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We investigate both pure and mixed states Floquet dynamical quantum phase transition (DQPT) in the pe-
riodically time-dependent extended XY model. We exactly show that the proposed Floquet Hamiltonian of
interacting spins can be expressed as a sum of noninteracting quasi-spins imposed by an effective time depen-
dent magnetic field (Schwinger-Rabi model). The calculated Chern number indicates that there is a topological
transition from nonadiabatic to adiabatic regime. In the adiabatic regime, the quasi-spins trace the time depen-
dent effective magnetic field and then oscillate between spin up and down states. While in the nonadiabatic
regime, the quasi-spins cannot follow the time dependent effective magnetic field and feel an average magnetic
field. We find the range of driving frequency over which the quasi-spins experience adiabatic cyclic processes.
Moreover, we obtain the exact expression of the Loschmidt amplitude and generalized Loschmidt amplitude of
the proposed Floquet system. The results represent that both pure and mixed states dynamical phase transition
occurs when the system evolves adiabatically. In other words, the minimum required driving frequency for the
appearance of Floquet DQPT is equal to the threshold frequency needed for transition from nonadiabatic to
adiabatic regime.
I. INTRODUCTION
Recent experimental advances on synthesizing various
quantum platforms, including ultra-cold atoms in opti-
cal lattices1–5, trapped ions6–9, nitrogen-vacancy centers in
diamond10, superconducting qubit systems11 and quantum
walks in photonic systems12,13 provide a framework for exper-
imentally studying different quantum systems far from ther-
modynamic equilibrium. Nonequilibrium physics with exotic
properties, specifically realizing the quantum time evolution
beyond the thermodynamic equilibrium description as well as
the dynamics of out-of-equilibrium quantum many-body crit-
icality, has recently attracted attention of theoretical14–27 and
experimental3,6–13,28,29 researches in physics.
Lately, a new area of research named dynamical quantum
phase transitions (DQPTs)24,30, has been introduced, in non-
equilibrium quantum systems, as a counterpart of conven-
tional equilibrium thermal phase transitions. Within DQPT
real time plays the role of control parameter analogous to tem-
perature in conventional equilibrium phase transitions30,31.
DQPT represents a phase transitions between dynamically
emerging quantum phases, that occurs during the nonequi-
librium coherent quantum time evolution under quenching or
time-periodic modulation of Hamiltonian10,30,31.
The concept of DQPT originates from the analogy between
the equilibrium partition function of a system, and boundary
partition function, which measures the overlap between an ini-
tial state and its time-evolved one, termed as Loschmidt am-
plitude (LA). As the equilibrium phase transition, character-
ized by nonanalyticities in the thermal free energy, in DQPT,
nonanalytic behavior manifests as singularities in the LA, a
dynamical analog of the equilibrium free energy30,31. Further-
more, nonanalyticities in dynamical free energy are accompa-
nied by zeros of LA in the complex time plane known in statis-
tical physics as Fisher zeros of the partition function20–24,30–34.
It has been also established that there exists a dynamical
topological order parameter (DTOP), analogous to order pa-
rameters at conventional quantum phase transition, which can
characterize DQPTs25,35,36. The presence of a DTOP illus-
trates the emergence of a topological characteristic associ-
ated with the time evolution of nonequilibrium systems. The
DTOP takes integer values as a function of time and represent
unit magnitude jumps at the critical times, signaling the occur-
rence of DQPTs5,10,35,36. Decoherence and particle loss pro-
cesses do affect the dynamics, hence, the notion of DQPTs has
been developed to the generalized form, i.e., thermal (mixed)
state dynamical phase transition36–38.
DQPT has been extensively explored from both
theoretical20–25,39–59 and experimental5–7,10–12,60–63 point
of views. Most researches on DQPT, are associated
with both sudden and slow quantum quenches of the
Hamiltonian20–26,64–66. It was first found that, during the
quench procedure, crossing the equilibrium quantum critical
point (EQCP) is an essential condition to observe DQPT24.
However, subsequent analytical studies indicate that DQPT
occurs regardless of any quenches across EQCP20,22,41,67.
In addition, the theory of DQPT has been recently extended
to Floquet systems10,68,69. In Floquet DQPT, as opposed to
conventional quantum quench scenario, systems evolve un-
der the time-periodic Hamiltonian10,68. Although the quench-
induced dynamical free energy accompanied with periodicity
and decaying in time, in Floquet systems DQPT occurs pe-
riodically without decaying in time68,69. Despite numerous
studies of DQPTs in a wide variety of quantum systems, com-
paratively little attention has been devoted to the quantum Flo-
quet systems. To the best of our knowledge, there is currently
no conclusive analytical evidence that under which circum-
stances DQPTs appear in quantum Floquet systems. Further
studies are needed to clarify and shed more light on this is-
sue. For instance, exactly solvable models play a particularly
important role in this direction.
In the present work, we contribute to expand the systematic
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2understanding of Floquet DQPT by introducing the exactly
solvable periodically time-dependent extended XY model in
the presence of a staggered magnetic field. We analytically
study the pure and mixed states DQPT characteristics, espe-
cially the underlying topological features. We show that, pure
state DQPT occurs when the system enters into the adiabatic
regime. In other words, the minimum required driving fre-
quency for appearance of Floquet DQPT is equal to the thresh-
old frequency needed for transition from nonadiabatic to adia-
batic regime. In the nonadiabatic regime, the quasi-spins (i.e.
noninteracting effective spins) feel a constant effective Zee-
man field, which does not induce Rabi oscillations between
spin up and down states70. When the system enters the adi-
abatic regime the quasi-spins oscillate between spin up and
down states70. We also indicate that the pure state dynamical
free energy undergoes periodic nonanalyticities without de-
caying in time. In contrast, the nonanalyticities of mixed state
dynamical free energy are periodically robust in the presence
of temperature, where their amplitude decreases with time.
This implies mixed state Floquet DQPT time scale becomes
the same as its corresponding pure state, which does not de-
pend on the temperature. Moreover, discrete jumps of DTOP
of pure and mixed states confirms consistently the topological
feature of DQPT. Although its topological nature is lost at fi-
nite temperatures. It should be mentioned that, analogous to
the message of Ref. [24], the existence of Floquet DQPTs in
Ref.[10] is connected to the well-known equilibrium quanti-
ties given by two gapless critical points. In contrast, the un-
derlying model here, has a single critical point and the Floquet
DQPTs within a window frequency is shown to be related to
the well-known dynamical notion i.e., adiabatic-nonadiabatic
processes.
II. PERIODICALLY DRIVEN EXTENDED XY MODEL
The Hamiltonian of the one-dimensional harmonically
driven extended XY spin chain in the staggered magnetic field
is given by
H(t) =
N∑
n=1
J1
[
cos(ωt)
(
SxnS
x
n+1 + S
y
nS
y
n+1
)
−(−1)n sin(ωt)
(
SxnS
y
n+1 − SynSxn+1
)
−(−1)nJ2
(
SxnS
z
n+1S
x
n+2 + S
y
nS
z
n+1S
y
n+2
)
+(−1)nhsSzn
]
, (1)
where, N is the size of the system, hs is the magnitude of
staggered magnetic field and ω is the driving frequency. Here
we impose periodic boundary condition and Sαn are the spin
half operators at the nth site, i.e. Sαn =
1
2σ
α
n ; α = {x, y, z},
where σα are Pauli matrices. The first and second terms in
Eq. (1) describe the time dependent nearest neighbour XY
and staggered Dzyaloshinskii-Moriya interactions71, and the
third term is a staggered cluster (three-spin) interaction72.
The Hamiltonian, Eq. (1), can be exactly diagonalized by
Jordan-Wigner transformation, which transforms spins into
spinless fermions, where c†n (cn) is the fermion creation (an-
nihilation) operator (see Appendix A). The crucial step is to
define two independent fermions at site n, cAn−1/2 = c2n−1,
and cBn = c2n. This can be regarded as splitting the chain
having a diatomic unit cell. Introducing the Nambu spinor
Γ†k = (c
†B
k , c
†A
k ), the Fourier transformed Hamiltonian can
be expressed as sum of independent terms acting in the two-
dimensional Hilbert space generated by k
H(t) =
∑
k
Γ†kHk(t)Γk, (2)
The Bloch single particle Hamiltonian Hk(t) in Eq. (2), is
Hk(t) = J1
[
hxy
(
cos(ωt)σx+sin(ωt)σy
)
+hzσ
z
]
/2, where
hxy(k) = 2 cos(k/2) and hz(k) = J2 cos(k) + 2hs. Eq.
(2) implies that the Hamiltonian of N interacting spins (Eq.
(1)) can be mapped to the sum of N/2 noninteracting quasi-
spins. In the next section, we deal with the Hamiltonian of
noninteracting quasi-spins to show that quasi-spins transform
from nonadiabatic to adiabatic regime by tuning the driving
frequency ω.
A. Exact solution of the time-dependent Schro¨dinger equation
The noninteracting (quasi-spin) Hamiltonian Hk(t) is ex-
actly the same as Schwinger-Rabi model70 of a spin in the
time dependent effective magnetic field Hk(t) = ~hk(t) · ~S
with ~hk(t) = J1(hxy(k) cos(ωt), hxy(k) sin(ωt), hz(k)) and
|~hk| = J1(h2xy(k) + h2z(k))1/2. In such a case, the polar
and azimuthal angles of effective magnetic field, are θk =
arctan(hxy(k)/hz(k)) and Φ(t) = ωt, respectively.
Using the time-dependent Schro¨dinger equa-
tion i ddt |ψ±k (t)〉 = Hk(t)|ψ±k (t)〉 in the rotating
frame given by the periodic unitary transformation
UR(t) = exp[iω(1 − σz)t/2], the time dependent
Hamiltonian is transformed to its time-independent form
Hk|χ±k 〉 = E±k |χ±k 〉 where
Hk = [hxy(k)σ
x + (hz(k)− ω)σz + ω1]/2, (3)
and |χ±k 〉 = U†R(t)|ψ±k (t)〉 (see Appendix B). For simplicity
and without loss of generality we take J1 = 1, and J2, hs, ω >
0, henceforth. The eigenvalues and eigenvectors of the time-
independent noninteracting Hamiltonian Hk are
E±k =
ω
2
± 1
2
√
h2xy(k) + (hz(k)− ω)2, (4)
|χ−k 〉 =
(
cos(γk/2)
sin(γk/2)
)
,
|χ+k 〉 =
(
sin(γk/2)
− cos(γk/2)
)
, (5)
where
γk = arctan
[ sin(θk)
cos(θk)− ω/|~hk|
]
. (6)
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FIG. 1. (Color online) Variation of cos(γk) versus k/pi for J2 =
pi, hs = 3pi and ω = 4pi (solid line), ω = 6pi (dotted line) and
ω = 8pi (dash-dotted line).
It is worthy to mention that, the time independent extended
XY model in the presence of the renormalized staggered mag-
netic filed
H =
N∑
n=1
J1
[(
SxnS
x
n+1 + S
y
nS
y
n+1
)
+ (−1)nheffs Szn
+(−1)nJ2
(
SxnS
z
n+1S
x
n+2 + S
y
nS
z
n+1S
y
n+2
)]
,(7)
with heffs = hs − ω/2, results the noninteracting (quasi-
spin) Hamiltonian Hk, the same as Eq. (3), (apart from an
additive constant), which leads to eigenvectors and eigen-
values given by Eqs. (4)-(5). It is clear that the ground
state is separated from the excited state by the energy gap
∆k = |E+k − E−k |, which vanishes at Brillouin zone bound-
ary kc = ±pi and heffs = hs − ω/2 = J2/2. So, a QPT
occurs at heffs = J2/2, where the system transforms from the
Spin Liquid phase (heffs < J2/2) to the long-range ordered
antiferromagnetic phase (heffs > J2/2).
B. Topological transition from adiabatic to nonadiabatic
regime
An adiabatic cyclic process associates with slowly chang-
ing the periodic parameters driving a physical system. In such
a case, the system returns to its initial state after a cycle. How-
ever, a quantum state may gain a phase factor that can be given
as the sum of a dynamical phase that depends on the Hamilto-
nian parameters and an extra term of geometrical origin. The
latter is known as the Berry phase and can be determined from
the geometric properties of the path expressed by the driv-
ing parameters in the parameter space of the Hamiltonian73.
Nonadiabatic cyclic processes may also produce geometric
phases that are smaller than adiabatic Berry phases but with
similar geometric characteristics74–76.
Consider the instantaneous non-degenerate eigenstates
|m,R〉 of the system for a given set of parameters R in H(R),
i.e. H(R)|m,R〉 = Em(R)|m,R〉, where Em(R) is the cor-
responding eigenvalues. Hence, the Berry phase is expressed
as Υm =
∮
Am(R), whereAm(R) is the so-called Berry con-
nection expressed as a (local) differential one-form75
Am(R) = Amυ dR
υ = i〈m,R| ∂
∂Rυ
|m,R〉dRυ (8)
Using Stokes theorem, we arrive at Υm =
∫
S
Fm(R), where
Fm(R) is the Berry curvature two-form given by75
Fm(R) =
∂Amµ
∂Rυ
dRυ ∧ dRµ = dAm. (9)
Here, ∧ is the antisymmetric wedge product and dAm stands
for the exterior derivative of the Berry connection one-form
Am. The Chern number, which is given by the integral of the
Berry curvature over the whole parameter space, encodes the
information of a topological transition between two different
driving regimes (see Appendix D). In the adiabatic regime,
a spin can adapt to the variation of effective magnetic field
and will remain in its instantaneous eigenstate during the slow
evolution. In contrast, in the nonadiabatic regime, the spin
cannot align with the magnetic field and hence is exposed to
an average magnetic field77–80. Implementing the exact Flo-
quet states, we obtain the Berry curvature, which gives an ex-
act expression for the Chern number (C) (see Appendix D).
C = Θ(1− ω√
h2xy(k) + h
2
z(k)
) = Θ(1− ω
|~hk|
), (10)
where Θ(x) is the Heaviside step function.
According to the calculated Chern number (Eq. (10)), in the
adiabatic regime ω < |~hk|we getC = 1, where the quasi-spin
is able to follow the evolution of magnetic field ~hk, leading to
the Rabi oscillation70. However, in the nonadiabatic regime
ω > |~hk| (C = 0), which corresponds to the Landau Zener
transition78, the spin can not follow the effective magnetic
field and is only subjected to the average field79,80. To simply
explain the transition from adiabatic to nonadiabatic regime,
let us to revisit the definition of angle γk in Eq. (6). To get
oscillations on the quasi-spin, γk needs to be varied from 0 to
pi, i.e., γk ∈ [0, pi]. This is possible only if ω < |~hk|, such that
the denominator of Eq. (6) can become zero leading the argu-
ment runs from (−∞,∞). In turn, it is required that the driv-
ing frequency ranges from |J2 − 2hs| to
√
(J2 + 2hs)2 + 4,
i.e., |J2−2hs| ≤ ω ≤
√
(J2 + 2hs)2 + 4. In Fig. 1, variation
of cos(γk) has been plotted versus k/pi at J2 = pi, hs = 3pi
and for different values of ω. As seen, γk changes from 0 to
nearly pi (dotted line), where the driving frequency is ω = 6pi
and forces system to evolve adiabatically. On the other hand,
in the nonadiabatic regime (ω = 4pi, 8pi), cos(γk) is roughly
constant, which means that quasi-spins cannot align with the
effective magnetic field.
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FIG. 2. (Color online) The density plot of Loschmidt echo |Lk(t)|2 as a function of time t and k, for (a) ω = 4pi (b) ω = 6pi and (c) ω = 8pi.
The rate function of Loschmidt amplitude versus time t for (d) ω = 4pi (e) ω = 6pi and (f) ω = 8pi. In all plots we take J2 = pi, hs = 3pi.
III. DYNAMICAL PHASE TRANSITION
As mentioned in the Introduction, there has been recently
a renewed focus in the study of DQPTs, probing nonana-
lyticities of the dynamical free energy of a quenched sys-
tem in both pure and mixed states30,37,38. The DQPTs notion
emanates from the resemblance between the canonical par-
tition function of an equilibrium system Z(β) = Tre−βH
and the quantum boundary partition function Z(z) =
〈Ψ|e−zH|Ψ〉81,82. When z = it the quantum boundary parti-
tion function corresponds to the Loschmidt amplitude L(t) =
〈Ψ(λ1)|e−iH(λ2)t|Ψ(λ1)〉. In such a case, LA is the overlap
amplitude of the initial quantum state |Ψ(λ1)〉 with its time
evolved state under the post-quenched Hamiltonian H(λ2).
The DPTs are defined by sharp nonanalyticities in the rate
function of the Loschmidt echo (LE)-square given by24,40,41,83,
g(t) = − 1
2pi
∫ pi
−pi
dk ln |Lk(t)|2.
In addition, these nonanalyticities are signaled by the zeros
of Z(z), known as Fisher zeros24,30. Here, we investigate the
Floquet DQPTs in the proposed periodically time dependent
Hamiltonian Eq. (1) to explore characteristics of DQPTs in
the quantum Floquet systems.
A. Pure state dynamical phase transition
According to the results of section II A the time-evolved
ground state |ψ−k (t)〉 of the quasi-spin Hamiltonian Hk(t), is
given by
|ψ−k (t)〉 = UR(t)e−iE
−
k
t|χ−k 〉 = e−iE
−
k
teiω(1−σ
z)t/2|χ−k 〉.(11)
Due to the decoupling of different momentum sectors, the
initial and time-evolved ground states of the original Hamilto-
nian exhibit a factorization property that is expressed by
|ψ−(t)〉 = Πk|ψ−k (t)〉 = Πke−iE
−
k tUR(t)|χ−k 〉,
|ψ−(t = 0)〉 = Πk|χ−k 〉. (12)
It is straightforward to show that the LA corresponding to
the ground state of the proposed model is given by
L(t) = 〈ψ−(0)|ψ−(t)〉 = ΠkLk(t),
Lk(t) = 〈ψ−k (0)|ψ−k (t)〉 = e−iE
−
k t〈χ−k |UR(t)|χ−k 〉
= e−iE
−
k t
[
cos2(
γk
2
) + sin2(
γk
2
)eiωt
]
. (13)
The density plot of LE and the rate function of LE have been
shown in Figs. (2)(a)-(f). It can be clearly seen that, in the
adiabatic regime (Fig. 2(b)) there exist critical points k∗ and
t∗, where Lk∗(t∗) becomes zero. In contrast, there is no such
critical point in nonadiabatic regime (Figs. 2(a) and 2(c)).
Consequently, the nonanalyticities in the rate function of the
LA and DQPT occur for the driving frequency, at which the
system evolves adiabatically (Fig. 2(e)).
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FIG. 3. (Color online) Lines of Fisher zeros for J2 = pi, hs = 3pi, and (a) ω = 4pi, (b) ω = 6pi and (c) ω = 8pi.
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FIG. 4. (Color online) The dynamical topological order parameter as a function of time for J2 = pi, hs = 3pi and (a) ω = 4pi, (b) ω = 6pi and
(c) ω = 8pi.
The real time instances at which the DQPT appears is ex-
actly equal to the time instances at which at least one fac-
tor in LA becomes zero i.e., Lk∗(t∗) = 0. According to Eq.
(13), we find that DQPT happens only whenever there is a
mode k∗, which satisfies J2 cos(k∗) + 2hs − ω = 0, that
leads to |J2 − 2hs| < ω < J2 + 2hs. Since J2 + 2hs <√
4 + (J2 + 2hs)2, we come to conclude that the nonanalyt-
icities in the rate function of LA can only exist whenever the
system evolves adiabatically. In other words, the minimum re-
quired driving frequency for the emergence of Floquet DQPT
is equal to the threshold frequency needed for transition from
nonadiabatic to adiabatic regime. Consequently, LA shows
a periodic sequence of real-time nonanalyticities in adiabatic
regime at
t∗n = (2n+ 1)
pi
ω
= (n+
1
2
)t∗, n∈Z+, (14)
with the period Tp = t∗ = 2pi/ω. This result is in agreement
with the numerical simulation shown in Figs. 2(b) and 2(e).
Furthermore, in contrast to DQPT in the conventional quench
mechanism, in which the height of rate function singularity
decays with time, the height of cusps in Floquet DQPT does
not decay with time.
As mentioned, nonanalyticities of the LA rate function are
accompanied by Fisher zeros of the boundary partition func-
tion. The boundary partition function of our model is given
by
Lk(z) = e−E
−
k z
[
cos2(
γk
2
) + sin2(
γk
2
)eωz
]
. (15)
Zeros of Eq. (15) coalesce in the thermodynamic limit to the
family of lines labeled by a number n ∈ Z:
zn =
1
ω
[
ln(
1 + cos(γk)
1− cos(γk) ) + i(2n+ 1)pi
]
. (16)
The sketches of lines of Fisher zeros are shown in Fig. 3 for
different values of driving frequency. It can be clearly seen
that, the imaginary axis is crossed by Fisher zeros lines for
the adiabatic regime (Fig. 3(b)). However, Fisher zeros do
not cut the imaginary axis for driving frequencies that drive
system nonadiabatically (Figs. 3(a) and 3(c)).
We have also plotted the density plot of time dependent
expectation values of quasi-spin components 〈σα〉, shown in
Fig. 7 in Appendix E. In the adiabatic regime, it is clearly vis-
ible that quasi-spin components oscillate between spin up and
down states and cover the range [−1, 1].
As stated in Sec.I, dynamical topological order parameter
has been proposed to represent the topological characteristic
associated with DQPTs. The DTOP displays integer values
as a function of time and reveals unit magnitude jumps at the
critical times at which the DQPTs occur. The DTOP is given
by
νD(t) =
1
2pi
∫ pi
0
∂φG(k, t)
∂k
dk, (17)
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where the geometric phase φG(k, t) is obtained from the to-
tal phase φ(k, t) by subtracting the dynamical phase φD(k, t),
i.e., φG(k, t) = φ(k, t) − φD(k, t). The total phase φ(k, t)
is the phase factor of LA in its polar coordinates repre-
sentation, i.e. Lk(t) = |Lk(t)|eiφ(k,t), and φD(k, t) =
− ∫ t
0
〈ψ−k (t′)|Hk|ψ−k (t′)〉dt′, are obtained as follows
φ(k, t) = −E−k t + tan−1
( sin2(γk/2) sin(ωt)
cos2(γk/2) + sin
2(γk/2) cos(ωt)
)
,
φD(k, t) = −E−k t+ (1− cos(γ))ωt/2.
The DTOP has been displayed in Fig. 4 for different values
of the driving frequencies. From Fig. 4 one can see that,
DTOP smoothly decreases/increases with time in nonadia-
batic regime (Figs. 4(a) and 4(c)), which represent the absence
of DQPT. The unit jumps in Fig. 4(b) features the topological
aspects of DPTs, which happen in the adiabatic regime.
B. Mixed state dynamical phase transition
In experiments5,6, which investigate the far-from-
equilibrium theoretical concepts, the initial state in which
system is prepared, is typically not a pure state but rather a
mixed state. This leads to propose generalized Loschmidt
amplitude (GLA) for mixed thermal states, which perfectly
reproduce the nonanalyticities manifested in the pure state
DQPTs37,38. Here, we investigate mixed state Floquet DQPTs
notion in the Floquet Hamiltonian, Eq. (1). The GLA for
thermal mixed state is defined as follows
GL(t) =
∏
k
GLk(t) =
∏
k
Tr
(
ρk(0)U(t)
)
, (18)
where ρk(0) is the mixed state density matrix at time t = 0,
and U(t) is the time-evolution operator. The mixed state den-
sity matrix and time-evolution operator of Floquet Hamilto-
nian (Eq. (1)) is given by
ρk(0) =
e−βHk
Tr(e−βHk)
=
1
2
(
1− tanh(β∆k
2
)nˆk · ~σ
)
, (19)
U(t) = UR(t)e
−iHkt = eiω(1−σ
z)t/2e−iHkt, (20)
respectively, where Hk = 12 (ω1 + ∆knˆk · ~σ), with nˆk =
(hxy(k), 0, hz(k) − ω)/∆k and β = T−1 is the inverse tem-
perature with Boltzmann constant KB = 1. A rather lengthy
calculation yielding an exact expression for GLA
GLk(t) = 1
∆k
[
∆k cos(
ωt
2
) cos(
∆kt
2
) (21)
− (hz(k)− ω) sin(ωt
2
) sin(
∆kt
2
)
+ i
(
∆k cos(
ωt
2
) sin(
∆kt
2
)
+ (hz(k)− ω) sin(ωt
2
) cos(
∆kt
2
)
)
tanh(β∆k/2)
]
.
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The density plot of GLA has been plotted versus time t and
k in Figs. 5(a)-(c) for different values of driving frequency
at β = 1. As seen, in the adiabatic regime Fig. 5(b), the
critical points k∗ and t∗, where GLA becomes zero, are ex-
actly the same as the corresponding one in LA. In the nonadi-
abatic regime, there is no critical point to get zero for GLA. So
we expect that the mixed state DQPT occurs in the adiabatic
regime even at finite temperatures. The comparison of Fig.
2(b) with Fig. 5(b) manifests that, GLA shows deformation
versus time. Our numerical results show that the deformation
enhances by increasing time and temperature. The rate func-
tion of GLA has been plotted versus time in Figs. 5(d)-(f) for
different values of β and driving frequencies. As is clear, the
nonanalyticities in the rate function of GLA appear in the adi-
abatic regime (Fig. 5(e)). Although GLA correctly reproduces
the critical mode k∗, and critical time t∗ observed during the
pure state DQPT, the height of cusps decreases by increas-
ing time. However, the height of cusps and its reductional
behaviour with time grows by increasing temperature (Fig.
5(e)). It has to be noted that for temperatures smaller than
the temperature associated with the minimum energy gap, the
critical modes and times of the mixed state DQPT, remain un-
affected. For higher temperatures the finger print of DQPT
washed out, which states a cross over to a new regime with-
out DQPT (see inset of Fig. 5(e), which shows the case of
β = 0.1). In Fig. 8 (see Appendix G) the time dependent
expectation values of quasi-spin components 〈σα〉, have been
plotted at finite temperature. Similar to the pure state case, in
the adiabatic regime quasi-spin components oscillate between
spin up and down states. It is remarkable to mention that the
range, over which quasi-spin components oscillate, shrinks by
increasing temperature and at high temperatures their expec-
tation values are approximately constant.
Analogous to the pure state DQPT, topological invari-
ant has been established for mixed state DQPT to dis-
play its topological characteristics. In the mixed state
DQPT the total phase and dynamical phase are defined as
φ(k, β, t) = Arg
[
Tr
(
ρ(k, β, 0)U(t)
)]
, and φD(k, β, t) =
− ∫ t
0
Tr[ρ(k, β, t′)H(k, t′)]dt′, respectively. Hence, the
topological invariant νD(t) can be calculated for mixed
state using Eq. (17) in which φG(k, β, t) = φ(k, β, t) −
φD(k, β, t). After a lengthy calculation, one can obtain
φ(k, β, t) and φD(k, β, t) for a mixed state (see Appendix F).
The mixed state topological invariant has been illustrated in
Fig. 6 for different values of driving frequencies and β. One
can clearly see that νD(t) exhibits a nearly perfect quantiza-
tion (unit jump) as a function of time between two succes-
sive critical times t∗ in the adiabatic regime, Fig. 6(b). The
quantized structure of νD(t) is only observed as far as tem-
peratures are smaller than the temperature associated with the
minimum energy gap. Although abrupt jumps of νD(t) is ob-
served at higher temperatures, it does not show a quantized
value to represent a topological character as seen in the inset
of Fig. 6(b), for β = 0.1. This confirms the existence of a
crossover temperature below which mixed state DQPT exist
and are signaled by the mixed state DTOP, which are nearly
quantized.
IV. CONCLUSION
We have studied both pure and mixed states Floquet dy-
namical quantum phase transition in the periodically driven
extended XY model in the presence of staggered magnetic
field. We have shown that the proposed Floquet Hamiltonian
with N interacting spins can be mapped to N/2 noninteract-
ing quasi-spins subjected to the time dependent effective mag-
netic field (Schwinger-Rabi model). The calculated values of
Chern number reveals that there exists topological transition
from the nonadiabatic to adiabatic regime. In the adiabatic
regime, the quasi-spins follow the time dependent effective
magnetic field and then oscillate between up and down states.
However, in the nonadiabatic regime the quasi-spins cannot
trace the time dependent effective magnetic field and feel an
average magnetic field. We have obtained the range of driving
frequency over which the system experiences adiabatic cyclic
process and shows DQPT. It can be understood that for very
high frequencies the adiabatic evolution is lost, while, at very
low frequencies the period of cyclic dynamics diverges, which
prohibits a recursion to show DQPT at finite time. This justi-
fies the presence of a window frequency over which the DQPT
is observed. We would like to stress that our model has a
single gapless critical point and the observed DQPTs within
8a window frequency is different from the observed counter-
parts in Ref.[10], which possesses two distinct critical points,
which define the window frequecy. We have also obtained the
exact expression of Loschmidt amplitude and the generalized
Loschmidt amplitude of proposed Floquet system. Our re-
sults confirm that both pure and mixed states dynamical phase
transitions occur whenever the system evolves adiabatically.
In other words, the minimum frequency needed for emerging
the dynamical phase transition is equivalent to the threshold
driving frequency, which is necessary to drive the system into
the adiabatic regime. Furthermore, we have observed that for
the mixed state dynamical phase transition there is a crossover
temperature above which the nonanalyticities in the rate func-
tion of generalized Loschmidt amplitude and quantization of
the mixed state DTOP get completely wiped out.
Floquet systems may show the pre-thermal phase protected
by discrete time-translation symmetry in the absence of disor-
der and integrals of motion84–91. It would be an exciting topic
to investigate the presence of DQPT in a pre-thermal regime,
which can be realized by adding interaction/perturbation to
the model we discussed.
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Appendix A: Spinless fermion transformation
The Hamiltonian, Eq. (1), can be diagonalized by means of
the Jordan-Wigner transformation
S+n = S
x
n + iS
y
n =
n−1∏
m=1
(1− 2c†mcm)c†n,
S−n = S
x
n − iSyn =
n−1∏
m=1
cn(1− 2c†mcm),
Szn = c
†
ncn −
1
2
, (A1)
which transforms spins into fermion operators cn, and c†n. The
essential step here is to define independent fermions at site n,
cAn−1/2 ≡ c2n−1, cBn ≡ c2n. This can be regarded as
dividing the chain into diatomic elementary cells. Introducing
the Nambu spinor Γ†k = (c
†B
k , c
†A
k ) the Fourier transformed
Hamiltonian can be expressed as sum of independent terms
(Eq. (2)) given by
Hk(t) =
J1
2
[
2eiωt cos(k/2)cA†k c
B
k + 2e
−iωt cos(k/2)cB†k c
A
k
− (J2 cos(k) + 2hs)cA†k cAk + (J2 cos(k) + 2hs)cB†k cBk
]
, (A2)
where the wave number is k = (2p − 1)pi/N , p = −N/4 +
1,−N/4 + 2, · · ·N/4.
Appendix B: Time-independent Hamiltonian
By solving the time-dependent Schro¨dinger equation, we
can obtain the eigenvalues and eigenvectors of Hamiltonian
Hk(t)
i
d
dt
|ψ±k (t)〉 = Hk(t)|ψ±k (t)〉. (B1)
The exact solution of time dependent Schro¨dinger equation
is found by going to the rotating frame given by the periodic
unitary transformation
UR(t) = e
iω(1−σz)t/2 =
(
1 0
0 eiωt
)
. (B2)
In the rotating frame an eigenstate is given by |χ±k 〉 =
U†R(t)|ψ±k (t)〉. Substituting the transformed eigenstate into
the time dependent Schro¨dinger equation, we arrive at the fol-
lowing time independent Hamiltonian in the rotating frame
approach
Hk = U
†
R(t)Hk(t)UR(t)− iU†R(t)
dUR(t)
dt
. (B3)
So the eigenvalues and eigenstate of the original Hamiltonian
can be obtained by solving a time independent Schro¨dinger
equation
Hk|χ±k 〉 = E±k |χ±k 〉. (B4)
Appendix C: Floquet system
Adiabatic and nonadiabatic evolution can be understood in
terms of different driving frequencies within the Floquet the-
ory. A Floquet can be expressed by the following eigenvalue
problem (ν = ±):
HFk (t)|uνk(t)〉 = ενk|uνk(t)〉, (C1)
where, HFk (t) = Hk(t) − i ddt and |uνk(t)〉, are the Floquet
operator and the Floquet state, respectively, where ενk, is the
quasi-energy. Hence, Eq. (C1) can be rewritten in the form of
time dependent Schro¨dinger equation [Hk(t) − ενk]|uνk(t)〉 =
i ddt |uνk(t)〉. Within this formulation, a periodically time de-
pendent Hamiltonian has a complete set of solutions |ψνk〉 that
are separable into a product of a phase factor e−iε
ν
kt and a
time-periodic Floquet state |uνk(t)〉, i.e.,
|ψνk(t)〉 = e−iε
ν
kt|uνk(t)〉.
Similar to the exact solution in section II A, the above time-
dependent Hamiltonian is transformed to the corresponding
time-independent form:
HFk |χνk〉 = νk|χνk〉, (C2)
where, the time independent Floquet operator HFk is in the
rotating frame expressed as HFk = Hk − ενk1. The eigenstates
9|χνk〉 are given by Eq. (5) and their corresponding eigenvalues
νk are E
ν
k − ενk, in which Eνk is expressed in Eq. (4). Then the
time-evolved state in the rotating frame is obtained as
|χνk(t)〉 = e−i(E
ν
k−ενk)t|χνk〉. (C3)
Consequently the Floquet state is calculated as
|uνk(t)〉 = eiωt(1−σ
z)/2e−i(E
ν
k−ενk)t|χνk〉. (C4)
Accordingly, Floquet states require time periodicity, which
fixes the values of quasi-energies to
ενk = E
ν
k −mω, m ∈ Z. (C5)
Then, the time-dependent Floquet states and time-dependent
eigenstates of Floquet Hamiltonian of Eq. (1) is obtained as
|uνk(t)〉 = eiωt(1−σ
z)/2e−imωt|χνk〉, (C6)
|ψνk(t)〉 = e−iε
ν
kt|uνk(t)〉.
Appendix D: Quasi-energy and geometric phase
The Floquet states differ from the exact eigenstates of
Schro¨dinger equation, only in a phase factor, which facilitate
our calculations to study the topological quantities. Hence,
the Berry connection A is obtained as:
Aνk = 〈uνk(t)|id|uνk(t)〉 = Aνk(t)dt+Aνk(θ)dθ, (D1)
where, Aνk(t) and A
ν
k(θ) are given by:
Aνk(t) = 〈uνk(t)|i∂t|uνk(t)〉 (D2)
=
ω
2
[〈uνk(t)|σz|uνk(t)〉+ (2m− 1)]
=
ω
2
[−ν cos(γ) + (2m− 1)],
Aνk(θ) = 〈uνk(t)|i∂θ|uνk(t)〉.
However, Aνk(θ) is time independent and do not contribute in
calculation of Berry curvature. Therefore, the Berry curvature
is given by:
F ν = dAνk = ∂θA
ν
k(t)dθ ∧ dt =
∂Aνk(t)
∂γ(θ)
∂γ(θ)
∂θ
dθ ∧ dt
=
νω
2
sin(θ)− ω
2|~hk| sin(2θ)
[1 + ω
2
|~hk|2 −
2ω
|~hk| cos(θ)]
3/2
dθ ∧ dt. (D3)
Consequently, the Chern number, which is given by the in-
tegral of the Berry curvature over the parameter space is in the
following form:
C =
1
2pi
∫ T
0
dt
∫ pi
0
dθF− =
1
2pi
∫ T
0
dt
∫ pi
0
∂γA
ν
k(t)
∂γ(θ)
∂θ
dθ
= Θ(1− ω√
h2xy(k) + h
2
z(k)
). (D4)
Appendix E: Expectation values of quasi-spin components in the
pure state DQPT
Time dependent expectation values of quasi-spins 〈σα〉 in
the pure state DQPT are given in the following expressions
〈ψ−k (t)|σx|ψ−k (t)〉 = sin(γk) cos(ωt), (E1)
〈ψ−k (t)|σy|ψ−k (t)〉 = sin(γk) sin(ωt),
〈ψ−k (t)|σz|ψ−k (t)〉 = cos(γk).
The density plot of the above values have been depicted for
several driving frequencies in Fig. 7. As expected, in the adi-
abatic regime the expectation values of 〈σα〉 changes roughly
from −1 to 1 (Figs. 7(d)-(f)). In contrast, for the nonadia-
batic regime the expectation values of 〈σα〉 do not fully cover
the interval [−1, 1] (Figs. 7(a)-(c) and 7(g)-(i)). We should
mention that, the time periodicity of 〈σα〉 in adiabatic regime
coincide with the periodicity of the rate function of LA. Addi-
tionally, the expectation values do not decay exponentially in
time.
Appendix F: Mixed state dynamical topological order
parameter
To calculate the dynamical topological order parameter in
the mixed state, we have to calculate the total phase and the
dynamical phase. The total phase φ(k, β, t) and the dynamical
phase φD(k, β, t), are given as follows
φ(k, β, t) = Arg
[
Tr(ρ(k, β, 0)U(t))
]
= tan−1
[∆k cos(ωt2 ) sin(∆kt2 ) + (hz(k)− ω) sin(ωt2 ) cos(∆kt2 )
∆k cos(
ωt
2 ) cos(
∆kt
2 )− (hz(k)− ω) sin(ωt2 ) sin(∆kt2 )
tanh(β∆k/2)
]
,
φD(k, β, t) = −
∫ t
0
dt′Tr[ρ(k, β, t′)H(k, t′)] =
tanh(β∆k/2)[hz(k)(hz(k)− ω) + h2xy(k)]
2∆k
t, (F1)
where, the DTOP for mixed state DPT has been plotted in Fig. 6 for different values of β and driving frequency ω.
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FIG. 7. (Color online) Density plot of the expectation values of σx, σy , and σz for the pure state dynamical phase transition versus t and k for
J2 = pi, hs = 3pi, and (a-c) ω = 4pi, (d-f) ω = 6pi and (g-i) ω = 8pi.
Appendix G: Quasi-spin components in the mixed state
The time dependent expectation values of quasi-spin
components 〈σα〉 in the mixed state dynamical system are
given by the following forms
〈σx〉 = − tanh(β∆k/2)
∆k
hxy(k) cos(ωt),
〈σy〉 = − tanh(β∆k/2)
∆k
hxy(k) sin(ωt)
〈σz〉 = − tanh(β∆k/2)
∆k
(hz(k)− ω).
Their corresponding density plots have been illustrated in Fig.
8 for several values of driving frequencies at β = 1. As ex-
plained before, in the adiabatic regime the expectation val-
ues of 〈σα〉 sweep the whole range of values, from −1 to 1
(Figs. 8(d)-(f)). While in the nonadiabatic regime, the expec-
tation values of 〈σα〉 do not fully cover the interval [−1, 1]
(Figs. 8(a)-(c) and 8(g)-(i)). It is worth mentioning that, for
higher temperatures the variation domain of expectation val-
ues becomes smaller. Moreover, the expectation values decay
exponentially with time at finite temperatures. We have also
observed that the quasi-spin expectation values become ap-
proximately constant, when the temperature is comparable to
the temperature associated with the energy gap.
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