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Abstract
By modeling the stripe phase in cuprates as spin gapped stripes coupled to
the RVB liquid of preformed electron pairs, I derive the low energy effective
theory of the RVB phase variable. It is found that the effect of stripe dynamics
(including both longitudinal and transverse modes) leads to incipient temporal
phase stiffness in the RVB liquid, which tunes a quantum phase transition
toward a superconducting ground state with global phase order. Physical
consequences of this quantum criticality are discussed.
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I. INTRODUCTION
The relevance of quantum criticality to the mechanism of high Tc superconductiv-
ity in cuprates has captured considerable interest in the theoretical community. One
scenario [1] argues that the proximity to a quantum critical point associated with anti-
ferromagnetic(AFM) ordering is responsible for the anomalous normal state properties and
the pairing mechanism that leads to d-wave superconductivity. There is also recipe that
emphasizes the competition between AFM and superconductivity(SC) orders [2], which is
likely controlled by hidden quantum critical points [3].
Recently there have been convincing experimental evidences that support the pres-
ence of stripe ordering (both dynamic and static) in typical cuprate materials such as
La2−δSrδCuO4, Y Ba2Cu3O7−δ and Bi2Sr2CaCu2O8+δ (Bi-2212) etc [4]. This offers new
possibilities of quantum critical scenarios, considering that stripe phase requires charge or-
der to be locked to local AFM order in its competition with SC ordering. Motivated by these
results, suggestions of new critical point associated with charge ordering [5] were advanced.
Among many unresolved issues on relations between various orders, the interplay be-
tween stripe order and SC order has been under hot discussions [6]. In the theory suggested
in ref [7], it is argued that Cooper pairing is induced in hole-rich stripes through ”spin prox-
imity” effect caused by pair tunneling between stripe and insulating background, and global
phase ordering occurs at a lower energy scale determined by the inter-stripe Josephson cou-
pling which is enhanced by transverse zero-point fluctuations of stripes [8]. In parallel to
the above recipe, I recently suggested a scenario [9] where stripes are coupled to an RVB
( Resonating Valence Bond) spin liquid background through single-particle hopping, which
results in the generation of two quantitatively different gaps ( normal state pseudo-gap and
superconducting gap) by strong pairing correlation inherent in the RVB environment. In
both of these scenarios, the dynamical stripes play the central role in accommodating the
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seeds of Copper pairs for the later establishment of superconductivity order which results
from the overlaps of the SC wave function between neighboring one dimensional supercon-
ducting stripes, while the hole deficient regions between stripes are less relevant and treated
as being remnant of the undoped antiferromagnet with reduced local magnetization which
could only compete with the superconducting order. It is then natural to ask: Is it the only
possible route toward high Tc superconductivity in striped phase of cuprates? In this paper,
we will attempt to explore an alternative scenario based on the same microscopic model pro-
posed in ref [9], albeit from a different viewpoint of the role of stripe dynamics, namely, the
effect of dynamical stripes in turning a pre-paired RVB spin liquid into a superconductor.
The relevance of RVB spin liquid to high Tc superconductivity was suggested by An-
derson more than a decade ago [11]. The basic idea is that the undoped cuprates have a
novel quantum disordered ground state which is the resonating superposition of different
configurations of local singlet pairs (so called valence bonds). Upon hole doping, these lo-
calized electron pairs are gradually liberated and become Cooper pairs which condense into
a superconducting ground state. Around this proposal, there have been a lot of discussions
and controversies in the theoretical community, and it is still inconclusive [12]. We note that
beyond the detailed formulation of RVB theory, there is one important aspect which has
enjoyed a broader acceptance , that is, strong local pairing correlation is present even in the
normal state of under-doped cuprates although the global phase coherence is established only
at a lower temperature. Despite the general argument by Emery and Kivelson [13] about
the effect of low carrier density on reducing phase stiffness, the concrete mechanism that is
responsible for turning a pre-paired but incoherent RVB liquid into a superconductor with
global phase coherence, is albeit unclear. It is interesting to return to this issue now, thanks
to the development of experiments which provide precious information and constraints on
any serious theoretical effort to understand the high Tc mechanism, such as the presence
of stripe correlation in the charge degree of freedom which must be taken into account in
discussing the above issue.
In this work, we will try to address this issue, based on the consideration of stripe
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dynamics and its effect on phase ordering in the RVB spin liquid which then gives rise to a
global superconducting order. The detailed formulation is provided in next section and the
last section is devoted to discussions and conclusions.
II. FORMULATIONS
Based on the two-component stripe picture suggested in ref [9], one can start with the
total microscopic Hamiltonian as follows,
H(c, c+, d, d+) = H1D(d, d
+) +HRV B(c, c
+) (1)
+ Hcouple(c, c
+, d, d+),
where c, c+ and d, d+ represent the annihilation and creation operators of a single electron
in 2D RVB background and 1D stripe, respectively. In the undoped background, there is on
average one electron per site and the charge degree of freedom is frozen (which is however
gradually mobilized when the coupling with stripes develops with hole doping), and only
spin exchange interaction is relevant at low energy scale, which is responsible for the singlet
formation in RVB state. Within the stripes, where doped holes concentrate, both charge
and spin degrees of freedom are active at low energy scale.
Now, let us treat these three parts one by one as follows in order to obtain the low energy
effective theory:
Hamiltonian of 2D RVB spin liquid HRV B: Since the undoped background is at half-
filling, one can start with the 2D antiferromagnetic Heisenberg model and perform a routine
Hartree-Fork decoupling which leads to the RVB Hamiltonian HRV B [11],
HRV B = J
∑
<ij>
(SiSj − 1/4) (2)
= −J ∑
<ij>
b+ijbij
= −J ∑
<ij>
(∆ijb
+
ij + h.c.− |∆ij |2),
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where b+ij =
1√
2
[c+i,↑c
+
j,↓ − c+i,↓c+j,↑]. Integrating over fermion variables, one can get the ”free
energy ” of RVB order parameters(OP) ∆ij [14]:
FRV B ≈ a
∑
<ij>
|∆ij |2 + b
∑
<ij>
|∆ij |4 (3)
+ c
∑
plaquette[ijkl]
(∆∗ij∆jk∆
∗
kl∆li + h.c.) + ...,
where a,b,c are parameters derived from microscopic model calculations. Then approaching
the continuous limit by coarse graining: Ψ(~r ← ~ri+~rj
2
)← local average of |∆ij | exp(iθij),
one can arrive at the following effective action
SeffRV B =
∫
dτdxdy[a′|Ψ|2 + b′|Ψ|4 − c′|Ψ|2|∇Ψ|2], (4)
where a′ < 0, b′ > 0, c′ < 0 are renormalized parameters from a,b,c by coarse graining
[15]. Note that the temporal phase stiffness (∝ 1
U
, where U is the local charging energy) is
rather weak compared with the spatial phase stiffness Es ∝ |Ψ|2 and thus does not appear
in Eq[4]. This is because charge fluctuation is significantly suppressed by strongly repulsive
interactions, which leads to severe phase fluctuations thanks to the conjugating relation
between phase variable and pair density. This accounts for the absence of phase coherence
in half-filled RVB spin liquid. We note that the lack of phase coherence (or put it in a
different way, the freezing of charge fluctuations) is what makes RVB spin liquid different
from a superconductor of Cooper pairs, later on we will see how stripe dynamics helps to
establish phase coherence in RVB spin liquid and turns it into a superconductor.
Hamiltonian of 1D stripes H1D: As shown by extensive experiments, stripes are dy-
namical in nature , and its dynamics includes the longitudinal charge and spin fluctuations
along the stripe and the transverse motion which is relatively slow. Therefore it is valid to
treat the stripes as 1D electron gas(1DEG) at first and then take the transverse degree of
freedom into account by doing the suitable average over the transverse configurations. The
general theory of Luttinger Liquid provides a powerful tool for the description of 1DEG.
Following the notation of Luttinger Liquid [16], the low energy effective theory of 1D stripes
is described by separated charge modes and spin modes as follows [17]:
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Heff1D =
∫
dx[
Kcuc
2
Π2c +
uc
2Kc
(∂xΦc)
2] (5)
+
∫
dx[
us
2
Π2s +
us
2
(∂xΦs)
2 + g1 cos(
√
8πΦs)],
where Φc, Πc, and Φs, Πs , are conjugated boson operators representing density fluctuations
in charge and spin sectors of 1D Luttinger Liquid, respectively. uc, us are the corresponding
propagating velocities, and Kc is a parameter of interaction. The last term g1 cos(
√
8πΦs) is
the spin gap correction caused by the coupling between 1D stripes and 2D RVB background
with strong pairing correlations (see ref [9] for detail).
Coupling between 1D stripes and 2D RVB background Hcouple:
Hcouple(c, c
+, d, d+) =
∑
k,q,σ V c
+
k,σdq,σδkx,q + h.c., where only horizontal stripe (along x
direction) is considered, and momentum conservation is ensured by requiring kx = q. The
coupling term accounts for the single electron hopping between stripes and the background
and V gives the hopping matrix element. In order to discuss the low energy effective theory
with boson variables only, we need to integrate out fermion variables so the lowest order
relevant process happens at the second order of V . For the present discussion, we adopt the
Cooper pair tunneling process [7] as the only effective coupling between 2D RVB environment
and 1D stripes, that is
Heffcouple(Ψ,∆) = g
∫
dxdyΨ(x, y)∆∗(x)f(y − Y ) + h.c., (6)
where g is the continuous limit of pair tunneling amplitude, Ψ(x, y) stands for the coarse
grained RVB order parameter , ∆(x) is the singlet pairing order parameter of stripes, f(y−Y )
gives the transverse distribution function of the stripe position due to vibration , and Y
stands for the transverse displacement of the stripe diffusion. Here we assume that the
stripe transverse modes can be described as the superposition of the fast mode of vibra-
tion and the slow mode of diffusion. Under the harmonic approximation, one can assume
f(y) ∝ √α exp(−αy2), where 1/√α represents the amplitude of stripe vibration mode which
is determined by the microscopic details which are responsible for the stripe formation and
stabilization. In Nd doped LSCO where stripes are pinned by the Low Temperature Tetrag-
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onal lattice structure [4], 1/
√
α is expected to be small (of the order of one lattice unit);
while in optimum doped LSCO and YBCO, stripes are more disordered and transverse fluc-
tuations are strong, so 1/
√
α can be as large as the order of inter-stripe distance which is
about 4a ( a is the lattice unit).
In the formulation of Luttinger Liquid [16],
∆(x) = du exp(−i
√
2πΘc) sin(
√
2πΦs).
We note that this pair tunneling process is very important in the present picture.
Through this process the previously localized spin singlets in RVB background become mo-
bile and the charge degree of freedom is resumed, in this sense one can no longer distinguish
spin singlets of electrons from Cooper pairs which constitute the basis of superconductivity,
and the RVB phase variable can be continuously connected to the phase degree of freedom
of d-wave superconductivity order parameter.
After establishing the effective Hamiltonians of the coupled RVB and stripe variables,
we can study the effect of stripe dynamics on the RVB background ( especially the phase
degree of freedom ) by integrating out the stripe variables ( including both the OP field
∆(x) and the transverse mode variable Y )
exp [−∆SeffRV B] =
∫
DΦc(x, τ)DΦs(x, τ)DY (τ, x) (7)
exp[−
∫ β
0
dτ(Heff1D +H
eff
couple +Htm)],
where Htmis the Hamiltonian of the transverse modes of stripes, β =
1
kBT
. Therefore, the
integration up to the second order gives
∆SeffRV B ≈ −
g2
2
∫
dτdτ ′dxdydx′dy′Ψ(x, y, τ)Ψ∗(x′, y′, τ ′) (8)
〈∆∗(x, τ)∆(x′, τ ′)〉1D〈f(y − Y (τ, x))f(y′ − Y (τ ′, x′))〉tm
where 〈 〉1D and 〈 〉tm stand for average over longitudinal and transverse stripe variables,
respectively. According to the Luttinger Liquid theory,
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〈∆∗(x, τ)∆(x′, τ ′)〉1D ≈


d2u
|(τ−τ ′)+i (x−x′)
uc
|
1
Kc |(τ−τ ′)+i (x−x′)
us
|
|(τ − τ ′) + i (x−x′)
us,c
| << ξs
us,c
d2u
|(τ−τ ′)+i (x−x′)
uc
|
1
Kc ξs/us
|(τ − τ ′) + i (x−x′)
us,c
| >> ξs
us,c
where ξs ∝ 1/∆s is the cutoff of length scale given by the spin gap ∆s ∝
√
|g1| exp ( v2πg1 ) [9].
In order to extract the spatial and temporal phase stiffness coefficients, one can expand
the integrand with respect to ∆x = x′ − x, ∆y = y′ − y, ∆τ = τ ′ − τ , over which one can
perform integrations [18], then reach
∆SeffRV B ≈
∫
dτdxdy[Eτ |∂Ψ
∂τ
|2 +∆Ex|∂Ψ
∂x
|2 +∆Ey|∂Ψ
∂y
|2],
where the induced incipient temporal phase stiffness is
Eτ ∝ δg2α
∫ ξs
uc,s
0
d∆τ〈exp [−α(Y (τ +∆τ, x)− Y (τ, x))2/2]〉tm (9)
(∆τ)1−1/Kc + δg2α
∫ ∞
ξs
uc,s
d∆τ〈exp [−α(Y (τ +∆τ, x)− Y (τ, x))2/2]〉tm
(∆τ)2−1/Kc ,
Considering that 〈(Y (τ +∆τ, x)− Y (τ, x))2〉tm = 2D(∆τ) (where the stripe diffusion is
modeled as random walk and D is the diffusive coefficient), then the above expression can
be simplified to [19]
Eτ ∝ δg2α(αD)1/Kc−2F (αDξs
uc
) +
uc,s
ξs
δg2α(αD)1/Kc−3G(
αDξs
uc
), (10)
where F (X) =
∫X
0 x
1−1/Kce−xdx, G(X) =
∫∞
X x
2−1/Kce−xdx. At the limit αDξs
uc
>> 1, Eτ ∝
δg2α(αD)1/Kc−2; while for αDξs
uc
<< 1, Eτ ∝ δg2α(αD)1/Kc−3/ξs.
The corrections to spatial phase stiffness ∆Ex and ∆Ey can be calculated similarly,
however, compared with the unperturbed Es of 2D RVB effective theory in eq[4] they are
negligibly small when δ is small enough.
Now combined with eq[4] where the spatial phase stiffness Es ∝ ρ2 is given, and retain
only phase variables (assuming frozen amplitude |Ψ| = ρ), one can discuss the phase ordering
process in the RVB liquid with the following effective action:
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Seff =
∫ β
0
dτ [
∑
i
Eτρ
2|∂φ(~ri)
∂τ
|2 (11)
− Esρ2
∑
<ij>
cos(φ(~ri)− φ(~rj))].
Notice here we turn from the Ginzburg-Landau like ”soft-spin” effective model into ”hard
spin” XY model, because in (2+1) dimension they belong to the same universal class and
thus have the same critical behavior.
This effective action has been under heavy discussions in the study of granular super-
conducting film and Josephson junction array [20]. To reveal the quantum critical physics
inside it, one can perform a standard Hubbard-Stratonovich transformation to decouple the
Josephson term [21], which introduces the complex order-parameter field ψ in proportion to
the expectation value of exp(iφ). The resulting Ginzburg-Laudau action in (2+1)D reads:
Feff [ψ] =
∫
dxdydτ [
1
8Esρ2
|∇ψ|2 + 128E3τρ6|
∂ψ
∂τ
|2 (12)
+ (
1
2Esρ2
− 4Eτρ2)|ψ|2 + κ|ψ|4].
So the quantum critical point(QCP) is given by 1
2Esρ2
− 4Eτρ2 = 0, which separates the
zero-temperature phase diagram into superconducting ordered phase (EτEsρ
4 > 1/8) and
non-superconducting disordered phase (EτEsρ
4 < 1/8). At finite temperature, there exists
a crossover temperature Tcr(ρ, Eτ ) ∝
√
|Eτρ2− 1
8Esρ2
|
E3τρ
6 , above which lies the quantum critical
region where physical quantities obey scaling laws with T . On the SC ordered side the
crossover temperature becomes the transition temperature corresponding to the well-known
KT transition [22]. The phase diagram is shown in Fig.1(a). Note that strong asymmetry
exists in Tcr around the QCP, and the much higher crossover temperature on the disordered
side compared with the SC ordered side can explain why the anomalous T dependent scaling
behaviors are prevalent in the normal states of superconducting cuprates while in slightly
doped insulating cuprates the critical regime eludes experiments (it is however likely that
stripe ordering itself can lead to critical scaling behavior which is not considered here).
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III. DISCUSSIONS AND CONCLUSIONS
Now let us discuss how to connect this QCP with the general phase diagram of high
Tc cuprates. One can see the quantum phase transition is tuned by a single parameter
EτEsρ
4 ∝ δg2ρ6H(ξs, α,D) which is a complicated function of doping density δ, RVB OP
amplitude ρ, spin gap 1/ξs and stripe transverse mode parameters α and D. In realistic
experiments, upon hole doping, all the other parameters change accordingly. For example,
RVB OP amplitude ρ and spin gap both decrease with doping (experimentally spin gap closes
around δ = 0.2), while stripe transverse modes may depend on material-dependent properties
like lattice distortions and impurity effects. Therefore a comprehensive understanding of
this issue can be formidable and will not be pursued here. However For the purpose of
qualitative demonstration of the physical mechanism , I will attempt to take some of the
relevant parameters into account (while leave the others like those of stripe transverse modes
as external inputs) and mark the route followed by a cuprate under hole doping in the
ground state phase diagram (Fig.1(b)).At first, with slightly doping from the parent cuprate,
Eτ increases from zero (roughly in proportion to δ) while ρ gradually decreases from the
maximum, therefore at a critical doping value (δc1 ≈ 0.06) the system crosses the phase
boundary into the SC ordered state. Then upon further doping from under-doped to over-
doped regions, δ gradually becomes saturated, meanwhile a diminishing spin gap pushes Eτ
toward the limit value controlled by α and D. Therefore the route is bent toward Eτ axis
thanks to the decreasing ρ (because over-doping reduces RVB correlations significantly with
excessive holes ”overflowing” into the background, which is also consistent with the result
of RVB mean field calculations [12] ). Finally as δ > δc2 ≈ 0.3 the system crosses the phase
boundary again and returns to the disordered non-superconducting ground state. During
the above process, Tcr increases from zero to its maximum and then decreases back to zero,
as it is the case for the transition temperature [23].
Before end, two comments are in order. First, I will comment on the role of transverse
stripe modes in affecting the SC transition. According to eq[10], lower α and D tends to
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strengthen Eτ (which is especially effective in under doped region where the spin gap is
substantial and the limit αDξs
uc
<< 1 can be approached, assuming Kc > 1/2 which coincides
with the condition under which SC fluctuations along stripes are relevant at low energy
[24]). This suggests that in the present mechanism, larger transverse vibration amplitude
(≈ 1/√α) favors SC while the diffusion mode does not. Considering the various stripe
phases proposed in literature [24], it is interesting to note that SC order is favored only in
the intermediate region between the stripe crystal phase ( with small vibration amplitude,
or large α ) and stripe liquid phase ( where stripes are meandering strings and diffusions
dominate), which implies a very subtle relation between SC order and stripe charge order.
Secondly, I will briefly compare the present picture with the one suggested in ref [7]: in that
work, the superconducting order is induced by the Josephson tunneling between neighboring
stripes and it is natural to expect this coupling to be strongly dependent on the inter-
stripe distance (presumably decays exponentially with the distance ) and also the extent of
disorder in stripe configurations, which makes it a subtle issue to explain the simple and well-
defined relation between Tc, zero temperature superfluid density and doping density, and
the fact that higher Tc is found in the cuprates with more disordered stripe correlations. In
the present work, the induced temporal phase stiffness only depends on the local coupling
between one stripe and its neighboring background and is therefore not sensitive to the
disorder in the coupling between the neighboring stripes.
In conclusion, the low energy effective theory of the RVB phase variable coupled to the
stripe dynamics is obtained, where the effect of stripe dynamics induces doping dependent
incipient temporal phase stiffness in the RVB liquid, which tunes a quantum phase transition
toward a superconducting ground state with global phase order.
I am grateful to S.A.Kivelson for discussions . The support from Stanford Graduate
Fellowship (SGF) and SSRL is gratefully acknowledged.
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