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E-mail address: masavageau@ucdavis.edu (M.A. SaAlthough characterization of the genotype has undergone revolutionary advances as a result of the
successful genome projects, the chasm between our understanding of a fully characterized gene
sequence and the phenotypic repertoire of the organism is as broad and deep as it was in the pre-
genomic era. There are two fundamental unsolved problems that provide the context for the chal-
lenges in relating genotype to phenotype. We address one of these and describe a generic method
for constructing a system design space in which qualitatively distinct phenotypes can be identiﬁed
and counted, their relative ﬁtness analyzed and compared, and their tolerance to change measured.
 2009 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
Interest in the physical characteristics that parents pass onto
their offspring is as old as recorded history [1]. Although Aristotle
postulated that transmission occurred through the blood, the issue
eventually became the scientiﬁc question of relating genetic deter-
minants of the parents to the phenotypic characteristics expressed
by the progeny, which is recounted in the history of genetics going
back to Mendel [2]. Throughout the pre-genomic era there was
steady progress in our understanding of this relationship. How-
ever, the announcement of the draft sequence of the human gen-
ome in 2000 revealed the true magnitude of the problem. On the
one hand, we now have a detailed genotype in the form of a se-
quenced genome; on the other, we know phenotypes such as hair
color of cats, shape and size of ﬂowers, height and weight of live-
stock, not to mention disease states in humans. The difﬁculty in
relating these two levels of biological organization and function
is hard to over-estimate. As Sydney Brenner has stated [3], ‘‘The
problems faced by pre- and post-genomic genetics are . . . much
the same – they all involve bridging the chasm between genotype
and phenotype”. Moreover, between the levels of genotype and
phenotype of the organism there are many intervening levels that
form a rich hierarchy of molecular subsystems. Although there are
some intuitive notions of what is meant by phenotype at the level
of the organism, it is far from clear what the term phenotypechemical Societies. Published by E
Biomedical Sciences Facility,
, USA. Fax: +1 530 754 5739.
vageau).means at the level of the intervening biochemical systems and
what the phenotypic repertoire of any given system might be.
The primary goal of this paper is to deﬁne what we mean by a
phenotype at the level of a biochemical system, to enumerate the
qualitatively distinct phenotypes according to this deﬁnition, and
to compare their behaviors. Integral to this process is a generic
method for the construction of the system design space.
To provide a context for our approach consider two fundamen-
tal problems that need to be solved in relating genotype to pheno-
type in a given environment: (1) the task of going from genome
sequence to a model of the system and (2) the task of going from
the model to the phenotype of the system in the given environ-
ment. The ﬁrst task is the ongoing effort of experimental biology,
and, whether considered from the bottom-up approach of molecu-
lar biology or the top-down approach of high-throughput technol-
ogies and computation, the magnitude of the problem is enormous
[4]. The difﬁculties of arriving at such a model involve issues of
parameter estimation requiring model reduction [5] and sensitiv-
ity analysis [6]. The second task, assuming that an explicit model
or suite of models is in hand, is also a daunting problem. Exploring
the full phenotypic potential of even a relative small non-linear
model, say with 15 parameters, by analytical methods is intracta-
ble. Furthermore, an empirical sampling of alternatives suffers
from a combinatorial explosion. (If one were to sample just 10 val-
ues of each parameter in all combinations it would require 1015
simulations, and one might still have missed some important
behavior beyond the sampled range, or between sampled points.)
We will address the second of these fundamental unsolved
problems and focus on the notion of a ‘‘system design space” forlsevier B.V. All rights reserved.
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notypes. We will describe a generic method for constructing such a
design space in which qualitatively distinct phenotypes can be
identiﬁed and counted, their relative ﬁtness analyzed and com-
pared, and their tolerance to global change measured. The method
is most easily understood in the context of a simple speciﬁc exam-
ple. For this purpose, we have selected one of the well-studied
gene circuits of bacteriophage lambda.
It is important to realize that we could consider for our illustra-
tion any given model structure with any given values for its param-
eters. How closely the model reﬂects ‘‘reality” is not the issue here.
Indeed, a model is simply our current working hypothesis at any
stage in the scientiﬁc method. At any given stage in its develop-
ment one must extract implications of the model in order to design
experiments for testing the working model. Discrepancies between
predictions from the model and the results from experimental tests
are expected and used to modify the model and repeat the cycle.
Regardless of how the model structure is determined and the val-
ues of the parameters estimated, one is faced with the task of
revealing the phenotypic repertoire for the working model so that
experiments can be designed for its testing.
2. Gene circuit controlling lambda lysogeny
The lytic/lysogenic decision of phage lambda has long been
studied as a model of cell-fate decisions in higher organisms, and
has also been explored by mathematical modeling [7,8]. The regu-
lator CII initially is a critical agent in this decision, but once the
developmental path to lysogeny is established it no longer plays
a role [9]. The lysogeny/induction decision has received less atten-
tion as a model system, but it has also been well studied. The clas-
sical view held that CRO and CI form a double-negative bistable
switch that plays an essential role in initiation of the induction
process [10]. However, there is now evidence suggesting that
CRO is not required for initiation of induction [11–13], although
it can inﬂuence the threshold level of DNA damage that initiates
induction [12] and the subsequent progress of lytic development
[13].
The core regulator of the lysogenic state is the CI protein, which
as a dimer represses the early lytic transcripts from promoters pL
and pR by binding to operator sites OL and OR while activating
its own transcription from promoter pRM at low concentrations
and repressing it at high concentrations. Following DNA damage,
which leads to an SOS response, RecA protein is activated and stim-
ulates CI monomer auto-cleavage. The lowering of CI concentra-
tion, and hence the dimer concentration, results in de-activation
of cI transcription and de-repression of lytic functions.
A diagram emphasizing the core features of CI regulation is
shown in Fig. 1 along with a version having symbols that simplify
the mathematical notation.
2.1. Kinetic model of the cI gene circuit
Early mathematical models of this system have been review by
Santillan and Mackey [14]. Well-established features of these
models include ﬁrst-order loss of CI mRNA, ﬁrst-order translationFig. 1. (A) Kinetic model of the cI gene circuit for phage lambda. (B) Simpliﬁed
symbolic version of the kinetic model in panel A.of the CI mRNA, dimerization of CI monomers, cooperative activa-
tion of pRM transcription by low concentrations of CI dimers and
repression at high concentrations. These well-established features
of the cI gene circuit are included in a number of detailed kinetic
[14–18] and stochastic [19–21] models that incorporate the recent
experimental results of Dodd et al. [22].
The following is a kinetic model that includes these conven-
tional features of the system. It differs from existing models by
the assumption of a phenomenological Hill-like function for the
rate of pRM transcription and the potential for cooperative RecA*
catalysis of CI monomer degradation under substrate-limited con-
ditions. The ﬁrst assumption appears to represent adequately the
experimental data of Dodd et al. [22], as shown below. The second
assumption addresses the detailed kinetics of CI degradation,
which is unknown because it has been difﬁcult to study for techni-
cal reasons [J.W. Little, personal communication]. Nevertheless, ﬁt-
ting experimental data with this model yields an estimate of the
capacity for regulation of CI degradation that is consistent with
the limited experimental data available [23], as discussed below
in section 2.3.
dM
dt
¼ cMK
p
D þ DpðcMmax þ cMKnI DnÞ
KpD þ Dpð1þ KnI DnÞ
 
 dMM ð1Þ
dC
dt
¼ cCM þ 2bDD 2cDC2 
dCmaxR
a þ dCKaR
Ra þ KaR
 
C ð2Þ
dD
dt
¼ cDC2  bDD dDD ð3Þ
The behavior represented by these equations can be described as
follows.
At very low concentrations of D, there is a basal rate of transcrip-
tion given by cM. As the concentration ofD increases there is a coop-
erative activation of the rate, which is characterized by the Hill
numberp.When theconcentrationofDexceeds the intermediateva-
lue needed for half-maximal activation, the activation constant KD,
the increase in rate diminishes as it approaches themaximumveloc-
ity givenby cMmax. As the concentration ofDapproaches and thenex-
ceeds the inhibition constant KI, there is a cooperative repression of
the rate, which is characterized by the Hill number n. The loss of
mRNA,M, is ﬁrst-order with rate constant dM.
The rate of translation is ﬁrst-order in the concentration of M
with rate constant cC. At very low concentrations of R, there is a ba-
sal rate of loss of C given by dC. As the concentration of R increases
there is a cooperative activation of the rate, which is characterized
by the Hill number a. When the concentration of R exceeds the
intermediate value needed for half-maximal activation, the activa-
tion constant KR, the increase in rate diminishes as it approaches
the maximum velocity given by dCmax. The reversible dimerization
of CI is characterized by the second-order rate constant cD and the
ﬁrst-order rate constant bD.
2.2. Normalization about the induced state
The number of parameters and independent variables that need
to be speciﬁed can be reduced without loss of generality by nor-
malizing about a particular value, taken arbitrarily here to be the
fully-induced state. The result of normalizing Eqs. (1)–(3) is the fol-
lowing set of equations:
_m ¼ j
p þ dpðrþ vndnÞ
jp þ dpð1þ vndnÞ
 
m ð4Þ
1
qC
_c ¼ mþ w h
a
d ½wþ 1 h
a
c2  ð1þ ar
aÞﬃﬃﬃﬃﬃ
ah
p
/ð1þ raÞ
" #
c ð5Þ
1
qD
_d ¼ c2  d ð6Þ
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 
aD, j ¼ dMdCcMcC
 
aKD, v ¼ dMdCcMcC
 
aKI ,
/ ¼ cMcCcD2dMdDðbDþdDÞ
 1=2
, c ¼ dMdCcMcC
  ﬃﬃﬃﬃﬃ
ah
p
/C, r ¼ 1KR R, r ¼
cMmax
cM
, a ¼ dCmaxdC ,
h ¼ 2dDdC , w ¼
bD
dD
, s ¼ dMt, qC ¼
ﬃﬃﬃﬃﬃ
ah
p
/ dCdM , and qD ¼
bDþdD
dM
. Note that d, j
and v all have the same normalization factor (1 nM1), so determin-
ing the factor relating D to d allows for the explicit determination of
KD and KI from j and v, respectively.
2.3. Estimation of parameter values
Dodd et al. [22] produced two sets of data critical for under-
standing the mechanism that controls cI gene transcription in
lambda lysogens. Both sets of data, which are relevant for the
numerical characterization of our model, entailed the construction
of Escherichia coli strains in which the structural gene for CI is fused
to an IPTG-inducible promoter and the pRM promoter is fused to
the structural gene lacz encoding b-galactosidase. In the ﬁrst case,
the pRM promoter is associated with wild-type operator sequences
that allow binding of CI dimers at low concentration to the opera-
tor sites OR1–OR2 and OL1–OL2 to activate transcription, and that
allow binding of CI dimers at high concentrations to the operator
sites OR3 and OL3 to repress transcription. In the second case, the
pRM promoter is associated with a disabled operator site OL3 that
fails to bind CI dimers thereby eliminating repression at high con-
centrations. The concentration of CI is determined from a standard
curve relating the levels of IPTG and measured levels of CI. The rate
of transcription from the promoter pRM is measured in units of
b-galactosidase activity as in standard reporter assays. We ﬁt our
model to these data by minimizing the root mean square deviation
with constrained quasi-Newton optimization [24,25]. We initiated
the algorithmmultiple times over a broad range of parameters, and
consistently found that the best ﬁt was obtained by the same
parameter set. The conﬁdence intervals for the parameters were
determined by repeating the process on the same data sampled
with ±10% error.
The data for the strain with the mutant OL3 site are shown as
blue dots in Fig. 2. Fitting the model produced the followingFig. 2. Rate of transcription from the lambda pRM promoter as a function of CI
dimer concentration. Activation of transcription without repression (blue) and
activation with repression (red). The symbols represent experimental data taken
from Dodd et al. [22] and the curves represent the ﬁt of the right-hand side of Eq. (7)
to the experimental data. The nominal operating point for a lysogen in wild-type
E. coli grown in LB broth (estimated to be 0.35 lM in terms of the dimer) is shown in
green. The black line represents the loss of CI dimers as a result of monomer
cleavage, which is ﬁt to the left-hand side of Eq. (7). (See Section 2.3 for further
discussion.)parameter values: basal level of expression cM = 50.1 ± 5.63 LacZ
units, maximal level of expression cMmax = 359 ± 15.3 LacZ units,
the activation constant characterizing the concentration of D for
half-maximal activation KD ¼ 0:138 0:0130 lM, and the Hill
number characterizing activation P = 3.01 ± 0.676. We chose rea-
sonable values cM = 50 LacZ units, cMmax = 355 LacZ units,
KD ¼ 0:130 lM, and P = 3, which produced the ﬁtted blue curve
in Fig. 2 and the normalized parameter values r = 7.1 (the capacity
for regulation or ratio of maximal to basal expression) and j = 130.
The data for the strain with the wild-type OL3 site are shown as
red dots in Fig. 2. Using the parameters determined from data for
the mutant OL3 site and ﬁtting the model produced the remaining
parameter values: the inhibition constant characterizing the con-
centration of D for half-maximal inhibition KI ¼0:3160:0359lM
and the Hill number characterizing inhibition n = 1.45 ± 0.248. We
chose reasonable values KI ¼0:320lM, and n = 1.5, which produced
the ﬁtted red curve in Fig. 2 and the normalized parameter value
v = 320.
Finally, the black line, which represents the loss of D in a stable
wild-type lysogen in rich media, is obtained by assuming the ﬁrst-
order rate of loss to be the same for monomer and dimer (i.e., h = 2)
and the Hill number for R activation of C self cleavage to be one
(i.e., a = 1, the predicted value based on maximum robustness of
the local behavior, see Section 4.2), and by adjusting the parame-
ters a and u to match the values of D in the fully-induced state
and in the wild-type lysogen, thus ensuring effective switching be-
tween the lytic and lysogenic states (a = 215 and / = 10). It is dif-
ﬁcult to determine experimentally a, the capacity for regulation
of activated RecA (i.e., its dynamic range from basal to maximal le-
vel of expression during induction), but rough estimates based on
experiments with LexA stability suggest a value of 100 [23, J.W.
Little, personal communication], which indicates that our estimate
has the correct order of magnitude.
Other parameters that will be used in the later analysis include
w, dM and dD. The value of w can be deduced from the previously
estimated values and the equilibrium constant for the dimerization
of CI (bD/cD). The literature provides a broad range, from 0.05 nM
[10] to 5n M [26]. Assuming a value of 1 nM yields w = 10. For
the message that has a half-life of 6 min [27] the value of
dM = ln (2)/6 min1, and for a culture growing exponentially in rich
media with a doubling time of 20 min [28] the value of dD = ln (2)/
20 min1.
Given the assumed non-linear structure of our model (Sec-
tion 2.1), and now our ﬁtting of its parameter values to the
experimental data of Dodd et al. [22], we obtain a particular
model that provides an appropriate example to address the sec-
ond task described in Section 1. Namely, how can we deﬁne the
qualitatively distinct phenotypes, identify their number, and
compare their behaviors? Recall that this task is separable from
the ﬁrst (i.e., how the particular model was obtained in the ﬁrst
place), which may have involved extremely difﬁcult issues
including model reduction and parameter estimation that are
not the focus here.
3. Generic construction of the system design space
The generic method we have proposed is based on the rate law
description of chemical reactions expressed in the power-law for-
malism, which can be considered a canonical non-linear formalism
from four different perspectives [29]. From the fundamental per-
spective, it includes the generalized mass action (GMA) represen-
tation for which traditional mass action is a special case when
the exponential parameters are restricted to small positive inte-
gers. From the local perspective, it provides a general representa-
tion in logarithmic space that is guaranteed by Taylor’s theory to
be accurate within a well-deﬁned neighborhood about a nominal
Fig. 3. System design space for the model in Fig. 1. The units of the axes are log base
10. The regions of different color represent qualitatively different phenotypes. The
regions are numbered arbitrarily. The letters b through i represent the coordinates
of the intersections, and the slopes are labeled S1 through S4. The white dot
represents the location of the wild-type system in the lysogenic state; the black dot
represents the location of the system in the lytic state. Induction, caused by an
increase in log r, corresponds to rightward movement along the horizontal black
line. Regions 7, 43 and 44 represent hysteretic behavior with three steady states,
one unstable and two stable, corresponding to the two neighboring stable regions.
Wild-type induction occurs across the critical hysteretic region (horizontal arrow).
The value of log j must lie between the dashed lines (vertical arrow) in order to
maintain the temperate life cycle operating across the critical hysteretic region.
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appropriate for systems in a well-regulated homeostasis. From
the piecewise power-law perspective, it provides a global represen-
tation constructed of local descriptions that can be made as accu-
rate as desired, again according to Taylor’s theory. From the recast
perspective, it provides an exact global representation for an enor-
mous scope of non-linear equations. Thus, the power-law formal-
ism provides a non-linear representation that is sufﬁciently
general to describe biochemical models composed of rate laws
having essentially any form of biological interest.
Our generic construction makes use of each of the different per-
spectives mentioned above, as will become clear in the following
sections. For the purposes of outlining the generic method for con-
structing the system design space we have selected a particular
model, which includes both mass action and rational-function
non-linearities, with speciﬁc values of its parameters. Extracting
the behaviors of such a model, which is the task we are about to
address, is required for the design of experiments to test the ade-
quacy of a model, which need not concern us here. Additional de-
tails of the construction method and examples of other system
design spaces can be found elsewhere [30,31]. It should be empha-
sized that construction of the system design space facilitates the
characterization of the ﬁxed points within each of the phenotypi-
cally distinct regions. Hence, the steady-state equations play an
essential role.
3.1. Recasting the steady-state equations
Creating the dimensionless parameter groups (Section 2.2) is
actually the ﬁrst step in the construction. The second is setting
the derivatives to zero in Eqs. (4)–(6) to obtain the steady-state
equations. In this case, these equations can be combined to yield
the following algebraic equation involving d and the independent
variable r, which may be considered the environment of this
system:
h
a
 
dþ ð1þ ar
aÞﬃﬃﬃﬃﬃ
ah
p
/ð1þ raÞ
" # ﬃﬃﬃ
d
p
¼ j
p þ dpðrþ vndnÞ
jp þ dpð1þ vndnÞ
 
ð7Þ
This equation can be recast [32,29] exactly into a generalized mass
action (GMA) system of equations within the power-law formalism
by letting x1 = d and introducing two new variables x2 = jp +
dp + vndn+p and x3 ¼
ﬃﬃﬃﬃﬃ
ah
p
/þ ﬃﬃﬃﬃﬃahp /ra. The resulting system of equa-
tions is
a1hx1 þ x1=21 x13 þ ax1=21 rax13 ¼ jpx12 þ rxp1x12 þ vnxpþn1 x12 ð8Þ
x2 ¼ jp þ xp1 þ vnxpþn1 ð9Þ
x3 ¼ a1=2h1=2/þ a1=2h1=2/ra ð10Þ
Each side of the steady-state equations (Eqs. (8)–(10)) is, in gen-
eral, a sum of several terms. When one term on each side of each
equation is dominant (i.e., is the term with the greatest magnitude
on its side), the system of equations can be approximated locally
by a second system of equations, the S-system representation,
which has a single analytical solution that is linear in the loga-
rithms of the concentration variables and rate constants [33,34].
The combination of several such equations, following the classical
methods of Bode as adapted for biochemical systems (see Appen-
dix B of Ref. [34]), produces a third system of equations, the piece-
wise power-law representation [29]. The boundaries between
pieces according to this method are not arbitrary, but are
determined by the parameters of the original system. This third
representation of the original system is the key to constructing
the system design space and identifying qualitatively distinct
phenotypes.3.2. Number of qualitatively distinct regions in design space
Since each term on each side of Eqs. (8)–(10) is potentially dom-
inant, there are as many potential solutions as there are combina-
tions of terms in the piecewise power-law representation; hence a
bound on the total number of steady-state solutions (T) is provided
by
T ¼
Yn
i¼1
ðLi  RiÞ ð11Þ
where n is the number of equations and Li and Ri are the number of
terms on the left- and right-hand sides of the ith equation. (In the
case of Eqs. (8)–(10), the bound is T = (3  3)  (1  3)  (1  2) = 54.)
However, not all potential solutions are necessarily valid. The
conditions for any given term to be dominant are provided by a
set of linear inequalities in log space. A test of each potential solu-
tion against the inequalities necessary for its validity will deter-
mine whether or not a potential solution is in fact a valid
solution. Substituting the valid solution into the corresponding
dominance conditions yields a set of linear inequalities that deﬁnes
the boundaries of the region in which the solution is valid. By fol-
lowing this strategy for the lambda cI gene circuit, and selecting
the normalized parameters r and j (see Section 2.3) for the axis
of a 2D plot that represents a slice through the design space, we ob-
tain the result depicted in Fig. 3. Note that only 10 of the 54 possi-
bilities are valid solutions for this particular design space. Regions
on the top of this design space (1, 37, 38) correspond to stable stea-
dy-state operating points with low values for the rate of transcrip-
tion from the promoter pRM; we will henceforth refer to the
qualitative nature of these as lytic-like or simply lytic states. Re-
gions on the bottom of this design space (11, 47, 46, 45) corre-
spond to stable steady-state operating points with high values;
we will henceforth refer to the qualitative nature of these as lyso-
gen-like or simply lysogenic states. The regions in the middle
(7, 43, 44) correspond to unstable steady-state operating points
with intermediate values.
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centration of monomer CI (C), dimer CI (D) and mRNA (M) follow
analytically from the form of the original non-linear equations,
independent of the particular numerical values for the parameters.
Thus, one can in principle characterize the various regions and
compare their behaviors analytically without knowing the values
of the parameters. This has been done for simple systems
[30,31], but in practice it becomes intractable for large systems.
The region of design space in which the system operates and the
numerical positioning of the boundaries are determined when spe-
ciﬁc values for the parameters of the model are given.
3.3. Landmarks in design space
The geometry of design space is determined algebraically and
consists of straight-line boundaries with well-deﬁned slopes and
intersections in log space. These features are determined by the
structure of the original model. In the case of Eqs. (1)–(3), these
key landmarks are indicated in Fig. 3, and the x, y coordinates
(logðrÞ; logðjÞ, respectively) of the intersections and values of
the slopes are summarized below.
3.3.1. Intersections
b ¼ 1
a
logðh=aÞ þ 1
a
log/;
nþ p
pðnþ 1Þ logr
nþ p
pðnþ 1Þ logðh=aÞ þ
nðp 1Þ
pðnþ 1Þ logv ð12Þ
c ¼ 1
2aðnþ 1Þ logrþ
3nþ 2
2aðnþ 1Þ logðh=aÞ þ
1
a
log/
þ n
2aðnþ 1Þ logv;
nþ p
pðnþ 1Þ logr
nþ p
pðnþ 1Þ logðh=aÞ þ
nðp 1Þ
pðnþ 1Þ logv ð13Þ
d ¼ 1
a
logrþ 1
2a
logðh=aÞ þ 1
a
log/ 1
2a
logv; logv ð14Þ
e ¼ 0; 2 logrþ logðh=aÞ þ 2 log/ ð15Þ
f ¼ 1
a
logðh=aÞ þ 1
a
log/;
1
p
logr logðh=aÞ ð16Þ
g ¼ 1
2aðnþ 1Þ logrþ
3nþ 2
2aðnþ 1Þ logðh=aÞ þ
1
a
log/
þ n
2aðnþ 1Þ logv;
nþ 1 p
pðnþ 1Þ logr
2nþ 1
ðnþ 1Þ logðh=aÞ 
n
ðnþ 1Þ logv ð17Þ
h ¼ 1
a
logrþ 1
2a
logðh=aÞ þ 1
a
log/ 1
2a
logv;
 2p 1
p
logrþ logv ð18Þ
i ¼ 0; 1
p
logrþ logðh=aÞ þ 2 log/ ð19Þ3.3.2. Slopes
S1 ¼ S2 ¼ 2a ð20Þ
S3 ¼ 2aðp 1Þp ð21Þ
S4 ¼  2aðpþ nÞpð2nþ 1Þ ð22Þ4. Evaluation of local performance within phenotypic regions
Within each region there is a qualitatively distinct solution that
is fully characterized [30] by well-established methods thatquantify signal ampliﬁcation (logarithmic gains [35]), robustness
(parameter insensitivity [36]), and stability (eigenvalues [37])
involving local (small) changes in variables and parameters. Loga-
rithmic gains, deﬁned as LðXi;XkÞ ¼ @ lnXi=@ lnXk, represent the
ampliﬁcation or attenuation of biochemical signals as they propa-
gate through the system from input variables to output variables.
Parameter sensitivities, deﬁned as SðXi; pjÞ ¼ @ lnXi=@ ln pj, repre-
sent the ampliﬁcation or attenuation of changes in system vari-
ables in response to changes in the parameters that deﬁne the
structure of the system. The eigenvalues, deﬁned by the linearized
system, are only a function of the system’s kinetic orders and
turnover numbers. Each of these characteristics can be readily
calculated and compared against a set of quantitative performance
criteria to determine the relative ﬁtness of systems represented in
each region. These qualitatively distinct solutions we deﬁne as
molecular phenotypes.
There are other measures of local robustness that include sec-
ond-order parameter sensitivities [38,6] and give a better indica-
tion of the synergy between parameters. These could be used to
examine particular ﬁxed points of the original equations, but at
an increased computational expense. However, these second-order
approaches are not relevant in the phenotypic regions we have de-
ﬁned because the equations in each region are already explicitly
expressed in terms of linear functions in the logarithms of the
independent variables and rate constants. Thus, the ﬁrst-order sen-
sitivities mentioned above are the relevant expressions and a sec-
ond-order term would be zero.4.1. Quantitative criteria for effective local performance
Two criteria often found to correlate with the natural selection
of a particular system design are the maximization (minimization)
of a particular steady-state function and the response time follow-
ing change. Moreover, when these values are optimal they often
are robustly so (e.g., see [31]). Several criteria for effective local
performance that reﬂect these expectations can be summarized
as follows.
The lysogenic state should be locally robust to perturbations in
the values of the N parameters that deﬁne the system, and this
robustness can be quantiﬁed by the parameter sensitivities
S(D, pi). It should not be inﬂuenced by ﬂuctuations in the input sig-
nal (the level of DNA damage), which can be quantiﬁed by the log-
arithmic gain L(D, R). The robustness of the logarithmic gain in the
face of perturbations in parameter values is also expected to be
small, and this robustness can be quantiﬁed by the parameter sen-
sitivities S[L(D, R), pi]. The dimer form of CI is responsible for the
primary regulatory actions, but similar criteria hold for the mono-
mer form of CI and the mRNA as well.
It is important to minimize the response time for restoring
the system to its nominal steady state following small changes
in the variables of the system, and this can be quantiﬁed in
terms of the dominant eigenvalue kdominant . One could of course
consider other criteria, but these will sufﬁce for our purposes
here.4.2. Analysis of local performance
The local robustness of the system in each of the phenotypic re-
gions of system design space can be calculated analytically for the
model in Fig. 1. From these results, one can predict maximum local
robustness in most cases when the Hill numbers p and n are large,
although tradeoffs are involved in determining the optimum val-
ues; whereas local robustness is maximal when a is small (data
not shown). By inserting the parameter values estimated in Sec-
tion 2.3 into these analytical results one can convert the analytical
Table 1
Summary of local robustness for each phenotypic region of the system design space in Fig. 3. Results are calculated based on the parameter values determined by the ﬁt to the
experimental data of Dodd et al. [22]. In regions where robustness is a function of r or j the following typical values are used. In regions 7, 43 and 44 the values of j are 316, 130,
and 10. In regions 37, 43, 45, and 47 the values of r are 0.32, 0.32, 0.63, and 0.32.
Region Criteria
R|S(, pi)|/N L(, R) R|S[L(, R), pi]|/N
D C M D C M D C M
Lysogenic regions (stable steady states)
11 0.161 ± 0.209a 0.141 ± 0.164 0.187 ± 0.247 0.000 0.000 0.000 0.000 0.000 0.000
47 0.292 ± 0.255 0.180 ± 0.144 0.318 ± 0.309 0.500 0.250 0.750 0.117 ± 0.301 0.117 ± 0.301 0.083 ± 0.253
45 0.862 ± 0.878 0.364 ± 0.464 0.133 ± 0.340 2.000 1.000 0.000 0.067 ± 0.249 0.067 ± 0.249 0.000
46 0.667 ± 0.863 0.267 ± 0.442 0.133 ± 0.340 0.000 0.000 0.000 0.000 0.000 0.000
Hysteretic regions (unstable steady states)
7 0.277 ± 0.411 0.205 ± 0.227 0.411 ± 0.586 0.000 0.000 0.000 0.000 0.000 0.000
43 0.291 ± 0.300 0.212 ± 0.204 0.488 ± 0.499 0.400 0.200 1.200 0.147 ± 0.376 0.147 ± 0.376 0.080 ± 0.251
44 0.238 ± 0.310 0.186 ± 0.216 0.319 ± 0.407 0.000 0.000 0.000 0.000 0.000 0.000
Lytic regions (stable steady states)
1 0.267 ± 0.442 0.194 ± 0.238 0.133 ± 0.340 0.000 0.000 0.000 0.000 0.000 0.000
37 0.952 ± 0.946 0.409 ± 0.502 0.133 ± 0.340 2.000 1.000 0.000 0.067 ± 0.249 0.067 ± 0.249 0.000
38 0.667 ± 0.863 0.267 ± 0.442 0.133 ± 0.340 0.000 0.000 0.000 0.000 0.000 0.000
a Mean ± S.D.
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values imply superior performance for each of the criteria.
The local robustness in each of the phenotypic regions reveals
that on average the inﬂuence of perturbations in parameters is
attenuated (sensitivities less than one in the columns 2–4 in
Table 1). The logarithmic gains (columns 5–7) describe the inﬂu-
ence that changes in the environmental input signal (RecA levels)
have on the output concentrations of the circuit (CI dimer, CI
monomer, and mRNA). Fluctuations in the level of DNA damage
have no inﬂuence on the phenotype when the circuit operates
on the basal (regions 11, 7, 1) or maximal (regions 46, 44, 38)
portions of the curve relating RecA activity to DNA damage. These
ﬂuctuations have an attenuated inﬂuence (logarithmic gain less
than one in magnitude) on the phenotype when the circuit oper-
ates on the repressing portion (region 47) of the curve that relates
rate of transcription to dimer concentration. They have an ampli-
ﬁed inﬂuence (logarithmic gain greater than one in magnitude)
on dimer concentration when the circuit operates on the upper
plateau (region 45) or the lower plateau (region 37) of the curve
relating rate of transcription to dimer concentration, or on the
mRNA level when the circuit operates on the activating portion
(region 43) of the curve relating rate of transcription to dimer
concentration. In all cases, the inﬂuence that perturbations in
parameters have upon the logarithmic gains (columns 8–10) is
on average attenuated (sensitivities less than one). Overall, there
is tendency for the local behavior to be more robust in regions
with high values of the input variable (46, 44, 38) or regions with
low values (11, 47, 7, 1), and to be less robust in the regions with
intermediate values (45, 43, 37).
The local response times in each of the phenotypic regions of
system design space are readily calculated. The half-times for the
restoration of the steady states range from 5 min (the fastest)
to 30 min (the slowest). Regions that correspond to basal levels
of DNA damage (1, 11) are slower, while regions that correspond
to high levels of DNA damage (38, 46) are faster. The response
times shift from slow to fast over the intervening regions
(37, 45, 47) as DNA damage increases. The same pattern is seen
in the response time for divergence from the unstable steady
states: faster in 44, slower in 7 and shifting from slow to fast in
43. On the whole, lysogenic regions (11, 47, 45, 46) are faster than
their lytic counterparts (1, 37, 38), which is consistent with the
experimental evidence for the local robustness of the lysogenic
state [39].5. Evaluation of global performance across phenotypic regions
Characterizing local (small) changes in performance is impor-
tant for characterizing the qualitatively distinct phenotypes in
each region, but it does not address the overall behavior when phe-
notypes change as a result of large environmental stimuli or muta-
tion in components of the system. The partitioning of system
design space into qualitatively different phenotypic regions pro-
vides a means, based on the boundaries, for calculating tolerances
to global (large) changes in parameter values [31]. These tolerances
are deﬁned for each parameter as the ratio of its value at the nom-
inal steady state (normal operating point for the system) to its va-
lue on the boundary to an adjacent phenotypic region (or the
inverse, depending on which value is larger). The geometry of sys-
tem design space in Fig. 3 itself suggests other criteria that are rel-
evant for assessing global behavior of the system.
5.1. Quantitative criteria for effective global performance
Two criteria often found to correlate with the natural selection
of a particular system design are large tolerances to a change in
phenotype when the change represents dysfunction and fast re-
sponses to a change in phenotype when it is critical for survival.
Moreover, when these values are optimal they often are robustly
so (again, see [31]). Several criteria for effective global performance
that reﬂect these tendencies can be summarized as follows.
The hysteretic region 43 in the design space of Fig. 3 provides a
type of ‘‘safety factor”. Once a switch from lysogenic to lytic
growth has been initiated, the phage becomes committed in the
following sense: if there is a decrease in the SOS signal, it must
be large enough to move the operation of the system completely
back across the hysteretic region, any lesser decrease is insufﬁcient
to prevent completion of the switch. The hysteretic region also acts
as a buffer to prevent inappropriate switching when there is only a
transient small SOS signal, one that is insufﬁcient to cause the sys-
tem to cross the hysteretic region. These functions of the hysteretic
region are enhanced by maximizing the horizontal distance be-
tween the inclined lines in Fig. 3, which can be quantiﬁed by the
value of DH, which is given by r[(2p1)/(2pa)], or in terms of the ori-
ginal parameters
DH ¼ cMmaxcM
 ð2p1Þ=ð2paÞ
Table 2
Global tolerances to large changes in parameter values for phenotypes 11 and 47
between the dashed lines in the design space of Fig. 3a. The parameters on the left are
involved in the synthesis and loss of mRNA; those on the right are involved in the
synthesis, loss, and inter-conversion of protein molecules.
mRNA Protein
Parameter Tolerance Parameter Tolerance
cM [2.0, 4.2]b dC [1, 41]
cMmax [2.4, 1.7] dCmax [1.7, 82]
KD [2.8, 1.6] KR [82,1]
KI [11, 2.4] a [5.6,1]
p [3.0, 3.4] cC [1.6, 1.7]
n [1,1] cD [1700, 2.8]
dM [1.7, 1.6] bD [3.4, 1900]
dD [11, 1.6]
a Note that in Fig. 3 the upper boundaries of regions 11 and 47 extend to the
upper boundary of region 7 and the c–d boundary of region 43, respectively.
b [Fold decrease, fold increase].
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and this robustness can be quantiﬁed by the parameter sensitivities
S[DH, pi].
For long-term survival of the temperate life cycle, the phage
must be capable of repeatedly switching from lysogenic to lytic
growth and back again across the critical hysteretic region. This
is facilitated by having a design that places the operating point of
the system between the dashed lines in Fig. 3 and by having a large
distance between these limits, which can be quantiﬁed by the va-
lue of DS, which is given by a2h2/2r(2p1)/p, or in terms of the
original parameters
DS ¼ cMmaxcM
 ð2p1Þ=p dMd2CmaxðbD þ dDÞ
2dDcMcCcD
Furthermore, this zone of operation should be robust to parameter
variations, and this robustness can be quantiﬁed by the parameter
sensitivities S[DS, pi].
The speed with which the phage can switch lysogeny OFF
should be a maximum, given that this is a response to a critically
deteriorating state of the host. This can be quantiﬁed by the half-
time in going from a steady state with high CI concentration to
one representing low CI concentrations, tOFF. Similarly, the speed
with which the phage can switch lysogeny ON should be a maxi-
mum, although this may not be as critical as the need for speed
of induction. This can be quantiﬁed by the half-time in going from
a steady state with low CI concentration to one representing high
CI concentrations, tON.
Finally, a system that has been selected to have good local as
well as global performance is expected to reside within a pheno-
typic region of system design space far from the boundaries to
other phenotypic regions in which the local performance is poorer.
This corresponds to large global tolerances to parameter change.
Global tolerances are quantiﬁed (according to the deﬁnition given
at the beginning of Section 5) by calculating [Tlow, Thigh], where Tlow
is the tolerance to a decrease and Thigh to an increase in a parameter
value.
5.2. Analysis of global performance
The size of the hysteretic buffer and the robustness of this buf-
fer can be calculated analytically. The numerical results using the
values of the parameters in Section 2.3 show that the breadth of
this zone is represented by a 5-fold change in the normalized RecA
activity. The parameter sensitivities of this DH value are attenuated
with an average value of 0.242 ± 0.468.
The aspects of global behavior pertaining to the maintenance
of a broad zone of switching across the hysteretic buffer, and
the robustness of this zone in response to perturbations in
parameter values, also can be calculated analytically. The numer-
ical results, using the values of the parameters in Section 2.3,
show that the breadth of this zone is represented by a 4-fold
change in the normalized activation constant. The parameter sen-
sitivities of this DS value are attenuated with an average value of
0.654 ± 0.627.
The global switching times are determined by solving the nor-
malized equations (Eqs. (4)–(6)). The results, using the values of
the parameters in Section 2.3 and increasing the value of r from
0.00465 to 1.0, show that the half-time to switch lysogeny OFF is
8 min for a culture growing exponentially in rich media. Alterna-
tively, when decreasing the value of r from 1.0 to 0.00465, the half-
time to switch lysogeny ON is 54 min, about 7-fold longer, under
the same conditions.
One could use the local equations in each region to solve for the
transient from an initial condition within one region until a bound-
ary is reached, use the ﬁnal values within the ﬁrst region as theinitial values for the solution within the second region, and solve
for the transient behavior until a new steady state is achieved, or
until another boundary is reached and the process repeated as nec-
essary. Indeed, there are well-established precedents for this in the
modeling of hybrid systems [40]. However, there are errors near
the boundaries where the switching occurs that may be an issue
in some cases. In any case, it is just as easy to solve the original
equations when exploring the dynamics between the phenotypic
regions that have been identiﬁed by the design space approach.
The global tolerances to large changes in parameter values are
calculated from knowledge of their wild-type value within the re-
gion and their value on the boundary of the region in the system
design space (Fig. 3). The values of tolerances for the combination
of the best lysogenic regions (11 and 47) are summarized in Table 2.
The most stringent tolerances are 1.6-fold. In terms of total toler-
ance, the product of the fold increase and the fold decrease, the
range varies from a low of 2.7-fold variation to a high that is
effectively inﬁnite.
6. Discussion
Although it had long been thought that CRO and CI form a dou-
ble-negative bistable switch that plays an essential role in initiat-
ing induction, there is now evidence suggesting that CRO is not
required for the initiation process. This conclusion is based on
experiments that attempt to eliminate repression of transcription
from pRM by CRO using mutant strains in which transcription from
pRM is otherwise unaltered. In none of the experiments [11–13] is
this ideal achieved. The evidence suggests that induction can be
initiated without the involvement of CRO, although CRO does affect
the threshold level of RecA activity necessary for induction [12]
and the subsequent development of the lytic program [13]. The re-
sults of the analysis in Section 5 support this revised view that CI
itself is the core regulator governing initiation of the induction pro-
cess. These results indicate that the cI gene circuit is robustly de-
signed by natural selection when judged according to criteria for
local performance (Table 1) and global performance (Table 2). Nev-
ertheless, it is clear that factors outside the core cI gene circuit,
such as the regulators CRO and CII, play roles in conjunction with
CI. These roles can be interpreted in the context of the system de-
sign space in Fig. 3.
The regulator CRO inﬂuences the threshold level of DNA dam-
age necessary to initiate induction. Atsumi and Little [12] have
shown that without CRO, 40% more DNA damage is required
for induction. As damage and SOS activity increase, the level of CI
is reduced. Transcription of cro then increases somewhat and the
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that counteracts the de-repression caused by the lowering of CI it-
self. The partial repression of cI transcription by CRO can be inter-
preted as an effective decrease in r, the capacity for regulation of cI
transcription, although this is a dynamic process and a more de-
tailed analysis would be necessary to make quantitative predic-
tions. When CRO is absent, this has the effect of shifting the d–e
boundary in Fig. 3 to the right by the same amount as the decrease
in r. Thus, the 40% increase in the threshold level of r that is nec-
essary for induction (or 0.15 of a log unit in Fig. 3), represents
approximately a 40% decrease in r. Alternatively, when CRO is
present, this has the effect of shifting the d–e boundary in Fig. 3
to the left by 0.15 of a log unit, thus lowering the threshold level
of r that is necessary for induction. Thus, induction and variations
in its threshold are associated with movements in the horizontal
direction between the dashed lines in Fig. 3.
The regulator CII assists in the establishment of lysogeny by
providing an initial enhancement in the level of cI transcription
from a separate promoter pRE that adds to the rate of transcription
from the promoter pRM [41]. The transcription from pRE is shut off
once the commitment to lysogeny is established. This enhance-
ment corresponds to a transient elevation in r, the capacity for reg-
ulation of cI transcription. This has the qualitative effect of shifting
the boundaries in Fig. 3 upward (and the d–e boundary to the
right), thus favoring lysogeny by enlarging the lysogenic regions
at the expense of the lytic regions. Again, this is a dynamic process
and a more detailed analysis would be necessary to make quanti-
tative predictions.
An increased multiplicity of infection leads to early elevation of
CII concentrations [42]. As just noted, this causes an increase in the
parameter r, which raises the boundary between the lytic region 1
and the lysogenic region 11. This implies an increased probability
of lysogenic over lytic growth, which is consistent with the exper-
imental observations of Kourilsky and Knapp [43]. On the other
hand, when cells are growing exponentially in poor versus rich
media, CI will have an increased half-life (since this is largely dic-
tated by the dilution rate). This causes an increase in the value of
the parameter a = dCmax/dC, which raises the boundary between re-
gion 7 and the lysogenic region 11. For example, the lysogenic state
for cells grown in glucose minimal media with a doubling time of
60 min will have a value of a that is 3-fold larger than that for cells
grown in LB broth [27]. This corresponds to an upward shift of0.5
of a log unit in Fig. 3 and an increased tolerance for maintaining
lysogeny, which is also consistent with the experimental observa-
tions of Kourilsky and Knapp [43]. This result highlights the critical
role played by the half-life of CI, which is discussed further below.
Thus, many of the pivotal events early in the lytic versus lysogenic
decision appear to be associated with movements in the vertical
direction across region 7 in Fig. 3.
The ratio of mRNA to CI half-lives has a dramatic inﬂuence on
the global switching times. This ratio is 0.3 for the lysogen in a
host cell with a doubling time of 20 min. During induction, when
the half-life of CI is sharply reduced, this ratio rises to 65. This
large change in ratio would be responsible for a marked difference
in switching times (as seen in Section 5.2), if it were not for the
early overriding effect of CII. The time for the core circuit to turn
OFF lysogeny,8 min, should be shorter than the time that the ear-
liest lytic functions appear, and this is consistent with the results of
Osterhout et al. [44] showing that transcripts of early lytic func-
tions are ﬁrst detected at around 25 min following induction.
The results in Sections 4 and 5 suggest that the system design of
the cI gene circuit is not only robust to local (small) changes in
parameters, but it is also remarkably tolerant to global (large)
changes in parameters and environmental stimuli. For example,
the system is capable of tolerating an approximate 4-fold range
in values of the activation constant for cI transcription (KD) withoutlosing the ability to reciprocally switch from lysogenic to lytic
growth and back. This is consistent with the work of Little and col-
leagues [39,45,46] in which they have constructed variants with
major changes in the binding constants, and indeed the identity
of the circuit elements, and yet many of their constructs retain
the essential qualitative features of the wild-type phage. It should
be noted that large values of r (major DNA damage) combined with
low values of j (including the activation constant KD) will lower
the concentration of CI dimer while maintaining a high rate of
transcription from the promoter pRM,which we have deﬁned qual-
itatively as a lysogen-like state. If the level of dimer were lowered
sufﬁciently, then lysogeny could not be maintained and induction
would ensue.
It must be emphasized that the boundaries, which are key to the
construction of the system design space, are not arbitrarily deﬁned
or selected in an ad hoc way to provide the most accurate repre-
sentation of the original system. Indeed, they represent a judicious
approximation that illuminates the qualitative nature of the phe-
notypes. The boundaries are dictated by the form of the original
equations and by the kinetic parameters found therein. It is difﬁ-
cult to imagine another method of deﬁning these boundaries that
is as tractable and revealing as the method we have described here.
7. Conclusions
A generic approach has been used to construct a system de-
sign spaces for the core cI gene circuit of phage lambda in which
qualitatively distinct phenotypes can be identiﬁed and counted,
their relative ﬁtness analyzed and compared, and their tolerance
to large changes measured quantitatively. This 2D design space is
a dimensional compression of the 15D parameter space, yet it
contains all of the original parameters and independent variables
that characterize the original system. Moreover, the manner in
which the original parameters are combined to deﬁne landmarks
in the system design space reveals important relationships
among the parameters that are not evident in the larger param-
eter space.
The analysis within this framework reveals several interlocking
principles that constitute the system design of phage lambda. The
system design space provides a graphical means of representing
these principles. One example is the size of the ‘‘hysteretic buffer”
given by r[(2p1)/(2pa)]. Another example is the size of the switching
zone across the hysteretic buffer given by a2h2/2r(12p)/p. In
addition to having a large size for this zone, it also is important that
the normalized activation constant be located within this region,
i.e., a1r2h/2 < j < ar1/ph1. Such relationships constitute key de-
sign principles governing the cI gene circuit. Others involving the
half-lives of CI and its mRNA have been alluded to above.
While the speciﬁcs of the cI gene circuit may not be relevant to
other gene circuits, the methods of constructing the system design
space exhibited here are generic and might well lead to important
insights when applied to the regulation of other systems. What will
be needed for such an analysis is the formulation of a kinetic model
that takes into account the essential interactions within the system
and the appropriate experimental data that allows an estimation of
the values for the model parameters.
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