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Consider a set P of n points in the plane, where each point is associated with one of three
colours. We give an output-sensitive algorithm that enumerates a set of triangles T , where
each triangle in T contains the origin and its three vertices are points in P with distinct
colours. Our algorithm requires O (n + |T |) time, and hence it is asymptotically optimal in
terms of n and |T |.
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1. Introduction
Carathéodory’s theorem in discrete geometry states that if a ﬁnite set of points P ⊂ Rd contains a point z ∈ Rd in its
convex hull, then z is contained in the convex hull of a subset of P of size at most d + 1 [6]. An algorithmic application of
Carathéodory’s theorem is that it reduces the linear-programming problem—the problem of testing the feasibility of a set of
linear inequalities—to the following problem. Given a set of points P ⊂ Rd and a point z ∈ Rd , decide whether there exists
a subset of P of size at most d + 1 whose convex hull contains z. It is well known that the linear-programming problem
admits a polynomial-time algorithm [14].
The “enumeration” version of the linear-programming problem—the vertex-enumeration problem—has been extensively
considered [1,14]. The vertex-enumeration problem is the problem of determining the vertices of a polyhedron given by
a set of linear inequalities. The dual of the vertex-enumeration problem is the convex hull problem. Avis and Fukuda [1]
presented an algorithm that ﬁnds the v vertices of a polyhedron deﬁned by a non-degenerate system of n inequalities in
d dimensions (or, dually, the v facets of the convex hull of n points in d dimensions, where each facet contains exactly d
given points) in O (ndv) time and O (nd) space.
Alternatively, the enumeration version of Carathéodory’s theorem is as follows. A set of n points P ⊂ Rd and a point
z ∈Rd are given; the problem is to enumerate all minimal simplices S—simplices of at most d+1 points—with vertices in P ,
that contain z in their convex hull. Since the number of such simplices |S| can be exponential in n and d, a polynomial-
time algorithm in n and d is not possible. Hence, we are interested in eﬃcient output-sensitive algorithms—algorithms
whose running time depends on the size of the input and output. It is, however, a long-standing open problem to ﬁnd
an algorithm for enumerating such simplices whose running time is polynomial in n, d and |S| [5,16]. Since the convex-
hull problem has been extensively studied for ﬁxed dimensions [15], it was natural to also investigate the complexity of
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the simplex-enumeration problem for ﬁxed dimensions. An O (n + |S|) time algorithm for d = 2 and an O (n2 + |S|) time
algorithm for d = 3 are given in [8–10].
A fruitful extension of Carathéodory’s theorem is the “colourful” Carathéodory’s theorem [2,7], which states the following.
Given d + 1 families of sets in Rd (the elements of each set can be thought of as coloured with the same colour) each of
which contains a point z in its convex hull, there is a colourful simplex—a simplex comprising one vertex from each set—that
contains z in its convex hull. The algorithmic version of this problem is that of deciding if there is a colourful simplex that
contains z in its convex hull; a problem that is known to be NP-hard [4]. See [3] for a detailed discussion on the colourful
Carathéodory’s theorem and its applications. Analogous to the uncoloured form, the colourful Carathéodory’s theorem has
a natural enumeration version, the problem of enumerating colourful simplices containing z in their convex hull. Since this
colourful form is a generalisation of the non-colourful one, it is at least as hard as the vertex-enumeration problem.
In this paper we give an optimal output-sensitive algorithm for the enumeration version of the colourful Carathéodory’s
theorem in two dimensions. More precisely, given a set P of n points each having one of three colours and another point z,
we give an algorithm that runs in O (n + |T |) time to enumerate the trichromatic triangles deﬁned on points of P each
containing z in its interior, where T is the set of the output trichromatic triangles. We also sketch how to extend our algo-
rithm to enumerate simplices containing z in their convex hull for three dimensions. The running time for such algorithm is
O (n2 + |S|), where |S| is the number of the output three-dimensional simplices. We note that our algorithm generalises the
uncoloured version in two and three dimensions, meaning that our algorithm can as well be used to enumerate uncoloured
triangles. However, as noted in the next section, our techniques are different from those used in [8–10] for the uncoloured
case.
2. Basic framework
Let P be a set of n points in the plane. Let z be any ﬁxed point, say the origin. For simplicity of the presentation, we
assume that the points are in general position; speciﬁcally, no two points are on the same line with z. Otherwise, we would
have to explicitly handle the special case of enumerating line segments that pass through z; a special case that does not
affect the main ideas of our algorithm.
Consider any circle C that is centered at z. The projection of a point p ∈ P onto C is the intersection of the perimeter of
C with the ray −→zp.
Observation 1. (See [9].) Consider any three points p1, p2 and p3 in the plane. The triangle formed by p1, p2 and p3
contains z if and only if the triangle formed by the projections of these three points onto C contains z.
With this observation in mind, we project the points onto C as mentioned earlier. From now on, we may assume without
loss of generality that all the points lie on C .
Observation 2. (See [9].) Consider any three points p1, p2 and p3 lying on C . The triangle formed by p1, p2 and p3 contains
z if and only if, for each point pi of its vertices, the point −pi lies on the smaller arc of C deﬁned by the other two vertices.
See Fig. 1.
With this observation in mind, we project the points that are on the lower semicircle of C onto the upper semicircle
using the mapping pi → −pi . Let Q be the set of points originally on the upper semicircle of C , and Q ′ be the points
originally on the lower semicircle of C that were projected onto the upper semicircle. For a point p, we denote the angle
it forms with the x-axis by α(p). Using Observation 2, we thus reduce our problem to the problem of enumerating subse-
quences 〈pi1, pi2, pi3〉 of points in Q ∪ Q ′ , such that: pi1, pi2 and pi3 have distinct colours, α(pi1) < α(pi2) < α(pi3), and
either pi1, pi3 ∈ Q and pi2 ∈ Q ′ or pi1, pi3 ∈ Q ′ and pi2 ∈ Q .
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Q ∪ Q ′ by the angle they form with respect to the x-axis. We then construct lists of consecutive points that have the same
colour and in one of the sets Q or Q ′ . Using this information, we can enumerate the set of triangles T in O (|T |) time.
Because of the sorting phase, this algorithm has time complexity O (n logn + |T |). If the size of the set T is o(n logn), the
question of whether we can do better arises. Essentially, this is equivalent to whether we can “avoid” sorting.
To answer this question, we consider the approach used in [8,9] for the uncoloured case. The basic idea of this approach
is to eﬃciently partition the input sequence of points into consecutive subsequences or blocks. In [8,9], a block is deﬁned
as the maximal set of consecutive points (if they are sorted by angle), which are contained in one of the sets Q or Q ′ .
The points within a block are not sorted though. The partitioning can be done “eﬃciently” in O (nk) time, where k is the
number of blocks. Once the partitioning is performed, reporting the triangles in T can be done in O (|T |) time. A property
of this partitioning is that |T | = Ω(nk2) assuming k  3 [8,9]. Accordingly, if k  3, the running time of the algorithm will
be dominated by O (|T |).
In the coloured version, a similar notion of a block cannot be used. Consider the case where all the points have the same
colour. In such a case, the number of blocks can be large while T is empty. In order to make the running time depend
on |T |, the partitioning must accordingly be “colour-sensitive”. In the next section we give a colour-sensitive partitioning
resulting in an optimal output-sensitive algorithm.
Each point has two attributes associated with it: its orientation (whether it belongs to Q or Q ′) and its colour. Assume
that the three colours are r, y and g . We name the type of a point that belongs to Q as r, y or g depending on its colour,
and the type of a point that belongs to Q ′ as r′, y′ or g′ depending on its colour.
Recall that a triangle in T is represented by a sequence of points 〈pi1, pi2, pi3〉. We say that a triangle has the conﬁgura-
tion (r, y′, g) if pi1, pi2 and pi3 are points of types r, y′ and g respectively, and that it has the conﬁguration (r′, y, g′) if pi1,
pi2 and pi3 are points of types r′ , y and g′ respectively. By Observation 2, there are twelve different such conﬁgurations of
triangles in T : (r, y′, g), (r, g′, y), (y, r′, g), (y, g′, r), (g, r′, y), (g, y′, r), (r′, y, g′), (r′, g, y′), (y′, r, g′), (y′, g, r′), (g′, r, y′)
and (g′, y, r′).
3. The algorithm
We shall describe the algorithm to enumerate the triangles of the conﬁguration (r, y′, g). The algorithm must then be
applied for all twelve conﬁgurations.
3.1. Overview
We ﬁrst partition the point set into colour-sensitive blocks, each having at most two colours. The points of a block have
smaller angles than those in the following block. We deﬁne an interblock triangle as a triangle that has at most one of its
vertices per block. We then use this block partitioning to eﬃciently enumerate the interblock triangles. The objective is to
perform this partitioning by scanning the point set a number of times proportional to the number of blocks (see Lemma 1),
and accordingly bound this time in terms of the reported interblock triangles (see Lemma 2).
We then partition blocks into subblocks, each having only one colour. The points of a subblock have smaller angles than
the points in the following subblock. We deﬁne an intrablock triangle as a triangle that has exactly two vertices in one block.
The objective is to perform this partitioning in time proportional to the distribution of the points within the subblocks (see
Lemma 3), and accordingly bound this time in terms of the reported intrablock triangles (see Lemma 4).
Note that, since each block has points with at most two colours, all the triangles in T are either interblock or intrablock
triangles.
(i) Preprocessing (for the conﬁguration (r, y′, g)). We construct a list L having only points of types r, y′ and g , and
compute the minimum angle αmin formed with the x-axis by a point of type r, and the maximum angle αmax formed with
the x-axis by a point of type g . Any point p in L that satisﬁes α(p) < αmin or α(p) > αmax is removed from L; such points
cannot be vertices of a (r, y′, g)-triangle in T .
(ii) Partitioning the point set into blocks. We ﬁrst identify the boundaries (ﬁrst members) of the blocks as follows.
A maximal subsequence 〈b1,b2, . . . ,bs〉 of points in the list L is identiﬁed such that: b1 is a point of type r with the
smallest angle, b2 is a point of type y′ with the smallest angle following b1, b3 is a point of type g with the smallest angle
following b2, and so on up to bs that will be of type g . In other words, the points of 〈b1,b2, . . . ,bs〉 are of types r, y′ and g
in cyclic order, and s is a multiple of 3. Furthermore, these points are in sorted order with respect to the angles they form
with the x-axis. To ﬁnd such sequence, the list L is repeatedly scanned, s times, for the point with the smallest angle of the
next colour. We then construct every block Bi , for all 1 i  s − 1, by ﬁnding all the points in L such that the angles the
points in Bi form with the x-axis are in [α(bi),α(bi+1)]. Finally, we construct the last block Bs from the remaining points
in L excluding those of type r. (A point of type r in Bs cannot be a vertex of any valid triangle, otherwise s is not maximal.)
Note that the points of a block are of at most two colours, and that the angles of the points in a block are smaller than the
angles of the points in the following block. See Fig. 2.
(iii) Enumeration of interblock triangles. Let L( j, t) be the list of points of type t that are contained in block B j , for
all 1  j  s. For each block B j , we construct lists L( j, r), L( j, y′) and L( j, g). This is done in a straightforward manner
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of type y′ , and Bi has no points of type g . If i ≡ 0 mod 3, bi is of type g , and Bi has no points of type r. The point with the largest angle in L is of type g .
by traversing the list of points associated with the block. Note that L( j, r) = 〈 〉 when j ≡ 0 mod 3, L( j, y′) = 〈 〉 when
j ≡ 1 mod 3 and L( j, g) = 〈 〉 when j ≡ 2 mod 3.
Initially, let L′(2, g) = L(3, g) · L(4, g) · · · L(s, g) and L(2, r) = L(1, r). We repeat the following operations for all j from 3
to s − 1: Incrementally construct the list L( j, r) as the concatenation of the lists L(i, r) for all i < j, and the list L′( j, g) as
the concatenation of the lists L(i, g) for all i > j.
L( j, r) def= L( j − 1, r) · L( j − 1, r)
L′( j − 1, g) def= L( j, g) ·L′( j, g)
Note that the list L( j, r) can be obtained by appending L( j − 1, r) to L( j − 1, r), and the list L′( j, g) can be obtained by
deleting L( j, g) from the beginning of L′( j − 1, g).
For every point pi2 in L( j, y′), enumerate all the triangles with vertices 〈pi1, pi2, pi3〉, where pi1 is a point in L( j, r)
and pi3 is a point in L′( j, g).
(iv) Partitioning blocks into subblocks. In order to enumerate the intrablock triangles, we need further information
about the angular ordering of the points within blocks. Accordingly, we further divide the blocks into subblocks, each of
which contains points of only one colour. Observe that there is no triangle in T (of the conﬁguration (r, y′, g)) with two
of its vertices in a block that does not have a point of type y′ (Bi where i ≡ 1 mod 3); we need not subdivide such blocks.
For each of the other blocks, we further divide it into subblocks of alternating colours, where the angles of the points of a
subblock are smaller than those of the following subblock.
To be able to bound the cost of this procedure in terms of the number of the reported intrablock triangles, the subblock
construction must be done “carefully”. Let H1, H2, . . . , H be the subblocks of a given block B in their angular order, i.e.,
the angles the points of Hi form with the x-axis are less than those of Hi+1. The partitioning procedure will identify the
subblocks in the following alternating manner: H1, H, H2, H−1, . . . , H
/2+1. In more details, the whole block is scanned
to identify subblock H1, which is consequently detached. Then, the block is scanned again (without H1) to identify and
detach subblock H . Next, one more scan (without H1 and H) to identify and detach subblock H2; and so on. The objective
is to identify Hi after scanning the points of the block O (min{i, − i + 1}) times (see Lemma 3), and accordingly bound the
running time in terms of the number of the reported intrablock triangles that have two of their points in this block (see
Lemma 4).
(v) Enumeration of intrablock triangles. In order to enumerate the intrablock triangles with the conﬁguration (r, y′, g),
we consider subblocks containing points of type y′ . Let U j be such a subblock. For every point pi2 of type y′ in U j , we
enumerate triangles of the form 〈pi1, pi2, pi3〉, where pi1 and pi3 are points in the subblocks Ui of type r and Uk of type g
respectively, where i < j < k. In addition, we make sure that either Ui and U j or U j and Uk are from the same block.
Otherwise, the details of the enumeration procedure are similar to those of the interblock triangles.
4. Analysis
Recall that B1, B2, . . . , Bs are the blocks constructed by the algorithm to enumerate triangles of the (r, y′, g) conﬁgura-
tion. Let n˜ be the total number of points constituting these blocks. Let T ′1 be the set of interblock triangles with the (r, y′, g)
conﬁguration.
Lemma 1. Enumerating the interblock triangles with the conﬁguration (r, y′, g) requires O (n + n˜s + |T ′1|) time.
Proof. The preprocessing of the list L requires O (n) time. To partition L into the necessary blocks, we need to perform s
traversals of L, for a total of O (n˜s) time. The construction of all the lists L( j, t), L( j, t) and L′( j, t) requires O (n˜) time. The
enumeration of the interblock triangles requires O (|T ′1| + s) time. The total time spent in enumerating the triangles in T ′1 is
therefore O (n + n˜s + |T ′1|). 
Lemma 2. For s 6, the total number of interblock triangles with the conﬁgurations (r, y′, g) and (g, y′, r) is Ω(n˜s).
Proof. Consider an arbitrary point p in a block Bi . We count the number of interblock triangles with the conﬁgurations
(r, y′, g) and (g, y′, r) having p as a vertex.
First, assume that p is of type r (i ≡ 0 mod 3). For i  5, the point p trails the list of points 〈b3,b4,b5, . . .〉 whose
types form the list 〈g, r, y′, . . .〉 respectively. Hence, there are at least 
(i − 2)/3 interblock triangles with the conﬁguration
(g, y′, r) containing p. For i  s − 2, the point p leads the list of points 〈. . . ,bs−1,bs〉 whose types form the list 〈. . . , y′, g〉
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(s − i + 1)/3 interblock triangles with the conﬁguration (r, y′, g) containing p. It
follows that the number of interblock triangles with the conﬁgurations (r, y′, g) and (g, y′, r) that contain p is at least

(s − i + 1)/3 + 
(i − 2)/3 = s/3− 1 (this equality holds as s divides 3).
Second, assume that p is of type g (i ≡ 2 mod 3). For i  3, the point p trails the list of points 〈b1,b2,b3, . . .〉 whose
types form the list 〈r, y′, g, . . .〉 respectively. Hence, there are at least 
i/3 interblock triangles with the conﬁguration
(r, y′, g) containing p. For i  s − 5, the point p leads the list of points 〈. . . ,bs−4,bs−3,bs−2〉 whose types form the list
〈. . . , y′, g, r〉 respectively. Hence, there are at least 
(s − i − 1)/3 interblock triangles with the conﬁguration (g, y′, r) con-
taining p. It follows that the number of interblock triangles with the conﬁgurations (r, y′, g) and (g, y′, r) that contain p is
at least 
(s − i − 1)/3 + 
i/3 = s/3− 1.
Third, assume that p is of type y′ (i ≡ 1 mod 3). For any value of i, the point p trails at least i/3 points of type r (these
are the points 〈b1,b4,b7, . . .〉). In the same time, p leads at least max((s − i)/3,1) points of type g (these are the points
〈. . . ,bs−6,bs−3,bs〉). Note that, because of the preprocessing step, the point with the largest angle in Bs is of type g (i.e.,
when i = s, the point p precedes at least one point of type g). It follows that there are at least i/3 · max((s − i)/3,1)
interblock triangles with the conﬁguration (r, y′, g) containing p. This formula is minimised when i = 3 or s − 3, and is
then equal to s/3− 1.
In total, the number of interblock triangles with the conﬁgurations (r, y′, g) and (g, y′, r) having any ﬁxed point p as
a vertex is at least s/3 − 1. Since each triangle is counted exactly three times, once for each vertex, the total number
of interblock triangles with the conﬁgurations (r, y′, g) and (g, y′, r) is at least n˜/3 · (s/3 − 1). For s  6, we have n˜/3 ·
(s/3− 1) = Θ(n˜s). 
Let B be a block that has points of two types including y′ . Let H1, H2, . . . , H be the subblocks of B in their angular
order, and let m˜i be the number of points in Hi . Let T ′′1 be the set of intrablock triangles with the conﬁguration (r, y′, g),
each having two of its vertices in B .
Lemma 3. Enumerating the intrablock triangles with the conﬁguration (r, y′, g), each having two of its vertices in B, requires
O (
∑
i=1 m˜i ·min{i,  − i + 1} + |T ′′1 |) time.
Proof. Recall that the subblocks are constructed in the following alternating order: H1, H, H2, H−1, . . . , H
/2+1. Ac-
cordingly, the time required to identify a subblock H j is O (
∑− j+1
i= j m˜i) for j  
/2, and is O (
∑ j
i=− j+1 m˜i) for
j > 
/2. Hence, the time required to identify the subblocks of B is O (∑
/2j=1
∑− j+1
i= j m˜i +
∑
j=
/2+1
∑ j
i=− j+1 m˜i) =
O (
∑
i=1 m˜i ·min{i,  − i + 1}). On the other hand, the time spent in enumerating the triangles in T ′′1 after constructing the
subblocks is O (|T ′′1 | +
∑
i=1 m˜i). The total time spent in enumerating the triangles in T ′′1 is therefore O (
∑
i=1 m˜i ·min{i,  −
i + 1} + |T ′′1 |). 
Lemma 4. The number of intrablock triangles with the conﬁguration (r, y′, g), each having two of its vertices in B, is Ω(
∑
i=1 m˜i ·
min{i − 1,  − i}), assuming  > 2.
Proof. First, assume that B has points of types r and y′ . We shall use the fact that, because of the preprocessing step,
the point t with the largest angle in L is of type g . Consider an arbitrary point p in a subblock Hi . If p is of type r,
then the subblocks Hi+1, Hi+3, . . . contain only points of type y′ . It follows that the number of intrablock triangles in T ′′1 ,
which contain p and have the point t as their third vertex, is at least 
( − i + 1)/2  ( − i)/2. If p is of type y′ , then
the subblocks . . . , Hi−3, Hi−1 contain only points of type r. It follows that the number of intrablock triangles in T ′′1 , which
contain p and have the point t as their third vertex, is at least 
i/2 (i − 1)/2.
Second, assume that B has points of types y′ and g . We shall use the fact that b1, the ﬁrst point in L, is of type r.
Consider an arbitrary point p in a subblock Hi . If p is of type y′ , then the subblocks Hi+1, Hi+3, . . . contain only points of
type g . It follows that the number of intrablock triangles in T ′′1 , which contain p and have b1 as their ﬁrst vertex, is at least
(− i+1)/2 (− i)/2. If p is of type g , then the subblocks . . . , Hi−3, Hi−1 contain only points of type y′ . It follows that
the number of intrablock triangles in T ′′1 , which contain p and have b1 as their ﬁrst vertex, is at least 
i/2 (i − 1)/2.
In both cases, there are at least min{(i − 1), ( − i)}/2 intrablock triangles in T ′′1 having p as a vertex. Note that in
our counting arguments each intrablock triangle is counted exactly twice. This implies that the total number of intrablock
triangles in T ′′1 is at least 1/4 ·
∑
i=1 m˜i ·min{i − 1,  − i}. 
Theorem 1. The aforementioned algorithm has time complexity O (n + |T |).
Proof. Let T ′ be the set of all interblock triangles output by the algorithm, and let T ′′ be the set of all intrablock triangles
output by the algorithm. We then have T = T ′ ∪ T ′′ . Let w be the maximum value for n˜s among the different conﬁgura-
tions of triangles. Recall that there is a constant number of possible conﬁgurations. Using Lemma 1, the time required to
enumerate the triangles in T ′ is O (n + w + |T ′|). Using Lemma 2, |T ′| = Ω(w). It follows that the time required to enu-
merate the interblock triangles is O (n+ |T ′|). Using Lemmas 3 and 4, the time required to enumerate the triangles in T ′′ is1
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∑
i=1 m˜i + |T ′′1 |). Summing up for all the blocks, the time required to enumerate the intrablock triangles is O (n + |T ′′|).
The time complexity of the algorithm is therefore O (n + |T ′| + |T ′′|) = O (n + |T |). 
5. The three-dimensional case
In [8,10], the uncoloured version of the enumeration problem is solved for three dimensions in O (n2 + |S|) time, where
S is the output set of simplices. The general idea is to project (using central projection) the three-dimensional points to
a two-dimensional plane passing by the origin, and distinguish between the points projected from each side of the plane
resulting in two types of points. A simplex of four points that contains the origin in three dimensions corresponds in the
two-dimensional mapping to either
• a set of three points from one type forming a triangle that contains a point from the other type in its interior, or
• two pairs of points, each pair from the same type that is different from the other, deﬁning two segment that intersect
with each other.
Subsequently, n two-dimensional simplex-enumeration problems are solved. In addition, a special line-segments intersection
problem is solved. See [8,10] for the details.
It is quite straightforward to apply the same technique to the coloured version. Instead of having two types for the
uncoloured case, we have four colours and two categories, accounting for a total of eight types. We need to solve the two-
dimensional problems for such types separately. Since we need to repeat for only a constant number of types, this results
in the same O (n2 + |S|) bound as for the uncoloured version.
6. Comments
We have tackled the problem of enumerating colourful simplices containing the origin in two dimensions, i.e., d = 2. We
gave an optimal output-sensitive algorithm for this case. Our algorithm runs in O (n + |T |) time, where n is the number
of input points and T is the output set of simplices. We have also sketched how to extend our algorithm to handle the
three-dimensional case, i.e., d = 3. The resulting algorithm runs in O (n2 + |S|), where S is the output set of simplices.
It is not diﬃcult to modify our enumeration algorithms to output a prescribed number k′ of simplices in time O (n + k′)
for the two-dimensional case, and O (n2 + k′) for the three-dimensional case. For the two-dimensional case, we have to
replace the partitioning procedure to stop after a prescribed number of scans r′ , where r′ is the required number of blocks
needed to produce k′ simplices.
The counting problem for the uncoloured version was also tackled for two dimensions. In [11–13] it was shown that, for
a given set P of n points in two dimensions, counting the triangles whose vertices are from P and containing the origin in
their interior can be done in O (n logn) time. By presorting the points in angular order, it is not diﬃcult to extend the known
counting algorithms for the uncoloured case to the coloured version. In analogy to the algorithm in [9] for the uncoloured
case, extensions to the current paper would be to consider output-sensitive algorithms for the counting problem concerning
the uncoloured version.
It does not seem that the technique we used in this paper extends to higher dimensions. In this case, for any dimension d,
the naïve enumeration algorithm takes O (nd+1) time. The major open problem is whether it is possible or not to obtain a
polynomial-time algorithm in terms of n, d and |S|.
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