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Esta dissertação surge no contexto da avaliação de metodologias de pré-
processamento de dados de microarrays através do desempenho preditivo de 
modelos de classificação supervisionada.  
As experiências de microarrays envolvem muitos passos, desde a extracção 
do tecido em estudo, passando pela marcação do mesmo com compostos 
fluorescentes, scanning, processamento de imagem, entre outras. Cada uma 
dessas etapas pode introduzir variabilidade nos dados recolhidos e assim 
afectar a qualidade dos mesmos.  
Os métodos de pré-processamento de correcção de background (CB) e de 
normalização (NM) surgem da necessidade de remover as variações não 
desejadas mantendo as variações biológicas intrínsecas aos dados.  
Para o presente trabalho foi realizado um estudo experimental onde foram 
aplicados aos dados vários métodos de CB e de NM, individualmente ou em 
conjunto, com a finalidade de avaliar o contributo destas metodologias no 
melhoramento da qualidade dos dados. 
Apresenta-se aqui uma avaliação de 36 métodos pré-processamento 
(resultantes de combinações de métodos de CB e de NM) com base no 
desempenho preditivo de dois modelos de classificação, k-Vizinhos mais 
Próximos (k-NN) e Maquinas de Suporte Vectorial (MSV). Estes modelos são 
induzidos de três bases de dados públicas de microarrays de ADN-
complementar, onde um par de métodos de pré-processamento, constituído 
por um de CB e outro de NM, é aplicado. A capacidade preditiva dos dois 
modelos de classificação é medida em termos da taxa de erro obtida pelo 
método de validação cruzada leave-one-out. 
Em virtude da grande dimensão dos dados de microarrays, resultante de um 
elevado número de atributos (genes) envolvidos, o presente trabalho também 
inclui um estudo sobre o efeito da aplicação dos métodos de CB e de NM no 
desempenho preditivo de classificadores de MSV quando estes são induzidos 
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abstract 
 
This dissertation addresses the problem of evaluating preprocessing 
methodologies in terms of the predictive performance of supervised 
classification models induced from microarray data. 
Microarray experiments involve many steps, from the extraction of the tissue in 
study, through its labeling with fluorescent dyes, scanning and image 
processing, among others. Each of these stages can introduce variability in the 
data collected and thus affect their quality. 
Preprocessing methods such as background correction (BC) techniques and 
normalization (NM) strategies have arisen from the need to remove the 
unnecessary variation while the intrinsic biological variations of the data are 
retained.  
In this work an experimental study has been carried out where various BC and 
NM methods have been employed on the data, individually or in combination, 
with the goal of assessing the contribution of these approaches to the 
improvement of the quality of the data. 
Herein is presented an evaluation of 36 preprocessing methods (resulting from 
combinations of BC and NM methods) in terms of the predictive performance of 
two classification models, k-Nearest Neighbours (k-NN) and Support Vector 
Machines (SVM). These models are induced from three publicly available 
cDNA microarray data sets, where a pair of preprocessing strategies, 
composed of a BC technique and a NM method, is employed. The predictive 
performance of both classifiers is measured on grounds of the error rate 
obtained by the leave-one-out cross validation method. 
Due to the high dimensionality of microarray data, resulting from a large 
number of attributes (genes) involved, this dissertation also includes a study 
about the effect of the application of BC and NM methods on the predictive 
performance of SVM classifiers when these are induced from data consisting of 
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Em 1953, Francis Crick e James Watson descobriram a estrutura do ADN1 e a forma
como este codifica as prote´ınas. Estas descobertas, em conjunto com os primeiros
passos na sequenciac¸a˜o de genomas iniciados na de´cada de 90, teˆm contribu´ıdo signi-
ficativamente para o progresso da Gene´tica, em particular, da Gene´tica Funcional.
O desenvolvimento da Biotecnologia, nomeadamente a tecnologia de microarrays, onde
milhares de genes2 podem ser monitorizados simultaneamente, tem possibilitado o
avanc¸o na investigac¸a˜o de propriedades de diversos genes. Esta tecnologia foi de-
senvolvida no in´ıcio da de´cada de 90 pelo grupo de investigac¸a˜o da Universidade de
Stanford nos EUA [57]. Trata-se de uma ferramenta amplamente utilizada na a´rea da
Biologia e da Medicina e permite investigar o n´ıvel de resposta de milhares de genes
face a variac¸o˜es de condic¸o˜es experimentais espec´ıficas [30].
Os dados extra´ıdos de experieˆncias de microarrays, em geral, precisam de refina-
1O a´cido desoxirribonucleico (abreviadamente, ADN; em ingleˆs DNA) e´ um pol´ımero longo du-
plamente ligado onde cada cadeia e´ constitu´ıda por sequeˆncias de bases nitrogenadas ou nucleo´tidos.
Para ale´m destes nucleo´tidos existem outros treˆs componentes: pentose, grupo fosfato e pontes de
hidroge´nio. As bases podem ter quatro variantes: A-Adenina,T-Timina,C-Citosina,G-Guanina.




mento em virtude de decorrerem de procedimentos experimentais reais sem qualquer
recorreˆncia a te´cnicas de simulac¸a˜o controladas. Habitualmente sa˜o aplicadas, a este
tipo de dados, me´todos de pre´-processamento espec´ıficos antes da ana´lise dos mesmos.
A presente dissertac¸a˜o de mestrado insere-se no aˆmbito do projecto de investigac¸a˜o
da Universidade de Aveiro, “Novas metodologias estat´ısticas para ana´lise de dados
de microarrays de ADN”(PTDC/MAT/72974/2006), financiado pela Fundac¸a˜o para a
Cieˆncia e Tecnologia (FCT). Uma das tarefas desse projecto relacionou-se com o estudo
do efeito de metodologias de pre´-processamento em dados de microarrays de ADN-
complementar. Pretende-se com o presente trabalho dar um contributo a` concretizac¸a˜o
dessa tarefa.
Neste cap´ıtulo introduto´rio desenvolve-se a noc¸a˜o de microarrays e os procedimen-
tos experimentais necessa´rios na utilizac¸a˜o dessa tecnologia. Sa˜o ainda referidos os
me´todos de correcc¸a˜o de background e os me´todos de normalizac¸a˜o, dois tipos de
metodologias de pre´-processamento mais aplicadas em dados de microarrays. Pos-
teriormente, faz-se uma breve introduc¸a˜o ao procedimento aqui usado na avaliac¸a˜o
de me´todos de pre´-processamento, o qual tem por base modelos de classificac¸a˜o su-
pervisionada. De seguida, expo˜em-se os objectivos gerais deste trabalho, e por fim,
resumem-se os diferentes cap´ıtulos que fazem parte integrante desta dissertac¸a˜o.
1.2 Conceitos ba´sicos
1.2.1 Microarrays
A tecnologia de microarrays e´ uma ferramenta sem precedentes para a recolha de
enormes quantidades de dados de expressa˜o gene´tica numa u´nica experieˆncia. Em
termos f´ısicos, um microarray consiste numa superf´ıcie rectangular so´lida revestida
3por milhares de pontos microsco´picos de ADN oligonucleo´tido3 contendo cada um
sequeˆncias de ADN espec´ıficas. Esta superf´ıcie pode tambe´m ser vista como uma matriz
ordenada de pontos agrupados em grupos-PT (traduzido do termo em ingleˆs print-tip-
groups) e dispostos de acordo com uma configurac¸a˜o definida por quatro paraˆmetros:
ngl - nu´mero de grupos-PT por linha, ngc - nu´mero de grupos-PT por coluna, npl -
nu´mero de pontos por cada linha de um grupo-PT, npc - nu´mero de pontos por cada
coluna de um grupo-PT. Por exemplo, a Figura 1.1 ilustra um microarray com uma
configurac¸a˜o ngr = 2, ngc = 2, nsr = 12, nsc = 12, ou seja, composto por quatro
grupos-PT dispostos em 2 linhas e 2 colunas onde cada grupo-PT e´ representado por
uma grelha de 12× 12 pontos.
Figura 1.1: Representac¸a˜o de um registo digital das fluoresceˆncias emitidas em cada ponto de um
microarray de ADN-complementar apo´s ser processado por um scanner.
Nas experieˆncias de microarrays e´ medido o n´ıvel de expressa˜o de fragmentos de ADN
ou genes de amostras de tecidos, sob certas condic¸o˜es experimentais espec´ıficas. A
expressa˜o gene´tica e´ o processo de transcrever a informac¸a˜o codificada nos genes em
3Um oligonucleo´tido e´ um fragmento curto de uma cadeia simples de a´cido nucleico, tipicamente
com 20 ou menos bases. O a´cido nucleico pode ser o ADN ou o a´cido ribonucleico (abreviadamente,
ARN; em ingleˆs, RNA). O ARN distingue-se do ADN por ser uma mole´cula de cadeias simples,
onde o nucleo´tido Timina e´ substitu´ıdo pelo nucleo´tido Uracilo e a desoxirribose pela ribose. Os
oligonucleo´tidos sa˜o frequentemente usados como sondas para detectar ADN-complementar ou ARN
porque ligam-se prontamente aos seus complementares.
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ARN e sua subsequente traduc¸a˜o em prote´ınas. O nu´mero de co´pias de ARN de um
gene indica aproximadamente o n´ıvel de expressa˜o desse gene, ou seja, a quantidade
de prote´ına correspondente existente na ce´lula. Um dos principais objectivos neste
tipo de experieˆncia e´ a identificac¸a˜o de genes importantes de entre os muitos para os
quais as medidas de expressa˜o foram obtidas. A noc¸a˜o de importaˆncia corresponde a`
associac¸a˜o com uma resposta de interesse. Quando se contrastam n´ıveis de expressa˜o
de um gene, ou seja, quando o n´ıvel de expressa˜o de um gene muda significativamente
entre duas condic¸o˜es experimentais espec´ıficas, esses genes importantes sa˜o designados
de diferencialmente expressos [71].
Os procedimentos na execuc¸a˜o de uma experieˆncia de microarrays dependem da tec-
nologia utilizada, podendo esta variar na forma como os fragmentos de ADN sa˜o im-
pressos ou ainda se sa˜o microarrays de um ou de dois canais. O Affymetrix GeneChip
e´ um caso particular da tecnologia de microarrays oligonucleo´tidos (oligonucleotide mi-
croarrays) de um canal [42]. A presente dissertac¸a˜o analisa dados de microarrays de
ADN-complementar que sa˜o do tipo spotted microarray, em particular usaram-se dados
de dois canais 4. []
Na Figura 1.2 encontra-se esquematizado o procedimento de recolha de dados de uma
experieˆncia de microarrays de dois canais. Este inicia-se com a extracc¸a˜o de ARN
mensageiro5 de dois tipos de tecidos (Tipo A e Tipo B: e.g. normal e canceroso), que
se designam, em ingleˆs, por targets. Posteriormente, o ARN mensageiro dos dois tecidos
passa por um processo de transcric¸a˜o reversa e e´ convertido em ADN-complementar.
De seguida, cada ADN-complementar e´ marcado com um composto fluorescente (ou
fluoro´foro), um tecido com fluoro´foro Cy5 e o outro com fluoro´foro Cy3. As duas
amostras de tecidos sa˜o misturadas e colocadas sobre omicroarray onde esta˜o impressas
em diferentes pontos sequeˆncias de nucleo´tidos, tecnicamente designadas por sondas.
Neste passo da´-se a hibridac¸a˜o competitiva entre as sondas e os targets por um per´ıodo
de incubac¸a˜o apropriado. Terminado o tempo de incubac¸a˜o, o microarray e´ lavado
4No decorrer deste trabalho sera˜o utilizadas va´rias expresso˜es para tambe´m designar microarray,
estas sa˜o, laˆmina de vidro, laˆmina rectangular e, apenas, laˆmina.
5O ARN pode aparecer em treˆs diferentes formas onde o ARN mensageiro e´ a sua versa˜o mais
importante, tendo este a func¸a˜o de transportar a mensagem gene´tica desde o ADN ate´ ao ponto onde
e´ traduzida no citoplasma.
5Figura 1.2: Fluxograma da parte laboratorial de uma experieˆncia de microarrays de ADN-
complementar de dois canais (figura extra´ıda de [79]).
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para retirar o excesso de amostra que na˜o hibridou com as sondas.
A laˆmina do microarray e´ processada por um scanner que, ao emitir um laser com
determinado comprimento de onda, excita os fluoro´foros Cy3 e Cy5. A quantidade de
fluoresceˆncia emitida aquando da emissa˜o do laser corresponde a` quantidade de ADN
ligado em cada ponto do microarray. A imagem resultante do scanner e´ obtida em
tons de cinzento, na realidade existem duas imagens, uma para o Cy3 e outra para
o Cy5 que sa˜o sobrepostas pelo software de processamento de imagem. E´ o software
que da´ a gradac¸a˜o de cores habitual, em verde e vermelho, assim escolhida por ser
intuitivo a relac¸a˜o entre as duas cores e raza˜o das duas fluoresceˆncias. Se, na imagem
obtida depois de aplicado o software de processamento de imagem, o ADN do tecido
marcado com o fluoro´foro Cy5 esta´ em abundaˆncia num ponto do microarray, a imagem
reproduzida pelo scanner mostrara´ o ponto representado com cor vermelha, enquanto
que se o ADN do tecido marcado com composto fluorescente Cy3 esta´ em abundaˆncia
a imagem regista o ponto representado com cor verde. No caso da quantidade de
ambos os fluoro´foros ser igual a imagem exibe o ponto representado com cor amarela e,
por u´ltimo, se na˜o ha´ presenc¸a de ADN na˜o havera´ fluoresceˆncia e o ponto aparecera´
representado com preto na imagem, ver Figura 1.1.
De seguida, sa˜o lidas as intensidades de cada sonda para os canais representados com
verde e vermelho, originando um valor nume´rico que define o n´ıvel de expressa˜o de
cada sonda ou gene. Uma explicac¸a˜o mais detalhada sobre o procedimento de uma
experieˆncia de microarrays de ADN-complementar, pode ser encontrada no portfolio6
realizado pelo grupo de Bioinforma´tica da Universidade de Aveiro no seu s´ıtio na
Internet7 e em [24, 27, 52].
1.2.2 Pre´-processamento
O grande volume de informac¸a˜o recolhida em apenas uma u´nica experieˆncia de mi-
croarrays, tem proporcionado a aplicac¸a˜o de um nu´mero considera´vel de metodologias
estat´ısticas. As experieˆncias de microarrays envolvem muitos passos, e.g. impressa˜o do
6Este portfolio foi realizado no aˆmbito do projecto Novas metodologias Estat´ısticas para Ana´lise
de dados de Microarrays de ADN.
7http://bioinformatics.ua.pt/resources/pub/pfma.pdf
7ADN-complementar, extracc¸a˜o de ARN mensageiro, marcac¸a˜o, hibridac¸a˜o, scanning,
processamento de imagem, entre outras. Cada uma dessas etapas pode introduzir
variabilidade nas intensidades medidas e assim afectar a qualidade dos dados recolhi-
dos [30]. Assim, os dados brutos de microarrays sa˜o influenciados por variac¸o˜es de
circunstaˆncias imprevis´ıveis que, na sua maioria, dependem de factores te´cnicos.
Os me´todos de correcc¸a˜o de background (CB) e de normalizac¸a˜o (NM) sa˜o dois tipos
de me´todos de pre´-processamento destinados a refinar dados brutos em experieˆncias de
microarrays. Deste tipo de dados e´ expecta´vel que o efeito de variac¸o˜es na˜o desejadas
sejam retiradas, mantendo as variac¸o˜es biolo´gicas intr´ınsecas aos mesmos [76].
Em particular, os me´todos de CB sa˜o aplicados com o objectivo de remover o ru´ıdo de
fundo na˜o espec´ıfico da intensidade total medida pelo scanner. Em [50, 67] e´ referido
que a remoc¸a˜o inapropriada de background local pode introduzir mais ru´ıdo nos dados.
Assim, a implementac¸a˜o de te´cnicas de CB sobre dados brutos de microarrays e´ ainda
um tema em estudo.
Por sua vez, os me´todos de NM pretendem remover as variac¸o˜es que adveˆm de fontes
aleato´rias, como as diferenc¸as de eficieˆncia entre os dois fluoro´foros Cy3 e Cy5 no
processo de marcac¸a˜o.
Neste estudo foram aplicados aos dados me´todos de CB e de NM, individualmente ou
em conjunto, com a finalidade de avaliar o contributo destas metodologias no melho-
ramento da qualidade dos dados.
1.2.3 Classificac¸a˜o supervisionada de dados de expressa˜o gene´tica
Usualmente, a enorme quantidade de informac¸a˜o obtida das experieˆncias de microar-
rays e´ organizada numa matrizm×n de n´ıveis de expressa˜o gene´tica, ondem representa
o nu´mero de amostras de tecidos e n o nu´mero de genes. Ale´m da matriz de n´ıveis
de expressa˜o gene´tica e´ tambe´m conhecida a classe de cada amostra do tecido no que
respeita a sua classificac¸a˜o. Por exemplo, para o problema de classificac¸a˜o de cancro,
a classe pode ser tecido canceroso ou na˜o.
Nos u´ltimos anos, houve uma interessante abordagem da avaliac¸a˜o de me´todos de
pre´-processamento, aplicados a dados de microarrays, no contexto de aprendizagem
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supervisionada [76]. A aprendizagem supervisionada traduz a tarefa de induzir uma
func¸a˜o capaz de predizer com alta fiabilidade as classes de futuros objectos, descritos
por um conjunto de atributos, a partir de um conjunto de exemplos rotulados. No caso
do problema em estudo, e tendo em conta as designac¸o˜es acima referidas, os exemplos
denotam as amostras de tecido. Estas amostras sa˜o descritas por atributos que, por
sua vez, representam os genes, e a classe predefinida designa a classe do tecido, e.g.
canceroso ou na˜o.
Os dados de microarrays teˆm caracter´ısticas que os tornam muito peculiares na tarefa
de classificac¸a˜o, nomeadamente a sua grande dimensa˜o, geralmente muitos milhares de
genes, e um nu´mero muito reduzido de amostras de tecidos, raramente ultrapassando
a centena. Estas caracter´ısticas teˆm levado a um grande esforc¸o por parte dos investi-
gadores em se encontrarem metodologias para reduzir essa elevada dimensionalidade,
um problema conhecido como selecc¸a˜o de genes. Apesar da elevada dimensa˜o intr´ınseca
a este tipo de dados, foi provado em [28, 72] que um pequeno subconjunto de genes
altamente discriminativos e´ suficiente para construir classificadores bastante precisos.
No entanto, a precisa˜o de previso˜es futuras pode ainda depender de outros factores,
designadamente da implementac¸a˜o de me´todos de pre´-processamento apropriados.
Os estudos ja´ elaborados relacionados com a avaliac¸a˜o de metodologias de pre´-proce-
ssamento para dados de microarrays teˆm sido mais direccionados para a avaliac¸a˜o dos
me´todos de NM [69, 76] do que CB [53, 56]. Os me´todos de NM teˆm sido avaliados
usando crite´rios, como por exemplo, a habilidade de detectar genes diferencialmente
expressos usando a raza˜o de falsas descobertas [53], o erro quadra´tico me´dio [48], entre
outros. Ate´ a` data da escrita desta dissertac¸a˜o, so´ se tem conhecimento de um trabalho
que avalia a efectividade de me´todos de NM em termos da capacidade preditiva dos
classificadores induzidos de dados de microarrays [76].
A Figura 1.3 sintetiza os diversos passos necessa´rios ate´ a` avaliac¸a˜o e comparac¸a˜o
de me´todos de pre´-processamento de dados de microarrays. Na figura esta˜o regis-
tados os passos desde a execuc¸a˜o da experieˆncia em laborato´rio ate´ a` avaliac¸a˜o de
modelos de classificac¸a˜o induzidos dos dados aos quais dois tipos de metodologia de
pre´-processamento foram aplicados.
9Figura 1.3: Fluxograma dos diferentes passos do processo de ana´lise de dados de microarrays. A.
Procedimento experimental de uma experieˆncia de microarrays desde a recolha dos tecidos ate´ a`
obtenc¸a˜o dos ficheiros de texto. B. Tarefa de classificac¸a˜o sumariada nos seus principais passos. C.
Avaliac¸a˜o de me´todos de pre´-processamento.
1.3 Objectivos gerais
O objectivo desta dissertac¸a˜o e´ apresentar uma avaliac¸a˜o de me´todos combinados de
CB e de NM com base no desempenho preditivo de dois modelos de classificac¸a˜o, k-
vizinhos mais pro´ximos e ma´quinas de suporte vectorial. Estes modelos sa˜o induzidos
de treˆs bases de dados pu´blicas de microarrays de ADN-complementar, onde um par
de me´todos de pre´-processamento, composto por um de CB e outro de NM, e´ aplicado.
Tendo em conta a quantidade de dados a processar foi utilizado um novo software da
a´rea da aprendizagem automa´tica, RapidMiner [44]. A escolha deste software prendeu-
se com a grande capacidade de processamento e pela variedade de modelos e algoritmos
dispon´ıveis ao utilizador. Numa fase pre´via do estudo foi ainda utilizado o pacote
Bioconductor do software R, este u´ltimo de acesso livre para computac¸a˜o estat´ıstica
e gra´fica [32]. Este software conte´m muitas livrarias implementadas com o intuito
de facilitar o refinamento de dados brutos de experieˆncias de microarrays e posterior
ana´lise.
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1.4 Organizac¸a˜o da dissertac¸a˜o
A presente dissertac¸a˜o e´ constitu´ıda, para ale´m desta introduc¸a˜o, por treˆs cap´ıtulos
adicionais.
Comec¸ar-se-a´ no Cap´ıtulo 2 por descrever formalmente uma abordagem supervisiona-
da do problema de classificac¸a˜o de cancro. Este problema de classificac¸a˜o particular,
usando dados de expressa˜o gene´tica, tem grande importaˆncia na detecc¸a˜o de diferentes
tipos de cancro e permite fornecer um diagno´stico espec´ıfico a uma dada situac¸a˜o.
Enunciar-se-a˜o os dois modelos de classificac¸a˜o supervisionada usados no presente es-
tudo: i) k-vizinhos mais pro´ximos e ii) ma´quinas de suporte vectorial. Existem va´rios
me´todos distintos para obter estimativas fia´veis sobre o desempenho de classificadores
induzidos de dados. Neste cap´ıtulo estudar-se-a´ apenas a taxa de erro obtida pelo
me´todo de validac¸a˜o cruzada leave-one-out que e´ aplicado aos dois modelos de classi-
ficac¸a˜o estudados.
O Cap´ıtulo 3 comec¸ara´ com uma nota introduto´ria sobre o conceito de pre´-processamen-
to de dados. A correcc¸a˜o de background e´ primeiramente abordada e e´ feita refereˆncia
aos to´picos de processamento de imagem e me´todos de estimac¸a˜o de background. Pos-
teriormente apresenta-se um estado da arte dos me´todos de CB e definem-se cinco
me´todos CB estudados nesta dissertac¸a˜o. A secc¸a˜o sobre a normalizac¸a˜o e´ iniciada
com uma abordagem ao modelo de regressa˜o loess e, seguidamente e´ apresentado um
estado da arte dos me´todos de NM. O cap´ıtulo sera´ finalizado com uma explicac¸a˜o de
cinco me´todos de NM usados no estudo experimental aqui realizado.
O Cap´ıtulo 4 consta do principal objectivo da investigac¸a˜o que conduziu a` elaborac¸a˜o da
presente dissertac¸a˜o e que contribui para o projecto de investigac¸a˜o supramencionado.
Concretamente, no Cap´ıtulo 4 apresentar-se-a˜o os resultados de dois estudos exper-
imentais executados. O primeiro estudo mostrara´ os resultados das 36 combinac¸o˜es
de me´todos de CB e NM utilizando os dois modelos de classificac¸a˜o supervisionada
destacados no Cap´ıtulo 2. O principal objectivo e´ comparar as diferentes estrate´gias
combinadas. Para isso analisar-se-a´ o desempenho preditivo dos modelos de classi-
ficac¸a˜o supervisionada induzidos de dados de microarrays. Estes dados constam de
um reposito´rio de bases de dados de va´rios tipos de cancro referenciadas na literatura
especializada. No segundo estudo tomam-se subconjuntos de genes altamente discrimi-
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nativos, obtidos usando treˆs crite´rios distintos, com o objectivo de avaliar ate´ que ponto
a remoc¸a˜o de ru´ıdo te´cnico atrave´s de me´todos de CB e de NM influencia o processo
de selecc¸a˜o de genes.
Finalmente, no Cap´ıtulo 5 apresentar-se-a˜o as concluso˜es, com um suma´rio das prin-
cipais contribuic¸o˜es deste trabalho com consequeˆncias para a a´rea da Bioinforma´tica.
Terminar-se-a´ ainda com as principais ideias para um futuro trabalho de investigac¸a˜o






O problema de classificac¸a˜o supervisionada de cancro e´ um to´pico muito particular que
se insere num conjunto de disciplinas mais abrangentes que va˜o desde a Inteligeˆncia
Artificial, passando pela Descoberta de Conhecimento em Bases de Dados (DCBD)1,
Aprendizagem Automa´tica2 e ainda outros campos de investigac¸a˜o. O objectivo da
Figura 2.1 e´ situar, em termos de disciplinas, o problema de classificac¸a˜o supervisio-
nada de cancro. Para isso utilizam-se sobreposic¸o˜es de diversas a´reas de modo que a
intersecc¸a˜o final seja o problema em estudo.
A aprendizagem automa´tica e´ uma a´rea da disciplina da inteligeˆncia artificial que se
centra no estudo e desenvolvimento de programas computacionais que automaticamente
melhoram o seu desempenho atrave´s da experieˆncia [45]. No contexto da aprendiza-
gem automa´tica e´ poss´ıvel identificar diferentes classes de algoritmos de aprendizagem
dependendo do resultado desejado, por exemplo, algoritmos de aprendizagem supervi-
sionada, aprendizagem na˜o supervisionada, entre outros [54].
1Traduc¸a˜o do termo ingleˆs Knowledge Discovery in Databases, em abreviatura KDD.
2Traduc¸a˜o do termo ingleˆs Machine Learning.
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Figura 2.1: Diagrama representativo da minerac¸a˜o de dados como conflueˆncia de va´rias disciplinas.
Incideˆncia na classificac¸a˜o supervisionada de cancro.
A descoberta de conhecimento em bases de dados refere-se ao processo na˜o trivial
(selecc¸a˜o, pre´-processamento, transformac¸a˜o, minerac¸a˜o, avaliac¸a˜o, interpretac¸a˜o) de
descoberta de conhecimento u´til a partir dos dados [21]. A minerac¸a˜o de dados3, por
outro lado, e´ uma etapa essencial do processo de DCBD e prende-se com a aplicac¸a˜o
de algoritmos computacionais para a extracc¸a˜o de padro˜es dos dados. Apesar de min-
erac¸a˜o de dados constituir o passo mais importante no processo de DCBD, usualmente
os termos DCBD e minerac¸a˜o de dados sa˜o usados como sino´nimos.
As te´cnicas de minerac¸a˜o de dados podem ser subdivididas em quatro tarefas esseˆnciais [47,
54]: (i) modelac¸a˜o preditiva, (ii) ana´lise de clusters, (iii) ana´lise de regras de associac¸a˜o
e (iv) ana´lise explorato´ria de dados.
O presente trabalho debruc¸a-se sobre a tarefa de classificac¸a˜o supervisionada4, um tipo
de modelo preditivo, que tem como objectivo a construc¸a˜o de um classificador a partir
dos dados, i.e., um modelo capaz de prever o valor de uma classe (varia´vel resposta
discreta) com base nos valores conhecidos de um conjunto de outras varia´veis (varia´veis
preditivas) [21, 54].
3Traduc¸a˜o do termo ingleˆs Data Mining.
4Nesta dissertac¸a˜o quando for utilizada a palavra classificac¸a˜o e´ no sentido da classificac¸a˜o super-
visionada. A classificac¸a˜o na˜o supervisionada esta´ ligada a` ana´lise de clusters que na˜o foi estudada
neste trabalho.
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A aplicac¸a˜o de te´cnicas de minerac¸a˜o de dados e aprendizagem automa´tica para extrair
modelos preditivos a partir de dados de microarrays constitui uma a´rea de constante
interesse cient´ıfico devido a`s suas aplicac¸o˜es imediatas na medicina, particularmente na
resoluc¸a˜o de diversos problemas relacionados com a classificac¸a˜o de determinados tipos
de doenc¸as. Entre estes problemas, nos u´ltimos anos tem sido dada especial atenc¸a˜o
ao estudo da classificac¸a˜o de cancro.
Neste cap´ıtulo faz-se uma apresentac¸a˜o de todos os conceitos que envolvem a tarefa
de classificac¸a˜o de cancro como noc¸a˜o particular da tarefa de classificac¸a˜o. De seguida
sa˜o apresentados os dois modelos de classificac¸a˜o abordados nesta dissertac¸a˜o, i.e. o
classificador dos k-vizinhos mais pro´ximos e as ma´quinas de suporte vectorial. Por
fim, o u´ltimo subcap´ıtulo e´ destinado a` avaliac¸a˜o do desempenho de um modelo de
classificac¸a˜o onde e´ explicitado o me´todo utilizado, ou seja, um me´todo particular de
validac¸a˜o cruzada.
2.2 Considerac¸o˜es formais
A secc¸a˜o que se segue e´ destinada a` apresentac¸a˜o dos conceitos ba´sicos relacionados com
o problema de classificac¸a˜o. As notac¸o˜es sa˜o sobretudo baseadas nas dissertac¸o˜es [8]
e [43].
2.2.1 Conceitos ba´sicos
Considere-se x = {x1, x2, ..., xn} um objecto (exemplo, instaˆncia), que no caso do
problema em estudo sa˜o amostras de tecidos, descrito por um conjunto de atributos,
x1, x2, ..., xn que correspondem aos genes, g1, g2, ..., gn, respectivamente. Cada atributo
xi tem domı´nio Ωxi que representa a gama de valores de expressa˜o gene´tica para o
gene gi. Ao conjunto de todas as representac¸o˜es de um objecto, chama-se espac¸o de
atributos, representado por A = Ωx1 × ...× Ωxn . Este espac¸o de atributos e´, em geral,
um subconjunto do espac¸o Euclidiano n dimensional, assim, A ⊆ Rn. Assuma-se que
o atributo na˜o observado representa o atributo especial classe, onde C = {1, ..., k} e´
o conjunto de todas as classes envolvidas no problema de classificac¸a˜o e k denota o
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nu´mero total de classes. Os dados de microarrays figuram assim numa matriz m × n
onde m representa o nu´mero de amostras de tecidos e n o nu´mero de genes, veja-se a
Figura 2.2.
Figura 2.2: Esquema da matriz m × n, onde m representa o nu´mero de amostras de tecidos e n o
nu´mero de genes.
Definic¸a˜o 2.2.1. Um classificador e´ uma func¸a˜o f : A → C que atribui uma classe
(tipo de cancro) c ∈ C, a cada objecto (amostra de tecido) x ∈ A, descrito por um
conjunto de atributos (genes).
Seja D = {< x(1), c(1) >,< x(2), c(2) >, ..., < x(m), c(m) >} um conjunto de dados de m
tuplos , onde c(i) ∈ C, com i = {1, 2, ..., m}, e´ a classe do tuplo < x(i), c(i) >.
Definic¸a˜o 2.2.2. O conjunto de treino e´ um conjunto de exemplos previamente
classificados D = {< x(1), c(1) >,< x(2), c(2) >, ..., < x(m), c(m) >} onde cada tuplo
< x, c >, e´ composto por um objecto x = {x1, x2, ..., xn} ∈ A e a sua classe c ∈ C.
Seja f : A → C a func¸a˜o alvo que e´ necessa´rio aprender a partir do conjunto de treino
D.
Outro conjunto importante na tarefa de classificac¸a˜o, para ale´m do conjunto de treino,
e´ designado por conjunto de teste. Os novos exemplos, que na˜o sa˜o rotulados a priori,
fazem parte deste conjunto.
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Definic¸a˜o 2.2.3. A aprendizagem supervisionada consiste na tarefa de induzir
(aprender) um classificador, ou seja, uma hipo´tese h : A → C, que melhor aproxime a
func¸a˜o alvo a partir do conjunto de treino D.
Na construc¸a˜o de um classificador existem duas fases fundamentais: a fase de apren-
dizagem (passo indutivo) e a fase de classificac¸a˜o (passo dedutivo). Na primeira, existe
um conjunto de treino D com m exemplos previamente classificados onde ha´ a induc¸a˜o
de uma hipo´tese, h : A → C, func¸a˜o determin´ıstica, capaz de predizer com alta fiabili-
dade as classes de futuros exemplos (ainda na˜o rotulados). Na segunda fase, a cada novo
exemplo, x(novo), e´ atribu´ıda uma classe de acordo com, c(novo) = h(x(novo)) ≈ f(x(novo)).
Antes de se proceder com a secc¸a˜o seguinte conve´m referir que para cada modelo
de aprendizagem, que representa um classificador que foi escolhido para aproximar a
func¸a˜o alvo, e´ necessa´rio seleccionar um algoritmo de aprendizagem. Isto significa que
para cada modelo de classificac¸a˜o existem va´rios algoritmos poss´ıveis.
2.3 Modelos de aprendizagem baseados em instaˆncias
2.3.1 Introduc¸a˜o
Os modelos de classificac¸a˜o foram desenvolvidos com o propo´sito de aprender um mo-
delo dos dados que associa uma classe predefinida a um objecto descrito por uma se´rie
de atributos. Pode afirmar-se que existem dois passos gene´ricos que constituem um
modelo de classificac¸a˜o:
1. passo indutivo do qual se constro´i um modelo dos dados;
2. passo dedutivo para aplicar o modelo constru´ıdo aos novos exemplos.
Os modelos de classificac¸a˜o que atrasam o processo de modelac¸a˜o dos dados, ou seja,
que atrasam o passo indutivo, ate´ o classificador necessitar de classificar as novas
instaˆncias, sa˜o designados por modelos de classificac¸a˜o preguic¸osos5. Outra designac¸a˜o
para este tipo de modelos e´ a de aprendizagem baseada em instaˆncias. A desvantagem
5Traduc¸a˜o do termo ingleˆs lazy learners.
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imediata deste modelo e´ o facto de na˜o haver uma construc¸a˜o expl´ıcita da estrutura
aprendida, o que de certa forma pode contradizer a noc¸a˜o intuitiva de aprendizagem.
Um exemplo de um modelo de classificac¸a˜o preguic¸oso e´ designado por rote learning.
Este modelo memoriza todo o conjunto de treino. De seguida, procede a` classificac¸a˜o
de um novo objecto se os valores dos seus atributos coincidirem exactamente com os
valores dos atributos de pelo menos um dos exemplos de treino, atribuindo a` nova
instancia a classe desse exemplo. Na verdade, com esta estrate´gia de classificac¸a˜o e´
poss´ıvel que existam exemplos de teste que na˜o coincidam exactamente com os ex-
emplos de treino, e que portanto na˜o sera˜o classificados. No entanto, perante esta
situac¸a˜o inconveniente e´ poss´ıvel obter uma estrate´gia de classificac¸a˜o mais flex´ıvel
que tenha em conta a semelhanc¸a entre objectos. Esta estrate´gia baseia-se no classi-
ficador dos k-vizinhos mais pro´ximos. Neste, cada nova instaˆncia e´ comparada com
as existentes no conjunto de treino, usando para isso uma me´trica adequada, e as k
instaˆncias mais pro´ximas sa˜o usadas para classificar o novo objecto. Mesmo assim,
como na estrate´gia anterior, este novo modelo na˜o guarda nenhum conjunto de regras
expl´ıcitas pois limita-se a armazenar os exemplos. Assim, a fase de classificac¸a˜o en-
volve um maior custo computacional, pois sempre que chega um novo exemplo para
ser classificado e´ necessa´rio calcular todas as distaˆncias entre o novo exemplo e cada
elemento do conjunto de treino.
2.3.2 O classificador dos k-vizinhos mais pro´ximos
O classificador dos k-vizinhos mais pro´ximos (k-NN6) surge da ideia de que objec-
tos que se encontram mais “pro´ximos”no espac¸o de atributos teˆm mais possibilidades
de pertencerem a uma mesma classe. Desta forma, a tarefa de classificac¸a˜o consiste
em, para cada novo objecto, determinar a classe dos objectos mais “pro´ximos”desse
e atribuir-lhe a classe predominante. Esta ideia ainda na˜o tem subjacente o valor de
k, no entanto, este tem de ser definido. E´ importante destacar que este e´ um modelo
na˜o parame´trico visto que apenas o valor de k tem de ser definido antes de comec¸ar o
processo de aprendizagem. Isto e´, na˜o ha´ qualquer paraˆmetro a ser estimado.
Assuma-se que cada objecto corresponde a um vector em Rn, onde n e´ o nu´mero de
6Abreviatura do termo ingleˆs k-Nearest Neighbours, k-NN.
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atributos. Seja D = {< x(1), c(1) >,< x(2), c(2) >, ..., < x(m), c(m) >} um conjunto de
treino com m exemplos previamente rotulados e z um novo objecto que se pretende
classificar.
A “proximidade”mencionada no in´ıcio desta secc¸a˜o e´ subjectiva, portanto, para tornar
a questa˜o mais objectiva torna-se inevita´vel definir uma me´trica. A mais usada e´ a
distaˆncia euclidiana.
Definic¸a˜o 2.3.1. Considere-se em Rn dois vectores x, y ∈ Rn onde x = (x1, x2, ..., xn)
e y = (y1, y2, ..., yn). Define-se distaˆncia euclidiana, d, como sendo,
d =
√
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2
E´ de referir que quando todos os atributos sa˜o do tipo nume´rico o ca´lculo da distaˆncia
entre dois objectos e´ directo. Contudo, na presenc¸a de pelo menos um atributo nominal
e´ necessa´rio perceber qual a distaˆncia entre os diferentes atributos. Para o problema
em estudo essa situac¸a˜o na˜o se coloca em virtude dos atributos serem todos nume´ricos,
uma vez que representam valores de expressa˜o gene´tica. Uma outra questa˜o a ter em
conta e´ a desigualdade de importaˆncia de alguns atributos em certos problemas, no
entanto, para o presente trabalho e aquando da induc¸a˜o deste classificador, todos os
atributos teˆm igual importaˆncia.
Posteriormente a` Definic¸a˜o 2.3.1 e´ poss´ıvel dizer que os k-vizinhos mais pro´ximos do
novo exemplo z referem-se aos k exemplos que esta˜o mais perto usando a distaˆncia
euclidiana.
A Figura 2.3 ilustra os vizinhos 1,2 e 3 mais pro´ximos do objecto no centro da circun-
fereˆncia. Este objecto vai ser classificado com base na classe mais votada entre os seus
Figura 2.3: Identificac¸a˜o dos k-vizinhos mais pro´ximos de uma instaˆncia: A: k = 1; B: k = 2; C:
k = 3 (figura adaptada de [47]).
vizinhos. No primeiro caso o exemplo sera´ classificado como sendo da classe “−”uma
20 Cap´ıtulo 2
vez que foi definido k = 1 vizinho. Pelo contra´rio, na u´ltima situac¸a˜o, o nu´mero de
vizinhos mais pro´ximos e´ k = 3 e dois desses vizinhos pertencem a` classe “•”. Usando
o crite´rio do voto pela maioria, o objecto sera´ classificado como pertencente a` classe
“•”. No caso de haver empate, como acontece na situac¸a˜o do meio, escolhe-se aleatori-
amente a classe a atribuir ao objecto. O procedimento cla´ssico para evitar a conjuntura
anterior e´ considerar um nu´mero ı´mpar de vizinhos.
De um modo geral, a escolha do melhor valor para k e´ um problema a averiguar em cada
problema de classificac¸a˜o em concreto. No caso de k ser demasiado pequeno, o classifi-
cador dos vizinhos mais pro´ximos pode estar sujeito a um efeito de sobre-ajustamento
motivado pelo ru´ıdo no conjunto de treino. Por outro lado, se k e´ demasiado grande
pode existir o risco de ma´ classificac¸a˜o de uma instaˆncia de teste. Isto acontece porque
se o conjunto de vizinhos mais pro´ximos e´ elevado ha´ a tendeˆncia em abranger exemplos
que estejam afastados do objecto a classificar. Portanto, ficam dessa forma a ter uma
relac¸a˜o de proximidade irreal com a instaˆncia a classificar. Alguns estudos emp´ıricos
mostram que os melhores resultados obtidos sa˜o para k = 3 ou k = 5 [59], podendo
chegar ate´ k = 10.
Sejam z =< x′, c′ > um exemplo de teste, < x, c >∈ D um exemplo de treino gene´rico
pertencente ao conjunto de treino D e ainda Dz a lista de vizinhos mais pro´ximos do
exemplo de teste z.
Algoritmo 1
Seja k o nu´mero de vizinhos mais pro´ximos e D o conjunto de exemplos de treino.
para cada exemplo de teste z =< x′, c′ > fazer
Calcular d(x′,x), a distaˆncia entre z e todo o exemplo (x, c) ∈ D
Seleccionar Dz ⊆ D, o conjunto dos k exemplos de treino mais pro´ximos de z
c′ = argmaxv
∑
<x(i),c(i)>∈Dz,i∈{1,...,m} I(v = c
(i))
terminar
A penu´ltima linha do Algoritmo 1 [47] tem como objectivo classificar o exemplo de
teste, a partir da lista de vizinhos mais pro´ximos desse exemplo, tendo em conta o
crite´rio do voto pela maioria. Nesse crite´rio, v representa uma classe gene´rica do
conjunto de classes predefinidas do problema de classificac¸a˜o e c(i) e´ a classe de um
dos exemplos pertencentes ao conjunto dos vizinhos mais pro´ximos de z, ou seja, Dz.
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A func¸a˜o indicatriz I(·) retorna o valor um se o seu argumento for uma proposic¸a˜o
verdadeira e o valor zero caso contra´rio. Tendo em conta que em certos problemas nem
todos os atributos teˆm o mesmo impacto, e´ poss´ıvel reescrever o modelo de votac¸a˜o
anterior atrave´s da introduc¸a˜o de um factor multiplicativo. Este caso sai do aˆmbito
deste trabalho.
2.4 Ma´quinas de suporte vectorial
2.4.1 Introduc¸a˜o
Os modelos de aprendizagem que pertencem ao grupo dos lazy learners na˜o requerem a
construc¸a˜o de um modelo, como e´ referido na Secc¸a˜o 2.3. Nestes, o custo de classificar
um exemplo de teste e´ elevado e prove´m da necessidade de calcular as medidas de
proximidade entre todas as instaˆncias de treino e a de teste. Em contrapartida, os
eager learners despendem grande parte dos recursos de computac¸a˜o na construc¸a˜o do
modelo de aprendizagem. Contudo, quando um exemplo de teste esta´ na condic¸a˜o de
lhe ser atribu´ıda uma classe, o procedimento tende a ser mais imediato.
Um caso de um modelo de aprendizagem automa´tica que se inclui na classe dos eager
learners e que tem recebido muita atenc¸a˜o no meio cient´ıfico e´ o modelo das ma´quinas
de suporte vectorial (MSV)7. Este foi originalmente introduzido por Vapnik e os seus
colaboradores na de´cada de 90 [66]. A ideia a ele subjacente, considerando o problema
mais ba´sico de apenas duas classes, e´ a construc¸a˜o de um hiperplano8 de margem
ma´xima que separa objectos pertencentes a classes diferentes. Os conceitos ba´sicos
deste modelo encontram-se definidos na literatura especializada, por exemplo em [66],
como tambe´m em [6, 46, 47, 54, 74].
Este modelo tem sido aplicado a problemas de classificac¸a˜o em diferentes a´reas e em
particular na a´rea da gene´tica, tendo-se assim tornando muito popular. Mais ainda,
7Traduc¸a˜o do termo ingleˆs Support Vector Machines, em abreviatura SVM.
8Um hiperplano e´ uma extensa˜o dos conceitos de duas e treˆs dimenso˜es, rectas e planos respecti-
vamente, a dimenso˜es superiores. E´ de referir que num espac¸o de dimensa˜o n, um hiperplano e´ um
objecto de dimensa˜o n−1, da mesma forma que uma recta e´ um objecto de dimensa˜o um num espac¸o
de dimensa˜o dois.
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tem sido bem sucedido nas suas diversas aplicac¸o˜es e e´ implementado pelo facto de ter
uma so´lida fundamentac¸a˜o teo´rica.
Figura 2.4: Representac¸a˜o de poss´ıveis fronteiras de decisa˜o para um conjunto de dados linearmente
separa´vel. Classes representadas por c´ırculos e triaˆngulos (figura adaptada de [47]).
Antes de se proceder com as considerac¸o˜es formais acerca deste classificador, observe-se
a Figura 2.4 onde e´ poss´ıvel visualizar dados linearmente separa´veis. Embora existam
infinitos hiperplanos que separam correctamente as duas classes, deve ser escolhido
aquele hiperplano que melhor generalize o conjunto de treino, ou seja, aquele que
classifique com maior fiabilidade futuros exemplos (na˜o rotulados).
De um modo esquema´tico, a Figura 2.5 pretende ilustrar as diferenc¸as entre dois hiper-
planos que separam correctamente objectos pertencentes a classes distintas. Nessa
figura sa˜o vis´ıveis dois tipos de objectos e duas fronteiras de decisa˜o (F1 e F2) diferentes
que separam correctamente todos os objectos. Cada fronteira de decisa˜o e´ acompan-
hada por dois hiperplanos, i.e., os hiperplanos h11 e h12 associados a F1 e os hiperplanos
h21 e h22 associados a F2. Ambos os pares de hiperplanos sa˜o obtidos fazendo uma
translac¸a˜o da fronteira de decisa˜o respectiva ate´ ao objecto mais pro´ximo de cada
classe. A distaˆncia entre ambos os hiperplanos e´ chamada de margem do classificador.
E´ poss´ıvel constatar visualmente, que a margem para F1 e´ consideravelmente supe-
rior do que para F2. Como consequeˆncia, conclui-se que para este exemplo, F1 e´ o
hiperplano de margem ma´xima para as instaˆncias observadas.
Os exemplos localizados em posic¸o˜es mais afastadas do hiperplano de margem ma´xima
na˜o entram na sua especificac¸a˜o. Pelo contra´rio, as instaˆncias que esta˜o localizadas
23
Figura 2.5: Representac¸a˜o a duas dimenso˜es da margem de uma fronteira de decisa˜o linear que separa
um conjunto de dados com duas classes distintas, c´ırculos e triaˆngulos (figura adaptada de [47]).
mais pro´ximas do hiperplano, denominadas vectores de suporte, sa˜o essenciais para
precisar a sua expressa˜o matema´tica. Este tipo de exemplos devera´ ser uma pequena
percentagem sobre o conjunto total de exemplos, todavia, deve existir pelo menos um
vector de suporte por cada classe. Sera´ conveniente referir que o conjunto de vectores
de suporte define por si so´ o hiperplano o´ptimo para um dado problema, pelo que
os restantes exemplos sa˜o irrelevantes. Estes u´ltimos podem mesmo ser eliminados
sem alterar a posic¸a˜o e orientac¸a˜o do hiperplano de margem ma´xima, o mesmo ja´ na˜o
acontece com os vectores de suporte [54].
2.4.2 Caso linear: separa´vel
Considere-se o problema bina´rio onde sa˜o dados m tuplos, {< x(1), c(1) >,< x(2), c(2) >
, ..., < x(m), c(m) >}. Este conjunto e´ designado por conjunto de treino. O vector x(i)
corresponde aos n´ıveis de expressa˜o gene´tica para n genes e a classe c(i) tem apenas dois
valores poss´ıveis (±1), para i ∈ {1, 2, ...m}. O objectivo e´ assim aprender uma func¸a˜o
multivariada a partir do conjunto de treino que determine, com precisa˜o, a classe de
um novo exemplo, f(xnovo) = cnovo.
Suponha-se uma func¸a˜o de classificac¸a˜o linear
f(x) = w · x + b (2.1)
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onde w e b sa˜o paraˆmetros do modelo.
Figura 2.6: Fronteira de decisa˜o e margem de uma MSV. O conjunto de dados e´ constitu´ıdo por
duas classes representadas por c´ırculos e triaˆngulos (figura adaptada de [47]).
A Figura 2.6 mostra um exemplo a duas dimenso˜es de um conjunto de treino que
consiste em objectos de duas classes diferentes. A linha so´lida representa a fronteira
de decisa˜o que separa os dois tipos de objectos. Refira-se que um qualquer objecto a,
que esteja representado na fronteira de decisa˜o, satisfaz a equac¸a˜o w · a+ b = 0.
Para qualquer c´ırculo, xc, situado acima da fronteira de decisa˜o tem-se
w · xc + b = k , onde k > 0 (2.2)
Da mesma forma, para qualquer triaˆngulo, xt, localizado abaixo da fronteira de decisa˜o
tem-se
w · xt + b = k′ , onde k′ < 0 (2.3)
Se todos os c´ırculos forem atribu´ıdos a` classe “+1”e todos os triaˆngulos a` classe “−1”,




1 se w · z+ b > 0
−1 se w · z+ b < 0
(2.4)
Fazendo uma transformac¸a˜o dos paraˆmetros w e b da fronteira de decisa˜o, e con-
siderando um vector de atributos x gene´rico, e´ poss´ıvel escrever os hiperplanos paralelos
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b1 e b2 da seguinte forma
b1 : w · x+ b = 1 (2.5)
b2 : w · x+ b = −1 (2.6)
A margem do classificador foi definida previamente como sendo a distaˆncia entre os
dois hiperplanos que definem a fronteira de decisa˜o. Na Figura 2.6 a margem esta´
representada com a letra m, e pode ser calculada usando os pontos x1 localizado em
b1e x
2 localizado em b2. Ao substituir os pontos x
1 e x2 nas Equac¸o˜es 2.5 e 2.6 respec-
tivamente, e subtraindo-as, obte´m-se
w · (x1 − x2) = 2
Pela definic¸a˜o de coseno de um aˆngulo, tem-se
cos(w,x1 − x2) = w · (x
1 − x2)
‖w‖‖x1 − x2‖
ao mesmo tempo, e´ percept´ıvel na Figura 2.6 que
cos(w,x1 − x2) = m||x1 − x2||
Assim, a margem m e´ dada por
w · (x1 − x2)
‖w‖‖x1 − x2‖ =
m
‖x1 − x2‖




A fase de aprendizagem do classificador MSV abrange a estimac¸a˜o dos paraˆmetros w
e b associados a` fronteira de decisa˜o. Desta forma, estes dois paraˆmetros devem ser
escolhidos de tal forma que
w · x+ b ≥ 1 se c = 1 (2.7)
w · x+ b ≤ −1 se c = −1 (2.8)
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Estas duas desigualdades impo˜em que todos os objectos pertencentes a` classe c =
1, c´ırculos, estejam localizados acima do hiperplano w · x + b = 1, enquanto que
os exemplos pertencentes a` classe c = −1, triaˆngulos, estejam localizados abaixo do
hiperplano w · x + b = −1. Outra forma de escrever as duas desigualdades anteriores
e´ usar uma u´nica desigualdade equivalente
c(i)(w · x(i) + b) ≥ 1 , para i = 1, 2, ..., m (2.9)
Para ale´m desta imposic¸a˜o e´ ainda requerido que a margem da fronteira de decisa˜o
seja ma´xima. Neste caso o classificador MSV encontra um hiperplano de margem
ma´xima, ou seja, um hiperplano que maximize a distaˆncia entre este e os pontos mais
pro´ximos do conjunto de dados, sujeito a` restric¸a˜o anterior, i.e., pontos pertencentes a
classes diferentes permanec¸am em lados opostos do hiperplano. O seguinte problema






c(i)(w · x(i) + b)
‖w‖
s.a. c(i)(w · x(i) + b) ≥ 1 para todo x(i) i ∈ {1, 2, ..., m}
No entanto, uma formulac¸a˜o mais simples e equivalente [66] do problema anterior e´ a




Desta forma, a tarefa de aprendizagem do classificador MSV pode ser formulada pelo





s.a. c(i)(w · x(i) + b) ≥ 1 , para i = 1, 2, ..., m (2.10)
A func¸a˜o objectivo e´ quadra´tica e as restric¸o˜es do problema com respeito aos paraˆmetros
w e b sa˜o lineares. Este problema de optimizac¸a˜o e´ classificado como um problema
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de optimizac¸a˜o convexa9. Para proceder a` sua resoluc¸a˜o pode usar-se o me´todo dos
multiplicadores de Lagrange [47].
Primeiro e´ necessa´rio reescrever a func¸a˜o objectivo de modo a ter em conta as restric¸o˜es









c(i)(w · x(i) + b)− 1
)
, (2.11)
onde os paraˆmetros λi sa˜o designados por multiplicadores de Lagrange.
Para minimizar o Lagrangeano calculam-se as derivadas parciais de LP em relac¸a˜o aos
paraˆmetros w e b e igualam-se a zero, assim tem-se
∂LP
∂w










λiyi = 0 (2.13)
A partir das Equac¸o˜es 2.12 e 2.13 ainda na˜o e´ poss´ıvel deduzir os paraˆmetros w e
b, uma vez que os multiplicadores de Lagrange sa˜o desconhecidos. Para abordar o
facto das restric¸o˜es do Problema 2.10 serem desigualdades torna-se necessa´rio passa´-
las a restric¸o˜es de igualdade. Esta alterac¸a˜o e´ pratica´vel apenas se os multiplicadores
de Lagrange tomam valores na˜o negativos. Tal transformac¸a˜o conduz a`s seguintes
restric¸o˜es dos multiplicadores de Lagrange, conhecidas por condic¸o˜es de Karush-Kuhn-
Tucker (KKT) [35, 37]:
λi ≥ 0 (2.14)
λi[c
(i)(w · x(i) + b)− 1] = 0 (2.15)
9Considere-se o seguinte problema de optimizac¸a˜o,
minf(x)
s.a. gi(x) ≤ 0 para todo i = 1, 2, ..., m
s.a. hi(x) = 0 para todo i = 1, 2, ..., p
onde f(x) : Rn → R e´ uma func¸a˜o convexa, as desigualdades gi(x) sa˜o func¸o˜es convexas e as restric¸o˜es
hi(x) sa˜o func¸o˜es afim. Este problema define-se como um problema de optimizac¸a˜o convexa.
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A maioria dos multiplicadores de Lagrange toma o valor zero apo´s a aplicac¸a˜o da res-
tric¸a˜o dada pela Equac¸a˜o 2.15. Repare-se que a restric¸a˜o indica que o multiplicador de
Lagrange λi tem de tomar o valor zero a na˜o ser que a instaˆncia x
(i) satisfac¸a a equac¸a˜o
c(i)(w · x(i) + b) = 1. Tal exemplo de treino, com λi > 0, situa-se num dos hiperplanos
que esta˜o de cada lado da fronteira de decisa˜o, e chama-se, o ja´ acima referido, vector de
suporte. As instaˆncias de treino que na˜o se situam nos hiperplanos teˆm associados mul-
tiplicadores de Lagrange λi = 0. As Equac¸o˜es 2.12 e 2.15 sugerem que os paraˆmetros
w e b, que definem a fronteira de decisa˜o, dependem apenas dos vectores de suporte.
Como referido em [47], mesmo apo´s estas transformac¸o˜es o processo de optimizac¸a˜o
continua complexo, pois envolve uma grande quantidade de paraˆmetros: w, b e λi’s. O
problema pode ser simplificado atrave´s da transformac¸a˜o do Lagrangeano primal, LP ,












(i)c(j)x(i) · x(j) (2.16)
Uma vez determinados os valores dos multiplicadores λi, atrave´s da maximizac¸a˜o do
problema dual, calcula-se a soluc¸a˜o admiss´ıvel para os paraˆmetros w e b com base nas






+ b = 0 (2.17)
onde b e´ obtido resolvendo a Equac¸a˜o 2.15.
A forma como o classificador MSV foi desenvolvido permite-lhe seleccionar um hiper-
plano entre os va´rios poss´ıveis, no entanto, nem sempre e´ fact´ıvel encontrar tal fronteira
entre as classes. Em certas situac¸o˜es acontecem ma´s classificac¸o˜es de exemplos [6, 47]
e, como consequeˆncia, o problema torna-se na˜o linearmente separa´vel. Mesmo assim
e´ poss´ıvel encontrar uma fronteira de decisa˜o linear. A soluc¸a˜o passa por usar uma
margem suave que aceite exemplos de treino mal classificados. Isto pode ser alcanc¸ado
introduzindo varia´veis de desvio na func¸a˜o objectivo para permitir que as restric¸o˜es
possam ser violadas, levando a` modificac¸a˜o da formulac¸a˜o do problema. Neste caso,
tem de ocorrer um compromisso entre encontrar um hiperplano com margem ma´xima,
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minimizando ||w||, e encontrar um hiperplano que separe efectivamente os exemplos
das duas classes, minimizando as varia´veis de desvio [46].
2.4.3 Caso na˜o linear
A maior parte dos problemas da vida real esta˜o associados a problemas onde os dados
na˜o sa˜o linearmente separa´veis. Por outras palavras, apresentam fronteiras de decisa˜o
na˜o lineares, e portanto, o caso da secc¸a˜o anterior torna-se demasiado elementar para
aplicac¸o˜es pra´ticas.
A soluc¸a˜o para este problema baseia-se na transformac¸a˜o dos dados do seu sistema
de coordenadas original para um novo sistema onde uma fronteira de decisa˜o linear
possa ser definida. Esta fronteira linear e´ usada para separar as instaˆncias no espac¸o
transformado, designado por espac¸o de caracter´ısticas, Φ(x). Posteriormente a este
passo e´ poss´ıvel aplicar a metodologia apresentada na Secc¸a˜o 2.4.2. E´ de destacar que
mapear o conjunto de treino num espac¸o de dimensionalidade superior acarreta custos
ao n´ıvel computacional e teo´rico.





s.a. c(i)(w · Φ(x(i)) + b) ≥ 1 , para i = 1, 2, ...m (2.18)
A maior diferenc¸a reside na substituic¸a˜o dos valores dos atributos, x(i), por uma func¸a˜o
na˜o linear dos mesmos, Φ(x(i)). Os operadores sa˜o semelhantes, contudo, neste caso e´
necessa´rio fazer ca´lculos usando os atributos no novo espac¸o e estes podem tornar-se
dif´ıceis. Esta dificuldade justifica-se pelo facto de ser complexo encontrar a formulac¸a˜o
expl´ıcita da func¸a˜o que mapeia o sistema original de coordenadas no novo espac¸o.
Para ale´m disso, e´ preciso assegurar ao mesmo tempo que uma fronteira de decisa˜o
linear, w · Φ(x) + b = 0, possa ser constru´ıda no espac¸o de caracter´ısticas. De forma
semelhante a` abordagem da secc¸a˜o anterior e´ poss´ıvel construir o Lagrangeano dual











(i)c(j)Φ(x(i)) · Φ(x(j)) (2.19)
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(j)Φ(x(j)) · Φ(x(i)) + b) − 1] = 0 (2.21)
que sa˜o ana´logas a`s Equac¸o˜es 2.12 e 2.13 da Secc¸a˜o 2.4.2.
Deste modo, para classificar uma instaˆncia de teste, z, esta pode ser classificada usando
a seguinte func¸a˜o




(i)Φ(x(i)) · Φ(z) + b
)
(2.22)
A func¸a˜o 2.22 envolve ca´lculos com o produto interno entre pares de vectores no espac¸o
transformado, Φ(x(i)) ·Φ(z). Dada a dificuldade desse problema, a resoluc¸a˜o passa pela
utilizac¸a˜o de func¸o˜es kernel [47].
As func¸o˜es kernel sa˜o func¸o˜es que sa˜o calculadas no espac¸o original de atributos e
fazem o papel de produto interno no espac¸o de dimensa˜o superior. Este tipo de func¸o˜es
permite resolver todo o problema sem nunca ter de representar explicitamente a func¸a˜o
que mapeia o espac¸o original de atributos no novo espac¸o. Isto acontece porque as
func¸o˜es kernel, usadas em problemas de MSV no caso na˜o linear, precisam de satisfazer
um princ´ıpio conhecido como Teorema de Mercer [66], ou seja, serem definidas positivas.
Teorema 2.4.1 (Mercer). Uma func¸a˜o kernel K pode ser expressa como,
K(u, v) = Φ(u) · Φ(v)
se e so´ se, para qualquer func¸a˜o g(x) tal que
∫
g(x)2dx seja finita, enta˜o
∫
K(x,y)g(x)g(y)dx dy ≥ 0
Este teorema assegura que as func¸o˜es kernel possam sempre ser escritas como o produto
interno entre dois vectores num espac¸o de dimensa˜o superior, contudo, sa˜o calculadas
no espac¸o original de atributos [47].
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A selecc¸a˜o da func¸a˜o kernel e´ importante pois e´ ela que vai estabelecer a precisa˜o do
classificador. Usualmente esta selecc¸a˜o pressupo˜e um conhecimento pre´vio ou esperado
do comportamento dos dados [6].











(i)K(x(i), z) + b
) (2.23)
2.4.4 Classificac¸a˜o multi-classe
Nesta subsecc¸a˜o e´ abordado o tema de classificac¸a˜o multi-classe de forma suma´ria.
O objectivo e´ apresentar de modo sucinto este tema, uma vez que e´ usada a n´ıvel
computacional uma das estrate´gias aqui referidas. Como este tema na˜o e´ o propo´sito
deste trabalho, adopta-se uma abordagem simplificada que foi baseada no trabalho [46]
o qual podera´ ser consultado para mais esclarecimentos.
Existem va´rios problemas bina´rios para os quais se pode aplicar directamente a teoria
apresentada nas secc¸o˜es anteriores. E´ necessa´rio, no entanto, recorrer a` classificac¸a˜o
multi-classe quando o problema apresenta mais do que duas classes. Torna-se assim
claro que esta classificac¸a˜o e´ mais complexa que a predic¸a˜o bina´ria, porque o algoritmo
seleccionado para o modelo em causa tem de aprender a construir um maior nu´mero de
fronteiras de separac¸a˜o. Na classificac¸a˜o bina´ria o algoritmo eleito consegue discriminar
apenas uma das classes com uma apropriada fronteira de decisa˜o, pois a outra e´ apenas
a complementar. Nos problemas de classificac¸a˜o com mais de duas classes, cada uma
delas tem de ser definida explicitamente. Assim, o problema inicial e´ decomposto em
va´rios subproblemas bina´rios, combinando-se no final as predic¸o˜es de todos estes.
Esta decomposic¸a˜o baseia-se na estrate´gia de dividir para conquistar. Neste caso, o
problema inicial e´ decomposto em va´rios subproblemas bina´rios mais fa´ceis de resolver.
Para estes, existe uma pano´plia de algoritmos que podem ser usados. Para ale´m da
escolha da decomposic¸a˜o do problema inicial e do classificador, e´ preciso ainda deter-
minar a estrate´gia para combinar os classificadores bina´rios e originar a predic¸a˜o final.
A t´ıtulo de exemplo, informac¸a˜o sobre este to´pico pode ser consultada em [31].
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O output coding e´ utilizado para resolver o problema da combinac¸a˜o dos classificadores
bina´rios [16]. Esta estrate´gia baseia-se na ideia de que havendo k classificadores treina-
dos nas va´rias partic¸o˜es do conjunto de dados, o novo exemplo a classificar e´ transfor-
mado num vector de sa´ıda k dimensional. Qualquer elemento do vector de sa´ıda e´ o
resultado da classificac¸a˜o de cada um dos k classificadores. Um codebook e´ usado para
associar o resultado do vector a uma das classes predefinidas. Existem duas verso˜es
para a estrate´gia de output coding : one-versus-all (OVA) e all-pairs (AP). Na primeira
versa˜o, dadas k classes, k classificadores independentes sa˜o constru´ıdos. Nesta cons-
truc¸a˜o, o i-e´simo classificador e´ treinado para separar os exemplos que pertencem a`
classe i de todas as outras classes. O codebook e´ uma matriz diagonal e a predic¸a˜o final
e´ baseada no classificador que produz a mais elevada medida de certeza
class = argmaxi=1...kfi
onde fi e´ medida de certeza do i-e´simo classificador.
Ir-se-a´ agora explicitar um exemplo da estrate´gia OVA, em virtude de ser a opc¸a˜o
utilizada neste estudo.
Na Figura 2.7 podem-se observar quatro classes diferentes com as respectivas fron-
teiras de decisa˜o (Figura 2.7 A) e os quatro classificadores (Figura 2.7 B). Os quatros
classificadores sa˜o treinados. O primeiro classificador discrimina a classe N de todas
as outras classes; o segundo classificador discrimina a classe  de todas as outras
classes. O mesmo padra˜o verifica-se para as classes • e . Neste exemplo as instaˆncias
de teste sa˜o representadas pelos s´ımbolos: △,2,3, ◦,3. O codebook (Figura 2.7 B)
representa a parte superior da tabela. Nessa parte esta˜o representados os resultados
o´ptimos dos classificadores. O classificador C(N) que aprendeu a discriminar a classe
N das restantes, no caso o´ptimo coloca +1 para os exemplos classificados com N e 0
para o caso contra´rio. Na parte inferior da tabela pode-se consultar os resultados das
predic¸o˜es dos classificadores para os exemplos de teste dos quais se desconhece a classe.
O classificador C(•) mostra um valor de certeza de 0.90 para o exemplo de teste “◦”e
consequentemente e´ classificado como pertencendo a` classe •.
Na implementac¸a˜o computacional dos algoritmos de aprendizagem para ma´quinas de
suporte vectorial usados no contexto do presente trabalho, foi usada a estrate´gia OVA
para o caso de problemas com mais de duas classes.
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Figura 2.7: Classificac¸a˜o OVA. A. Quatro fronteiras de decisa˜o. B. O codebook para classificac¸a˜o
OVA (figura extra´ıda de [46]).
2.5 Avaliac¸a˜o do desempenho de um classificador
Uma vez induzido um classificador a partir de um conjunto de dados e´ preciso avaliar
a sua capacidade de generalizac¸a˜o, ou seja, a capacidade de classificar correctamente
futuros exemplos (que na˜o foram usados para construir o classificador).
A avaliac¸a˜o do desempenho de um classificador e´ facilmente exequ´ıvel quando existe um
grande volume de dados (elevado nu´mero de instaˆncias) dispon´ıveis. Todavia, apesar
das bases de dados usadas na a´rea da gene´tica envolverem dados de elevada dimensa˜o,
frequentemente estas esta˜o associados a um nu´mero de instaˆncias reduzido. Este facto
dificulta a determinac¸a˜o do erro verdadeiro associado a um classificador.
Definic¸a˜o 2.5.1. O erro verdadeiro, Errv, de um classificador h e´ a probabilidade
de classificar erroneamente um exemplo seleccionado aleatoriamente, i.e.,
Errv(h) = Px∈A[h(x) 6= c] , < x, c >: x ∈ A, c = f(x)
Seria poss´ıvel determinar o erro verdadeiro se fosse fact´ıvel dispor de um conjunto de
dados ilimitado. Perante a inviabilidade desta situac¸a˜o e´ necessa´rio recorrer a` estimac¸a˜o
do erro verdadeiro usando um conjunto limitado de dados, sendo a medida natural do
desempenho de um classificador a sua taxa de erro. A taxa de erro e´ assim definida
como sendo a proporc¸a˜o de exemplos incorrectamente classificados. Antes de se definir
a taxa de erro, defina-se a func¸a˜o de perda 0-1,
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Definic¸a˜o 2.5.2. A “func¸a˜o de perda 0−1”, δ(·, ·, ·), de um classificador h induzido
a partir do conjunto de dados D define-se como sendo:
δ(x, f(x), h(x)) =


1 , se f(x) 6= h(x)
0 , se f(x) = h(x) x ∈ A
A func¸a˜o 0−1 mede a “perda”, ou custo nume´rico, de atribuir a um exemplo x a classe
c′ = h(x) (classe predita) quando a sua classe verdadeira e´ c = f(x). Isto significa, que
se a classificac¸a˜o do exemplo e´ correcta a classe predita e´ igual a` classe verdadeira, por
isso na˜o existe perda, ou seja, a func¸a˜o de perda toma o valor 0, caso contra´rio, toma
o valor 1. A definic¸a˜o de aprendizagem supervisionada pode ser agora reformulada por:
Dado um conjunto de dados D com m exemplos previamente classificados, a tarefa de
aprendizagem supervisionada consiste em induzir um classificador h : A → C que
minimize a func¸a˜o de perda 0-1.
Definic¸a˜o 2.5.3. A taxa de erro, TE, de um classificador h com relac¸a˜o a um







Para ale´m da taxa de erro, e´ ainda utilizada frequentemente a taxa de acertos, que pelo
contra´rio, e´ a proporc¸a˜o de exemplos correctamente classificados.
Perante a necessidade de avaliar com credibilidade um classificador, o desempenho do
mesmo na˜o pode ser avaliado com base numa medida de erro calculada em func¸a˜o dos
mesmos exemplos usados no processo de aprendizagem [54]. Isto e´, deve-se avaliar
o desempenho do classificador naqueles exemplos que na˜o foram usados para a sua
induc¸a˜o. A ideia ba´sica consiste em dividir o conjunto de dados dispon´ıvel em dois
subconjuntos: (i) um conjunto de treino usado pelo algoritmo de aprendizagem para
induzir o classificador e (ii) um conjunto de teste, retirado de modo independente da
mesma populac¸a˜o de exemplos poss´ıveis e que sera˜o usados para estimar a taxa de erro.
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A taxa de erro calculada sobre o conjunto de treino na˜o e´ um bom indicador do de-
sempenho futuro de um classificador. Isto acontece porque qualquer estimativa de de-
sempenho baseado nos dados de treino sera´ demasiado optimista [74]. O classificador
induzido pode sobre-ajustar o conjunto de treino, o que significa que o modelo fica
mais ajustado a`s instaˆncias usadas para a sua induc¸a˜o do que a`quelas que futuramente
va˜o ser classificadas.
Existem va´rios me´todos para estimar a taxa de erro baseados em diferentes partic¸o˜es
do conjunto de dados em conjunto de treino e teste. Na pro´xima secc¸a˜o apresenta-se o
me´todo utilizado neste trabalho.
2.5.1 Validac¸a˜o cruzada
No caso mais simples e´ poss´ıvel dividir o conjunto inicial de dados em dois subconjuntos
de dimenso˜es ideˆnticas, um de treino e outro de teste. De seguida, os papeis invertem-
se e o conjunto de treino passa a ser o conjunto de teste e vice-versa. Esta abordagem
e´ chamada de validac¸a˜o cruzada com duas dobras (two-fold). A taxa de erro total e´ a
me´dia das taxas de erro das duas rondas [54].
No caso mais geral de validac¸a˜o cruzada com k dobras, o conjunto de dados e´ seg-
mentado em k subconjuntos de dimenso˜es iguais. Em cada passo do processo, uma
das partic¸o˜es e´ escolhida para teste e as restantes utilizadas para treino. Este procedi-
mento e´ repetido k vezes, de modo que cada partic¸a˜o seja escolhida exactamente uma
so´ vez para a tarefa de teste. De forma semelhante ao exemplo anterior, a taxa de erro
e´ calculada tomando a me´dia de todas as taxas de erro derivadas de cada um dos k
passos.
Um caso particular da validac¸a˜o cruzada e´ quando k = m, i.e. o nu´mero de dobras e´
igual ao nu´mero de objectos (ver Figura 2.8). Esta abordagem foi utilizada neste tra-
balho e e´ designada por validac¸a˜o cruzada leave-one-out (LOO-CV10). Nesta situac¸a˜o
o conjunto de teste tem apenas um exemplo, enquanto o conjunto de treino e´ composto
por m−1 exemplos. A principal vantagem deste me´todo e´ a de utilizar o maior nu´mero
de instaˆncias poss´ıveis para treinar o classificador, o que pode aumentar as probabi-
10Abreviatura do termo ingleˆs leave-one-out cross-validation.
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lidades do classificador induzido se tornar mais preciso. Mais ainda, os conjuntos de
teste definidos nas diferentes instaˆncias sa˜o mutuamente exclusivos e cobrem comple-
tamente o conjunto de dados. A desvantagem mais evidente esta´ ligada ao esforc¸o
computacional que e´ necessa´rio para repetir o procedimento m vezes. Pode-se ainda
apontar como desvantagem o facto de o conjunto de teste ser constitu´ıdo por apenas
um exemplo, originando assim uma variaˆncia elevada da estimativa do desempenho
medido [2, 47].
Figura 2.8: Representac¸a˜o esquema´tica da forma como o me´todo LOO-CV opera num conjunto de
dados.
Cap´ıtulo 3
Pre´-processamento de dados de
expressa˜o gene´tica
3.1 Introduc¸a˜o
Para que a ana´lise de dados seja prof´ıcua e´ fundamental realizar um pre´-processamento
adequado. Em particular, os dados de expressa˜o gene´tica na˜o sa˜o excepc¸a˜o. Consoante
o tipo de dados existem me´todos mais apropriados, ou menos, para o efeito.
Em termos gerais, o pre´-processamento de dados reais e´ realizado em virtude destes
serem (i) incompletos, (ii) inconsistentes ou (iii) conterem ru´ıdo. Se na˜o existir quali-
dade nos dados que sera˜o utilizados para futuras ana´lises, estas e posteriores concluso˜es
podera˜o estar comprometidas.
Genericamente, as principais tarefas de pre´-processamento de dados sa˜o as seguintes [34]:
• Limpeza de dados - inclui a imputac¸a˜o de valores ocultos, alisamento de dados
com ru´ıdo, identificac¸a˜o e remoc¸a˜o de outliers e resoluc¸a˜o de inconsisteˆncias;
• Integrac¸a˜o dos dados - combinac¸a˜o de dados provenientes de mu´ltiplas fontes de
forma a obter uma junc¸a˜o coerente;
• Transformac¸a˜o dos dados - normalizac¸a˜o, alisamento, agregac¸a˜o e generalizac¸a˜o;
37
38 Cap´ıtulo 3
• Reduc¸a˜o da dimensionalidade - reduc¸a˜o da dimensionalidade do espac¸o de atri-
butos do problema de modo a produzir os mesmos resultados ou similares;
• Discretizac¸a˜o de dados - conversa˜o de atributos nume´ricos em catego´ricos (dis-
cretos).
O presente cap´ıtulo faz uma introduc¸a˜o aos dois tipos de me´todos de pre´-processamento
usados em experieˆncias demicroarrays avaliados na presente dissertac¸a˜o. Estes me´todos
incluem-se na tarefa de transformac¸a˜o dos dados. Primeiramente sa˜o abordados os
me´todos de CB, onde e´ feita uma descric¸a˜o do conceito de background em experieˆncias
de microarrays, destacando a importaˆncia do processamento de imagem e os conse-
quentes me´todos de estimac¸a˜o do valor de background. Seguidamente apresenta-se
uma perspectiva global de estudos publicados sobre CB e definem-se os me´todos de
CB considerados. Numa segunda parte, e´ introduzido o conceito de normalizac¸a˜o e e´
abordado o modelo de regressa˜o loess como ferramenta ba´sica na construc¸a˜o de va´rios
procedimentos de NM de dados. Por u´ltimo, e´ feita uma descric¸a˜o de alguns trabalhos
recentes relacionados com a NM e sa˜o explicados os me´todos de NM empregues aos
dados no estudo experimental realizado.
3.2 Correcc¸a˜o de background
3.2.1 Introduc¸a˜o
No fim da parte laboratorial de uma experieˆncia de microarrays, as laˆminas sa˜o pas-
sadas por um scanner. O resultado e´ uma se´rie de imagens digitais com os valores de
fluoresceˆncia medidos nos va´rios pontos da laˆmina. No caso de microarrays de dois
canais o resultado e´ uma imagem digital por canal em tons de cinzento. O scanner faz
a leitura do microarray dividindo-o numa elevada quantidade de pixels e guardando a
intensidade da fluoresceˆncia para cada pixel medido na gradac¸a˜o de cores habitual, ou
seja, em tons de verde e vermelho.
O primeiro passo na ana´lise de dados de microarrays e´ o processamento de imagem.
Na realidade, os dados extra´ıdos das imagens digitais representam os dados prima´rios
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recolhidos em cada experieˆncia. Assim, todos os me´todos empregues e as ana´lises
subsequentes sa˜o derivados destas imagens e da sua ana´lise inicial. Deste modo, de entre
todos os passos que contribuem para uma experieˆncia de microarrays bem sucedida o
processamento de imagem e´ consideravelmente significativo. A maioria dos fabricantes
de scanners para microarrays fornece software adequado para lidar com esta etapa da
experieˆncia, contudo, e´ importante perceber como e´ que os dados sa˜o extra´ıdos das
imagens digitais.
Em princ´ıpio, as intensidades dos pixels que na˜o correspondem a pontos do microarray
deveriam ser zero [1]. No entanto, esta situac¸a˜o raramente acontece face a razo˜es que
se prendem, por exemplo, com (i) a fluoresceˆncia natural do vidro do microarray ; (ii)
o revestimento do microarray com produtos qu´ımicos; (iii) a ligac¸a˜o na˜o espec´ıfica
da amostra marcada com composto fluorescente a` superf´ıcie do microarray ; entre ou-
tros. Apesar desta emissa˜o de fluoresceˆncia ser baixa na˜o e´ negligencia´vel [1]. Desta
forma, e´ prova´vel que as intensidades medidas nos pontos do microarray contenham
uma certa quantidade desta fluoresceˆncia na˜o espec´ıfica, designada por fluoresceˆncia
de background.
A fluoresceˆncia de background, vulgarmente designada apenas por background, e´ medida
numa regia˜o pro´xima do ponto do microarray, normalmente conceˆntrica a este mas
naturalmente na˜o coincidente com o mesmo. No interior desta regia˜o a intensidade
e´ mais forte em virtude de ser nesta secc¸a˜o do ponto que a sonda foi colocada e a
hibridac¸a˜o ocorreu. A intensidade dessa regia˜o do interior do ponto, denominada por
foreground, e´ proporcional a` quantidade de hibridac¸a˜o espec´ıfica.
Assumindo que para microarrays de dois canais a intensidade de um ponto e´ uma com-
binac¸a˜o aditiva da verdadeira intensidade do ponto e do background, o procedimento
normal neste tipo de experieˆncias passa pela estimac¸a˜o da intensidade do background.
Consequentemente, e´ necessa´rio remover esta parte do sinal que na˜o e´ devido a` hib-
ridac¸a˜o de ADN-complementar a` sonda. Esta remoc¸a˜o e´ conhecida como correcc¸a˜o de
background.
Seguindo as notac¸o˜es usuais na literatura da especialidade (veja-se, por exemplo, [17]),
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denotam-se as intensidades vermelha e verde de foreground por Rf e Gf
1, respectiva-
mente, e as intensidades vermelha e verde de background por Rb e Gb, respectivamente.
Assim, o me´todo base para corrigir os valores dos sinais lidos, R e G, e´ feito a partir
da subtracc¸a˜o das intensidades de background a`s intensidades de foreground, isto e´,
R = Rf − Rb e G = Gf −Gb.
3.2.2 Processamento de imagem e me´todos de estimac¸a˜o de
background
Um dos principais objectivos do processamento de imagem de um microarray e´ extrair
os valores das intensidades de foreground e background dos canais vermelho e verde
para cada ponto do microarray. Apo´s a extrac¸a˜o desses valores as intensidades de
background, Rb e Gb, sa˜o usadas para corrigirem as de foreground, Rf e Gf . O pro-
cessamento de imagem e´ ainda importante para recolher medidas de qualidade para
cada ponto do microarray. O to´pico da qualidade dos pontos de um microarray abarca
va´rios passos, no entanto, sai fora do aˆmbito deste trabalho2.
O processo de ana´lise da imagem de um microarray pode ser subdividida em treˆs
tarefas [67]:
• Associac¸a˜o - e´ o processo de associar coordenadas a cada ponto;
• Segmentac¸a˜o - permite a classificac¸a˜o de pixels em foreground ou background ;
• Extracc¸a˜o de intensidades - corresponde ao ca´lculo das estimativas das intensi-
dades de background e de foreground, Rb, Gb, Rf e Gf .
A primeira tarefa, a de associac¸a˜o, tem o propo´sito de associar coordenadas ao centro de
cada ponto da laˆmina de vidro. Aquando da fabricac¸a˜o dosmicroarrays, nomeadamente
no passo de impressa˜o dos pontos, raramente existe um perfeito alinhamento dos pontos
na laˆmina rectangular. Como consequeˆncia, na˜o e´ poss´ıvel sobrepor uma grelha ao
1Para abreviar vermelho (Red) e verde (Green) va˜o ser usadas as iniciais das respectivas palavras
em ingleˆs. Quase a totalidade da literatura e´ em ingleˆs e esta e´ a notac¸a˜o universalmente adoptada
tornando-se assim mais coerente.
2Uma apresentac¸a˜o detalhada sobre este u´ltimo to´pico pode ser encontrada em [1].
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microarray e ajusta´-la ate´ estar absolutamente alinhada. E´ necessa´rio, enta˜o, fazer
algumas modificac¸o˜es ao n´ıvel do espac¸amento entre colunas e entre linhas na grelha
sobreposta ate´ estar o alinhamento correcto. Os software de processamento de imagem
executam esta tarefa de modo quase automatizado. E´, no entanto, necessa´ria uma
intervenc¸a˜o do investigador para aumentar a fiabilidade dessa associac¸a˜o, no sentido
de fornecer informac¸a˜o por exemplo, sobre o nu´mero de pontos e o esquema de arranjo
do microarray. Dos software de processamento de imagem utilizados neste tipo de
experieˆncias podem-se destacar o Spot [7], o GenePix [25] e o QuantArray [49].
Apo´s a tarefa de associac¸a˜o, e´ preciso segmentar os pixels em duas categorias: os que
se encontram de facto no interior do ponto, foreground, e os que se encontram na regia˜o
circundante, background. Existem diferentes me´todos para realizar esta segmentac¸a˜o
que se encontram detalhadamente explicados em [67]. Estes podem-se agrupar em
quatro grupos, consoante a geometria dos pontos que produzem:
• segmentac¸a˜o de c´ırculos fixos;
• segmentac¸a˜o de c´ırculos ajustados;
• segmentac¸a˜o de formas ajustadas;
• segmentac¸a˜o pelo me´todo do histograma.
Uma vez identificados os pixels de foreground, as intensidades de foreground para um
dado ponto sa˜o geralmente estimadas como sendo a me´dia da intensidade de todos os
pixels de foreground. Esta intensidade deve, por sua vez, ser directamente proporcional
ao nu´mero de mole´culas de ADN-complementar hibridadas com as sondas em cada
ponto do microarray [60].
As intensidades de background sa˜o habitualmente estimadas usando a mediana das
intensidades [60]. Para a estimar as intensidades de background, ha´ diversas opc¸o˜es.
Destacam-se as seguintes [67]:
• Background local: as intensidades de background sa˜o estimadas tendo em conta
pequenas regio˜es na zona circundante de cada ponto. As diferentes regio˜es, con-
forme ilustra a Figura 3.1, sa˜o obtidas considerando:
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– todos os pixels que esta˜o entre o c´ırculo que define o ponto e uma caixa
limitativa que esta´ centrada no ponto. A estimativa e´ assim feita pelo ca´lculo
da mediana dos valores desses pixels ;
– a a´rea entre duas circunfereˆncias conceˆntricas centradas no ponto;
– quatro a´reas com forma de losango, denominadas por vales do microarray e
que se localizam nos quatro cantos de cada ponto. Neste caso o background
local e´ calculado como sendo a mediana dos valores dos quatro vales.
• Abertura morfolo´gica: este me´todo esta´ implementado no software Spot. Resu-
midamente, este remove todos os pontos do microarray e gera uma imagem que
determina a estimativa do background para cada ponto da laˆmina. Essa estima-
tiva e´ obtida utilizando um filtro na˜o linear chamado de abertura morfolo´gica.
• Background constante: este e´ um me´todo global, no sentido em que e´ subtra´ıdo
um background constante a todos os pontos do microarray. O valor constante e´
por vezes definido como o terceiro percentil (3%) dos valores de foreground de
todos os pontos.
• Sem estimac¸a˜o: e´ poss´ıvel na˜o estimar qualquer valor para as intensidades de
background, o que significa usar, para as ana´lises subsequentes, os valores de
foreground como os valores verdadeiros, i.e. R = Rf e G = Gf .
Segundo os trabalhos de investigac¸a˜o na a´rea de processamento de imagem, [67] e [69], a
escolha do me´todo de estimac¸a˜o de intensidades de background tem um maior impacto
na determinac¸a˜o dos valores de expressa˜o gene´tica do que o passo de segmentac¸a˜o.
3.2.3 Literatura relacionada
Nesta secc¸a˜o, pretende-se criar uma perspectiva global sobre a grande quantidade de
trabalhos que teˆm sido realizados no contexto do estudo de metodologias de correcc¸a˜o
de background, CB.
Segundo [67] e [69], os me´todos de estimac¸a˜o de background, baseados em me´dias ou
medianas das intensidades nas regio˜es vizinhas dos pontos do microarray, tendem a
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Figura 3.1: Imagem ilustrativa de diferentes estimativas de background local. A regia˜o no interior
da circunfereˆncia a ponteado representa um ponto de um microarray. As outras linhas representam
regio˜es usadas para os diferentes me´todos de estimac¸a˜o de background local. Quadrado a ponteado:
usada pelo primeiro me´todo de background local. Circunfereˆncias de linha so´lida: usadas pelo segundo
me´todo de background local. Losangos a ponteado: usados pelo terceiro me´todo de background local
(figura extra´ıda de [67]).
produzir estimativas que sera˜o afectadas por ru´ıdo. Deste modo, ao fazer a correcc¸a˜o
de background, ha´ possibilidade de aumentar a variabilidade dos logaritmos da raza˜o da
expressa˜o gene´tica, log2R/G
3. No entanto, aqueles autores tambe´m na˜o aconselham
a na˜o correcc¸a˜o dos valores de intensidade com respeito ao background. Por isso,
uma vez que a correcc¸a˜o de background e´ realizada pela subtracc¸a˜o dos valores de
background aos de foreground e´ recomendado, em alternativa, um ajuste de background
interme´dio. Espera-se que tal ajuste evite uma certa variabilidade provenientes de
me´todos de estimac¸a˜o baseados em medidas de localizac¸a˜o e, por outro lado, que torne
as estimativas mais precisas que os valores de intensidade brutos.
Em [67] chama-se ainda a atenc¸a˜o que, no caso da estimativa segundo o me´todo da
abertura morfolo´gica na˜o estar dispon´ıvel no software de apoio ao processamento de
imagem, os valores de intensidade lidos pelo scanner na˜o devem ser corrigidos pela
subtracc¸a˜o do background. Tambe´m num outro estudo e´ recomendada a na˜o subtracc¸a˜o
dos valores de background pelas razo˜es do aumento de variabilidade dos dados de
3Na Secc¸a˜o 3.3 sera´ detalhadamente explicada esta expressa˜o.
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expressa˜o gene´tica [50].
O estudo de simulac¸a˜o de expressa˜o diferencial [56] teve como objectivo mostrar a
relac¸a˜o do vie´s, da variaˆncia e do erro quadra´tico me´dio com a aplicac¸a˜o, ou na˜o, de
subtracc¸a˜o de background. A decisa˜o de aplicar a subtracc¸a˜o de background v.s. na˜o
aplicar subtracc¸a˜o de background resultou de um compromisso entre o vie´s e a variaˆncia
que foi atingido atrave´s dos dados simulados que preveniram a introduc¸a˜o da variabi-
lidade te´cnica. Estes autores concluem que a correlac¸a˜o dos valores de foreground e
background e´ uma considerac¸a˜o importante a ter em conta antes da subtracc¸a˜o da in-
tensidade de background. Outra recomendac¸a˜o ainda indicada nesse estudo e´ utilizac¸a˜o
de gra´ficos explorato´rios u´teis para ajudar na decisa˜o de subtrair as estimativas de back-
ground local. Exemplos desses gra´ficos sa˜o as imagens da fluoresceˆncia de background
e os gra´ficos de dispersa˜o entre as intensidades de foreground e background.
Qualquer me´todo de estimac¸a˜o das intensidades de background pode originar esti-
mativas de valor superior a`s de foreground, ou seja, Rf < Rb ou Gf < Gb. Como
consequeˆncia, os valores finais das intensidades verde e vermelha tornam-se negativos,
assim, pode ocorrer que R/G < 0. Este facto tem consequeˆncias problema´ticas quando
e´ necessa´rio calcular logaritmos dos valores R/G, tornando a subtracc¸a˜o de background
um me´todo de CB limitativo.
Va´rios estudos teˆm investigado a melhor forma de lidar com as intensidades de back-
ground no panorama geral das intensidades medidas pelos scanners. Concretamente,
questiona-se se e´ mais vantajoso, no decorrer das ana´lises e posteriores concluso˜es, (i)
proceder a um pre´-processamento dos valores medidos tendo em conta o efeito de back-
ground ou (ii) trabalhar com os valores em bruto. Existem investigadores que depois
das recomendac¸o˜es dos estudos atra´s mencionados ([50, 67, 69]) optaram, nos seus
pro´prios trabalhos, pela opc¸a˜o (ii), ou seja, por na˜o fazerem correcc¸a˜o de background,
como por exemplo [76]. Todavia, para os investigadores para os quais a opc¸a˜o (ii)
na˜o e´ suficiente e para os quais a subtracc¸a˜o de background e´ limitativa, iniciaram o
desenvolvimento de outros me´todos para realizar a correcc¸a˜o de background.
O me´todo Kooperberg [38], e´ um exemplo de um me´todo de CB criado para fazer face
aos problemas mencionados no para´grafo anterior. Este me´todo sugere um modelo
emp´ırico Bayesiano constru´ıdo com base em convoluc¸o˜es de distribuic¸o˜es normais para
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corrigir as intensidades lidas atrave´s dos scanners relativamente ao background. Um
me´todo igualmente baseado em convoluc¸o˜es, no entanto, entre uma distribuic¸a˜o nor-
mal e uma exponencial, me´todo normexp, foi desenvolvido e ja´ adaptado por diversos
autores [4, 33, 52]. Um outro exemplo e´ o me´todo Edwards [18] que propo˜e evitar a
ocorreˆncia de valores negativos de intensidade atrave´s de uma func¸a˜o mono´tona suave.
Estes dois u´ltimos me´todos sera˜o abordados no presente estudo.
Propostos diferentes me´todos de CB, naturalmente surgem trabalhos de comparac¸a˜o
dos mesmos. Em [4], usando dados de microarrays de um canal, uma comparac¸a˜o de
diferentes me´todos de CB e´ feita com base em medidas de precisa˜o e exactida˜o e na
capacidade de detectar conjuntos de sondas diferencialmente expressas.
Em [52], ha´ um estudo comparativo de me´todos combinados de estimac¸a˜o e correcc¸a˜o
de background em dados de microarrays de dois canais. A comparac¸a˜o das diferentes
combinac¸o˜es e´ realizada em func¸a˜o de qua˜o bem cada uma executa a escolha de genes
diferencialmente expressos atrave´s da ana´lise de curvas ROC4. Os genes diferencial-
mente expressos sa˜o seleccionados atrave´s de uma ordenac¸a˜o dos mesmos, usando uma
estat´ıstica que pode ser encontrada em [62]. A avaliac¸a˜o dos me´todos e´ feita com base
na ana´lise de variaˆncia dos logaritmos dos valores da raza˜o da expressa˜o gene´tica e do
vie´s. E´ tambe´m realizado um estudo dos valores omissos aos dados para cada conjunto
de me´todos de estimac¸a˜o e correcc¸a˜o de background.
Um trabalho do mesmo autor de [52], continua a explorar a comparac¸a˜o entre diferentes
me´todos de CB [53]. Contudo, a medida de desempenho tem uma ligeira adaptac¸a˜o ao
n´ıvel dos algoritmos para descoberta de genes diferencialmente expressos. Os algorit-
mos SAM5 [65] e limma eBayes [62], bastante estudados na literatura, foram avaliados
com base na raza˜o de falsas descobertas. Da mesma forma e´ realizada uma ana´lise ao
n´ıvel da variaˆncia e vie´s dos logaritmos da raza˜o da expressa˜o gene´tica.
4Receiver Operator Characteristic
5Significance Analysis of Microarrays
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3.2.4 Me´todos de correcc¸a˜o de background
Nesta secc¸a˜o descrevem-se os seis me´todos de CB aplicados aos dados em estudo no
Cap´ıtulo 4, encontrando-se na Tabela 3.1 os comandos existentes no pacote limma do
software R para esses me´todos.







Tabela 3.1: Comandos usados no software R/Bioconductor atrave´s do pacote limma para os seis
me´todos de CB aplicados a`s bases de dados analisadas no Cap´ıtulo 4.
None (NB):
Nenhum me´todo de CB e´ aplicado, o que significa que R = Rf e G = Gf .
Subtraction (sub):
A correcc¸a˜o e´ efectuada atrave´s da subtracc¸a˜o dos valores de background pelos valores
de foreground, tais que R = Rf − Rb e G = Gf −Gb.
Half (half):
Neste me´todo toda a intensidade que e´ menor do que 0.5, depois da subtracc¸a˜o das
intensidades de background a`s de foreground, e´ ajustado para o valor 0.5, caso contra´rio




Gf −Gb , se Gf −Gb ≥ 0.5





Rf − Rb , se Rf − Rb ≥ 0.5
0.5 , caso contra´rio
Minimum (min):
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Toda a intensidade que seja negativa, depois da subtracc¸a˜o das intensidades de back-
ground a`s de foreground, e´ ajustada para a menor intensidade corrigida na˜o negativa




Gf −Gb , se Gf −Gb ≥ 0





Rf − Rb , se Rf −Rb ≥ 0
min1≤i≤N{Rfi − Rbi : Rfi −Rbi ≥ 0} , caso contra´rio
onde N e´ o nu´mero de sondas no microarray.
Edwards (edw):





Gf −Gb , se Gf −Gb ≥ δ





Rf −Rb , se Rf −Rb ≥ δ
δe1−(Rb+δ)/Rf , outros casos
Neste me´todo [18], a subtracc¸a˜o de background e´ realizada de forma natural quando
a diferenc¸a entre as intensidades de foreground e background e´ superior a um deter-
minado valor δ. No entanto, quando a diferenc¸a e´ inferior ao limite estabelecido, a
subtracc¸a˜o e´ substitu´ıda por uma func¸a˜o mono´tona suave. O valor de δ depende dos
dados concretos e pode ser consultado na func¸a˜o backgroundCorrect do software R.
Normexp (nexp):
Este me´todo e´ baseado na convoluc¸a˜o das distribuic¸o˜es normal e exponencial [4, 33, 52].
A intensidade corrigida passa a ser o valor esperado da intensidade verdadeira dado que
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e´ conhecida a intensidade de foreground observada. Denotando as varia´veis aleato´rias:
O = Sinal de foreground observado,
V = Sinal verdadeiro,
BG = Sinal de background,
este modelo assume que V ∼ Exp(α), BG ∼ N (µ, σ) e O = V + BG, com V e
BG independentes. Mais ainda, assume que BG ≥ 0 para evitar produzir valores












onde Φ e´ a func¸a˜o de distribuic¸a˜o da normal de paraˆmetros (µ, σ).
Sob este modelo, os valores de background corrigidos sera˜o dados por, E(V |O).
A suposic¸a˜o para a distribuic¸a˜o exponencial foi baseada nas densidades das intensidades
de foreground observadas num certo nu´mero de experieˆncias de microarrays [4, 53]. Es-
tas densidades emp´ıricas mostraram curvas enviesadas para a direita com longas caudas
semelhantes a`s da densidade de uma distribuic¸a˜o exponencial. Adicionalmente, existe a
vantagem de serem conhecidas propriedades relativas a` convoluc¸a˜o de uma distribuic¸a˜o
normal com uma exponencial. Este facto conduz a expresso˜es bem definidas do valor
esperado do sinal verdadeiro dado que sa˜o conhecidos os valores das intensidades de
foreground observadas [11].
A distribuic¸a˜o conjunta de (V,BG) e´:
















1− Φ(0;µ, σ) , x, y > 0
A distribuic¸a˜o conjunta de (V,O) e´ consequentemente:



























(z − x− µ)2
)
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onde µz = z − µ− σ2α
Depois desta simplificac¸a˜o, a distribuic¸a˜o conjunta (V,O) vem dada por:




2πσ2(1− Φ(0;µ, σ)) exp
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A distribuic¸a˜o marginal de O resulta de integrar a distribuic¸a˜o (V,O) conjunta em







α(1− Φ(0;µ, σ)) exp
(

























α(1− Φ(0;µ, σ)) (1− Φ(0;µz, σ))
O propo´sito destes passos interme´dios e´ determinar a distribuic¸a˜o condicional de V
dado O, porque como foi dito anteriormente, os valores corrigidos pelo background sa˜o
os valores esperados de V dado O. A distribuic¸a˜o condicional V dado O e´ enta˜o:
fV |O(x|z;α, µ, σ) =









para x > 0.
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1− Φ(0;µz, σ) dx
Repare-se que dentro do integral tem-se a expressa˜o da func¸a˜o densidade de uma dis-
tribuic¸a˜o normal truncada em zero com paraˆmetros (µz,σ). Assim, tem-se,







Os paraˆmetros α, µ e σ podem ser estimados pelo me´todo de ma´xima verosimilhanc¸a
usando a func¸a˜o densidade da varia´vel O,





+ log(1− Φ(0;µz, σ))
3.3 Normalizac¸a˜o
3.3.1 Introduc¸a˜o
O segundo tipo de me´todos de pre´-processamento usualmente aplicado a dados de
microarrays sa˜o os me´todos de normalizac¸a˜o (NM). Neste cap´ıtulo sera˜o abordados
va´rios to´picos relacionados com o conceito de normalizac¸a˜o.
3.3.1.1 Notac¸a˜o
Na Secc¸a˜o 3.2 foi introduzida a notac¸a˜o para as intensidades de background e foreground
verdes e vermelhas e foram frequentemente mencionados os “logaritmos da raza˜o da
expressa˜o gene´tica”sem nunca serem definidos. Faz sentido proceder a` sua formalizac¸a˜o
nesta secc¸a˜o uma vez que toda ela se baseia nesses valores.
Considerem-se as intensidades vermelha e verde finais, quer haja CB quer na˜o, R e G
respectivamente. A intensidade da raza˜o da expressa˜o gene´tica, e´ dada pelo quociente
R/G. Para cada ponto do microarray a intensidade da raza˜o da expressa˜o gene´tica
refere-se a um ponto do mesmo, assim como obviamente as intensidades Rf , Gf , Rb, Gb.
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Na verdade, a raza˜o R/G e´ raramente utilizada sendo pra´tica usual trabalhar com
o logaritmo de base 2 da raza˜o das intensidades6. Assim, em vez de R/G passa a
considerar-se seguinte fo´rmula
M = log2(R/G) (3.1)
Para cada ponto passa-se a ter o logaritmo da raza˜o da expressa˜o gene´tica, M . Outra




e e´ uma medida da intensidade total de um ponto do microarray. M surge como
mnemo´nica para menos, do ingleˆs minus, pois M = log2R− log2G, enquanto A e´ uma






O facto de serem usados os logaritmos das intensidades, log2R e log2G, em vez dos
valores das intensidades, R e G, justifica-se por va´rias razo˜es [17, 60]. Entre elas esta˜o,
o facto da variac¸a˜o dos logaritmos das intensidades e dos logaritmos das razo˜es das
intensidades serem menos dependentes da magnitude absoluta dos valores medidos.
Note-se que as intensidades medidas pelos scanners pertencem a um intervalo entre 0
e 216 − 1 = 65535, pois as imagens veˆm num formato de 16-bit. Assim, em virtude
de uma vasta maioria das intensidades medidas serem menores que 1000, se os dados
na˜o forem de alguma forma compactados, tornam-se impercept´ıveis as intensidades
mais baixas em gra´ficos com escalas de magnitude elevada, Figuras 3.2(a) e 3.2(b).
Outra explicac¸a˜o esta´ ligada ao facto da normalizac¸a˜o ser aditiva para os logaritmos
das intensidades o que se torna importante no sentido da simplificac¸a˜o de ca´lculos, ou
seja, os logaritmos convertem as razo˜es R/G em diferenc¸as M = log2R− log2G.
Uma ana´lise explorato´ria dos dados, mais concretamente atrave´s da representac¸a˜o
gra´fica dos mesmos, pode auxiliar a perceber se o ensaio foi bem sucedido e, para ale´m
disso, identificar problemas espec´ıficos, que podem ser resolvidos com uma escolha
apropriada de ferramentas para lidar com tais situac¸o˜es. Existem va´rias maneiras de
representar os valores das intensidades atrave´s de gra´ficos, sendo uma das mais co-
muns, o gra´fico de dispersa˜o entre os valores dos logaritmos da intensidade vermelha,
6Os logaritmos de base 2 sa˜o usados em vez de logaritmos de base 10 ou de base e pelo facto das
intensidades assumirem valores inteiros entre 0 e 216 − 1 [60].
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log2R, versus os logaritmos da intensidade verde, log2G, veja-se a Figura 3.2(b). Ape-
sar desta opc¸a˜o ser bastante directa, de forma geral ha´ uma grande correlac¸a˜o entre
as intensidades dos dois canais [60], o que torna complicado distinguir caracter´ısticas
importantes intr´ınsecas aos dados. Repare-se que o interesse reside nos desvios dos
pontos em relac¸a˜o a` linha diagonal log2R = log2G, onde a expressa˜o em cada canal
e´ a mesma. Desta forma torna-se vantajoso fazer uma rotac¸a˜o de 45◦e redimensionar
os eixos no novo gra´fico. O novo gra´fico e´ designado por gra´fico-MA [17], pois em vez
de representar log2R vs. log2G, representa M vs. A, veja-se a Figura 3.2(c). Este
gra´fico torna mais percept´ıvel a procura de relac¸o˜es na˜o lineares entre os logaritmos
das intensidades. Mais ainda, tornam-se mais imediatas essas diferenc¸as em relac¸a˜o a`
recta que traduz a igualdade das intensidade nos dois canais, M = 0.
3.3.1.2 Fontes de vie´s
As experieˆncias de microarrays, como qualquer outro processo laboratorial, esta˜o su-
jeitas a erros. Sendo estas complexas, o processo experimental frequentemente introduz
efeitos sistema´ticos na˜o desejados nas medidas das intensidades. Em [1] e´ salientado
que estes efeitos podem ser de tal forma substanciais que diluem os efeitos que os
investigadores procuram.
O exemplo dado como cla´ssico para explicitar este tipo de acontecimentos sa˜o as hi-
bridac¸o˜es self-self [20]. Estas sa˜o ensaios onde a mesma amostra e´ usada para ser
comparada consigo pro´pria. Neste tipo de experieˆncia duas amostras ideˆnticas de
ADN-complementar sa˜o marcadas, cada uma individualmente, com os fluoro´foros Cy3
e Cy5 e sa˜o hibridadas na mesma laˆmina. Aqui e´ esperado que o logaritmo da raza˜o
das intensidades medidas, M , seja zero para cada gene. Isto e´, que o quociente R/G
seja 1, uma vez que na˜o deveria haver nenhuma diferenc¸a entre a representac¸a˜o dos
genes no ARN inicial. E´ expecta´vel na˜o existir nenhuma expressa˜o diferencial e, conse-
quentemente, os valores-M serem zero, ou seja, na˜o haver nenhuma alterac¸a˜o do n´ıvel
de expressa˜o dos genes quando a condic¸a˜o de interesse e´ induzida.
Na Figura 3.3 esta´ representado o gra´fico-MA da hibridac¸a˜o self-self estudada em [58].
Este gra´fico mostra claramente uma nuvem de pontos com uma curvatura ligeiramente
ascendente nas intensidades mais baixas e ainda uma dispersa˜o razoavelmente elevada
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Figura 3.2: Gra´ficos resultantes dos dados do microarray #6039 da base de dados Lymphoma a ser





G e M = 0 esta˜o representadas como refereˆncia.
na distribuic¸a˜o dos valores-M nas intensidades baixas.
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Figura 3.3: Gra´fico-MA de uma hibridac¸a˜o self-self (figura extra´ıda de [58]).
E´ conhecido ainda que o “vie´s introduzido pelo fluoro´foro”7 esta´ presente em quase
todas as experieˆncias de microarray de multicanais [1]. Usualmente as intensidades
representadas com vermelho (Cy5), tendem a ser superiores a`s representadas por verde
(Cy3), mas a grandeza das diferenc¸as geralmente depende da intensidade total me-
dida. A desigualdade entre as intensidades dos dois canais explica-se com base nas
propriedades f´ısico-qu´ımicas dos compostos fluorescentes, nas eficieˆncias da marcac¸a˜o
das amostras com os fluoro´foros, entre outras [1]. O vie´s introduzido pelo fluoro´foro e´
func¸a˜o das intensidades medidas (ver Figura 3.2(c)) e, geralmente, tambe´m varia com a
posic¸a˜o espacial da laˆmina. Estes efeitos podem resultar de diversos factores, entre eles
esta˜o, erros ocorridos durante a extracc¸a˜o e isolac¸a˜o do ARN, variac¸o˜es na introduc¸a˜o
do composto fluorescente, erros ocorridos durante as medic¸o˜es pelos aparelhos o´pticos,
inserc¸a˜o na˜o horizontal do microarray no scanner, lavagem transversal do microarray
de forma desigual, entre outros [30].
As variac¸o˜es sistema´ticas incidem sobre diferentes microarrays de modo distinto. Deste
modo, para se fazerem comparac¸o˜es va´lidas sobre os microarrays de uma mesma ex-
perieˆncia e´ necessa´ria a remoc¸a˜o dos efeitos dessas variac¸o˜es sistema´ticas. Consequente-
mente, essa eliminac¸a˜o possibilita que os dados origina´rios dos diferentes microarrays
7Traduc¸a˜o adoptada para o termo ingleˆs dye bias.
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possam ser comparados sobre uma mesma escala.
A definic¸a˜o de normalizac¸a˜o e´, concretamente, qualquer tranformac¸a˜o nos dados que
os ajusta para as fontes sistema´ticas de variac¸a˜o. Em [1] e´ referido que a normalizac¸a˜o
pode ser tida como uma espe´cie de processo de calibrac¸a˜o que melhora a comparabili-
dade entre microarrays de forma a serem tratados como iguais.
E´ de notar que todas as estrate´gias de normalizac¸a˜o sa˜o baseadas em suposic¸o˜es subja-
centes aos dados e ao processo experimental, pelo que a te´cnica de normalizac¸a˜o precisa
de ser usada, de forma apropriada, consoante cada experieˆncia em concreto.
3.3.2 Regressa˜o loess
Todos os me´todos de NM aplicados aos dados em estudo no Cap´ıtulo 4 baseiam-se
no modelo de regressa˜o polinomial localmente ponderada, abreviadamente conhecida
na literatura inglesa por loess. Deste modo, faz-se nesta secc¸a˜o uma apresentac¸a˜o dos
to´picos mais importantes da teoria de base desse modelo.
O modelo de regressa˜o loess foi originalmente proposto por Cleveland (1979) [13] e
mais tarde desenvolvido por Cleveland e Devlin (1988) [14]. Apesar de ser um mode-
lo com fundamentos teo´ricos bastante conhecidos, existe alguma confusa˜o a` volta do
acro´nimo universalmente utilizado. Se, em alguns trabalhos de aplicac¸a˜o deste me´todo,
e´ poss´ıvel encontrar o acro´nimo loess, noutros encontra-se lowess. A designac¸a˜o lowess,
tido por muitos como LOcally WEighted polynomial regreSSion, e´ no entanto tambe´m
referido como locally weighted regression scatterplot smothing. Nesta dissertac¸a˜o sera´
adoptada a versa˜o loess, pelo facto de nos artigos originais de Cleveland ser usado este
acro´nimo. Contudo, tanto de LOcal regrESSion como LOcally weighted regrESSion sa˜o
os nomes por extenso do acro´nimo loess usado nos trabalhos originais [14, 15]. Como
consequeˆncia desta confusa˜o, por exemplo, no software R o comando primordial para
executar esta regressa˜o era lowess() e mais tarde foi substitu´ıdo por loess(). O que
importa destacar e´ que independentemente do acro´nimo a ser usado a teoria que esta´
por detra´s e´ a mesma.
O modelo de regressa˜o loess ajusta modelos de regressa˜o, em geral linear ou quadra´tico,
ponderado a subconjuntos locais do conjunto total de dados. O objectivo e´ construir
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uma func¸a˜o global que descreva, ponto por ponto, a relac¸a˜o determin´ıstica entre as
varia´veis independentes e dependente. E´ de notar que, neste modelo, na˜o ha´ a cons-
truc¸a˜o explicita da func¸a˜o global que ajusta um modelo aos dados mas apenas da
que ajusta segmentos do conjunto de dados. Outro facto importante e´ que este e´ um
me´todo na˜o parame´trico, ou seja, na˜o ha´ nenhuma suposic¸a˜o quanto a` distribuic¸a˜o de
probabilidade do mecanismo subjacente ao feno´meno observa´vel.
Para cada ponto do conjunto de dados um polino´mio de baixo grau e´ ajustado atrave´s
dos valores das varia´veis explicativas pro´ximas do ponto cuja resposta se pretende esti-
mar. Conve´m notar que o ajuste polinomial e´ diferente para cada ponto. O polino´mio
e´ determinado usando o me´todo dos mı´nimos quadrados ponderados. Desta forma,
pelas propriedades da func¸a˜o peso, sera´ dado mais peso aos pontos pro´ximos do ponto
cuja resposta se pretende estimar e menos aos pontos mais distantes. O ajuste loess
fica completo apo´s os valores da func¸a˜o de regressa˜o terem sido calculados para todos
os pontos do conjunto de dados.
Assuma-se, no caso bidimensional, que
yi = f(xi) + ǫi
onde yi e´ a varia´vel resposta, f a func¸a˜o de regressa˜o, xi e´ a varia´vel independente e
ǫi e´ o erro aleato´rio associado a` varia´vel resposta, com i = 1, ..., n, onde n representa o
nu´mero total de pontos do conjunto de dados.
A curva de regressa˜o loess e´ calculada tendo em conta dois paraˆmetros: o paraˆmetro
alisador8, α, que varia entre 0 e 1, e o grau do polino´mio local, d, normalmente 1 ou 2.
Seja r = αn arredondado ao inteiro mais pro´ximo. A func¸a˜o a minimizar no me´todo




Assuma-se que se pretende fazer o ajuste no ponto xk e wi(xk) sa˜o os pesos para os
pontos na vizinhanc¸a de xk.
As seguintes distaˆncias sa˜o calculadas
di = |xk − xi|, i = 1, ..., n, i 6= k
8Traduc¸a˜o do termo ingleˆs smoothing parameter, tambe´m designado por span.
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Para cada xk seja hk a distaˆncia de xk ao r-e´simo vizinho mais pro´ximo de xk. Isto e´,
hk e´ o r-e´simo menor nu´mero de entre todas as distaˆncias di para i = 1, ..., n.




(1− |u|3)3 , |u| < 1
0 , |u| ≥ 1
(3.3)
O objectivo da func¸a˜o de pesos e´ tornar a regressa˜o loess num ajuste polinomial que
tem em conta os vizinhos do ponto (xk, yk).






Assim, os pesos dos pontos mais afastados de (xk, yk) sera˜o 0. A func¸a˜o W e´ centrada
em xk e e´ feito um dimensionamento tal que o primeiro ponto para o qual W se torna
nulo seja o r-e´simo vizinho mais pro´ximo de xk.
Uma vez determinados os pesos wi(xk), a func¸a˜o de regressa˜o loess, f(xk), e´ determi-
nada para o ponto (xk, yk) com base no me´todo dos mı´nimos quadrados ponderados.
Todo este procedimento e´ repetido para cada ponto (xk, yk), k = 1, ..., n.
Grau do polino´mio
Os polino´mios locais ajustados a cada subconjunto dos dados sa˜o, na maior parte das
situac¸o˜es, polino´mios de grau 1 ou grau 2, isto e´, lineares ou quadra´ticos. A escolha
do grau do polino´mio como sendo 1 aparece como um bom balanc¸o entre o esforc¸o
computacional e a necessidade da flexibilidade relacional (entre a varia´vel dependente
e a independente) para reproduzir o modelo intr´ınseco aos dados [13]. O caso mais
simples ao n´ıvel computacional acontece quando o grau do polino´mio e´ 0, todavia,
em situac¸o˜es pra´ticas uma suposic¸a˜o de linearidade local sera´ mais abrangente do que
uma suposic¸a˜o de estacionaridade local, pois a finalidade e´ representar varia´veis que
estejam relacionadas uma com a outra. Na circunstaˆncia do grau do polino´mio ser 2, e
apesar de ser uma situac¸a˜o muitas vezes escolhida, pode em termos computacionais ter
tendeˆncia a sobrepor-se a` necessidade da flexibilidade relacional [13]. Polino´mios de
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grau superior a 2 em teoria poderiam funcionar mas, por outro lado, iriam representar
modelos que na˜o esta˜o no esp´ırito da regressa˜o loess. Isto e´, qualquer func¸a˜o pode ser
aproximada numa pequena vizinhanc¸a por um polino´mio de baixo grau, ou seja, usam-
se func¸o˜es simples para aproximar conjuntos de dados globalmente complexos [77, 78].
Func¸a˜o de pesos
Em [13] sa˜o descritas as propriedades que a func¸a˜o de pesos deve satisfazer. Seja W
uma func¸a˜o de pesos com as seguintes propriedades:
1. W (x) > 0, para |x| < 1;
2. W (−x) = W (x);
3. W (x) e´ uma func¸a˜o na˜o crescente para x ≥ 0;
4. W (x) = 0, para |x| ≥ 1.
A primeira propriedade e´ necessa´ria uma vez que pesos negativos na˜o fazem sentido; a
segunda e´ exigida pelo facto dos pontos a` direita de x serem tratados de forma igual aos
da esquerda; a terceira e´ requerida em virtude de na˜o fazer sentido que um ponto mais
afastado de x tenha maior peso do que um ponto mais pro´ximo; a u´ltima e´ necessa´ria
por razo˜es ao n´ıvel computacional [13]. Mais ainda, e´ deseja´vel que W (x) decresc¸a
suavemente para 0 a` medida que x varia de 0 para 1.
Uma func¸a˜o de pesos frequentemente usada e´ a func¸a˜o tricu´bica, dada pela Func¸a˜o 3.3.
Qualquer outra func¸a˜o de pesos que satisfac¸a as propriedades descritas pode natural-
mente ser usada.
Paraˆmetro alisador
O paraˆmetro alisador, α, varia entre 0 e 1 e representa a proporc¸a˜o de pontos do
conjunto de dados usados para ajustar cada polino´mio local. O objectivo na selecc¸a˜o
de α e´ escolher o maior valor poss´ıvel que minimize a variabilidade nos pontos estimados
sem alterar o modelo intr´ınseco aos dados [13].
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Quando α e´ um nu´mero reduzido, menos pontos ficam envolvidos no ajustamento de
um determinado ponto, assim, mais informac¸a˜o local fica reflectida na curva estimada.
Por outro lado, se o paraˆmetro alisador e´ um nu´mero mais elevado isso reflecte-se no
tipo de informac¸a˜o que passa para a curva ajustada, ou seja, informac¸a˜o mais global e´
passada para a curva tornando-a mais suave. Quando este paraˆmetro e´ mais elevado
acontece haver uma diminuic¸a˜o do efeito de outliers, pore´m, se o valor e´ demasiado
grande alguma informac¸a˜o local importante pode ser perdida.
Na maioria das situac¸o˜es pra´ticas a escolha de α varia entre 0.2 e 0.8, contudo, em
situac¸o˜es onde na˜o ha´ nenhum ind´ıcio do valor de α necessa´rio, α = 0.5 e´ um bom ponto
de partida [13]. A pra´tica comum para dados de microarrays e´ tomar α = 0.4 [69].
Vantagens e desvantagens do modelo de regressa˜o loess
Este modelo na˜o necessita de uma especificac¸a˜o expl´ıcita da func¸a˜o global que define o
modelo ajustado aos dados. Como alternativa e´ apenas necessa´rio fornecer o paraˆmetro
alisador e o grau do polino´mio. Mais ainda, este me´todo e´ bastante flex´ıvel, tornando
poss´ıvel modelar processos complexos para os quais na˜o existe modelo teo´rico [78].
Uma desvantagem a apontar e´ a necessidade de um grande e denso volume de da-
dos de modo a produzir bons modelos. Outra desvantagem que foi mencionada como
vantagem e´ a na˜o determinac¸a˜o expl´ıcita da func¸a˜o de regressa˜o global em termos de
fo´rmulas matema´ticas. Por u´ltimo, o ajustamento de dados a um modelo de regressa˜o
loess e´ computacionalmente intenso, o que na maioria das situac¸o˜es pode na˜o ser pro-
blema´tico, no caso dos dados serem de dimensa˜o excessivamente elevada pode trazer
problemas [78]. E´ de referir que este me´todo esta´ sujeito ao efeito de outliers. Em [13]
ha´ uma versa˜o robusta da regressa˜o loess que se baseia num processo iterativo e pode
ser utilizado para minimizar o efeito desses pontos.
Comandos no software R
Existem dois comandos no software R para executar o modelo de regressa˜o loess,
lowess() e loess(). O primeiro apenas permite o ajuste a func¸o˜es polinomiais de
grau 1. Pelo contrario, o comando loess() e´ mais abrangente e permite ao utilizador
a escolha do grau 0, 1 ou 2 para o polino´mio a ajustar. Ambos os comandos teˆm mais
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paraˆmetros de entrada que podem ser definidos pelo utilizador.
3.3.3 Literatura Relacionada
Nesta secc¸a˜o sera´ documentada a elevada contribuic¸a˜o por parte dos diferentes inves-
tigadores no desenvolvimento de me´todos de NM. Fundamentalmente incidir-se-a´ na
explicac¸a˜o dos me´todos aplicados no estudo experimental do Cap´ıtulo 4, mas e´ tambe´m
feita uma breve abordagem a outros trabalhos.
Os me´todos de NM procuram assegurar que o vie´s introduzido pelo fluoro´foro seja
eliminado, mas que as variac¸o˜es biolo´gicas intr´ınsecas aos dados sejam conservadas.
Este vie´s pode-se reflectir nos efeitos espaciais e nos efeitos dependentes da intensidade.
Existem muitas te´cnicas de NM mas pode-se destacar a normalizac¸a˜o global que e´
uma largamente utilizada. Esta te´cnica ajusta a me´dia ou mediana da distribuic¸a˜o
dos valores-M para cada microarray atrave´s de uma constante. Neste me´todo de
NM global, como descrito em [9], existem duas suposic¸o˜es distintas: (i) primeiro, e´
assumido que a quantidade total de ARN mensageiro e´ a mesma para as duas amostras
em estudo e portanto, ha´ aproximadamente o mesmo nu´mero de mole´culas em cada;
(ii) em segundo lugar, e´ assumido que os genes representados no microarray na˜o sa˜o
diferencialmente expressos. Muito sumariamente o processo consiste em subtrair uma
constante, c, ao logaritmo da raza˜o da expressa˜o gene´tica, M . Esta constante pode
ser encontrada de diversas formas [10, 68]. Os me´todos globais na˜o sa˜o, contudo,
apropriados quando o vie´s introduzido pelo fluoro´foro depende da intensidade total
dos pontos do microarray.
A estrate´gia mencionada no para´grafo anterior e´ muito ampla e, portanto, na˜o tem
em considerac¸a˜o variac¸o˜es mais espec´ıficas como os efeitos espaciais ou dependentes
da intensidade. E´ enta˜o assim que surge a necessidade da regressa˜o loess ser utilizada
como ferramenta de normalizac¸a˜o, removendo os efeitos dependentes da intensidade nos
logaritmos da raza˜o da expressa˜o gene´tica [68] ao n´ıvel de todo o microarray. Nesta
abordagem a suposic¸a˜o e´ que ou os genes na˜o sa˜o diferencialmente expressos ou os
genes sa˜o influenciados por efeitos aleato´rios [76]. Existem ainda outros me´todos de
normalizac¸a˜o que corrigem os efeitos dependentes da intensidade [22, 36].
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A maioria dos me´todos de NM podem ser aplicados: (i) tanto a n´ıvel global, ou seja, a
todo o microarray e portanto a todo o conjunto de dados; (ii) como a n´ıvel local, isto
e´, podem ser aplicados a subconjuntos do microarray, tambe´m designados por grupos-
PT (Secc¸a˜o 1.2.1), e por isso a subconjuntos dos dados. Consequentemente, a te´cnica
introduzida no para´grafo anterior pode ser aplicado a grupos-PT [68], o que faz com
que um me´todo com a finalidade de remover os efeitos dependentes da intensidade pode
parcialmente corrigir o efeito espacial presente nos dados. Para aplicar uma estrate´gia
de NM a diferentes regio˜es do microarray e´ necessa´rio que as condic¸o˜es e suposic¸o˜es
subjacentes ao me´todo sejam va´lidas ao n´ıvel local.
Existem tambe´m me´todos espec´ıficos para a correcc¸a˜o dos efeitos espaciais. Estes
me´todos podem basear-se na regressa˜o loess bidimensional [61] ou ainda basear-se
noutras teorias como me´todos de filtros de medianas [73] e me´dias pesadas [75].
Foram ainda desenvolvidos muitos outros tipos de me´todos de NM com outras su-
posic¸o˜es e com a aplicac¸a˜o de outras teorias matema´ticas. Alguns trabalhos sobre
me´todos de NM fazem um bom resumo das diferentes metodologias desenvolvidas ate´
aos dias de hoje, como por exemplo [9, 61, 62, 76].
O presente trabalho foca, na˜o a apresentac¸a˜o de um me´todo de NM em particular mas,
a comparac¸a˜o de diferentes me´todos de NM, individualmente ou em combinac¸a˜o, com
me´todos de CB. Existem ja´ diversos trabalhos de avaliac¸a˜o e comparac¸a˜o de me´todos de
NM onde tanto variam os diferentes me´todos utilizados como a estrate´gia de avaliac¸a˜o
dos mesmos, como se explica no para´grafo seguinte.
Em [69] alguns me´todos de NM sa˜o avaliados considerando o efeito na localizac¸a˜o e
escala dos logaritmos da raza˜o da expressa˜o gene´tica, valores-M . Estes sa˜o ainda avali-
ados com base na habilidade de detectar genes dos quais e´ sabido que sa˜o diferencial-
mente expressos, atrave´s de estat´ısticas-t. O trabalho [39] procede com uma avaliac¸a˜o
deste tipo de estrate´gias atrave´s de gra´ficos RIP9. Alguns investigadores avaliaram
as te´cnicas de NM com base na variac¸a˜o entre re´plicas de microarrays e ainda com
respeito ao vie´s, erro quadra´tico me´dio e variaˆncia em dados simulados [48]. A iden-
tificac¸a˜o de genes diferencialmente expressos e´ utilizada muito frequentemente como
forma de avaliac¸a˜o destes me´todos, no entanto, as estat´ısticas envolvidas podem diferir
9Rank Intensity Plot
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de estudo para estudo. Assim surge [50], um trabalho que engloba va´rias estat´ısticas,
seis mais concretamente, onde os genes sa˜o ordenados consoante o resultado de cada
estat´ıstica. Isto permitiu aos investigadores determinar a habilidade de cada estat´ıstica
em detectar genes diferencialmente expressos. De modo bastante diferente emerge [76],
um estudo onde os me´todos de NM sa˜o avaliados usando a capacidade preditiva de um
classificador induzido de dados de microarrays de ADN-complementar. O classificador
induzido e´ o k -NN e a estimativa do erro de classificac¸a˜o e´ determinada a partir do
me´todo de validac¸a˜o cruzada leave one out (LOO-CV).
3.3.4 Me´todos de Normalizac¸a˜o
Aqui focam-se os me´todos de NM considerados no estudo experimental realizado no
Cap´ıtulo 4, os quais podem ser obtidos com o aux´ılio do software R, no pacote marray,
e que se baseiam no modelo de regressa˜o loess. Na Tabela 3.2 encontram-se descritos os
comandos desses me´todos e as abreviaturas usadas de acordo com [76]. Todos eles teˆm
Me´todo Func¸a˜o com especificac¸a˜o dos paraˆmetros Abreviatura
NoNorm maNorm(data,norm=“none”) NN








Slloess maNormMain(data, f.loc = list(maNorm2D(g = “maPrint-
Tip”, subset = T, span = 0.4)))
Spatial Local loess
(SL)
IgloessSlloess d=maNorm(data, norm = “loess”, subset = TRUE, span
= 0.4) / maNormMain(d, f.loc = list(maNorm2D(g =





IlloessSlloess d=maNorm(data, norm = “printTipLoess”, subset = T,
span = 0.4) / maNormMain(d, f.loc = list(maNorm2D(g





Tabela 3.2: Me´todos de NM considerados no estudo experimental com indicac¸a˜o dos comandos
usados no software R/Bioconductor atrave´s do pacote marray.
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como objectivo o ajustamento dos valores-M para cada ponto (gene) do microarray,
atrave´s da eliminac¸a˜o do vie´s introduzido pelo fluoro´foro que serviu para colorir o
material gene´tico aquando da parte laboratorial.
Foram usados dois tipos de me´todos de NM: (i) me´todos de um passo, onde se aplicam
apenas um me´todo de NM aos dados (IG, IL, SL); (ii) me´todos de dois passos onde,
como o pro´prio nome indica, se aplicam dois me´todos de NM consecutivamente (IG-SL
e IL-SL).
Os me´todos de NM aplicados recaem na suposic¸a˜o que a maioria dos genes na˜o res-
pondem a variac¸o˜es das condic¸o˜es experimentais e, consequentemente, e´ esperado que
os valores-M ao longo do microarray sejam nulos. Os me´todos de NM que se apre-
sentam de seguida detectam os desvios ao comportamento esperado e corrigem-nos
atrave´s de uma regressa˜o polinomial localmente ponderada (loess). O modelo loess e´
robusto no sentido que genes diferencialmente expressos na˜o afectam os pontos ajusta-
dos. Suponha-se que xk = log2
√
RkGk e que yk = log2(Rk/Gk). O modelo loess produz
uma estimativa, y(xk), da dependeˆncia dos log2(R/G) em relac¸a˜o aos log2
√
RG. A
func¸a˜o de regressa˜o e´ usada para, ponto por ponto, corrigir os valores log2(R/G) medi-
dos. Assim, nos me´todos de NM e´ subtra´ıdo o valor ajustado pelo modelo loess ao valor
observado M , para cada ponto do gra´fico-MA. Explicam-se de seguida os me´todos de
NM usados.
Na˜o Normalizac¸a˜o (NoNorm):
Nenhuma transformac¸a˜o e´ aplicada aos valores-M .
Normalizac¸a˜o dependente da intensidade (Igloess) [68]:
Este me´todo transforma os valores-M em M − c(A), onde c(A) e´ o ajuste loess ao
gra´fico-MA. Esquematicamente, tem-se
M = log2(R/G) −→M ′ =M − c(A)
Normalizac¸a˜o dentro de cada grupo-PT (Illoess) [68]:
Este me´todo realiza uma normalizac¸a˜o dependente da intensidade mas usando uma
curva loess para cada grupo-PT do microarray. Tem-se
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M = log2(R/G) −→ M ′ = M − ci(A)
onde ci(A) e´ o ajuste loess ao gra´fico-MA para a i-e´simo grupo-PT, i = 1, ..., N , e N
representa o nu´mero total de grupos-PT.
Normalizac¸a˜o espacial 2D(Slloess) [61]:
A ideia por tra´s deste me´todo e´ a mesma que a do me´todo Igloess mas, neste caso,
uma superf´ıcie polinomial (curva bidimensional loess) e´ ajustada aos dados, tendo em
conta a sua localizac¸a˜o espacial no microarray. Tem-se enta˜o
M = log2(R/G) −→M ′ = M − loess(li, ci)
onde loess(li, ci) e´ uma curva bidimensional loess que e´ uma func¸a˜o da posic¸a˜o da linha,
li, e da posic¸a˜o da coluna, ci, dos pontos do microarray no i-e´simo grupo-PT, onde
i = 1, ..., N , e N denota o nu´mero total de grupos-PT.
Normalizac¸a˜o a dois passos (IgloessSlloess):
A normalizac¸a˜o e´ feita em dois passos usando primeiro o me´todo Igloess e a seguir
Slloess. Assim, tem-se
M = log2(R/G) −→M ′ =M − c(A)
−→M ′′ = M ′ − loess(li, ci)
onde c(A) e´ o ajuste loess ao gra´fico-MA e loess(li, ci) e´ uma curva bidimensional loess
que e´ uma func¸a˜o da posic¸a˜o da linha, li, e da posic¸a˜o da coluna, ci, dos pontos do
microarray no i-e´simo grupo-PT, onde i = 1, ..., N , e N denota o nu´mero total de
grupos-PT.
Normalizac¸a˜o a dois passos (IlloessSlloess):
A normalizac¸a˜o e´ feita em dois passos usando primeiro o me´todo Illoess e a seguir
Slloess. Assim, tem-se
M = log2(R/G) −→M ′ =M − ci(A)
−→M ′′ = M ′ − loess(li, ci)
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onde ci(A) e´ o ajuste loess ao gra´fico-MA para a i-e´simo grupo-PT, i = 1, ..., N , onde
N representa o nu´mero total de grupos-PT e loess(li, ci) e´ uma curva bidimensional
loess que e´ uma func¸a˜o da posic¸a˜o da linha, li, e da posic¸a˜o da coluna, ci, dos pontos






O estudo experimental que se segue foi realizado com a finalidade de avaliar e com-
parar 6 me´todos de CB combinados com 6 me´todos de NM, originando 36 me´todos
no total, aplicados a dados de microarrays de ADN-complementar. As 36 estrate´gias
de pre´-processamento foram avaliadas com base no desempenho preditivo de classifi-
cadores induzidos de dados de microarrays de treˆs tipos de cancro. Os dados utilizados
proveˆm de treˆs bases de dados extra´ıdas do reposito´rio da Universidade de Stanford
nos EUA [63]. Na Tabela 4.1 encontra-se uma breve descric¸a˜o dessas bases de dados e
o s´ıtio onde as mesmas se encontram acess´ıveis.
A fim de avaliar os me´todos de CB e de NM aplicados aos dados em estudo escolheram-
se os classificadores dos k-vizinhos mais pro´ximos e as ma´quinas de suporte vectorial.
O primeiro, para ale´m de ser um classificador muito estudado e utilizado em diversas
a´reas de aplicac¸a˜o, e´ usado em [76] para avaliar estrate´gias de NM. As MSV teˆm sido
aplicadas com eˆxito ao problema de classificac¸a˜o de cancro [28], o que motivou a sua
utilizac¸a˜o neste estudo. O me´todo escolhido para a estimac¸a˜o da taxa de erro dos clas-
sificadores foi a validac¸a˜o cruzada leave-one-out (LOO-CV) descrito na Secc¸a˜o 2.5.1.
A taxa de erro LOO-CV e´ pouco enviesada mas pode ter elevada variabilidade [2, 47],
no entanto, este me´todo foi seleccionado em virtude de ser frequentemente utilizado
em trabalhos de investigac¸a˜o onde o nu´mero de exemplos de treino e´ reduzido, como
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Base de Dados Descric¸a˜o
Liver Microarrays: 207; K=2; Classes: normal (76), tumor (131); http://genome-
www5.stanford.edu/cgi-bin/publication/viewPublication.pl?pub no=107
Lung Microarrays: 65; K=5; Classes: normal (5); adenocarcinoma (39) (AC),
squamous cell carcinoma (13) (SCC), large cell lung cancer (4) (LCLC),
small cell lung cancer (4) (SCLC); http://genome-www5.stanford.edu/cgi-
bin/publication/viewPublication.pl?pub no=100
Lymphoma Microarrays: 107; K=3; Classes: normal (30), diffuse large B-cell
lymphoma (DLBCL) (68), follicular lymphoma(FL) (9); http://genome-
www5.stanford.edu/cgi-bin/publication/viewPublication.pl?pub no=79
Tabela 4.1: Tabela com informac¸a˜o sobre o nu´mero de microarrays, o nu´mero de classes (K) e a
designac¸a˜o de cada classe para cada uma das 3 bases de dados usadas.
e´ o caso do presente estudo. Para ale´m deste facto, esta metodologia foi igualmente
implementada em [76], o que motivou a sua aplicac¸a˜o na presente dissertac¸a˜o.
As pro´ximas secc¸o˜es dizem respeito a` metodologia usada, a` aplicac¸a˜o computacional
e os resultados obtidos na avaliac¸a˜o dos 36 me´todos de pre´-processamento. O estudo
experimental dividiu-se segundo duas vertentes: na Secc¸a˜o 4.2 tomam-se todos os genes
contidos nas bases de dados e na Secc¸a˜o 4.3 tomam-se subconjuntos de genes altamente
discriminativos obtidos usando treˆs crite´rios distintos.
4.2 Avaliac¸a˜o dos me´todos de pre´-processamento
As duas pro´ximas subsecc¸o˜es abordam os detalhes da implementac¸a˜o deste estudo
experimental, os resultados e as ana´lises. E´ ainda explicado o modelo aditivo que se
propo˜e para as taxas de erro LOO-CV dos classificadores usados. Sendo o modelo
va´lido, o objectivo e´ dar uma interpretac¸a˜o do modo como essas taxas podem ser
subdivididas em termos da contribuic¸a˜o dada pelos me´todos de CB e de NM aplicados
aos dados. Da mesma forma o modelo aditivo e´ aplicado para interpretar a taxa
de reduc¸a˜o do erro LOO-CV proporcionada pela aplicac¸a˜o de um me´todo de pre´-
processamento particular. O estudo comparativo realizado na presente dissertac¸a˜o e´
apenas baseado em diferentes resultados explorato´rios.
69
4.2.1 Detalhes da implementac¸a˜o
Da aplicac¸a˜o combinada de 6 me´todos de CB, identificados na Tabela 3.1, com 6
me´todos de NM, mencionados na Tabela 3.2, obtiveram-se 36 estrate´gias de pre´-proce-
ssamento. Cada par de estrate´gias (CB = i,NM = j), i = {NB, sub, half,min, edw, nexp}
e j = {NN, IG, IL, SL, IG− SL, IL− SL}, resulta de uma combinac¸a˜o de um me´todo de
CB com um de NM.
A metodologia usada para transformar cada base de dados original em 36 conjuntos de
dados pre´-processados e´ muito semelhante a` proposta por [76]. Contudo, ao contra´rio
do trabalho [76] neste estudo sa˜o tambe´m aplicados os me´todos de CB. Esquematica-
mente, a Figura 4.1 ilustra o processo implementado sobre cada base de dados. Inde-
pendentemente do nu´mero de microarrays, sa˜o aplicadas 36 estrate´gias combinadas de
CB e NM que formam os 36 pares (CB = i,NM = j), i = {NB, sub, half,min, edw, nexp}
e j = {NN, IG, IL, SL, IG− SL, IL− SL}. Em primeiro lugar, e´ aplicada uma te´cnica de
CB e posteriormente uma de NM. O par (NB, NN)1 serve de linha de base e refere-se
a` inexisteˆncia de qualquer tipo de pre´-processamento aplicado, ou seja, nem CB nem
NM.
Figura 4.1: Diagrama da implementac¸a˜o dos me´todos de CB e NM sobre uma base de dados de
microarrays. Especificac¸a˜o da tarefa de classificac¸a˜o para os classificadores k-NN e MSV.
Cada conjunto de dados pre´-processado (CB = i,NM = j), i = {NB, sub, half,min, edw, nexp}
1No par (NB, NN), NB representa Na˜o correcc¸a˜o de Background e NN representa Na˜o Normalizac¸a˜o.
70 Cap´ıtulo 4
e j = {NN, IG, IL, SL, IG− SL, IL− SL}, para qualquer uma das treˆs base de dados, foi
obtido da seguinte forma:
(i) para cada ponto do microarray um me´todo de CB e´ aplicado para corrigir os valores
das intensidades medidas verde e vermelha, R e G;
(ii) os valores-M sa˜o calculados (utilizando as estimativas me´dias das intensidades
vermelha e verde de foreground e background, Rf , Rb, Gf , Gb) e posteriormente norma-
lizados de acordo com uma estrate´gia de NM;
(iii) apenas as sondas que esta˜o presentes em todos os microarrays sa˜o utilizadas para
ana´lise. Sempre que sa˜o encontrados diversos valores para a mesma sonda faz-se uma
me´dia dos valores-M , continuando assim com apenas um valor-M para cada sonda;
(iv) os valores-M resultantes sa˜o centrados e reduzidos a` norma unita´ria;
(v) os valores omissos sa˜o imputados (usando a func¸a˜o pamr.knnimpute [64] no software
R). Como resultado, o nu´mero m de amostras de tecidos (i.e. microarrays) e o nu´mero
n de atributos (genes) a serem considerados sa˜o: m = 107 e n = 7079 para a base de
dados Lymphoma; m = 207 e n = 21901 para a Liver e m = 65 e n = 22646 para a
Lung; cfr. Tabela 4.1;
(vi) a` matriz m× n e´ adicionada uma coluna com as classes, indicadas na Tabela 4.1,
de cada microarray constituinte da base de dados.
O procedimento LOO-CV para estimar a taxa de erro para o classificador k-NN e´
implementado no software R da mesma forma que [76]. Este procedimento foi ja´
explicitado na Secc¸a˜o 2.5.1 com um diagrama exemplificativo. No entanto, na imple-
mentac¸a˜o computacional do classificador k-NN, usam-se dois procedimentos LOO-CV.
O primeiro tem a finalidade de determinar a taxa de erro associado ao classificador
k-NN, mas o segundo tem como objectivo calcular o valor o´ptimo, k∗, do nu´mero de
vizinhos mais pro´ximos para cada nova instaˆncia a ser classificada.
Como a Figura 4.2 ilustra, o conjunto das m instaˆncias e´ particionado, primeiramente,
em dois subconjuntos, um de teste composto pela instaˆncia abc e outro de treino com os
restantesm−1 objectos. Dado um valor de k espec´ıfico, o classificador k-NN e´ utilizado
para predizer a classe do exemplo de teste abc tendo em conta os m − 1 exemplos de
treino. Este procedimento e´ repetido ate´ que todas as instaˆncias do conjunto original
de dados tenham sido usadas como instaˆncias de teste. O problema que se coloca e´
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Figura 4.2: Representac¸a˜o esquema´tica do procedimento LOO-CV para a escolha do k∗.
qual o valor de k a ser escolhido para a classificac¸a˜o de cada exemplo de teste?. Para
determinar o valor o´ptimo, k∗, os restantes m− 1 exemplos do conjunto de treino sa˜o
usados para determinar as estimativas do erro LOO-CV para valores de k = {3, . . . 10}.
Assim, para cada valor de k e para cada instaˆncia do conjunto de treino, em cada passo,
um exemplo e´ deixado de fora e classificado usando um classificador k-NN induzido dos
restantes m − 2 exemplos. Como resultado e´ escolhido aquele valor de k que produz
uma menor taxa de erro LOO-CV.
Depois de ter sido determinado o valor de k∗ o processo e´ repetido tal que todas as
instaˆncias do conjunto original de dados tenham sido usadas como exemplos de teste.
A taxa de erro final do conjunto original de dados e´ calculada pela me´dia das taxas de
erro para cada uma das m iterac¸o˜es. Para realizar este procedimento foram utilizadas
as func¸o˜es class/knn.cv(k = 3,...,10) e class/knn(k = k*) no software R.
Para determinar a taxa de erro LOO-CV para o classificador MSV foi usado o soft-
ware RapidMiner onde foi aplicado o operador de validac¸a˜o cruzada em conjunto com
o operadorLibSVMLearner. Este u´ltimo foi implementado com um kernel linear que
implementa o pacote libsvm [12]. Apresenta-se na Figura 4.3, de forma figurativa, um
projecto em RapidMiner onde e´ aplicado o operador LibSVMLearner com validac¸a˜o
cruzada.
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Figura 4.3: Representac¸a˜o de um projecto base no software RapidMiner. Especificac¸a˜o do procedi-
mento de validac¸a˜o cruzada e do operador LibSVMLerner que implementa o pacote libsvm [12].
4.2.2 Resultados e discussa˜o
A Tabela 4.2 mostra as taxas de erro LOO-CV para as 36 estrate´gias (CB = i,NM =
j), i = {NB, sub, half,min, edw, nexp} e j = {NN, IG, IL, SL, IG− SL, IL− SL}, avaliadas
para cada base de dados. Globalmente os resultados retratam menores taxas de erro
para o classificador MSV.
Com vista a examinar os eventuais melhoramentos do desempenho preditivo de cada
classificador sobre os conjuntos de dados pre´-processados, e assim dar significado ao
efeito da melhoria devido a` aplicac¸a˜o de um me´todo de CB ou de NM, cada um de-
les separadamente, ou ainda devido a` interacc¸a˜o entre ambos os me´todos, CB↔NM,
assume-se um modelo aditivo de dois factores para as taxas de erro LOO-CV. As-
sim, dados Sb = {NB, sub, half,min, edw, nexp} e Sn = {NN, IG, IL, SL, IG− SL, IL− SL},
estabelece-se que, a menos de um erro aleato´rio de me´dia nula,
e(i, j) = e(·, ·) +
(








e(i, j)− e(i, ·)− e(·, j) + e(·, ·)
)
= efeito global + efeito CB + efeito NM + efeito da interacc¸a˜o CB↔NM (4.1)
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Base de dados Me´todo k-NN
CB NB sub half min edw nexp
NN 26.85 21.20 23.14 21.29 25.92 19.44
IG 12.96 16.66 20.37 16.66 22.22 11.1
IL 12.03 15.74 17.59 15.74 21.29 11.1
Lymphoma SL 16.66 18.51 17.59 18.51 20.37 12.96
IG-SL 12.03 16.6 20.37 15.74 21.29 9.25
IL-SL 9.25 16.6 17.59 16.6 21.29 11.11
NN 35.38 26.15 36.92 36.92 35.38 35.38
IG 23.07 29.23 41.53 41.53 41.53 32.3
IL 20 27.69 38.46 38.46 41.53 29.23
Lung SL 32.3 27.69 29.23 29.23 36.92 30.76
IG-SL 24.61 30.76 35.38 36.92 44.61 29.23
IL-SL 21.53 24.61 41.53 41.53 35.38 27.69
NN 16.9 16.42 17.39 17.39 17.87 16.90
IG 13.52 15.94 14.97 12.56 11.59 13.04
IL 13.04 11.59 15.94 15.94 14.00 13.52
Liver SL 17.39 14.49 14.00 14.00 16.42 14.49
IG-SL 19.80 11.59 14.97 15.94 15.94 10.14
IL-SL 15.45 12.07 14.00 14.00 14.00 9.66
Base de dados Me´todo MSV
CB NB sub half min edw nexp
NN 16.67 14.81 14.91 14.81 14.81 13.89
IG 7.41 5.56 12.96 5.56 11.11 7.41
IL 5.56 5.56 12.96 5.56 9.26 7.41
Lymphoma SL 12.96 6.48 12.96 6.48 12.04 9.26
IG-SL 5.56 6.48 12.96 6.48 11.11 8.33
IL-SL 5.56 6.48 11.11 6.48 10.19 6.48
NN 29.23 23.08 32.31 32.31 23.08 27.69
IG 21.54 20 27.69 26.15 23.08 21.54
IL 21.54 18.46 24.62 24.62 23.08 21.54
Lung SL 23.08 18.46 24.62 24.62 23.08 23.08
IG-SL 20 18.46 24.62 26.15 23.08 21.54
IL-SL 20 18.46 24.62 24.62 23.08 21.54
NN 3.86 3.86 3.86 3.86 3.86 3.86
IG 3.86 3.38 3.38 3.86 3.38 3.38
IL 4.83 3.86 3.86 3.86 4.35 3.38
Liver SL 4.83 4.35 4.35 4.35 3.86 3.38
IG-SL 4.35 3.86 3.86 4.35 3.86 3.38
IL-SL 4.83 3.86 3.86 3.86 3.86 2.90
Tabela 4.2: Taxas de erro LOO-CV (% ), agrupadas por base de dados, para as 36 estrate´gias (CB,
NM).
onde e(i, j) representa a taxa de erro para (CB = i,NM = j) com i ∈ Sb, j ∈ Sn, sendo
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e(i, ·) =∑j∈Sn e(i, j)/6 e e(·, j) =∑i∈Sb e(i, j)/6.
No sentido de extrair mais informac¸o˜es da ana´lise do efeito de CB, foram calculadas
medidas explorato´rias baseadas na diferenc¸a dos valores e(NB, j) − e(i, j), ∀j ∈ Sn
para cada me´todo particular de CB, i ∈ Sb. Os resultados obtidos esta˜o sumariados
na Tabela 4.3 para cada me´todo de CB. No total sa˜o calculadas 18 taxa de erros para
cada me´todo de CB (6 me´todos de NM para 3 bases de dados). Assim para cada
linha da Tabela 4.3 a toma das treˆs diferenc¸as da´ um total de 18. As iniciais p, n, e,
representam as diferenc¸as positivas (e(NB, j) > e(i, j)), negativas (e(NB, j) < e(i, j)) e
nulas (e(NB, j) = e(i, j)), observadas para cada j ∈ Sn respectivamente.
Deste modo, tem interesse analisar qual o me´todo de CB que apresenta um maior
nu´mero de diferenc¸as positivas, i.e., qual o me´todo que permite obter uma maior
reduc¸a˜o (em termos absolutos) da taxa de erro. Dos resultados da Tabela 4.3 observa-
se que em termos de ganho de desempenho para o k-NN o me´todo de CB com mais
diferenc¸as positivas e´ o nexp (10) seguido de sub (6) e min (6), enquanto que para as
MSV e´ o sub (14) seguido de nexp (8) e edw (8), que mostram um empate. Assim,
considerando as treˆs bases de dados, com respeito a`s MSV, o me´todo sub parece ser o
melhor me´todo de CB em termos de ganhos de desempenho, seguido de nexp e edw.
Em relac¸a˜o ao classificador k -NN observam-se resultados semelhantes para sub e nexp.
Os mesmos ca´lculos foram feitos relativamente a` NM, todavia, as concluso˜es dos re-
sultados sa˜o pouco interessantes, veja-se a Tabela 4.3. Para o classificador k-NN as
diferenc¸as positivas sa˜o para todos os me´todos praticamente iguais e para o classifi-
cador MSV a situac¸a˜o e´ mesma com a excepc¸a˜o do me´todo IG que apresenta mais 3
diferenc¸as positivas que os restantes.
Os gra´ficos da Figura 4.4 foram executados para ilustrar a contribuic¸a˜o do efeito da
aplicac¸a˜o dos me´todos de CB e de NM. Portanto, esta˜o representados nesses gra´ficos
as diferenc¸as, e(i, ·)− e(·, ·) e e(·, j)− e(·, ·), para i ∈ Sb e j ∈ Sn.
A diferenc¸a e(i, ·)−e(·, ·) ilustra o efeito que a correcc¸a˜o de background tem na taxa de
erro global e(i, j), que se decompo˜e da forma indicada pela Expressa˜o 4.1. Nos gra´ficos
da Figura 4.4(a) e 4.4(b) e´ poss´ıvel observar que, tanto para cada de base de dados
como a n´ıvel me´dio, os me´todos de CB sub e nexp sa˜o os que teˆm uma contribuic¸a˜o
para o desempenho do classificador no sentido da reduc¸a˜o da taxa de erro e(i, j). No
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Tabela 4.3: Diferenc¸a dos valores e(NB, j)− e(i, j), ∀j ∈ Sn para um me´todo particular de CB = i ∈
Sb e diferenc¸a dos valores e(i, NN)− e(i, j), ∀i ∈ Sb para um me´todo particular de NM = j ∈ Sb para
os dois classificadores. As iniciais p, n, e, representam positivos, negativos, empate, respectivamente.
caso da normalizac¸a˜o, para o classificador MSV, Figura 4.4(d), o u´nico me´todo de NM
com contribuic¸a˜o positiva, ou seja, com tendeˆncia a aumentar a taxa de erro e(i, j) em
termos me´dios e´ SL. Os me´todos de NM com uma maior contribuic¸a˜o para a reduc¸a˜o
de e(i, j), em termos me´dios, sa˜o os me´todos IL-SL e IL. Para o classificador k-NN, em
termos me´dios, sa˜o os me´todos IL-SL e IL que apresentam uma contribuic¸a˜o no sentido
da reduc¸a˜o da taxa de erro total e(i, j).
Definam-se as taxas de reduc¸a˜o (TR) como medidas quantitativas para representar o
ganho de desempenho com a aplicac¸a˜o de uma estrate´gia espec´ıfica (CB = i,NM =
j), i ∈ Sb e j ∈ Sn, em relac¸a˜o ao caso de base (NB, NN). As TR associadas ao modelo
aditivo proposto permitem quantificar a contribuic¸a˜o dos me´todos de CB e NM no
desempenho preditivo dos classificadores induzidos a partir de cada base de dados de




Figura 4.4: Gra´ficos de barras das taxas de erro relativas a` contribuic¸a˜o de me´todos de CB e NM
para os classificadores k-NN e MSV, por base de dados e ainda pela me´dia das treˆs bases de dados.(a)
Diferenc¸as e(i, ·)− e(·, ·), i ∈ Sb, obtidas do classificador k-NN. (b) Diferenc¸as e(i, ·) − e(·, ·), i ∈ Sb,
obtidas do classificador MSV. (c) Diferenc¸as e(·, j)− e(·, ·), j ∈ Sn, obtidas do classificador k-NN. (d)












−e(NB,NN)− (e(·, j) + e(i, ·)− e(i, j))
e(NB,NN)
= TR(i, ·) + TR(·, j)− TR(i↔ j) i ∈ Sb , j ∈ Sn
Assim, a taxa de reduc¸a˜o TR(i, j) e´ decomposta em treˆs partes:
(i) uma devido a` CB, TR(i, ·);
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(ii) uma devido a` NM, TR(·, j);
(iii) uma devido a` interacc¸a˜o dos me´todos de CB e de NM, TR(i↔ j).
As taxas de reduc¸a˜o me´dias (TRM) foram obtidas agrupando os resultados das treˆs
bases de dados em estudo. A TRM(i, j) para o par (CB = i,NM = j), i ∈ Sb e j ∈ Sn
e´ a me´dia das treˆs TR(i, j) para esse mesmo par. De modo ana´logo obtiveram-se
as TRM relativas aos me´todos de CB, TRM(i, ·), as TRM relativas aos me´todos de
NM, TRM(·, j), e relativas a` interacc¸a˜o dos me´todos de CB e de NM, TRM(i ↔ j),
para todo o i ∈ Sb e j ∈ Sn. A Figura 4.5 ilustra as TRM para cada combinac¸a˜o de
me´todos (CB = i,NM = j), i ∈ Sb e j ∈ Sn, para os dois classificadores induzidos. Nas
Figuras 4.5(a) e 4.5(b) as TRM esta˜o representadas de modo a dar eˆnfase aos me´todos
de CB e as Figuras 4.5(c) e 4.5(d) da˜o eˆnfase a`s TRM para cada me´todo de NM.
A fim de se determinarem os me´todos que conduziram a uma maior taxa de reduc¸a˜o
analisaram-se, por classificador, as barras verticais dos va´rios gra´ficos. Averiguando
os gra´ficos das Figuras 4.5(a) e 4.5(b) observa-se que, na generalidade, as combinac¸o˜es
de me´todos (CB = i,NM = j), i ∈ {sub, nexp}, j ∈ Sn mostram uma TRM mais
elevada. As barras horizontais exprimem que os me´todos de CB que mostram uma
maior TRM sa˜o sub, nexp e min, indicando assim uma melhor contribuic¸a˜o destes
me´todos no desempenho preditivo dos classificadores. Estes resultados parecem ser
consistentes com os anteriormente apresentados na Tabela 4.3 relativa a`s diferenc¸as
dos erros e ainda com os gra´ficos da Figura 4.4.
Analisando as barras verticais, das Figuras 4.5(c) e 4.5(d), na˜o se evidencia nenhum
me´todo de NM que proporcione, na globalidade, maiores TRM para os dois classifi-
cadores induzidos dos dados. Poder-se-a´ dizer que o me´todo SL parece traduzir uma
menor reduc¸a˜o, em particular, sobre o classificador MSV. De facto, observando as bar-
ras horizontais que traduzem a contribuic¸a˜o dos me´todos de NM segundo o modelo
aditivo assumido, regista-se o menor valor observado para as barras horizontais cor-
respondentes ao me´todo SL para ambos os classificadores. Dos me´todos de NM da´-se
destaque ao facto do me´todo de 2-passos IL-SL produzir as duas maiores TRM (primeira
maior para o k-NN e segunda maior para o MSV, nas barras horizontais). De novo,




Figura 4.5: Gra´ficos de barras das TRM(i, j), i ∈ Sb e j ∈ Sn, obtidas do classificador k-NN
(gra´ficos (a) e (c)) e obtidas do classificador MSV (gra´ficos (b) e (d)). As barras verticais representam
as TRM de cada par (CB,NM) agrupadas por me´todos de CB (gra´ficos (a) e (b)) e por me´todos de
NM (gra´ficos (c) e (d)). As barras horizontais representam as TRM para cada me´todo de CB nos
gra´ficos (a) e (b) e para cada me´todo de NM nos gra´ficos (c) e (d).
4.3 Selecc¸a˜o de genes. Um estudo de caso.
O ru´ıdo inerente aos dados de microarrays pode ser categorizado em ru´ıdo te´cnico
e biolo´gico [72]. No Cap´ıtulo 3 foram abordadas te´cnicas desenvolvidas por diversos
investigadores com a finalidade de remover as fontes de ru´ıdo te´cnico atrave´s da im-
plementac¸a˜o de me´todos de CB e de NM. O ru´ıdo biolo´gico e´ adicionado aos dados
atrave´s dos pro´prios genes em estudo, ou seja, e´ introduzido pelos genes que na˜o apre-
sentam relevaˆncia para a tarefa de classificac¸a˜o. Em virtude do nu´mero de amostras
79
ser reduzido comparativamente com o nu´mero de genes que e´ excessivamente elevado,
a presenc¸a de ru´ıdo biolo´gico pode afectar negativamente a precisa˜o da classificac¸a˜o.
Nesta secc¸a˜o e´ abordado o problema da selecc¸a˜o de genes, i.e. a identificac¸a˜o de um
conjunto reduzido de genes altamente discriminativos [28]. O principal objectivo e´
avaliar ate´ que ponto a remoc¸a˜o de ru´ıdo te´cnico atrave´s de me´todos de CB e de NM
influencia o processo de selecc¸a˜o de genes. Para este fim, foi conduzido um estudo de
caso com a base de dados Lymphoma usando apenas o classificador MSV com um kernel
linear. Diferentes estrate´gias de selecc¸a˜o de atributos foram aplicadas aos conjuntos
de dados onde previamente foram implementados 6 me´todos de CB (NB, sub, half,
min, edw e nexp) em combinac¸a˜o com dois me´todos de NM de 2-passos (IG-SL e IL-
SL), veja-se a Figura 4.6. O objectivo deste estudo foi alargar a ana´lise comparativa
Figura 4.6: Diagrama da implementac¸a˜o dos me´todos de CB, NM e SSA sobre a base de dados
Lymphoma. Especificac¸a˜o da tarefa de classificac¸a˜o para o classificador MSV.
das diferentes te´cnicas de CB e NM para avaliar o contributo destes no contexto do
problema de selecc¸a˜o de genes.
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4.3.1 Detalhes da implementac¸a˜o
O problema de selecc¸a˜o de genes na classificac¸a˜o de cancro e´ um caso particular de um
problema muito investigado na a´rea da aprendizagem automa´tica que e´ conhecido como
selecc¸a˜o de subconjuntos de atributos (SSA)2 [47]. O objectivo e´ seleccionar um subcon-
junto de atributos que produz o melhor desempenho na tarefa de classificac¸a˜o. Neste
estudo em particular os atributos referem-se a genes. No software RapidMiner [44] ha´
uma variedade de te´cnicas de SSA mas, para este trabalho, foram somente escolhidas
aquelas que conseguiram identificar um melhor subconjunto de genes discriminativos
a um menor custo computacional. A estrate´gia escolhida e´ composta por dois passos.
No primeiro passo, um esquema de pesos e´ usado para ordenar os genes relativamente
ao seu poder discriminativo. Neste estudo comparam-se treˆs esquemas de pesos im-
plementados no RapidMiner. Os esquemas com os operadores InfoGainWeighting e
GiniIndexWeighting determinam a relevaˆncia dos genes atrave´s do ca´lculo de duas me-
didas comummente utilizadas na induc¸a˜o de a´rvores de decisa˜o, o ganho de informac¸a˜o
e o ı´ndice de impureza Gini (mais informac¸a˜o sobre estas medidas pode ser encontrada,
por exemplo, em [51]). O terceiro operador SVMWeighting usa os coeficientes do clas-
sificador MSV como pesos para os atributos. De seguida e´ aplicado um filtro (com
um determinado crite´rio definido pelo utilizador) de modo a seleccionar, para ana´lises
posteriores, apenas aqueles atributos com um peso superior a um determinado limiar.
No segundo passo, a selecc¸a˜o de atributos (um problema de optimizac¸a˜o discreta) e´
realizada usando um algoritmo guloso (greedy) com uma estrate´gia de forward selection.
O algoritmo comec¸a com o conjunto de atributos vazio e vai adicionando novos atributos
que trazem um maior decre´scimo a` taxa de erro LOO-CV. O processo termina quando
a adic¸a˜o de um novo atributo na˜o traz nenhum melhoramento no desempenho do
classificador induzido.
Apo´s estes dois passos e´ obtido o subconjunto de atributos final. Assim, o objectivo da
estrate´gia descrita e´ conseguir um subconjunto do conjunto original de atributos muito
mais reduzido, mas que ao mesmo tempo os classificadores induzidos apresentem uma
taxa de erro inferior, ou pelo menos que nunca seja superior, a` obtida com o conjunto
2Traduc¸a˜o do termo ingleˆs feature subset selection, em abreviatura FSS.
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completo de atributos.
A presente dissertac¸a˜o baseou-se no trabalho de [28] onde e´ apresentado um estudo
sobre selecc¸a˜o de genes usando o classificador MSV. Nesse trabalho foi proposto e
avaliado o esquema de peso SVMWeighting que esta´ implementado no RapidMiner. Os
resultados do desempenho foram avaliados usando MSVs. Esses resultados mostraram
que a ordenac¸a˜o de genes, como consequeˆncia dos pesos de uma MSV com kernel linear,
permitiu encontrar apenas dois genes da base de dados em estudo que originaram uma
taxa de erro LOO-CV de zero. Como observac¸a˜o, refere-se que de forma semelhante
ao estudo proposto por [28], na presente implementac¸a˜o apenas e´ realizado um ciclo
interno de validac¸a˜o cruzada (ver Figura 4.7 B). Esta estrate´gia fornece, no entanto,
uma estimativa optimista do erro de classificac¸a˜o. Como argumentado em [2], a taxa
de erro LOO-CV interna na˜o considera o “vie´s de selecc¸a˜o”3. Deste modo, deveria ser
implementado uma validac¸a˜o cruzada externa, ver Figura 4.7 C. Em [2] e´ explicado
que se um conjunto de teste e´ usado para estimar o erro de classificac¸a˜o havera´ um
vie´s de selecc¸a˜o se esse mesmo conjunto e´ usado no processo de selecc¸a˜o de genes.
Para que se obtenha uma estimativa na˜o enviesada e´ necessa´rio que o conjunto de
teste na˜o tenha nenhum papel no processo de SSA. Uma vez que o foco deste estudo
baseia-se na avaliac¸a˜o do impacto que a correcc¸a˜o de background e a normalizac¸a˜o
teˆm na selecc¸a˜o de genes, e devido ao esforc¸o computacional adicional preciso para
implementar tal esquema de validac¸a˜o cruzada externa, utilizou-se apenas o uso do
procedimento interno LOO-CV.
4.3.2 Resultados e discussa˜o
Para explorar o efeito da SSA estendeu-se o modelo aditivo introduzido na subsecc¸a˜o
anterior considerando agora treˆs factores, CB, NM e SSA, definindo-se de forma seme-
lhante novas TR. Assim, assume-se que a taxa de erro e(i, j, k) do classificador MSV in-
duzido da base de dados Lymphoma, para os quais foram aplicados o me´todo CB = i com
i ∈ {NB, sub, half,min, edw, nexp}, o me´todo de NM = j com j ∈ {NN, IG− SL, IL− SL}
e o procedimento SSA = k com k ∈ {SSSA, InfoGain,GiniIndex, SVMWeighting}, satisfaz
3Traduc¸a˜o do termo ingleˆs selection bias.
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Figura 4.7: A. Representac¸a˜o da evoluc¸a˜o da matriz m×n, onde m representa o nu´mero de tecidos
e n o nu´mero de genes, a` medida que os procedimentos de selecc¸a˜o de genes sa˜o aplicados (os nu´meros
4, 100 e 3000 sa˜o nu´meros aleato´rios apenas usados para ilustrac¸a˜o do processo). B. Representac¸a˜o da
implementac¸a˜o realizada do processo de SSA apenas com validac¸a˜o cruzada interna. C. Representac¸a˜o
da implementac¸a˜o do processo de SSA com procedimento de validac¸a˜o cruzada interna e externa.
o seguinte modelo,
e(i, j, k) = e(·, ·, ·) +
(








e(·, ·, k)− e(·, ·, ·)
)
+(




e(i, ·, k)− e(i, ·, ·)− e(·, ·, k) + e(·, ·, ·)
)
+(
e(·, j, k)− e(·, j, ·)− e(·, ·, k) + e(·, ·, ·)
)
+(
e(i, j, k) + e(i, ·, ·) + e(·, j, ·) + e(·, ·, k)− e(i, j, ·)− e(i, ·, k)− e(·, j, k)− e(·, ·, ·)
)
= efeito global + efeitoCB + efeitoNM + efeito SSA + efeito da interacc¸a˜oCB ↔ NM+
efeito da interacc¸a˜oCB ↔ SSA + efeito da interacc¸a˜oNM ↔ SSA+
efeito da interacc¸a˜oCB ↔ NM ↔ SSA
onde e(i, j, k) representa a taxa de erro para CB = i, NM = j e SSA = k, i ∈
Sb = {NB, sub, half,min, edw, nexp}, j ∈ Sn = {NN, IG− SL, IL− SL}, k ∈ Ss =
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{SSSA, InfoGain,GiniIndex, SVMWeighting} e e(i, ·, ·) = ∑j∈Sn ∑k∈Ss e(i, j, k)/(j × k),
e(·, j, ·) =∑i∈Sb ∑k∈Ss e(i, j, k)/(i× k), e(·, ·, k) =∑i∈Sn ∑j∈Ss e(i, j, k)/(i× j).
A Tabela 4.4 apresenta as taxas de erro LOO-CV internas, e(i, j, k), para os ternos de
me´todos (CB, NM, SSA) agrupadas por esquema de pesos.
NB sub half
NN IG-SL IL-SL NN IG-SL IL-SL NN IG-SL IL-SL
TE 14.21 9.26 5.56 8.33 9.26 9.26 11.11 1.85 10.19
InfoGain #S1 17 62 73 34 54 71 35 60 55
#S2 2 3 4 2 3 3 1 7 1
TE 11.11 0.93 0.00 5.56 1.85 1.85 5.56 0.93 1.85
GiniIndex #S1 18 117 124 36 106 129 41 106 97
#S2 3 5 5 4 4 4 4 5 4
TE 5.56 1.85 0.00 1.85 0.93 0.93 1.85 0.00 0.933
SVMWeighting #S1 28 97 1014 62 88 71 67 160 153
#S2 4 4 4 5 7 3 5 4 5
min edw nexp
NN IG-SL IL-SL NN IG-SL IL-SL NN IG-SL IL-SL
TE 8.33 1.85 9.26 11.11 1.85 10.10 11.11 11.11 10.19
InfoGain #S1 34 72 71 35 59 71 22 61 63
#S2 2 6 3 1 5 2 2 1 2
TE 5.56 2.78 1.85 11.11 0.00 1.85 10.19 0.00 2.78
GiniIndex #S1 37 128 129 38 101 124 26 106 112
#S2 4 3 4 1 6 4 3 6 4
TE 1.85 2.78 0.93 0.93 0.93 1.85 4.63 0.00 0.93
SVMWeighting #S1 62 99 88 82 137 108 42 134 120
#S2 5 5 5 5 3 5 4 5 6
Tabela 4.4: Taxas de erro (TE) LOO-CV (% ) para o classificador MSV usando 18 combinac¸o˜es de
me´todos (CB, NM). Para cada esquema sa˜o mostrados a TE, o nu´mero de genes seleccionados apo´s a
primeira selecc¸a˜o atrave´s dos esquemas de pesos (S1) e apo´s cada um dos treˆs procedimentos de SSA
(S2).
De modo ana´logo ao da Secc¸a˜o 4.2.2 obtiveram-se as taxa de reduc¸a˜o (TR) devido a`
aplicac¸a˜o de uma combinac¸a˜o espec´ıfica (CB, NM, SSA).
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TR(i, j, k) =
e(NB,NN,NSSA)− e(i, j, k)
e(NB,NN,NSSA)
=
e(NB,NN,NSSA)− e(i, ·, ·)
e(NB,NN,NSSA)
+
e(NB,NN,NSSA)− e(·, j, ·)
e(NB,NN,NSSA)
+























e(i, j, ·) + e(i, ·, k) + e(·, j, k)− e(i, ·, ·)− e(·, j, ·)− e(·, ·, k)− e(i, j, k)
)
e(NB,NN,NSSA)
= TR(i, ·, ·) + TR(·, j, ·) + TR(·, ·, k) + TR(i↔ j) + TR(j ↔ k) + TR(i↔ k)− TR(i↔ j ↔ k)
Da ana´lise dos resultados da Tabela 4.4 e dos gra´ficos das Figuras 4.8 e 4.9 e´ poss´ıvel
fazer as seguintes observac¸o˜es:
(i) sa˜o obtidas TR superiores usando SSA em comparac¸a˜o com os resultados pre´vios
(Tabela 4.2) onde na˜o ha´ aplicac¸a˜o de SSA;
(ii) relativamente a` correcc¸a˜o de background, para qualquer esquema de pesos utilizado,
o me´todo de CB que origina pior desempenho preditivo e´ o nexp. Os me´todos min e
half proporcionam as TR mais elevadas por comparac¸a˜o com os restantes;
(iii) os me´todos de CB que mostram uma TR mais reduzida sem a aplicac¸a˜o de SSA
apresentam uma TR mais elevada quando a SSA e´ aplicada. Por exemplo, para os
esquemas de pesos GiniIndex e SVMWeighting, o me´todo half obte´m a TR mais elevada
enquanto para o InfoGain e´ a segunda mais elevada. Todavia, a te´cnica de CB half
dete´m uma das TR mais reduzidas quando a SSA na˜o e´ aplicada;
(iv) no caso da normalizac¸a˜o na˜o e´ poss´ıvel tirar uma ilac¸a˜o muito concreta uma
vez que os valores das TR sa˜o relativamente pro´ximos para os dois me´todos em es-
tudo. No entanto, pode-se afirmar que o me´todo IG-SL apresenta a TR mais elevada
quando aplicados os esquemas de pesos InfoGain e GiniIndex, enquanto usando o es-
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quema SVMWeighting e´ o me´todo IL-SL.
(a) (b)
(c) (d)
Figura 4.8: Gra´ficos de barras das TR por esquemas de pesos. As barras verticais representam as
TR por (CB, NM, SSA) agrupadas por me´todos de CB. As barras horizontais representam as TR para
cada me´todo de CB.
No sentido de extrair mais informac¸a˜o dos dados, apo´s a selecc¸a˜o dos genes e na
tentativa de averiguar informac¸o˜es biolo´gicas importantes desses genes relacionadas
com o cancro Linfoma foi realizado o seguinte procedimento. Apo´s a aplicac¸a˜o de cada
terno (CB,NM,SSA) foram guardados os genes seleccionados, na sua maioria entre 1 a
7 genes. Por cada estrate´gia de SSA, mais concretamente por esquema de pesos, foram
registadas as ocorreˆncias de cada gene seleccionado. Na Tabela 4.5 pode ser visualizada
a lista de ordenac¸a˜o desses genes com base na frequeˆncia absoluta de cada um.
Depois de se ter obtido a lista dos genes com frequeˆncias absolutas mais elevadas
realizou-se uma pesquisa bibliogra´fica constatando-se que efectivamente dois dos genes




Figura 4.9: Gra´ficos de barras das TR por esquemas de pesos. As barras verticais representam as
TR por (CB, NM, SSA) agrupadas por me´todos de NM. As barras horizontais representam as TR para
cada me´todo de NM.
O gene Cyclin D2 esta´ envolvido na progressa˜o das ce´lulas dentro do ciclo celular
enquanto que o gene Fibronectin 1 esta´ ligado a` adesa˜o celular, a` cicatrizac¸a˜o de
ferimentos, a` coagulac¸a˜o do sangue, a`s meta´stases, entre outras.
O estudo [29] consistiu em determinar se a identificac¸a˜o de subgrupos de baixo risco de
desenvolvimento de diffuse large B-cell lymphoma (DLBCL), atrave´s de uma te´cnica
especializada para o efeito, teria utilidade pra´tica em relac¸a˜o a progno´sticos e deciso˜es
terapeˆuticas. A identificac¸a˜o, na altura do diagno´stico, de pacientes com DLBCL com
um progno´stico reservado pode ter um importante impacto nas deciso˜es terapeˆuticas.
Nesse estudo concluiu-se que as expresso˜es de Cyclin D2 e de PKC-beta esta˜o associadas
ao desenvolvimento de uma variante de DLBCL com mau progno´stico, isto e´, com maior
taxa de mortalidade associada. O n´ıvel de expressa˜o do gene Cyclin D2, em particular,
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Ranking Gene # Ocurrencias Nome do gene
1 63023 7 Cyclin D2
2 140123 4 Mig=Humig=chemokine targeting T cells
InfoGain 2 63146 4 Cyclin B1
2 59870 4 AIM2
3 15096 3 Fibronectin 1
3 140122 3 IP-10
1 62787 13 AIM2
2 60174 7 Cyclin D2
3 63012 5 Mitogen-activated PK 12
4 63023 4 Protease, cysteine, 1 (legumain)
GiniIndex 4 60353 4 ESTs - Immunoglobulin D heavy chain constant region
5 63146 3 Cyclin B1
5 15096 3 Fibronectin 1
5 62114 3 Signal transducer and activator of transcription 1, 91kD
5 62578 3 Guanylate binding protein 1, interferon-inducible, 67kD
1 62019 11 EST - Unknown UG Hs.133394
2 62787 10 AIM2
3 60174 7 Cyclin D2
4 15096 3 Fibronectin 1
SVMweighting 4 60353 3 Immunoglobulin D heavy chain constant region
4 64615 3 Unknown UG Hs.124890 ESTs sc id9370
4 67518 3 Unknown UG Hs.96731 huntingtin interacting protein-1-
relat
4 59871 3 Immunoglobulin delta 3 region
Tabela 4.5: Ordenac¸a˜o dos genes por frequeˆncias absolutas para cada estrate´gia de SSA.
esta´ estatisticamente associado a uma reduc¸a˜o significativa da taxa de sobreviveˆncia.
Em [19] concluiu-se que conhecer os polimorfismos associados aos genes que codificam
a Fibronectina, MspI e HaeIIIb, pode ser clinicamente relevante para definir o risco do
desenvolvimento de DLBCL em pacientes com s´ındroma de crioglobulinemia. Esta e´
uma patologia ligada a infecc¸a˜o por virus da hepatite C, caracterizada por proliferac¸a˜o




Concluso˜es e trabalho futuro
No presente trabalho foi realizado um estudo experimental com a finalidade de avaliar
me´todos combinados de correcc¸a˜o de background e de normalizac¸a˜o com base no desem-
penho preditivo de dois modelos de classificac¸a˜o, k-vizinhos mais pro´ximos e ma´quinas
de suporte vectorial. Estes modelos foram induzidos de treˆs bases de dados pu´blicas
de microarrays de ADN-complementar. Foi ainda executado um estudo sobre o efeito
da aplicac¸a˜o dos me´todos de CB e de NM no desempenho preditivo de classificadores
de MSV quando estes sa˜o induzidos de dados constitu´ıdos apenas por subconjuntos de
genes altamente discriminativos.
Os resultados apresentados neste estudo foram unicamente explorato´rios recorrendo
principalmente a recursos gra´ficos. Ao mesmo tempo foi assumido um modelo aditivo
que originou o particionamento da taxa de erro LOO-CV em diferentes parcelas. Numa
primeira parte do estudo experimental, esta taxa dividiu-se na contribuic¸a˜o do efeito
de CB, na contribuic¸a˜o do efeito de NM e na contribuic¸a˜o da interacc¸a˜o do efeito de
CB com NM. Numa segunda fase foi inclu´ıdo um terceiro factor, SSA, o que levou a
um modelo aditivo mais complexo mas com uma ideologia semelhante relativamente
ao particionamento da taxa de erro.
Na primeira fase do estudo, ou seja, sem aplicac¸a˜o das te´cnicas de SSA, foi noto´rio que
os me´todos de CB sub e nexp sobressa´ıram em relac¸a˜o aos restantes, em termos me´dios,
ainda que atrave´s de medidas explorato´rias. O resultado do me´todo nexp vem ao encon-
tro do obtido em [53]. Todos os recursos envolvidos (i) taxas de reduc¸a˜o do erro LOO-
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CV; (ii) diferenc¸as positivas entre os me´todos base e cada combinac¸a˜o de me´todos, e
a (iii) medic¸a˜o da contribuic¸a˜o do efeito de cada me´todo de pre´-processamento tendo
em conta apenas a taxa de erro LOO-CV, corroboraram as concluso˜es de cada um dos
recursos usados para comparar os me´todos de pre´-processamento estudados na presente
dissertac¸a˜o. Em relac¸a˜o aos me´todos de NM, destacou-se o me´todo de 2-passos IL-SL
que confirma os resultados obtidos em [76].
Os resultados na˜o se verificaram os mesmos aquando da segunda fase deste estudo
experimental, isto e´, quando houve a aplicac¸a˜o de te´cnicas de SSA. Os me´todos de CB
que se destacaram no estudo pre´vio na˜o se salientaram neste segundo, alia´s, houve uma
inversa˜o de comportamento, ou seja, os me´todos que estavam associados a uma taxa
de erro mais reduzida no primeiro estudo tornaram-se me´todos associados a uma taxa
de erro mais elevada no segundo. Ao n´ıvel da normalizac¸a˜o, os resultados apontam o
me´todo IG-SL como sendo aquele com uma taxa de reduc¸a˜o mais elevada.
O segundo estudo revelou ser bastante elucidativo na selecc¸a˜o dos genes que estavam
mais relacionados com o cancro Linfoma. Atrave´s de uma pesquisa bibliogra´fica foi
poss´ıvel obter evideˆncias que dois dos genes com maior frequeˆncia absoluta, em termos
de serem seleccionados pelas te´cnicas de SSA, esta˜o de facto implicados no apareci-
mento desse tipo de cancro.
Em termos concretos, para a a´rea da Bioinforma´tica, os resultados explorato´rios obtidos
para os me´todos de CB sub e nexp, avaliados com base na capacidade preditiva dos
classificadores induzidos neste estudo, permitem dizer que sa˜o esses os que apresentam
taxas de reduc¸a˜o mais elevadas. Portanto, e apenas com base nesta ana´lise, e´ poss´ıvel
indica´-los como me´todo de CB a usar em detrimento dos restantes. No caso dos me´todos
de NM, e´ poss´ıvel afirmar, com base nas medidas explorato´rias, que os me´todos mais
indicados a aplicar aos dados sa˜o os de 2-passos IG-SL e IL-SL.
As publicac¸o˜es feitas no aˆmbito desta dissertac¸a˜o foram duas: [23] e [55]. As princi-
pais contribuic¸o˜es desta dissertac¸a˜o foram apresentadas em duas confereˆncias donde
resultaram essas duas publicac¸o˜es. A primeira foi apresentada no XVI Congresso da
SPE - UTAD realizado em Vila real em 2008 e a segunda na confereˆncia de Artificial
Intelligence in Medicine realizada em Verona em 2009.
Apresenta-se como linha de trabalho futuro a investigac¸a˜o de me´todos combinados
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de correcc¸a˜o de background e de normalizac¸a˜o com base no desempenho preditivo de
modelos de classificac¸a˜o onde se tenha em conta a variaˆncia da taxa de erro LOO-CV.
Seria tambe´m u´til fazer testes estat´ısticos que permitissem avaliar a significaˆncia dos
efeitos dos me´todos de pre´-processamento detectados na ana´lise explorato´ria de dados
aqui efectuada. Outro enriquecimento cient´ıfico que podia ser dado a este trabalho
passa, por um lado, pela utilizac¸a˜o de mais bases de dados e, por outro lado, pelo
uso de bases de dados com um nu´mero m de tecidos mais elevado das que aqui se
utilizaram. Os resultados obtidos e as questo˜es deixadas em aberto podem constituir
uma boa base de trabalho futuro.
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