A proof of a conjecture on trace-zero forms and shapes of number fields by Mantilla-Soler, Guillermo & Rivera-Guaca, Carlos
ar
X
iv
:1
90
7.
09
13
4v
2 
 [m
ath
.N
T]
  2
4 J
ul 
20
19
A proof of a conjecture on trace-zero forms and shapes of
number fields
Carlos Rivera-Guaca Guillermo Mantilla-Soler
Abstract
In 2012 the second named author conjectured that totally real quartic fields of
fundamental discriminant are determined by the isometry class of the integral trace
zero form; such conjecture was based on computational evidence and the analog
statement for cubic fields which was proved using Bhargava’s higher composition
laws on cubes. Here, using Bhargava’s parametrization of quartic fields we prove the
conjecture by generalizing the ideas used in the cubic case. Since at the moment,
for arbitrary degrees, there is nothing like Bhargava’s parametrizations we can not
deal with degrees n ≥ 5 in a similar fashion. Nevertheless, using some of our
previous work on trace forms we generalize this result to higher degrees; we show
that if n ≥ 3 is an integer such that (Z/nZ)∗ is a cyclic group, then the shape
is a complete invariant for totally real degree n number fields with fundamental
discriminant.
1 Introduction
Let K be a number field of degree n := [K : Q] and let OK be its maximal order. The
trace zero module of OK is the Z-submodule of OK given by the Kernel of the trace map
i.e., O0K = K
0∩OK where K
0 := {x ∈ OK : trK/Q(x) = 0}. The integral trace-zero form
of K is the isometry class of the rank n− 1 quadratic Z-module (O0K ,TrK/Q) given by
restricting the trace pairing from OK×OK to O
0
K×O
0
K . It is clear that the isometry class
of the quadratic module (O0K ,TrK/Q) determines the field K for n = 1, 2. This is not
the case for cubic fields, see [10, §3]. However, it can be shown, using Delone-Faddeev-
Gross parametrization of cubic rings and Bhargava’s higher composition laws on cubes,
that for totally real cubic fields of fundamental discriminant (O0K ,TrK/Q) determines
the field (see [10, Theorem 6.5]). In [9] the second named author conjectured that the
above property of the trace zero form is not only particular of degrees less than 4 but
also works for quartic fields (see [9, Conjecture 2.10]). In Section §4 we prove such
conjecture via Bhargava’s parametrization of quartic rings:
Theorem (cf. §4). Let K be a totally real quartic number field with fundamental dis-
criminant. If L is a tamely ramified number field such that an isomorphism of quadratic
1
modules
(O0K ,TrK/Q)
∼= (O0L,TrL/Q)
exists, then K ∼= L.
Another quadratic invariant, with a more geometric interpretation and closely re-
lated to the trace zero form, that has been studied by several authors is the shape of
K. Endow K with the real-valued Q-bilinear form bK whose associated quadratic form
is given by
bK(x, x) :=
∑
σ:K →֒C
|σ(x)|2.
The shape of K, denoted Sh(K), is the isometry equivalence class of (O⊥K , bK) up to
scalar multiplication, where O⊥K is the image of OK under the projection map, α 7→
α⊥ := nα− trK/Q(α), i.e.,
O⊥K := {α⊥ : α ∈ OK} = (Z+ nOK) ∩O
0
K .
Thus Sh(K) = Sh(L) if and only if (O⊥K , bK)
∼= (O⊥L , λbL) for some λ ∈ R
×. Equiv-
alently, Sh(K) can be thought as the (n − 1)-dimensional lattice inside Rn, via the
Minkowski embedding, that is the orthogonal complement of 1 and that is defined up
to reflection, rotations and scaling by R∗. Hence Sh(K) correspond to an element to
the space of shapes
Sn−1 := GLn−1(Z) \GLn−1(R)/On−1(R).
The distribution of shapes of number fields in Sn have been the subject of a lot of
interesting current research (see [5, 6, 7, 11]). Our main result about shapes and trace
zero forms is the following:
Theorem (cf. Theorem 2.12). Let K be totally real number field of fundamental dis-
criminant and degree n ≥ 3. If (Z/nZ)× cyclic, then for any number field L the following
are equivalent:
(i) K ∼= L.
(ii) (O⊥K , trK/Q)
∼= (O⊥L , trL/Q).
(iii) Sh(K) = Sh(L) and L is totally real with fundamental discriminant.
If (n,Disc(K)) = 1 then the three items are also equivalent to (iv) (O0K , trK/Q)
∼=
(O0L, trL/Q).
Based in the above theorem, the results proved here, Question 2.17 and the compu-
tational evidence given in [9, Table 1] we propose the following conjecture:
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Conjecture 1.1. Let K be a totally real octic number field with fundamental discrim-
inant. If L is a tamely ramified number field such that an isomorphism of quadratic
modules
(O0K ,TrK/Q)
∼= (O0L,TrL/Q)
exists, then K ∼= L.
1.1 Structure of the paper
In §2 we prove our main results on trace zero modules and shapes of arbitrary degree.
In §3 we briefly remind some of the basic definitions of Casimir invariants, and in §4
we give a proof of [9, Conjecture 2.10] based on Bhargava’s parametrization of quartic
rings.
2 From O0K and O
⊥
K to OK
In this section we study in detail the structure of the modules O0K and O
⊥
K and layout
a strategy to see when an isometry between the trace zero parts (resp. shapes) can be
lifted to a full isometry of the integral trace. By the end of this section we explain what
are the limitations of such strategy.
2.1 The discriminants of O0K and O
⊥
K.
We start by finding out what are the values of the determinants of the quadratic mod-
ules O0K and O
⊥
K .
We denote by Disc(O0K) (resp. Disc(O
⊥
K)) the determinant of the quadratic module
(O0K , trK/Q) (resp. (O
⊥
K , trK/Q)).
The following lemma will be of use to us.
Lemma 2.1. Let K be a degree n > 1 number field and let k be a positive integer such
that TrK/Q(OK) = kZ. Then,
Disc(O0K) =
n
k2
Disc(K) and Disc(O⊥K) = n
2n−3Disc(K).
Proof. Using the surjectivity of trace map in the instances TrK/Q : OK ։ kZ and
TrK/Q : Z+ nOK ։ nZ we observe thatÄ
OK/(Z+O
0
K)
ä
∼= Z/ (n/k)Z and Z+ nOK = Z+O
⊥
K .
Since OK has an integral basis containing 1 there is an isomorphism of Z-modules
OK/(Z+ nOK) ∼= (Z/nZ)
n−1. In particular,
[OK : Z+O
0
K ] = n/k and [OK : Z+O
⊥
K ] = n
n−1.
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The result follows from this and from the fact that the decomposition Z + O0K is or-
thogonal with respect the trace pairing.
Lemma 2.2. (Maurer, [12]). Let k be an integer such that trK/Q(OK) = kZ, then a
prime p divides k if and only if p | e(p|p) for all primes p in K lying over p.
Proof. We will give an alternative proof to that presented in [12]. In fact, it is not hard
to see that the following slightly more general statement holds: Let DK/Q denote the
different ideal of K/Q, then for a rational prime p we have
vp(k) = min
p| p
vp
Ä
DK/Q
ä
e(p|p)
 ,
and the lemma will follow from the fact vp
Ä
DK/Q
ä
≥ e(p|p) ⇐⇒ p | e(p|p). To
prove the statement observe that, for any r ∈ Z+ ∪ {0},
pr | k ⇐⇒ trK/Q(OK) ⊂ p
rZ
⇐⇒ trK/Q(p
−r OK) ⊂ Z
⇐⇒ p−r ∈ D−1K/Q
⇐⇒ DK/Q ⊂ (p
r)
⇐⇒ rvp(p) ≤ vp
Ä
DK/Q
ä
, for all p prime in K
⇐⇒ re(p|p) ≤ vp
Ä
DK/Q
ä
, for all p dividing p
⇐⇒ r ≤
vp
Ä
DK/Q
ä
e(p|p)
 , for all p dividing p
⇐⇒ r ≤ min
p| p
vp
Ä
DK/Q
ä
e(p|p)
 ,
and the result follows, since vp(k) is the largest of such r.
Corollary 2.3. Let L be a number field of degree n. Suppose any of the following
conditions holds:
(i) Every prime p | n satisfies pn ∤ Disc(L).
(ii) The extension L/Q is tamely ramified at p, for every p | n.
(iii) The field L has fundamental discriminant and n > 2.
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Then, trL/Q(OL) = Z. Moreover, if n = 4 condition (i) is equivalent to trL/Q(OL) = Z
and if n is a prime conditions (i) and (ii) are equivalent to trL/Q(OL) = Z.
Proof. Let k ∈ Z+ be such that trL/Q(OL) = kZ, then:
• If (i) holds, by definition of discriminant as determinant of a Gram matrix of
(OL, trL/Q), we know that k
n | Disc(L), as k | n, any p prime dividing k would
satisfy pn | Disc(L) and p | n, thus no such prime exists and k = 1.
• If (ii) holds and p is prime dividing k | n, then p ∤ e(p|p) for every prime p lying
over p, contradicting Lemma 2.2. Therefore k = 1.
• If (iii) holds, the extension L/Q is tame at every odd prime, hence p ∤ k for all
p 6= 2. Suppose 2 | k and let f e11 f
e2
2 · · · be factorization type of 2 in L, then 2 | ei
for all i, and
3 ≥ v2(Disc(L)) ≥ e1f1 + e2f2 + · · · = n > 2
yields n = 3 = e1f1 + e2f2 + · · · ≡ 0 mod 2, a contradiction. Thus k = 1.
To prove the reciprocals, suppose k = 1 and n = p is prime. Let f e11 · · · f
eg
g be
factorization type of p in L, if condition (ii) did not hold, there would be an index i
such that p | ei and we may assume i = 1 but then p = e1f1+ · · · ≥ p implies that there
is only one prime p in L lying over p and for that prime p | e(p|p) = e1, contradicting
(2.2). Since condition (ii) always implies condition (i), this proves trL/Q(OL) = Z ⇐⇒
(ii) ⇐⇒ (i), in this case.
Similarly, if k = 1, n = 4 and condition (i) did not hold, then 24 | Disc(L), in
particular 2 would be wildly ramified in L, so its factorization type would be 122,
1211, 1212 or 22. Since k = 1, only the first two cases are possible. However, for a
prime p in K the exact power of p dividing the different ideal DL/Q is bounded by
e · (vp(e)+1)− 1, where e = e(p|p) and p = p∩Z, thus in either case if p is the prime in
L with e(p|2) = 2 we would have DL/Q = p
va, where (a, 2) = 1 and v ≤ 3. This yields
4 ≤ v2(Disc(L)) = v2
Ä
N (DL/Q)
ä
= v · f(p | 2) = v ≤ 3, a contradiction.
Lemma 2.4. Let n > 1 be an integer and let K and L be two degree n number fields.
Suppose that K has fundamental discriminant and that L is tame. If
(O0K ,TrK/Q)
∼= (O0L,TrL/Q)
then, Disc(K) = Disc(L) and moreover such discriminant is square free. In particular,
a tame number field with fundamental discriminant has square free discriminant.
Proof. Let us assume first that n > 2. In such case it follows from Corollary 2.3 that
trK/Q(OK) = Z = trL/Q(OL). Thus Disc(K) = Disc(L) thanks to Lemma 2.1. Let L˜ be
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the Galois closure of L/Q. Since L is tame so it is L˜, and so it is any E/Q sub-extension
of L˜/Q. If Disc(L) were not square free, and since it is a fundamental discriminant, the
extension E = Q(
»
Disc(L))/Q would be a sub-extension L˜/Q that is not tame; since
it has wild ramification at p = 2. Now suppose n = 2. If Disc(K) 6= Disc(L) then, by
Lemma 2.1, Disc(K) = 4Disc(L) which implies that K ∼= L thus Disc(K) = Disc(L)
contradicting the initial hypothesis.
2.2 A basis for O0K and a condition of an isometry extension.
For a totally real number field K [13, Lemma 5.1] shows that (OK , trK/Q) ∼= (OL, trL/Q)
always implies (O0K , trK/Q)
∼= (O0L, trL/Q). The following example (found by ‘brute
force” using Magma ) shows that the converse is not true.
Example 2.5. Let K and L be the quartic fields with defining polynomials x4 +
82x2 + 656 and x4 − 2x3 − 19x2 + 20x+ 18 respectively, then K and L are totally real
fields such that Disc(K) = 26413 = Disc(L) and (O0K , trK/Q)
∼= (O0L, trL/Q) however
(OK , trK/Q) ≇ (OL, trL/Q) and (O
⊥
K , bK) ≇ (O
⊥
L , bL).
In view of such example it is natural to ask under what conditions we could expect
to have a reciprocal for [13, Lemma 5.1]. To address that question, remark that since
K = Q⊥K0, each isometry ϕ : (K0, trK/Q)
∼
−→ (L0, trL/Q) has two natural extensions
to an isometry (K, trK/Q) ∼= (L, trL/Q), the one taking 1 to +1 call it ϕ
+ and the one
taking 1 to −1 call it ϕ−. These are in fact the only two possible extensions of ϕ. Indeed,
given an isometry φ : (K, trK/Q)
∼
−→ (L, trL/Q) extending ϕ, we know that φ(1) is or-
thogonal to φ(K0) = L0, which is the orthogonal complement of 1 ·Q and, as (L, trL/Q)
is non degenerate, this implies φ(1) ∈ Q but then [L : Q] = trL/Q(φ(1)
2) = [K : Q]φ(1)2,
which proves φ(1) ∈ {−1,+1}.
Since K0 = O0K ·Q = O
⊥
K ·Q, it follows that an isometry
ϕ : (O0K , trK/Q)
∼
−→ (O0L, trL/Q) resp. ϕ : (O
⊥
K , trK/Q)
∼
−→ (O⊥L , trL/Q)
will lift to an isometry (OK , trK/Q) ∼= (OL, trL/Q) if and only if either ϕ
+(OK) = OL or
ϕ−(OK) = OL. But when do we have these equalities? This motivates the following:
Lemma 2.6. Let L and K be a number fields and n := [K : Q], then:
(i) If ϕ : (O⊥K , trK/Q)
∼
−→ (O⊥L , trL/Q) is an isometry, then ϕ
±(OK) = OL if and
only if there exists a basis {1, α1, . . . , αn−1} of OK such that ti ≡ ±si mod n
for all 1 ≤ i < n, where ti := trK/Q(αi) and the si’s are any integers such that
ϕ(αi⊥) = nβi − si ∈ O
⊥
L , with βi ∈ OL.
(ii) Suppose that trK/Q(OK) = k Z = trL/Q(OL), k ∈ Z
+ and let ϕ : (O0K , trK/Q)
∼
−→
(O0L, trL/Q) be an isometry, then ϕ
±(OK) = OL if and only if ϕ(γ0) ≡ ±1
6
mod n/k. Where γ0 := 1 − (n/k)γK ∈ O
0
K and γK is any element in OK such
that trK/Q(γK) = k .
Proof. Note that in both cases the hypotheses and the existence of the respective isom-
etry imply [K : Q] = n = [L : Q] and Disc(K) = Disc(L). This is clear for the degrees
and for the discriminants it follows from the equalities, see Lemma 2.1, Disc(O⊥K) =
n2n−3Disc(K) and Disc(O0K) =
n
k2
Disc(K). Thus in each case ϕ±(OK) ⊂ OL if and
only if ϕ±(OK) = OL. Now to prove (i) observe that for any basis {1, α1, . . . , αn−1} of
OK we have
ϕ±(OK) ⊂ OL ⇐⇒ ϕ
±(αi) ∈ OL ∀ 1 ≤ i < n
⇐⇒ ϕ±
Å
αi⊥ + ti
n
ã
∈ OL ∀ 1 ≤ i < n
⇐⇒
ϕ(αi⊥)± ti
n
∈ OL ∀ 1 ≤ i < n
⇐⇒
nβi − si ± ti
n
∈ OL ∀ 1 ≤ i < n
⇐⇒
−si ± ti
n
∈ OL ∀ 1 ≤ i < n
⇐⇒ si ≡ ±ti mod n ∀ 1 ≤ i < n
As for (ii) observe that OK = γKZ+O
0
K , thus
ϕ±(OK) ⊂ OL ⇐⇒ ϕ
±(γK) ∈ OL
⇐⇒ (k/n)ϕ±(1− γ0) ∈ OL
⇐⇒ (k/n)(±1 − ϕ(γ0)) ∈ OL
⇐⇒ ϕ(γ0) = ±1 mod n/k
To use this lemma, we begin by giving a description of the basis of O0K that gener-
alizes [10, Proposition 5.2]
Proposition 2.7. Suppose that K is a number field of degree n ≥ 3 and trK/Q(OK) =
kZ, k ∈ Z+, then there exists a Z-basis {1, α1, . . . , αn−1} of OK such thatÄ
trK/Q(α1), . . . , trK/Q(αn−2), trK/Q(αn−1)
ä
=: (t1, . . . , tn−2, tn−1) ≡ (0, . . . , 0, k)mod n
and therefore {α1− t1/n, . . . , αn−2− tn−2/n, (n/k)αn−1 − tn−1/k} is a basis of O
0
K .
Remark 2.8. If n = 2, for any basis {1, α1} of OK we have trK/Q(α1) = t1 ≡ k mod 2
and {(2/k)α1 − t1/k} is a basis of O
0
K .
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The proof is based in the following elementary lemma:
Lemma 2.9. Let r and m ≥ 2 be integers, then:
(a) Given any sets of integers {u1, . . . , um} and {s1, . . . , sm}, there exist integers {c1, . . . , cm}
such that
∑
i cisi = 0 and gcd(u1 − c1, . . . , um − cm) = 1.
(b) If gcd(r, s1, . . . , sm) = 1, then there are integers {h1, . . . , hm} such that
gcd(rh1 + s1, . . . , rhm + sm) = 1.
Proof. Let s := gcd(s1, . . . , sm) and consider the surjective map
f : Zm → sZ, (c1, . . . , cm) 7→
∑
i
cisi
since Z is a PID, there is a exact sequence of Z-modules Zm
g
−→ Zm
f
−→ sZ→ 0.
For a prime p denote v 7→ v the canonical projection Z→ Fp and g : F
m
p → F
m
p the
map induced by g. We claim that ker(g) 6= Fmp . Indeed, tensoring with ⊗Z Fp, we get
an exact sequence of Fp-spaces
Fmp
g
−→ Fmp
f
−→ sFp → 0
thus if Im(g) = 0 we would have Fmp
∼= sFp, which contradicts m ≥ 2.
Now set N :=
∑
i uisi and u := (u1, . . . , um). First suppose N 6= 0 and for each
prime p dividing N consider the set
Xp := {v ∈ F
m
p : g(v) = u}
then either Xp = ∅ or Xp = v0 + ker(g) with v0 ∈ Xp and from of the above paragraph
follows that Xp 6= F
m
p , so we may pick vp ∈ F
m
p such that g(vp) 6= u. By the Chinese
remainder theorem we can choose v ∈ Zm such that
v ≡ vp mod p for all p | N
(if N = ±1 any v ∈ Zm will satisfy this condition). Define c = (c1, . . . , cm) :=
g(v) ∈ ker(f), then
∑
i cisi = 0 and the integers {ui − ci} are coprime, otherwise there
would be a prime p such that p | ui − ci for all i ≤ m, so p |
∑
i(ui − ci)si = N and we
would get
u ≡ c = g(v) ≡ g(vp) 6≡ u mod p
a contradiction. This proves (a) whenever N 6= 0. On the other hand, if N = 0
pick any non-zero element (d1, . . . , dm) ∈ Ker(f) (which exists because m ≥ 2) and take
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ci := ui − di/d, where d = gcd(d1, . . . , dm). Then,
∑
i cisi = N −
∑
i disi/d = 0 and
gcd(u1 − c1, . . . , um − cm) = gcd(d1/d, . . . , dm/d) = 1, so (a) also holds in this case.
To prove (b), write 1 = ar+bs with a, b ∈ Z and write bs =
∑
i uisi for some integers
{ui}, by part (a) exists {ci} such that
∑
i cisi = 0 and the integers vi := ui − ci are
coprime. Let {hi} be such that
∑
i vihi = a then
∑
i
vi(rhi + si) = r
∑
i
vihi +
∑
i
visi = ra+ bs = 1
and therefore the integers {rhi + si} are coprime.
Proof of Proposition 2.7. Let {1, β1, . . . , βn−1} be a basis of OK and let si := trK/Q(βi)
for 1 ≤ i ≤ n − 1. By hypothesis (1/k)trK/Q(OK) = 〈n/k, s1/k, . . . , sn−1/k〉Z = Z,
so applying part (b) of the above lemma to m := n − 1 ≥ 2 and r := n/k, we find
{h1, . . . , hn−1} such that the integers {rh1+s1/k, . . . , rhn−1+sn−1/k} are coprime and
therefore the last column of some matrix A in GLn−1(Z), that is,
(rh1 + s1/k, . . . , rhn−1 + sn−1/k)
t = A (0, . . . , 0, 1)t
now define the basis {1, α1, . . . , αn−1} by the relation
(1, α1, . . . , αn−1)
t :=
ñ
1 0
0 A−1
ô
(1, β1, . . . , βn−1)
t
then (α1, . . . , αn−1)
t = A−1 (β1, . . . , βn−1)
t and
(1/k)
Ä
trK/Q(α1), . . . , trK/Q(αn−1)
ät
= A−1(s1/k, . . . , sn−1/k)
t
≡ A−1(rh1 + s1/k, . . . , rhn−1 + sn−1/k)
t mod r
= (0, . . . , 0, 1)t mod r
hence
Ä
trK/Q(α1), . . . , trK/Q(αn−1)
ä
≡ (0, . . . , 0, k)mod n.
To prove that {α1 − t1/n, . . . , αn−2 − tn−2/n, (n/k)αn−1 − tn−1/k} is a Z-basis of
O0K note that its Z-span C is clearly contained in O
0
K and the Z-span of {1, α1 −
t1/n, . . . , αn−2 − tn−2/n, (n/k)αn−1 − tn−1/k} has index n/k. Indeed, the matrix ex-
pressing {1, α1 − t1/n, . . . , αn−2 − tn−2/n, (n/k)αn−1 − tn−1/k} in terms of the integral
basis {1, α1, . . . , αn−1} of K is

1 0 0 . . . 0
−t1/n 1 0 . . . 0
−t2/n 0 1 . . . 0
...
...
...
. . .
...
−tn−1/k 0 0 . . . n/k


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so its determinant is n/k. It follows that Disc(C) = nk2 Disc(K) = Disc(O
0
K) and
therefore C = O0K .
2.3 Proofs of the main results
We are now ready to prove the following partial reciprocal of [13, Lemma 5.1].
Theorem 2.10. Let K be a number field of degree n, suppose that trK/Q(OK) = Z and
(Z/nZ)× is cyclic. Then given a number field L we have that:
(i) Every isometry ϕ : (O⊥K , trK/Q)
∼
−→ (O⊥L , trL/Q) extends to an isometry
φ : (OK , trK/Q)
∼
−→ (OL, trL/Q).
(ii) If (n,Disc(K)) = 1, then every isometry ϕ : (O0K , trK/Q)
∼
−→ (O0L, trL/Q) also
extends to an isometry φ : (OK , trK/Q)
∼
−→ (OL, trL/Q).
Proof. Case n = 1 is trivial and case n = 2 is easy to check, so let us suppose that
n ≥ 3.
(i) Let {1, α1, . . . , αn−1} be any basis of OK . Take ti := trK/Q(αi), 1 ≤ i < n, so that
αi⊥ = nαi − ti is a basis of O
⊥
K and for each 1 ≤ i < n choose βi ∈ OL and si ∈ Z
such that
yi := ϕ(αi⊥) = nβi − si ∈ O
⊥
L
then trK/Q(yiyj) = n
2trK/Q(βiβj)−nsisj ≡ −nsisj mod n
2 and since trK/Q(yiyj) =
trK/Q(αi⊥αj⊥) ≡ −ntitj mod n
2 we conclude
titj ≡ sisj mod n, for all 1 ≤ i, j < n
Let {ui} be integers such that
∑
i uiti ≡ 1 mod n and take u :=
∑
i uisi, then
siu ≡ ti mod n for all 1 ≤ i < n, in particular (u, n) = 1 and if v is its inverse
module n then
titj ≡ v
2titj mod n, for all 1 ≤ i, j < n
thus v2 ≡ 1 mod n and as (Z/nZ)× is cyclic this implies v ≡ ±1 mod n, thus
si ≡ ±ti mod n for all 1 ≤ i < n and by Lemma 2.6 either φ = ϕ
+ or φ = ϕ−
extend ϕ to an isometry (OK , trK/Q) ∼= (OL, trL/Q).
10
(ii) First notice that we must have trL/Q(OL) = Z. If l is a positive integer such
that trL/Q(OL) = lZ we have, thanks to Lemma 2.1, that the existence of the
isometry ϕ implies nDisc(K) = n
l2
Disc(L). Notice that trL/Q(OL) = lZ implies
that ln | Disc(L) and l | n. In particular, ln−2 |
(
l−2Disc(L)
)
i.e., ln−2 | Disc(K).
Since l | n and (Disc(K), n) = 1, we conclude that l = 1.
Now, take a basis {1, α1, . . . , αn−1} of OK and {t1, . . . , tn−1} as in Proposition 2.7
so that
w1 := α1 − t1/n, . . . , wn−2 := αn−2 − tn−2/n,wn−1 := nαn−1 − tn−1
is a basis of O0K . Note that for all 1 ≤ i < n we have
trK/Q(wiwn−1) = trK/Q (wi(nαn−1 − tn−1)) = ntrK/Q(wiαn−1) ≡ 0 mod n (∗)
and for i = n− 1
(1/n)trK/Q(w
2
n−1) = trK/Q(nα
2
n−1−tn−1αn−1) = ntrK/Q(α
2
n−1)−t
2
n−1 ≡ −1 mod n
Let us define θi := ϕ(wi), 1 ≤ i < n. Take γL ∈ OL such that trK/Q(γL) = 1 and
write
1− γL n =
n−1∑
i=1
liθi with li ∈ Z
taking traces in the congruences θj ≡
∑
i liθiθj mod n we find that the Gram
matrix G := (trK/Q(wiwj)) = (trL/Q(θiθj)) satisfies
G (l1, . . . , ln−1)
t ≡ 0 mod n
Call G∗ the matrix obtained from G dividing the last column by n, which has
integer entries thanks to (∗), then
G∗ (l1, . . . , ln−2, 0)
t ≡ G∗ (l1, . . . , ln−2,nln−1)
t = G (l1, . . . , ln−2, ln−1)
t ≡ 0 mod n.
From [10, Lemma 2.3] we know that det(G∗) = Disc(K) which by hypothesis
is coprime to n. It follows that li ≡ 0 mod n for all 1 ≤ i ≤ n − 2 and thus
ln−1θn−1 − 1 ≡ 0 mod n, squaring this congruence and taking traces again we
find
l2n−1θ
2
n−1 − 2ln−1θn−1 + 1 ≡ 0 mod n
2 ⇒ l2n−1trL/Q(θ
2
n−1) + n ≡ 0 mod n
2
⇒ l2n−1trK/Q(w
2
n−1) + n ≡ 0 mod n
2
⇒ l2n−1(−n) + n ≡ 0 mod n
2
⇒ l2n−1(−1) + 1 ≡ 0 mod n
⇒ l2n−1 ≡ 1 mod n
11
Since (Z/nZ)× is cyclic, this implies ln−1 ≡ ±1 mod n, now let
γK := αn−1 − (tn−1 − 1)/n = (1/n)(wn−1 + 1) ∈ OK
then, trK/Q(γK) = 1 and ϕ(1−nγK) = −θn−1 ≡ ∓1 mod n, thus we are done by
Lemma 2.6(ii).
Corollary 2.11. Let K be totally real number field of fundamental discriminant and
degree n ≥ 3. If (Z/nZ)× cyclic, then for any number field L the following are equiva-
lent:
(i) (OK , trK/Q) ∼= (OL, trL/Q).
(ii) (O⊥K , trK/Q)
∼= (O⊥L , trL/Q).
(iii) Sh(K) = Sh(L) and L is totally real with fundamental discriminant.
If (n,Disc(K)) = 1 then the three items are also equivalent to (iv) (O0K , trK/Q)
∼=
(O0L, trL/Q).
Proof. The equivalences (i) ⇐⇒ (ii) and (i) ⇐⇒ (ii) ⇐⇒ (iv) under the additional
conditions follow from [13, Lemma 5.1], Theorem 2.10 and the fact that trK/Q(OK) = Z
(since K has fundamental discriminant). It remains to prove (ii) ⇐⇒ (iii):
⇒) Since L is totally real bK = trK/Q and Sh(K) = Sh(L). Furthermore, Disc(L) =
Disc(K) is fundamental.
⇐) Let λ ∈ R× be such that an isometry ϕ : (O⊥K , trK/Q) → (O
⊥
L , λ trL/Q) exists. Let
{1, α1, . . . , αn−1} be a basis of OK , take xi := αi⊥ = nαi− ti, 1 ≤ i < n, as basis of O
⊥
K
and define yi := ϕ(xi) = nβi − si, βi ∈ OL, si ∈ Z. Then, trK/Q(xixj) = λ trL/Q(yiyj)
for all 1 ≤ i, j < n, in particular is a positive rational so we may write λ = r/s where r
and s are coprime positive integers.
Since n2n−3Disc(K) = Disc(O⊥K) = det(O
⊥
L , λ trL/Q) = λ
n−1n2n−3Disc(L) we know
that
sn−1Disc(K) = rn−1Disc(L)
Thus r2 | Disc(K) and if we suppose r 6= 1 then r = 2u with
n− 1 ≤ (n− 1)u ≤ v2(Disc(K)) ≤ 3
also s2 | Disc(L) and (r, s) = 1 forces s = 1. Therefore Disc(K) = 2u(n−1)Disc(L) and:
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• If n = 4, we would have u = 1 and λ = 2, but since (1/4)trK/Q(xixj) ≡ −titj
mod 4 and (1/4)trL/Q(yiyj) ≡ −sisj mod 4, this implies
titj ≡ −(1/4)trK/Q(xixj) = −(1/2)trK/Q(yiyj) ≡ 2sisj mod 4
which yields titj ≡ 0 mod 2 for all 1 ≤ i, j < n contradicting trK/Q(OK) = Z.
• If n = 3, we would have u = 1, so either v2(Disc(K)) = 2 and v2(Disc(L)) =
0 in which case Disc(L) = Disc(K)/4 ≡ 3 mod 4 or v2(Disc(K)) = 3 and
v2(Disc(L)) = 1, both cases contradict Stickelberger’s criterion applied to Disc(L).
Thus r = 1 and by symmetry of the argument s = 1, therefore λ = 1 and (O⊥K , trK/Q)
∼=
(O⊥L , trL/Q), as required.
Theorem 2.12. Let K be totally real number field of fundamental discriminant and
degree n ≥ 3. If (Z/nZ)× cyclic, then for any number field L the following are equiva-
lent:
(i) K ∼= L.
(ii) (O⊥K , trK/Q)
∼= (O⊥L , trL/Q).
(iii) Sh(K) = Sh(L) and L is totally real with fundamental discriminant.
If (n,Disc(K)) = 1, then the three items are also equivalent to (iv) (O0K , trK/Q)
∼=
(O0L, trL/Q).
Proof. The result follows from Corollary 2.11 and [13, Theorem 5.3].
2.4 Strategy’s limitations
The following examples try to illustrate the limitations of the strategy employed to
prove Theorems 2.10, 2.12 and test the sharpness of the statements. All the examples
here have been found by conviniently lookig at John Jones tables [8]. The calculations
of sizes of orthogonal groups have been carried out with Magma.
Suppose a number field K is totally real with trK/Q(OK) = kZ, k ∈ Z
+, then by
[13, Lemma 5.1] the restrictions maps
Aut(OK , trK/Q)→ Aut(O
⊥
K , trK/Q) and Aut(OK , trK/Q)→ Aut(O
0
K , trK/Q)
are well defined homomorphism of groups. Moreover, this maps are injective if
n
k
∤ 2.
This is because by [13, Lemma 5.1] given ϕ in either codomain, ϕ+ and ϕ− are the only
possible pre-images of ϕ and they cannot both extend ϕ, otherwise, we would have
nϕ+(γK)− k = ϕ
+(nγK − k) = ϕ
−(nγK − k) = nϕ
−(γK) + k,
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where γK ∈ OK and trK/Q(γK) = k so −k ≡ k mod n and
n
k
| 2. It follows that, when
n
k
∤ 2, every automorphism of (O⊥K , trK/Q) can be extended to all OK if and only if
#Aut(OK , trK/Q) = #Aut(O
⊥
K , trK/Q) and in general the restriction map will not be
surjective if #Aut(OK , trK/Q) < #Aut(O
⊥
K , trK/Q), similarly for O
0
K .
Example 2.13. Let K be the cubic field with defining polynomial x3 + x2 − 8x + 3,
then K is totally real, Disc(K) = 3 · 52 · 19, trK/Q(OK) = Z and
#Aut(O⊥K , trK/Q) = #Aut(OK , trK/Q) = 2 6= 4 = #Aut(O
0
K , trK/Q)
hence there exists an automorphism of (O0K , trK/Q) that cannot be extended to all OK ,
so the hypothesis (n,Disc(K)) = 1 in Theorem 2.10(ii) cannot be dropped. By contrast
observe that all automorphisms of (O⊥K , trK/Q) can be extended to OK .
Example 2.14. Let K be the field with defining polynomial x4 − 2x3 − 5x2 + 6x+ 1,
then K is totally real, Disc(K) = 26 · 52, trK/Q(OK) = 2Z and
#Aut(OK , trK/Q) = 8 < 16 = #Aut(O
⊥
K , trK/Q).
Thus the restriction map is not surjective and therefore the hypothesis trK/Q(OK) =
Z in Theorem 2.10(i) is not superfluous.
Proposition 2.15. Let K be a Z/lZ-field with l prime, then for any number field
L, every isometry (O⊥K , trK/Q)
∼= (O⊥L , trL/Q) (resp. (O
0
K , trK/Q)
∼= (O0L, trL/Q)) can be
extended to one between the integral trace quadratic modules (OK , trK/Q) ∼= (OL, trL/Q).
Proof. In the case l ∤ Disc(K), this follows directly from Theorem 2.10 and Corollary
2.3(i). On the other hand, if l | Disc(K), we have that l ramifies in K and the fact that
K is a Z/lZ-field forces to be only one prime p in K lying over l and for that prime
l = e(p|l), so (2.2) tells us trK/Q(OK) = lZ. We claim that if (O
0
K , trK/Q)
∼= (O0L, trL/Q)
this implies trL/Q(OL) = lZ.
Suppose not, then trL/Q(OL) = Z and by Lemma 2.1 we would have Disc(L) =
l−2Disc(K). If l = 2 this contradicts Stickelberger’s criterion , so we may assume l
odd. Recall from Corollary 2.3(i) that l ≤ vl(Disc(K)), as l is odd and K is a Z/lZ-
field, we know that Disc(K) is perfect square, so in fact l + 1 ≤ vl(Disc(K)), that is,
l− 1 ≤ vl(Disc(L)) but by Corollary 2.3(ii) l is tamely ramified in L, thus if f
e1
1 . . . f
eg
g
is its factorization type, the inequality
l − 1 ≤ vl(Disc(L)) = l − (f1 + · · ·+ fg) ≤ l − 1
shows f1 = 1 and g = 1 and this yields l = e1f1 = e1, a contradiction.
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Hence if ϕ : (O0K , trK/Q)
∼
−→ (O0L, trL/Q) is an isometry, we have trK/Q(OK) =
lZ = trL/Q(OL) and taking γK = 1 in (2.6)(ii) we conclude that both ϕ
+ and ϕ−
extend ϕ. Also if we are given an isometry ϕ : (O⊥K , trK/Q)
∼
−→ (O⊥L , trL/Q), then
Disc(K) = Disc(L) and, as l is prime, Corollary 2.3 implies trL/Q(OL) = lZ, thus (2.7)
shows O⊥K = l O
0
K and O
⊥
L = l O
0
L, therefore ϕ(O
0
K) = O
0
L (ϕ considered from K
0 to
L0) and we are back to the above case.
Example 2.16. Let K be the sextic field with defining polynomial x6−x5−6x4+6x3+
8x2−8x+1, then K is a totally real Z/6Z-field, Disc(K) = 33 ·75, trK/Q(OK) = Z and
#Aut(O⊥K , trK/Q) = #Aut(OK , trK/Q) = 96 6= 1440 = #Aut(O
0
K , trK/Q)
As a side note, we did not find any example showing that (Z/nZ)× being cyclic is
really a necessary hypothesis, so there might be some place for improvement there. In
particular, it would interesting to answer the following question.
Question 2.17. Do there exist totally real octic fields with odd discriminant K,L,
and an isometry (O0K , trK/Q)
∼= (O0L, trL/Q) which can not be lifted to an isometry
(OK , trK/Q) ∼= (OL, trL/Q)?
3 Casimir Invariants
In this section we recall the definition of Casimir invariants and state some of the useful
facts about them. For a detailed treatment see [13].
Let V be a finite dimensional vector space over a field F and let V ∗ := HomF (V, F )
be its dual. Let Γ : V → V ∗ be an isomorphism, for instance the one induced by a
nondegenerate bilinear form B : V × V → F . Now let R be an F -algebra and let
φ,ψ ∈ HomF (V,R). The map
V ∗ × V → R, (f, v) 7→ (ψ ◦ Γ−1)(f) · φ(v)
is bilinear and F -balanced (as R is an F -algebra), hence it lifts to a morphism V ∗⊗FV →
R. Identifying V ∗ ⊗F V with EndF (V ) we obtain a linear map
ρΓ,ψ,φ : EndF (V )→ R.
Definition 3.1. Let ψ, φ ∈ HomF (V,R). The Γ-Casimir element of ψ and φ is the
element cΓ(ψ, φ) ∈ R given by the image under ρΓ,ψ,φ of the identity morphism;
cΓ(ψ, φ) := ρΓ,ψ,φ(1).
15
Definition 3.2. Let F be a field, V be a finite dimension F -space, Γ : V → V ∗ be an
isomorphism and R be an F -algebra. The Casimir pairing associated to Γ is the map
〈·, ·〉Γ : HomF (V,R)×HomF (V,R)→ R, (ψ, φ) 7→ cΓ(ψ, φ).
Whenever the isomorphism Γ is induced by a nondegenerate bilinear form B we
denote by 〈·, ·〉B the Casimir pairing associated to Γ.
If K/F is a finite separable field extension the trace pairing
trK/F : K ×K → F ; (x, y) 7→ TrK/F (xy)
is a nondegenerate bilinear form. For any F -algebra R we denote by 〈·, ·〉trK/F the
Casimir pairing on HomF (K,R) associated to the trace pairing trK/F .
Theorem 3.3. [13, Corollary 2.9] Let F be a field and let K/F and L/F be separable
field extensions of the same degree n. Suppose that Ω/F is field extension containing a
Galois closure of KL/F . Let φ : K → L be an F -linear map. Then the following are
equivalent
(i) The map φ is an isometry between (K, trK/F ) and (L, trL/F ).
(ii) The map Φ, composition by φ, is an isometry between the spaces HomF (L,Ω) and
HomF (K,Ω) endowed with their Casimir pairings 〈·, ·〉trL/F and 〈·, ·〉trK/F
(iii) The matrix U = (cij) is orthogonal, where cij := 〈σi, τjφ〉trK/F , and {σi}, {τi} are
the sets of F -embeddings of K and L into Ω.
4 A proof via Bhargava’s parametrization of quartic rings
The aim of this section is to prove [9, Conjecture 2.10] using Bhargava’s parametrization
of quartic rings. Even though the veracity of the conjecture follows from Theorem
2.12 we add the proof coming from Bhargava’s parametrization since it generalizes
the ideas involved in the proof of cubic fields, thus showing the close relation existing
between parametrization of rings and trace-zero forms on them. A similar, although
quite more simple, argument can be carried on for quadratic fields given that there is
also a parametrization in degree 2. For the convenience of the reader we recall here the
statement of the conjecture
Conjecture. [9, Conjecture 2.10] Let K be a totally real quartic number field with fun-
damental discriminant. If L is a tamely ramified number field such that an isomorphism
of quadratic modules
(O0K ,TrK/Q)
∼= (O0L,TrL/Q)
exists, then K ∼= L.
Thanks to Lemma 2.4 we may assume in the conjecture that K and L have square
free discriminant.
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4.1 Parametrization of quartic rings
Let (Z2 ⊗ Sym2Z3)∗ denote the set of pairs (A,B) of integral ternary quadratic forms.
We can write a pair (A,B) ∈ (Z2 ⊗ Sym2Z3)∗ as
2 · (A,B) =
Ö

2a11 a12 a13
a12 2a22 a23
a13 a23 2a33

 ,


2b11 b12 b13
b12 2b22 b23
b13 b23 2b33


è
where aij , bij ∈ Z. The group GL2(Z) × SL3(Z) acts naturally on (Z
2 ⊗ Sym2Z3)∗.
Namely, if g = (g2, g3) ∈ GL2(Z)× SL3(Z) with g2 =
Ç
r s
t u
å
, then g acts on (A,B) by
g · (A,B) =
Ä
r · g3Ag
t
3 + s · g3Bg
t
3, t · g3Ag
t
3 + u · g3Bg
t
3
ä
(1)
This action has a fundamental invariant called the discriminant and is given by
Disc((A,B)) = Disc(f(A,B)(x, y)) = b
2c2 − 27a2d2 + 18abcd − 4ac3 − 4b3d
where f(A,B)(x, y) = 4 ·det(Ax−By) = ax
3+ bx2y+ cxy2+dy3 is the cubic resolvent
form of (A,B), a covariant for the action of GL2(Z).
In [3] Bhargava proved that we can parametrize quartic rings using integral ternary
quadratic forms, its main result is the following.
Theorem 4.1. There is a bijection between the set of GL2(Z) × SL3(Z)-orbits on the
space (Z2 ⊗ Sym2Z3)∗ and isomorphism classes of pairs (Q,R), where Q is a quartic
ring and R is a cubic resolvent of Q. Moreover, this correspondence is discriminant
preserving Disc((A,B)) = Disc(Q) = Disc(R).
A cubic resolvent of a quartic ring Q is a cubic ring R equipped with a certain
quadratic resolvent mapping Q → R, whose precise definition can be found in [3].
When Q is the maximal order in a S4-field K, then R is the maximal order in the usual
cubic resolvent field of K, and it is the cubic ring corresponding to f(A,B) by the Delone-
Faddeev-Gross parametrization of cubic rings. Let us denote the correspondence given
by Theorem 4.1 as
Ψ : Cl((Z2 ⊗ Sym2Z3)∗) −→ K4.
The space (Z2⊗Sym2Z3)∗ has a unique SL3-covariant of degree 4. Namely, let (A,B) ∈
(Z2⊗Sym2Z3)∗ and suppose Q is a quartic ring corresponding to (A,B) by Ψ, then the
covariant denoted Q(A,B) is the integral ternary quadratic form obtained by restricting
the trace form 14 tr(x
2) to {x ∈ Z+4Q : tr(x) = 0}. For example, if Q(A,B) = OK is the
maximal order in a quartic field K, then Q(A,B) corresponds to the isometry class of
the quadratic Z-module (O⊥K ,
1
4trK/Q). The explicit computation of Q(A,B) in terms
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of the coefficients of (A,B) is in the appendix to Chapter 5 of [4].
Thus if (Sym2Z3)∗ denotes the set of integral ternary quadratic forms and Cl((Sym2Z3)∗)
its orbits by the action of SL3(Z), this gives us a map
Q : Cl((Z2 ⊗ Sym2Z3)∗) −→ Cl((Sym2Z3)∗)
And by Corollary 2.11, the proof of [9, Conjecture 2.10] amounts to proving that Q is
injective when restricted to the orbits of pairs (A,B) coming from totally real quartic
fields with square free discriminant.
4.2 Parametrization of order two ideals in cubic rings
There is another arithmetic object that is parametrized by pairs of ternary quadratic
forms. Let Z2⊗ Sym2Z3 be the set of pairs (A,B) of symmetric 3× 3 integer matrices.
Again the group GL2(Z)×SL3(Z) acts naturally on this set as described in the equation
(1), the only difference is that in the space Z2 ⊗ Sym2Z3 the cubic resolvent form is
now
F(A,B) = det(Ax−By)
(without the 4 factor) and the discriminant is defined as Disc((A,B)) = Disc(F(A,B)).
The following theorem, obtained by Bhargava in [2] imposing symmetry on a more
general result about 3×3×2 boxes of integers (a higher dimensional analog of Bhargava’s
cubes), shows how the orbits in this space parametrize order two ideals in cubic rings.
Theorem 4.2. There is a bijection between the set of nondegenerate GL2(Z)×SL3(Z)-
orbits on the space Z2 ⊗ Sym2Z3 and the set of equivalence classes of triples (R, I, δ),
where R is a nondegenerate cubic ring, I is an ideal of R, and δ is an invertible element
of R⊗Q such that I2 ⊂ (δ) and N(δ) = N(I)2. (Here two triples (R, I, δ) and (R′, I ′, δ′)
are equivalent if there exists an isomorphism φ : R → R′ and an element κ ∈ R′ ⊗ Q
such that I ′ = κφ(I) and δ′ = κ2φ(δ)). Under this bijection, Disc((A,B)) = Disc(R).
The ring R associated to the pair (A,B) is the one corresponding by the Delone-
Faddeev-Gross parametrization of cubic rings to F(A,B). Let us denote the correspon-
dence from Theorem 4.2 as
Φ : Cl(Z2 ⊗ Sym2Z3) −→ R
Now there is also a natural map
T : R −→ Cl((Sym2Z3)∗)
taking the equivalence class of (R, I, δ) to equivalent class of the integral quadratic form
obtained by restricting of the trace form tr(x2/δ) to I. It is easy to check that T is
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discriminant preserving, i.e., Disc(R) = Disc
(
I, tr(x2/δ)
)
.
Finally, notice that there is a natural map connecting the two previous theorems,
the map
Cl((Z2 ⊗ Sym2Z3)∗)→ Cl(Z2 ⊗ Sym2Z3)
taking the orbit of (A,B) ∈ (Z2 ⊗ Sym2Z3)∗ to the orbit of (2A, 2B) ∈ Z2 ⊗ Sym2Z3.
4.3 Proof of the Conjecture
All these maps fit together in the following diagram:
K4 Cl((Z2 ⊗ Sym2Z3)∗)
Cl(Z2 ⊗ Sym2Z3)
R Cl((Sym2Z3)∗)
Ψ−1
Φ
Q
T
and a direct computation shows
Lemma 4.3. The above diagram is commutative.
It follows that in order to prove [9, Conjecture 2.10] all we have to do is prove that
T is injective when restricted to the equivalence classes of triples coming from totally
real quartic fields of some fixed square free discriminant, say d. Denote this subset of
R as R(d), then the conjecture follows from.
Theorem 4.4. Let (R, I, δ), (S, J, ǫ) be triples representing classes in R(d). If an
isomorphism of quadratic modulesÄ
I, tr(x2/δ)
ä
∼=
Ä
J, tr(x2/ǫ)
ä
exists. Then, (R, I, δ) and (S, J, ǫ) are equivalent.
It is convenient to identify some properties of the elements inR(d), before we give the
proof. Start with a pair of integral ternary quadratic forms (A,B) ∈ (Z2 ⊗ Sym2Z3)∗
corresponding under Ψ to the maximal order Q in a totally real quartic field K of
discriminant d, and let (R, I, δ) be a triple corresponding under Φ with (2A, 2B). Then,
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• The maximal order O in the cubic resolvent field of K is the cubic ring correspond-
ing to f(A,B), thus R will be the cubic ring corresponding to F(2A,2B) = 2f(A,B).
This means that if {1, ω, θ} is a normalized Z-basis of O, then R = 〈1, 2ω, 2θ〉. In
particular, R is an order of conductor c = 2O in the cubic resolvent field of K.
Note that given x ∈ R, then x ∈ 2O ⇐⇒ tr(x) ≡ 0 mod 2.
• Since Q is totally real, the pair (A,B) possesses 4 zeros in P2(R) and so does
(2A, 2B), which means that δ is totally positive (see [1, Lemma 21]).
• There is a κ ∈ R ⊗ Q, such that κI is an integral ideal in R ideal prime to
the conductor c = 2O. To prove this, take a Z-basis {1, γ1, γ2, γ3} of Q and let
ti := tr(γi). Then {4γi − ti} is a basis of Q
⊥ and if (Qij) is the Gram matrix of
1
4 tr(x
2) in this basis, then
Qii ≡ ti mod 4.
Since d is square free, then (4, t1, t2, t3) = tr(Q) = Z (see (Corollary 2.3). Thus
at least one of Qii must be odd, say Q11
Next, according to Lemma 4.3, (Qij) is the Gram matrix of tr(x
2/δ) in some
basis {α1, α2, α3} of I and so κ := α1/δ is the constant we are looking for. This
is because if
α21
δ
= f + b(2ω) + a(2θ),
then 1 ≡ Q11 = 3f ≡ f mod 2, so κI ⊂ δ
−1I2 ⊂ R is an integral ideal such that
1 =
α21
δ
+
Ç
1−
α21
δ
å
with
α2
1
δ ∈ κI and 1 −
α2
1
δ ∈ c = 2O. We have proved that (R, I, δ) is equivalent
to a triple (R, I ′, δ′) where I ′ is an integral ideal prime to the conductor. This
implies, by the same proof given for maximal orders, that if we fix any ideal a in
R prime to the conductor, then (R, I, δ) is equivalent to a triple (R, I ′′, δ′′) where
I ′′ is integral prime to the conductor and prime to a.
Proof of Theorem 4.4. Let K := R ⊗ Q and L := S ⊗ Q. Choose I and J to be prime
the conductor of R and S, respectively, and to d. The isometry can be extended to a
rational isometry
φ :
Ä
K, tr(x2/δ)
ä ∼
−→
Ä
L, tr(x2/ǫ)
ä
Let σ : K →֒ R and τ : L →֒ R be embeddings (recall that K and L are totally real).
We claim that c := 〈τ, σφ〉trK/Q
√
σ(δ)
τ(ǫ) , see §3, is an algebraic integer. Similarly to [13,
Remark 4.4], we see that it is enough to prove it when σ and τ are the inclusions x 7→ x.
The strategy is the same as in [13, Proposition 4.1]. We prove that
c2 ⊗ 1 ∈ OKL ⊗ Zp
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for all p. This is already clear when p ∤ 2d, and the case p | d is a straightforward
adaptation of the proof of [13, Proposition 4.1], since in this case I ⊗ Zp = R ⊗ Zp =
OK ⊗ Zp. It remains to prove this when p = 2. Since δ,ǫ and d are coprime to 2, it
would be enough to show that φ ⊗ 1 maps OK ⊗ Z2 into OL ⊗ Z2: Let ω ∈ OK , then
2ω ∈ R, and so φ(2ω) ∈ S, moreover,
tr
Ç
φ(2ω)2
ǫ
å
= tr
Ç
(2ω)2
δ
å
≡ 0 mod 2Z2
and thus φ(2ω)⊗ 1 ≡ 0 mod 2(OL ⊗ Z2), i.e., φ(ω)⊗ 1 ∈ OL ⊗ Z2.
Now we have two cases:
• If K 6∼= L, by [13, Corollary 3.3], K and L are linearly disjoint, and if {σ1, σ2, σ3}
and {τ1, τ2, τ3} are the embeddings of K and L, respectively, with σ1 and τ1
the inclusions x 7→ x; then for each 1 ≤ i, j ≤ 3 exists a unique embedding
θij : KL →֒ R extending both σi and τj. Let cij := 〈σi, τjφ〉trK/Q
…
σi(δ)
τj(ǫ)
∈ R, since
φ is an isometry one check easily that
U = (cij)
must be orthogonal. But θij(c
2
11) = c
2
ij ≤ 1, so c
2
11 is a positive real algebraic inte-
ger all whose conjugates are bounded by 1 and thus c211 ∈ {0, 1}, this contradicts
that U is orthogonal.
• If K ∼= L, then OK ∼= OL. So the integral ternary quadratic forms defining the
quartic rings form which (R, I, δ) and (s, J, ǫ) come from have equivalent cubic
resolvent forms f , hence the corresponding cubic forms F = 2f are equivalent and
thus R ∼= S. By changing S, J and ǫ by their images in R under this isomorphism
if necessary, we may assume R = S.
Let cij := 〈σi, σjφ〉trK/Q
…
σi(δ)
σj(ǫ)
∈ R , as before we have that U = (cij) is orthogonal
and c2ij ≤ 1 for all i, j. Now let K˜ be the Galois closure of K, for every σ ∈
Gal(K˜/Q) and i, j we have that
σ(c2ij) = c
2
i′j′ ≤ 1
for some i′, j′, thus here again we find c2ij ∈ {0, 1}, moreover, since U is orthogonal
exactly one of the c2ij is 1 on each column and row of U and from the relation
σiφ =
∑
j
〈σj, σiφ〉trK/Qσi
follows that c2ij = δij (Kronecker delta). In particular, if κ = 〈σ1, σ1φ〉trK/Q ∈ K
1 = c211 = κ
2 δ
ǫ
21
hence ǫ = κ2δ and, as φ(x) = κx, J = κI. Therefore, the triples (R, I, δ) and
(R, J, ǫ) are equivalent.
References
[1] M. Bhargava, I. Varma, et al, On the mean number of 2-torsion elements in the
class groups, narrow class groups, and ideal groups of cubic orders and fields, Duke
Mathematical Journal, 164 (10) (2015), 1911–1933.
[2] M. Bhargava, Higher composition laws II: On cubic analogues of Gauss composi-
tion, Annals of Mathematics, 159 (2004), 865-886.
[3] M. Bhargava, Higher composition laws III: The parametrization of quartic rings,
Annals of Mathematics, 159 (2004), 1329–1360.
[4] M. Bhargava, Higher composition laws, Ph.D thesis, Princeton Univ., (2001).
[5] M. Bhargava, P. Harron The equidistribution of lattice shapes of rings of integers in
cubic, quartic, and quintic number fields Compositio Mathematica, 152(6) (2016),
1111-1120.
[6] R. Harron, The shapes of pure cubic fields Proceedings of the American Mathe-
matical Society, 145(2) (2017), 509-524.
[7] R. Harron, Equidistribution of shapes of complex cubic fields of fixed quadratic
resolvent arXiv preprint arXiv:1907.07209 (2019).
[8] J. Jones, D. Roberts, A data base of number fields. LMS Journal of Computation
and Mathematics. 17, 1 (2014), 595-618.
[9] G. Mantilla-Soler, On number fields with equivalent integral trace forms., Interna-
tional Journal of Number Theory, 8-7 (2012), 1569-1580.
[10] G. Mantilla-Soler, Integral trace forms associated to cubic extensions., Algebra
Number theory, 4-6(2010), 681-699.
[11] G. Mantilla-Soler, M. Monsurro` The Shape of Z/ℓZ-number fields, With M. Mon-
surro`. Ramanujan Journal (2016) Vol 39, 3, 451-463.
[12] D. Maurer, The Trace-Form of an algebraic number field., Journal of Number
Theory, 5 (1973), 379-384.
[13] C. Rivera-Guaca, G. Mantilla-Soler, An introduction to Casimir pairings and some
arithmetic applications. arXiv preprint arXiv: 1812.03133v3 (2019).
22
Carlos Rivera-Guaca, Department of Mathematics, Universidad Nacional de Colombia, Bogota´, Colom-
bia (caariveragu@unal.edu.co)
Guillermo Mantilla-Soler, Department of Mathematics, Universidad Konrad Lorenz, Bogota´, Colombia
(gmantelia@gmail.com)
23
