In the conventional factor-augmented vector autoregression (FAVAR), the extracted factors cannot be used in structural analysis because the factors do not retain a clear economic interpretation. This paper proposes a new method to identify macroeconomic factors, which is associated with better economic interpretations. Using an empirical-based search algorithm we select variables that are individually caused by a single factor. These variables are then used to impose restrictions on the factor loading matrix and we obtain an economic interpretation for each factor. We apply our method to time series data in the United States and further conduct a monetary policy analysis. Our method yields stronger responses of price variables and muted responses of output variables than what the literature has found.
Introduction
For over thirty years, the vector autoregression (VAR) has served as a useful tool for central bankers to conduct monetary policy simulations. In a typical monetary VAR, a few variables are chosen to approximate the overall dynamics of the economy. More recently, Bernanke et al. (2005) proposed a "factor-augmented" vector autoregression (FAVAR) that replaces individual variables with unobserved macroeconomic factors extracted from a large dataset. The VARs are run using the extracted factors instead of variables and the impulse responses are obtained through the estimated responses of the factors.
The FAVAR has the advantage of generating responses for many variables without running out of degrees of freedom, but the factors themselves do not retain a clear economic interpretation. This is because there are infinite sets of "rotated" factors spanning the exact same space of macroeconomic variables, making it difficult to interpret (Stock and Watson, 2005) .
This problem limits FAVAR's use in structural economic analysis.
In this paper, we propose a new method that uses graph-theoretic causal search approach to give factors some meaningful economic interpretations. The implementation of our search algorithm takes several steps. First, we filter time series data using estimated principal components and remove non-contemporaneous causal relationships of variables. Second, we search for a set of "pure variables" that are individually caused by a single factor. Through repeated sampling, we calculate the percentage of inclusion, a measure that allows us to choose pure variables within a given category of macroeconomic variables (e.g., output, price). The variable with the highest percentage of inclusion within a given category is chosen as the pure variable for that category. These pure variables are then used to identify factors following Bai and Ng (2013).
In the second half of the paper, we apply our search algorithm to a large panel of macroeconomic data in the United States. A monetary FAVAR is estimated and impulse responses of the factors and selected variables to a monetary policy shock are computed. First, we confirm that the impulse responses of factors are in conformity with theoretical predictions.
Next, we compare the responses of selected variables with those obtained using Bernanke et al. (2005) 's two-step principal component approach, which is commonly used in the literature. 3 Our FAVAR methods yield different impulse responses in selected variables from those of Bernanke et al. (2005) , which we argue is more reasonable based on conventional wisdom. Our results are robust to alternative specifications, such as using a smaller number of factors for the filtering process, a shorter sample period, and fewer variables.
There have been many studies that try to give economic interpretations to estimated factors. One approach is to study the direct association between variables and corresponding factors through either factor loadings or pairwise correlation. 4 Another approach is to "rotate" the estimated principal components under certain conditions, so that they can be interpreted economically; see Lawley and Maxwell (1971) for a detailed discussion. Recently, Bai and Ng (2013) showed that when certain restrictions are imposed on either factors or factor loadings, it will make the estimated factors insensitive to further rotations and have economic interpretation as well. But it is not easy to justify these restrictions a priori without relying on the researcher's judgment. The search algorithm developed in this paper makes Bai and Ng (2013)'s proposed method empirically operational. Our paper is close in spirit to Swanson and Granger (1997) and Demiralp and Hoover (2003) , who applied similar graph-theoretic causal search algorithm to identify the monetary policy shock in a small-scale VAR.
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Another contribution of our paper is to incorporate the economically interpretable factors to the otherwise standard factor-augmented regression analysis. Existing studies have shown that macroeconomic variables in the US can be represented by a few structural factors. 6 There are several methods in the literature on how to find the number of structural factors, but many of them avoid direct interpretations of factors. 7 In this paper, we provide a rigorous way of imposing identifying loading restrictions such that the identified macroeconomic factors have better economic interpretations.
The paper is organized as follows. Section 2 presents our method to identify factors with meaningful structural interpretations. Section 3 provides an empirical application using monetary FAVAR. Section 4 concludes.
Identifying Factors with Meaningful Structural Interpretation

Motivation
We start by laying out the basic econometric framework and provide motivation for our proposed method. The factor model for the i th observable X i is represented as
5 For other related works that apply graph-theoretic causal search algorithm in the VAR, see Bessler and Lee (2002) , Demiralp and Hoover (2003) , Demiralp et al. (2008) , Demiralp et al. (2009) , Demiralp et al. (2014) , Hoover (2005) , Moneta (2008) , Moneta and Spirtes (2006), and Phiromswad (2014) . 6 For example, see Bai and Ng (2007) , Forni et al. (2000 Forni et al. ( , 2009 , Forni and Gambetti (2010) , Giannone et al. (2005 Giannone et al. ( , 2006 , and Hallin and Liska (2007) . 7 One important exception is Belviso and Milani (2006) who identify factors by categorizing observed variables based on conventional wisdom (e.g., real activity, inflation, financial market) and extracting one latent factor from each category to be further used in monetary FAVAR analysis. For other related work that aims to identify different aspects of factors, see Boivin et al. (2009 ), Bork et al. (2010 , and Reis and Watson (2010) .
where F t is a set of unobserved macroeconomic factors at period t, ! is a factor loadings that relate unobserved factors with the observed variable i, and !" is an idiosyncratic error term. In the factor-augmented vector autoregression (FAVAR) literature, it is further assumed that factors have the following autoregressive structure:
,
where B(L) is a conformable lag polynomial of order P and ! is a vector of reduced form shocks. Equation (2) can be regarded as a "reduced form" representation of the economy that takes the following form:
where !!! is the P th lag of ! and ! … ! are matrices of structural parameters. ! is a vector of structural shocks assumed to be uncorrelated with each other.
One challenge of estimating FAVAR is that factor and factor loadings are not separately identifiable, unless restrictions are applied. Bernanke et al. (2005) first apply the standard normalization restriction that sets the covariance matrix of the factors to be an identity matrix and then estimate a set of factors using the principal component analysis (PCA). These factors span the entire space of the variables in the model. However, there also exist infinite sets of "rotated" factors ! = !! ! that span the exact same space as the estimated set of factors ! for a given nonsingular rotating matrix H. In other words, the estimated factors cannot retain clear economic interpretation. To overcome the problem of rotational indeterminacy, further restrictions must be applied on either the factors or the factor loadings.
Bai and Ng (2013) study conditions in which the estimated factors can avoid further rotational indeterminacy, i.e. H can be approximated to an identity matrix. In this paper, we adopt one type of restrictions in their paper, which the authors name as PC3. The factor loadings
where Λ is the N-by-K matrix of factor loadings, I K is the K-by-K identity matrix and Λ 2 is the (N -K)-by-K matrix. 8 To obtain the estimate of the factor loadings Λ, we first obtain the estimate Λ using PCA, and then calculate
where Λ ! represents the first K-by-K block of Λ. In accordance with this, we further rotate the principal component estimate of the factor as
so that = Λ′. Bai and Ng (2013) prove in their appendix that under certain regularity assumptions, the newly defined rotating matrix ! ≡ Λ ! ′ that relates and the unobserved macroeconomic factors F converges in probability to I K . Equation (4) requires each of the K factors be accompanied by at least one variable that is exclusively caused by this factor. We call these variables "pure variables". In practice, finding pure variables is not a straightforward task. Unlike in a model analysis where "output", "price", and "interest rate" all have a distinct economic interpretation, data series such as industrial production or consumer price index do not perfectly represent one concept. In addition, there may be many candidates within a given category. For example, choosing one representative "price" variable from many available candidates (e.g., Consumer price index: All items, Consumer price index: All items excluding food, Personal consumption expenditure price index)
could be fairly difficult to justify. We propose a method that applies a search algorithm in 8 The definition of factor loading here follows the notation of Bai and Ng (2013) , which contains the time dimension through redefining the factors and observed data in matrix form instead of vector. For more details, see the original paper.
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determining pure variables that is required in Bai and Ng (2013)'s PC3 method. Our method thus complements their method by making the factor identification empirically operational.
Overview of search algorithm
To identify pure variables, we use a graph-theoretic causal search algorithm.
9 First, we introduce some important terminologies. A detailed explanation of the algorithm can be found in Appendix A.
A causal graph represents a structural model with multiple equations. in which edges are directed from factors to variables but not from one variable to another. To illustrate this, suppose that a factor model as in Equation (1) has a specific causal structure as shown in Figure 1 Panel A. 10 The model has three unobserved factors (K = 3) and five observed variables (N = 5). The interpretation of the figure is that X 1 is caused by F 1 , X 2 is caused by F 1 and F 2 , X 3 is caused by F 2 , and X 4 and X 5 are caused by F 3 . F 1 is called a common cause of X 1 and X 2 , F 2 is a common cause of X 2 and X 3 , and F 3 is a common cause of X 4 and X 5 . In this case, the factor loadings matrix is given as,
Detailed discussion of the graph-theoretic causal search methodologies can be found in Spirtes et al. (2000) and Pearl (2000) . 10 For simplicity, we assume that there is no dynamic structure as in Equation (3) and (4).
where the zero elements mean that there are no edges drawn between the corresponding factors and variables.
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The purpose of the causal search is to find the mapping between the causal graph and the probabilistic distribution of the data generating process. For our proposed method, the mapping is between the causal graph and conditional independence conditions. A set of conditional independence conditions is a collection of all conditional (i.e. conditioning on one or more variables) and unconditional (i.e. conditioning on an empty set) independencies among all variables. We use the mapping method based on Pearl (1988)'s d-separation theorem, which is standard in the literature.
12 Appendix A states the theorem in its entirety. The theorem is used to infer conditional independence conditions in a system of linear structural equations. It also implies the following (1) Two variables are dependent unconditionally if there is a directed path either from X A to X B or from X B to X A .
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(2) When two variables share at least one common cause, they are dependent unconditionally.
(3) If both (1) and (2) above does not hold, X A and X B are independent unconditionally.
11 In order to apply the identification scheme proposed by Bai and Ng (2013), we need to know which variables can be considered as "pure variables". If variables are reordered as X 1 , X 3 , X 4 , X 2 , and X 5 , the factor loadings matrix would take the form consistent with the restrictions in equation (4). What is needed is the knowledge that X 1 , X 3 and X 4 are pure variables. This is the purpose of our proposed search algorithm. 12 Originally, Pearl (1988) studied only recursive structural equations. Spirtes (1995) and Koster (1996) independently illustrated that Pearl's d-separation theorem can also be extended to non-recursive structural equations. 13 We assume the faithfulness assumption (Spirtes et al. 2000 p. 31 ) throughout the paper, which is a common assumption in the graph-theoretic causal search methodologies. A causal graph satisfies the faithfulness assumption if all conditional independence conditions entailed in the data generating process is consistent with those obtained from Pearl's d-separation theorem. However, it is important to note that there are examples where the faithfulness assumption is violated (see Sprites et al. 2000 p. 41; Pearl 2009 p. 62-63; Hoover 2001 p. 45-49, 151-153, 168-169) .
According to (2), X 2 and X 3 in Figure 1 Panel A are dependent unconditionally because they share the same common cause. Likewise X 1 and X 2 are dependent unconditionally as F 1 is their common cause. However, X 1 and X 4 are independent unconditionally because neither (1) nor (2) applies.
With this in mind, a search procedure is constructed to search for all causal graphs that are consistent with the conditional independence conditions that are present in the data. It is possible that there is more than one causal graph representing the same conditional independence conditions (see observational equivalence theorem in Sprites et al., 2000 ch. 4) . Figure 1 Panel B illustrates two causal graphs with the same conditional independence conditions among the observed variables (X 1 to X 5 ). Both graphs share the same conditional independence conditions in that, X 1 , X 2 , and X 3 are uncorrelated with X 4 and X 5 . Some features (e.g., absence of an edge between two variables) are common to causal graphs. To find these features, we apply our identification method detailed next.
Implementation
Our proposed method utilizes the conditional correlation conditions estimated from data to identify which variable is exclusively generated by a single unobserved factor. 14 The method can be divided into three steps, i.e. (1) filtering variables, (2) finding the candidate for a pure variable (within a given category of variables), and (3) listing the pure variable through repeated sampling method. We summarize these steps in Table 1 and discuss them below.
Filtering Variables
The aim of filtering (steps 1a-c in the Table 1) is to eliminate the non-contemporaneous correlations that are caused by the dynamic structure of the model. Imagine two variables X 1 and 14 We assume that the data generating process is linear which makes the tests of conditional correlation equivalent to the test of conditional independence.
X 2 that are not jointly caused by any single unobservable factor. These two variables should be contemporaneously uncorrelated with each other. However, these two variables could still become correlated over time through the dynamic structure in Equation (1) and (2). To see this more clearly, rewrite Equation (3) as follows:
Substitute this into Equation (1) yields
! for p = 1 to P. In Equation (6), the right hand side illustrates the dynamic structure of the system. Two variables X 1 and X 2 could be correlated with each other due to the past shocks that travel through time, even if they do not share the same unobserved factor contemporaneously (i.e. when ! ′ ! !! is an identity matrix but A 1 to A P are not). Therefore without the filtering process, the proposed causal search algorithm will not detect any information about the causal structure.
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In order to overcome this problem, we use factor-augmented regression (see Bai and Ng, 2006 and references therein). Since F t-1 to F t-P are unobserved, we instead estimate !!! to !!! (by estimating ! through PCA and lag it) which would span the spaces of F t-1 to F t-P .
Then, we regress !" on P lags of ! and obtain the filtered variables !" ≡ !" − !" . The filtered variable can also be written as follows:
15 If all variables are correlated over time but not through the same factors, and we do not apply the filtering, none of the pure variables can be identified since no edges will be removed in step 2b. By including multiple factors (e.g., selected based on some information criterion) with reasonable lag length (e.g., one year for monthly data) in the filtering process, we make sure that the non-contemporaneous correlations are eliminated. 
Finding the Candidate for a Pure Variable
Step 2a-d in Table 1 applies the search algorithm to find the candidate for a pure variable.
The following proposition is important to understand how our proposed search algorithm identifies pure variables.
Proposition: Let X 1 and X 2 be two distinct variables that are generated by Equation (1) to (4). If two filtered variables ! and ! are uncorrelated, then X 1 and X 2 do not share the same unobserved factor contemporaneously.
The proof of the proposition is presented in Appendix B. Here, we provide the intuition of this proposition. For simplicity, let A 0 be an identity matrix. Then, Equation (8) can be written as
. Notice the similarity between this equation and Equation (1). Let ! and ! 16 Stock and Watson (2002) prove the consistency of the estimated parameters in a factor-augmented regression. We test conditional correlations by partitioned regression (a residual-based approach), which is equivalent to testing conditional correlations of the observed variables when lagged factors (estimated from PCA) are always included in the conditioning sets. Therefore, the result of Stock and Watson (2002) applies in our context as well. 17 We note that the number of factors used to filter the variables does not have to exactly match the number of factors employed in identifying the factors. This is because the purpose the filtering process is to remove dynamic dependencies among variables rather than performing structural analysis. We will return to this point in the later empirical analysis.
be two distinct filtered variables associated with X 1 and X 2 . If ! and ! are uncorrelated (contemporaneously) with each other, then X 1 and X 2 do not share the same unobserved factor (since ! ′ encodes the exact structural coefficients as well as zero restrictions used to generate ).
To see how we use steps 2a-d to search for pure variables, assume that Figure 1 Panel A is the data generating process. If we have access to the data generating process, we know that X 1 is a pure variable for F 1 , X 3 is a pure variable for F 2 , and X 4 and X 5 are pure variable for F 3 . On the other hand, X 2 is not a pure variable as it is caused by more than one factor.
We begin in step 2a by allowing all variables to be connected with all other variables by undirected edges. This is equivalent to starting from the most general specification in which all variables are allowed to be caused by all other variables. With five observables, we begin the search with ten undirected edges shown in Then, each edge is examined to determine whether the associated variables share any common factors or not. We examine all edges based on the elimination step of the PC algorithm as in Spirtes et al. (2000) , which works efficiently for large datasets like ours. 18 The elimination step of the PC algorithm determines whether two variables are uncorrelated in any of the conditioning sets. When this happens (e.g., when two variables are uncorrelated unconditionally), it signifies that the two variables do not share any common cause (see the above proposition). We also remove an edge between the two variables. For testing conditional correlations, p-values are computed using Fisher's z-statistic. 19 We keep those edges that the method fails to remove under a pre-specified significance level (e.g., 0.05). 18 The abbreviation "PC" stands for Peter and Clark, the first names of Spirtes and Glymour who invented this search algorithm. 19 See Demiralp and Hoover (2003) footnote 8 for more discussion.
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For the data generating process in Figure 1 Panel A, we observe that variables X 2 and X 3 are caused by the same unobservable factor F 2 . This will necessarily make both ! and ! correlated with each other (for all sets of conditioning variables) through the common factor. 20 Consequently the edge between the two variables will be kept. Now, add another variable X 4 that is caused by a different factor F 3 . In this case, variables ! and ! would be uncorrelated with each other and hence the edge between the two variables will be eliminated.
For ten edges between five observables shown in Figure 2 panel A, seven edges can be removed.
We illustrate this in Figure 2 panel B.
After the elimination step, variables are further grouped into "clusters" that are connected through edges. Figure 2 panel C shows that there are in total three clusters that can be formed (group 1: X 1 and X 2 , group 2: X 2 and X 3 , group 3: X 4 and X 5 ). Variables belonging to the same cluster are treated as sharing the same factors. We note that a variable that belongs to multiple clusters must be caused by more than one factor, thus it cannot be a pure variable. We drop these variables from the pool of candidates for pure variables. Figure 2 panel D shows the final result in which variable X 2 is excluded because it belongs to two clusters. Thus, we end up with X 1 as a pure variable for a factor, X 3 as another pure variable for another factor, and X 4 and X 5 as a set of pure variables for another factor. This is consistent with the data generating process in ( 2000), which allow more than one variable to enter the conditioning set. 21 This makes the elimination process more robust.
Listing the Pure Variable Through Repeated Sampling Method
The purpose of the last step 3a-d is to identify pure variables with the highest degree of reliability. We apply the bootstrapping procedure proposed by Demiralp et al. (2008) . Each bootstrap sample consists of randomly selected time series observations (with replacement) of the filtered variables ! . Due to the randomness in our sample, the search algorithm could pick different variables as pure variables in a given bootstrap sample. The variables that are repeatedly chosen (i.e. with a high percentage of inclusion) are good candidates for pure variables, as a slight variation of the sample does not affect the conclusion from the search algorithm. But it is still possible that some of the pure variables might share a single common factor. When multiple candidates for pure variables exist, we choose the variable with the highest percentage of inclusion.
The last step is to use the selected pure variables as additional restrictions in equation (4) to identify the factor associated with the pure variable. Since this identification method avoids 21 In principle, there are many ways we can do step 2b. Treating Equations (1) to (4) as the exact data generating process, we can conduct step 2b based on testing just the unconditional correlations among the filtered variables. However, we choose to adopt the PC algorithm of Spirtes et al. (2000), which consider testing conditional correlations as well. We believe this is more appropriate because i) it would encompass testing unconditional correlations alone, and ii) it allows for more parsimonious causal structure. For example, if the observed variables are also generated by other observed variables (i.e. not just the unobserved factors), then testing conditional correlations would be appropriate to eliminate an association among two variables. The PC algorithm is considered to be the most widely used graph-theoretic causal search algorithm (Demiralp and Hoover, 2003) .
further rotational indeterminacy ( ≈ ! ), the identified set of factors can be economically associated with the pure variable used in identification.
Cross-examining the Relevance of Pure Variables in Identifying Factors
It is important to note that our search algorithm does not guarantee that the variable with the highest percentage of inclusion is the variable exclusively caused by one macroeconomic factor. Consider a hypothetical example in which we add an i.i.d. random variable to the dataset which does not represent any meaningful macroeconomic factor. In a large sample, this variable should receive a percentage of inclusion of hundred percent based on our search algorithm, because it is not correlated with any of the variables in the dataset. To ensure that our search algorithm is selecting the relevant variable, we cross-examine the correlation coefficient between the selected pure variable and other (filtered) variables in the same macroeconomic category. If a pure variable does not correlate with any variables in the same category, it is also unlikely to share the same common factor with other variables. In this case, the variable will be discarded from our list of pure variables.
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One issue that may arise in empirical applications is that none of the variables within a given category is driven by a single factor but only jointly by multiple factors. In this case, all variables in a given category will have a zero percentage of inclusion and none of them can be used to identify factors. Therefore, it is important to include a large number of variables in each category so that the chance of finding a pure variable is maximized. In addition, it is useful to include disaggregated variables (e.g., IP: durable consumer goods within the output and income category) because disaggregated variables are less likely to be influenced by multiple factors compared with aggregated variables. This would further increase the chance of finding pure variables.
Empirical Analysis
We apply our search algorithm to a monetary policy analysis using FAVAR. We compare our results with those in Bernanke et al. (2005, hereafter BBE) .
Data
We 
Finding Pure Variables
The next step is to apply the search algorithm to the filtered variables. A total of 124 ×123/2 edges are initially drawn among the 124 variables. We keep those edges that the method fails to remove under the significance level of 0.05. 26 To ensure that our result is not sensitive to a particular sample, we apply the search algorithm onto 200 bootstrapped samples. For each sample, we record which edge is kept and which is eliminated. how often the edge between two variables is kept. We separate our results into four categories using four symbols: edges that are kept in more than 75% of the 200 samples (filled circles), between 25%-75% of the samples (unfilled circles), between 0% -25% (dot), and 0% (blank).
Many of the strong edges that are shown in filled circles tend to be drawn among variables that belong to a particular subcategory: for example, among the producer price index, three of the total of ten pairs of variables have edges not rejected in 75% of the samples (Panel B). This "block-diagonal" pattern is also observed in other categories that are not shown here.
27 Table 2 lists pure variables in three selected categories (output/income, price indexes, interest rates in levels), while the complete search result with 124 variables is delegated to appendix Next we check the relevance of pure variables in identifying factors. Column (iii) of Table 2 shows that pure variables are highly correlated with conventional aggregate variables in each category. For example, the correlation coefficient of IP: Durable consumer goods (the identified pure variable) and total industrial production index (a conventional measure of aggregate production) is 0.65, indicating that IP: Durable consumer goods is relevant in identifying the output factor. We also check whether pure variables correlate with the remaining variables in their respective category and results are shown in Column (iv) of Table 2 . We test the null hypothesis that the correlation coefficient is zero at the 5% significance level. If the hypothesis is rejected, we regard that as an evidence of correlation. We find that most of the variables are correlated with the pure variable in the same category, with only few exceptions. 
Monetary Policy Analysis
This subsection applies the search result to a monetary policy analysis using monetary FAVAR. To determine how many factors to identify, we rely on the criterion proposed by Hallin and Liska (2007 First, we impose identifying loading restrictions in Equation (4) in order to identify macroeconomic factors. The pure variables used in this process are the federal funds rate, PPI:
Finished goods, and IP: Durable consumer goods. Each variable is selected from the categories of interest rates: level, price indexes, and output and income, respectively. The federal funds rate is used as the pure variable instead of the 3-month Treasury bill rate that our algorithm selects. It is a common practice in the literature to treat the orthogonal innovation to the federal funds rate as the monetary policy shock. In a separate analysis not shown here, we confirm that using the interest rate factor identified through the 3-month Treasury bill rate does not alter our results.
For the other two variables, we simply choose the variable with the highest percentage of inclusion within the given category. In Appendix Table A .3, we show that the estimated factor is highly correlated with the variable used in identification.
Next, we examine how an orthogonal innovation to the federal funds rate affects the price and output factors identified using our method. Finally, we compare our results with those of BBE. As stated earlier in section 2, the main difference between the two approaches is that BBE focuses on the identification of space spanned by factors whereas ours aims to identify the individual factors that is associated with meaningful economic interpretation. Also when identifying the monetary policy shock, BBE remove the effects that the federal funds rate has on the extracted factors by pre-selecting a subset of variables that are "slow" in responding to the innovation in the federal funds rate, then run a regression to remove the effect of factors on the federal funds rate to assure that the innovation on the rate can be treated as an orthogonal shock. To facilitate comparison, we set the number of principal components extracted using BBE's method to two (K = 2), so that the total number of factors including the observed factor (=federal funds rate) becomes three, which is the same as our baseline specification. 30 Figure 5 shows the impulse responses of selected variables.
The top panels show the responses of three interest rate measures. Here, the responses look relatively similar for all the selected measures. The middle panels show the responses of three price measures. In both models, prices eventually fall relative to the pre-shock level, but CPI: All items (mid-left panel) and CPI: All items less food (mid-center panel) did not fall almost the entire two years for the BBE whereas in our method both prices fall after six months.
This difference in timing is important because clearly one of the main goals of a contractionary monetary policy is to stabilize the price level. The bottom panels of Figure 5 show the responses of three output measures. Although total industrial production index (IP, bottom-left panel) falls quickly in both models, the recovery path is very different between the two methods. In BBE it
shows no sign of recovery even after two years whereas in our case IP starts to rise after one year. This is also more reasonable given that a typical recession does not last longer than two years. 31 In the case of BBE, capacity utilization rate (bottom-right panel) shows a mild fall that persists over a year, but in our model it falls sharply following the shock. It is more reasonable to have capacity utilization rate fall quickly because it is more consistent with the quick decline in the IP.
Overall, we conclude that our baseline FAVAR shows more economically plausible responses than the BBE, most notably the price responses.
Robustness Check
We check the robustness of the baseline result by first examining whether the choice of pure variables is affected by alternative model specifications or the sample period. Table 4 ranks the variables of three categories (output, price, interest rate) based on the percentage of inclusion.
Column (i) shows the baseline specification. Column (ii) uses the variables filtered with three 31 According to NBER, the average peak-to-trough duration during recessions that occured after 1960 was 11.6 months with the longest contraction observed from December 2007 to June 2009 (18 months).
principal components ("three factors analysis") instead of eleven. We choose three so that the number of factors used in the filtering process exactly matches the number of factors used in the structural analysis, an approach that is implicitly adopted by many FAVAR studies including BBE. Column (iii) uses the post-1983 sample period instead of the full sample ("post 1983 analysis") because many studies report a structural change in 1983. 32 We observe that the pure variables selected in the baseline specification also retain a high percentage of inclusion in alternative specifications. Within the given category, PPI: Finished goods is always ranked first in all three specifications, whereas IP: Durable consumer goods is ranked second in the threefactor analysis and ranked fifth in the post-1983 analysis.
Next, we examine whether our results in monetary FAVAR are sensitive to different choice of pure variables. We consider a case in which the researcher hand-selects pure variables instead of using algorithm-selected variables. Specifically, we assume that the researcher uses the total IP index and CPI: All items to represent output/income and price indexes, respectively.
The first column of Figure 6 shows the impulse responses of the federal funds rate, CPI: All items, and the IP index to a 25 basis point innovation in the federal funds rate. While the federal funds rate and the IP index show similar responses to the baseline and alternative models in variables itself may reflect structural changes, it has almost no effect on the monetary policy analysis conducted here, leading to a near-identical impulse responses in all three variables.
Finally, we consider a scenario in which the search is conducted for a limited number of variables (50 variables). This experiment is particularly important because with many variables in the search process, computing time rises very quickly. 33 We pre-select variables based on the FRED website's popularity index. The list consists of conventional aggregate variables and some of the disaggregated variables regarded as useful in forecasting macroeconomic variables by experts. The complete list of variables and the list of pure variables are shown in appendix Figure 6 shows responses of the variables when the smaller dataset is used. The only variable visibly affected is the price, which falls quicker than the baseline. For industrial production index and federal funds rate the difference is less obvious, implying that working with small data is not too costly for the purpose of monetary policy analysis.
Conclusions
This paper proposes a new method that associates extracted factors with an economic interpretation. We show how to identify factors through a set of "pure variables", i.e. variables that are exclusively caused by a single underlying factor. In our method, each factor is economically related to a variable used in its identification. We conduct a monetary FAVAR analysis using the factors identified through pure variables. Our method yields different impulse responses in interest rates, price indexes, and output/income related variables from those of Bernanke et al. (2005) . We argue that the price and output responses are more reasonable in our approach.
There are several ways to apply our method to structural economic analyses. Using our method, factors can be treated as variables, which helps in identifying structural shocks other than the orthogonal shock to monetary policy by using conventional identification approaches commonly applied to small-scale VAR. 34 Another application is to use the estimated factors as observables in structural DSGE models. This could improve efficiency because factors are less subject to measurement errors. Appendix A: Graph-theoretic causal search methodologies
The objective of graph-theoretic causal search methodologies is to learn about causal structures from information regarding probabilistic distribution of the data generating process estimated from the data. This paper focuses mainly on a system of linear structural equations with independent errors. We also make a distinction that some variables in a system are observed while some are latent variables. A causal graph can be used to represent such a system. X is a direct cause of another variable Y (represented as X→Y) in a causal graph G if and only if there is a non-zero coefficient associated with variable Y in the equation that X is the dependent variable (for example, an equation X = αY + e with α ≠ 0 and e as a structural error term). Thus, a causal graph illustrates the underlying zero and non-zero restrictions in a system of linear structural equations. We also say that, in the above case, X is a parent while Y is a child.
A directed path from X to Y exists if and only if there is a series of directed edges (or a directed edge) pointing in the same direction from X to Y. In this case, we also say that X is an ancestor while Y is a descendant. By convention, every variable is its own ancestor. On the other hand, there is an undirected path from X to Y if and only if there is a series of directed edges (or a directed edge) from X to Y regardless of the direction implied by the arrow. A vertex is a "collider" in an undirected path if and only if there are two directed edges pointing into this vertex in the path (i.e. in a graph X→Y←Z, Y is a collider). 35 There are two types of collider;
shielded and unshielded collider. For a shielded collider, the two directed edges are shielded by an edge. For an unshielded collider, the two directed edges aren't shielded.
Pearl (1988)'s d-separation theorem states the following
Pearl ( 
Appendix B: Proof of Proposition
Based on the d-separation theorem of Pearl, we provide the proof of the proposition in the text.
Restatement of Proposition:
Let and be two distinct variables that are generated by Equation (1) to (4). If two filtered variables ! and ! are uncorrelated, then and do not share the same unobserved factor contemporaneously.
Proof of Proposition:
Part 1: If two filtered variables ! and ! are uncorrelated, then X 1 and X 2 are also uncorrelated contemporaneously. To verify this by contradiction, suppose that X 1 and X 2 are also correlated contemporaneously. Then, there must exist an undirected path which make X 1 and X 2 d-connected. Since ! and ! are also influenced by the same factor loadings and the A 0 matrix which encodes the contemporaneous causal relationship among the unobserved factors (F t ), then ! and ! must be correlated which is a contradiction.
Part 2: If X 1 and X 2 are uncorrelated contemporaneously, then X 1 and X 2 do not share the same unobserved factor contemporaneously. To verify this by contradiction, suppose that X 1 and X 2 share the same unobserved factor contemporaneously (i.e. sharing a common cause). By direct application of Pearl's d-separation theorem, X 1 and X 2 must be dconnected which is a contradiction.
Thus, if ! and ! are uncorrelated, then X 1 and X 2 do not share the same unobserved factor contemporaneously. Q.E.D.
Appendix C: Data
For the 124 variables case, series were taken from the Federal Reserve Economic Data (FRED) database, Federal Reserve Board (FRB), Bureau of Economic Analysis (BEA), U.S.
Census (Census), Global Financial Database (GFD). The data source for individual series is
shown in the last column of 
Appendix D: FAVAR estimation
To identify factors using our method we use three pure variables which are (a) IP: Step 2: finding the candidate for pure variable within a given sample (a) Let all observed variables be connected with undirected edges to one another in a causal graph.
(b) For each pair of filtered variables that is uncorrelated conditioning on a set of filtered variables, remove the associated undirected edge in the graph.
(c) Form all clusters of variables such that a cluster consists of variables that are all connected with one another by undirected edges in the graph.
(d) Remove all observed variables that belong to more than one cluster.
Step 3: listing the pure variable through repeated sampling method ... Note: In column (ii), a variable is selected as the pure variable if the percentage of inclusion is the highest among the variables in the same category of column (i). Column (iv) is based on a hypothesis test that the absolute value of the correlation coefficient between a given variable and the corresponding pure variable is zero. If the null hypothesis is rejected, then we regard them as correlated. 
