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Abstract—The low-rank matrix reconstruction (LRMR) ap-
proach is widely used in direction-of-arrival (DOA) estimation.
As the rank norm penalty in an LRMR is NP-hard to compute,
the nuclear norm (or the trace norm for a positive semidefinite
(PSD) matrix) has been often employed as a convex relaxation
of the rank norm. However, solving a nuclear norm convex
problem may lead to a suboptimal solution of the original rank
norm problem. In this paper, we propose to apply a family of
nonconvex penalties on the singular values of the covariance
matrix as the sparsity metrics to approximate the rank norm.
In particular, we formulate a nonconvex minimization problem
and solve it by using a locally convergent iterative reweighted
strategy in order to enhance the sparsity and resolution. The
problem in each iteration is convex and hence can be solved
by using the optimization toolbox. Convergence analysis shows
that the new method is able to obtain a suboptimal solution.
The connection between the proposed method and the sparse
signal reconstruction (SSR) is explored showing that our method
can be regarded as a sparsity-based method with the number of
sampling grids approaching infinity. Two feasible implementation
algorithms that are based on solving a duality problem and
deducing a closed-form solution of the simplified problem are
also provided for the convex problem at each iteration to expedite
the convergence. Extensive simulation studies are conducted to
show the superiority of the proposed methods.
Index Terms—Direction-of-arrival (DOA) estimation, gridless
method, nonconvex penalties, Toeplitz covariance matrix, low-
rank matrix reconstruction.
I. INTRODUCTION
As a fundamental problem in array signal processing,
direction-of-arrival (DOA) estimation has been widely em-
ployed in many applications, i.e., radar, sonar, speech pro-
cessing and wireless communications [1]–[3]. The study of
DOA estimation problem has been a long history and many
methods have been proposed in the past two decades, including
some well known conventional methods such as Capon method
and the subspace-based methods, e.g., MUSIC (see [4] for
a detailed review). MUSIC is equivalent to a large sample
realization of the maximum likelihood (ML) method when the
signals are uncorrelated, and has a super-resolution compared
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to Capon method under certain conditions [5]. However,
MUSIC requires the number of sources as a priori and a
one-dimensional (1-D) searching procedure which is computa-
tionally expensive. Moveover, MUSIC faces difficulties in the
case of sparse linear array (SLA), especially when the number
of sources is greater than that of sensors. Although the root-
MUSIC has been proposed for efficiency consideration, it only
can be used for the uniform linear array (ULA).
Compressive sensing [6] is a technique of reconstructing
a high dimensional signal from fewer samples and has been
introduced into the DOA estimation area, resulting in a
number of sparsity-based methods for DOA estimation [7]–
[11]. The sparsity-based methods exhibit several advantages
over subspace-based and the ML methods such as robustness
to noise, no requirement for source number, and improved
resolution. However, the sparsity-based methods require the
DOAs of interest to be sparse in the whole angle space. To
this end, the angle space has to be discretized into a finite set
of angle grids and the DOAs of interest are assumed to exactly
lie on the grids. However, in reality, the DOAs could lie in
the continuous infinite set of angles, and hence the assumption
holds only when the size of the set tends to infinity, which
results in an unacceptable computational cost. Moreover, the
discretization strategy may degenerate the performance of the
sparsity-based methods as there is often an unavoidable bias
between the true DOAs and the predefined grids, which can be
interpreted as the basis mismatch issue. To address this issue,
several modified off-grid sparsity-based methods have been
proposed [12]–[15]. However, these methods are the mitigation
measures only, since the discretization still exists which does
not eliminate the effect of basis mismatch but bring complexity
issue.
Recently, the atomic norm is introduced as a mathematical
theory by V. Chandrasekaran et al. [16], and then extended
for line spectral estimation by Tang in [17]. Since DOA
estimation problem actually equates to the frequency recovery
problem in the presence of multiple measurement vectors
(MMVs) which share the same frequency components, the
atomic norm minimization (ANM) technique can be directly
applied to the DOA estimation, as explored by Yang in [18].
The ANM can be referred to as a gridless method since it
views the DOA estimation as a sparse reconstruction problem
with a continuous infinite dictionary and recovers the DOAs
by solving a semidefinite programming (SDP) problem. It
is shown that the DOAs can be exactly recovered with a
high probability provided that they are appropriately separated.
Note that since the discretization is not required, ANM is able
to eliminate the effect of basis mismatch. However, the DOA
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2TABLE I: The covariance matching criteria (CMC) and the
corresponding representative methods.
Category Formulation Representative Methods
CMC1
∥∥∥Rˆ−R∥∥∥2
F
ITAM [19], method in [24]
CMC2
∥∥∥Rˆ− 12 (Rˆ−R)Rˆ− 12 ∥∥∥2
F
COMET [20], AML [21]
CMC3
∥∥∥R− 12 (Rˆ−R)Rˆ− 12 ∥∥∥2
F
SPICE [22], SPA [23]
separation condition limits the estimation precision of ANM.
Furthermore, ANM fails to give a satisfying performance in
the moderate range of the signal-to-noise ratio (SNR). The
structured covariance matrix reconstruction (SCMR), also re-
ferred to as the covariance matching technique, is another class
of gridless methods [19]–[24], which explores the Hermitian
and Toeplitz structural information of the covariance matrix as
a priori. In particular, the existing covariance matching criteria
(CMC) can be divided into three categories as shown in Table
I.1 All these CMC-based methods are statistically consistent
in the number of snapshots. In comparison, CMC1 is shown
to be inconsistent in SNR since it makes no effort to ensure
appropriate subspace approximation while CMC2 and CMC3
yield consistent DOA estimates as the SNR increases. On
the other hand, CMC2 exhibits better estimation performance
than CMC3 when SNR is low or moderate while CMC3 is
applicable to the correlated signals and single-snapshot cases
compared to CMC2 [23].
Recently, we have proposed a gridless method for DOA
estimation named covariance matrix reconstruction approach
(CMRA) based on CMC2 in [25] and [26]. CMRA is ap-
plicable to the ULA and SLA and can be regarded as the
gridless version of the sparsity-based method. Nevertheless,
since CMRA approximates the rank norm by the trace norm,
which is a loose approximation of the rank norm, there may
exist a large gap between the solutions by using the two
norms [27]. Such a difference is similar to that between the
`1 and `0 norms. In particular, for reconstructing a sparse
vector, to promote sparsity to the greatest extent possible,
the natural choice of the sparsity metric should be `0 norm,
which, however, is NP-hard to compute. A practical choice
of the sparsity metric is the `1 norm which is a convex
relaxation but a loose approximation of the `0 norm. The gap
between the two norms can be mitigated by the nonconvex
surrogates, e.g., the `p(0 < p < 1) norm, Logarithm, etc.,
which are well-studied in literature [28]–[31]. Hence, even
though CMRA is able to eliminate the basis mismatch effect
and give satisfactory performance in DOA estimation, we
believe its ability can be further improved by employing the
nonconvex surrogates, which, to the best of our knowledge,
have not been studied in literature.
In this paper, motivated by the relationship between the `1
and `0 norms, we introduce a family of nonconvex continuous
surrogate functions as the sparsity metrics rather than the
convex trace norm in CMRA and propose an iteratively
1In Table I, Rˆ denotes the sample covariance matrix and R denotes the
unknown covariance matrix with a Toeplitz structure to be estimated.
reweighted version of CMRA algorithm, called improved
CMRA (ICMRA) to solve the nonconvex problem. Further
analysis shows that ICMRA serves as CMRA in the first
iteration and a reweighted CMRA in each of the following
iterations with the weights being based on the latest estimate.
A convergence analysis is also provided to verify that ICMRA
is able to obtain at least a suboptimal solution. We then explore
the connection between the ICMRA and the sparsity-based
methods, as well as the atomic norm, showing that ICMRA
is able to enhance the sparsity. Two feasible implementation
algorithms are also provided to speed up the convergence.
One is to solve its duality problem since by which a faster
convergence is observed. The other one gives a closed-form
solution by simplying the constraint. Extensive numerical
simulations are carried out to verify the performance of our
proposed methods.
Notations used in this paper are as follows. C denotes the
set of complex numbers. For a matrix A, AT , A¯ and AH
denote the transpose, conjugate and conjugate transpose of
A, respectively. ‖A‖F denotes the Frobenius norm of A,
vec(A) denotes the vectorization operator that stacks matrix
A column by column, A  B is the Khatri-Rao product of
matricesA andB, and tr(•) and rank(•) are the trace and rank
operators, respectively. A ≥ 0 means that matrix A is positive
semidefinite. σ[A] and σi[A] denote the singular value and the
i-th singular value of A, respectively. For a vector x, x  0
means that every entry of x is nonnegative, ‖x‖2 denotes the
`2 norm of x, diag(x) denotes a diagonal matrix with the
diagonal entries being the entries of vector x in turn. Re(•)
and Im(•) stand for the real and the imaginary parts of a
complex variable, respectively.
The rest of the paper is organized as follows. Section II
revisits the signal model, the CMRA method and the atomic
norm as the preliminaries. Section III presents a family of
nonconvex sparsity metrics and then introduces the ICMRA
method. A convergence analysis is also provided at the end
of this section. Section IV reveals the relationship between
ICMRA and some of the existing methods. Section V provides
two feasible implementation algorithms. Simulations are car-
ried out in Section VI to demonstrate the performance of our
methods. Finally, Section VII concludes the whole paper.
II. PRELIMINARIES
A. Signal Model
For better illustration, we denote Ω = {Ω1, · · · ,ΩM} ⊆
{1, · · · , N} as the sensor index set of a linear array. In
particular, the ULA has Ω = {1, · · · , N} and the SLA has
Ω ⊂ {1, · · · , N} with Ω1 = 1 and ΩM = N , where M is the
number of sensors.2 Note that the ULA can be considered as
a special case of SLA, hence we use the SLA in the following
unless otherwise stated.
Assume K narrowband far-field signals impinge onto an
SLA with M sensors from directions of θ = {θ1, · · · , θK}.
The array output with respect to L snapshots is,
XΩ = AΩS +N , (1)
2The SLA considered in this paper only involves the array whose coarray
is an N -element ULA.
3where XΩ ∈ CM×L, AΩ = [aΩ(θ1), · · · ,aΩ(θK)] ∈
CM×K and S ∈ CK×L denote the array output, the
manifold matrix and the waveform of the impinging sig-
nals, respectively. N ∈ CM×L is the white Gaussian
noise with zero mean. The steering vector aΩ(θk) =
[ejpi(Ω1−1) sin θk , · · · , ejpi(ΩM−1) sin θk ]T contains the DOA in-
formation which needs to be determined.
B. The CMRA Method
The CMRA aims to first reconstruct the covariance matrix of
the coarray of the SLA according to the output. In particular,
let Γ ∈ {0, 1}M×N be a selection matrix such that the m-
th row of Γ contains all zeros but a single 1 at the Ωm-th
position. Then the covariance matrix of XΩ can be written
as,
RΩ = ΓT (u)Γ
T + σI
= TΩ(u) + σI,
(2)
where σ denotes the noise power and TΩ(u) , ΓT (u)ΓT
in which T (u) is a Toeplitz Hermitian matrix with u =
[u1, · · · , uN ]T being the first column of T (u). In practical
applications, RΩ is approximated by the sample covariance
matrix with L snapshots as,
RˆΩ =
1
L
XΩX
H
Ω . (3)
The error between RˆΩ and RΩ is defined as EΩ = RˆΩ−RΩ
which has the following property,∥∥Qvec(EΩ)∥∥22 ∼ Asχ2(M2), (4)
where Q =
√
LR
−T2
Ω ⊗ R
− 12
Ω , and Asχ
2(M2) denotes the
asymptotic chi-square distribution with M2 degrees of free-
dom (see [25], [32] for more details). As a result, CMRA for-
mulates the following low-rank matrix reconstruction (LRMR)
model for T (u),
min
u
rank[T (u)] s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0, (5)
which is then relaxed into the following convex optimization
model by replacing the rank norm with the nuclear norm, or
equivalently, the trace norm for a positive semidefinite (PSD)
matrix,
min
u
tr[T (u)] s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0, (6)
where β can be easily determined by using the property of the
chi-square distribution in (4).3 For simplicity, we assume the
noise power σ can be estimated as the smallest eigenvalue of
RˆΩ.4 After obtaining T (u) by solving (6), the DOAs θ can
be easily determined by using the subspace-based methods or
the Vandermonde decomposition lemma (see [23] for more
details).
3In this paper, parameter β in CMRA and the proposed ICMRA is
calculated using MATLAB routine chi2inv(1 − p,M2), where p is set
to 0.001 in general.
4This assumption, which is a compromise due to the lack of knowledge
of the number of signals, is reasonable with moderate or large number of
snapshots since the error-suppression criterion in (6) can tolerate well this
underestimated error [11].
Remark 1: It should be noted that, in the case of using an
SLA, if the number of impinged signals is equal to or larger
than that of sensors, the space of the impinged signals will
exceed the space generated by the array. As a consequence,
estimating the noise power as the smallest eigenvalue of RˆΩ
is impractical. To handle this special case, we should first
reconstruct the whole space spanned by the coarray, where
the space of the impinged signals not fully occupy. To do
this, the Hermitian Toeplitz structure of the covariance matrix
can be used. In particular, let Rˆfull = ΓT RˆΩΓ and replace
its zero elements with the mean of the nonzero entries in the
same diagonals. In this way, the impinged signals will fall into
the space spanned by the coarray and the noise power can be
obtained as the smallest eigenvalue of Rˆfull.
C. Atomic Norm
The concept of atomic norm was first introduced in [16],
which generalizes many norms such as `1 norm and the
nuclear norm. Considering the DOA estimation using a ULA,
let
A =
{ 1
N
a(θ)aH(θ) : θ ∈ [−90◦, 90◦]
}
, (7)
which is a set of unit-norm rank-one matrices. The atomic `0
norm of T (u) is defined as the smallest number of atoms in
A composing T (u), which is shown as,
‖T (u)‖A,0
= inf
ck>0
{
K : T (u) =
K∑
k=1
ckB(θk), B(θk) ∈ A
}
= rank[T (u)].
(8)
Hence, model (5) is equivalent to,
min
u
‖T (u)‖A,0 s.t.
∥∥Qvec(E)∥∥2
2
≤ β2, T (u) ≥ 0. (9)
It is easy to see that although the atomic `0 norm directly
enhances sparsity, it is nonconvex and NP-hard to compute.
Hence the relaxation of ‖T (u)‖A,0, named the atomic norm,
is introduced as,
‖T (u)‖A
= inf
ck>0
{∑
k
ck : T (u) =
K∑
k=1
ckB(θk), B(θk) ∈ A
}
=
∑
k
Npk
= tr[T (u)],
(10)
which indicates that model (6) is equivalent to
min
u
‖T (u)‖A s.t.
∥∥Qvec(E)∥∥2
2
≤ β2, T (u) ≥ 0. (11)
It should be mentioned that, the solution obtained by solving
(6) or (11) is usually suboptimal to the corresponding LRMR
problem since the trace norm is a loose approximation of the
rank norm, i.e., there still exists a noticeable gap between the
solutions of the two norms. To achieve a better approximation
of the rank norm, the next section, we propose an iterative
reweighted method by introducing a family of nonconvex
penalties as the sparsity metrics rather than the trace norm.
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Fig. 1: Illustration of g0(x), g1(x) and glog(x).
III. IMPROVED CMRA
A. The Novel Sparsity Metrics
It is easy to see that the rank norm in model (5) is nonconvex
and challenging to solve, while the trace norm, which is
utilized in the CMRA method, is computable and the best
convex approximation of the rank norm but has the worst
fitting. Hence it is essential to find a better approximation of
the rank norm but still with a low computational complexity.
In particular, for a matrix X ∈ CN×N , the rank and nuclear
norm can be represented as
rank[X] = min
i
σi(X) > 0 =
∑
i
g0[σi(X)];
‖X‖∗ =
∑
i
σi(X) =
∑
i
g1[σi(X)],
(12)
respectively, where we have assumed σ1[X] ≥ σ2[X] ≥ · · · ≥
σN [X] ≥ 0, and
g0(x) =
{1 x > 0
0 x = 0
; g1(x) = x, x ≥ 0. (13)
Hence finding an approximation of the rank norm is equivalent
to find a nonconvex sparsity metric g(x) which bridges the
gap between g0(x) and g1(x) (see Fig. 1). To the best of our
knowledge, there exist several nonconvex penalties in literature
including Logarithm [29], `p norm [28] and Laplace [31]
which we denote as glog(x), g

`p
(x) and glap(x), respectively,
where  denotes the trade-off parameter. To illustrate these
penalties more precisely, we enumerate of them in Table II
for comparison and show the curve of glog(x) with respect to
different  as an example in Fig. 1,5 from which we can see
that glog(x) approaches g1(x) with a large value of  and gets
close to g0(x) when → 0. Note that g`p(x) and glap(x) have
similar properties which are omitted for brevity. In fact, these
functions g can be employed as the nonconvex penalties since
they satisfy the following properties:
P1: g is concave, monotonically increasing on [0,+∞).
P2: g is continuous but possibly nonsmooth on [0,+∞).
5glog(x) is translated and scaled such that it equals 0 and 1 at x = 0 and
1 respectively for better illustration.
TABLE II: Some nonconvex penalties of g0(x) and their
gradients.
Penalty g(x), x ≥ 0,  > 0 gradient ∇g(x)
Logarithm ln(x+ ) 1
x+
`p norm x x−1
Laplace 1− e− x 1

e−
x

P3: after being translated and scaled, g approaches g0 when
→ 0 and g1 when  is large.
Some other functions satisfying the aforementioned proper-
ties have also been proposed as the penalties, e.g., smoothly
clipped absolute deviation (SCAD) [33] and minimax concave
penalty (MCP) [34], which, however, are omitted in this paper
because they usually fail to give a satisfactory performance
when employed in an LRMR problem [35].
Motivated by (12), the rank norm model (5) and the trace
norm model (6) can be rewritten as,
min
u
G[T (u)]
s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0, (14)
where G[T (u)] = ∑i g[σi(T (u))] with g[σi(T (u))] being
g0[σi(T (u))] for model (5) or g1[σi(T (u))] for model (6).
Further inspired by the link between g(x) and g0(x) or
g1(x) above, we propose the following general nonconvex
optimization model,
min
u
G[T (u)]
s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0, (15)
where G[T (u)] = h[σ[T (u)]] = ∑i g[σi[T (u)]]. Intu-
itively, we expect the new nonconvex model to bridge the gap
between models (5) and (6) when  varies from a large number
to zero.
B. An Iteratively Reweighted Algorithm
Since model (15) is nonconvex and no efficient algorithms
can guarantee to obtain the global minimum, we use the
majorization-maximization (MM) method to obtain a subopti-
mal solution instead. The MM method is an iterative approach
and the cost function is replaced by its tangent plane in each
iteration. In particular, denote uj as the optimization variable
of the j-th iteration. Since G[T (u)] = ∑i g[σi[T (u)]] is
concave, we have,
G[T (u)] ≤ G[T (uj)] + tr
[∇G[T (uj)]T (u− uj)], (16)
As a result, the optimization problem at the (j+1)-th iteration
becomes,
min
u
tr
[
W j T (u)
]
s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0, (17)
where W j , ∇G[T (uj)]. To calculate W j , we use the
following proposition,
Proposition 1 ( [36]): Suppose that G(X) is repre-
sented as G(X) = h(σ(X)) = ∑i g(σi(X)), where
5X ≥ 0 with the singular value decomposition (SVD) X =
Ddiag[σ(X)]DT . Denote two mappings h and f  which are
differentiable and concave. Then the gradient of G(X) at X
is
∇G(X) = Ddiag(η)DT , (18)
where η = ∇h(σ(X)) denotes the gradient of h at σ(X).
For simplicity, we denote σj = σ[T (uj)]. Based on the
proposition above, we have,
W j = Ujdiag
[∇h(σj)]UHj , (19)
where T (uj) = Ujdiag(σj)UHj is the SVD of T (uj). It
should be noted that, when the Logarithm or the `p norm
penalty is employed, equation (19) can be accelerated as
W j = (T (uj) + I)
−1 or W j = [T (uj)]
−1.
As mentioned before,  controls the relationship between
g(σ) and g0(σ) or g1(σ). In particular, with a small value
of , g(σ) approaches g0(σ) but suffers from many local
minima, whereas a large value of  pushes g(σ) toward the
convex g1(σ), which however has the worst fitting to g0(σ).
Consequently, we should start with a large value of , and
gradually decrease it during the iteration to reduce the risk of
getting trapped in local minima. Moreover, in each iteration,
we also define the weight W j using the latest solution for
avoiding local minima.
After obtaining T (u), similar to CMRA, the DOAs θ can
be easily determined by using the subspace-based methods or
the Vandermonde decomposition lemma (see [23] for more
details). Before closing this subsection, we summarize the
proposed ICMRA in Algorithm 1.
Algorithm 1 ICMRA
Input: measurement data XΩ, β.
Initialization: j = 0,u0 = 0, .
repeat
Update the weight W j by equation (19);
Update uj+1 by solving problem (17);
 = δ (δ > 1),
j = j + 1,
end
until Convergence
Output: θˆ by using the Vandermonde decomposition lemma.
Remark 2: It should be noted that, when starting with
u0 = 0, the weight W 0 = cI where c is a positive nonzero
constant. Hence the first iteration of ICMRA reduces to the
CMRA method. From the second iteration, the weight W j is
determined based on the solution of the previous iteration and
thus a reweighted CMRA is carried out in each iteration.
Remark 3: The ICMRA is able to enhance the sparsity and
give a better performance than CMRA does, which can be
justified as follows.
The problem (17) can be written as (the two constraints in
(17) are omitted for brevity),
min
u
tr
[
W j T (u)
]
= min
pk,θk
tr[W j
∑
k
pka(θk)a
H(θk)]
= min
pk,θk
∑
k
aH(θk)W

j a(θk)pk
= min
pk,θk
∑
k
ω−1k pk s.t. ωk =
1
aH(θk)W j a(θk)
,
(20)
where a(θk) denotes the steering vector of the coarray of the
original array with a signal impinging from direction of θk.
Recall thatW j = (T (uj)+I)
−1 when the Logarithm penalty
is used, hence ωk can be regarded as the power spectrum
of the Capon’s beamforming if T (uj) is interpreted as the
covariance matrix of the noiseless array output and  as the
noise power. Therefore, the weights {ωk} lead to finer details
of the power spectrum in the current iteration and hence
enhance the sparsity [37]. Furthermore, since g`p(σ
j) and
glap(σ
j) have similar sparsity enhancing properties to glog(σ
j)
as shown in Fig. 1, they can also be used for performance
improvement, which will be shown in simulations.
C. Convergence Analysis
In this section, we give the convergence analysis of ICMRA
for (15) as the following theorem.
Theorem 1: Denote uj as the solution of (17) in the (j−1)-
th iteration. Then, the sequence {uj} satisfies the following
properties:
(1) G[T (uj)] is monotonically decreasing and bounded as
j → +∞.
(2) The sequence {uj} converges to a local minimum of (15).
Proof 1: Please see Appendix A.
Theorem 1 shows that by iteratively solving (17), we can
finally obtain a local minimum of (15).
IV. CONNECTION TO PRIOR ARTS
A. Connection to the sparsity-based methods
We start by extending the last equality of (20) to a convex
one by using the sparse representation theory. Suppose that the
whole angle space [−90◦, 90◦] is divided by using a uniform
grid of N ′ points ϑ′ , {ϑ1, · · · , ϑN ′} and further assume
that the true DOAs θ lie exactly on the grid, i.e., θ ⊂ ϑ′.
Denote the corresponding manifold matrix and power by
A′Ω ∈ CM×N
′
and p′ = [p1, · · · , pN ′ ] ∈ RN ′×1, respectively,
and A˜′Ω = A¯
′
ΩA′Ω and rΩ = vec(RˆΩ−σI). The resulting
sparse model is shown as,
min
p′0
∑
n
pn
ω
(j)
n
s.t.
∥∥∥Q(rΩ − A˜′Ωp′)∥∥∥2
2
≤ γ, (21)
where ω(j)n denotes the n-th weight in the j-th iteration. It
is easy to see that model (21) is a reweighted `1 norm mini-
mization model where the weights {ωn} are used to enhance
the sparsity of the solution and improve the reconstruction
performance [38]. In particular, to promote sparsity, ωn should
6be selected such that it has a large value when pn 6= 0 and
significantly smaller one elsewhere. With this strategy, after
p′j is determined in the (j − 1)-th iteration, the weight ω(j)n
can be obtained as,
ω(j)n =
1
aH(ϑn)W j a(ϑn)
, (22)
where W j can be computed by (19) and the estimated
covariance T (uj) of (19) in each iteration is obtained as
T (uj) =
∑
n p
(j)
n a(ϑn)a
H(ϑn). {ωn} can be regarded as the
power spectrum of the Capon’s beamforming, which satisfies
the selection condition of ωn as shown in Section III-B. By
comparing the sparsity-based model (21) with (20), it can be
easily concluded that model (17) is equivalent to (21) with
N ′ → ∞. In other words, the sparsity-based method (21) is
a discretized version of model (17). Finally, it is interesting
to note that when W j = I , i.e., ωn =
1
N , model (21) is the
sparsity-based model proposed in [26]. It should be noted that
since the weights {ωn} enhance the sparsity, the reweighted
`1 norm iterative model (21) is expected to be superior to the
`1 norm model in [26].
B. Connection to Atomic Norm
In this section, we attempt to interpret (17) as an ANM
method. To do this, let us first define a weighted continuous
dictionary,
Aω = {Bω(θ)} = { 1
N
ω(θ)a(θ)aH(θ) : θ ∈ [−90◦, 90◦]
}
,
(23)
where ω(θ) ≥ 0 is a weighting function. Based on (23), the
weighted atomic norm of T (u) is defined as,
‖T (u)‖Aω
= inf
{∑
k
cωk : T (u) =
∑
k
cωkB
ω(θk),B
ω(θ) ∈ Aω
}
= inf
{∑
k
cωk : T (u) =
∑
k
cωkω(θk)B(θk),B(θ) ∈ A
}
= inf
{∑
k
ckω
−1(θk) : T (u) =
∑
k
ckB(θk),B(θk) ∈ A
}
=
∑
k
Nω−1k pk
= N tr[W T (u)],
(24)
which indicates that model (17) is equivalent to the following
ANM model,
min
u
‖T (u)‖Aω
s.t.
∥∥Qvec(EΩ)∥∥22 ≤ β2, T (u) ≥ 0. (25)
According to the third equation in (24), an atom B(θ),
θ ∈ [−90◦, 90◦], is selected with a high probability if ω(θ)
is larger, which is the same conclusion as shown in Section
IV-A.
V. COMPUTATIONALLY EFFICIENT IMPLEMENTATIONS
Here we present two implementation algorithms to speed
up the convergence of the proposed method.
A. Optimization via Duality
We have empirically observed that a faster speed can be
achieved when we solve the dual problem of model (17) as
shown in the following.
First, by using the substitution Y = T (u), problem (17)
can be reformulated as,
min
u,Y
tr[W j Y )
]
s.t. Y − T (u) = 0,
T (u) ≥ 0,∥∥∥Qvec(Rˆ−σ − YΩ)∥∥∥2
2
≤ β2,
(26)
where Rˆ−σ = RˆΩ − σI,YΩ = ΓY ΓT . Let Λ, V and µ
be the Lagrangian multipliers of the three constraints of (26),
respectively. We can obtain the Lagrangian associated with the
problem (26) as,
L(u,Y ,Λ,V , µ)
= tr[W j Y ]− tr [Λ (Y − T (u))]− tr [V T (u)]
+ µ
∥∥∥Qvec(Rˆ−σ − YΩ)∥∥∥2
2
− µβ2
= tr
[(
W jΩ −ΛΩ
)
YΩ
]
+
(
ωΩ − λΩ
)H
yΩ
+ tr [(Λ− V )T (u)] + µ
∥∥∥Qvec(Rˆ−σ − YΩ)∥∥∥2
2
− µβ2,
(27)
where W jΩ = ΓW

j Γ
T and ΛΩ = ΓΛΓT . Also, ωΩ,λΩ
and yΩ are the vectors composed of the entries of W

j ,Λ and
Y , whose rows and columns are indexed by Ω, respectively,
in which Ω = {1, · · · , N}−Ω. Then, the Lagrange dual with
respect to (26) can be easily formulated as follows,
G = min
u,Y
max
Λ,V ,µ
L(u,Y ,Λ,V , µ)
= max
Λ,V ,µ
min
u,Y
L(u,Y ,Λ,V , µ)
= max
Λ,V ,µ
− 1
4µ
∥∥Q−Hvec(W jΩ −ΛΩ)∥∥22 − µβ2
+ vec
(
Rˆ−σ
)H
vec(W jΩ −ΛΩ)
s.t.

V ≥ 0,
T ∗(Λ− V ) = 0,
λΩ = ωΩ,
(28)
where T ∗(V ) = [v−(N−1), · · · , vN−1]T , with vn being
the sum of the n-th diagonal of V ∈ CN×N . The sec-
ond equality in (28) holds because of strong duality [39].
Then by noting that 14µ
∥∥Q−Hvec(W jΩ −ΛΩ)∥∥22 + µβ2 ≥
β
∥∥Q−Hvec(W jΩ −ΛΩ)∥∥2, the dual problem of (26) can be
formulated as,
min
Λ,V
β
∥∥Q−Hvec(W jΩ −ΛΩ)∥∥2
− vec(Rˆ−σ)Hvec(W jΩ −ΛΩ)
s.t.

V ≥ 0,
T ∗(Λ− V ) = 0,
λΩ = ωΩ,
(29)
7which is also convex and can be solved using CVX. Since
the strong duality holds, the solution to problem (17) can be
obtained as the dual variable of V . As a result, the reweighted
algorithm can be iteratively implemented and the DOAs can
be estimated.
B. A Fast Implementation for ICMRA
Although solving the dual problem can save computations
to some extent, the employed CVX solver is still time-
consuming. In this section, we propose a computationally
efficient method by deriving a closed-form solution.
In our model (17), the covariance matrix T (u) is con-
strained to be positive semidefinite, which is almost sure with
moderate or large number of snapshots. The research in [21]
indicates that L ≥ 15 is large enough to ensure that the
estimated covariance matrix is positive semidefinite in a 5-
element ULA case. Here we focus on moderate/large values
of L, and thus drop the constraint T (u) ≥ 0 in (17) for speed
consideration and rewrite it into the Lagrangian form below,
min
u
λtr
[
W j T (u)
]
+
1
2
∥∥∥Qvec(Rˆ−σ − TΩ(u))∥∥∥2
2
, (30)
where λ > 0 is a lagrangian multiplier. We then rewrite (30)
as,
min
u
λtr
[
W j T (u)
]
+
1
2
∥∥∥Qvec(Rˆ−σ − TΩ(u))∥∥∥2
2
= min
u
λtr
[
W j T (u)
]
+
1
2
[
vecH
(
Rˆ−σ − TΩ(u)
)
× vec
(
Rˆ−1−σ
(
Rˆ−σ − TΩ(u)
)
Rˆ−1−σ
)]
= min
u
λtr
[
W j T (u)
]
+
1
2
[
tr
[
TΩ(u)Rˆ
−1
−σTΩ(u)Rˆ
−1
−σ
]
− 2tr[TΩ(u)Rˆ−σ]]
= min
u
tr
[
(λW j −C)T (u)
]
+
1
2
tr
[
T (u)CT (u)C
]
,
(31)
where C = ΓT Rˆ−1−σΓ. By letting the derivative of the last
objective function in (31) with respect to u be zero, it can be
shown that the optimal solution of (31) satisfies the following
equality,
T ∗(C − λW j ) = T ∗(CT (u)C). (32)
Clearly, (32) is an N -variate linear equation which can be
solved by the following procedure. First, the right-hand term
of (32) can be transformed as,
T ∗(CT (u)C) =
[
Φ¯−1
Φ
]
︸ ︷︷ ︸
Z
[
u−1
u¯
]
, (33)
where
Φ−1 =
[
ΦTN,:, · · · ,ΦT2,:
]T
, (34)
u−1 = [uN , · · · , u2]T , (35)
and
Φ =

T ∗T
(
C:,{1,··· ,N}C{1,··· ,N},:
)
T ∗T
(
C:,{1,··· ,N−1}C{2,··· ,N},:
)
...
T ∗T
(
C:,1CN,:
)
 , (36)
with C:,A and CB,: denoting the columns and rows of matrix
C indexed by sets A and B, respectively. Then, by letting
Z1 = fl(Z:,{1:N}), (37)
and
Z2 = [0,Z:,{N+1:2N−1}], (38)
where the operator fl(Z) returns Z with row preserved and
columns flipped in the left/right direction, we can rewrite (33)
into a more compact form,
T ∗
(
CT (u)C
)
= [Z1 Z2]
[
u
u¯
]
. (39)
To obtain the estimate u which is complex-valued, we first
transform (39) into a real-valued matrix form as follows,[
Re(h)
Im(h)
]
︸ ︷︷ ︸
hr
=
[
Re(Z1 +Z2) Im(Z2 −Z1)
Im(Z1 +Z2) Re(Z1 −Z2)
]
︸ ︷︷ ︸
Zr
[
Re(u)
Im(u)
]
︸ ︷︷ ︸
ur
, (40)
where h denotes the left-hand term of (32) and the subscript
r denotes that the variable is real-valued. It is seen from (40)
that u can be easily obtained from ur = Z†rhr, where † is the
pseudo-inverse operator. Compared to using CVX, the derived
closed-form solution can reduce the computational complexity
to a great extent and hence the method is termed as fast
ICMRA (FICMRA). Its performance and superiorities over
other methods will be shown in the following section.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of (F)ICMRA
with comparison to CMRA [26], MUSIC [40], `1 singular
value decomposition (L1-SVD) [7] and sparse and paramet-
ric approach (SPA) [23]. In our simulations, ICMRAs are
implemented by solving the dual problem as discussed in
Section V-A and FICMRAs are carried out by the closed-form
solution as derived in Section V-B. We especially consider the
closely adjacent signal cases which require high resolution.
The nonconvex penalties employed in ICMRA are Logarithm,
`p norm and Laplace and the corresponding proposed methods
are (F)ICMRAlog, (F)ICMRA`p and (F)ICMRAlap. For the
initialization of ICMRA, we set u0 = 0 and 0 = 1, hence the
first iteration of ICMRA is equivalent to CMRA. It is expected
that other initializations may lead to different estimate uˆ. From
this point of view, we carry out an empirical analysis of initial-
ization impact on the solution in Section VI-D, and show that
starting with a zero vector is an appropriate attempt. For the
proposed methods, at each iteration, unless otherwise stated,
the value of  is reduced by j+1 =
j
δ with δ = 2, 10, 10
for Logarithm, `p and Laplace, respectively (the choice of
δ will be discussed in Section VI-A). The iteration stops if
the maximum number of iterations, set to 20, is reached, or
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Fig. 2: The variation of eigenvalues of T (u) with respect to
the iteration index. The number of snapshots is set to 200 and
SNR= 20dB.
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Fig. 3: Iteration results of ICMRAlog.
the relative change of uˆ at two consecutive iterations is less
than 10−4, i.e., ‖uˆj+1−uˆj‖F‖uˆj‖F < 10
−4. The number of sources
is assumed to be unknown for the compared methods except
MUSIC. The searching step of MUSIC is determined by the
SNR, i.e.,
(
10−
SNR
20 −1
)◦
. For the initialization of the three
FICMRAs, λ is set to 0.1 which gives good performance
empirically. Other settings of FICMRAs are the same as those
of the corresponding ICMRAs.
A. An illustration Example
We first carry out a simple example to illustrate the iterative
process and choose ICMRAlog as the representative method.
Assume two narrowband far-field signals impinge onto a
7-element ULA from directions of [−1◦, 1◦]. Two hundred
snapshots are collected for DOA estimation and the SNR is
set to 20dB. To illustrate that our iterative procedure is able
to promote the sparsity structure, we record the variation of
eigenvalues of T (uj) with respect to the iteration index and
plot them in Fig. 2, in which different color curves denote
different eigenvalues. Note that ICMRA is terminated after
10 iterations and we only plot the eigenvalues of the first
6 iterations for better visual effects. From Fig. 2 it can be
seen that after the first iteration (a.k.a. the CMRA method),
there exist two large eigenvalues, four moderate eigenvalues
and only one extremely small eigenvalue. In other words, the
estimated covariance matrix is singular but has at least rank-
six. Subsequently, the moderate eigenvalues gradually decrease
and approach zero (within numerical precision) after the third
iteration while the other two large eigenvalues nearly remain
unchanged. Hence by noting that the final covariance matrix
estimated by ICMRA has a rank of two, which is equivalent
to the number of signals, it can be concluded that the sparse
structure is promoted. The ICMRA with two other penalties
show similar performance and the details are omitted here.
Next, we discuss the choice of δ and evaluate the influence
of different values of δ on estimation performance. In partic-
ular, we repeat the previous simulation with δ = 1.1, 2, 5 and
show the DOA estimates with respect to each iteration in Fig.
3. The iterations start from CMRA and are able to provide
more accurate estimates. Moreover, it can be observed that
δ = 5 may lead to a faster convergence speed but subject
to a worse estimate (more experiments indicate a larger δ,
e.g., δ = 10, may result in some outliers). Among the three
choices of δ, it is interesting to note that δ = 1.1 has
the slowest convergence speed whereas does not produce the
best estimates. In contrast, δ = 2 shows the best estimation
performance compared to other choices of δ. Hence δ = 2
is a proper choice for ICMRAlog in terms of both accuracy
and speed convergence. The choices of δ for other proposed
methods as shown above have also been empirically and
carefully determined. In computational speed, for each trial,
CMRA (a.k.a. the first iteration of ICMRAlog) takes 0.25s
on average while ICMRAlog requires 5.97s because of the
iterative procedure. In conclusion, compared to the CMRA, the
reweighted iteration strategy is able to improve the resolution
at the cost of more expensive computations.
B. DOA Estimation Performance
We now evaluate the DOA estimation performance of the
proposed methods with comparison to CMRA. Assume two
narrowband signals impinge onto a 7-element ULA from
directions of [−1◦, 3◦]. We collect L = 400 snapshots which
are corrupted by i.i.d. Gaussian noise of unit variance with
SNR = 10dB. We show the DOA estimation results of the
compared methods in Fig. 4. The powers can be estimated
by solving a least squares problem given the corresponding
DOA estimates. It can be seen that the outputs of CMRA
are biased while the proposed methods ICMRAs/FICMRAs
are able to locate the spatially adjacent sources with a higher
precision. It is interesting to note that the two sources tend
to merge together for all of these methods. It is because the
two DOAs are very closely-located. Specifically, when the
noise is heavier, or the number of snapshots is smaller, or
the sources become closer, we will find that the two red point
paths completely merge together, which indicates that we can
detect only one single source at this region in some cases.
More simulations show that with a higher SNR, larger L and
separation, the two paths tend to be parallel, which means
the DOAs are estimated with a higher precision. Finally, the
running times of each method are compared in Table III. It
can be seen that the ICMRAs require the most computations
as expected. Note that the CPU times of ICMRAlog and
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Fig. 4: DOA estimation comparison of CMRA, ICMRA and FICMRA for two uncorrelated sources impinging from [−1◦, 3◦]
with L = 400 and SNR= 10dB.
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Fig. 5: Success rates of CMRA ICMRA and FICMRA with L = 400, SNR= 10dB.
TABLE III: CPU Time (in seconds) comparison of CMRA and the proposed methods.
CMRA ICMRAlog ICMRA`p ICMRAlap FICMRAlog FICMRA`p FICMRAlap
CPU Time 0.1670 5.4725 4.6653 2.1171 0.0071 0.0071 0.0033
ICMRA`p are more than 20 (i.e., the maximum number of
iterations) times larger than that of CMRA. This is because
the ICMRA involves an additional SVD in each iteration,
which is also time-consuming. As mentioned in Section III-B,
ICMRAlog and ICMRA`p can be accelerated since the SVD
is not required. Finally, it can be observed that the FICMRAs
are computationally very efficient as compared to ICMRAs as
well as CMRA.
Next, we study the success rates of ICMRAs, FICMRAs and
CMRA in terms of the angle separation ∆θ and the number
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Fig. 6: RMSE results of CMRA, ICMRAlog and FICMRA`p
in the cases of a 7-element ULA and a 4-element SLA with
Ω = {1, 2, 5, 7}. The signals impinge onto the arrays from
directions of [−5◦, 5◦], L = 200.
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Fig. 7: DOA estimation comparisons of CMRA, ICMRA`p
with more sources than sensors.
of sensors M . It is assumed that two signals impinge onto an
M -element ULA from directions of [−1◦,−1◦ + ∆θ] where
∆θ varies from 4◦ to 14◦ and the number of sensors increases
from 4 to 14. Successful estimate is declared if the root mean
square error (RMSE) of DOA estimation is less than 0.1. The
success rates for each pair of M and ∆θ are presented based
on 50 independent trials in Fig. 5 where white means complete
success and black means complete failure. It can be seen that
a large value of M or ∆θ leads to a high success rate while
a small value of M or ∆θ may result in unsatisfactory esti-
mates, leading to a phase transition in the M -∆θ domain. By
comparing Fig. 5(a)-(g), we can see that ICMRAs/FICMRAs
with the three penalties enlarge the success region compared
to CMRA. In particular, by noting the fact that ICMRAlog is
able to correctly locate the signals separated by ∆θ = 4◦ with
a 9-element ULA where ICMRA`p and ICMRAlap fail, it can
be concluded that the Logarithm penalty is superior to the `p
and Laplace penalties. Furthermore, Fig. 5(b)-(g) also show
that the performance improvement has mostly appeared in the
small ∆θs region, demonstrating the ability of our methods in
enhancing resolution.
We then consider the estimation performance of the pro-
posed methods in a 4-element SLA case with Ω = {1, 2, 5, 7},
as well as a ULA case with the same aperture size, i.e., a 7-
element ULA. Assume two uncorrelated sources impinge onto
both arrays from directions of [−5◦, 5◦] and 200 snapshots
are collected, simultaneously. We run 400 independent trials
and show the RMSE of CMRA and our methods with the
SNR varying from 0dB to 30dB in Fig. 6. For brevity, in
this example, we only consider the ICMRAlog and FICMRA`p
as the two representative methods of ICMRA and FICMRA,
respectively. From Fig. 6 it can be seen that our proposed
methods give a better performance than CMRA in both
ULA and SLA cases with respect to most compared region.
Furthermore, it should be noted that, compared to the ULA
case, the SLA case is able to save 43% data with only a small
degradation of 1dB to 1.5dB in terms of RMSE for the three
methods when SNR≥ 5dB. Finally, it can be seen that for each
array, the curves of the three methods tend to merge together
when SNR is larger than 25dB.
We finally evaluate the performance of our methods in
the SLA case with more sources than sensors. In partic-
ular, assume six uncorrelated sources impinge onto a 4-
element SLA with Ω = {1, 2, 5, 7} from directions of
[−55◦,−35◦,−15◦, 0◦, 20◦, 40◦] simultaneously. 400 snap-
shots which are corrupted by i.i.d. Gaussian noise are collected
for source localization and the SNR is set to 0dB. We compare
the estimation performance of CMRA and ICMRA`p via 200
independent trials and show the results in Fig. 7, from which
it can be seen that both methods can correctly locate all the
6 sources while ICMRA`p is able to show better performance
in terms of both DOAs and powers. To be specific, the
average RMSEs of CMRA with respect to DOA and power
are 0.6395 and 0.1828, respectively, while those of ICMRA`p
are 0.5486 and 0.1331, respectively. We have also carried
out this experiment on a 4-element SLA using the Logarithm
and Laplace penalties, where the Logarithm penalty failed to
provide a satisfactory performance in all trials since several
outliers are observed in the experiment, especially when the
number of sources is equal to or larger than that of sensors. In
contrast, the proposed method with the Laplace penalty is able
to give a good performance. Here, we report this observation
and suggest to use (F)ICMRA`p or (F)ICMRAlap in the SLA
case with the number of sources being larger than that of
sensors and use (F)ICMRAlog in other cases.
C. Comparisons with Prior Arts
In this section, the performance of the proposed methods
(F)ICMRA with the Logarithm penalty is studied with com-
parison to other existing methods. The prior arts considered
in this part are CMRA, MUSIC, L1-SVD and SPA. For the
sparsity-based method L1-SVD, the discretized interval is set
to 2◦ and the iterative grid refinement procedure is employed
[7]. In L1-SVD the number of iterations to refine the grid is
set to 5 and the grid interval of the last iteration is set to
0.1 × 10− SNR20 for accuracy consideration. As a consequence,
the RMSE of L1-SVD can achieve the Crammer-Rao Lower
Bound (CRLB) theoretically.
Suppose that two uncorrelated signals impinge onto a 7-
element ULA from [−1◦ + v, 3◦ + v] where v is chosen
randomly and uniformly within [−1◦, 1◦] in each trial. Note
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Fig. 8: Performance comparison of ICMRAlog, FICMRAlog and other methods for two uncorrelated sources impinging from
[−1◦ + v, 3◦ + v] with the SNR varying from −15dB to 35dB, L = 200.
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Fig. 9: Performance comparison of ICMRAlog, FICMRAlog
and other methods for two uncorrelated sources impinging
from [0◦,∆θ] with ∆θ varying from 2◦ to 12◦. We set
SNR= 15dB and L = 200.
that the two sources are spatially adjacent since they are
only separated by around 4◦. Assume that 200 snapshots are
collected in each trial for DOA estimation. We compare the
statistical results of the aforementioned methods obtained from
400 independent trials in Fig. 8 with the SNR varying from
−15dB to 35dB. Fig. 8(a) shows the RMSE comparisons of
these methods, from which we can see that FICMRAlog gives
the best performance when SNR ≥ 0dB and approaches the
CRLB curve first. ICMRAlog shows a better result than CMRA
in most compared region. In particular, the curve of CMRA
deviates the CRLB curve in the middle range of SNR (it
approaches the CRLB when SNR> 40dB) while ICMRAlog
revises this deviation and is able to coincide with the CRLB
curve when SNR≥ 15dB. In comparison, MUSIC and SPA
approach the CRLB curve when SNR≥ 15dB and 20dB,
respectively. L1-SVD is unable to reach the CRLB in this case
of closely-located sources (one possible reason may be the
high correlation between the columns of the manifold matrix
in the sparsity-based methods [9]). The running times of each
methods are also compared in Fig. 8(b). ICMRAlog is time-
consuming because of the iterative procedure. Nevertheless,
it should be noted that, the increased computational cost
of ICMRA can be regarded as a sacrifice for resolution
improvement. The running time of L1-SVD, CMRA and SPA
are comparable with each other and nearly remain stable in
the compared SNR region. The FICMRAlog requires much
smaller computations than other methods when SNR≥ −5dB.
It should be noted that the effectiveness of FICMRAlog is
because of the derived closed-form solution of model (30)
rather than at any cost of the performance deterioration. On
the contrary, we can observe that, compared to ICMRAlog,
FICMRAlog is able to reduce the RMSE in some extent.
Finally, the running time of MUSIC increases exponentially
since the sampling grid size grows as the SNR increases.
We then evaluate the RMSE with respect to different source
separations ∆θ. It is assumed two sources impinge onto a 7-
element ULA from [0◦,∆θ] and 200 snapshots are collected.
We set SNR= 15dB, L = 200 and show the RMSEs of these
methods with ∆θ varying from 2◦ to 12◦ in Fig. 9, which
reveals the superiority of our proposed methods in separating
spatially adjacent signals. It should be mentioned that, for
ICMRAlog in this simulation, we set δ = 1.1 as an initial
value when ∆θ starts from 2◦ and gradually increase δ until 2
with step 0.1 as ∆θ increases. From Fig. 9 it can be observed
that our proposed methods outperform other methods in most
cases. In particular, FICMRAlog is able to coincide with the
CRLB when the sources are only 3◦ apart. ICMRAlog and
MUSIC approach the CRLB when the source separation is
larger than 6◦. Note that when 3◦ < ∆θ < 6◦, ICMRAlog still
can identify the two adjacent sources while MUSIC fails to
do so. In contrast, L1-SVD, CMRA and SPA are far from the
CRLB in the compared region.
D. Influence of Initialization
In the above simulations we have set u0 = 0 so that the first
iteration is equivalent to the CMRA method. The simulation
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Fig. 10: Performance comparison of ICMRAlog with respect to different initializations for two uncorrelated sources impinging
from [−5◦, 5◦] with the SNR varying from 0dB to 30dB, L = 200.
results reveal that this initialization is able to give a satisfactory
performance. In this section, we aim to show the superiority
of our initialization by emprically exploring the performance
of our method with respect to different initializations.
The experiment is carried out on a 7-element ULA, and the
parameter setting of this experiment is similar to that of Fig.
6 but with the following different initializations of u0: 1) zero
vector, as we have recommended above, 2) random vector with
Gaussian distribution, 3) the first column of Rˆfull, which can be
calculated according to Remark 1. We choose the ICMRAlog
for simulation and show the results in Fig. 10 with the SNR
varying from 0dB to 30dB. It can be observed that the per-
formance of ICMRAlog with respect to different initializations
show similar performance in terms of both RMSE and CPU
time. In particular, Fig. 10(b) and the subfigures in Fig. 10(a)
indicate that the zero vector initialization that we employed is
slightly better that the other two initializations, especially in
the middle SNR range. Finally, it can be concluded that our
method ICMRAlog using the iterative procedure is insensitive
to the initialization. The simulation results with respect to
other penalties and FICMRAs reveal the same conclusion and
are omitted.
VII. CONCLUSIONS
In this paper, we have proposed a reweighted method named
ICMRA by applying a family of nonconvex penalties on the
singular values of the covariance matrix as the sparsity metrics.
We have also given the convergence analysis of the proposed
method as well as two fast implementation algorithms. We
have shown that ICMRA can be considered as a sparsity-
based method with infinite number of sampling grids. The
proposed ICMRA can enhance sparsity and resolution com-
pared to CMRA, as verified through simulations. In our future
studies, we will extend the proposed method into the case of
generalized arrays. We will be specifically interested in the
case where the sensors of an array can be arbitrarily located
without being restricted to the half-wavelength sensor spacing,
which is the limitation of the subspace-based methods and the
SCMR methods.
APPENDIX A
PROOF OF THEOREM 1
To prove Theorem 1, we introduce the following lemma.
Lemma 1 ( [36]): Assume G[T (u)] = ∑i g[σi[T (u)]].
If g is twice differentiable, strictly concave, and g
′′
(x) ≤
−mu < 0 for any bounded u and 0 ≤ x ≤ u, then G[T (u)]
is strictly concave, and for any bounded u,v ∈ RN ,u 6= v,
there is some m > 0 such that
G[T (u)]− G[T (v)] ≤〈T (u− v),∇G[T (v)]〉
− m
2
∥∥T (u− v)∥∥2
F
.
(41)
We first show that G[T (uj)] is convergent. According to
Lemma 1 and the concavity of G[T (u)], we have
G[T (uj+1)]− G[T (uj)] ≤tr
[∇G[T (uj)](T (uj+1 − uj))]
− m
2
∥∥T (uj+1 − uj)∥∥2F ,
(42)
which directly results in,
G[T (uj)]−G[T (uj+1)] ≥ tr
[∇G[T (uj)](T (uj−uj+1))].
(43)
Then, since uj+1 is updated according to model (17), we can
conclude that,
tr[∇G[T (uj)]T (uj+1)] ≤ tr[∇G[T (uj)]T (uj)], (44)
which together with (43) confirms that
G[T (uj)]− G[T (uj+1)] ≥ 0. (45)
Further, because G[T (u)] = ∑i g[σi[T (u)]] ≥ 0, the first
property can be drawn.
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To prove the second property, we first show that the se-
quence {uj} is convergent. We start by applying Lemma 1
on G[T (u)] to get,
G[T (uj)]− G[T (uj+1)]
≥tr[∇G[T (uj)](T (uj − uj+1))]+ m
2
∥∥T (uj+1 − uj)∥∥2F
≥m
2
∥∥T (uj+1 − uj)∥∥2F .
(46)
Summing the inequality above for all j ≥ 0 gives
m
2
+∞∑
j=0
∥∥T (uj+1 − uj)∥∥2F ≤ G[T (u0)], (47)
which implies that limj→+∞ T (uj+1 − uj) = 0. Hence the
sequence {uj} is convergent.
To prove that {uj} converges to a local minimum, we first
note that when it converges, i.e., uj → u∗ as j → ∞, the
models (15) and (17) have the same KKT conditions. This is
because the constraints and the derivatives of the objective
functions in the two models are the same when the MM
method converges. Further, since the objective function in (15)
monotonically decreases [36], we can confirm that u∗ is a local
minimum of (15). This completes the proof.
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