the SNR is very useful in closed set speaker identification systems. The training of a speaker identification system involves the confignal uration of M models each representing a different speaker. DurThe autocorrelation method of LP analysis gives rise to the predicing closed set testing, the features of an utterance are compared to tor coefficients a(n) and the REFL feature reafsl() for n 1 to the M models to render a decision of the speaker identity as bep. The LAR feature is found as ing one of the M speakers [2] [3] . Recent research has been done -l 1 -refl (n)
to develop techniques to calculate a confidence metric to accom- by each of the N codebooks. The quantized vector is that which is Applying the recursion in Eq. (4) to b(n) and a(n) results in two closest with respect to the squared Euclidean distance measure to cepstrum sequences cb(n) and clp(n) respectively. The ACW cepthe test feature vector. Hence, N different distances are recorded, strum is cacw(n) = clp(n) -cb(n) [6] .
one for each codebook. This process is repeated for every test feaThe postfilter is obtained from A(z) and its transfer function ture vector. The distances are accumulated over the entire set of is given by feature vectors. This accumulated distance is the score for each
Hpf l () A(z/a) (7) Two methods of implementing the decision logic are investigated. A hard decision approach estimates the SNR to correspond where-0 < < 1. Th cepstrum of H~(z) is the PFL to the codebook which renders the smallest accumulated distance. cepstrum which is equivalent to weighting the LP cepstrum ascisin a cpfl(n) = clp(n) [n _ /3n] [7] . The ACW feature cacw(n) This smallest distance iS the best score. In the soft decision apandPFL(featu)clpfI(n) [ar takenfrom [7] .The ACW feature awproach, the scores from a subset of the N codebooks are used to Figure 2 shows the block diagram for score are a total of 31 AAE values and an average of these values result and SNR determination.
in an overall average absolute error (OAAE). Table 1 depicts these OAAE values for each of the six features. Three different VQ classifier systems are attempted. First, the codebooks are trained for 4. EXPERIMENTAL PROTOCOL SNR values in 5 dB increments starting at 0 dB. Second, the codebooks are trained for SNR values in 3 dB increments starting at Ten sentences from each of the 38 speakers from the New England 0 dB. Third, the codebooks are trained in 1 dB increments. Even dialect of the TIMIT database are used for the experiments. The though test speech of various SNRs (like 22 dB) will definitely speech in this database is clean and first downsampled from 16
show some error when codebooks are designed using 3 and 5 dB kHz to 8 kHz. For both training and testing, white Gaussian noise increments, the purpose is to observe how the increments influence is added to correspond to a particular SNR. The noisy speech is the OAAE.
preemphasized by using a nonrecursive filter 1 -0.95z-1. For the For the hard decision, there can be a zero error for a particu-LP analysis, the autocorrelation method [1] is used to get a 12th lar test speech utterance especially if its SNR corresponds to that order LP polynomial A(z). The LP analysis is done over frames of a trained codebook. This is more likely when the codebooks of 30 ms duration. The overlap between frames is 20 ms. The LP are trained in 5 and 3 dB increments than when the codebooks coefficients are converted into 12 dimensional LSF, REFL, LAR, are trained in 1 dB increments. For example, when using the LSF CEP, ACW and PFL feature vectors. For the PFL feature, o = 1 feature for test speech at 15 dB SNR, a zero error is achieved for and f = 0.9 (see Eq. (7)). The feature vectors are computed only about 77, 53 and 21 percent of the 380 test utterances for codein voiced frames that are selected based on energy thresholding. books trained in 5, 3 and 1 dB increments. respectively. However, The VQ classifier (as described earlier) is trained using the 12 diif an error is made, it is relatively higher for codebooks trained in mensional feature vectors. A separate classifier is used for each 5 and 3 dB increments. When the SNR of the test speech does not feature. A codebook of size 256 for each SNR is designed using correspond to a codebook trained in 5 and 3 dB increments, there the Linde-Buzo-Gray algorithm [8] .
is no chance of a zero error. For example, when using the REFL For each speaker in the database, there are 10 sentences. The feature for test speech at 11 dB SNR, a zero error is achieved for first five are used for training the VQ classifier. The remaining about 19 percent of the 380 test utterances for codebooks trained five sentences are individually used for testing thereby giving 190 in 1 dB increments. When the error is not zero, the SNR estitest cases. The roles of the training and testing speech are then mates are usually 9, 10, 12 and 13 dB with 10 and 12 dB being reversed to get an additional 190 test cases bringing the total to more common. Absolute errors of 3 dB or more occur as statisti-380. The goal is to correctly estimate SNR values between 0 and cal outliers. For codebooks trained in 5 dB increments, the error is 30 dB (inclusive). This is a significant range for practical speaker usually either 1 or 4 dB that correspond to SNR estimates of 10 or identification systems. For each SNR value tested, there are 380 15 dB, respectively. For codebooks trained in 3 dB increments, the utterances over which an average absolute error (AAE) is obtained.
error is usually either 1 or 2 dB that correspond to SNR estimates 
