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This thesis presents extensive study of tetra-atomic and poly-atomic chemical reaction dynam-
ics with time-dependent wavepacket method. In this study, two elementary chemical reaction
dynamics have been investigated, i.e. H2+H2 four-center (4C) reaction dynamics, and H+CH4.
4C reaction dynamics usually take place in high energy, and are usually accompanied by the
other two competing elementary reaction channels: collisional-induced dissociation (CID) and
single exchange (SE). Most of computer simulations for the study of 4C dynamics are based on
classical or quasi-classical trajectory (QCT), due to its difficulty of implementation in quantum
framework. The difficulty come from the truth that: 1) quantum calculations are usually too
demanding for high energy collision because of the large number of states populated; and 2) the
4C process involves the simultaneous cleavage and formation of two bonds. In this project, the
simplest prototype of 4C reaction, H2+ H2, has been studied. We first report a full-dimensional
study, that is, 6D dynamics of 4C and the other two competition channels for the prototype
reaction based on two potential energy surfaces. We have reported reaction cross section for
H2(v = 10, j = 0) + H2(v = 0, j = 0). The study has uncovered that CID is the dominant
process, while 4C and SE are non-negligible. Although at total momentum J = 0, 4C has bigger
reaction probability than SE, the overall values of reaction cross section of the two reaction
channels are at the same scale. It means that 4C and SE are highly dependent on the molecular
collision orientation. The full-dimensional quantum dynamics results are in qualitative agreement
with QCT or reduced-dimensional quantum dynamics studies. However, the discrepancy in
quantitative value between our results and QCT or reduced-dimensional quantum dynamics shows
that there will be necessary improvement in the construction of potential energy surface and in
v
the dynamical treatment, like, a more accurate calculation in the van der Waals interaction, the
diabatic potential energy surface (PES), and the new coordinates for the separation of multi-
channel reactive flux.
H+CH4 is an important prototype reaction for the study of poly-atomic reaction dynamics
beyond four atoms. The difficulty of quantum dynamics to deal with poly-atomic reaction dy-
namics are from the facts that: 1) it is very difficult to construct potential energy surface from the
traditional way of fitting of high level ab initio data points in the high dimensional space. And 2)
one has to deal with the exponential increase of basis size arising from the quantum nature. As
for the PES, most of the current dynamics are based on an old PES fit for low-level ab initio and
empirical data sets. Our group has taken the challenge to make an eight dimensional PES, which
the most important eight degree-of-freedom are concerned with the rest fixed at the equilibrium
position. In this project, we want to use quantum dynamics to check the convergence of the new
potential energy surface. We have developed seven-dimensional dynamics with the approximation
that the non-reactive CH3 has the C3v symmetry with its C-H bond fixed at the equilibrium.
The calculations have been carried out on the new PES. And we finally have a PES interpolated
on the data set of 8046 high level ab initio points. In the future, we will make more calculations
on the PES to get the reaction rate constant for the seven-dimensional model. We will make
calculations on the eight-dimensional model, which, plus the current seven degree-of-freedom, is
concerned about the symmetric stretching of the non-reactive C-H bond. We will also check the
kinetic isotope effect on the same PES as well.
Finally, a Message Passing Interface (MPI) application has been introduced. There is increas-
ing trend for large-scale computation done within distributed computation cluster instead of a
single workstation. Three factors have stimulated the trend: 1) the physical limit of the speed
of single CPU based on current technology; 2) the cost of single workstation against its perfor-
mance; and 3) hardware and software technology mature for distributed application. To explore
the parallelism in quantum dynamics, we start to work on the migration of H+CH4 dynamics
application to a distributed application in the MPI framework. We have redesigned the data
structure to overlap computation and communication time. As such, the MPI will reduce the
data communication time as much as possible to achieve better performance. Our development
on the MPI application has been tested and is in real use for the calculations of H+CH4 dynamics.
We will migrate 4C reaction dynamics to MPI application in the future.
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Chemical dynamics is the link between the potential energy surface (or surfaces) and physically
observable chemical phenomena [1]. This is a very broad research area and a lot of fundamental
phenomena can be studied from chemical changes, such as energy transfer, proton transfer,
electron transfer, photochemical process, elementary process in combustion, and so on [2]. Among
the research fields, the reaction dynamics, i.e. molecular collision processes or scattering, is the
most well-defined and rigorous approach to study chemical dynamics.
Computer simulation to chemical reaction studies the basic principles governing chemical
change brought about by the motion of electrons and nuclei within the reaction molecules. Given
a specific interaction potential for a nuclear motion, one should in principle be able to obtain the
probabilities, cross sections, and rate constants for fundamental elementary reaction processes by
solving the equations of motion for the system [2, 3].
Chemical reactions and energy transfer processes in the gas phase are often studied using
just a single adiabatic Born-Oppenheimer potential energy surface. The concept of potential
surface requires the invocation of so-called Born-Oppenheimer approximation [4]. Under typical
physical conditions, the nuclei of molecular systems are moving much more slowly than the
electrons (recall that protons and neutrons are about 1800 times more massive than electrons),
for practical purposes, electronic “relaxation” with respect to nuclear motion is instantaneous.
As such, it is convenient to decouple these two motions, and compute electronic energies for
fixed nuclear positions. The idea has largely reduced the complexity of simulating the nuclei and
electron’s motion and forms the basis for most classical, semi-classical and quantum dynamics
calculation in chemical changes.
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In conventional Molecular Dynamics (MD) simulations [5, 6, 7], the particles moving in the
simulation cell, obey the laws of classical mechanics. The instantaneous forces acting on the
particles are calculated from potential energy functions i.e. force fields, expressed normally as
simple analytical continuous functions. In principle, a force field, used in classical MD simulations,
can be anything from a pure guess to a fit of extensive quantum chemical energy calculations.
At the end, the quality of the molecular force field and the value of the simulation can only be
judged after comparing the results, obtained from analysis of the simulated particle trajectories,
with reliable experiment data.
The conceptual simplicity is both the beauty and the strength in the classical MD simulation
methods, but its limitations become obvious as soon as one is to deal with any kind of chemical
processes. Since electrons are involved in chemical reactions, even the simplest chemical reac-
tion is beyond the simple classical MD simulations. Some researchers have employed classical
approach with different quantum correction schemes to simulate chemical reactions [8, 9, 10].
These approaches often offers a sufficiently accurate description, especially when the nuclei are
quite heavy and when the main interest in the research is on average quantities. Possible ex-
ceptions are systems containing light atoms at low temperatures where quantum mechanical
tunneling effects are important. Also for state-to-state resolved cross sections and rate constants
the classical dynamical description may fail.
Since molecules and atoms are quantum mechanical systems, the most accurate technique to
approach molecular dynamics is undoubtedly to solve the motion equations from the first principle
directly. The traditional development of quantum dynamics adopted a time-independent (TI)
framework. The TI approach is usually formulated as a coupled-channel (CC) scheme in which
the scattering matrix S is obtained at a single energy but for all energetically open transitions.
An alternative way is to directly solve time-dependent (TD) Schro¨dinger equation by propagating
a wave packet in the time domain. These two methods have been well elaborated in Ref. [11] and
many others [12].
There are various advantages and disadvantages associated with the TD and TI methods [11,
12, 13]. The TI method is much more efficient in the dynamics involving long-lived resonances,
and the TI method has no much difficulty in calculations at very low collision energies. The
TI method often gives more accurate results than the TD method, mainly because the artificial
absorbing potentials used in the latter typically reflect small parts of the wave packet. This
drawback may improve with the future development of new, “systematic” absorbing potentials.
The disadvantage of TI method however lies in the nature of TI calculations due to their
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nonlocal character which requires a global simultaneous description extending throughout the
entire coordinate space. The computational time of the standard TI CC approach scales as N 3
with the number of basis functions N . Although it is possible in many cases to employ iterative
methods in the TI approach that could lower the scaling to N 2 provided that one can obtain
converged results with a relatively small number of iteration steps. But the convergence property
of iterative methods is highly dependent on the specific problem on hand. Meanwhile, many
of the complex problems are not easily susceptible to standard TI treatments. For example,
some processes involve very complicated boundary conditions and/or involve time-dependent
(TD) Hamiltonians such as those in molecule-surface reaction, breakup process, molecular in
pulsed laser fields, etc. These processes either do not have well-defined boundary conditions in
the traditional sense or are inherently time-dependent and thus could not be easily treated by
standard TI methods. And TD approach is the natural way for the causal interpretation of
events, where a cause in the past leads to a result in the future in human thought.
The scaling advantages of the TD method mean that, with current computational limits, it
is the method of choice for complex systems, like four-atom reactions and beyond. For the past
decade, TD computational methods for solving the Schro¨dinger equation have developed signifi-
cantly, and the TD approach has become very popular for studying many dynamical processes in
the field of chemical physics. Starting from the full-dimensional wave packet calculations of the
total reaction probabilities for the benchmark reaction H2 + OH with total angular momentum
J = 0, theory is now capable of providing fully converged integral cross-section for diatom-diatom
reactions, total reaction probabilities for the abstraction process in atom-triatom reactions for
J = 0, state-to-state reaction probabilities for total angular momentum J = 0 and state-to-state
integral cross-sections, as well as accurate cumulative reaction probabilities and thermal rate
constants.
The first chemical reaction simulated in this project is H2 + H2. The H2-H2 dynamics is of
considerable importance in the hydrogen combustion as well as in some astrophysical processes
involving highly excited H2 molecules which take place in star forming regions. Theoretically,
it is the simplest system for the investigation of four-center (4C) reaction mechanism. In this
reaction, there are three competing reaction channels, i.e. collision induced dissociation (CID),
single exchange (SE), and four-center (4C). Understanding the mechanism about the competition
of three channels and calculating the branching ratio are of great importance in the modeling
of the chemical kinetics for this reaction. Potential energy surface (PES) for this reaction is
also of great importance for quantum chemistry as a test case for molecule-molecule interactions.
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Theoretically, since there are only four electrons in the system, it is an ideal candidate for high
quality ab initio quantum chemistry calculation. The analytical fit for H2-H2 PES has been done
by Aguado et al [14]. Recently, a new PES fit for much more high accuracy ab initio data points
has been reported by Boothroyd et al [15]. A full dimensional calculation for quantum dynamics
is very desired for the assessment of the quality of these fittings.
The second reaction modeled in this project is H+CH4, the collision of hydrogen and methane
in gas phase. This reaction is important in combustion chemistry. Understanding of its dynamics
is the basis for the design of new “clean” combustible materials. And the reaction is a prototype
of polyatomic reaction and is of significant interest both experimentally and theoretically. The
study of this reaction can have the insight into other polyatomic system which has more than
four atoms. Due to the number of atoms in this reaction and the permutation symmetry of
five H atoms, the construction of accurate global potential energy surface is very difficult, also
the full dimensional dynamics is very challenging. Reduced dimensional model is implemented
for those most important eight degree of freedom in this reaction. In this project, we have
constructed an eight dimensional potential energy surface, and performed a seven dimensional
dynamics calculation to assess the quality of this potential energy surface without the motion
of non-reactive CH3 symmetric stretching mode, which is less important than the other seven
degree of freedom based on other studies.
Although TD approach has a lower scaling factor with the number of computation basis, the
TD calculation for polyatomic system with more than four atoms is a big challenge for theoretical
chemists. The difficulty arises from two facts: 1) the construction of potential energy surface
is very difficult in the high dimensional space; and 2) the exponential increase in the size of
the basis set with the number of atoms makes it forbidding today to perform a full-dimensional
study from first principle beyond four-atom reactions. As for the construction of PES in high
dimensional space, there are some attempts to doing so [16, 17, 18]. On the dynamics side,
to cope with the huge calculation scale, some approximate methods have been developed to
overcome the exponential increase in basis set size problem. One such method is to employ a
time dependent basis set, such as the multi-configuration time-dependent Hartree (MCTDH)
method [19]. Another method is the reduced dimensional approach by freezing non-reactive
dimensional freedom. On the other hand, one can think of using computation cluster to perform
TD application to high-dimensional dynamics at an endurable cost. In the foreseeable future, the
computation cluster will become more and more popular because of the advancement of network
technology and hardware. In this project, we will explore the use of message passing interface
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(MPI) in developing distributed parallel TD dynamic application in computer network.
The composition of this thesis is as follows. An introduction to quantum reaction dynamics in
time-dependent framework is presented in Chapter 2. Chapter 3 presents the quantum dynamics
theories of H2+H2 in this project, the detail numerical calculations and results are discussed as
well. Chapter 4 presents the theories about the dynamics of H + CH4, a prototype of polyatomic
reaction, and it will show a test of dynamics on the new potential energy surface. Finally, chapter
5 presents the implementation of MPI technology for quantum dynamics calculation. (Note: in




Over the last decade, time-dependent (TD) reaction dynamics method has evolved to be a very
powerful theoretical tool in the simulation of reaction dynamics. This chapter includes two
sections: section one is to present a general theoretical framework of the time-dependent approach
and section two is to introduce two important numerical methods in computer simulation, that
is, split operator method and discrete variable representations.
2.1 The Fundamental Theory of Time-Dependent Quan-
tum Dynamics
2.1.1 TD Schro¨dinger Equation, Time Evolution Operator U(t, t0)




Ψ(t) = HˆΨ(t) (2.1)
where Hˆ is the Hamiltonian operator, being time-dependent or time-independent, and Ψ(t) is the
TD wavefunction. In the discussion below, we assume the Hamiltonian Hˆ is time-independent.
Let Ψ(0) be a scattering solution (no bound state component) of the time-dependent Schro¨dinger
equation at t = 0; the wavefunction Ψ(t) satisfying Eq.2.1 is in the Schro¨dinger representation
(SR), and has the formal solution (assuming Hˆ independent of time)
Ψ(t) = e−iHˆtΨ(0). (2.2)
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In the Schro¨dinger representation, the wavefunction Ψ(t) is time-dependent as in (2.1) but opera-
tors are time-independent. And the time evolution operator is U(t, 0) = e−iHˆt, which is explicitly
unitary operator. The reader is able to find the above information from any of the basic quantum
mechanics textbooks, like [20, 21, 22, 23].
In principle, if we are able to get the wavefunction Ψ(t), all the informations about reaction
dynamics are clear.
2.1.2 Gaussian Wavepacket as Ψ(0)
The initial wavepacket Ψ(0) employed in time-dependent scattering calculations is often chosen






4 exp[−(x− x0)2/4δ2]eik0x, (2.3)
which travels toward the positive direction of x. The Gaussian wavepacket can be written as a
















2.1.3 Extraction of Scattering Information
As the TD wavefunction Ψ(t) = e−iHˆtΨ(0) is propagated, one can obtain the stationary scattering
wavefunction ψ+(E) from Ψ(t) by a time-energy Fourier transform.







where the energy-dependent coefficient is given by
a(E) = [〈Ψ(0)|δ(E − Hˆ)|Ψ(0)〉]1/2 (2.7)
which normalizes the stationary solution to the δ-function in energy [28], viz.,
〈ψ+(E)|ψ+(E′)〉 = δ(E −E ′) (2.8)
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Using the normalization of Eq. 2.8 for ψ+(E), the coefficient a(E) can also be calculated as
follows




where φ(E) is the energy-normalized free or asymptotic function, Ω+ is Møller operator (the
property of Møller operator can be found in standard textbooks on scattering theories, like [29,
30, 31, 32]), and Φin is an incoming asymptote. If the initial wavepacket is chosen to be localized








because the back propagation of Ψ(0) by the full propagator is completely canceled by the forward
propagation.
Once the stationary solution ψ+(E) is obtained, one can employ asymptotic boundary con-
ditions to extract the scattering matrix. However, if only total reaction probabilities are needed,
the calculation can be greatly simplified by evaluating the reactive flux at any fixed hypersurface
(preferably close to the transition state) without the need to compute the state-to-state S matrix.
References [29, 30, 31, 32] are the popular textbooks on the advanced theory about scattering
in the quantum framework.
2.1.4 Reactive Flux, Total Reaction Probability
The conservation relation corresponding to the time-dependent Schro¨dinger equation (2.1) can
be written as a continuity equation
∂ρ
∂t
+∇ · J = 0 (2.11)
where the divergence operator is defined in the N -dimensional hypersurface. Here the density is
given by ρ = |Ψ(t)|2 and the flux is defined by the equation
∇ · J = i[Ψ∗HˆΨ− (HˆΨ)∗Ψ] (2.12)
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For any stationary wavefunction ψ, ρ is independent of time, so ∇ · J = 0. This means that the
flux is constant across any fixed hypersurface. If the Hamiltonian Hˆ can be expressed as the sum
of a kinetic energy operator for the coordinate s and a reduced Hamiltonian for the remaining





where Hˆs is the reduced Hamiltonian, then we can evaluate the flux at a fixed surface at s = s0
by integrating over the remaining N − 1 coordinates in Eq.( 2.13)
Js = 〈ψ|Fˆ |ψ〉 (2.14)










= Im[msδ(s− s0) ∂
∂s
]
Since the flux Js is a constant and therefore independent of the position of the surface to
calculate, we can of course evaluate the reactive flux at a fixed surface in the asymptotic region







ϕβnSβn,αi (Rβ →∞) (2.16)





Thus the reactive flux gives the total reaction probability
Pαi = Js = 〈ψαi|Fˆ |ψαi〉 (2.18)
where Pαi is the total α(i) → β(all) reaction probability. In TD calculations, however, it is
preferable to evaluate the reactive flux at a location near the transition state because this will
generally shorten the propagation time needed to converge the flux.
2.2 Numerical Implementations
2.2.1 Split Operator (SP) Method
Solving Eq. 2.1 for a given initial wavefunction Ψ(0) constitutes a propagation of the wavefunction,
which is carried out by integrating methods. The most straightforward approach is based on finite
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difference schemes include Runga-Kutta method, second-order difference (SOD), or higher-order
difference methods. At present, however, more sophisticated methods, such as the split operator
(SP) method[33, 34], Chebychev polynomial method [35], short iterative Lanczos method [36, 37,
38, 39] as well as other methods, are often used in practical applications. In this project, we use
split operator method to propagate wavefunction. Here, we briefly describe the method.
The split operator method is a popular method and has been widely used in many practical
applications. It approximates the short time propagator by the equation as the time t has been
splitted into many small time step ∆, t =
∑
∆,
e−iHˆ∆ = e−iHˆ0∆/2e−iVˆ ∆e−iHˆ0∆/2 +O(∆3) (2.19)
where the Hamiltonian Hˆ is split into two parts as Hˆ = Hˆ0 + Vˆ and the error term is due to
non-commutativity of Hˆ0 and Vˆ . The wavefunction is propagated by the formula
Ψ(t+ ∆) = e−iHˆ0∆/2e−iVˆ ∆e−iHˆ0∆/2Ψ(t) (2.20)
The split operator propagation of Ψ(t) is explicitly unitary, which is a main factor contributing
to the numerical stability of the SP method. As a short time propagator, the split operator
method can handle complicated Hamiltonians including time-dependent Hamiltonians and com-
plex Hamiltonians. A particularly attractive feature of the SP method is its numerical stability
with respect to the time step ∆ in numerical integration because of its unitariness and therefore
the conservation of the normalization of the wavefunction. The price to pay is that we need to
deal with exponential operators which may require diagonalization of some smaller-sized matrices.
2.2.2 Use of Absorbing Potentials
In time-dependent dynamics, a common problem is how to solve the spurious reflection of
wavepacket at the boundary area from the end of the numerical grid. The reflection arises
from the fact that the basis set or numerical grids in calculation are usually of finite size but the
scattering wavefunction is unbound. Several years ago, Neuhasuer and Baer [40] proposed an
empirical approach to solve the problem by the employment of an absorbing potential or opti-
cal potential to absorb the wavefunction near the grid boundary to effectively eliminate artificial
boundary reflections. The most widely used absorbing potential is negative imaginary (also called
NIP) defined near the boundary of the numerical grid
Vabs(x) = −iα(x− x0)n (2.21)
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for x0 ≤ x ≤ x0 +L and is zero for x < x0. The general criterion for Vabs(x) is that it is smooth
enough to avoid reflection and at the same time rises rapidly to efficiently absorb the wavefunction
within the absorbing region. Various studies [40, 41, 42, 43] indicate that the absorption length
L should be comparable or greater than the de Broglie wavelength λ of the wavefunction in order
to achieve good absorption.
2.2.3 Discrete Variable Representations (DVRs)
Discrete variable representations introduced by Light and others [44, 45, 46] have enjoyed great
success as highly accurate representations for the solution of a variety of problems in molecular
vibration-rotation spectroscopy and molecular quantum dynamics. DVRs are highly advanta-
geous for most of these problems for two reasons. First, they greatly simplify the evaluation of
the Hamiltonian matrix; kinetic energy matrix elements are calculated simply, and potential ma-
trix elements are merely the value of the potential at the DVR points, (i.e., no integral evaluations
are required). Second, for direct product DVRs in multidimensional systems, the Hamiltonian is
sparse and the operation of the Hamiltonian on a vector is always fast.
Variational Basis Representation (VBR), Discrete Variable Representation (DVR)
and Finite Basis Representation (FBR)
Numerical application based on the variational theorem is the general way in solving various
quantum problems. The unknown wavefunction are represented in a set of infinite basis, or, more
properly, a Hilbert space. Usually, the basis set is truncated (which is the only source of errors),
and the solutions are approximated in this truncated representation, which are variational; that is
the energy eigenvalues of the Hamiltonian are all larger than or equal to the corresponding exact
eigenvalues. Such truncated representation is usually called as the variational basis representation
or (VBR).
Further approximation may be imposed on the truncated VBR that the matrix representation
of function of the coordinate must be diagonal and the diagonal matrix elements are values of
the functions at some special points. Thus, we have a special representation, that is, discrete
variable representation or (DVR). DVRs are in terms of localized functions that are usually
obtained by transformation from a truncated “global” functions, which is usually called finite
basis representation (FBR). Thus the VBR is an exact representation in terms of global basis
functions, while the DVR and FBR are “local” and corresponding “global” representation in
which further approximation has been made.
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Theoretical chemists have generalized three effective ways to construct DVRs: (a) one may
establish a connection between a set of basis functions and an appropriate numerical quadrature
; (b) one may diagonalize a function of the coordinate operator in a basis set; or (c) one may
choose a basis of localized functions initially. In the approach based on numeric quadrature, the
relationship between basis size and quadrature accuracy is direct. In the first two approaches,
the transformation between DVR and global basis representation,FBR, is known. In cases where
this is a unitary or orthogonal transformation, operators in the FBR obtained by transformation
from DVR contain exactly the same approximations as the DVR. Ref. [46] is the most up-to-date
and thorough review on the DVR theory and applications.
Hamiltonian in DVRs
Given an exact evaluation of the Hamiltonian matrix in the VBR, the Hamiltonian could be
evaluated exactly in the DVR by transformation from the exact VBR Hamiltonian:
HDV R = THV BRT† (2.22)
where
HV BR = HV BR0 + V
V BR (2.23)
Here VV BR is the exact representation of the residual potential, the position of the potential not
included in H0. H
V BR
0 is transformed from the VBR, where it is usually simple to determine.
However, to obtain HDV R the residual potential matrix, VV BR would have to be evaluated
exactly in the VBR beforehand, and this eliminates any advantage of the DVR. The potential
matrix evaluated exactly as above in the DVR is diagonally dominant, but is not exactly diagonal.
The power and simplicity of the DVR come from approximating the residual potential ma-
trix in the DVR. The matrix representation of Vˆ , the residual potential energy, is, however,
approximated by the quadrature of the DVR itself. Thus
HDV R = HDV R0 + V
DV R (2.24)
where




and we approximate the residual potential as
V DV Rα,β = V (xα)δα,β (2.26)
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Thus the DVR approximation is equivalent to approximating the exact residual potential matrix,
V as
V ≈ T†VDV RT ≡ VFBR (2.27)
The DVR with an underlying orthogonal polynomial basis is exactly equivalent to evaluating
potential matrix elements using Gaussian quadrature appropriate to the basis, with N quadrature
points. The disadvantage of this is that the eigenvalues resulting from evaluating the Hamiltonian
in the DVR are not variational; the quadrature error may cause some eigenvalues to be below
their true value. However, the advantage of DVRs based on the classical orthogonal polynomials
is that the convergence of the Gaussian quadratures to the exact integrals is excellent. For
smooth potentials as the basis size is increased (and the number of DVR points is increased), the
quadrature error quickly disappears at least for lower levels. The convergence of these eigenvalues
is then limited by the basis set in a variational fashion.
13
Chapter 3
Four-center Reaction Dynamics: H2 + H2
3.1 Introduction
In the last decade, significant progress has been achieved on the accurate, ab initio quantum
dynamics study of four-atom reactions [47, 48, 49, 50], arising from the development of the time-
dependent wave packet (TDWP) method, advances in constructing potential energy surfaces [18,
51, 52], and the rise in computational power. Starting from the full-dimensional wave packet
calculations of the total reaction probabilities for the benchmark reaction H2 + OH with total
angular momentum J = 0 [53, 54, 55], theory is now capable of providing fully converged integral
cross-section for diatom-diatom reactions [48, 49, 50, 56], total reaction probabilities for the
abstraction process in atom- triatom reactions for J = 0 [57], state-to-state reaction probabilities
for total angular momentum J = 0 [58, 59, 60] and state-to-state integral cross-sections [61],
as well as accurate cumulative reaction probabilities and thermal rate constants [62, 63, 64,
65]. Recently, Zhang et al. [66] performed a full-dimensional quantum mechanical study on the
abstraction and exchange processes in the H + H2O reaction by treating both OH bonds in the
H2O reactant as reactive bonds. Although both processes in the reaction involve only cleavage of
one bond, their study clearly showed it is necessary to treat both OH bonds as reactive in order
to accurately investigate the exchange process. The report also indicated that we may be able
to accurately study a special kind of four-atom reactions, namely, the four-center (4C) reactions
AB + CD →

 AD +BCAC +BD. (3.1)
The 4C reactions often appear in a variety of gas-phase processes and have been widely studied
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in the past both experimentally and theoretically [67, 68, 69, 70, 71] . In contrast to three-center
reactions (A + BC → AB + C, or AB + CD → ABC + D) where only one bond is broken
and formed during the course of reaction, 4C reactions involve the simultaneous cleavage and
formation of two bonds. And in reality, 4C process has to compete with the other two reactions,
i.e. collision induced dissociation (CID), which is known to be very important at the high energies
where 4C reactions take place,
AB + CD →

 A+B + CDAB + C +D, (3.2)
and single exchange reaction (SE)








Theoretically, most dynamics studies have been based on classical or quasi-classical trajectories
(QCT) [72, 73, 74, 75, 76, 77, 78]. The lack of quantal studies is probably due to the facts
that: i) quantum calculations are usually too demanding for high energy collisions, a case in 4C
process, because of the large number of states populated; ii) and the simultaneous cleavage and
formation of two bonds in 4C reactions adds more difficulty in theoretical quantal treatment.
Herna´ndez and Clary [79] developed a three-dimensional (3D) model for a quantum mechan-
ical study of 4C reactions, A2 + B2 → 2AB, and competing collision induced dissociation, A2 +
B2 → A + A + B2, where the four atoms are constrained to a plane and form an isosceles trapez-
ium. Such model leads to reaction products having concerted vibrations and rotations. And the
model has been applied to H4 dynamics with time-independent R-matrix propagation method [80]
and hyperspherical coordinates. Then we have extended the model to time-dependent scheme in
Jacobi coordinates with a method to analyze the reactive flux for 4C and CID reaction probabili-
ties [81]. (Note: the model has no information about SE process.) Herna´ndez et al [82, 83, 84, 85]
has put more efforts in working with different restricted geometries in three-dimensional space to
study the H4 collisional dynamics. Also,they have discussed the PES’ topology and its relation-
ship with reaction mechanism. Their results are in agreements with QCT results. Recently, we
have reported the full dimensional, in this system, six-dimensional (6D) quantal results for 4C,
CID and SE processes for total angular momentum J = 0 [86].
The H2-H2 dynamics is of particular astrophysical interest for studying H2-H2 interactions
in physical conditions not accessible to experiment, namely the low densities characteristic of
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giant molecular clouds in the interstellar medium, where star formation occurs. Heating of these
clouds by strong shock waves causes rotational and vibrational excitation of the H2 molecules,
and can lead to collision-induced dissociation of H2 into free H atoms. The collision rates in
molecular clouds can be so low that the (observed) forbidden (quadrupole) infrared emission
of excited H2 molecules can induce highly non-thermal distributions over the internal states of
H2. Because the mean free paths of molecules are thousands of kilometers, these processes will
remain inaccessible to laboratory experiment. Computer simulation is therefore a practical way
to understand the physics and chemistry of star forming regions. Also, the H2-H2 dynamics is of
considerable importance in the hydrogen combustion process. The mechanism of the 4C reaction
in the H4 system has been a subject of controversy in the past several decades. One experiment
showed that the 4C reaction in the system is highly doubtful [87], at least below the dissociation
threshold of H2.
The interaction potential energy surface (PES) for H4 system is of great importance for
quantum chemistry as a test case for molecule-molecule interactions. Theoretically, since there
are only four electrons in the system, it is an ideal candidate for high quality ab initio quantum
chemistry calculation. The analytical fit for H2-H2 PES has been done by Aguado et al [14], the
ASP PES. Recently, a new PES fit for much more high accuracy ab initio data points has been
reported by Boothroyd et al [15], the BMKP PES. A full dimensional calculation for quantum
dynamics is very desired for the assessment of the quality of these fittings.
In this study we present both 3D and full dimensional (6D) quantum reactive scattering study
of the H2 + H2 reaction. The 3D calculation is done only on the ASP PES, and the 6D dynamics
are performed on the ASP and BMKP PESs. Section 3.2 outlines the theoretical methodology
and its implementation, and we also elaborate the way of analyzing reactive flux. Section 3.5
describes the results from our calculation. Section 3.6 concludes.
3.2 Theory
3.2.1 Six Dimensional Hamiltonian in Reactant Jacobi Coordinate
Fig. 3.1 shows the reactant Jacobi coordinate selected for AB+CD reaction dynamics in this
study.
In this coordinate set, R is the distance between the center-of-mass of molecule AB and CD,
r1 is the bond distance of AB, r2 is the bond distance of CD, θ1 is the angle between R and r1,









Figure 3.1: The six-dimensional Jacobi coordinate for AB+CD system in the reactant channel
The six dimensional Hamiltonian for AB+CD system within the reactant Jacobi coordinate
in body-fixed (BF) frame can be written as













+ Vˆ (R, r1, r2) + hˆ1(r1) + hˆ2(r2) (3.4)
where µ is the reduced mass between the center-of mass of AB and CD, Jˆ the total angular
momentum operator, and jˆ1 and jˆ2 the rotational angular momentum operators of AB and
CD, which are coupled to form jˆ12 [88, 89]. The reference diatomic vibrational Hamiltonian
hˆi(ri)(i = 1, 2) is defined as





where Vˆi(ri) is a diatomic potential.
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3.2.2 Basis Set Expansion of Wavefunction, L-shape Grid Scheme
The TD wavefunction is expanded in terms of the BF (body-fixed) rovibrational eigenfunctions
defined in terms of the reactant Jacobi coordinates as:







jK (Rˆ, rˆ1, rˆ2), (3.6)
where n is the translational basis label, v denotes (v1, v2), j denotes (j1, j2, j12), (v0, j0) denotes
the initial rovibrational state, and  is the parity of the system defined as  = (−1)j1+j2+L with
L being the orbital angular momentum. As shown by Herna´ndez and Clary [79], one of the H2
should be highly excited in order for CID, 4C and SE reactions to occur. In this study we treat AB
as the highly excited one and use a uniform basis for AB in the asymptotic and interaction regions.
While for the CD molecule, it is well known that the closed components of the wavefunction are
essentially zero in the asymptotic area, we only need to include ”open” vibrational channels in
the asymptotic area. However, both closed and ”open” vibrational channels are needed in the
interaction region. We thus employ different grids in the R coordinate to define the translational
basis uv2n (R) for different vibrational channels. A simple way to implement this idea is to split
the whole space into two regions, the asymptotic region and the interaction region as shown in







sin npiRR4−R1 , v2 ≤ vasy ,√
2
R2−R1
sin npiRR2−R1 , v2 > vasy ,
(3.7)
where vasy is chosen to be the number of energetically open vibrational channels plus one or two
closed vibrational channels of the reactive CD.
The vibration eigenfunctions φvi(ri) for AB or CD are satisfied the Eq.3.5 where i = 1 refers to
AB and i = 2 refers to CD. And potential optimized discrete variable representation (PODVR)
grids [90] scheme is employed to construct basis and grids for AB and in the interaction and
asymptotic regions for CD.
The Y JMjK in Eq.3.6 is the coupled BF total angular momentum eigenfunctions which can be
written as:








+ (−1)j1+j2+j12+JDJ−K,MY j12−Kj1j2 ], (3.8)
where DJK,M is the Wigner rotation matrix,  is the parity, and Y
j12K
j1j2
is the angular momentum




〈j1m1j2K −m1|j12K〉 × yj1m1(θ1, 0)yj2K−m1(θ2, φ) (3.9)
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and yjm are spherical harmonics. Note Eq. 3.9 the restriction (−1)j1+j2+j12+J = 1 for K = 0.
The potential matrix elements in the angular momentum basis Y JMjK for any fixed (R, r1, r2)
can be evaluated by
〈Y JMjK |V (R, r1, r2, θ1, θ2, φ)|Y JMj′ K′ 〉 (3.10)


























































1)φ]V (R, r1, r2, θ1, θ2, φ), (3.11)
and Pjm(θ) =
√
2pi(θ, 0). The centrifugal potential, which is not diagonalized in the BF repre-
sentation, is given by
1
2µR2




δj,j′ {[J(J + 1) + j12(j12 + 1)− 2K2]δKK′ }
−λ+JKλ+j12K(1 + δK0)1/2δK+1,K′ − λ−JKλ−j12K(1 + δK1)1/2δK−1,K′ ,
and the quantity λ is defined as
λ±AB = [A(A+ 1)−B(B ± 1)]1/2. (3.13)
3.3 Time Propagation of Wavepacket and Reactive Flux
The split-operator method is employed to propagate the wavepacket
ΨJM(R, r1, r2, t+ ∆) = e
−iHˆ0∆/2e−iUˆ∆e−iHˆ0∆/2ΨJM(R, r1, r2, t), (3.14)
where the reference Hamiltonian Hˆ0 is defined as























+ Vˆ (r1, r2,R). (3.16)
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The matrix version of Eq. 3.14 for the expansion coefficient vector F is given by
F(t+ ∆) = e−iH0∆/2T†e−iU∆Te−iH0∆/2F(t), (3.17)
where T is the DVR-FBR transformation matrix, and H0 is the diagonal matrix defined as
[H0]nvjK,n′ v′ j′K′ = δnvjK,n′v′ j′ K′ (
v2
n + v1 + v2), (3.18)
where v is defined in Eq.3.5 and 
v2













)2, v1 > vasy.
(3.19)
The effective potential matrix U is therefore given by











where (Rl, r1m, r2n) is any given DVR points defined with respect to the translational and vibra-
tional basis functions of Eqs.3.7 and 3.5. To simplify notations, we drop labels JM and v0j0K0
with the understanding that all equations hold for a given set of these labels.








where A, B, and C are orthogonal matrices that carry out the transformation between basis and
DVR representations, i.e.,
Av2l,i = 〈Rl|uv2i 〉, (3.22)
Bm,v1 = 〈r1m|φv1〉,
Cn,v2 = 〈r2n|φv2〉.
The exponential operator e−iUˆ∆ is further split into three parts:
e−iUˆ∆ = e−iKˆrot∆/2e−iVˆ ∆e−iKˆrot∆/2 (3.23)












The initial wavefunction is chosen as the product of a specific rovibrational eigenfunction and
a localized translational wavepacket, viz.,
Ψ(R, r1, r2, 0) = ϕk0 (R)φv10j10(r1)φv20j20(r2)Y
JM
j0K0 (Rˆ, rˆ1, rˆ2), (3.25)






Finally, the time-dependent wave function is absorbed at the edges of the grid to avoid bound-
ary reflections. As shown in Ref. [40], the introduction of an optical potential near the end of the
grid is equivalent to simply multiplying the wave function by a decaying function of coordinate
near the boundary at the end of each propagation step. Therefore in actual implementation
of the absorbing boundary conditions, the wave function is still propagated in the original real
potential field, but it is multiplied by a decaying function Fabs after each propagation step, that
is,
Ψ(t+ ∆) → FabsΨ(t+ ∆). (3.27)
In the our calculation, we choose Fabs as
Fabs =

 exp[−Cabs(x− x0)/(xmax − x0)], x0 < x < xmax,1, x < x0 (3.28)
where x0 and xmax refer to r1 and r2 for the product arrangement, and R for the reactant
arrangement.
3.4 Extraction of the Energy-dependent Reactive Flux
From the time-dependent wave function Ψ(t), we can calculate the time-independent scattering






where the coefficient a(E) = 〈φ0(E)|Ψ(t = 0)〉 is the overlap between the initial wave function
Ψ(t = 0) and the free scattering wave function φ0(E) [55], and the reaction probabilities P
R
i from




|SRfi|2 = 〈Ψ+iE |Fˆ |Ψ+iE〉. (3.30)
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[δ(sˆ− s0)vˆs + vˆsδ(sˆ− s0)], (3.31)
where s is the coordinate perpendicular to a surface located at s0 for flux evaluation, and vˆs is
the velocity operator corresponding to the coordinate s.
In order to obtain the CID, 4C and SE reaction probabilities, we calculate TIDWF, Ψ+(E),
on one dividing surface which comprises three planes denoted by S[RF ], S[rF1 ], and S[r
F
2 ], as
shown in Fig. 3.2. These planes are defined as
S[RF ] : R = RF , r1 ≤ rF1 , r2 ≤ rF2 ,
S[rF1 ] : R ≤ RF , r1 = rF1 , r2 ≤ rF2 ,
S[rF2 ] : R ≤ RF , r1 ≤ rF1 , r2 = rF2 , (3.32)
Finally, the reaction cross section for specific initial state is obtained by summing over the
reaction probabilities over all the partial waves (total angular momentum J),
σv1v2j1j2 =
1





(2J + 1)P Jv1v2j1j2K , (3.33)
where  is the parity and K is the projection quantum number on the BF axis. The CS approxi-
mation [91, 92] is employed for J > 0 to save the calculation efforts.
3.5 Results and Discussion
3.5.1 4C Dynamics in 3D model
With the idea of the reduced-dimensional approximation, we are able to study 4C reaction dy-
namics in low dimensionality. If we focus on the change of distances between the four atoms in
the system, and fix the angles to certain value, we can get a three-dimensional model as that
in [79]. The model, a trapezoid conformation (see Fig. 3.3) is supposed to be the reaction path
to form 4C products without SE.
In this subsection we present the results from the study in this 3D model for four-center
reaction mechanics. The dynamics calculations are performed on the ASP PES.
Numerical parameters
We used a total of 100 sine functions (including 50 for the interaction region for r2) for the

























Figure 3.2: Grid ranges for the three-dimensional Jacobi coordinates r1, r2, R. The interaction
and asymptotic grid ranges in R are defined by (R2 − R1) and (R3 − R1), respectively. The
three planes S[RF ], S[rF1 ], and S[r
F
2 ] form the dividing surface for projecting the scattering
wavefunction, while rD1 and r
D
2 denote the boundaries for the r1 and r2 coordinates, respectively.
employed in the range of [0.5, 12.0] a0 for r1. For r2, we used 35 vibrational functions in interaction
region in a range of [0.5, 5.5] a0, 10 vibrational functions in asymptotic region. R
F , rF1 , and r
F
2
in Eq. 3.32 were taken as 4.0, 10.0, and 3.5 a0, respectively. These parameters are shown in
Table 3.1 for clarity. Thus we used considerably larger values for rF2 and r
D
1 , compared to r
F
2
and rD2 , for the following reasons: (a) Diatom A2 is assumed to be highly excited initially; and,
as we will discuss in next subsection, (b) we need to project all the bound states for A2 from
the TIDWF, ψ+(E), on S[rF2 ] and S[R
F ], thus rF1 should be sufficiently large so that all the
bound states for A2 have sufficiently small amplitudes at r
F
1 . The initial wave packet is located
at R0 = 7.0 a0, with a width of 1.0 a0. The center momentum of the wave packet, k0, is chosen
according to the initial state. We propagated the wave packet for 6000 with a time increment






Figure 3.3: Reduced three-dimensional model with geometry and coordinates r1, r2, R for the
four-center reaction A2 + B2 → 2AB and the collision induced dissociation A2 + B2 → A + B2
+ A
packet from reflecting back from the boundaries.
Extraction of 4C and CID reaction probabilities
The reaction fluxes for the H2(v=10) + H2(v=0) (≡ A2 + B2) reaction at a translational energy
of Et = 0.5 eV on the S[R
F ], S[rF1 ], and S[r
F
2 ] planes are shown in Figs. 3.4 (a)-(c). The contour
lines in these three figures were rescaled to the maximum value of 1. Fig. 3.4 (a) shows the
reaction flux distribution on the S[rF1 ] plane as a function of R and r2 with the A2 bond cleaved.
Clearly, the reaction flux spreads over the entire region of R, but is localized within a small
range of r2 values. A further test by projecting the TIDWF on the bound states of B2 confirmed
that the B2 diatom is exclusively in its bound states on this plane. Thus the flux on this plane
corresponds to the CID process.
The flux contours shown in Fig. 3.4 (b) for the S[rF2 ] plane with the B2 bond cleaved as a
function of R and r1 is very different from that of Fig. 3.4 (a). It is localized in a small range of
R values, but spreads massively in r1 of up to 10 a0. A projection of the TIDWF on the bound
states of A2 reveals that there is no bound state component in the flux, i.e. the flux is for A2
bond cleavage. Hence the flux on this plane corresponds to the 4C process.
Finally, the flux contour shown in Fig. 3.4 (c) for S[RF ] plane as a function of r1 and r2 is
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Table 3.1: Numerical parameters used in 3D model [See Fig. 3.2 for explanations]
R1 R3 Basis R
F R2












0.5 5.5 35 3.5 10
similar to Fig. 3.4 (a). It spreads in the entire region of r1, but is localized in a small range of
r2 values. A projection of the TIDWF on the bound states of A2 and B2 reveals the B2 diatom
in its bound states and there is some component in the flux for A2 bond cleavage. Thus some of
the flux shown in the figure also contributes to the CID process.
These three figures, Figs. 3.4 (a)-(c), also show that it is necessary to use a much larger rF1
than rF2 . On the S[r
F
2 ] and S[R
F ] planes we need to project out all the bound states of the
A2 diatom in order to obtain the flux component with A2 bond cleavage. Thus r
F
1 should be
sufficiently large so that all the bound states of the A2 diatom have negligible values at r
F
1 .
However, for the B2 molecule the projection can be done with a much smaller r
F
2 because the
TIDWF is localized within a small range of r2 values on the S[r
F
1 ] and S[R
F ] planes.
Initial State Selected Reaction Probabilities
The CID probabilities for the H2(v1=6-13) + H2(v2=0) reactions as a function of translational
energy and total energy are shown in Figs. 3.5 (a) and (b), respectively. We will use the notation
CID(v1,v2) to represent the CID process for the H2(v1) + H2(v2) reaction. Fig. 3.5 (a) clearly
shows that the translational energy threshold for the reaction is dramatically reduced from 2.5 eV
for CID(6,0) to less than 0.2 eV for CID(13,0), which is considerably larger than the excitation
energy from v1=6 to v1=13 of 1.72 eV . This reduction in threshold energy as v1 increases can also
be seen in Fig. 3.5 (b) which plots the CID probabilities as a function of total energy measured
from the bottom of the asymptote for H2 + H2. This means that the effect of initial A2 vibrational
excitation is more than just using the entire energy initially deposited in A2 vibrational motion
to reduce the CID threshold, it also facilitates the CID process. As the collision energy increases,
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the CID probability for each state first increases, reaches a maximum, and then decreases; the
maximum value increases substantially as v1 increases.
The general behavior of CID probabilities, e.g. rise and fall as a function of total collision
energy, agrees quite well with the results of Herna´ndez and Clary [79]. However, the trend in
the thresholds of the CID probabilities, which the latter found to be all very close to 5.0 eV for
v1=10 to 14, does not agree very well with our results here.
The 4C probabilities for the H2(v1=6-13) + H2(v1=0) reactions as a function of translational
energy and total energy are shown in Figs. 3.6 (a) and (b), respectively. The threshold energy
behavior for the 4C process is quite similar to the CID process shown in Fig. 3.5. Also, an initial
A2 vibrational excitation is clearly more efficient than translational energy in facilitating the 4C
and CID processes. However, the behavior of the 4C probabilities as a function of energy is
rather different from the CID process. Here, we can see that as the collision energy increases, the
4C reaction probabilities steadily increase with almost the same slopes for different vibrational
states, and eventually saturate.
Now let us compare the CID and 4C probabilities for the same v1 state and examine how
the vibrational excitation of the B2 diatom affects them. The 4C and CID probabilities for the
H2(v1=5) + H2(v2=0,1) reactions as a function of translational energy and total energy are shown
in Figs. 3.7 (a) and (b), respectively. For low excitation of the A2 diatom, both 4C and CID
probabilities are very small even at a collision energy of 3.0 eV , as shown in Fig. 3.7 (a). It is
interesting to note that the 4C(5,0) probability is actually much larger than the CID(5,0) prob-
ability, and the threshold for the 4C(5,0) process is about 0.25 eV lower than that for CID(5,0).
This clearly shows that the 4C process is preferred to the CID process when the A2 diatom is
initially in a low level excited state. Fig. 3.7 (a) also shows that initial vibrational excitation of
the B2 diatom from v2=0 to v2=1 substantially enhances both 4C and CID processes. However,
the energy deposited in the B2 diatom cannot be used completely to reduce the threshold, as
seen in Fig. 3.7 (b) for the reaction probabilities as a function of total energy. This is in sharp
contrast to Figs. 3.5 and 3.6 which show that the energy initially deposited in the A2 diatom can
be used (more than) completely to reduce the thresholds of the reactions.
The 4C and CID probabilities for the H2(v1=7,9,12) + H2(v2=0,1) reactions as a function of
translational energy are shown in Figs. 3.8 (a)-(c). From Fig. 3.8 (a) we can see that the threshold
for the CID(7,0) process is very close to that for the 4C(7,0) process, in contrast to the H2(v1=5) +
H2(v2=0,1) reaction. Thus vibrational excitation of the A2 diatom enhances the CID process more
than the 4C process. This becomes obvious from Figs. 3.8 (b) and (c) which show the CID(9,0)
26
and CID(12,0) processes having much smaller threshold energies than the 4C(9,0) and 4C(12,0)
processes, respectively. In particular, the CID(12,0) probability increases much faster than the
4C(12,0) probability as the collision energy increases. As the collision energy increases further,
the CID probabilities start to decline and are overtaken by the 4C(9,0) and 4C(12,0) probabilities.
However, the total reaction probability for the H2(v1=12) + H2(v2=0) reaction shown in Fig. 3.8
(c) increases steadily with collision energy, and eventually reach saturation. Hence, the decline
of the CID probability is directly related to the fast increase of the 4C probability.
The following picture for the reaction process is suggested by Figs. 3.7 and 3.8: For low
excitation in the A2 diatom, a significant portion of wave function density is in the small r1
region, hence the 4C process is dominant as B2 collides with A2 provided the collision energy
is sufficient high to overcome the reaction barrier. As the A2 diatom becomes highly excited,
there is only a very small portion of wave function density in a small r1 region; when the B2
diatom collides slowly with it, the repulsive interaction will repel that small portion of density
in the small r1 region to larger r1 region, resulting in dissociation of the A2 diatom. When the
B2 diatom collides with A2 very fast, that small portion of density in the small r1 region will not
have sufficient time to be repelled to the large r1 region, preferably favoring the 4C process.
As the A2 diatom is increasingly excited, Fig. 3.8 also shows that the effect of B2 vibrational
excitation becomes less prominent, in particular on the CID process. For example, the threshold
energy for the CID(9,1)/4C(9,1) process is only lower than that for the CID(9,0)/4C(9,0) process
by less than 0.1/0.2 eV which is much less than the excitation energy for v2=0 to v2=1 of 0.51 eV ,
and the threshold energy for CID(12,1) is very close to that for CID(12,0).
The results derived above are more detailed than the corresponding time-independent formu-
lation of Herna´ndez and Clary[79] using an identical model for the system. In agreement with
the time-independent calculation, vibrational excitation energy in A2 is more efficient than trans-
lational energy in facilitating the 4C and CID processes. We found that the threshold energy
behavior for the 4C process is quite similar to the CID process, with a decreasing trend as v1
increases, and this is in contrast to the time-independent calculation where, for example, the total
energy threshold of the CID probabilities are all very close to 5.0 eV for v1=10 to 14. Overall,
for low vibrational excitation in the A2 diatom, the 4C process is dominant; as the A2 diatom
becomes highly excited the CID process becomes more important at low collision energies with
B2, but as the collision energy increases the 4C process is favored again.
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3.5.2 Dynamics in 6D Model
The need to make calculation in the six dimensional space is apparent, as chemical reaction
dynamics are generally affected by the orientation of the collisional molecules. In this study, we
have considered the full degree-of-freedoms for H4 system, so that molecule AB and CD are able
to make free rotation in the space. The dynamics calculation are performed on the ASP and
BMKP PESs. The results and discussion will be submitted to a peer-review journal [93].
Numerical parameters
We used a total of 83 sine functions (including 54 for the interaction region for r2) for the
translational coordinate R in a range of [0.0, 12.0] a0. A total of 75 vibrational functions were
employed in the range of [0.0, 12.0] a0 for r1. For r2, we used 43 vibrational functions in interaction
region in a range of [0.5, 7.5] a0, 8 vibrational functions in asymptotic region. R
F , rF1 , and r
F
2 in
Eq. 3.32 were taken as 7.5, 10.0, and 5.5 a0, respectively. For the angular basis, the maximum
value of J1 is 54, and the maximum value of J2 is 52. After consider the permutation symmetry
in the same H2 molecule, the total number of coupled angular basis is 13860. These parameters
are shown in Table 3.2 for clarity. The 6D model has to calculate flux not only for 4C and CID




2 ) are considered
compared to the 3D model. The initial wave packet is located at R0 = 10.0 a0, with a width of
1.0 a0. The center momentum of the wave packet, k0, is chosen according to the initial state.
We propagated the wave packet for 4000 with a time increment ∆ = 10. At the edges of R, r1
and r2, absorption potentials are applied to prevent the wave packet from reflecting back from
the boundaries.
Extraction of 4C, CID and SE reaction probabilities from 6D model
The reaction fluxes for the H2(v=10, j1=0) + H2(v=0, j2=0) (≡ A2 + B2) reaction at a transla-
tional energy of Et = 0.5 eV on the S[R
F ], S[rF1 ], and S[r
F
2 ] planes are shown in Figs. 3.9 (a)-(c).
The contour lines in these three figures were rescaled to the maximum value of 1. Comparing to
Figs. 3.4, we can see that (a) and (b) of the two figures are quite different, but (c) in the two
figures are similar.
Fig. 3.9 (a) shows the reaction flux distribution on the S[rF1 ] plane as a function of R and r2
with the A2 bond cleaved . In this plane, the reactive flux has separated into two parts, one is
below r2 = 2.5 a0. and the other is over r2 = 2.5 a0. The one at the bottom comes from those
reactive flux while molecule CD bond is not broken, so it contributes to CID process. Those
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Table 3.2: Numerical parameters used in 6D model
R1 R3 Basis R
F R2












0.0 7.5 43 5.5 8
J1 J2 total angular basis
54 52 13860
in the area that r2 is bigger than 2.5 a0, are from the reactive flux which molecule CD bond is
broken. And these flux will contribute to 4C process or SE process. In the current coordinate
set, these two kinds of reactive flux are mixed together.
The flux contour in Fig. 3.9 (b) is for the S[rF2 ] plane with the B2 bond cleaved as a function
of R and r1. It spreads both large range of R values, and also massively in r1 of up to 10 a0.
The flux plane has the information of 4C and SE reactive flux. Also, it has the information of
CID process, which means molecule CD bond is broken while the vibration state of molecule
A2 is quenched. Such process happens if high vibrational molecule has transfered most of its
vibrational energy to low vibrational molecule. It is a rare event definitely.
Finally, the flux contour shown in Fig. 3.9 (c) for S[RF ] plane as a function of r1 and r2 is
similar to Fig. 3.4 (c). It spreads in the entire region of r1, but is localized in a small range of
r2 values. A projection of the TIDWF on the bound states of A2 and B2 reveals the B2 diatom
in its bound states and there is some component in the flux for A2 bond cleavage. Thus some of
the flux shown in the figure also contributes to the CID process.
The calculation of CID reaction probability is quite straightforward since the reactive flux in
the S[RF ] plane and the S[rF1 ] plane are well localized. And for the reactive flux in the S[r
F
2 ]
plane, we can transfer it to basis representation for A2, since we know that in the CID product
there is one reactant molecule in bound state. Of course, neglecting the reactive flux in the S[rF2 ]
plane will not introduce big errors, as we have explained that it is a rare event in collisional
process for high vibrational molecule to transfer energy to low vibrational molecule and to cause
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the bond of low vibrational molecule broken. In a testing, the contribution to CID probability
from the S[rF2 ] plane is almost less than 1.0E-04 even for high collisional energy at 1.0 eV .
The difficulty to separate flux for 4C channel from that for SE is not a trivial issue. Ideally, one
would expect the state-to-state reaction probability for the exact information. However, state-
to-state calculation for this system is not feasible at the moment. In reality, the combinations of
atoms A, B, C, and D to 4C products fall into two groups: (AC, BD) and (AD, BC). Thus, we
can use the minimum value of the distance for these four combinations, rmin, and its counterpart,
rCPmin, as the two independent variables to describe whether the products are able to form chemical
bond. Therefore, |Ψ+(E)|2 is transfered from a function of the reactant Jacobi coordinate to a
double variables function in (rmin, r
CP
min) space by summing up that at the same value of (rmin,
rCPmin). Numerically, the summing is done by the ”binning” procedure for rmin and r
CP
min in their
possible range. So we are able to know statistically at which area of Ψ+(E) is TIDWF for 4C
or SE in the space of (rmin, r
CP
min). It is clear that this idea is borrowed from classical molecular
dynamics. Finally, Fig. 3.5.2 is a showcase for this method. It is the |Ψ+(E)|2 at Etrans = 0.5 eV
from the plane S[rF2 ] as a distribution function of (rmin, r
CP
min). From this figure, we can see that
most 4C reactive flux are located at the area rCPmin is below 4.5 a0 and the rest are for SE reactive
flux.
6D dynamics on ASP for J = 0 vs. 3D dynamics on ASP
In the discussion below, we use CID(v1, v2), 4C(v1, v2) and SE(v1, v2) to represent the CID, 4C,
and SE reaction probabilities for the reaction H2(v1, j1) + H2(v2, j2) since all initial rotational
states are zero.
Fig. 3.11 (a) and (b) show the 6D CID probabilities for the H2(v1 = 10− 11) + H2(v2 = 0)
reaction as a function of translational energy and total energy, respectively. We can see from
Fig. 3.11 (a) that the CID reaction probabilities for these two states exhibit typical threshold
behavior and increase very quickly to substantial values as collision energy increases. As v1
increases from 10 to 11, the translational energy threshold is reduced by about 0.36 eV (0.86 eV
for v1 = 10 and 0.50 eV for v1 = 11), which is more than the excitation energy of 0.215 eV for
v1 = 10 to 11. Consequently, we can see from Fig. 3.11 (b) which plots the CID probabilities as
a function of total energy measured from the bottom of the asymptote for the H4 system that
v1 = 11 state has a lower threshold energy than v1 = 10 state. This means the effect of an
initial excitation of H2(v1) is more than just using the entire energy initially deposited in H2(v1)
vibrational motion to reduce the CID energy threshold - it also promotes the CID process. So,
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the vibrational excitation of the reactants is much more efficient than translational motion for
such a reaction.
Fig. 3.11 (a) and (b) also show the 3D CID probabilities for the reaction. We can see that the
3D CID probabilities resemble the 6D ones rather well except that the 6D probabilities shift to
higher energies. Thus as the number of degrees of freedom increases, the H4 system in 6D needs
more energy than that in 3D to produce reactive collisions leading to CID product, as observed in
many comparisons between reduced dimensionality results and full dimensional results. Another
interesting difference between 3D and 6D CID(v1 = 11, v2 = 0) probabilities is that the 3D
probability declines after it reaches a peak value, while the 6D probability more or less saturates
as the collision energy increases further. But overall, the agreements between the 3D and 6D
results are quite reasonable, indicating that the 3D model [79, 81] may be useful to study the
CID process qualitatively.
Fig. 3.12 (a) and (b) show 6D 4C and SE probabilities for the H2(v1 = 10− 11) + H2(v2 = 0)
reaction as a function of translational energy and total energy, respectively. In the energy region
considered in this study, the 6D 4C and SE probabilities for these two states are quite small, only
reach a few percents and one percent, respectively. Fig. 3.12 (a) shows that for each state the SE
process actually has a slightly lower threshold energy than the 4C process, but the SE probability
increases much slower than the 4C one as the collision energy increases. As v1 increases from 10
to 11, the translational energy thresholds are reduced by about 0.24 eV and 0.22 eV for 4C and
SE processes, respectively. These values are smaller than the reduction of 0.36 eV for the CID
process shown in Fig. 3.11 (a), and only marginally larger than the excitation energy of 0.215 eV
for v1 = 10 to 11. As a result, the 4C and SE probabilities for these two states have almost
the same total energy thresholds as shown in Fig. 3.12 (b). But as the energy increases, the
4C and SE probabilities for the v1 = 11 state increases faster than those for the v1 = 10 state.
Hence as for the CID process, the H2(v1) vibrational excitation is more efficient on promoting the
4C and SE processes than the translational excitation, in particular in the high energy region.
On the potential energy surface used in current study, the dissociation energy of H2 molecule is
4.74 eV measured from the bottom of the H2 well, the ground state energy is 0.270 eV . Hence
the dissociation limit for this surface, i.e. to produce H2 + H + H fragments, is 5.01 eV . From
Fig. 3.12 (b), we can read that the total energy thresholds for 4C process for these two states are
about 5.3− 5.4 eV , which are higher than the dissociation limit.
Comparing the CID probabilities in Fig. 3.11 with 4C and SE probabilities in Fig. 3.12, the
6D CID results are more than ten times larger those for 4C and SE. The CID process also has
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lower thresholds than the 4C and SE processes. Hence, it is clear that the CID process is more
important than exchange reactions over the whole energy range studied. We also can see that
the effect of H2(v1) vibrational excitation on promoting the CID process is more substantial than
that on the 4C and SE processes.
Fig. 3.13 compares the 6D 4C probabilities with the 3D results. In the 3D model, two hydrogen
molecules are restricted to be parallel to each other to form an isosceles trapezium, hence the
model cannot be used to study SE process. Re-scaled by a factor of 0.2, the 3D probabilities
resemble the 6D results quite reasonably, except an energy shift of about 0.1 eV . The 3D model
gives the 4C probabilities in the same scale as the CID probabilities, which are much larger than
the 6D results. Thus it is clear that the 3D model is less accurate for the 4C process than for the
CID process.
In conclusion, we have demonstrated that the four-center (4C) reaction is a non-negligible
process in high-energy H2 + H2 collision dynamics, and it competes with the other two processes:
collision induced dissociation (CID) and single exchange (SE) process. The three processes exhibit
several common features (selectivity on the same initial state, vibrational enhancement, steric
requirement, etc.). CID is the dominant process over the energy range studied, and at high
collision energy 4C is more probable than SE, while both involve cleavage of two bonds.
6D dynamics on BMKP vs. ASP for J = 0
As mentioned in the Section 3.1, the BMKP ASP is more elaborate and accurate than the
ASP PES. Although both PESs are based on ab initio calculations using the same basis set
and the same level (MRD-CI) of theory, the number of ab initio energy points is much larger
in the BMKP PES (48180 points, in contrast with the 6101 points of the ASP PES). Besides,
the newer analytical PES has a smaller error [for instance, a root-mean-square error of about
0.03 eV for energies below twice the H2 dissociation energy, while the equivalent value for the
ASP PES is of 0.08 eV ]. In addition, the ASP PES does not incorporate the H2+H2 van der
Waals (vdW) attraction, whereas the new BMKP uses the rigid model potential of Schaefer
and Ko¨hler [94]. Nevertheless, some directions for further improvement of the BMKP PES are
indicated in Ref. [15].
To assess the quality of the two potential energy surfaces (ASP and BMKP), We have carried
out a series of calculations on ASP and BMKP potential surfaces for H2 (v1 = 10− 11, j1 = 0)
+ H2(v2 = 0, j2 = 0) and H2(v1 = 10, j1 = 0) + H2(v2 = 1, j2 = 0) for total angular momentum
J = 0. In the discussion below, we use CID(v1, v2), 4C(v1, v2) and SE(v1, v2) to represent the
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CID, 4C, and SE reaction probabilities for the reaction H2(v1, j1) + H2(v2, j2) since all initial
rotational states are zero.
First, let us look at the dynamic results from BMKP PES.
Fig. 3.14 (a) and (b) show 6D CID(10,0), CID(10,1) and CID(11,0) probabilities on BMKP
as a function of translational and total energy, respectively. In Fig. 3.14 (a), CID(11,0) has
the largest value over the whole reactive translational energy scope and lowest translational
energy threshold (about 0.45 eV ) among the three probability curves. Comparing to CID(11,0),
although CID(10,1) has almost the same translational energy threshold, it increases much slower
while the translational energy changes from 0.4 eV to 1.0 eV . Finally, CID(10,0) has the highest
translational energy threshold at about 0.83 eV . And for the energy in between 0.8 eV and 1.0 eV ,
CID(10,0) is the smallest. Then, in the Fig. 3.14 (b) which plots CID reaction probability as a
function of total energy measured from the bottom of the asymptote for the H4 system, CID(11,0)
has the lowest total energy threshold at about 5.02 eV and largest probability value. But unlike
that in Fig. 3.14 (a), CID(10,1) has higher total energy threshold value at about 5.30 eV than
CID(10,0) at about 5.22 eV , and lower probability at the same reactive total energy value. To
conclude, for the total energy range from 5.0 eV to about 6.0 eV , vibrational excitation on
molecule AB, which is usually at high vibrational state, or “hot” molecule, produces more CID
yields, while energy puts to excite molecule CD, which is usually “cold” molecule, produces less
CID yields.
Fig. 3.15 (a) and (b) show 6D 4C(10,0), 4C(10,1) and 4C(11,0) probabilities on BMKP as
a function of translational and total energy, respectively. In Fig. 3.15 (a), one can see that
4C(10,0) has a translational energy threshold at about 1.05 eV , 4C(11,0) has a translational
energy threshold at about 0.78 eV and that of 4C(10,1) is slightly lower than 4C(11,0), at about
0.75 eV . 4C(11,0) has the largest value over the reactive translational energy from 0.9 eV to
1.3 eV , and it is slightly smaller than 4C(10,1) below 0.9 eV . For 4C(10,1), it is unfortunate that
there are no data for energy over 1.1 eV because of the computation limit (to make computation
for system with energy higher than 1.1 eV , much larger basis set has to be used to expand
wavefunction of the system, which causes big increase of memory usage and is not practial
with the current facility), so there is no information to compare its increasing trend with that
of 4C(11,0). For 4C(10,0), the reaction probability steadily increases after its threshold value.
As for the increasing slope, 4C(11,0) and 4C(10,0) have no big difference. In Fig. 3.15 (b),
4C(11,0) has a total energy threshold near 5.4 eV , and that of 4C(10,0) is about 5.48 eV .
4C(10,1) has the highest total energy threshold, about 5.55 eV . In terms of the value of reaction
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probability, 4C(11,0) has the largest value, 4C(10,0) second, and 4C(10,1) is smallest. Same as
the CID reaction probability, among the total energy scope studied, vibrational excitation on
“hot” molecule has promoted the 4C reaction probability, while vibrational excitation on “cold”
molecule has negative effect.
Fig. 3.16 (a) and (b) show 6D SE(10,0), SE(10,1) and SE(11,0) probabilities on BMKP as
a function of translational and total energy, respectively. In Fig. 3.16 (a), one can see that
SE(10,0) has a translational energy threshold at about 0.95 eV , SE(11,0) has a translational
energy threshold at about 0.71 eV and that of SE(10,1) is quite lower than the previous two
reactions, at about 0.35 eV . Now, SE(10,1) has the biggest value among the three reactions It
also gives a stronger increasing trend than the other two reactions, while SE(11,0) and SE(10,0)
have almost the same increasing slope. Then, in Fig. 3.16 (b), the reaction probability of SE(10,0)
has the lowest total energy threshold at about 5.25 eV , similar to that of the CID(10,1). SE(11,0)
and SE(10,0) have the same threshold at 5.35 eV , and the two reaction probabilities are very
close. Different from the CID and 4C channels, vibrational excitation on “hot” molecule has no
impact on promoting SE reaction probabilities, while vibrational excitation on “cold” molecule
can promote SE reaction probabilities.
The dynamics results again confirm that CID are the dominant process among the three
reactions. The reaction probabilities of CID are many-fold bigger than those of the other two
channels: 4C and SE. The reaction probability of 4C is four times or more larger than that of SE.
It is observed that among the energy range we studied, vibrational excitation on “hot” molecule
can promote CID and 4C reaction probabilities while vibrational excitation on “cold” molecule
can promote SE reaction probabilities.
Now, let us pay our attention to the comparison of dynamics on the ASP and BMKP PESs.
Fig. 3.17 (a) and (b) show 6D CID(10,0) and CID(11,0) probabilities on ASP and BMKP
PESs a function of the translational and total energy, respectively. Fig. 3.18 (a) and (b) show 6D
CID(10,0) and CID(10,1) probabilities on ASP and BMKP PESs as a function of the translational
and total energy, respectively. Regarding the comparison of two PESs, although both PESs lead to
a fairly similar behavior of the CID probabilities, some differences are significant at a quantitative
level. Apparently, the figures show that each CID on BMKP PES has lower translational and
total energy threshold values than that on ASP PES. The details about energy threshold values
are listed in Tab. 3.3 for clarity. Then, at the reactive energy range, CID probabilities on BMKP
PES are higher than those on ASP PES.
Fig. 3.19 (a) and (b) show 6D 4C(10,0) and 4C(11,0) probabilities on ASP and BMKP PESs
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Table 3.3: Energy threshold for CID reactions on ASP and BMKP
PES (10,0) (11,0) (10,1) Threshold Type
ASP 0.86 eV 0.51 eV 0.47 eV translational
BMKP 0.82 eV 0.43 eV 0.34 eV translational
ASP 5.28 eV 5.13 eV 5.39 eV total
BMKP 5.24 eV 5.05 eV 5.26 eV total
as a function of the translational and total energy, respectively. Fig. 3.20 (a) and (b) show 6D
4C(10,0) and 4C(10,1) probabilities on ASP and BMKP PESs, respectively. We can see that
there is no significant energy threshold shift for 4C reactions on the two PESs. But unlike the
CID reactions, 4C reaction probabilities on BMKP PES are smaller than those on ASP PES at
the reactive energy range.
Fig. 3.21 (a) and (b) show 6D SE(10,0) and SE(11,0) probabilities on ASP and BMKP po-
tential energy surfaces as a function of the translational and total energy, respectively. Fig. 3.22
(a) and (b) show 6D SE(10,0) and SE(10,1) probabilities on ASP and BMKP PESs. We can see
that there is no significant energy threshold shift for SE reactions on the two PESs. And it is
similar to 4C reactions, SE reaction probabilities on BMKP PES are smaller than those on ASP
PES at the reactive energy range.
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Figure 3.4: Reaction flux distribution for the H2(v1 = 10) + H2(v2 = 0) reaction at a translational
energy of Etrans = 0.5 eV on: (a) the S[r
F
1 ] plane, with H2(v1 = 10) bond cleavage, as a function
of R and r2; (b) the S[r
F
2 ] plane, with H2(v2 = 0) bond cleavage, as a function of R and r2; (c)
the S[RF ] plane, as a function of r1 and r2.
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Figure 3.5: 3D Collision induced dissociation probabilities for H2 (v1 = 6− 13) + H2 (v2 = 0) as
a function of (a) translational energy Etrans, and (b) total energy Etot.
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Figure 3.6: 3D Four-center reaction probabilities for H2 (v1 = 6−13) + H2 (v2 = 0) as a function
of (a) translational energy Etrans, and (b) total energy Etot.
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Figure 3.7: 3D Four-center (4C) and collision induced dissociation (CID) probabilities for H2
(v1 = 5) + H2 (v2 = 0, 1) as a function of (a) translational energy Etrans, and (b) total energy
Etot.
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Figure 3.8: 3D Four-center (4C) and collision induced dissociation (CID) probabilities as a func-
tion of translational energy for (a) H2 (v1 = 7) + H2 (v2 = 0, 1), (b)H2 (v1 = 9) + H2 (v2 = 0, 1),
and (c) H2 (v1 = 12) + H2 (v2 = 0, 1).
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Figure 3.9: 6D reaction flux distribution for the H2(v1 = 10) + H2(v2 = 0) reaction at a
translational energy of Etrans = 0.5 eV on: (a) the S[r
F
1 ] plane, with H2(v1 = 10) bond cleavage,
as a function of R and r2; (b) the S[r
F
2 ] plane, with H2(v2 = 0) bond cleavage, as a function of
R and r1; (c) the S[R
F ] plane, as a function of r1 and r2
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Figure 3.10: |Ψ+(E)|2 as a function of rmin and rCPmin.
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Figure 3.11: (a) 6D probabilities for the H2(v1 = 10− 11) + H′2(v2 = 0) → H + H + H′2 collision
induced dissociation (CID) reaction as a function of translational energy, in comparison with
the 3D results; (b) Same as (a) except for the total energy measured from the bottom of the
asymptote for the H4 system. 6D(11) represents the 6D probability for the v1 = 11 initial state.
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Figure 3.12: (a) 6D probabilities for the H2(v1 = 10−11) + H′2(v2 = 0) → HH′ + HH′ four-center
reaction, and for the H2 + H
′
2 → H + HH′ + H′ single exchange (SE) reaction, as as a function
of translational energy; (b) Same as (b) except for the total energy.
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Figure 3.13: Comparison of 6D four-center (4C) probabilities for H2 (v1 = 10−11) + H2(v2 = 0)
as a function of total energy with 3D results. Note the 3D probabilities are re-scaled by a factor
of 0.2 in the figure.
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Figure 3.14: (a) 6D probabilities for the CID(10,0), CID(11,0), and CID(10,1) on BMKP PES
as a function of translational energy; (b) Same as (a) except for the total energy measured from
the bottom of the asymptote for the H4 system.
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Figure 3.15: (a) 6D probabilities for the 4C(10,0), 4C(11,0), and 4C(10,1) on BMKP PES as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.16: (a) 6D probabilities for the SE(10,0), SE(11,0), and SE(10,1) on BMKP PES as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.17: (a) 6D probabilities for the CID(10,0) and CID(11,0) on ASP and BMKP PESs as
a function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.18: (a) 6D probabilities for the CID(10,0) and CID(10,1) on ASP and BMKP PES as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.19: (a) 6D probabilities for the 4C(10,0) and 4C(11,0) on ASP and BMKP PESs as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.20: (a) 6D probabilities for the 4C(10,0) and 4C(10,1) on ASP and BMKP PES as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
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Figure 3.21: (a) 6D probabilities for the SE(10,0) and SE(11,0) on ASP and BMKP PESs as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
The comparisons of the ASP and BMKP PESs have also been done in Ref. [85] with a 3D
model using time-dependent wavepacket method. Dynamics of several restricted geometries are
calculated to test the accuracy of the two PESs, and the reaction probabilities of CID, 4C, SE
(in which they named SE as reactive dissociation (RD)) and three-body complexes (3BC) are
reported. For CID reaction probabilities, the behavior changes systematically from 3D model to
6D model in this study, that is, the CID dynamical threshold is lower on BMKP PES than on
ASP PES regardless of the dimensionality of the model and the value of CID reaction probability
on BMKP PES is generally higher than that on ASP PES in the same reactive energy range.
Thus, we think that BMKP PES is better in description of CID dynamics even though the van
dar Waals interaction for large molecule-molecule distance can be further improved with new fit
for more accurate ab initio points. Also, the agreement in 6D model and 3D model means that
it is reasonable to use a reduced-dimensional model to study the CID dynamics by treating the
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Figure 3.22: (a) 6D probabilities for the SE(10,0) and SE(10,1) on ASP and BMKP PESs as a
function of translational energy; (b) Same as (a) except for the total energy measured from the
bottom of the asymptote for the H4 system.
“cold” molecule as pseudo atom.
However, there are quantitative discrepancy between 6D model in this study and the 3D model
in Ref. [85] about 4C and SE reactions. In 3D model, 4C and SE generally have lower dynamical
threshold on BMKP PES than on ASP PES. And the value of 4C and SE reactions probabilities
on BMKP PES are higher than on ASP PES. In 6D model, there is no significant dynamical
threshold shift for 4C and SE reactions whether on BMKP PES or ASP PES. And reaction
probabilities of 4C and SE on BMKP PES are usually lower than on APS PES. This discrepancy
can arise from several reasons. First, 4C and SE processes are very dependent on molecule
orientations as it is apparent that the reaction probabilities from 3D model are much larger than
those from 6D model. So a reduced dimensional model can not be well fit for the description of
the mechanism of these reactions. Then, in 6D model, the 4C reaction probabilities are usually
below 10%, and SE below 5%. How to accurately calculate such low reaction probabilities is
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a problem. It has unavoidably introduced errors for the current statistical way of separation
of reactive flux for the 4C and SE channels. The only accurate method is to use state-to-state
information which is not practical for the current computation power. Finally, we are using the
single ground potential surface to calculate dynamics. But in fact, the reaction at such high total
energy for many reaction channels must consider the canonical interaction effect, that is, the
potential energy surfaces coupling between ground electronic state and excited electronic state.
The ASP PES has not considered canonical interaction effect, while BMKP PES does take some
efforts to map out the canonical interaction effect. But how accurate and to what extent such
approximation is valid is still a concern at high reaction energy.
Reaction cross sections for CID, 4C and SE channels
In order to get the integral cross sections, we need to calculate reaction probabilities for higher
total angular momentum J . By using centrifugal sudden (CS) approximation, we have carried
out a series of calculations on ASP and BMKP potential surfaces for H2(v1 = 10, j1 = 0) +
H2(v2 = 0, j2 = 0) for total angular momentum J = 0, 5, 10, 15, 20, and 25. Fig. 3.23 shows the
CID reaction probabilities for different J value on ASP PES and Fig. 3.24 shows the CID reaction
probabilities for different J value on BMKP PES. Both figures show quite similar behavior on
the change of reaction probabilities against the increasing of J , that is, when J value increases,
CID reaction probabilities curves are shifted to higher energy roughly as a quadratic function of
J . And one may notice that, for ASP PES, the CID reaction probability for J = 5 is higher than
that for J = 0 when the translational energy over 1.45 eV , as it does not happen for the same
case for the reaction probabilities calculated on BMKP PES in the range of translational energies
in this study. Then, Fig. 3.25 are the calculated results by the J-shifting scheme for integral
cross section on ASP and BMKP PESs. And the values are listed in Tab. 3.4 for reference. As
we can see, the integral cross section on BMKP PES are higher than that on ASP PES at the
same translation energies with a lower translational threshold value.
Fig. 3.26 shows the 4C reaction probabilities for different J value on ASP PES and Fig. 3.27
shows the 4C reaction probabilities for different J value on BMKP PES. Both figures are quite
similar that with the increase of J , 4C reaction probabilities are shifted to higher translational
energy values, and when the J value goes to 20 and more, 4C reaction probabilities are almost
negligible in the translational energy we studied. We then calculated 4C reaction cross sections
on ASP and BMKP PESs and plotted them in Fig. 3.28. And the 4C reaction cross sections are
listed in Tab. 3.5 for reference. As we can see that, the 4C reaction cross sections calculated on
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Table 3.4: CID reaction cross sections on ASP PES and BMKP PES
































Figure 3.23: CID(10,0) probabilities on ASP PES as a function of translational energy for different
total angular momentum values of J
ASP is not very different from those on BMKP at the same translational energies.
Fig. 3.29 shows the SE reaction probabilities for different J value on ASP PES and Fig. 3.30
shows the SE reaction probabilities for different J value on BMKP PES. Both figures are quite
similar that with the increase of J , SE reaction probabilities are shifted to higher translational
energy values, and when the J value reaches 20 and beyond, SE reaction probabilities are almost
negligible in the translational energy we studied. Interestingly, Fig. 3.29 shows that at transla-
tional energies beyond 1.20 eV , the SE reaction probabilities for J = 10 goes higher than those
for J = 5, and it overtakes the SE reaction probabilities for J = 0 after translational energies are
over 1.36 eV . Also, in the same figure, reaction probabilities for J = 15 are higher than those for
J = 10 as translational energy beyond 1.41 eV , and higher than J = 0 as the energy goes over
1.53 eV . We then calculated SE reaction cross sections on ASP and BMKP PESs and plotted
them in Fig. 3.31. And the SE reaction cross sections are listed in Tab. 3.6 for reference. At the
low translational energies, there is no big difference between the cross sections from ASP PES
and BMKP PES, while at the high translational energies, the SE cross sections on ASP PES is
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Table 3.5: 4C reaction cross sections on ASP PES and BMKP PES
































Figure 3.24: CID(10,0) probabilities on BMKP PES as a function of translational energy for
different total angular momentum values of J
much higher than BMKP PES.
Comparing the reaction cross sections for three reaction channels. CID has much larger
reaction cross section, as the other two are very smaller, although not zero. As for 4C and SE,
although for total angular momentum J = 0, 4C reaction probability is quite bigger than SE.
The reaction cross sections of the two channels are actually at the same scale, no much difference.
This must arise from the truth that 4C reaction should be a more steric dependent channel than
SE as the reaction needs to break and form two bonds simultaneously.
3.6 Conclusions
A series of reaction dynamics calculations of H4 system have been performed in three dimensional
and six dimensional models on ASP PES and in six dimensional model on BMKP PES for CID,
4C and SE channels. 6D reaction cross sections are also calculated for the three channels on
ASP and BMKP PESs. And these results are compared versus the number of dimensionality in
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Table 3.6: SE reaction cross sections on ASP PES and BMKP PES

































Figure 3.25: Cross sections for CID(10,0) on ASP and BMKP PESs as a function of translational
energy
the model, or the PESs used. These comparisons have uncovered some qualitative agreements
in several points: 1) CID are the dominant process among the energy we studied, and 4C and
SE processes are much less possible. Comparing to CID reaction probabilities, 4C and SE are
usually less than 5%. 2) Vibrational excitation on collisional molecule can promote reaction
probabilities. In detail, the vibrational excitation on “hot” molecule (which is in high vibrational
excitation state) will promote the CID and 4C reactions, while the vibrational excitation on
“cold” molecule will promote the SE reactions. 3) 4C and SE reactions are largely affected by
molecule orientation, as it can be indicated from the fact that the 3D model we have investigated
can only provide information about CID competition with 4C. 4) If we only want to study CID
reaction probabilities, it is a good approximation that we can treat the “cold” molecule as pseudo
atom, which is actually the idea of reduced dimensionality approximation. 5) For 4C and SE
reactions, reaction probabilities show that higher collisional energy will favor the 4C products
although SE reactions has a lower dynamical threshold.
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Figure 3.26: 4C(10,0) probabilities on ASP PES as a function of translational energy for different
total angular momentum values of J
However, the calculation results in full dimensional model on the two PESs are not in quan-
titative agreement. There are discrepancies on the dynamical threshold, reaction probabilities,
increasing slope of the reaction probabilities, and finally the reaction cross sections for three
reaction channels. We have explained the possible reasons for the arising of these discrepancies,
and we reiterate some ideas here: 1) ASP is a fit for old ab initio data points set and some of
them were wrongly calculated. 2) ASP has no information about long distance molecule-molecule
interaction. 3) ASP is only fit for ground electronic state, although the fit on BMKP has the same
attempt, it has mapped out some canonical interaction areas. As such, we have some confidence
in believing that BMKP has a better description on H4 collisional dynamics, although it is not
perfect.
As long as for the future works, there are some aspects can be tried out. For dynamics calcu-
lation wise, we need an effective yet accurate method for separating the reactive flux between 4C
and SE channels. One could use new coordinate systems, like hyperspherical coordinates, which
can uniformly treat the multi-channel reactions, thus, the separation of flux will not introduce














Figure 3.27: 4C(10,0) probabilities on BMKP PES as a function of translational energy for
different total angular momentum values of J
errors which is quite sensitive in determining the dynamical threshold quantitatively. For H4
interaction potential energy surface, the current BMKP has some weakness in describing van der
Waals attraction with simple model. Since one of the main purpose of developing H4 potential
energy surface would be accurately describe the molecule-molecule interaction, it is worthwhile
to make more theoretical computations in this direction. Finally, the potential energy surface
based on the Born-Oppenheimer approximation will break down for those high symmetric con-
formational space because of electronic state degeneracy. As the reactions studied in this project
are in high energy level, it will be much more accurate to have this issue considered when making
potential energy surface and dynamics calculations. And finally, our work in this reaction also en-
courages the experimentalists to conduct more experimental research activities on the four-center
dynamics, but definitely, it is a big challenge.
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Figure 3.28: Cross sections for 4C(10,0) on ASP and BMKP PESs as a function of translational
energy
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Figure 3.29: SE(10,0) probabilities on ASP PES as a function of translational energy for different
total angular momentum values of J
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Figure 3.30: SE(10,0) probabilities on BMKP PES as a function of translational energy for
different total angular momentum values of J
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Polyatomic Reaction Dynamics: H+CH4
4.1 Introduction
In the last chapter, we have presented the four-center reaction dynamics for H2+H2. Recently,
more and more researches have focuses on quantum reaction dynamics beyond four atoms, i.e,
X+CH4 (X=H, F, and Cl), H2+C2H, and so on. To study these reactions, two problems have to
be conquered: potential energy surface and size problem of basis set. Both are related with the
huge number of degree-of-freedom from the polyatomic system.
Some approximate methods have been developed to cope with the difficulty of the exponential
increase of basis size. One such method is to use time dependent basis set, such as the multi-
configuration time-dependent Hartree (MCTDH) method [19]. Another method is a reduced
dimensional (RD) approach that important motions in the reaction are treated explicitly in
quantum framework, while others are set at the equilibrium or characterized in classical dynamics.
In the early studies of four-atom reactions, Clary developed the rotating bond approximation
(RBA) [95] and Bowman developed the adiabatic bond approximation (ABA) [96]. Results
have shown that such approximations can provide useful information to understand reaction
dynamics. Recently, Zhang proposed the semi-rigid vibrating rotor target (SVRT) model [97,
98, 99, 100] for general bimolecular reactions. In the SVRT model for atom-polyatomic reactions,
the reacting polyatomic molecule is treated as semi-rigid vibrating rotors whose spatial motion
is described exactly. Palma and Clary [101] have proposed an eight-dimensional model for the
reaction X+YCZ3 → XY+CZ3 where the non-reaction CZ3 group is keeping C3v symmetry in
the reaction.
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The reaction of hydrogen and methane is important in combustion chemistry. The reaction
is viewed as a prototype of polyatomic reaction and is of significant interest both experimentally
and theoretically. Fundamental knowledge of mechanisms, specific pathways, and rate constants
of important elementary reactions, is of key importance to the success of kinetic modeling of these
systems. The first quantum mechanics study of the reaction is a 3-dimensional time-dependent
dynamics calculation performed by Takayanagi [102]. In the study the reaction system was
approximated a collinear four-atom system. The broken bond, formation bond and the CH3 group
modeled as a pseudo-diatom are considered. Yu and Nyman studied the reaction using a four-
dimensional RBU model with the additional freedom of the rotation of CH3 [103, 104, 105]. Later,
Wang and Zhang studied the same reaction using the SVRT model [100, 106, 107]. Initially, they
considered four degrees of freedom, i.e., the incident hydrogen atom and the broken CH bond, but
the umbrella motion was frozen at the geometry corresponding to the saddle point on the potential
energy surface. Then, they made additional improvement of the model by taking account of
the umbrella motion. Huarte-Larranaga and Manthe preformed the full-dimensional quantum
transition state theoretical calculation using the MCTDH method [108]. Wang preformed a six-
dimensional quantum dynamics calculation of the reaction by approximating CH3 as a pseudo-
diatomic molecule [109]. Palma and Clary has calculated the rate of constants of the reaction
using a reduced-dimensionality model with four degrees of freedom [110]. Szichma and Baer
presented an approach for the abstraction reaction of the type E + FABCD→ EF + ABCD [111],
where the initial 12 degrees of freedom are simplified to 7 active ones with the other degrees of
freedom fixed at the equilibrium values, but finally only five degree of freedom were treated in full
dynamics. The results predicted the remarkable non-Arrhenius behavior in the rate constants.
Vary recently, Yang and Zhang have reported a time-dependent wave packet dynamics study of
the title reaction [112] based on the model of Palma and Clary [101]. The result revealed that it
is important to include the umbrella motion in the dynamics calculation. The results showed that
the vibrational excitation of CH4 enhances the reactivity but almost has no effect on the thermal
rate constants. Only recently, an accurate, ab initio calculation of the thermal rate constant for
the H2+CH3 products has been reported [113].
As for the potential surface, the Jordan-Gilbert (JG) PES [114] was employed in all the
quantum dynamics studies mentioned above except the work by Wu and Manthe [115]. The
JG PES is a twelve-dimensional semi-classical potential, which has partially correct permutation
symmetry. Many theoretical dynamic calculations show that the barrier height of the JG PES
is significantly lower than the recent ab initio calculations indicate. Meanwhile, Espinosa-Garcia
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has corrected the most obvious shortcomings of the JG-PES by re-parameterizing the potential
using a more accurate ab initio data and slightly revising the functional form [116]. Alternatively,
Pu and Truhlar [117] avoided the use of an analytical PES and combined quantum transition
state theory rate constant calculations with direct dynamics techniques. In Wu’s calculation, the
potential surface used is limited only to characterize the saddle point and its vicinity with high
level ab initio data and use harmonic approximation for other region, and they have recently
published the PES [115]. Such PES can not be used for the study of initial state-resolved or
state-to-state dynamics. Very recently, Zhang and Bowman et al have developed a new ab initio
global surface with the consideration of the full permutation symmetry of five H atoms [118]. This
potential surface has been tested with quasiclassical dynamics. And it needs to be tested with
more accurate quantum reaction dynamics. Finally, in our group, we have been constructing an
eight dimensional (for those degree-of-freedoms deemed to be important in the reaction) potential
energy surface using Collins’ interpolation method [16, 17, 18].
The details about how to construct PES with Collins’ approach does not fall into the focus
of current project. In this project, we will present the test of dynamics convergence of the 8D
PES by a series of seven dimensional (7D) dynamics calculations and the comparison with the
old results on the JG PES.
4.2 Theory
4.2.1 The Reactant Jacobi Coordinate
The Jacobi coordinate system is employed and shown in Fig. 4.1. R is the vector from the center
of mass of YCZ3 to X; r is the vector from the center of mass of CZ3 to Y; rCZ3 is the bond
length of CZ and fixed at its equilibrium value of 2.067 a0 in the current project for bond C-H;
χ is the angle between a CZ bond and the symmetry axis, vector s, of CZ3.
To describe the angular coordinates and rotation of the system, it is useful to introduce four
frames, namely, space-fixed frame, body-fixed frame (XYCZ3-fixed frame), YCZ3 fixed frame,
and CZ3-fixed frame. The z-axis of the body-fixed frame lies along the vector R and the vector r
is always in the xz-plane of the frame. The z-axis of the YCZ3-fixed frame lies along the vector r
and the vector s is always in the xz-plane of the frame. The z-axis of CZ3-fixed frame lies along
its symmetry axis, vector s, and the first Z atom is always in the xz-plane of the frame. The four
frame form three pairs of related space and body-fixed frames.




















Figure 4.1: The Jacobi coordinate for X+YCZ3 system in the reactant channel
the rotation of YCZ3 around the vector r; θ2 is the bending angle between vectors r and s, and
ϕ2 is the azimuth angle of the rotation of CZ3 around vector s.
4.2.2 The 7D Hamiltonian
The seven-dimensional Hamiltonian for the XYCZ3 system is given by















+ KˆvibCZ + Kˆ
rot
CZ + V (R, r, χ, θ1, ϕ1, θ2, ϕ2)
where µR is the reduced mass of the XYCZ3 system and µr is the reduced mass of YCZ3. The
first two terms are the kinetic energy operators for R and r, respectively; Jˆtot is the total angular
momentum operator of the system, Jˆ is the rotational angular momentum operator of YCZ3,





are the vibrational and rotational kinetic energy operators of YCZ3, respectively. No vibration-
rotation coupling exists due to the symmetry requirement and the definition of the CZ3-fixed
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where µx and µs are related to the mass of atoms C and Z, µx = 3mz and µs = 3mCmZ/(mC +
















jˆ is the rotational angular momentum of CZ3 and jˆz is its z-component. The last term V (R, r, χ,
θ1, ϕ1, θ2, ϕ2) in Eq.4.2 is the potential energy.
4.2.3 Rotational Basis Set for X+YCZ3
The rotational basis functions used are similar to those in the initial state wave packet dynamics
study of H+H2O [57]. According to the definition of the four frames above, the rotational basis
functions for the XYCZ3 system can be written as,




jlk (rˆ, sˆ) (4.6)





D?JtotMK (α, β, γ), (4.7)
and M and K are the projection of total angular momentum Jtot on the z-axis of the space
fixed and body-fixed frames, respectively. D¯JtotMK(Rˆ) depend on Euler angles which rotate the
space-fixed frame onto the body-fixed frame and are the eigenfunctions of Jˆ2tot. The spherical
harmonics are given by








where D¯JKm(rˆ) depend on Euler angles which rotate the XYCZ3 body-fixed frame onto the YCZ3-












D?jmk(0, θ2, ϕ2). (4.10)
To explore the space-inversion symmetry of the rotational basis functions, they are first written
in the space-fixed form,






〈JKL0|JtotK〉XJtotMLJijk (Rˆ, rˆ′, sˆ′) (4.11)
where L is the orbital angular quantum number of atom X with respect to molecule YCZ3. The







where Rˆ, rˆ′ and sˆ′ are Euler angles which rotate the XYCZ3-fixed frame, the YCZ3-fixed frame
and the CZ3-fixed frame onto the space-fixed frame, respectively. Now, consider the symmetry of
the spherical harmonic functions and rotation matrices under the operation of the space-inverse
operator, ˆ,
ˆYLmL(Rˆ) = (−1)LYLmL(−Rˆ) (4.13)
ˆYlml(rˆ
′) = (−1)lYlml(−rˆ′) (4.14)
ˆD?jmjk(sˆ
′) = (−1)j+kD?jmjk(−sˆ′) (4.15)
Then for the space-fixed rotational basis function, we have
ˆXJtotMLJljk (Rˆ, rˆ
′, sˆ′) = XJtotMLJljk (−Rˆ,−rˆ′,−sˆ′) = (−1)L+l+j+kXJtotMLJij−k(Rˆ, rˆ′, sˆ′) (4.16)





















(−1)Jtot+J+l+j+k〈J −KL0|Jtot −K〉XJtotMLJij−k(Rˆ, rˆ′, sˆ′)
= (−1)Jtot+J+l+j+kΦJtotM−KJlj−k
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Because ΦJtotMKJljk is not the eigenfunction of the space-inverse operator ˆ, the parity-adapted
rotational basis function should be a linear combination of ΦJtotMKJljk and Φ
JtotM−K
Jlj−k ,




[ΦJtotMK¯Jljk (Rˆ, rˆ, sˆ) (4.18)
+ (−1)Jtot+J+l+j+kΦJtotM−K¯Jlj−k (Rˆ, rˆ, sˆ)
where K¯ = |K|.
4.2.4 Wavefunction Expansion and Initial State Wavefunction










Jljk (Rˆ, rˆ, sˆ) (4.19)
where cJtotMKnRnrnu,Jljk(t) are time-dependent coefficients, nR, nr and nu are labels for the basis







sin npiRR4−R1 , nr ≤ nasy,√
2
R2−R1
sin npiRR2−R1 , nr > nasy,
(4.20)
Apparently, we have used the ”L”-shape grid scheme for R coordinate as we did in the four-
center dynamics for H2+H2. The basis functions Fnr (r) and Hnu(χ) are obtained by solving
one-dimensional reference Hamiltonians, defined as following











where vrefr (r) and v
ref
u (χ) are the corresponding reference potentials.
The initial state wavefunction for the specific state (Jtot, M , ) of the system is constructed as
the direct product of a localized wavepacket, G0(R) and the eigenfunction of YCZ3 of the specific
state (n0, J0, K0, p0) where n0, J0, K0, and p0 represent, respectively, the initial vibrational state
of YCZ3, total angular momentum of YCZ3, projection of total angular momentum of YCZ3 on
the z-axis of the XYCZ3-fixed frame, and the parity of YCZ3.
In general, G0(R) is chosen to be a Gaussian function,





where R0 and δ are the center and width of the Gaussian function; k0 =
√
2µRE0 and E0 is the
central energy of the Gaussian function.







(Rˆ, rˆ, sˆ) (4.24)
which satisfies the following Hamiltonian








+ KˆvibCZ + Kˆ
rot
CZ + VY CZ3(r1, χ, θ2, ϕ2) (4.25)
4.2.5 Wavefunction Propagation and Reaction Flux
The wavefunction is propagated using the split-operator propagator.
Ψ(t+ ∆) = e−iHˆ0∆/2e−iUˆ∆e−iHˆ0∆/2Ψ(t) (4.26)
where Hˆ0 is defined as




+ hˆrefr (r) + hˆ
ref
u (χ) (4.27)







+KrotCZ + V (R, r1, χ, θ1, ϕ1, θ2, ϕ2)− vrefr (r) − vrefu (χ) (4.28)
The total reaction probabilities for the specific initial state for a whole energy range can be





where φiE and φ
′
iE are the time-independent wavefunction and its first derivative in r. The time-







The coefficient ai(E) is the overlap between the initial wavepacket Ψi(0) and the energy-normalized
asymptotic scattering function φiE ,
ai(E) = 〈φiE |Ψi(0)〉. (4.31)
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4.3 Results and Discussion
Methane belongs to the Td point group and has four normal modes of vibration: v1 (A1,
2917 cm−1, symmetric stretch), v2 (E, 1533 cm
−1, bending), v3 (F2, 3019 cm
−1, antisymmetric
stretch), and v4 (F2, 1311 cm
−1, bending). The v3 mode is triply degenerate and infrared active,
whereas the 2v3 overtone is split into three sub-levels, A1, F2, and E. The C-H stretching modes
also have a small bending mode character caused by a Fermi resonance between the stretching
and bending vibrations in CH4. Therefore, a more detailed treatment, which involves grouping
vibrational levels into polyads, is often used. Nevertheless, theoretical models of the IR spectrum
of CH4 have demonstrated that a combination of local-mode stretching and harmonic bending
mode basis functions provides an accurate description of the CH4 overtone spectrum. In the
local-mode notation, v3 is denoted by |1000, F2〉, where |HaHbHcHd〉 represents the number of
quanta in the individual C-H oscillators. This analysis suggests that the v3 fundamental acts as if
there is one quantum of vibration in one local C-H oscillator. However, the overtone eigenstates
contains about 10% bending mode character. While the local mode description of v3 = 1 may be
less appropriate than the normal-mode picture, it is more useful for understanding the reactivity
of stretch-excited methane.
We have chosen two methane initial vibrational states to make the dynamics calculations:
methane in the ground state (v3 = 0) and C-H antisymmetric stretching fundamental mode
(v3 = 1) to test the dynamic convergence of the new PES. Also, results for H atom in collision
with CH4 at the ground state will be compared to that from the old JG PES.
4.3.1 Numerical Parameters
We used a total of 60 sine functions (including 18 for the interaction region for r) for the transla-
tional coordinate R in a range of [3.0, 15.0] a0. A total of 25 vibrational functions were employed
in the range of [1.0, 5.0] a0 for r. For rCZ3 , we fixed its value at 2.067 a0. For the umbrella angle
χ, we used 6 vibrational basis in the range of [0.5, 3.0] radius degree. For the angular basis, the
maximum value of J1 is 45, the maximum value of J2 is 18, and the maximum value of J12 is 27,
and the total number of the coupled angular basis is 32164. Flux surface at r is set at 3.5 a0.
These parameters are shown in Table 4.1 for clarity.
The initial wave packet is located at R0 = 13.0 a0, with a width of 0.4 a0 The center mo-
mentum of the wave packet, k0, is chosen as 0.5 a0. We propagated the wave packet up to 5500
a.u. in time with a time increment ∆ = 10. At the edges of R, and r, absorption potentials are
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Table 4.1: Numerical parameters used in H+CH4 7D dynamics
R1 R3 Basis in R R2
3.0 15.0 60 4.0
r1 r2 Basis in r r
F
1.0 5.0 25 3.5








applied to prevent the wave packet reflecting back from the boundaries.
4.3.2 Dynamic Convergence Test on the New PES
During the development of potential energy surface, we need to take care of the dynamic con-
vergence of the PES interpolated on ab initio points set. In this subsection we report the test of
dynamical convergence on four PESs interpolated from 3571, 4975, 5475, and 6016 points. The
first test is for H atom in a collision with CH4 at the ground rovibrational state (v3 = 0) and
the second is for H atom in a collision with CH4 at the fifth bound state, i.e, the stretch of the
reactive C-H bond (v3 = 1). Fig. 4.2 (a) and (b) show the reaction probability we calculated on
the four PESs interpolated from different set of points for methane at the two different bound
states. From the figure we can see that, the PES interpolated from 3571 ab initio points has
big difference from other three PESs. And the PES interpolated from 4975 points and more
are easily to give convergent results at the low energy scope, i.e. the translational energy below
0.6 eV in Fig. 4.2 (a) and the translational energy below 0.2 eV in Fig. 4.2 (b). However, it is
quite difficult to get converged results at the high translational energy, although the deviations
are quite small among the reaction probabilities calculated on the different PESs for methane at
the same initial state. It is reasonable that there are many more geometries at higher energy
than lower energy at the potential energy surfaces, thus if we want to get full converged results,
we need to make data set with much more data points for interpolation, especially in the higher
energy range. But it is well known that it is slow to achieve convergence while sampling data
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points in the high dimensional space, thus, to balance the accuracy and computation, the final
version of potential energy surface is interpolated on the data set of 8046 points. We hope we
have gained satisfied dynamic convergence for the PES interpolated on such big data points set.
4.3.3 Minimum Energy Path and the Saddle Point
Fig. 4.3 shows the minimum energy path of the 7D model as a function of R and r in the
interaction area. In the figure, it is easy to see that the saddle point for this reaction is lo-
cated at R = 4.2 a0, and r = 2.75 a0. The classical barrier height is about 0.659 eV , or
15.19 kcal/mol, measured from the asymptote of H+CH4, which is in good agreement with the
value, 14.93 kcal/mol in the Ref [115].
4.3.4 A Dynamics Calculation for Comparison
Fig. 4.4 shows the 7D reaction probabilities for H+CH4(v3 = 0, j = 0) as a function of translation
energy on the JG PES and the new PES made in our group for the total angular momentum
J = 0. In this figure, the threshold calculated on the JG PES is about 0.39 eV , and that on the
new PES is about 0.45 eV . Apparently, the discrepancy is due to the fact that the JG PES has
too low classical reaction barrier. We also can see that, for the whole reactive energy scope, the
reaction probability on the new PES is much lower than that on the JG PES. This means, the
JG PES has given too low value not only at the saddle point but also for the other high energy
area. Thus, the calculated result based on the JG PES is not reliable.
4.3.5 Reaction Probabilities
J = 0 case
First, we would like to study vibrational excitation on CH4 and its impact on total reaction
probability on the new potential energy surface. For this purpose, the initial rotational state of
CH4 is at its ground rotational state, that is jCH4 = 0 for the presented results at the following.
Figure 4.5 (a) and (b) shows the total reaction probabilities for the H+CH4 reaction with CH4
in three fundamental excitations (vs ,vb ,vu), where vs, vb, and vu represent, respectively, the
stretching excitation of the reactive CH bond, the bending excitation of the reactive CH bond,
and the umbrella excitation of the CH3 group. Because only the even CH bending states occur
for a nonrotating CH4 molecule, we show the probability for the vb = 2 state here. The excitation
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energies calculated in this study are 0.368eV, 0.334eV, 0.347eV and 0.168eV. respectively, for the
states (100), (020), (002), and (001).
From Fig. 4.5, we conclude that vibrational excitation on the different fundamental modes of
CH4 enhances its reactivity, and the most efficient mode for such enhancement is CH stretching
mode (100). The threshold of the reaction of ground state CH4 is about 0.43eV, and CH stretching
mode has its reaction threshold at 0.1.eV, so 0.33eV out of 0.368eV excitation energy deposited
in the mode has been used to reduce the reaction threshold. Comparing to the result calculated
on the JG PES by Yang et la, the reaction threshold for ground state CH4 changes very little, but
that for CH stretching mode has been reduced further from 0.22eV to 0.10eV, i.e. CH stretching is
in fact more efficient than that in the previous studies on the JG PES. And in their calculation,
the bending mode (020) is not efficient in reducing reaction threshold, only 0.1eV out of the
deposited excitation energy 0.339eV in their calculation can be used to reduce threshold, but in
our current calculation by using the new PES, we have found that, there are more energy, about
0.24eV out of 0.334eV of the excitation energy in this calculation, to be used in the reduction of
the threshold. As for the umbrella mode, we find that mode (001) also enhances CH4 reactivity
to some extent, at least the enhancement is stronger than Yang’s work on the JG PES, and
the reaction threshold is reduced too. Mode (002) can further reduced the reaction threshold
comparing to mode (001), but the increase of reactivity enhancement is not significant. Overall,
our current results show that the reactivity enhancement from each fundamental excitation mode
is stronger than that in the previous studies based on the JG PES. Mode (002) has roughly the
same excitation energy as (100) and (020), but it is least efficient in the reduction of reaction
threshold and reactivity enhancement.
J > 0 cases
We further calculate the J > 0 cases for the H+CH4 reaction for CH4 at the ground vibrational
state and the other four fundamental modes (001), (002), (020), and (100) in Fig 4.6, 4.7, 4.8,
4.9, and 4.10.
Figure 4.6 shows the total reaction probabilities for the H+CH4 (000) reaction as a function
of translational energy at total angular momentum J = 0, 5, 10, 15, 20, 25, 30, and 35. Clearly,
part of translational energy of the system has been used to overcome the centrifugal potential
barrier, and as a result, reaction probability has shift rightly to high translational energy as J
increases, i.e. the translational reaction threshold has increased as J hiking. Similar behavior
can be observed from Fig. 4.7, 4.8, 4.9, and 4.10 as well.
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4.3.6 Integral Cross Sections
Finally, we have calculated integral cross section (ICS) for H+CH4 at the vibrational states
(000), (001), (002), (020), and (100). Figure 4.11 shows integral cross section as a function of
translational energy for different modes. In Fig. 4.11, we can see that the CH stretching mode,
(100), has largely enhanced the reactivity of CH4 as the ICS for the initial state is much larger
than the other four initial states. And the integral cross section for mode (100) increases very
fast after translational energy going beyond 0.1eV. At the relatively low translational energy of
0.43eV, it has reached 0.8, and jumps to 1.1 with a very small increase of translational energy
to about 0.45eV, and then climbs up to 1.2 at the translational energy of 0.51eV. Although the
ICS has decreased slightly from 0.53eV to 0.70eV, it again shows a trend of slowly increasing
to almost 1.3 as the translational energy is about 1.0eV. CH4 at mode (020) and (002) have
excitation energy quite close to mode (100), but comparing to mode (100), mode (020) and (002)
have not enhanced the reactivity as significant as mode (100), although mode (020) is a bit more
efficient than mode (002) regarding to the enhancement. Now comparing to the threshold of
mode (000), the four excitation modes have reduced the reaction threshold. Mode (100) has the
biggest reduction of threshold than the other three.
4.4 Conclusions
In this chapter, we have presented the results we have gained from a new potential energy surface
made by our group. Comparing to the JG PES, the new PES is interpolated on a set of 8046 high
level ab initio data points, and is more accurate in describing the reaction barrier and high energy
area. We have calculated reaction probabilities and integral cross section for CH4 at vibrational
ground state (000) and the other four fundamental vibrational excited states (001), (002), (020),
and (100). Our results show that mode (100), the CH stretching mode is most efficient in the
reactivity enhancement, as integral cross section calculated for this mode is much larger than the
others.
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Figure 4.2: Dynamical convergence test of the PESs interpolated on the 3571, 4975, 5475, and
6016 points: (a) H + CH4(v3 = 0, j = 0) (b) H + CH4(v3 = 1, j = 0)
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Figure 4.3: The minimum energy path as a function of R and r
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Figure 4.4: The total reaction probability for the H+CH4(vs, vb, vu) reaction from the (000),




































Figure 4.5: (a) The total reaction probability for the H+CH4(vs ,vb ,vu) reaction from (000),
(001), (002), (020), and (100) states as a function of translational energy. (b) Same as (a) except



















Figure 4.6: The total reaction probability for the H+CH4(000) reaction as a function of transla-






















Figure 4.7: The total reaction probability for the H+CH4(001) reaction as a function of transla-





















Figure 4.8: The total reaction probability for the H+CH4(002) reaction as a function of transla-























Figure 4.9: The total reaction probability for the H+CH4(020) reaction as a function of transla-























Figure 4.10: The total reaction probability for the H+CH4(100) reaction as a function of trans-



















Figure 4.11: The integral cross section for the H+CH4(vs ,vb ,vu) reaction from (000), (001),
(002), (020), and (100) states as a function of translational energy.
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Chapter 5
Parallel Computing In Time-dependent
Dynamics: MPI Implementations
5.1 Introduction
Fast computers have stimulated the rapid growth of a third way of doing science: computer
simulation. Over years, computer simulation has helped scientists to understand phenomena too
complex to be reliably predicted by theory and too dangerous to be reproduced in the laboratory.
While computer simulation has played important role in solving scientific and engineering prob-
lems, however, the demand in computing resources for large-scale computation has risen sharply
in the past decades because human society has more and more interests in understanding real
and complex systems beyond ideal models.
Parallel computers have evolved from experimental contraptions in laboratories to become
the everyday tools of computational scientists who need the ultimate in computer resources in
order to solve their problems. Several factors have stimulated the evolution: 1) the speed of light
and the effectiveness of heat dissipation impose physical limits on the speed of a single computer;
2) the cost of advanced single-processor computers increases more rapidly than their power; and
3) three barriers to the use of parallelism: hardware, algorithms, and software, have been largely
reduced after the progress of the research in these fields; the latest technology in hardware can
produce intercommunication networking devices to keep up with the speeds of advanced single
processors in local high-speed networks; the research in algorithms has contribute real practical
methods in parallelism; and the research in software has simplified the programmers work load in
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parallelism. Thus, considerations of both peak performance and price/performance are pushing
large-scale computing in the direction of parallelism.
Reaction dynamics for elementary chemical reactions are the best way to understand chemical
change. Simulations can provide insight into chemical reaction which is not possible or very hard
to be observed in laboratory experiments. As mentioned in Chapter 1, simulation based on first
principle is the natural way to do research in reaction dynamics as the motion of nuclei and
electrons are governed by quantum mechanics. However, it is very difficult to extend quantum
dynamics in a single processor computer to polyatomic reactions due to the exponential increase
in the size of basis set. Aside from developing new method or algorithm, using parallelism in
such simulation is a practical way to solve this difficulty.
Several approaches are capable of transferring sequential program into parallel ones, like
OpenMP, MPI, PVM and a lot of other vendor-made softwares. OpenMP is only suitable for
shared memory typed parallelism and is excluded in this chapter, as we have already used it in
our real calculation. We have more interest in developing a parallel application in distributed
memory computer cluster, as it has more advantages and less cost in expanding our simulation
to larger system. Message Passing Interface (MPI) [119], is now the most popular parallelism
model. The advantages of the model, portability and popularity, are the main reasons for this
model widely adapted in different parallel application in computation simulation. In this project,
we adopt MPI as the solution to our reaction dynamics simulation for H+CH4 dynamics.
The best place to get knowledge from the ground up about MPI is the example in the
book [119], and some very useful website are http://www.mpi-forum.org/ for the MPI standard,
http://www-unix.mcs.anl.gov/mpi/mpich/ for mpich, an open MPI library implementation for
MPI standard and http://www.lam-mpi.org/ for LAM, another popular open MPI library im-
plementation for MPI standard.
5.2 Building MPI Application for TD Dynamics
5.2.1 Impact Factors in MPI Performance
Three factors are usually considered most important to create an efficient parallel application.
First, there is the total time spent in the parallel portion of the program tP compared to the total
time spent in the serial part of the program tS . Second, there is the time spent per process on
communication between the parallel parts of program tC . Third, there is load balancing. Each
process in the parallel calculation needs to have a similar amount of time will be called the wait
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time tW . If the total number of processors on which the calculation will be run is Nproc, and
each process is labeled by j = 0, 1, . . . , Nproc− 1 , then the parallel efficiency SP , can be defined












where tjP is the time spent in the parallel part of the program on processor j, t
j
W is the wait time
for processor j and tjC is the time on communication. If the calculation is properly load balanced,




NproctS + tP +NproctC
. (5.2)
It is clear from Eq.5.2 that SP can only approach unity if both tS and tC are small compared
to tP . In a wave packet calculation tS is usually very small, since the bulk of the computational
work lies in the time evolution of the wavepacket. However, tC usually is only small in the case
that the problem studied is naturally parallel. Unfortunately, time evolution of a wave packet
does not fall into this category as it is always a problem with different degree-of-freedoms coupled,
which will be shown in the next section. So a more fine-grained parallelization approach needs
to be taken on minimizing tC .
5.2.2 Mathematical Form of Wavefunction Propagation
The details about Hamiltonian for H+CH4 7D dynamics have been introduced in the previous
chapter. Below we revisit its matrix form in calculations.
For a dynamic system with N degree-of-freedom, the time-dependent Schro¨dinger equation




= HˆΨ = (
N∑
i
Tˆi + Vˆ )Ψ, (5.3)
where Tˆi is the kinetic energy operator for the i-th degree-of-freedom, and Vˆ is the potential
governing the system. Since the body-fixed(BF) Jacobi coordinates fall into two groups: radial
and angular coordinates, the Hamiltonian also partitions into three general terms:
HˆΨ = (Tˆr + Tˆa + Vˆ )Ψ (5.4)
where Tˆr is the radial kinetic energy operator, Tˆa is the rotational kinetic energy operator.
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The wavefunction is expanded into a set of direct product of basis φiqi , where i stands for the
i-th degree-of-freedom and qi is the quantum number (the label) of the basis. We get a matrix







Tˆi + Vˆ )C, (5.5)
where the vector C is the expansion coefficients, and its element is labeled as Cq1,q2,q3...qN . Thus,
the evaluation of HˆΨ is a series of matrix-vector multiplications. Most likely, discrete variable
representation (DVR) is chosen as basis for different degree-of-freedom, as Vˆ is diagonal in such
representation. In the evaluation of TˆiC, the DVR-FBR transformation is used for transferring
C to FBR in which Tˆi is diagonal.
5.2.3 Parallel Strategy
The wavefunction coefficient C can be regarded as a matrix with the order of Na × Nr, where
Na is the number of rotational basis, and Nr is the number of radial basis. We make use of
computation cluster by distributing C according to Na. Let Nproc be the number of processors,
labeled as j = 0, 1, . . . , Nproc − 1. Each processor will have the part of data with the size of
N ja ×Nr, where N ja is calculated as following:
N ja =

 Na/Nproc, if j < MOD(Na, Nproc)Na/Nproc + 1, if j ≥ MOD(Na, Nproc) (5.6)
Because Na is usually much bigger than Nproc, the data is almost evenly divided into each
computation node and load balance is always taken care of. We will label the wavefunction
coefficient on node j as Cj .
The evaluation of kinetic energy operator Tˆr and Tˆa on wavefunction, that is C
j , is completely
a local operation. We would like to name such evaluation on local processor without any data
communication as “row operations”. However, the evaluation of Vˆ Cj , namely “column opera-
tions”, will require communication between the processors. It is therefore important to reduce
the impact of communication on the overall performance.
A bit more analysis shows that the column operations in one iteration require three consequent
steps:
1. each processor shall send and receive raw data;
2. each processor makes computation, that is, Vˆ Cj ;
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Figure 5.1: Schematic figure about data communication on four computation nodes
3. each processor shall send and receive data computed for row operations in next iteration.
Let N jr be the total number of columns each processor shall send or receive for the column
operations in one iteration. N jr is defined by
N jr =

 Nr × (Nproc − 1)/Nproc, if j < MOD(Nr, Nproc)Nr × (Nproc − 1)/Nproc + 1, if j ≥ MOD(Nr, Nproc) (5.7)
Similar to row operations, Nr is always much bigger than Nproc and the load balance is not a
concern.
One way to reduce the impact of communication is to overlap or interweave communication
with computation by experimenting with various forms of nonblocking and asynchronous com-
munication. (See Fig. 5.1) That is, the N jr columns are further split into smaller chunks for data
communication and computation. Let kcol be an optimal number of small columns of data, each
processor spends almost the same time on making computation of kcol columns of data as sending
and receiving 2 × kcol columns. The action will be repeated for several times, to guarantee the
total N jr columns of data are processed, i.e., both computation on and sending/receiving of data.
(The last chunk of data to be processed is less than or equal to kcol since N
j
r is not necessary di-
vided evenly by kcol.) Apparently, some overhead will be experienced as data sending/ receiving
should be initiated before the computation for the first time is made, that is, a pre-computation
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action; and data sending/receiving should be preformed after the computation for the last time,
that is, a post-computation action.
5.2.4 Schematic Description of the MPI Application
A schematic description of the algorithm, executed on each processor, follows:
Important Data Structures:
The vector Cj(:, :) has row dimension N ja and column dimension Nr
Let bsr (2× kcol ×MAX(N ja), 0 : Nproc − 1) be a send/receive buffer.
where the first half of bsr holds computed data, the second half holds raw data for
next computation, and the second index is the index of processor’s label.
Let wTemp(Na, kcol) be a working array
to hold wavefunction coefficients for making computation of Vˆ Cj .
Basic Data Processes:
Data Sending And Receiving:
IF j.NE.current node
SEND bsr(:,j) to processor j
RECEIVE bsr(:,j) from processor j
ELSE




Making computation of Vˆ Cj on wTemp
Data Packing And Unpacking:
COPY computed data from wTemp to Cj ,which belongs to current node
COPY received data computed in last loop from other nodes from bsr to C j
COPY computed data in this loop from wTemp to bsr for next sending




This part is running on each processor j.
Copy the first (Nproc − 1)× kcol of Ci to bsr
Send/Receive data
Copy data to wTemp
Copy the second kcol column’s data to bsr
Main Loop:
DO n=0, N jr , kcol
Data Sending And Receiving
Computation
Data Packing And Unpacking:
ENDDO
Post Main loop sending/receiving
End of algorithm
5.3 Results And Discussion
We have performed a series of timing measurements on our MPI application in the dynamics
of H+CH4. All timings are in wall clock time, obtained using the MPI WTIME function.
Instead of testing the MPI application with small parameters, we do the timing measurement
with parameters used in real calculations. Such testings help to uncover problems prone in
real situations. And because the data communications are only involved in the propagation
of wavefunction, we skip the the calculation of reaction flux in our timing measurement. And
during the measurement, the computation facility is exclusively used for the test to garantee the
accuracy of this measurement.
First, the value of kcol, in our design, has an important impact on the MPI application of
dynamics. We need to set up a testing case to find an ”optimal” value for different number
of CPUs. In our testing case, there are totally 1512 columns of the asymptotic wavefunction
and 2700 columns of the interaction wavefunction, and the wavefunction are propagated up to
300 a.u. Tab. 5.1 lists the timing result for our MPI application running on four distributed
CPUs. Tab. 5.2 lists the timing result for the MPI application running on eight distributed
CPUs. We can see that the kcol = 160 is the most optimal value for four CPUs and for eight
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Table 5.1: Clock time for MPI application on four distributed CPUs versus kcol
kcol 40 60 80 100
clock time (s) 8626 8179 8045 7857
kcol 120 140 160 180
clock time (s) 7776 7741 7688 7793
kcol 200 250 300 350
clock time (s) 7932 7902 7862 7850
kcol 400 500
clock time (s) 7740 7738
CPUs, as the clock time for the MPI application reaches the minimum value comparing to other
kcol. Our testing on kcol shows that there exists an optimal value that can provide the maximum
overlapping of computation and communication time. But we will not pay too much attention
on finding the most optimal kcol, as we can see from Tab. 5.1 and 5.2 that, the clock time does
not give too big gap when measured at different value of kcol over 100, since the only concern
overall is whether MPI application can help us to make what used to be impossible or expensive
computation happen in distributed computation network which is practical and cheap.
Then, we check the speed up of our MPI application versus the increase number of CPUs.
To do so, we use the same testing case and measure the clock time with Nproc = 4, 8, 12 and
16. Tab. 5.3 shows the clock time versus Nproc as kcol = 160. The speed up has decreased with
the increase of Nproc as expected. When the Nproc reaches 16, the SP is 0.30, which means, the
computation runs 2.33 times faster than the same computation done with 4 CPUs, or each cpu’s
efficiency is 0.83.
Finally, the most important issue is whether the MPI application can help us calculate the
correct result or not. To answer this question, the only way is to use the MPI application
to calculate reaction dynamics, and compare the reaction probabilities with the right results.
Fig. 5.2 shows the comparison of H+CH4 7D dynamics from MPI calculations and from the
serial calculations. In the testing, the initial state of CH4 is at the ground rovibrational state
and the potential energy surface used is the ASP PES. As we can see, that results are in very
good agreement. And we have already used the MPI application to do a lot of computations on
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Table 5.2: Clock time for MPI application on eight distributed CPUs versus kcol
kcol 40 60 80 100
clock time (s) 4585 4477 4391 4365
kcol 120 140 160 180
clock time (s) 4279 4270 4226 4260
kcol 200 250 300 350
clock time (s) 4232 4362 4290 4237
kcol 400 500
clock time (s) 4237 4240
Table 5.3: SP for MPI application on different CPUs as kcol = 160
Nproc 4 8 12 16
clock time (s) 7688 4226 3019 2307
SP 1.0 0.91 0.85 0.83
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H+CH4 system to test our new potential energy surface.
















Figure 5.2: A real calculation for H+CH4 on ASP using MPI versus OpenMP
In conclusion, MPI has made large-scale computation a possible and cheaper way to perform.
We expect more and more quantum reaction dynamics will take the route of using MPI as the
reaction dynamics has reached the stage in tackling poly-atomic reactions. In our own research,
we will extend MPI application to four-center reaction dynamics and H+CH4 reaction dynamics
in the eight-dimensional model soon.
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