Abstract. In this article, we investigate the representation ring (or Green ring) of the Drinfeld double D(Hn(q)) of the Taft algebra Hn(q), where n is an integer with n > 2 and q is a root of unity of order n. It is shown that the Green ring r(D (Hn(q)) ) is a commutative ring generated by infinitely many elements subject to certain relations.
Introduction
The study of representation rings (or Green rings) of Hopf algebras has been revived recently. In [11] and [16] , the authors investigated respectively the representation rings of Taft algebras and generalized Taft algebras based on the decomposition rules of tensor product modules given by Cibils [12] . The representation ring r(H n (q)) of a Taft algebra H n (q) is isomorphic to a polynomial ring in two variables modulo two relations. Zhang, Wu, Liu and Chen [23] studied the ring structure of the Grothendieck group of the quantum Drinfeld double D(H n (q)) of H n (q). When n = 2, the Taft algebra H 2 (−1) is the same as H 4 , the Sweedler's 4-dimensional Hopf algebra (see [21, 22] ). Chen [8] gave the decomposition rules of tensor product modules over D(H 4 ) and described the Green ring r(D(H 4 )). r(D(H 4 )) was also studied by Li and Hu in [15] . In [9] , we studied the decomposition rules for tensor product modules over D(H n (q)) for n 3. In [10] , we computed the projective class rings of D(H n (q)) and its two 2-cocycle deformations, and compared their representation types and some other properties for n 3.
In this article, we continue the study of the quantum Drinfeld doubles D(H n (q)) of Taft algebras H n (q), but concentrate on the structure of the Green rings r(D(H n (q))). The article is organized as follow. In Section 2, we recall the structure of the Hopf algebra H n (1, q), which is isomorphic to D(H n (q)). We also recall the indecomposable modules over H n (1, q) . In Section 3, we investigate the Green ring r(H n (1, q)) for n 3. A minimal set of generators of the ring r(H n (1, q)) is given. The relations satisfied by the generators are also given. It is shown that r(H n (1, q)) is isomorphic to a quotient ring of the polynomial ring in infinitely many variables modulo some ideal.
Preliminaries
Throughout, let k be an algebraically closed field. Unless otherwise stated, all algebras and Hopf algebras are defined over k; all modules are finite dimensional and left modules; dim and ⊗ denote dim k and ⊗ k , respectively. The references [14, 18, 21] are basic references for the theory of Hopf algebras and quantum groups. The readers can refer [2] for the representation theory of algebras. Let Z denote the set of all integers, and Z n = Z/nZ for an integer n.
Green ring.
For an algebra A, we denote the category of finite dimensional A-modules by modA. For any M ∈ modA and any n ∈ Z with n 0, nM denotes the direct sum of n copies of M . Then nM = 0 if n = 0. Let l(M ) denote the length of M .
For a Hopf algebra H, modH is a tensor (or monoidal) category [14, 18] . If H is a quasitriangular Hopf algebra, then U ⊗ V ∼ = V ⊗ U for any modules U and V over H. We have already known that the quantum Drinfeld double D(H) of a finite dimensional Hopf algebra H is always quasitriangular and symmetric (see [17, 19, 20] ). The Green ring r(H) of a Hopf algebra H is defined to be the abelian group generated by the isomorphism classes [V ] of V in modH modulo the relations
, the tensor product of H-modules. Then r(H) is an associative ring with identity. The projective class ring r p (H) of H is defined to be the subring of r(H) generated by projective modules and simple modules (see [13] ). Notice that r(H) is a free abelian group with a Z-basis {[V ]|V ∈ ind(H)}, where ind(H) denotes the category of indecomposable objects in modH.
Drinfeld doubles of Taft algebras.
The quantum doubles (or Drinfeld doubles) D(H n (q)) of Taft algebra H n (q) and their finite dimensional representations were studied in [4, 5, 6, 7] .
Let n 2 and let q ∈ k be a root of unity of order n. H n (q) is generated, as an algebra, by two elements g and h subject to the following relations (see [22] ):
H n (q) is a Hopf algebra with the coalgebra structure and the antipode given by
Note that dimH n (q) = n 2 , and H n (q) has a k-basis {g i h j |0 i, j n − 1}. The Drinfeld double D(H n (q)) can be described as follows.
Let p ∈ k. The Hopf algebra H n (p, q) is generated, as an algebra, by a, b, c and d subject to the following relations: ba = qab, db = qbd, ca = qac, dc = qcd, bc = cb, a n = 0,
The comultiplication, the counit and the antipode of H n (p, q) are determined by
For the details, the reader is directed to [4, 5] . By [1, 23] , one knows that the small quantum group is isomorphic, as a Hopf algebra, to a quotient of H n (1, q).
2.3.
Indecomposable modules over H n (1, q).
Let J := rad(H n (1, q)) denote the Jacobson radical of H n (1, q). Then J 3 = 0 by [7, Corollary 2.4] . That is, the Loewy length of H n (1, q) is 3. In order to study the Green ring of H n (1, q), we first need to give all finite dimensional indecomposable modules over H n (1, q). We will use the notations of [7] . Unless otherwise stated, all modules are modules over H n (1, q) in what follows.
It follows from [7] that any indecomposable module has the same the socle series and the radical series. For any i, l ∈ Z with i 0, let
Simple modules: V (l, r), 1 l n, r ∈ Z n . V (l, r) has a standard k-basis {v i |1 i l} such that
The simple modules V (n, r), r ∈ Z n , are both projective and injective.
Projective modules (not simple): Let P (l, r) be the projective cover of V (l, r), 1 l < n, r ∈ Z n . Then P (l, r) is also the injective envelope of V (l, r). Moreover, we have (see [7] )
Non-simple and non-projective indecomposable modules can be divided into two families: string modules and band modules.
String modules: The string modules are given by the syzygy functor Ω and cosyzygy functor Ω −1 . Let 1 l < n and r ∈ Z n . Then the minimal projective and injective resolutions of V (l, r) are given by
respectively. By these resolutions, one can describe the structure of Ω s V (l, r) and Ω −s V (l, r), respectively, where s 1 (see [7] ).
Band modules: Let ∞ be a symbol with ∞ ∈ k and let k = k ∪ {∞}. The band modules M s (l, r, η) can be described as follows, where 1 l < n, r ∈ Z n and η ∈ k (see [7] ). By [7, Lemma 3.7(1) ], the indecomposable module M 1 (l, r, ∞), 1 l < n, r ∈ Z n , has a standard basis {v 1 , v 2 , · · · , v n } such that
By [7, Lemma 3.7(2) ], the indecomposable module M 1 (l, r, η), 1 l < n, r ∈ Z n , η ∈ k, has a standard basis {v 1 , v 2 , · · · , v n } with the action given by
Then the band modules M s (l, r, η) are determined recursively by the almost split sequences
where s 1, M 0 (l, r, η) = 0, 1 l < n, r ∈ Z n and η ∈ k (see [6, 7] ). M s (l, r, η) is a submodule of sP (l, r) and a quotient module of sP (n − l, r + l), and there is an exact sequence
. Moreover, for any 1 i < s, there is an exact sequence of modules
Throughout the following, let n be a fixed positive integer with n > 2, and q ∈ k a root of unity of order n. Let P (n, r) = V (n, r) and Ω 0 V (l, r) = V (l, r) for all 1 l < n and r ∈ Z n , and let α∞ = ∞α = ∞ for any 0 = α ∈ k. For any t ∈ Z, let c(t) := [ 
The Green Ring of H n (1, q)
In this section, we study the Green ring r(H n (1, q)) of H n (1, q), which is a commutative ring since H n (1, q) is quasitriangular.
The projective class ring r p (H n (1, q)) was described in [10] , which is isomorphic to the quotient ring of the polynomial ring Z[x, y] modulo the ideal I generated by x n − 1 and (1, q) ). Let R be the subring of r(H n (1, q)) generated by x, y, z + and z − . Then r p (H n (1, q)) ⊂ R by [10, Proposition 5.5].
Proposition 3.1. R is a free Z-module with a Z-basis
Proof. Let R ′ be the Z-submodule of r(H n (1, q)) generated by the set
Since the tensor product of a projective module with any module is projective, it follows from [9, Corollaries 3.2, 5.3 and 5.5, Propositions 3.6, 3.7, 5.2 and
This completes the proof. 
(2)
Then by [9, Proposition 3.1(2)], one gets that
Therefore,
(2) By (1) and [10, Lemma 5.6], we have
(3) We may assume that n is even since the proof is similar for n to be odd. In this case, by [10, Corollary 5.4 (1)- (2), Lemma 5.6(2)] and Lemma 3.2, we have
Lemma 3.4. The following relations are satisfied in r(H n (1, q)):
Proof.
(1) By [9, Proposition 5.2(1)], we have
Hence by [10, Corollary 5.4(2)-(3)] and Lemma 3.3(2), we have
(2) By [9, Proposition 3.7], we have
Then it follows from Lemma 3.3(3) that
Proposition 3.5. The following set is also a Z-basis of R:
Proof. Let N be the Z-submodule of R generated by
Then by [10, Corollary 5.2] and Proposition 3.1, we have R = r p (H n (1, q)) ⊕ N as Z-modules. Let R = R/r p (H n (1, q) ) be the quotient Z-module, and π : R → R the corresponding canonical epimorphism.
1} is a Z-basis of R. By [10, Corollary 5.8], it is enough to show that {π(x i y l z m ± )|0 i n − 1, 0 l n − 2, m 1} is also a Z-basis of R. For a subset S of R, let S denote the Z-submodule of R generated by S.
We first show by induction on m that (ΩV (1, 0) ) 
for some projective module Q. Note that P 
for some projective module P . Hence
for some projective module P 
It follows that R is generated, as a Z-module, by {π( 
for some projective module P . Thus, for any 0 i n − 1, 0 l n − 2 and m 1, it follows from [9, Proposition 3.6] and [10, Corollary 5.4(1)] that
It follows that the set {π(x i y l z m + )|0 i n − 1, 0 l n − 2, m 1} is linearly independent over Z. Similarly, one can show that the set {π(x i y l z m − )|0 i n − 1, 0 l n − 2, m 1} is linearly independent over Z too. Moreover, we have (2) z + w m,η = (
(1) By [9, Theorem 3.17], we have
Then by Lemma 3.3(3), one gets that
(2) By [9, Theorem 3.16], we have
Then by [9, Proposition 5.6(1)], one gets that
Thus, it follows from [10, Corollary 5.4(1), Lemma 5.6(1)] and Lemma 3.3(1) that
(3) By [9, Corollary 5.7(1)] and the proof of (2), we have
Then by [10, Corollary 5.4 (1)- (3), Lemma 5.6(1)] and Lemma 3.3(2), one gets that
(4) Assume that η = α. Then by [9, Lemma 5.15], we have
Thus, it follows from Lemma 3.
(5) Assume that m s. Then by [9, Lemma 5.21] and the proof of (2), one has 
Proposition 3.7. r(H n (1, q) ) is generated, as a ring, by
Proof. Let R ′ be the subring of r(H n (1, q)) generated by {x, y, z + , z − , w m,η |m 1, η ∈ k}. Then R ⊆ R ′ . By Proposition 3.1 and the classification of finite dimensional modules over H n (1, q) (see [7] or Section 2), it is enough to show that [M m (l, r, η)] ∈ R ′ for all 1 l n − 1, m 1, r ∈ Z n and η ∈ k. In fact, by [9, Theorem 3.16], we have
Then it follows from Proposition 3.1 that
for all 1 l n − 1, m 1, r ∈ Z n and η ∈ k. Thus, the proposition follows from the fact that the map k → k, η → ηq 1−l (l) q , is a bijection for any fixed 1 l n − 1.
Proposition 3.8. The following set is a Z-basis of r (H n (1, q) ):
Proof. It is similar to Proposition 3.5. Let R 0 be the Z-submodule of r(H n (1, q)) generated by {[M m (l, r, η)]|m 1, 1 l n − 1, r ∈ Z n , η ∈ k}. Then by Proposition 3.1 and the classification of finite dimensional modules over H n (1, q) (see [7] or Section 2), r(H n (1, q)) = R ⊕ R 0 as Z-modules. Let r(H n (1, q))/R be the quotient Z-module of r(H n (1, q)) modulo R, and π : r(H n (1, q)) → r(H n (1, q))/R the corresponding canonical projection. Then r(H n (1, q))/R is a free Z-module with a Z-basis given by
Let m 1, 1 l n − 1, r ∈ Z n and η ∈ k. Then by [10, Corollary 5.4 (1), Lemma 5.6(1)] and the proof of Proposition 3.7, we have
It follows that r(H n (1, q))/R is generated, as a Z-module, by
Now let 0 i n − 1, 0 l n − 2, m 1 and η ∈ k. Then by [10, Lemma 5.3] and [9, Theorem 3.16], we have
for some projective module P . Thus, by [10, Corollary 5.4(1) ] and [9, Lemma 3.8], one gets
It follows that the set {π(x i y l w m,η )|0 i n − 1, 0 l n − 2, m 1, η ∈ k} is linearly independent over Z, and so it is a Z-basis of r(H n (1, q))/R. Thus, the proposition follows from Proposition 3.5.
Let Z[x, y, z + , z − ] be the polynomial ring in variables x, y, z + , z − . Define the polynomials f 1 (x, y), f 2 (x, y), f 3 (x, y) and
Let I be the ideal of Z[x, y, z + , z − ] generated by the following elements: . Then x n = 1, f 1 (x, y)f 2 (x, y) = 0, z + z − = 1 + f 1 (x, y)(2y + 4f 3 (x, y)), and f 1 (x, y)z ± = f 1 (x, y)(1 + 2f 4 (x, y)). The last equation above is equivalent to
Thus, by the above equations and the proof of [10, Corollary 5.8], one can see that Z[x, y, z + , z − ]/I is generated, as a Z-module, by
By Proposition 3.5, one can define a Z-module map ψ :
Hence φ is a ring monomorphism, and so it is a ring isomorphism.
Let X = {x, y, z + , z − , w m,η |m 1, η ∈ k}, and let Z[X] be the corresponding polynomial ring. Then Z[x, y, z + , z − ] is a subring of Z[X]. Take a subset U of 1, q) ).
Then Im(f ) = R. Hence f can be viewed as a ring map from Z[x, y, z + , z − ]/I to R. In this case, f is exactly the ring isomorphism φ given in the proof of Proposition 3.9. Hence f is injective, so is σ. This implies that I = I 0 ∩Z[x, y, z + , z − ]. Moreover, the restriction ψ| Im(σ) can be regarded as a ring isomorphism from Im(σ) to R. Let ψ : R → Im(σ) denote its inverse. Now let R 1 be the Z-submodule of r(H n (1, q)) generated by Then by Propositions 3.5 and 3.8, it follows that the above set is a Z-basis of R 1 and r(H n (1, q)) = R ⊕ R 
