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Sparse Recovery With Integrality Constraints
Jan-Hendrik Lange, Marc E. Pfetsch, Bianca M. Seib, and Andreas M. Tillmann
Abstract
In this paper, we investigate conditions for the unique recoverability of sparse integer-valued signals from few linear
measurements. Both the objective of minimizing the number of nonzero components, the so-called ℓ0-norm, as well as
its popular substitute, the ℓ1-norm, are covered. Furthermore, integer constraints and possible bounds on the variables
are investigated. Our results show that the additional prior knowledge of signal integrality allows for recovering
more signals than what can be guaranteed by the established recovery conditions from (continuous) compressed
sensing. Moreover, even though the considered problems are NP-hard in general (even with an ℓ1-objective), we
investigate testing the ℓ0-recovery conditions via some numerical experiments; it turns out that the corresponding
problems are quite hard to solve in practice. However, medium-sized instances of ℓ0- and ℓ1-minimization with
binary variables can be solved exactly within reasonable time.
Index Terms
Sparse recovery, compressed sensing, integrality constraints, nullspace conditions
I. INTRODUCTION
THE recovery of sparse signals has received a tremendous interest in recent years. The basic setting withoutnoise is as follows: Under the prior knowledge that a measurement vector b ∈ Rm \ {0} is generated by a
sparse signal x ∈ Rn via Ax = b, where A ∈ Rm×n with rank(A) = m < n is the sensing matrix, the question
is whether x can be uniquely recovered, given A and b. Thus, one approach is to find the sparsest x that explains
the measurements, i.e., one minimizes ‖x‖0 := |{i ∈ {1, . . . , n} : xi 6= 0}| under the constraint Ax = b. However,
this problem is NP-hard, see Garey and Johnson [1]. The crucial idea in this context (see, e.g., Chen et al. [2]) is
to replace ‖x‖0 by the ℓ1-norm ‖x‖1 := |x1|+ · · ·+ |xn|, which results in a convex problem that can even be cast
as a linear program (LP) and is therefore tractable. The literature contains an abundance of conditions under which
minimizers of ‖x‖1 subject to Ax = b are unique and equal to the sparsest solution; at this place, we refer to the
book by Foucart and Rauhut [3] for more information and an overview of selected specialized algorithms to solve
the ℓ1-minimization problem.
The key point for the mentioned series of striking results is the prior knowledge that b can be sparsely represented
or approximated. A natural question is whether further knowledge about the structure of the representations x can
lead to stronger results about the recoverability. In general terms, the two problems from above can be written as
min {‖x‖0 : Ax = b, x ∈ X}, (P0(X))
min {‖x‖1 : Ax = b, x ∈ X}, (P1(X))
where X ⊆ Rn is a constraint set representing further restrictions on the representations.
The “classical” results in the literature refer to the case X = Rn. One main example in which X 6= Rn is the
case in which x has to be nonnegative, i.e., X = Rn+, see, for instance, Donoho and Tanner [4], Bruckstein et
al. [5] and Khajehnejad et al. [6].
In this paper, we investigate the case in which x is required to be integer, i.e., X ⊆ Zn. This is motivated
by applications in which signals are composed from integer-valued alphabets. There are only few articles in the
literature that deal with this case. For instance, Sparrer and Fischer [7] present a heuristic approach based on
orthogonal matching pursuit. A further heuristic was proposed by Flinth and Kutyniok [8] based on a combination
of projection and orthogonal matching pursuit ideas. The binary case has been treated, for instance, by Nakarmi
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and Rahnavard [9] and Wu et al. [10]. Mangasarian and Recht [11] gave conditions for uniqueness of vectors in
X = {−1, 1}n as solutions of Ax = b, −1 ≤ x ≤ 1. Moreover, Keiper et al. [12] very recently investigated the
recovery of binary and ternary signals as well as those in {0, 1, 2}n by means of (P1([0, 1]n)), (P1([−1, 1]n)) and
(P1([0, 2]n)), respectively.
The paper is organized as follows. In Section II, we first discuss some basic properties. For instance, we prove
NP-hardness of all considered problems involving integrality constraints. We then show that choosing rational A
has a crucial impact on the recoverability properties. In Section III, we derive recoverability characterizations for the
ℓ0-problem. In Section IV, we turn to the ℓ1-case and start by investigating cases in which an integral solution can
be guaranteed when solving the continuous relaxation. We then derive characterizations for uniform (Section IV-B)
and individual (Section IV-C) recoverability in the ℓ1-case. In Section V, we report on computational experiments,
and close with some final remarks in Section VI.
Example 1. To illustrate the issues of this paper, consider A = (2, 3, 6) ∈ R1×3 and b = (11). Then (P0(Z3+)) has
the two optimal solutions (4, 1, 0)⊤ and (1, 3, 0)⊤ . Furthermore, (P1(Z3+)) has optimal solution (1, 1, 1)⊤ . Finally,
(P0(R3+)) has three optimal solutions, each with one nonzero, while (P1(R3+)) has the unique optimal solution
(0, 0, 116 )
⊤
. This shows that requiring integrality affects the optimal solutions of (P0(X)) and (P1(X)). Moreover,
these problems may yield different solutions.
Remark 2. Many of the main results in compressed sensing also hold with respect to complex data and signals,
see, e.g., the survey of real and complex nullspace conditions characterizing ℓ0-ℓ1-equivalence in [3]. Nevertheless,
for the sake of simplicity, we only consider the real-valued case in this paper. For instance, extensions to complex
signals with (say) integral real and imaginary parts are not treated here.
We use the following notation: We use N = {1, 2, . . . } and define [n] := {1, . . . , n} for n ∈ N. Furthermore, for
s ∈ [n], the vector x ∈ Rn is s-sparse, if ‖x‖0 ≤ s. The support of x is defined as supp(x) := {i ∈ [n] : xi 6= 0}.
Moreover, for S ⊆ [n], xS ∈ Rn denotes the vector which equals x for all components indexed by S and is 0
otherwise. The complement of a set S ⊆ [n] is denoted by Sc := [n] \ S. The nullspace (kernel) of a matrix A is
defined as N (A) := {x : Ax = 0}. By 1, we denote the all-ones vector of appropriate dimension.
II. BASIC PROBLEMS AND RESULTS
In this paper, we investigate the following five basic integrality requirements for (P0(X)) and (P1(X)):
X = Zn, X = Zn+, X = [−u,u]Z, X = [0,u]Z, X = [ℓ,u]Z, (1)
where ℓ ≤ 0 ≤ u ∈ Rn and [ℓ,u]Z := {x ∈ Zn : ℓ ≤ x ≤ u}. Note that we have to make sure that 0 ∈ X
in order to allow sparse solutions; moreover, throughout the paper, we assume w.l.o.g. that ℓ < u (otherwise,
ℓi = ui = 0 and xi = 0 can be eliminated from the problem a priori). When considering [ℓ,u]Z, we can round the
components of ℓ and u up and down, respectively; thus, in this case, we may assume that ℓ, u ∈ Zn. However, in
particular cases, we also deal with boxes [ℓ,u]R := {x ∈ Rn : ℓ ≤ x ≤ u} for which ℓ and u can be real-valued.
Clearly, [ℓ,u]Z is the most general (integral) case; the others can be written in this form (if ℓ and u are allowed
to take ∓∞ values, respectively).
The first observation is that all of the considered problems are NP-hard.
Proposition 3. The problems (P0(X)) and (P1(X)) are NP-hard in the strong sense for each of the sets X in (1),
even if A is binary and b = 1.
Proof: Garey and Johnson [1] proved that (P0(Rn)) is strongly NP-hard using a reduction from “exact cover by
3-sets” (this proof is reproduced in [3]). The proof shows that, given an instance of this problem, one can construct
a binary matrix A such that solutions x of Ax = 1 minimizing ‖x‖0 are necessarily 0/1, i.e., x ∈ {0, 1}n. These
solutions are feasible for any of the considered problems and furthermore satisfy ‖x‖0 = ‖x‖1.
This proposition carries an unfortunate negative message: Changing ‖x‖0 to ‖x‖1 does not change the complexity
status of the problem, and all considered problems are hard to solve. On the other hand, modern integer optimization
technology allows to solve small to medium sized instances of these problems. Moreover, empirically, the ℓ1-case
is often slightly easier.
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In any case, it is a fundamental question to what extent integrality requirements allow to increase the amount
of cases in which a signal can be uniquely recovered. Such a solution might then be found efficiently in practice,
e.g., by heuristics such as that in Flinth and Kutyniok [8].
When considering integrality requirements, it is of fundamental importance whether the matrix A is rational:
Theorem 4. For any n ∈ N, there exists a single-row matrix A ∈ R1×n such that for every b ∈ rangeZ(A) :=
{Az : z ∈ Zn}, there exists a unique x ∈ Zn such that Ax = b.
Proof: Since R is an infinite-dimensional vector space over Q, choosing n real numbers that are linearly
independent over Q as the components of A suffices. For instance, taking the nth roots of pairwise different
prime numbers ≥ 2 will do, see, e.g., Besicovitch [13]. Thus, Ax = b has a unique integral solution for every
b ∈ rangeZ(A).
As a consequence, for such a matrix A, the recovery problem with integral x is always uniquely solvable and
thus, ideal recovery is possible. However, in general, such matrices cannot be stored in a computer. Moreover, the
complexity of solving Ax = b with x ∈ Zn is unclear; in particular, one needs to use a “non-standard” model of
computation, cf., e.g., Blum et al. [14].
In the following, we will often consider rational A. Note that in this case, finding some integral solution x of
Ax = b can be done in polynomial time using the Hermite normal form, see, e.g., Schrijver [15]. However, as
Proposition 3 shows, minimizing ‖x‖0 or ‖x‖1 is still NP-hard.
III. THE ℓ0-CASE
In this section, we provide conditions on the uniform recoverability via (P0(X)). For this, we define the set
S(s,X; b) := {x : Ax = b, ‖x‖0 ≤ s, x ∈ X}.
The key point is the uniqueness of sparse solutions, i.e., whether |S(s,X;Axˆ)| = 1 for s-sparse xˆ ∈ X. Inspired
by the terminology of Juditsky and Nemirovski [16], we define the following.
Definition 5. Let A ∈ Rm×n, s ∈ [n], and X ⊆ Rn. The matrix A is (s,X, 0)-good, if for every s-sparse vector
xˆ ∈ X, it holds that |S(s,X;Axˆ)| = 1.
We first state some obvious results for (s,X, 0)-good matrices.
Lemma 6. Let A ∈ Rm×n, s ∈ [n], and X ⊆ Rn.
1) If A is (s,X, 0)-good, it is (s,X ′, 0)-good for every X ′ ⊆ X. Therefore,
(s,Rn, 0)-good ⇒ (s,Zn, 0)-good ⇒ (s, [ℓ,u]Z, 0)-good.
Moreover, if A is (s, [ℓ,u]Z, 0)-good, it is (s, [ℓ′,u′]Z, 0)-good for every ℓ ≤ ℓ′ ≤ 0 ≤ u′ ≤ u (ℓ,u ∈ Rn).
2) If A is (s,X, 0)-good, it is (s′,X, 0)-good for every s′ ≤ s, s′ ∈ N.
Furthermore, we recall the following well-known result from the literature.
Theorem 7 ([17], [3]). A matrix A ∈ Rm×n is (s,Rn, 0)-good for s ∈ [n] if and only if N (A) ∩ {z ∈ Rn :
‖z‖0 ≤ 2s} = {0}.
The statement of this theorem can be rephrased by using spark(A) := min {‖x‖0 : Ax = 0, x 6= 0}, which
refers to the smallest number of linearly dependent columns of A. Then, A is (s,Rn, 0)-good if and only if
spark(A) > 2s. Since the decision problem “spark(A) ≤ k ?” is NP-complete (cf. [18]) and a z ∈ Qn with
1 ≤ ‖z‖0 ≤ 2s serves as a certificate for A ∈ Qm×n not being (s,Rn, 0)-good, this shows that checking the
condition in Theorem 7 is coNP-complete.
By a completely analogous proof, Theorem 7 carries over to the integral case by requiring z ∈ Zn. Moreover,
if A is rational, we can always scale vectors in the nullspace N (A) to be integral. This yields:
Theorem 8. A matrix A ∈ Rm×n is (s,Zn, 0)-good if and only if N (A) ∩ {z ∈ Zn : ‖z‖0 ≤ 2s} = {0}. Thus,
if A ∈ Qm×n, then A is (s,Zn, 0)-good if and only if it is (s,Rn, 0)-good.
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ℓi − ui −δ
max
i ℓi −δmini 0 δ
min
i
ui δmaxi ui − ℓi
S−4 S
−
3 S
−
2 S
−
1 S
+
1 S
+
2 S
+
3 S
+
4
Fig. 1. Illustration of the intervals in Theorem 11.
Again using NP-completeness for the spark, checking the condition in Theorem 8 is also coNP-complete.
Moreover, Theorem 8 has the following interesting consequence, compare with Theorem 4.
Theorem 9. Let s ∈ [n]. The minimal number of rows m for which a rational matrix A ∈ Qm×n can be (s,Zn, 0)-
good is 2s.
Proof: If A is rational, the condition in Theorem 8 is equivalent to that of Theorem 7. Moreover, for continuous
settings, [3, Theorems 2.13 and 2.14] (see also Cohen et al. [17]) show that m ≥ 2 s is necessary in general and
equality can be achieved using a Vandermonde matrix.
On the other hand, when additionally considering bounds on the variables, we get a similar behavior as in
Theorem 4 even for rational matrices:
Theorem 10. Let X = [0,u]Z for u ∈ Zn>0. Then for any n ∈ N there exists a rational matrix A ∈ Q1×n such
that for every b ∈ rangeX(A) := {Az : z ∈ X} there exists a unique x ∈ X such that Ax = b.
Proof: Define δ := max {u1, . . . , un} + 1 and let A = (a1k) be defined by a1k := δk for k = 0, . . . , n − 1.
Then, b = Ax for x ∈ X amounts to a δ-ary expansion of b, which is unique.
Note that this result is of theoretical interest only, since the large coefficients from the proof of Theorem 10 will
produce numerical problems for larger n.
A. Recovery Conditions for the ℓ0-Case
To treat the case of (P0([ℓ,u]Z)), we need the following notation. For a ≤ b ∈ Rn, we consider closed boxes
[a, b] := {v : a ≤ v ≤ b} = [a1, b1] × · · · × [an, bn]; similarly, half-open boxes are defined in the obvious way.
For z ∈ Rn and one of these boxes B = B1 × · · · ×Bn ⊆ Rn, we define supp(z;B) := {i ∈ [n] : zi ∈ Bi}.
Theorem 11. Let X = [ℓ,u]Z, δmini := min {−ℓi, ui} and δmaxi := max {−ℓi, ui} for all i ∈ [n]. Furthermore,
define the following sets depending on a vector z ∈ Rn
S+1 := supp(z; (0, δ
min]), S−1 := supp(z; [−δ
min,0)),
S+2 := supp(z; (δ
min,u]), S−2 := supp(z; [ℓ,−δ
min)),
S+3 := supp(z; (u, δ
max]), S−3 := supp(z; [−δ
max, ℓ)),
S+4 := supp(z; (δ
max,u− ℓ]), S−4 := supp(z; [ℓ − u, −δ
max))
and let
C(ℓ,u) := {z ∈ [ℓ− u,u− ℓ]Z : |S
+
4 |+ |S
−
4 |+ |S
+
3 |+ |S
−
3 | ≤ s, |S
+
4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 | ≤ s,
2
(
|S+4 |+ |S
−
4 |
)
+ |S+3 |+ |S
−
3 |+ |S
+
2 |+ |S
−
2 |+ |S
+
1 |+ |S
−
1 | ≤ 2s}.
Then, a matrix A ∈ Rm×n is (s, [ℓ,u]Z, 0)-good if and only if N (A) ∩C(ℓ,u) = {0}.
Proof: W.l.o.g., we assume that ℓ,u ∈ Zn. We first observe that
ℓ− u ≤ −δmax ≤ ℓ ≤ −δmin ≤ 0 ≤ δmin ≤ u ≤ δmax ≤ u− ℓ,
see also Figure 1. This shows that the boxes on which the sets S+1 to S
−
4 are based are well-defined, although they
may be empty.
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Let A be (s, [ℓ,u]Z, 0)-good and let z ∈ N (A) ∩ C(ℓ,u). Define k := |S+4 | + |S
−
4 | + |S
+
3 | + |S
−
3 | ≤ s and
r := |S+1 |+ |S
−
1 |. Let S˜ be composed of min {r, s− k} arbitrary indices of S
+
1 ∪ S
−
1 and S˜c := (S
+
1 ∪ S
−
1 ) \ S˜ be
its complement (w.r.t. S+1 ∪ S−1 ). Now, we define
xi :=


ℓi if i ∈ S−4 ,
0 if i ∈ S−3 ,
zi if i ∈ S−2 ,
0 if i ∈ S˜,
zi if i ∈ S˜c,
zi if i ∈ S+2 ,
0 if i ∈ S+3 ,
ui if i ∈ S+4 ,
0 otherwise,
and yi :=


ℓi − zi if i ∈ S−4 ,
−zi if i ∈ S−3 ,
0 if i ∈ S−2 ,
−zi if i ∈ S˜,
0 if i ∈ S˜c,
0 if i ∈ S+2 ,
−zi if i ∈ S+3 ,
ui − zi if i ∈ S+4 ,
0 otherwise.
These two vectors satisfy z = x− y. Considering each case, one can see that x, y ∈ X. Moreover,
|supp(y)| = |S+4 |+ |S
−
4 |+ |S
+
3 |+ |S
−
3 |+ |S˜| = k +min {r, s − k} ≤ k + s− k = s.
Furthermore, assume first that r < s− k, i.e., S˜ = S+1 ∪ S
−
1 and S˜c = ∅. Then, by assumption,
|supp(x)| = |S+4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 | ≤ s.
On the other hand, if r ≥ s− k, then |S˜| = s− k and |S˜c| = r − s+ k, which yields
|supp(x)| = |S+4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 |+ |S˜
c|
= |S+4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 |+ (|S
+
1 |+ |S
−
1 | − s+ k)
= |S+4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 |+ |S
+
1 |+ |S
−
1 | − s+ |S
+
4 |+ |S
−
4 |+ |S
+
3 |+ |S
−
3 |
= 2 (|S+4 |+ |S
−
4 |) + |S
+
3 |+ |S
−
3 |+ |S
+
2 |+ |S
−
2 |+ |S
+
1 |+ |S
−
1 | − s ≤ s.
Since z = x − y, it follows that Ax = Ay and consequently, by (s, [ℓ,u]Z, 0)-goodness of A, that x = y, i.e.,
z = 0.
Conversely, assume that N (A)∩C(ℓ,u) = {0}. Consider x, x˜ ∈ X with Ax = Ax˜, ‖x‖0 ≤ s, and ‖x˜‖0 ≤ s.
By construction, z := x− x˜ ∈ N (A) ∩ [ℓ− u,u− ℓ]Z.
Now observe that if i ∈ S+4 then xi > 0 and x˜i < 0 and similarly, if i ∈ S
−
4 then xi < 0 and x˜i > 0. This
implies that S+4 ⊆ supp(x)∩ supp(x˜) and S
−
4 ⊆ supp(x) ∩ supp(x˜). For Sc4 := S
+
3 ∪ S
−
3 ∪ S
+
2 ∪ S
−
2 ∪ S
+
1 ∪ S
−
1 ,
we thus obtain
2s ≥ |supp(x)|+ |supp(x˜)| = |supp(x) ∪ supp(x˜)|+ |supp(x) ∩ supp(x˜)|
≥ |
(
supp(x) ∪ supp(x˜)
)
∩ (S+4 ∪ S
−
4 )|+ |
(
supp(x) ∪ supp(x˜)
)
∩ Sc4|+ |S
+
4 ∪ S
−
4 |
≥ 2 |S+4 ∪ S
−
4 |+ |S
c
4|.
(The last inequality follows because, by construction, S±i ⊆ supp(x) ∪ supp(x˜) for all i ∈ [4].)
Observe that for i ∈ S+3 ∪ S
+
4 , necessarily x˜i < 0. Similarly, if i ∈ S
−
3 ∪ S
−
4 , then x˜i > 0. This shows that
|S+4 |+ |S
−
4 |+ |S
+
3 |+ |S
−
3 | ≤ |supp(x˜)| ≤ s.
Moreover, if i ∈ S+2 then ui > δmini = −ℓi; furthermore, −x˜i ≤ −ℓi = δmini (because x˜ ∈ [ℓ,u]Z), which implies
xi > 0 (since −ℓi < zi = xi− x˜i ≤ xi− ℓi). Similarly, if i ∈ S−2 then ℓi < −δmini = −ui; thus, −x˜i ≥ −ui, which
shows that xi > 0. Moreover, if i ∈ S+4 ∪ S
−
4 then xi 6= 0. In total, this shows that |S
+
4 |+ |S
−
4 |+ |S
+
2 |+ |S
−
2 | ≤
|supp(x)| ≤ s. Since all sets S±i are disjoint or empty, this concludes the proof.
Corollary 12.
1) Let X = [0,u]Z. A matrix A ∈ Rm×n is (s, [0,u]Z, 0)-good if and only if
N (A) ∩ {z ∈ [−u,u]Z : |supp(z; (0,u])| ≤ s, |supp(z; [−u,0))| ≤ s} = {0}. (2)
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2) Let X = Zn+. A matrix A ∈ Rm×n is (s,Zn+, 0)-good if and only if
N (A) ∩ {z ∈ Zn : |supp(z;Zn>0)| ≤ s, |supp(z;Z
n
<0)| ≤ s} = {0}. (3)
3) Let X = [−u,u]Z. A matrix A ∈ Rm×n is (s, [−u,u]Z, 0)-good if and only if
N (A) ∩ {z ∈ [−2 · u, 2 · u]Z : 2
(
|supp(z; [−2 · u,−u))|+ |supp(z; (u, 2 · u])|
) (4)
+ |supp(z; [−u,0) ∪ (0,u])| ≤ 2s} = {0}.
Proof:
1) We set ℓ = 0 in Theorem 11. In this case, δmin = 0 and δmax = u. Thus, only S+2 and S−3 can be nonempty,
which yields
C(0,u) := {z ∈ [−u,u]Z : |S
−
3 | ≤ s, |S
+
2 | ≤ s, |S
−
3 |+ |S
+
2 | ≤ 2s}.
Since |S−3 | + |S
+
2 | ≤ 2s is redundant, S
+
3 = {i : zi ∈ (0, ui]} and S
−
2 = {i : zi ∈ [−ui, 0)}, the condition
from Theorem 11 is equivalent to that stated in (2).
2) This follows from the previous part by letting the components of u tend to infinity.
3) We set ℓ = −u in Theorem 11. In this case, δmin = u and δmax = u. Thus, only S+1 , S−1 , S+4 , and S−4 can
be nonempty, which yields
C(−u,u) := {z ∈ [−2 ·u, 2 ·u]Z : |S
−
4 |+ |S
+
4 | ≤ s, |S
−
4 |+ |S
+
4 | ≤ s, 2
(
|S+4 |+ |S
−
4 |
)
+ |S−1 |+ |S
+
1 | ≤ 2s}.
Since the first two constraints are identical and implied by the third one, we obtain from Theorem 11 the
equivalent condition (4).
Remark 13. In particular, in the binary case, i.e., if X = [0,1]Z, then A ∈ Rm×n is (s, [0,1]Z, 0)-good if and
only if N (A) ∩ {z ∈ {−1, 0,+1}n : |{i : zi = −1}| ≤ s, |{i : zi = 1}| ≤ s} = {0}.
Remark 14. Note that Theorem 8 also follows from Theorem 11: We let the components of ℓ and u simultaneously
tend to −∞ and ∞, respectively. Then δmini = −ℓi →∞ and δmaxi = ui →∞ for all i. In this case, only S+1 and
S−1 can be nonempty. Thus, the conditions of Theorem 11 reduce to |S+1 |+ |S−1 | ≤ 2s and hence yield Theorem 8.
Remark 15. In the case of real-valued vectors, the proof of Theorem 11 carries over directly and yields an
analogous statement for (P0([ℓ,u]R)) in which the vectors in N (A) are allowed to be real. The same holds for
results analogous to Corollary 12; however, note that A is (s, [0,u]R, 0)-good if and only if it is (s,Rn+, 0)-good,
due to the scalability of (real) nullspace vectors.
IV. THE ℓ1-CASE
As noted earlier, if it were not for the integrality constraints, (P1(Zn)), (P1(Zn+)), (P1([−u,u]Z)), (P1([0,u]Z)) and
(P1([ℓ,u]Z)) could all be reformulated as linear programs (LPs). Hence, from the viewpoint of integer programming,
it is natural to ask under which conditions the LP relaxations of these problems (which will be denoted by (PLP1 (X)))
are guaranteed to have integral optimal solutions themselves. To that end, we can resort to some well-established
polyhedral results often encountered in discrete and combinatorial optimization which build on the concepts of (total)
unimodularity and total dual integrality; we provide several results obtained by this approach in Subsection IV-A
below. A different viewpoint is taken by Keiper et al. [12], who consider recovery conditions and phase transitions,
but restrict to solutions in [0,1]R, [−1,1]R or [0, 2 · 1]R.
We will briefly recall some terminology from polyhedral theory and refer to the books by Schrijver [15] and
Korte and Vygen [19] for broad overviews and collections of classical results. Since the above-mentioned general
polyhedral integrality results do not involve the aspect of solution sparsity, in Subsection IV-B, we further give
characterizations of unique recoverability of sparse integral vectors by ℓ1-minimization, based on extensions of the
well-known nullspace condition.
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A. Integral LP Relaxations
We begin by considering the following question: When does the LP relaxation (PLP1 (X)) of (P1(X)) have integral
optimal solutions for every right hand side vector b? A first answer can be obtained for unimodular matrices
A ∈ Zm×n, i.e., those for which every regular m×m submatrix has determinant ±1:
Proposition 16. Let A ∈ Zm×n be unimodular with rank(A) = m ≤ n and let X = Zn or X = Zn+. Then, for
every b ∈ Zm, the LP relaxation (PLP1 (X)) has an integral optimal (vertex) solution, i.e., it lies in X.
Proof: First, we consider X = Zn+ and the LP
min
{
‖x‖1 : Ax = b, x ≥ 0
}
= min
{
1⊤x : Ax = b, x ≥ 0
}
. (PLP1 (Zn+))
Standard results (cf., e.g., [15]) show that unimodularity of A is equivalent to the integrality of the polyhedron
{x : Ax = b, x ≥ 0} for every b ∈ Zm. In particular, there exists an integral optimal vertex solution for (PLP1 (Zn+)),
since (PLP1 (Zn+)) always has a finite value; this solution is also optimal for (P1(Zn+)).
Now consider X = Zn. By means of the standard variable split x = x+ − x− with x+ := max {0,x},
x− := max {0,−x} (component-wise), we transform (PLP1 (Zn)) into the LP
min
{
1⊤x+ + 1⊤x− : Ax+ −Ax− = b, x+ ≥ 0, x− ≥ 0
}
. (5)
Clearly, if A is unimodular, then so is (A,−A), and since (5) is of the same form as (PLP1 (Zn+)), the conclusion
carries over. It remains to note that every integral optimal vertex solution (x¯+, x¯−) of (5) yields a corresponding
integral optimal solution x¯ := x¯+ − x¯− for (PLP1 (Zn)), which also solves (P1(Zn)).
Strengthening the structural assumption on A, we obtain analogous results for the remaining cases of integral
sets considered in this paper:
Proposition 17. Let A ∈ Zm×n be totally unimodular (i.e., every square submatrix has determinant 0 or ±1) with
rank(A) = m ≤ n and let X = [0,u]Z, X = [−u,u]Z or X = [ℓ,u]Z (with ℓ,u ∈ Zn). Then, for every b ∈ Zm,
the LP relaxation (PLP1 (X)) has an integral optimal (vertex) solution (in X).
Proof: The results follow along the same lines as in the proof of Prop. 16 by rewriting (PLP1 (X)) as LPs
whose feasible sets are polyhedra which are integral for every b ∈ Zm and ℓ,u ∈ Zn if and only if A is totally
unimodular. (The latter well-known characterizations can be found, e.g., in [15].) We omit the details to avoid
repetition.
Remark 18. Note that, while Propositions 16 and 17 do not assert unique recoverability of xˆ ∈ X by solving
(PLP1 (X)) with b := Axˆ, they nevertheless guarantee that a feasible integral vector with the same ℓ1-norm as
xˆ can be found efficiently. Also, the requirement of (total) unimodularity can be checked in polynomial time, cf.
Seymour [20], Truemper [21] and Walter and Truemper [22]. (Furthermore, total unimodularity naturally implies
unimodularity, so the statement of Proposition 16 also holds for totally unimodular A.)
If one is interested in solution integrality of (PLP1 (X)) for a specific b only, (total) unimodularity can be weakened
to requiring total dual integrality: For A ∈ Qm×n, b ∈ Qm, the system Ax ≤ b is totally dual integral (TDI) if
for every c ∈ Qn such that the LP min {b⊤y : A⊤y = c, y ≥ 0} is finite, it has an integral optimal solution.
Then, a well-known result (see, e.g., [19, Corollary 5.14]) states that if Ax ≤ b is TDI and b ∈ Zm, all vertices of
{x : Ax ≤ b} are integral. This and related results can be combined with the LP relaxation (PLP1 (X)) to obtain
sufficient conditions for integrality of optimal solutions similar to those presented in Propositions 16 and 17; for
the sake of brevity, we do not state this explicitly here. However, testing whether an (in-)equality system is TDI is
NP-hard (see Ding et al. [23]), so these weaker conditions are harder to verify (for a given instance).
Note also that the LP relaxations have (possibly after a variable split) objective function coefficients c = 1. Thus,
TDI is a stronger requirement, since it pertains to essentially all c, not just one specific one. Nevertheless, we can
make use of total dual integrality to obtain characterizations of relaxation solution integrality for every b ∈ Zm by
requiring the description of the dual polyhedron (in which c = 1 acts as the right hand side vector) to be TDI. For
the sake of exposition, we do not go into full generality, but will consider only binary matrices A in the remainder
of this subsection.
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Let us start by considering (PLP1 (Zn+)) = (P1(Rn+)). We need some more terminology (see [19] and Cor-
nuéjols [24] for more details): Given a (simple, undirected) graph G = (V,E), the clique-node (incidence) matrix
AG of G has one column per node and one row per clique (i.e., complete subgraph) of G, with the (i, j)-entry
equal to 1 if clique i contains node j, and zero otherwise. Further, recall that a graph G is called perfect if for every
node-induced subgraph H of G, the chromatic number χ(H) equals the clique number ω(H) (i.e., the minimal
number of colors needed to color the nodes of H such that no neighbors have the same color coincides with the
cardinality of a maximum clique in H).
Theorem 19. Let A⊤ ∈ {0, 1}n×m be the clique-node matrix of a perfect graph. Then, for every b ∈ Zm,
(PLP1 (Zn+)) has integral optimal solutions.
For the proof, we need the following well-known result; in the Appendix, we provide a proof that will be used
later.
Proposition 20 ([24, Exercise 3.6]). Let G = (V,E) be a perfect graph with clique-node incidence matrix AG.
Then, the system AG y ≤ 1, y ≥ 0 is TDI.
Proof of Theorem 19: Let A⊤ be the clique-node matrix of a perfect graph. Then, the dual problem of
(PLP1 (Zn+)) can be written as
max
{
b⊤y : A⊤y ≤ 1
}
⇔ max
{
b⊤y :
∑
i∈C
yi ≤ 1 ∀ cliques C of G
}
.
Tracing the proof of Proposition 20 in the Appendix, it is easy to see that the solution x for (14) constructed
there satisfies all inequality constraints of that problem with equality; consequently, the system A⊤y ≤ 1 (without
nonnegativity of y) is also TDI. Hence, by definition of total dual integrality, (PLP1 (Zn+)) has integral optimal
solutions for every b ∈ Zm.
If A⊤ is neither (totally) unimodular nor the clique-node matrix of a perfect graph, integrality of the LP relaxation
solutions is indeed not ensured in general, as the following example shows.
Example 21. Consider
A =

1 1 00 1 1
1 0 1


and b = 1 ∈ R3. In this case, {x ∈ Z3+ : Ax = b} is empty, while there exists a (unique) continuous solution
x = 12 · 1. Moreover, consider
A =


1 1 0 0 0 0
1 0 1 0 0 0
0 1 1 1 0 0
0 1 1 0 1 0
0 1 1 0 0 1


and b = 1 ∈ R6. Here, x = (1, 0, 0, 1, 1, 1)⊤ is an optimal solution to (P1(Z6+)). However, x = (12 ,
1
2 ,
1
2 , 0, 0, 0)
⊤
is an optimal solution to (P1(R6+)) (with fewer nonzeros).
Remark 22. Note that in Theorem 19, A⊤ is the clique-node matrix with respect to all cliques in a perfect graph.
This differs from the usual theory, which allows for restricting to (inclusion-wise) maximal cliques (see the already
accordingly restricted definition of clique-node matrices in [24]). Indeed, Proposition 20 remains true under such
a restriction, but this does not carry over to Theorem 19. Also, one can easily find examples which show that one
does not necessarily need to include all cliques to achieve total dual integrality of A⊤y ≤ 1, which in turn (with
binary A) does not imply that A⊤ is the clique-node matrix of a perfect graph.
We can extend the results from Theorem 19 to a sufficient condition for solution integrality for (PLP1 (Zn)).
Theorem 23. Let A⊤ ∈ {0, 1}n×m be the clique-node matrix of a perfect graph. Then, for every b ∈ Zm, (PLP1 (Zn))
has integral optimal solutions.
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Proof: By means of a standard variable split x = x+ − x− with x± := max {0,±x} (component-wise), we
can rewrite (PLP1 (Zn)) as the LP
min
{
1⊤x+ + 1⊤x− : Ax+ −Ax− = b, x+ ≥ 0, x− ≥ 0
}
. (6)
W.l.o.g., we may assume that b = ((b+)⊤, (b−)⊤)⊤ with b+ ≥ 0, b− ≤ 0 (permuting rows, if necessary). Let
B = (A,−A), and denote by B+ and B− the submatrices corresponding to the rows associated with b+ and b−,
respectively. Furthermore, we write B+ = (B++ ,B+−) and B− = (B−+ ,B−−) to distinguish the respective columns
corresponding to x+ and x−. We can now rewrite (6) and relax its constraints as follows:
(6) = min
{
1⊤x+ + 1⊤x− :
(
B++ B
+
−
B−+ B
−
−
)(
x+
x−
)
=
(
b+
b−
)
, x+ ≥ 0, x− ≥ 0
}
≥ min
{
1⊤x+ : B++ x
+ +B+− x
− = b+, x+ ≥ 0, x− ≥ 0
}
+min
{
1⊤x− : B−+ x
+ +B−− x
− = b−, x+ ≥ 0, x− ≥ 0
}
≥ min
{
1⊤x+ : B++ x
+ ≥ b+ −B+− x
−, x+ ≥ 0, x− ≥ 0
}
+min
{
1⊤x− : B−+ x
+ ≤ b− −B−− x
−, x+ ≥ 0, x− ≥ 0
}
.
Observing that B+− x− ≤ 0 ≤ B−+ x+ (since A is binary), we can further relax the last two programs as
min
{
1⊤x+ : B++ x
+ ≥ b+ −B+− x
−, x+ ≥ 0, x− ≥ 0
}
≥ min
{
1⊤x+ : B++ x
+ ≥ b+, x+ ≥ 0
}
and
min
{
1⊤x− : B−+ x
+ ≤ b− −B−− x
−, x+ ≥ 0, x− ≥ 0
}
≥ min
{
1⊤x− : −B−− x
− ≥ −b−, x− ≥ 0
}
.
Thus, (6) is bounded from below by the sum of two linear programs, each of which can easily be seen to be
associated with a (generalized) set covering problem.
By definition, (B++)⊤ is a matrix whose rows are the incidence vectors of all cliques of a perfect graph (a
node-induced subgraph of the graph represented by A⊤); the same holds for (−B−−)⊤. Hence, by Proposition 20
and the proof of Theorem 19, both LPs have optimal integral solutions—say, x+∗ and x−∗ —that satisfy all inequality
constraints with equality.
Moreover, for every column of A representing a clique (and thus for any column of B++ or B−− representing a
clique), there is another column for every subclique. Therefore, the solutions x+∗ and x−∗ may be chosen such that
B−+ x
+
∗ = 0 = B
+
− x
−
∗ .
It remains to observe that x∗ := x+∗ − x−∗ is an integral feasible solution for (PLP1 (Zn)), and since it achieves
the lower bound given by the two LPs derived above, it is, in fact, optimal.
B. Uniform Sparse Recovery Conditions
The polyhedral ideas discussed in the previous section do not take solution sparsity into account. To obtain more
succinct results for recovery of sparse integral vectors by ℓ1-norm minimization, we will now turn to conditions
on the nullspace of the sensing matrix. The goal is to investigate the following property, similar to Definition 5:
Definition 24. Let A ∈ Rm×n, s ∈ [n], and X ⊆ Rn. The matrix A is (s,X, 1)-good, if every s-sparse vector
xˆ ∈ X is the unique solution of (P1(X)) with b = Axˆ.
In fact, if all s-sparse ℓ1-minimizers are unique, they also solve the respective ℓ0-minimization problems:
Proposition 25. If A is (s,X, 1)-good, then it is (s,X, 0)-good.
Proof: Let A be (s,X, 1)-good. Assume there is a minimizer z of (P0(X)) with b = Axˆ for some s-sparse xˆ.
Then, Az = Axˆ and ‖z‖0 ≤ ‖xˆ‖0 ≤ s, so that z = xˆ must hold, since xˆ is (by definition of (s,X, 1)-goodness)
the unique minimizer of (P1(X)) with b = Axˆ. Thus, |S(s,X, b)| = 1, i.e., A is (s,X, 0)-good.
For the sake of brevity, we will not explicitly repeat the corresponding inferences regarding (s,X, 0)-goodness
in all the following results pertaining to (s,X, 1)-goodness, as they simply follow from Proposition 25.
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For A ∈ Rm×n, a set S ⊆ [n] and some V ⊆ Rn, we define the following two nullspace properties (NSPs):
NSP(V ) : ‖vS‖1 < ‖vSc‖1 ∀ v ∈ (V ∩ N (A) \ {0},
NSP+(V ) : vSc ≥ 0 ⇒ 1
⊤v > 0 ∀ v ∈ (V ∩ N (A)) \ {0}.
If a matrix A satisfies one of these conditions for all sets S of cardinality |S| ≤ s, we say that the respective NSP
of order s is satisfied.
In the continuous setting, nullspace properties are well-known to yield the strongest results relating ℓ1-minimization
to the recovery of sparse vectors; we summarize the fundamental results in the following theorem.
Theorem 26. Let A ∈ Rm×n and S ⊆ [n].
1) Every vector xˆ ∈ Rn with supp(xˆ) ⊆ S is the unique solution of (P1(Rn)) with b := Axˆ if and only if
A satisfies NSP(Rn) w.r.t. the set S. Moreover, A is (s,Rn, 1)-good if and only if A satisfies NSP(Rn) of
order s.
2) Every vector xˆ ∈ Rn+ with supp(xˆ) ⊆ S is the unique solution of (P1(Rn+)) with b := Axˆ if and only if A
satisfies NSP+(Rn) w.r.t. the set S. Moreover, A is (s,Rn+, 1)-good if and only if A satisfies NSP+(Rn) of
order s.
Proof: For a proof of statement 1), see, e.g., [3], and for 2), see [6].
In fact, the proofs that yield Theorem 26 can almost literally be translated to the case of (P1(Zn)) and (P1(Zn+))
by additionally requiring integrality of the nullspace vectors. Thus, we immediately obtain the following result.
Theorem 27. Let A ∈ Rm×n and S ⊆ [n].
1) Every vector xˆ ∈ Zn with supp(xˆ) ⊆ S is the unique solution of (P1(Zn)) with b := Axˆ if and only if
A satisfies NSP(Zn) w.r.t. the set S. Moreover, A is (s,Zn, 1)-good if and only if A satisfies NSP(Zn) of
order s.
2) Every vector xˆ ∈ Zn+ with supp(xˆ) ⊆ S is the unique solution of (P1(Zn+)) with b := Axˆ if and only if A
satisfies NSP+(Zn) w.r.t. the set S. Moreover, A is (s,Zn+, 1)-good if and only if A satisfies NSP+(Zn) of
order s.
Similarly to Theorem 8, for rational matrices there is no difference between the standard (continuous) NSPs and
their integral counterparts, since rational kernel vectors can always be rescaled to integrality:
Corollary 28. Let A ∈ Qm×n. Then A satisfies NSP(Zn) if and only if it satisfies NSP(Rn), and it satisfies
NSP+(Z
n) if and only if it satisfies NSP+(Rn).
As a consequence, for rational data, signal integrality does not lead to recoverability (by ℓ1-norm minimization)
of lower sparsity levels—i.e., larger number of nonzeros—than in the continuous case. However, this situation again
changes once the signal is bounded.
As a first criterion for (P1([ℓ,u]Z)), we consider NSP([ℓ− u,u− ℓ]Z), which leads to the following result.
Theorem 29. If A ∈ Rm×n satisfies NSP([ℓ−u,u− ℓ]Z) w.r.t. a set S ⊆ [n], then every vector xˆ ∈ [ℓ,u]Z with
supp(xˆ) ⊆ S is the unique solution of (P1([ℓ,u]Z)) with b := Axˆ . Moreover, if A satisfies NSP([ℓ−u,u− ℓ]Z)
of order s, then A is (s, [ℓ,u]Z, 1)-good.
Proof: Assume A satisfies NSP([ℓ − u,u − ℓ]Z) w.r.t. S. Suppose xˆ ∈ [ℓ,u]Z has supp(xˆ) ⊆ S, and let
z ∈ [ℓ,u]Z \ {xˆ} satisfy Az = Axˆ. Then, v := xˆ− z ∈ (N (A) ∩ [ℓ− u,u− ℓ]Z) \ {0} and thus,
‖xˆ‖1 ≤ ‖xˆ− zS‖1 + ‖zS‖1 = ‖vS‖1 + ‖zS‖1 < ‖vSc‖1 + ‖zS‖1 = ‖zSc‖1 + ‖zS‖1 = ‖z‖1.
It follows that xˆ is the unique optimal solution of (P1([ℓ,u]Z)) with b := Axˆ. Furthermore, by letting the set S vary,
we immediately obtain the claim about uniqueness of all s-sparse solutions of (P1([ℓ,u]Z)), i.e., (s,X, 1)-goodness
of A.
The above proof is a straightforward adaptation of the sufficiency part of the proof of the original results
for (P1(Rn)) and NSP(Rn) to the bounded-integers setting. Unfortunately, the condition of Theorem 29 (i.e.,
NSP([ℓ− u,u− ℓ]Z)) is no longer necessary in the present case, as the following toy example shows:
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Example 30. Let A = (1, 2), −ℓ = u = 1 and S = {1}. Clearly, every vector in [ℓ,u]Z supported on S (i.e.,
either (0, 0)⊤, (1, 0)⊤ or (−1, 0)⊤) is the unique minimizer of (P1([ℓ,u]Z)) with the associated b. However, it
holds that (N (A) ∩ [−2 · 1, 2 · 1]Z) \ {0} = {(−2, 1)⊤, (2,−1)⊤}. Both of these vectors violate the condition of
NSP([ℓ−u,u−ℓ]Z), which here simply amounts to |v1| < |v2| for all v = (v1, v2)⊤ in the above nullspace subset.
We will later give a complete characterization for sparse recovery via (P1([ℓ,u]Z)) (see Theorem 36 below), but
first point out a few more observations. The first one is again due to the scalability of nullspace vectors:
Corollary 31. For (P1([ℓ,u]R)) (with ℓ ≤ 0 ≤ u, ℓ < u both in Rn), the analogous NSP([ℓ − u,u − ℓ]R) is
equivalent to the standard NSP(Rn).
Moreover, even though Theorem 29 only provides a sufficient condition for integral sparse recovery by means of
(P1([ℓ,u]Z)), one can easily find examples which demonstrate that it is already strictly weaker than its continuous
analogon. Trivial examples are obtained in cases in which there are no integral kernel vectors satisfying the bounds
[ℓ− u,u− ℓ]Z other than 0 itself. More interestingly, consider the following case:
Example 32. Let −ℓ = u = 1 ∈ Zn with n ≥ 6, let v = (1,−1, (v′)⊤)⊤ and w = (⌊n2 ⌋, ⌊
n
2 ⌋, (w
′)⊤)⊤ with
v′,w′ ∈ {−1, 1}n−2 arbitrary, and let A be such that N (A) = span{v,w}. By construction, ±v are the only
nonzero vectors in N (A) ∩ [ℓ − u,u − ℓ]Z. Moreover, for any S ⊂ [n] with |S| ≤ s := ⌊n2 ⌋ − 1, it holds that
‖±vS‖1 ≤ s < ⌈
n
2 ⌉ ≤ ‖±vSc‖1, which means that A satisfies NSP([ℓ−u,u−ℓ]Z) of order s. On the other hand,for T = {1, 2} we have ‖wT ‖1 = 2 · ⌊n2 ⌋ ≥ n− 1 > n− 2 = ‖wSc‖1, which reveals that A violates the (standard
continuous) NSP(Rn) for all orders t ≥ 2. In conclusion, the difference of recoverable sparsity orders s − t can
grow arbitrarily large—i.e., integral basis pursuit with bounds is able to reconstruct integral signals up to much
larger numbers of nonzeros than what could be guaranteed by integrality-oblivious previous results.
Furthermore, note that the previous example also shows that in the presence of bounds, the integral and continuous
nullspace properties no longer coincide for rational matrices A.
Finally, by setting ℓ = −u, we obtain results analogous to Theorem 29 for the case X = [−u,u]Z:
Corollary 33. If A ∈ Rm×n satisfies NSP([−2·u, 2·u]Z) w.r.t. a set S ⊆ [n], then every vector xˆ ∈ [−u,u]Z with
supp(xˆ) ⊆ S is the unique solution of (P1([ℓ,u]Z)) with b := Axˆ . Moreover, if A satisfies NSP([−2 ·u, 2 ·u]Z)
of order s, then A is (s, [−u,u]Z, 1)-good.
We now turn our attention to (P1([0,u]Z)). The following result provides a characterization of recoverability for
sparse nonnegative and upper-bounded integral signals.
Theorem 34. Every vector xˆ ∈ [0,u]Z with supp(xˆ) ⊆ S is the unique optimal solution of (P1([0,u]Z)) with
b := Axˆ if and only if A ∈ Rm×n satisfies NSP+([−u,u]Z) w.r.t. S. Moreover, A is (s, [0,u]Z, 1)-good if and
only if A ∈ Rm×n satisfies NSP+([−u,u]Z) of order s.
Proof: We only prove the first statement, since the second one is again obtained immediately by letting the
set S vary. We modify the proof of Theorem 26 part 2) (see [6]) to suit our setting: Suppose every xˆ ∈ [0,u]Z
with supp(xˆ) ⊆ S ⊆ [n] is the unique minimizer of (P1([0,u]Z)) with b := Axˆ. Let 0 6= v ∈ N (A) ∩ [−u,u]Z
and suppose vSc ≥ 0. Then,
Av = 0 ⇔ AvS = A(−vSc) ⇔ Av
+
S −Av
−
S = −AvSc ⇔ Av
−
S = A(vSc + v
+
S ),
where v± := max {0,±v} (component-wise), so that v = v+− v− and v± ∈ [0,u]Z. Obviously, v−S is supported
on S and vSc + v+S ≥ 0. By construction, v
−
S uniquely solves (P1([0,u]Z)) with bv := Av
−
S , so that ‖v
−
S ‖1 <
‖vSc + v
+
S ‖1. In fact, we obtain
‖v−S ‖1 < ‖vSc + v
+
S ‖1 = ‖vSc‖1 + ‖v
+
S ‖1 ⇒ 1
⊤v = ‖vSc‖1 + ‖v
+
S ‖1 − ‖v
−
S ‖1 > 0.
For the converse direction, suppose A satisfies NSP+([−u,u]Z) w.r.t. a set S ⊆ [n]. Let xˆ ∈ [0,u]Z with
supp(xˆ) ⊆ S and let z ∈ [0,u]Z\{xˆ} with Az = Axˆ. Consider v := z−xˆ; clearly, v ∈ (N (A)∩[−u,u]Z)\{0},
and by construction, it holds that vSc = zSc ≥ 0. By NSP+([−u,u]Z), this implies
0 < 1⊤v = ‖vSc‖1 + ‖v
+
S ‖1 − ‖v
−
S ‖1 ⇔ 0 < ‖zSc‖1 + ‖(z − xˆ)
+
S ‖1 − ‖(z − xˆ)
−
S ‖1 = ‖z‖1 − ‖xˆ‖1.
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To see the last equation, note that for i ∈ S, since xˆ,z ≥ 0, either 0 ≤ zi − xˆi so that |(zi − xˆi)+| = |zi − xˆi| =
zi − xˆi = |zi| − |xˆi| and |(zi − xˆi)−| = 0, or 0 < xˆi − zi so that |(zi − xˆi)+| = 0 and |(zi − xˆi)−| = |xˆi − zi| =
xˆi − zi = |xˆi| − |zi|. Thus, ‖xˆ‖1 < ‖z‖1, which concludes the proof.
For the continuous case, there is again no difference between the NSP+ with bounds and the standard NSP+,
since we can always scale the kernel vectors accordingly:
Corollary 35. For (P1([0,u]R)), the analogous NSP+([−u,u]R) is equivalent to the standard NSP+(Rn).
As mentioned earlier, the result from Theorem 34 can be transferred to the previously considered problem
(P1([ℓ,u]Z)) by utilizing a standard variable split. We obtain the following recoverability characterizations:
Theorem 36. Let A ∈ Rm×n and S ⊆ [n]. Every vector xˆ ∈ [ℓ,u]Z with supp(xˆ) ⊆ S is the unique optimal
solution of (P1([ℓ,u]Z)) with b := Axˆ if and only if (A,−A) satisfies NSP+(
[(
−u
ℓ
)
, ( u−ℓ)
]
Z
) w.r.t. S. Moreover,
A is (s, [ℓ,u]Z, 1)-good if and only if (A,−A) satisfies NSP+(
[(
−u
ℓ
)
, ( u−ℓ)
]
Z
) of order s.
Proof: We split x = x+ − x− with x± := max {0,±x} (component-wise). Thus, x+ ∈ [0,u]Z and x− ∈
[0,−ℓ]Z when x ∈ [ℓ,u]Z. Then, we can rewrite (P1([ℓ,u]Z)) as a problem in the form of nonnegative integral
basis pursuit with upper bounds:
min
{∥∥∥∥
(
x+
x−
)∥∥∥∥
1
: (A,−A)
(
x+
x−
)
= b,
(
x+
x−
)
∈
[
0,
(
u
−ℓ
)]
Z
}
. (7)
Note that we may assume w.l.o.g. complementarity of x+ and x−, i.e., that x+i · x
−
i = 0 for all i; otherwise, we
could subtract min {x+i , x
−
i } from both values and thus reduce the objective, which can be written equivalently as
1⊤x++1⊤x−. Hence, xˆ is the unique optimal solution of (P1([ℓ,u]Z)) if and only if xˆ+ and xˆ− form the unique
minimizer of (7). The claims now follow from Theorem 34 applied to the reformulation (7) of (P1([ℓ,u]Z)).
Remark 37. The condition from Theorem 36 can be rephrased as follows: If supp(xˆ) ⊆ S, then ((xˆ+)⊤, (xˆ−)⊤)⊤
is supported on T := S+ ∪ (n + S−) ⊆ [2n], where S+ := {i ∈ S : xˆi > 0} and S− := {i ∈ S : xˆi < 0}. Since
N (A,−A) = {(vw) ∈ R
2n : Av = Aw} and T c = Sc+∪(n+Sc−), the variable split therefore yields that (A,−A)
satisfies NSP+(
[(
−u
ℓ
)
, ( u−ℓ)
]
Z
) w.r.t. S if and only if for all v ∈ [0,u]Z and w ∈ [0,−ℓ]Z with Av = Aw and
‖v‖0 + ‖w‖0 ≥ 1, the following implication holds true:
vSc+ , wSc− ≥ 0 ⇒ 1
⊤(v +w) > 0.
Note also that a similar condition could be derived for (P1(Zn)) by applying Theorem 27 part 2) to the
corresponding split formulation (which is of the form (P1(Zn+))), but of course Theorem 27 part 1) already provides
a full (and simpler) characterization for sparse recovery by (P1(Zn)).
Corollary 38. Let A ∈ Rm×n and S ⊆ [n]. Every vector xˆ ∈ [−u,u]Z with supp(xˆ) ⊆ S is the unique optimal
solution of (P1([ℓ,u]Z)) with b := Axˆ if and only if (A,−A) satisfies NSP+([− (uu) , (uu)]Z) w.r.t. S. Moreover,
A is (s, [−u,u]Z, 1)-good if and only if (A,−A) satisfies NSP+([− (uu) , (uu)]Z) of order s.
Proof: Set ℓ = −u and apply Theorem 36.
Naturally, the NSPs for larger integral sets imply those for smaller sets. It is not hard to find examples that show
that the converse directions are false in general; for brevity, we do not list such examples here, but provide an
overview diagram to summarize our results and display the implications, see Figure 2.
C. Recovery of Individual Vectors
The focus so far was on conditions that guarantee the recovery of all vectors with a certain support or given sparsity
level. In this section, we consider similar conditions for the recovery of individual integral signals.
In the continuous setting, when (P1(X)) with X ⊆ Rn can be rewritten as a linear program, there are well-known
characterizations for recoverability of a specific vector xˆ as the unique ℓ1-minimizer, see, e.g., [3, Theorem 4.26].
Attempting to directly transfer these results to (P1(Zn)) gives the following sufficient condition.
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NSP(Zn)
NSP([ℓ− u,u− ℓ]Z)
NSP+(
[(
−u
ℓ
)
, ( u−ℓ)
]
Z
) (for (A,−A))
NSP+(Z
n)
NSP+([−u,u]Z)
uniform recovery for (P1(Zn))
uniform recovery for (P1([ℓ,u]Z))
uniform recovery for (P1(Zn+))
uniform recovery for (P1([0,u]Z))
Fig. 2. NSP-based recovery conditions for (P1(X)) for different X ⊆ Zn and their relationship to each other. Arrows correspond to
implications, whereas directions that are not depicted do not hold in general. The shorthand “uniform recovery” refers to guaranteed recovery
of all vectors with a specific support S (by NSPs w.r.t. S) and also to that of all s-sparse vectors (by NSPs of order s). Results pertaining
to (P1([−u,u]Z)) are not shown since these are simple special cases of those for (P1([ℓ,u]Z)).
Theorem 39. A vector xˆ ∈ Zn with supp(xˆ) ⊆ S ⊆ [n] is the unique optimal solution of (P1(Zn)) with b := Axˆ
if for all v ∈ (N (A) ∩Zn) \ {0}, it holds that∣∣∣∑
i∈S
sign(xˆi) vi
∣∣∣ < ‖vSc‖1. (8)
The proof is completely analogous to (the sufficiency part in) that of the above-cited theorem from [3] and
therefore omitted for the sake of brevity.
Clearly, the condition from Theorem 39 is implied by NSP(Zn), since |
∑
i∈S sign(xˆi) vi| ≤ ‖vS‖1. Furthermore,
note that the result also shows that it still makes no difference whether we require (8) to hold for all integral or
all rational vectors in the kernel of A (the inequality is obviously scalable by α ∈ N), i.e., for A ∈ Qm×n the
condition is equivalent to its continuous analogon. However, the condition loses necessity in the integral setting
and indeed, it is not hard to construct a simple counterexample.
For nonnegative vectors, a simple characterization of unique recoverability is given next.
Theorem 40. A vector xˆ ∈ Zn+ is the unique optimal solution of (P1(Zn+)) with b := Axˆ if and only if for all
v ∈ (N (A) ∩Zn) \ {0}, the following implication holds:
v + xˆ ≥ 0 ⇒ 1⊤v > 0.
Proof: Since any other feasible solution can be written as the sum of xˆ and an integral nullspace vector v, xˆ
is the unique point with smallest ℓ1-norm if and only if the objective contribution of every such nullspace vector
is strictly positive.
Note that NSP+(Zn) implies the condition from Theorem 40, since for xˆ supported on S, v + xˆ ≥ 0 yields
vSc ≥ 0 and NSP+(Zn) implies that 1⊤v > 0.
Finally, the two previous results can be extended directly to the remaining cases (P1([0,u]Z)), (P1([−u,u]Z))
and (P1([ℓ,u]Z)), respectively. We omit the completely analogous proofs.
Theorem 41. A vector xˆ ∈ [ℓ,u]Z with supp(xˆ) ⊆ S ⊆ [n] is the unique optimal solution of (P1([ℓ,u]Z)) with
b := Axˆ if for all v ∈ (N (A) ∩ [ℓ− u,u− ℓ]Z) \ {0}, it holds that∣∣∣∑
i∈S
sign(xˆi) vi
∣∣∣ < ‖vSc‖1.
Corollary 42. A vector xˆ ∈ [−u,u]Z with supp(xˆ) ⊆ S ⊆ [n] is the unique optimal solution of (P1([−u,u]Z))
with b := Axˆ if for all v ∈ (N (A) ∩ [−2 · u, 2 · u]Z) \ {0}, it holds that∣∣∣∑
i∈S
sign(xˆi) vi
∣∣∣ < ‖vSc‖1.
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Theorem 43. A vector xˆ ∈ [0,u]Z is the unique optimal solution of (P1([0,u]Z)) with b := Axˆ if and only if for
all v ∈ (N (A) ∩ [−u,u]Z) \ {0}, the following implication holds:
v + xˆ ∈ [0,u]Z ⇒ 1
⊤v > 0.
The conditions for (P1([ℓ,u]Z)) and (P1([−u,u]Z)) are again only sufficient, whereas that for (P1([0,u]Z))
gives a characterization of solution uniqueness. It is worth mentioning that the conditions from Theorem 41 (and
Corollary 42) and Theorem 43 are strictly weaker than those from Theorems 39 and 40, respectively, as can easily
be validated by finding toy examples confirming that “bounds on the variables matter”.
Finally, by employing the usual variable split, unique recoverability w.r.t. (P1([ℓ,u]Z)) and (P1([−u,u]Z)) can
also be characterized: (Since we have seen all the arguments before, we skip the proofs for brevity.)
Theorem 44. A vector xˆ ∈ [ℓ,u]Z is the unique optimal solution of (P1([ℓ,u]Z)) with b := Axˆ if and only if for
all v ∈
(
N (A,−A) ∩
[(
−u
ℓ
)
, ( u−ℓ)
]
Z
)
\ {0}, the following implication holds:
v +
(
xˆ
+
xˆ−
)
∈ [0, ( u−ℓ)]Z ⇒ 1
⊤v > 0.
Corollary 45. A vector xˆ ∈ [ℓ,u]Z is the unique optimal solution of (P1([−u,u]Z)) with b := Axˆ if and only if
for all v ∈ (N (A,−A) ∩ [− (uu) , (uu)]Z) \ {0}, the following implication holds:
v +
(
xˆ+
xˆ−
)
∈ [0, (uu)]Z ⇒ 1
⊤v > 0.
Note that, since xˆ = xˆ+ − xˆ−, the condition in Theorem 44 can be expressed equivalently as: For all v ∈
N (A) ∩ [−u,u]Z, w ∈ N (A) ∩ [ℓ,−ℓ]Z with ‖v‖0 + ‖w‖0 ≥ 1, it holds that v − w + xˆ ∈ [ℓ,u]Z implies
1⊤(v +w) > 0. An analogous reformulation is, of course, also possible for the condition in Corollary 45.
V. NUMERICAL EXPERIMENTS
In this section, we present some computational experiments with the recovery of integer signals as a proof-of-
concept. All computations were performed using Gurobi 6.5.0 on an Intel i7 with 3.4 GHz and 8 threads.
A. Binary Signals
We begin with the case of binary signals, i.e., X = {0, 1}n. In this case, (P0(X)) equals (P1(X)) and can be
written as
min {1⊤x : Ax = b, x ∈ {0, 1}n}. (9)
In a first experiment, we consider the recoverability test of Remark 13. For X = {0, 1}n, it can be modeled as
max {1⊤v + 1⊤w : Av −Aw = 0, 1⊤v ≤ s, 1⊤w ≤ s, vi + wi ≤ 1 ∀ i ∈ [n], (10)
1⊤v ≥ 1⊤w, v,w ∈ {0, 1}n},
where the last inequality removes symmetry w.r.t. sign flips (scaling by −1). This formulation yields that the
matrix A is (s,X, 0)-good if and only if the optimal objective is 0. Thus, one can use a cutoff value and stop the
computation as soon as we found a solution with positive objective.
Alternatively, the following model can be used:
min {1⊤v + 1⊤w :Av −Aw = 0, 1⊤v ≤ s, 1⊤w ≤ s, vi + wi ≤ 1 ∀ i ∈ [n], (11)
1⊤(v +w) ≥ 1, 1⊤v ≥ 1⊤w, v,w ∈ {0, 1}n}.
Here, A is (s,X, 0)-good if and only if this problem is infeasible. In practice, (11) performed worse than (10).
To illustrate the behavior of (10), we consider a random binary matrix A of size 32× 64. The results in Table I
show that A is (16, {0, 1}n , 0)-good, but not (17, {0, 1}n , 0)-good. Note that the computation was stopped as soon
as a solution of positive value was found (this happened for s = 17 and s = 18). Moreover, because of Lemma 6,
it would suffice to perform a binary search for the maximal s for which A is (s,X, 0)-good.
It turns out that solving problem (10) is quite hard. The matrix size of 32× 64 is about the limit of what can be
solved by off-the-shelf software within reasonable time. This might be explained by the similarity to the structure
of so-called market-split instances, see Cornuéjols and Dawande [25]. Using lattice basis reduction, such instances
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TABLE I
RESULTS OF FORMULATION (10) FOR A RANDOM BINARY 32× 64 MATRIX.
s best objective time [s]
10 0 63.4
11 0 207.9
12 0 507.6
13 0 903.7
14 0 1649.3
15 0 2809.4
16 0 7393.4
17 34 5381.1
18 36 3303.7
TABLE II
SOLVING (9) FOR A RANDOM 512× 1024 BINARY MATRIX AND VECTOR b = Ax˜, WHERE VECTOR x˜ HAS s NONZEROS.
s value time [s] s value time [s] s value time [s]
25 25 1.1 375 375 6.1 725 725 3.2
50 50 1.1 400 400 9.2 750 750 3.4
75 75 1.2 425 425 6.5 775 775 2.6
100 100 1.5 450 450 13.3 800 800 2.7
125 125 1.3 475 475 6.0 825 825 2.4
150 150 1.7 500 500 6.2 850 850 1.8
175 175 2.0 525 525 104.2 875 875 2.1
200 200 2.1 550 550 6.1 900 900 2.0
225 225 2.3 575 575 6.5 925 925 1.7
250 250 2.5 600 600 6.4 950 950 1.5
275 275 3.0 625 625 6.3 975 975 1.8
300 300 3.1 650 650 6.0 1000 1000 1.6
325 325 3.4 675 675 5.9 1024 1024 0.0
350 350 5.5 700 700 6.1
can be solved much more easily, see Aardal et al. [26]. However, testing this approach on formulation (10) is
beyond the scope of the present paper and therefore left for future research.
In the next experiments, we solve (9) for a random binary matrix of size 512 × 1024 with varying right hand
sides b. For given sparsity level s from 25 to 1024, we randomly generate a vector x˜ ∈ {0, 1}1024 with s nonzeros
and obtain b = Ax˜ ∈ Z512. The results given in Table II show that the sparsity of the vector x˜ is always recovered.
The running times are almost negligible for most values of s. There are a few exceptions in which Gurobi took
some time to find the solution x, while proving optimality went quite fast.
In order to test whether x˜ is the unique solution, we again set up model (9), but add the constraint
∑
i∈[n]: x˜i=1
(1− xi) +
∑
i∈[n]: x˜i=0
xi ≥ 1.
All instances above turned out to be infeasible with this additional constraint. This not only shows that each
respective x˜ is indeed the unique minimizer, but that it is, in fact, the only feasible solution. This explains the
recovery results from above.
B. Continuous Signals in the Unit Interval
In a next step, we compare the problems (P0([0,1]Z)) and its relaxed version (P0([0,1]R)). The goal is to quantify
the effect of requiring the signals to be integer on recovery guarantees.
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TABLE III
SOLVING (P0([0, 2 · 1]Z)), (P0([0, 2 · 1]R)), (P1([0, 2 · 1]Z)), AND (P1([0, 2 · 1]R)) FOR A RANDOM 32× 64 BINARY MATRIX AND
VECTORS b GENERATED BY VECTORS OF SUPPORT SIZE s.
(P0([0, 2 · 1]Z)) (P0([0, 2 · 1]R)) (P1([0, 2 · 1]Z)) (P1([0, 2 · 1]R))
s ‖·‖0 time [s] ‖·‖0 time [s] ‖·‖0 ‖·‖1 time [s] ‖·‖0 ‖·‖1
12 12 0.0 12 0.0 12 18 0.0 12 18.00
16 16 0.1 16 0.1 16 23 0.0 34 22.61
20 20 0.1 20 0.1 20 29 0.0 34 28.10
24 24 0.1 24 0.1 24 37 0.0 36 35.94
28 28 0.2 28 0.2 28 44 0.1 38 41.73
32 32 0.1 32 0.1 32 48 0.0 41 47.18
36 36 69.5 35 208.0 36 57 3.6 40 51.02
40 40 64.9 38 57.1 40 60 0.2 45 58.44
44 44 4.6 41 33.5 44 66 0.5 46 63.44
48 48 51.8 41 193.9 48 70 10.0 47 65.09
52 52 54.8 46 60.6 52 80 5.2 56 75.92
56 56 1380.0 44 509.1 56 78 161.2 52 72.09
60 60 4.6 51 2.6 60 91 0.9 59 87.40
64 64 4.4 53 2.1 64 95 0.6 59 91.06
In the first experiment for continuous signals, we consider the recovery test of Remark 15 specialized to X =
[0,1]R, which can be modeled as
max {1⊤(v +w) :Av −Aw = 0, 0 ≤ v ≤ y, 0 ≤ w ≤ z, yi + zi ≤ 1 i = 1, . . . , n, (12)
1⊤y ≤ s, 1⊤z ≤ s, 1⊤v ≥ 1⊤w, y,z ∈ {0, 1}n}.
As for (10), the matrix A is (s,X, 0)-good if and only if the optimal objective is 0.
The results for (12) and the 32× 64 matrix from above are as follows: For s = 10, . . . , 16 the instances cannot
be solved within a time limit of one hour, and the results for these sparsity levels remain inconclusive. For s = 17
and s = 18, a solution with positive objective could be found, as in the integral case (cf. Table I).
Next, we directly consider (P0([0,1]R)), which can be written as
min {1⊤y : Ax = b, x ∈ [0,1]R, x ≤ y, y ∈ {0, 1}
n}. (13)
Note that solving (13) is NP-hard by the same arguments as used to prove Proposition 3.
Using the same 512 × 1024 matrix and instances as shown in Table II, it turns out that for all instances the
(integral) solution x˜ used to generate b is recovered. This shows that adding bounds on the variables can result in
quite strong (individual) recovery guarantees, even if no integrality requirements are imposed.
In conclusion, the computations in this section do not show a difference in the recovery properties between
X = [0,1]Z and X = [0,1]R. Nevertheless, importantly, this is clearly not true in general, as shown by Example 21
earlier—there, the given solutions are also ℓ0-minimizers of the respective problems and the constraint x ≤ 1 can
be added since it is already implied by the data and nonnegativity.
C. Signals With Values 0, 1 and 2
In a next experiment, we again use a similar setup as in the previous two subsections, but consider X = [0, 2 ·1]Z
and X = [0, 2 · 1]R. For the latter, we work with a formulation similar to (13).
It turns out that these problems are much harder to solve than in the binary case; therefore, instead of the
512 × 1024 matrix, we use the much smaller matrix of size 32× 64 already considered earlier.
The results are given in Table III and show that the integer program (P0([0, 2 · 1]Z)) again recovers all sparsity
values of x˜. However, the continuous problem (P0([0, 2 · 1]R)) now produces solutions of smaller support, beginning
with s = 36. This demonstrates the larger potential of the integral version compared to the continuous version
regarding recovery of a given solution with bounds.
The results for using an ℓ1-objective are also shown in Table III. Interestingly, solving (P1([0, 2 · 1]Z)) instead
of (P0([0, 2 · 1]Z)) also recovers all solutions x˜ used to generate b and is notably faster. Moreover, solving the
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continuous counterpart (P1([0, 2 · 1]R)) amounts to the solution of one LP and is very fast in comparison to the
other approaches; we therefore do not list running times for this variant in Table III. However, it never recovers
the generating solutions x˜ and produces significantly denser solutions for s ≥ 16, demonstrating again the stronger
reconstructability properties using integer variables.
VI. CONCLUDING REMARKS
Various aspects of integral sparse recovery are yet unexplored. For instance, while the results obtained in the present
paper pertain to quite fundamental problems, it is also very important to explore the stability and robustness of the
recovery problems if the measurements are corrupted by noise. In the continuous case, many explicit bounds on
recovery errors are known (i.e., estimates on how far away from the sought true signal the solution of a recovery
problem may be), but it seems no such investigations have so far been carried out assuming signal integrality.
Similarly, it will be of interest to see how integrality constraints influence (probabilistic) bounds on the minimum
number of measurements needed to ensure unique recoverability under certain matrix conditions. Also, one could
consider integrality in the context of the so-called cosparse (analysis) model. Finally, the practical solution of
all associated optimization problems involving integrality remains challenging, similar to the exact solution of
(P0(Rn)), cf. [27]. Thus, the development of further heuristics or approximation schemes as well as exact solution
algorithms for sparse recovery problems with integrality constraints remains an important task; the same can be
said about the actual practical evaluation of sparse recovery conditions such as the various NSPs.
APPENDIX
Proof of Proposition 20: Recall that G is perfect if and only if its complement graph G is perfect (see, e.g.,
[24, Theorem 3.4]) and that cliques in G correspond exactly to stable sets in G. Hence, the system AG y ≤ 1,
y ≥ 0 is equivalent to ∑
i∈S
yi ≤ 1 ∀ stable sets S of G, y ≥ 0.
Suppose w ∈ ZV and consider the linear program
max {w⊤y : AG y ≤ 1, y ≥ 0},
whose dual program is given by
min
{
1⊤x :
∑
S∋i
xS ≥ wi ∀ i ∈ V, x ≥ 0
}
. (14)
(Note that here, xS is the component of x associated with S.)
We proceed to show that (14) has an integral optimal solution for every w ∈ ZV . W.l.o.g., we may assume that
w ≥ 1 (if wi ≤ 0, the corresponding constraint is automatically satisfied and can be omitted).
Let G′ = (V ′, E′) be the graph obtained from G by adding wi − 1 copies of each node i ∈ V along with edges
connecting each node copy to the respective original node and all its neighbors (including the other node copies).
By the Replication Lemma (see, e.g., [24, Lemma 3.3]), G′ is perfect. With every node i ∈ V , we thus associate
the set Wi with |Wi| = wi of nodes in V ′; indeed, V ′ =
⋃
i∈V Wi. Now, the LP
min
{
1⊤x′ :
∑
S′∋j
x′S′ ≥ 1 ∀ j ∈ V
′, x′ ≥ 0
}
, (15)
where the sum is over the stable sets of G′, is equivalent to (14) in the sense that feasible solutions of one problem
can be transferred directly to feasible solutions of the other: To see this, note that we may identify a stable set S
in G with all stable sets S′ in G′ whose nodes lie in
⋃
i∈SWi, and vice versa. More precisely, define
ρ(S) := {S′ stable set in G′ : |S′| = |S|, S′ ∩Wi 6= ∅ ∀ i ∈ S}
as the set of stable sets in G′ corresponding to a stable set S in G. Conversely, for any stable set S′ in G′ there
exists a unique stable set S in G such that S′ ∈ ρ(S). Moreover, it holds that
|ρ(S)| =
∏
i∈S
|Wi| =
∏
i∈S
wi.
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If x is feasible for (14), then x′ defined by x′S′ := 1|ρ(S)|xS , where S′ ∈ ρ(S), is feasible for (15) and has the
same objective value. Indeed, it holds that for every j ∈W ,∑
S′∋j
x′S′ =
∑
S∋i: j∈Wi
∏
k∈S, k 6=i
wk
xS
|ρ(S)|
=
∑
S∋i: j∈Wi
xS
wi
≥
wi
wi
= 1
and
∑
S′
x′S′ =
∑
S
∑
S′∈ρ(S)
x′S′ =
∑
S
∑
S′∈ρ(S)
xS
|ρ(S)|
=
∑
S
xS . (16)
Similarly, if x′ is feasible for (15), then x given by xS :=
∑
S′∈ρ(S) x
′
S′ is feasible for (14) with the same objective
value: Feasibility follows from∑
S∋i
xS =
∑
S∋i
∑
S′∈ρ(S)
x′S′ =
∑
j∈Wi
∑
S′∋j
x′S′ ≥
∑
j∈Wi
1 = wi,
while (16) shows equality of the objective values.
Now, consider a χ(G′)-coloring of G′, i.e., a partition of the node set V ′ into disjoint stable sets S′1, . . . , S′χ(G′).
Setting x′S′t = 1 for all t ∈ [χ(G
′)] (and x′S′ = 0 for all other S′) yields a feasible solution x′ of (15). Because G′
is perfect, x′ is actually optimal: Any incidence vector of a clique C ′ in G′ is feasible for the dual program of (15)
with objective value equal to the number of elements in C ′. Since χ(G′) = ω(G′) by definition of perfectness, the
objective values for the coloring above and any maximum clique coincide. Thus, by strong duality, x′ is optimal
for (15) and consequently, so is the corresponding solution x for (14), which concludes the proof.
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