Abstract Networked 3D virtual environments allow multiple users to interact over the Internet by means of avatars and to get some feeling of a virtual telepresence. However, avatar control may be tedious. 3D sensors for motion capture systems based on 3D sensors have reached the consumer market, but webcams remain more widespread and cheaper. This work aims at animating a user's avatar by real-time motion capture using a personal computer and a plain webcam. In a classical model-based approach, we register a 3D articulated upper-body model onto video sequences and propose a number of heuristics to accelerate particle filtering while robustly tracking user motion. Describing the body pose using wrists 3D positions rather than joint angles allows efficient handling of depth ambiguities for probabilistic tracking. We demonstrate experimentally the robustness of our 3D body tracking by real-time monocular vision, even in the case of partial occlusions and motion in the depth direction.
Introduction
Avatars in 3D virtual environments allow to enhance remote inhabited 3D environment. We aim at enhancing interaction in virtual environments by using consumer equipment, namely plain webcam and PCs, to capture user motion and remotely render motion by animating a 3D avatar [20] .
Such an interface requires real-time user-friendly motion capture. Computer vision allows an inexpensive alternative approach to wearable devices (e.g., data gloves, magnetic sensors or optical markers) [39, 46] .
In this work, we address real-time 3D human motion capture without markers from monocular images. We use the low-cost and widespread webcam that comes with personal computers or portable devices, in contrast to recent 3D sensors (e.g., time-of-flight cameras [32] or Kinect [38] ) which are extensions not included in consumer PCs.
3D motion capture from monocular images is a challenging problem because of depth ambiguities in monocular images, partial occlusions, the large number of degrees of freedom of the human body, variations in body proportions and clothing, cluttered and complex environments, image noise, etc. Moreover, heavy computations for tracking in images make it difficult to achieve robust and real-time performance.
In this paper, we describe a method and its real-time implementation for robust 3D motion capture from monocular images that fits the limited computation power of consumer PCs. We focus on capturing the upper-body motion to support interactions between users in a 3D virtual environment. Our approach basically consists in registering a 3D human upper-body model to monocular video sequences. Depth ambiguities are handled using a particle filtering approach that relies on heuristics to guide a limited number of particles (candidate 3D poses) toward optimal registration. We propose to integrate a number of heuristics in the particle filter approach that allow 3D motion capture from monocular images using limited computation time. This paper extends a previous short version [27] with some heuristics details and extensive experimental results on 3D accuracy and computation time.
In the next section, we discuss previous works for 3D motion capture by monocular vision. In Sect. 3, we describe our model-based approach for motion capture. In Sect. 4, we enhance particle filtering for robust and accurate body tracking in monocular images while limiting computation for real time. In Sect. 5, we describe the implementation details of our proposed 3D motion capture system. Then, in Sect. 6, we present experimental results on real video sequences, and we conclude in Sect. 7.
Brief literature review
Many works for human motion capture from monocular images have been described in the literature [39, 46] . They can be classified as generative or discriminative.
Generative approaches estimate the human pose using a prior model of the human body, described by the kinematic tree of the articulations and the body dimensions. The body pose is estimated by maximizing some matching criterion between the human model projection and image features (e.g., color regions, edges, silhouettes) [9, 43, 55] or by detecting body parts and then assembling them into the full pose with limb proximity constraints [22, 44] .
Discriminative approaches do not use an explicit body model. Instead, they infer the human pose directly from image features, using training examples to map the image observations to human poses [1, 13, 54, 58] . However, they require a large number of training examples in order to infer human pose properly, and they tend to be more sensitive to background clutter than generative approaches because an explicit model is not available for background masking [46] .
The complexity of human pose estimation from images can be alleviated by tracking the human pose over frames. A simple single state tracker simply updates the pose over time [7] . Some authors [9, 49] use more complex techniques such as recursive linear filters [28] to predict the human pose in each image. Single hypothesis tracking poorly deals with ambiguities that result from self-occlusion or monocular images. Therefore, wrong poses may be selected, causing tracking failures [12] . Ambiguities can be better handled by sampling the state space into multiple hypotheses, like in particle filtering [24] . Unfortunately, tracking in the high-dimensional pose space requires an impractically large number of particles for complete coverage [36] .
Many works have proposed enhancements of particle filtering to face high dimensionality and ambiguities in the pose space. They consist in sampling the pose space more efficiently by partitioned sampling [36] , hierarchical sampling [4, 53] , local optimization [11, 55] , analytical inference [30, 56] or deterministic sampling [50] . However, most of these approaches require intensive computation and are inappropriate for real-time processing.
Robustness of tracking can also be enhanced using predictive priors to stabilize tracking and reduce the computational load such as dynamic models [42] (Gaussian process dynamical model (GPDM) [59] ), Laplacian eigenmap latent variable model (LELVM) [35] or an action specific motion prior [48] . These models are learned from training data (e.g., body pose parameters) acquired with some motion capture system. Unfortunately, dynamic models are very sensitive to the training data and the set of examples must be sufficiently large to account for all the variations that may occur in the captured movement [46] . In addition, strong motion priors essentially limit tracking to the set of actions learnt beforehand.
Real-time model-based 3D motion capture
We aim at 3D motion capture by real-time monocular vision. The classical model-based approach does not require learning how the many body pose appear in images. Instead, it proceeds by registering a 3D articulated model of the human body with video sequences.
A vector of position and joint angles parameters describes the model pose. Registration consists in searching for the best match, with respect to those parameters, between features of the 3D model and their counter-part in the captured image (Fig. 1) . The pose of the 3D body model that optimally matches the input image is searched iteratively. Biomechanical constraints allow physically unreachable body poses to be discarded [20] . At each new frame of the video sequence, the iterative registration process starts with a pose predicted from those estimated at previous frames. The main modules which compose the proposed 3D motion capture system are shown in Fig. 2 . A monocular image is captured from a plain camera (webcam). The first image is used for initialization. Three colored regions (arms, head and clothes) are segmented from the captured image (Image segmentation module); then, the morphology of a 3D upper-body model is adapted to the segmented regions using a registration process (3D model calibration module) (initialization step details in Sect. 3.2.3). In the tracking process, two image primitives (colored regions and edges) are extracted from the captured image (Extraction of image primitives module), then the 3D pose that optimally matches the primitives is found using the registration process (3D pose estimation module), and this 3D pose is sent to an avatar animation module. In the following subsections, we describe in details our approach for 3D model-based motion capture. 
Human upper-body 3D model
We use an articulated upper-body model that complies with the HANIM hierarchy [17] . Namely, the segments are the chest, head, upper arms, forearms and hands. The joints are the humanoid root, neck, shoulders, elbows and wrists, making a total 20 articulation angles. Figure 3 shows the kinematic tree of the model. In addition, three translations allow the model to be positioned in the 3D world, so 23 parameters describe the body pose. Finally, a polygon mesh is attached to each segment.
Registration evaluation
The articulated body model is registered onto input images by matching features from the image and from the 3D model, namely color regions and edges. While matching regions allows the initial robustness, matching edges contributes to precise registration [26] . These features are considered only inside the foreground mask that is obtained by background subtraction. For this, we compare the gradient orientations and chrominance at each pixel in the captured image with those of a reference image of the background.
Matching regions
Each segment in the 3D body model (hands, forearms, upper arms, head and chest) is associated with a label (arms, head and clothes). In the proposed approach, it is assumed that the user should wear short-sleeved shirt. The input foreground is segmented into clothes and skin color classes. The head is detected by using the Viola and Jones face detector [60] . Skin pixels in the head region are labeled as head, while the other are labeled as arms. Finally, the label images are filtered by morphological opening and closing (Fig. 4) .
For each input image, a set of 3D candidate poses is generated (randomly or deterministically) in the re-sampling step of the particle filter algorithm (Sect. 4.2). Thus, each particle represents a 3D candidate pose which is vector of the (23) body pose parameters (20 joint angles and three posi- (Fig. 3) . Given a candidate pose, the labeled body model (Fig. 5) is projected in the image plane and flatrendered using OpenGL [61] . It is then compared with the segmented input image using a non-overlapping area ratio [26, 45] :
where x is the vector of parameters describing the 3D pose being evaluated, m is the number of labels, A l is the set of pixels with l label in the input image, B l (x) is the set of pixels with l label in the projection image and |X| is the number of pixels in X. The non-overlapping ratio F(q) can be efficiently computed by shifting one of the label images to heavy weight bit planes and summing with the other image and then computing a histogram of the resulting image. From the computed histogram, the number of pixels in the union and intersection of region classes is calculated. This efficient computation was proposed in [37].
Matching edges
Occluding boundaries in objects usually produce image discontinuities. Therefore, edges in the captured image convey information about the boundaries of the human body and limbs. For each captured image, we extract edges using a Deriche filter [10] in the foreground mask. Then, we compute a distance map [6] that is the distance I D [ p] of each pixel p to the nearest edge (Fig. 6 ).
Occluding edges in a 3D meshed model can be found as the set of the visible edges that connect back-facing polygons to front-facing polygons [47] . They can be efficiently extracted using OpenGL [61] , by flat rendering with culling on the normal orientation. In a first step, backward triangles and their edges are rendered with some constant color (different from the canvas background). In a second step, the insides of frontward triangles are rendered with the background color while backwards triangles are ignored, so only the occluding edges remain highlighted in the projected image (Fig. 7) .
The match between the projected occluding edges of the 3D model and edges in the input image is then evaluated using their mean distance, which is computed by masking the distance map with the projected occluding edges, and summing:
where D(x) is the mean distance between edges and p i (x) is the pixels in the projected occluding edges of the 3D model in pose x.
Initialization
In a first step, we learn the appearance of the background and the user, and the size of his body and limbs. A pixel-wise statistical model of the background is built from images of the empty scene (without the user), for later reference. In the first image captured with the actor, skin color samples are grabbed from the face detected using a Adaboost face classifier [60] ; then, a patch of clothes samples is captured under the face (Fig. 8) . The chrominance histogram of each sample is summarized with a normal distribution (luminance is ignored for sake of robustness to lighting variations). The size of the 3D body model is automatically adjusted to the actor morphology in the first video frame, and the 3D pose is initialized assuming the actor stands in a frontal planar pose. The input image is segmented and labeled as described in Sect. 3.2.1 (Fig. 9a ). The 3D model is translated in the image plane by setting the model head over the actor's head (Fig. 9b) , and its position in the depth direction is adjusted to minimize the non-overlapping ratio (Eq. 1) with the input image (Fig. 9c) . Then, the 3D pose is searched (Fig. 9d) by minimizing the non-overlapping ratio (Eq. 1) using a downhill simplex algorithm [41] . Finally, the scale parameters (length, height and width) of the length of the body model segments are optimized again by minimizing this ratio (Fig. 9e) .
Hypothesis evaluation
The probability that a candidate body pose x matches the current input image z t (observation) is obtained by combining criterions (1) and (2) (Fig. 10) :
where σ F and σ D are standard deviation values that were set during pretests experimentally from experiments on video sequences with various gestures tracked using a classical particle filter approach (Sect. 4.1). For each experiment, the values of the non-overlapping ratio and the mean edge distance were obtained in order to compute the standard deviations.
An algorithm describing the registration evaluation is summarizing hereafter:
Input A captured image and a candidate 3D pose.
Extract image primitives Three color regions (arms, head
and clothes) (Fig. 4 ) and the distance map to edges (Fig. 6 ) are extracted from the captured image. 2. Matching regions From the candidate 3D pose, the body segments (arms, head and clothes) are labeled ( Fig. 5 ) and projected onto the colored image regions. The matching cost function is computed using Eq. (1). 3. Matching edges From the candidate 3D pose, the occluding edges are extracted ( Fig. 7) and projected onto the distance map. The matching cost function is computed using Eq. (2). 4. Hypothesis evaluation The probability that the candidate pose matches the image primitives is computed using Eq. (3). Table 1 shows the computation time required by each step of the algorithm implemented in our 3D motion capture system. Image processing algorithms (background subtraction, region segmentation and distance map) are executed only one time for each input image. However, the other steps are executed for each particle evaluation (between 100 and 1000 evaluations). Thus, the evaluation of a particle (3D candidate pose) requires in total 0.5268 ms.
Particle filtering with heuristics for real-time monocular 3D motion capture
When tracking human motion from images, the body pose likelihood is usually a multimodal, ill-conditioned, highly nonlinear and dynamical function of the pose parameters. Furthermore, when tracking on monocular images, the forward and backward directions are ambiguous. This can be handled with multiple hypotheses on candidate poses to be propagated and evaluated from frame to frame in the video sequence. The difficulty is then to select a good set of hypotheses in the 3D pose space given the usually noisy and incomplete image observations. The Sequential Monte Carlo (SMC) framework, also known as particle filtering or CONDENSATION [24] , is a flexible and powerful approach to this challenge. Unfortunately, classical particle filtering is inefficient in highdimensional parameter spaces because it requires a number of particles that increase exponentially with the number of parameters. Image ambiguities result in multiple local optimums (modes) that may be far away one from another in the parameter space, which make it difficult to recover from A number of strategies [11, 30, 36, 50, 53] have been proposed to enhance sampling in the pose space and to reduce the number of particles. However, these strategies rely on multiple cameras or are not suitable for real-time computation.
We propose a number of heuristics to enhance particle filtering for real-time robust 3D motion capture by monocular vision. They tend to guide 3D pose hypotheses (or particles) toward local optimums while tackling monocular ambiguities, so preserving robustness with a limited number of particles is a key requirement for real-time computation.
Hereafter, we briefly describe the classical particle filtering, and then, we detail the heuristics we propose for 3D motion capture. Finally, we address some implementation issues.
The CONDENSATION algorithm
Particle filtering is a Monte Carlo method that relies on estimating the conditional probability density p(x|z t ) over the space of states x, given an observation z t , at time t. This density is represented by a (large) set of weighted samples or particles x
where samples x (i)
t have a normalized weight proportional to the observation conditional probability:
The Conditional Density Propagation algorithm, or CONDENSATION [24] , propagates and / or filters out particles in three steps:
-Re-sampling Generate a new set of particles {x
by sampling the previous set of weighted particles { x
. The probability of selecting a particle x (i) t−1 is proportional to its weight w (i) t−1 .
-Prediction and diffusion Generate another set of particles {x
t is a random vector with Gaussian distribution that accounts for uncertain prediction in tracking. The center of the distribution η (i) t may be non-null if a drift can be predicted a priori.
-Measurement Evaluate the new samples x (i) t against observation z t , and normalize these measurements into weights.
The new set of weighted particles represents the posterior probability density of the system states at time t. The current state being estimated is the particle with highest weight.
Particle filtering for 3D motion capture
We propose to enhance particle filtering for robust and accurate 3D tracking in monocular images under real-time computation constraint. We address the particle state, the likelihood function and particles diffusion.
Hereafter, a body pose hypothesis or particle
t is the vector of the body model parameters (23 in our case, see Sect. 3.1) that describe candidate 3D body poses. At the first frame, particles are scattered randomly over the state space by adding a scaled random Gaussian noise:
t is the originally sampled particle and x (i) t is the particle after diffusion. η is a vector of Gaussian random variables with variances set accordingly to the variation of each joint angle between each image frame. The S factor controls the diffusion of samples in the state space. B min and B max are the biomechanical bounds on joint angles.
The proposed heuristics and their experimental analysis
We propose a number of heuristics to improve the search efficiency by integrating prior knowledge for motion tracking, and we experimentally analyze their effect for various synthesis gestures with known motion data. These videos were generated by animating the GRETA conversational agent [18] with various motions in the depth direction (Figs. 11, 12, 13, 14) . For each of these video sequences, we measure the accuracy and the robustness with respect to the number of particles. Accuracy is taken as the average 3D distance between the joints estimated and true positions [3] , as follows:
where A(X,X ) is the average distance (in mm) between the M joints j m (X ) in the best estimated pose (best particle)X and the joints j m (X ) in the synthesized pose X. Since we are mostly interested in the arms motion, we consider only the wrist and elbow joints, rather than all the joints in the body model. Robustness is evaluated as the number of tracking failures, i.e., the number of frames where either the non-overlapping ratio (Eq. 1) and mean edge distances (Eq. 2) achieved in the best estimated pose (best particle) are above some threshold. Those erroneous registrations visually appear as tracking failures.
Hereafter, we describe and experimentally analyze the heuristics we propose to integrate into the particle filter algorithm for real-time motion capture.
Weight-based deterministic re-sampling
In the standard CONDENSATION algorithm [24] , the probability of selecting a particle when re-sampling is proportional to its weight, so some low-weight particles corresponding to currently improbable hypothesis are given a chance to discover a better optimum at a future frame. However, the real-time computation constraint imposes a limit N on the number of particles. Retaining low-weight particles implies that the same number of particles cannot be allocated to refine the tracking of the currently better candidate poses.
In order to focus computation on high-weight particles that are likely close to the optimum, we enforce each parent particle to give birth to a number of children particles proportional to its weight. Considering that high-weight particles are likely close to an optimum, we focus computation on these particles by enforcing each parent particle to give birth to a number of children particles proportional to its weight. Those children will be diffused around their highweight parent, so they are expected to sample the parameter space close to a local optimum. Namely, a parent particle x (6) In this way, low-weight particles have deterministically little or no children, while particles with high weight give birth to a family of particles (Fig. 15) . We experimentally compare the 3D accuracy achieved by weight-based deterministic re-sampling or by using the classical CONDENSATION algorithm when tracking various motions in the synthesis videos previously presented. From Fig. 16 , the residual 3D error varies depending on the gesture. However, Fig. 17 shows that weight-based deterministic re-sampling can improve robustness (less number of failures) with relatively little particles (less than 300 particles). Indeed, it keeps particles close to local minimums and narrows the search.
Hierarchical partitioned motion-based diffusion
Assuming that body parts that do not move in the image sequence are likely to be still in the 3D space, we derive another heuristic that aims to diffuse efficiently particles based on motion in the video sequence. It consists in restricting diffusion to those degrees of freedom that control the body limbs that appear to have moved. Particles x t describe a body poses using joint angles. We partition these parameters into subsets that correspond to body parts:
are, respectively, the sets of joint angles that affect only the head, left arm and right arm. x C t consists of the remaining parameters, which control the chest and thus have an effect on the whole body (Fig. 18) .
The apparent motion y
t|t−1 of body part k (chest, head, left arm or right arm) is detected by comparing the previous and current image frames with the projection of that body part in the latest estimated pose. Namely, it is measured as the variation of the overlap of the projection of body part k at the previous frame with the region labeled k in the previous and current image frames:
where |X | is the number of pixels in set X. A(I 
where α (k) is a factor set experimentally. Finally, diffusion is applied only to the subsets of parameters x (k) t controlling the body parts that have moved:
where g(·) is the scaled random Gaussian diffusion described in Eq. (4). In Fig. 19 , we observe that hierarchical partitioned motion-based (HPM) sampling significantly improves accuracy in the case of front parallel motions (Fig. 19a, b) . However, accuracy varies when motion is in the depth direction (Fig. 19c, d ). This is because 3D motion does not always project to some detectable 2D motion, so the initial hypothesis for HPM does not hold. So, depending on the motion direction, accuracy is at least grossly equivalent, or improves.
In Fig. 20 , HPM sampling significantly reduces failures when tracking front parallel motion (Fig. 20a, b) and tends to reduce failures in the case of motion in the depth direction (Fig. 20c, d ).
In conclusion, the HPM sampling heuristic improves both accuracy and robustness when tracking front parallel motion and still improves robustness in the case of motion in the depth direction. 
Diffusion by local optimization
Weight-based deterministic re-sampling creates groups of n (i) t children particles issued from a parent particle. Instead of random diffusion, we use local optimization in the prediction step to guide large groups of particles toward local optimums in the state space.
Since estimating the likelihood gradient is difficult, we use the downhill simplex algorithm [41] for derivative-free optimization. This heuristic relies on the assumption that the evaluation function is smooth enough to support local estimation of an iteration path in the parameter space toward an optimum. Thus, in the N D -dimensional parameters space (N D = 23 parameters), we consider the high-weight parent particles with n (i) t ≥ N D + 1 children. We arbitrarily generate a simplex of N D + 1+1 vertices that is iteratively transformed using the downhill simplex algorithm [41] . One or more vertices are created at each simplex iteration that are assigned to the remaining n t − N D − 1 child particles.
If the number of children of a parent particle is not large enough to form a simplex (n t < N D + 1), then random Gaussian diffusion is used as described in Sect. 4.2 (Fig. 21) .
Figures 22 and 23 present experimental results using the local optimization heuristic. While the accuracy of the 3D pose varies depending on the gesture, the number of failures is significantly reduced for all the gestures.
Diffusion by kinematic flipping
Monocular images lack depth information, so different 3D poses may have the same 2D projection [56] . Selecting a wrong pose in the registration process leads to 3D tracking failures that are often detected many frames later. This issue can be addressed by systematically enumerating the ambiguous 3D poses, which allows efficiently finding other optimum 3D poses without searching exhaustively the highdimensional parameter space.
Alternative 3D poses that match the image projection can be computed by using the body limbs model and the camera geometry to flip the limb segments forward or backward along the viewing direction [56] . This involves generating an interpretation tree by traversing kinematic chain of each limb from the root to the end (e.g., from shoulder to wrist). For each segment, the 3D sphere centered at its root joint (e.g., shoulder or elbow) with radius equal to the length of the segment intersects the ray from the camera to the segment end at two points (in the general case), which gives rise to an alternative 3D segment poses that share the image projection (Fig. 24) . Joint angles of these poses are calculated analytically by inverse kinematics [57] . Those poses that violate the human body biomechanical constraints are discarded. In this process, considering the upper limbs (2 shoulders and 2 elbows), a pose registered on and image may give rise to up to 15 ambiguous alternative 3D poses or particles in the parameter space.
We have implemented this heuristic by generating alternative 3D poses for the children particles after random diffusion. Then, we retain only those samples that comply with the biomechanical constraints. In order to keep the number of particles unchanged, children particles born from low-weight parent particles are discarded and replaced with the same number of particles generated by kinematic flipping from high-weight parent particles. The ratio of replaced particles was chosen experimentally.
Figures 25 and 26 experimentally compare the accuracy and robustness achieved by sampling with kinematic flipping and by the classical CONDENSATION algorithm. While accuracy little varies, the number of tracking failures decreases as the number of particles increases. So, kinematic flipping improves stability when tracking motion in depth direction, because alternative ambiguous optimums (i.e., other 3D poses with the same projection) are efficiently handled (Fig. 26c, d ).
Depth tracking using end-effectors
Although the previous heuristics significantly reduce the number of tracking failures, accuracy in the depth direction remains poor. This is a challenge for monocular vision and Because the tracking uncertainty in the depth direction is much larger than in the front parallel plane, we rather describe 3D poses using parameters that separate these directions. We replace three of limbs joint angles with the 3D cameracentered coordinates of their end-effectors (e.g., wrists). This allows tracking with small uncertainty those parameters that can be more precisely estimated from images and to focus computational attention on the more difficult parameter (depth). Furthermore, 3D coordinates of limb end-effectors have been shown to be more efficient when reducing the dimensionality of the parameter space [19] , which means they better capture body pose information.
In this approach, the shoulders and elbows rotation angles are transformed into camera-centered 3D coordinates of the wrist by forward kinematics [51] . As a fourth parameter, the swivel angle of the upper-limb plane around the line from the shoulder to the wrist controls the elbow position. Inverse kinematics [57] allows the inverse transformation back to joint angles, e.g., to enforce biomechanical constraints such as swivel angle limits. Obviously, the wrists should be constrained to stay in front of the chest, no further from shoulders than the length of the limb.
Particle filtering can then be used to track the wrists 3D position and the elbow swivel angle. Uncertainty in the depth direction can be easily modeled using these parameters, setting a smaller variance in the x and y directions than in the z direction. The end-effectors parameter space is then explored by diffusing particles accordingly to this uncertainty (Fig. 27) .
The next two figures present experimental results for accuracy and robustness when tracking in the end-effectors parameters space. In Fig. 28, 3D accuracy improves for motion in the depth direction, but it does not for front parallel motion (Fig. 28a) because particles are mainly scattered in the depth direction. Figure 29 shows that particle filtering in the end-effectors space is more robust, especially for motion in the depth direction.
As a partial conclusion, kinematic flipping helps to cope with projection ambiguities. Weight-based deterministic resampling and diffusion with local optimization improve robustness. Hierarchical partitioned motion-based (HPM) diffusion significantly improves both accuracy and robustness. Modeling uncertainty and tracking using end-effectors coordinates increase robustness when tracking motion in the depth direction. Hence, combining all the heuristics improves robustness and accuracy of the whole tracking process. 
Integrating heuristics for real-time particle filtering
Integration proceeds in the following order. First, groups of children particles are generated using weight-based resampling and are guided and diffused using HPM. Large groups of children particles are guided by local optimization and small groups of children are diffused by random Gaussian noise. All particles are diffused using the end-effectors directional variance. Then, kinematic flipping is applied for the diffused particles in order to reach alternative (ambiguous) local optimums. This kinematic flipping step is done only after diffusion in order to ensure that the children particles will have a different state from their parents, thus expanding the search. The new set of particles is propagated to the next time step for evaluation. Integration of these heuristics in the real-time particle filtering algorithm is summarized hereafter and illustrated in Fig. 30 .
Input: The set of particles (candidate poses) {x
that approximates the previous posterior p(x t−1 |z t−1 ) at t-1.
Re-sampling For each particle x
using weight-based deterministic re-sampling (as described in Sect. 4.3.1). 2. Prediction For each group of children {x 
is generated after completing N I iterations, where
in this group of children randomly using HPM sampling in the endeffectors parameter space. A new group of particles {x
is generated after random diffusion. Output: A set of weighted particles {x
that represents the new posterior density p(x t |z t ). The body pose is now associated with the particle of highest weight.
The next two figures present experimental results achieved by combining the proposed heuristic. Figure 31 shows improvements on 3D accuracy when compared to standard CONDENSATION algorithm for all video sequences, including those with motion in depth and partial occlusions (Fig. 31c, d ). From these results, the CONDENSATION algorithm does not achieve a similar 3D accuracy with respect to our modified particle filter algorithm even with using a large number of particles (1000). This means that the proposed algorithm is able to search more efficiently in the 3D body pose space even using little particles. Also, 3D accuracy is Most importantly, Fig. 32 shows that our heuristics drastically improve the robustness and stability of 3D tracking in our experiments. No tracking failure happens when using more than 200 particles. Thus, particles are guided very efficiently toward the "peaks" of the posterior, avoiding "erroneous" registrations and tracking failures. According to these results (Fig. 32) , the standard CONDENSATION algorithm performs similarly using 1000 particles with respect to our modified particle filter algorithm using only 100 particles. This means that, in terms of robustness, our proposed heuristics are able to reduce the number of particles required by 90%. 
Kinematic flipping 93
Depth tracking (end-effectors) 62
CPU is an Intel Core 2 Quad CPU Q9650 running at 3.0 GHz. GPU is an NVIDIA GeForce GTX 280
In these experiments, the 3D residual error is kept between 80 and 120 mm by the proposed heuristics, using monocular vision only. These results are similar to state-of-the-art works based on stereovision [5] and [14] , where authors reported residual errors that vary from 60 to 100 mm for less that 1000 particles. Table 2 shows the computation time for each proposed heuristic. As shown in the table, Kinematic flipping and depth tracking are the heuristics requiring the more computation time. This is due to the fact that these heuristics involve inverse and forward kinematic analytical calculations. Overall, the total computation time of all the five implemented heuristics is 0.164 ms which represents only the 33% of the computation time required for a particle evaluation (0.5 ms) in our proposed approach.
Implementation

Real-time GPU implementation
Modern consumer personal computers include a massively parallel graphics processing unit (GPU). Although they were originally meant for rendering graphics only, they have become programmable for general purpose. Recently, several works have exploited GPU hardware to accelerate computer vision algorithms and tracking using particle filtering approaches [15, 31, 33, 34, 40] .
Particle evaluation is the computational bottleneck in our algorithm. It involves projecting the 3D model in a candidate pose (particle) on the image plane, which can be done efficiently on GPU using OpenGL and a Pixel Buffer Object (PBO). The segmented input image is shifted to high-weight bit planes and blended into the PBO, using OpenGL again. Then, we derive the non-overlapping ratio (Eq. 1) from the histogram of this buffer (Sect. 3.2.1).
GPUs are massively parallel devices that are efficient when the number of computation threads is large, so we implemented particles evaluation in a batch. The candidate poses for the whole set of particles are projected altogether onto a large concatenated PBO and then blended with the segmented and shifted input image, and the histograms are finally computed in parallel (Fig. 33) . The computation time measured when using various consumer computers is presented in Table 3 . The computation time is compared between the GPU implementation with OpenGL (described in this section) and the CPU implementation with OpenCV library (histogram calculation function). Table 4 shows the computation time for each process of our proposed 3D motion capture system with respect to the number of particles. The last two columns show the whole computation time and the frame rate of the proposed system. As shown in the table, the computation time increases only for the processes that are executed for each particle evaluation (3D model rendering, non-overlapping ratio, mean edge distance). The processes in which the execution time remains constant are executed only once for each input image.
Global architecture
Real-time tracking is implemented by pipelining two computation threads (Fig. 34) . The image processing thread (on CPU) extracts the user silhouette, segments it into regions and computes the map of distances from each pixel to the nearest Table 4 Total computation time of the proposed 3D motion capture system with respect to the number of particles image edge. Then, the model processing thread (mostly on GPU) iteratively registers the 3D model with the image using particle filtering. Finally, the resulting 3D pose parameters are encoded as MPEG-4 BAPs (Body Animation Parameters) [25] and streamed through the network to animate a 3D avatar representing the user in a virtual environment.
Experiments on real video
In this section, we evaluate our proposed particle filter algorithm on real video sequences under the real-time computation constraint. The selected video sequences involve a large variety of gestures including motion in the depth direction, fast motions, partial self-body occlusions and body rotations. Quantitative and qualitative results are presented and described in the following subsections.
Quantitative results
For these experiments, we have used a total of 20 video sequences from the CMU motion capture database [8] . In this database, several subjects are recorded performing different gesture motions. These gestures include fast motion, motion in the depth direction, front parallel motions and upper-body rotations as described in Table 5 . In our experiments, four different video sequences were used from each of five different subjects (20 video sequences). Ground truth joint angles are provided for each motion gesture. As shown in the image samples in Fig. 35 , the video sequences include several abnormal motion gestures in which several upperbody rotation and fast motions are performed. We compared the accuracy of our proposed particle filter algorithm (Sect. 4.3.6) with the classical particle filter approach (CONDENSATION [24] ) and the annealed particle filtering algorithm (APF) [12] , which is widely used in the literature. This algorithm is based on a variant of simulated annealing [29] to gradually migrate the particles toward the global maxima of the posterior density. In this approach, a number of layers are employed, and in each layer a modified weighting function is used to sharpen gradually the likelihood approximation. As previously, the accuracy was computed by averaging the 3D distance between the joints estimated and the ground truth positions (as described in Eq. 5). For all the three algorithms, the same scale factor for Gaussian random noise was used (Sect. 4.2). Particles are evaluated as described in Sect. 3.2.4. For a fair comparison with respect to real-time computation, the number of particles is the same for all algorithms, ranging from 100 to 1000 (computation times in Table 4 ). Three layers were used in the annealed particle filter algorithm, so the number of particles is divided by 3 for each layer (e.g., 300 particles means 100 particles per layer). Experimental results are shown in Fig. 36 . Each figure shows the results for the video sequences corresponding to each subject.
From Fig. 36 , our particle filter algorithm (dashed gray line) achieves more accurate 3D pose tracking compared to the CONDENSATION algorithm (solid black line) and annealed particle filter (solid black line with square symbol). The accuracy improvement is significant especially when no abnormal motions (upper-body rotation) are involved (e.g., significant improvement in video sequences 28_05, 29_25, 30_01, 31_05, 32_03). This is because our proposed heuristics are able to track robustly front parallel motions and gestures with depth ambiguities. However, our proposed method does not provide any information to know whether the subject is rotating; therefore, tracking failures occur more frequently. In addition, the increase in 3D accuracy is almost nonexistent after a given number of particles. This suggests that in order to track more complex and abnormal motions, particles must be also diffused broader in the search space of 3D poses. Further work is needed in order to deal with more complex upper-body rotation ambiguities. Overall, the accuracy improvement in our proposed algorithm (dashed gray line) is between 10 and 100 mm when compared to the CONDENSATION algorithm (solid black) and between 30 and 200 mm when compared to the annealed particle filter [11] . These results are consistent with our previous results in Sect. 4.3.6. Annealed particle filter obtained the lowest 3D accuracy since this method only provides a local minimization for each particle; thus, particles were constantly trapped in local minimums.
We also note that 3D residual error for the CMU video sequences is higher (between 300 and 400 mm) and more Each video sequence is named according to the following format: Number of subject_Number of trial unstable than when using the synthetically generated videos sequences (Sect. 4) (between 80 and 120 mm). The reason is that gestures from CMU motion capture database are more complex and difficult to track than our synthetic gestures previously evaluated. In addition, real conditions and different clothing may induce some noise in the primitives (color and edges) extracted. Table 6 shows a performance comparison between our proposed motion capture system and state-of-the-art works using particle filter for 3D motion capture. As shown in this table, the 3D accuracy achieved by our proposed motion capture system is very close to the 3D accuracy achieved by recent systems using more that one image or not limited to real-time computation.
Visual assessment of results
Figures (37, 38 and 39) visually assess the body poses captured by our particle filter with integrated heuristics using 700 particles. The video sequence 1 (Fig. 37) contains pointing gestures with relative motion in depth and fast motions. In video sequence 2 (Fig. 38) , the person is not directly facing the camera. In video sequence 3 (Fig. 39) , the actor is moving in the scene while making fast and relative depth motions. For each video sequence, the joint angles are converted to MPEG-4 BAP parameters [25] and sent to a 3D avatar [23] , so body poses are rendered in real time. 
Conclusions and future work
We have developed a system for robust real-time upper-body motion capture from monocular images, e.g., from a webcam. Our approach consists in registering a 3D articulated model of the upper body on the monocular video sequence. Registration consists in finding the 3D pose that best matches color regions and edges from image. The output 3D pose data can then be used, e.g., to animate a 3D avatar in a collaborative virtual environment [23] .
In order to deal with monocular ambiguities, several heuristics have been integrated into the particle filter tracking algorithm, under real-time computation constraint. Experimental results show that these heuristics significantly Fig. 36 Experimental comparison of the residual 3D accuracy achieved by our real-time particle filter with heuristics algorithm (dashed gray line), the CONDENSATION particle filter (solid black line) and the annealed particle filter (solid black line with square symbol) for 20 video sequences from the CMU motion capture database [8] . Abscissas are the number of particles, and ordinates are the mean residual 3D error (in mm) obtained for all frames of the video sequence improved the tracking robustness and accuracy using as little as 200 particles in 23 parameters state space. Most importantly, depth ambiguities from monocular images can be handled in real time by guiding particles toward the multiple local optimums, with controlled exploration in the depth direction. Quantitative and visual results on real video sequences showed a significant improvement when tracking difficult gestures including motions in depth, self-occlusions, body translations and rotations.
Future research will focus on using more image features to improve 3D pose estimation. For example, optical flow can disambiguate motion such as body rotations by providing the apparent motion direction.
Another research direction aims at reducing the high dimensionality of the 3D pose space into a low-dimensional latent space. An approach would be to combine Gaussian Process Dynamical Models (GPDM [59] ) with our real-time particle filtering with heuristics in order to guide efficiently Finally, future applications remain to be investigated to our motion capture system, e.g., a gesture-based humancomputer interaction for networked virtual environments, home video surveillance systems for fragile elder people, human-robot interaction, multimodal interfaces.
