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Abstract
In the case of one dimensional kernel density estimation on independent identically distributed
observations, we suggest a cross-validation technique for the selection of a kernel from the class
of all L2-integrable kernel functions which have a unimodal Fourier transform. The resulting
estimator is both asymptotically MISE-efficient and asymptotically minimax-adaptive over
the whole scale of Sobolev classes with smoothness index greater than 1/2, including∞. The
proofs rely on an additive decomposition of the empirical processes involved. The technique
is further applied to non-parametric regression estimation. The minimax risk is established
on Sobolev classes with non-integer smoothness index.
Zusammenfassung
Fu¨r den Fall der eindimensionalen Kern-Dichtescha¨tzung bei unabha¨ngigen, identisch verteil-
ten Beobachtungen wird eine Cross-Validation-Technik fu¨r die Wahl des Kerns aus der Klasse
aller L2-integrierbaren Kernfunktionen mit unimodaler Fouriertransformierter vorgeschlagen.
Der resultierende Scha¨tzer ist sowohl asymptotisch MISE-effizient als auch asymptotisch
minimax-adaptiv auf der gesamten Skala von Sobolev-Klassen mit Glattheitsindex gro¨ßer
als 1/2, einschließlich ∞. Die Beweise stu¨tzen sich auf eine additive Zerlegung der betr-
effenden empirische Prozesse. Die Methode wird anschließend auf die nichtparametrische
Regressionsscha¨tzung u¨bertragen. Das Minimax-Risiko auf Sobolev-Klassen mit nichtganz-
zahligen Glattheitsindex wird hergeleitet.
Re´sume´
Pour le cas de l’estimation a` noyau d’une densite´ unidimensionnelle a` base de donne´es inde´-
pendantes et identiquement distribue´es, on propose une technique de validation croise´e pour
le choix du noyau dans la classe de tout les noyaux integrables au sens L2, dont la trans-
forme´e de Fourier est unimodale. L’estimateur, qui en re´sulte, est asymptotiquement efficient
par rapport au MISE et asymptotiquement adaptif au sens minimax pour toute l’e´chelle de
classes de Sobolev de densite´s a` l’indice de lissite´ supe´rieur a` 1/2, y comprit ∞. Les preuves
sont base´es sur une de´composition additive des processus empiriques concerne´s. Ensuite la
me´thode est applique´e a` la re´gression nonparame´trique. Le risque minimax est de´duit pour
les classes de Sobolev a` l’indice de lissite´ nonentier.
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3Part I
NON-PARAMETRIC DENSITY
ESTIMATION
1 INTRODUCTION
This work relates to a fundamental problem in the field of non-parametric statistics: one-
dimensional density estimation. The sample of observations (X1, X2, . . . , Xn) is assumed
to consist of independent, identically distributed random variables with support in R and
density function f . A kernel density estimator f˜K(x) is defined as:
f˜K(x) =
1
n
n∑
i=1
K (Xi − x) (1)
where K is the kernel function. When K is rescaled by a bandwidth parameter h > 0,
Kh(.) = 1hK(./h), with h −→ 0 as n −→ ∞, but nh −→ ∞, then f˜Kh is a consistent
estimator for f . We are going to evaluate the performance of the estimator via the quadratic
risk (Mean Integrated Square Error):
MISE(K) = E
∫ (
f˜K(x)− f(x)
)2
dx (2)
It is a familiar fact that, for a given kernel function K, only the bandwidth is relevant as
regards the rate of convergence of MISE towards 0 and that kernel functions of the same
order p (i.e. µp(K) =
∫
xpK(x)dx <∞, while µp−i(K) = 0 for i = 1, . . . p−1) yield identical
convergence rates.
Cross-validation (CV) is one commonly used method to determine in practice the bandwidth.
The so-called plug-in procedures provide an alternative to CV. However, as summarized in
Marron, Park (1990), these methods require two additional degrees of smoothness of the
unknown density function, compared to cross-validation, in order to achieve the optimal
convergence rate, that is attainable by a given kernel. Moreover Hall (1993) found some
bizarre, and more or less unfeasible selection rules for the bandwidth of the pilot estimate,
such that in spite of all drawbacks, cross-validation and related techniques seem to be the
only objective criterion of bandwidth choice.
Hall (1983) showed for the first time the efficiency of the following method, proposed in two
unrelated works by Bowman (1984) and Rudemo (1982):
CV (h) =
∫
f˜2Kh(x)dx−
2
n(n− 1)
∑
i6=j
Kh (Xi −Xj) −→ min
h>0
(3)
In particular, the convergence in probability of the CV-optimal bandwidth, h0, towards the
optimal bandwidth in the sense of MISE minimization, h∗ (i.e. ISE(h0)/MISE(h∗) −→ 1 in
probability), was shown for densities f with bounded second derivative and kernel functions
with bounded support and
∫
x2K ′′(x)dx < ∞. Stone (1984) has proven, under weaker
assumptions on f and for Ho¨lder-continuous kernel functions with bounded support, that
ISE(h0)/ min ISE(h) −→ 1 with probability 1. Given that ISE(h) ∼ MISE(h), the
difference in the definition of asymptotic optimality is irrelevant. Nolan, Pollard (1987)
expanded Stone’s result to kernel functions with arbitrary support, but bounded variation.
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Thereafter Hall, Marron (1987) had been able to show also second order efficiency of the
cross-validation procedure. Yet both approaches, cross-validation and plug-in, share the
characteristic of letting the bandwidth be data-driven, while the kernel function K remains
fixed.
The optimal choice of the kernel function for a given kernel order is addressed by Epanech-
nikov (1969) and Gasser, Mu¨ller, Mammitzsch (1985). For f in the βth Sobolev space
Sβ := {f ∈ L2|
∫ |fβ(x)|2dx < ∞}, they consider AMISE, i.e. the asymptotically leading
part of the MISE h2βµ2β(K)‖f (β)‖22 + (nh)−1‖K‖22, and the optimal bandwidth h∗ hereof
(AMISE-optimal bandwidth). Since the order of the kernel function determines the optimal
rate of convergence through h2β ∼ (nh)−1, differences in AMISE between kernel functions of
order β can only be reflected in the βth moment and the L2-norm of the kernels. It can be
seen, from the structure of AMISE, AMISE(h∗) = C · n−2β/(2β+1)µ2β(K)‖f (β)‖22‖K‖2β2 , that
a balance between µ2β(K) and ‖K‖2β2 should be sought. Gasser, Mu¨ller, Mammitzsch (1985)
therefore suggest using kernel functions that minimize this product.
Because the mentioned minimization problem has no unique solution within the class of
kernel functions of order β, a pseudo-optimal kernel is chosen from a subset which contains
all polynomials with (β − 2) changes of sign, restricted to the support [−1, 1], so-called
minimal kernel functions (for second order the optimal minimal kernel would be the well
known Epanechnikov kernel). As supposed, the optimal minimal kernel function is in no
sense optimal within the class of all kernel functions of order β. And furthermore, simulation
studies as in Hansen (2003) show that the substitution of AMISE for the exact finite-sample
MISE can be quite misleading in many cases of interest.
Opposed to the minimal kernels, minimax kernel functions enable to control, within a given
Sobolev class of density functions Sβ(L) := {f ∈ L2|
∫ |f (β)(x)|2dx ≤ L}, the maximal exact
MISE, see Efroimovich, Pinsker (1983), Golubev (1991) and (1992) and Schipper (1996).
Though, some scepticism might persist, whether this “worst case”-approach is appropriate
not only for rather pathological estimation problems, or if well behaved density functions
could in general be estimated with lower MISE values.
Besides that, the minimax estimator is not meant to adapt to the possibly higher smoothness
of some densities which are also contained in a given Sobolev class. The already mentioned
working paper Hansen (2003) finds substantial efficiency gains (and losses) through the use
of kernels of different order, so the following approach by Hall and Marron (1987) might be
an appealing development.
In contrast to all contributions mentioned so far, Hall and Marron (1987) do not consider the
degree of smoothness of the underlying density function as known. They construct a family
of kernel functions {Kh,β(x)| h > 0, β ∈ N ∪ ∞}. For β ∈ N, Kh,β is defined as Kh,β(x) =
(hpi)−1
∫∞
0 cos(tx/h) exp{−tβ}dt, where the first parameter denotes, as usual, the bandwidth,
while the second one determines the order of the kernel function. When β −→ ∞, then
Kh,β converges to the sinc-kernel (pix)−1 sin(hx). The cross-validation criterion is minimized
simultaneously with respect to both parameters. The CV-optimal parameters h0, β0 converge
towards the AMISE-optimal ones, h∗, β∗. However, within given Sobolev classes of densities
Sβ(L), β ∈ N, Hall and Marron (1987) have proven no optimality properties of the kernel
function K.,β.
Having a closer look, even the choice of β ∈ N does not yet fully exhaust the potential
revealed by the notion of Sobolev classes. Hall, Marron (1987) themselves mention a possible
extension of the smoothness concept. Let ĝ denote the Fourier transform of a function g, if
it exists (see Appendix A.1 for L2-theory of Fourier transforms). With Parseval’s equality
5f ∈ Sβ(L) ⇐⇒ f ∈ L2 and
∫ (
f (β)(x)
)2
dx =
1
2pi
∫
|ωβ f̂(ω)|2dω ≤ L
Instead of β ∈ N, β could be let vary in R+. It is not clear, if it were meaningful also to
prolong the concept of kernel order to the real positive numbers, and how this could be done.
Already ten years before Hall and Marron, Davis (1977) pursued a different way of looking at
the problem of kernel order. She analyzed super kernels (absolutely integrable kernels with
K̂(ω) = 1 in an open neighborhood of 0) and the sinc-kernel, wich are rate adaptive over
scales of Sobolev classes of densities, excluding higher smoothness, the sinc-kernel being rate
adaptive for all densities, even those, which do not fit to any upper smoothness bound (but all
with |f̂ | monotonously decreasing on R+). That is, a kernel estimator for the density f with
a super kernel or the sinc-kernel achieves the optimal rate of convergence, for f of different
or all degrees of smoothness, respectively. The assumption, that |f̂ | decreases monotonously
on R+, is not a very serious restriction, since this is the case with many of the common
densities, as there are for example the Normal, the Cauchy, the Gamma, the Chi-square
and the Exponential distribution density. And it could possibly be overcome by just minor
variations in the proof of the results. But as Davis (1977) herself has also shown, super
kernels do not possess the asymptotic minimax property with respect to the constants. And
the sinc-kernel is asymptotically minimax exclusively for entire densities, i.e. for densities
whose characteristic function has bounded support.
Unfortunately, it is a clear matter of fact, that there exists no kernel, that is uniformly MISE-
optimal for all density functions, whatever skillfully the bandwidth might be chosen. In the
light of this statement, the only solution appears to be a data adaptive kernel selection. So
we are led back to the idea of Hall, Marron (1987), but now asking to have a much broader
variety of kernel functions to our disposal.
The recent application of Stein’s blockwise estimator to the problem of non-parametric den-
sity estimation by Rigollet (2004), where a linear combination of several sinc-kernels with
differently fixed bandwidths is fitted to minimize an estimate of the quadratic risk, can be
regarded as such a data adaptive kernel selection. The procedure is minimax-adaptive and
approximates the MISE of the so-called monotone oracle, i.e. the MISE-minimizing element
of a wide class of kernel functions with monotone Fourier transform on R+.
On closer examination we recognize that, when a kernel function is to be chosen out of a family
of kernels with sufficiently general definition, it is no longer useful to distinguish between the
kernel function and the bandwidth. Because all rescaled kernel functions are already included
in the initial family, which is for example the case with the monotone oracle.
By Parseval’s equality it is possible to determine, whenever ‖f‖2 exists, the Fourier transform
of the MISE-optimal kernel function K̂opt, and therewith the MISE-optimal kernel Kopt itself
among all square integrable functions.
MISE(K) = E
∫ ∞
−∞
(
f˜K(x)− f(x)
)2
dx
=
∫ (
Ef˜K(x)− f(x)
)2
+ E
(
f˜K(x)−Ef˜K(x)
)2
dx
=
∫ (
K ∗ f(x)− f(x)
)2
+ n−1
(
K2(x)− (K ∗ f)2(x)) dx
=
1
2pi
∫ ∞
−∞
|f̂(ω)|2
∣∣∣K̂(ω)− 1∣∣∣2 + n−1|K̂(ω)|2 (1− |f̂(ω)|2) dω (4)
The integrand in the last row can be minimized pointwisely. K̂opt is a function in L2, which
takes value 1 at point 0, its absolute value is everywhere ≤ 1 and it decreases to 0, as
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|ω| −→ ∞. Obviously, the optimal kernel does not only depend on the underlying density f ,
but also on the number n of observations. Therefore, for any density f , we have a sequence
of optimal kernels, tending to the Dirac measure at point 0, when n −→ ∞, which has the
Fourier transform K̂(ω) ≡ 1. This convergence coincides with the behavior of a fixed kernel
function that is rescaled by the sequence of bandwidths hn −→ 0, as n −→ ∞. Another
obvious property of any kernel K, which minimizes the MISE for some density f and some
number n of observations, is that its Fourier transform is necessarily real, symmetric and
non-negative.
Now let us, for a moment, consider the concept of curve smoothing from the viewpoint of
signal recognition. The idea behind all kinds of smoothing techniques is to consider high
frequency information of the data as caused by randomness and to replace it by 0, in order to
recover low frequency patterns, that are perceived as features of the true curve. In terms of
kernel density estimation, that means that the values of the empirical characteristic function
of a sample at higher frequencies are suppressed by a kernel function, whose Fourier transform
is 0 for high frequencies. More generally spoken, the higher the frequency, the smaller should
be the data’s impact on the estimator, that is allowed for. So when intending to estimate a
density (or as well any other curve) by a kernel method, it is a quite reasonable assumption,
that the Fourier transform of the kernel be unimodal with mode 0.
In addition, the fact that the Fourier transforms of many common densities are in absolute
value themselves unimodal and therefore produce optimal kernels with unimodal Fourier
transform, supports our approach by a more heuristic argument. A practical advantage of
the restriction on unimodal Fourier transforms is the convexity of the resulting class of kernel
functions, which will be denoted from now on by
K :=
{
K ∈ L2|K̂ ↘ 0
}
, (5)
the class of all (kernel) functions in L2 with real, symmetric, non-negative and unimodal
Fourier transform, K̂(0) = 1. The objective of the present work, Part I is to propose the
kernel estimator f˜K0 to estimate the common density of a sample (X1, . . . , Xn) of i.i.d. ob-
servations, employing the kernel K0, which minimizes the cross-validation criterion (instead
of the unavailable MISE) over the class of kernels K. Asymptotic MISE-efficiency among
the class K is shown to hold whenever the unknown density function is bounded and L2-
integrable. It should be mentioned that f˜K0 represents for the first time a completely data
determined kernel estimator without any arbitrary restriction to the kernel, except the well
justified assumption K̂ ↘ 0. The minimax-adaptivity of the procedure over Sobolev classes
with smoothness index greater than 1/2 is proven in Part III of this work, whereas a similar
method of CV-kernel selection for the problem of non-parametric regression is developed in
Part II.
Subsection 1.1 is dedicated to a comment on the proving techniques. But already at this stage
we might venture a technical remark. It had been possible to approximate the supremum of
an empirical process to which the application of chaining is not straight forward, by means
of an additive decomposition. We believe it would be a very interesting question, to analyze
in which cases this technique can provide an alternative to chaining.
Acknowledgement I would like to take advantage of this opportunity to express my gra-
titude to Prof. M. Neumann, who initiated the present work and supported it in the most
valuable way. I shall further thank Prof. A. Munk for his profound discussion on general
aspects of smoothing.
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1.1 About the method of the proof
In order to prove the convergence in probability of the quadratic loss of the kernel estimate
with CV-optimal bandwidth h0, ISE(h0), towards the quadratic risk of the kernel estimate
with MISE-optimal bandwidth h∗, MISE(h∗), Hall (1983) approximates ISE(h0) by means
of Gaussian processes that satisfy in turn this asymptotic condition.
Stone (1984) breaks down the difference CV (h) − ISE(h) to an empirical process and an
empirical degenerate U-process. The convergence of the empirical process is derived directly
using Bernstein’s inequality. The convergence rate of the U-process is established by means
of a Poissonization argument.
A new and elegant proof of the same proposition (under slightly different assumptions) is
presented by Nolan, Pollard (1987). The proposition is shown to be a special case of the
developments in the theory of empirical U-processes brought about by “chaining” techniques.
The characterization of the problem explicitly refrains from going beyond the one in Stone
(1984).
Trying to adapt Nolan/Pollard’s proof to our problem, we observe immediately that a crucial
assumption to Nolan/Pollard is not fulfilled:
Consider the so-called covering number – an important magnitude that gives an insight to
the size and richness of a class of functions (in our case the class of available kernel functions).
The covering number Np(ε,Q,G, g˘) (Pollard (1984)) of a class G of functions with envelope
g˘ with respect to a measure Q (assuming (
∫ |g˘|pdQ)1/p = 1) is the cardinality of the smallest
subclass G¯ of G satisfying
∀ g∈ G ∃ g¯∈ G¯ : ‖g − g¯‖Q,p :=
(∫
|g − g¯|pdQ
)1/p
≤ ε
For Nolan/Pollard’s argument to apply, the L1- and the L2-norm must have somehow bounded
covering numbers:
Np(ε,G) = sup
Q
Np(ε,Q,G, g˘) ≤ Apε−Vp , Ap and Vp <∞, p = 1, 2
i.e. G must be a Euclidean class. This condition is satisfied for the usual type of classes of
rescaled kernel functions HK = {Kh|h > 0} with fixed K of bounded variation. But it is not
difficult to see, that for the class K, the L1-covering numbers for ε ≤ 1/2 are unbounded.
In Subsection 3.1, technical reason is given why it constitutes no loss of generality to replace
the class K by the smaller class Kn := {K ∈ K|supp K̂ ∈ (−n, n)}, comprising only those
elements of K whose Fourier transform is supported on the finite interval (−n, n). This
interval is obviously growing with n. And so are the L1-covering numbers: N1(ε,Kn) ≥ ε−1n,
thus not admitting the assumed polynomial bound.
Though it is certainly possible to relax Nolan/Pollard’s strong constraints to the covering
numbers so as to allow for bounds increasing with n, there exists also some difficulty to
actually find a clearly arranged function grid Kn on Kn, that has on one hand not too a
big cardinality, but on the other hand approximates the functions in Kn accurately enough.
Ad-hoc choices, where a regular lattice of step functions is laid over the Fourier transforms
K̂, lead to grids of a cardinality that involves terms of O(1ε !) (to be understood as factorial of
the integer part of 1ε ). But then, a bounded covering integral
∫ s
0 lnN2(ε,Kn)dε ≤ const. for
s −→∞ is essential to chaining. In this concern, the ad-hoc grid of step functions apparently
fails.
However, chaining is not necessarily the only way of approximating functions in a given class
and thereby of controlling the supremum of the related empirical process. Tentatively recall
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the multiresolutional analysis of wavelet transform, which is an additive decomposition on a
special orthonormal function basis.
A simple and evident example demonstrates the advantages that such an additive decom-
position may possess: Take a set of step functions I = {∑mi=1 θi I[i−1,i)(x), θi ∈ {0, 1}}. To
represent all step functions contained in I by means of a function grid, a grid of 2m functions
would be necessary. In contrast, for additive decomposition, m basis functions would suffice.
Now allow for θi ∈ {0, 1, 2} for all i. Obviously, the additive decomposition basis would serve
as well as before. Whereas the function grid would have to be enlarged up to more than twice
as many grid functions, namely 3m.
Hereof we learn that in terms of additive decomposition the richness of a function class
is apportioned between the richness of the set of basis functions the richness of the set of
sequences of values which are taken by the decomposition coefficients.
We have been able to benefit from this property in the proof of our main theorem (efficiency
of kernel CV). Its central idea consists of decomposing the empirical process and the empirical
U-process, which were already distinguished by Stone (1984), into linear combinations of a
countable basis of empirical processes and empirical U-processes, respectively (Subsections
4.2 and 4.1). Separate arguments as regards a bound for the empirical basis processes, not
depending on K, and a bound for the decomposition coefficients, which are non-random, are
combined so as to result in the desired convergence.
By means of Bernstein’s inequality and a Bernstein type inequality that applies to empirical
degenerate U-processes, shown by Arcones and Gine´ (1993), the probability of the subset of
samples (X1, . . . , Xn), where the absolute value of at least one basis process exceeds a given
threshold, is shown to be bounded by n−λ, where λ is an arbitrarily large constant (Lemmata
I.4.2 and I.4.4). In turn, the sums of absolute coefficients are small due to the monotony of
the Fourier transforms of the K ∈ K (Lemmata I.4.1 and I.4.3).
In Section 2 the exact hypotheses and the result are presented. Section 3 contains the proof
of the theorem stated in Section 2, relying on 3 propositions: A1, A2 and A3. In Sections
4 and 5, propositions A1, A2 and A3 of Section 3 are proven. Finally, Section 6 considers
possibilities for the practical computation of the optimal kernel function.
2 MAIN THEOREM
Let (X1, X2, . . . , Xn) ∈ Rn be an i.i.d. sample with common density function f . Let f˜K(x),
MISE(K) and CV (K) be defined as in Section 1, definitions (1), (2) and (3).
Let the density f be bounded, ‖f‖∞ < ∞, have finite L2-norm, ‖f‖2 < ∞, and denote by
f̂(ω) =
∫
f(x)eixωdx the characteristic function of f .
Let K be (again as in Section 1, definition (5)) the set of all kernel functions with real,
symmetric, non-negative and unimodal Fourier transform {K ∈ L2|K̂ ↘ 0}. Furthermore,
for technical reason let ‖K‖2 be ≤
√
n. Let K∗ be the MISE-optimal kernel function for f
and n among the class K, and let K0 be the CV-optimal kernel function among K restricted
to kernels, whose Fourier transform additionally has support in (−n, n).
K∗ := argmin
{
MISE(K)
∣∣∣K ∈ K}
K0 := argmin
{
CV (K)
∣∣∣K ∈ K, supp K̂ ⊆ (−n, n)} (6)
The technical remark of Subsection 3.1 will explain, why this assumption is irrelevant to the
generality of the statement.
9THEOREM I.2.1 Under these hypotheses, for all δ > 0 it holds that:
|E[ISE(K0)]−MISE(K∗)| = O(n−δ)MISE(K∗) +O
(
nδ−1
)
(7)
Remark The residuals O(n−δ) and O(nδ−1) in Theorem I.2.1 contain two constants de-
pending on f : ‖f‖2 and max f . Since obviously
∫
f2(x)dx = 12pi
∫ |f̂(ω)|2dω ≤ 12pi ∫ |f̂(ω)|dω,
max |f | ≤ 12pi
∫ |f̂(ω)|dω and furthermore ∫ |f̂(ω)|dω ≤ 2+ε−1/2(∫ |ω1/2+εf̂(ω)|2dω)1/2, these
are uniformly bounded over Sobolev classes Sβ(L), i.e. 12pi
∫ |ωβ f̂(ω)|2dω ≤ L, with smooth-
ness index β > 1/2.
3 PROOF
We assume the following propositions, which will be proven in Sections 4 and 5: For any λ <
∞, there exists a set An ⊆ Rn, such that for an arbitrary observation X = (X1, . . . , Xn) ∈ An
and δ > 0 it holds that:
A1 |ISE(K)− C˜V (K)| = O(n−δ)MISE(K) +O
(
nδ−1
)
∀K ∈ K, supp K̂ ⊆ (−n, n)
A2 |ISE(K)−MISE(K)| = O(n−δ)MISE(K) +O
(
nδ−1
)
∀K ∈ K, supp K̂ ⊆ (−n, n)
A3 P (X ∈ Acn) = O
(
n−λ
)
where O(n−δ) and O(nδ−1) do not depend on K. In case f is a density function that can only
be estimated at a rate nε−1, n−δMISE(K) will dominate nδ−1 for small enough δ > 0 at the
right-hand side of these equations. Otherwise, either if δ is too big or if f can be estimated
at a rate of n−1 lnn (for example Normal and Cauchy distribution density) or even at a rate
of n−1 (entire density), the term nδ−1 will dominate the others.
C˜V is a criterion derived from CV , such that C˜V (K) − C˜V (K ′) = CV (K) − CV (K ′) for
any K,K ′ in K, and will be defined below. In addition, at the end of this section it will be
proven that: ISE(K) ≤ (‖K‖2 + ‖f‖2)2 ≤ (n1/2 + ‖f‖2)2. For a set C ⊆ Rn and a function
g defined on Rn, let EC [g(X)] denote the expectation E[g(X)· I(X ∈ C)]. As a consequence,
we can proceed in the following way:
E[ISE(K0)]−MISE(K∗)
= E
[
ISE(K0)− ISE(K∗)
]
≤ EAn
[
ISE(K0)− ISE(K∗)
]
+ P (Acn) sup
K∈K
ISE(K)
= EAn
[
ISE(K0)− C˜V (K0) + C˜V (K0)− C˜V (K∗) + C˜V (K∗)− ISE(K∗)
]
+O
(
n−λ
) (√
n+ ‖f‖2
)2 (A3)
≤ EAn
[
ISE(K0)− C˜V (K0)
]
+ 0 + EAn
[
C˜V (K∗)− ISE(K∗)
]
+O
(
n−λ+1
)
= O(n−δ)EAn [MISE(K0)] +O(n
−δ)MISE(K∗) +O
(
nδ−1
)
+O
(
n−λ+1
)
(A1)
= O(n−δ)EAn [ISE(K0)] +O(n
−δ)MISE(K∗) +O
(
nδ−1
)
(A2)
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for λ sufficiently large. In order to return to E[ISE(K0)], we exert again proposition A3 so
as to find |EAn [ISE(K0)]− E[ISE(K0)]| = O(n−λ+1), and therewith
E[ISE(K0)]−MISE(K∗) = O(n−δ)E[ISE(K0)] +O(n−δ)MISE(K∗) +O
(
nδ−1
)
=⇒ E[ISE(K0)] =
(
1 +O(n−δ)
)
MISE(K∗) +O
(
nδ−1
)
By A2, the opposite is also readily shown:
MISE(K∗)− E[ISE(K0)] = O(n−δ)E[ISE(K0)] +O
(
nδ−1
)
=⇒ MISE(K∗) =
(
1 +O(n−δ)
)
E[ISE(K0)] +O
(
nδ−1
)
which implies the desired result:
|E [ISE(K0)]−MISE(K∗)| = O(n−δ)MISE(K∗) +O
(
nδ−1
)
(8)
To complete the proof, it should be noted that:
ISE(K) =
∫
f˜2K(x)dx− 2
∫
f˜K(x)f(x)dx+
∫
f2(x)dx
=
∫
1
n2
∑
i,j
K(Xi − x)K(Xj − x)dx−
∫
2
n
n∑
i=1
K(Xi − x)f(x)dx+
∫
f2(x)dx
≤
∫
K2(x)dx+ 2
√∫
K2(x)dx
√∫
f2(x)dx+
∫
f2(x)dx
=
(√∫
K2(x)dx+
√∫
f2(x)dx
)2
≤
(
√
n+
√∫
f2(x)dx
)2
¤
3.1 A technical remark
Instead of considering all kernel functions K of {K|K̂ ↘ 0}, it is equivalent to withdraw the
attention to a subset of K, Kn := {K ∈ K|supp K̂ ⊆ (−n, n)}. Let K∗(n) be the truncated
version of the MISE-optimal kernel K∗:
K∗(n)(x) =
1
2pi
∫
K̂∗(n)(ω)e
−ixωdω , K̂∗(n)(ω) :=
{
K̂∗(ω), |ω| < n
0, otherwise
It will be seen that under the conditions of Theorem I.2.1, namely ‖f‖2 <∞,MISE(K∗(n)) =
MISE(K∗)(1 + o(1)). To limit the minimization of MISE onto Kn signifies therefore no loss
of generality.
Proof: Transforming MISE into the Fourier domain, we can quantify the consequences
of trimming the support of K̂ in a plain formula. From equality (4) we know:
MISE(K) =
1
2pi
∫ ∞
−∞
|f̂(ω)|2
(
K̂(ω)− 1
)2
+
1
n
K̂2(ω)
(
1− |f̂(ω)|2
)
dω
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which gives in combination with the symmetry of K̂∗, its monotony on R+ and 0 ≤ K̂2(ω) ≤ 1:
MISE(K∗) =
1
pi
∫ ∞
0
|f̂(ω)|2
(
K̂∗(ω)− 1
)2
+
1
n
K̂∗(ω)2
(
1− |f̂(ω)|2
)
dω
≥ 1
pi
[∫ ∞
n
|f̂(ω)|2
(
K̂∗(ω)− 1
)2
dω +
∫ n
0
1
n
K̂∗(ω)2
(
1− |f̂(ω)|2
)
dω
]
≥ 1
pi
[(
K̂∗(n)− 1
)2 ∫ ∞
n
|f̂(ω)|2dω + K̂∗(n)2
(
1− 1
n
∫ n
0
|f̂(ω)|2
)
dω
]
≥ 1
pi
[(
K̂∗(n)− 1
)2 ∫ ∞
n
|f̂(ω)|2dω + K̂∗(n)2
(
1− 1
n
∫ ∞
0
|f̂(ω)|2
)
+
dω
]
(9)
For f ∈ Sβ(L), β > 1/2, there exists n0 < ∞, so that for all n ≥ n0 the factor (1 −
1
n
∫∞
0 |f̂(ω)|2)+ is positive and admits the representation 1 + o(1). Since both summands in
(9) are positive, we can for n ≥ n0 write on one hand:
K̂∗(n) ≤
√
pi(1 + o(1))MISE(K∗)
This o(1) is uniform for f ∈ Sβ(L), β > 1/2. On the other hand:
MISE(K∗) ≥
(
K̂∗(n)− 1
)2 1
pi
∫ ∞
n
|f̂(ω)|2dω
Considering the difference between MISE of the optimal kernel and MISE of its truncated
version in proportion to MISE(K∗), we deduce:
0 <
MISE(K∗(n))−MISE(K∗)
MISE(K∗)
=
1
pi
∫∞
n |f̂(ω)|2
(
2K̂∗(ω)− K̂∗(ω)2
)
− 1nK̂∗(ω)2
(
1− |f̂(ω)|2
)
dω
MISE(K∗)
≤
1
pi
∫∞
n |f̂(ω)|2 2K̂∗(ω)dω
MISE(K∗)
≤ 2K̂
∗(n) 1pi
∫∞
n |f̂(ω)|2dω
MISE(K∗)
≤ 2K̂
∗(n) 1pi
∫∞
n |f̂(ω)|2dω(
K̂∗(n)− 1
)2
1
pi
∫∞
n |f̂(ω)|2dω
=
2
√
pi(1 + o(1))MISE(K∗)(
1−√pi(1 + o(1))MISE(K∗))2
=
(
2
√
pi + o(1)
)√
MISE(K∗)
which decreases to 0 whenever MISE(K∗) is a decreasing sequence. Moreover, the decay of
o(1) is uniform, when f ∈ Sβ(L), β > 1/2. ¤
The decision to restrict the support of the Fourier transforms of the kernel functions to
the interval (−n, n) is but one possibility, chosen for convenience. Any interval of polynomial
rate (−nγ , nγ), γ > 1/2, would serve our purpose to fulfill MISE(K∗(nγ)) −MISE(K∗) =
12 4 ISE-CV
o(1)MISE(K∗). For γ ∈ (1/2, 1), the same calculation as above would yield the result. For
γ > 1, evidently MISE(K∗(nγ)) −MISE(K∗) < MISE(K∗(n)) −MISE(K∗). Nevertheless
the polynomial rate cannot be replaced by an exponential one, which can be seen from the
proofs of Sections 4 and 5.
4 ISE-CV
From this point through the whole proof of propositions A1, A2 and A3, the notion O(.)
will exclusively be used for terms not depending on f , so that the uniformity of the results
over Sobolev classes of densities will be easy to retrace.
Let X1, . . . , Xn be distributed as assumed in Section 2. Let X and Y denote two further
random variables with the same distribution, independent of X1, . . . , Xn and of each other.
ISE(K) :=
∫ (
f˜K(x)− f(x)
)2
dx
=
∫
f˜2K(x)dx− 2
∫
f˜K(x)f(x)dx+
∫
f2(x)dx
=
∫
f˜2K(x)dx−
2
n
n∑
i=1
∫
K(Xi − x)f(x)dx+
∫
f2(x)dx
=
∫
f˜2K(x)dx−
2
n
n∑
i=1
E [K(Xi −X)|Xi] + E [f(X)] (10)
CV (K) =
∫
f˜2K(x)dx−
2
n(n− 1)
∑
i 6=j
K(Xi −Xj)
We obtain C˜V from CV by adding a zero and a further term which does not depend on K.
Define In(ω) := I(|ω| < n) and
hf (x) :=
1
2pi
∫
f̂(ω)
(
1− In(ω)
)
e−iωxdω (11)
the high-frequency contribution of f̂ to f .
C˜V (K) := CV (K) +
 2
n
n∑
j=1
E [K(X −Xj)|Xj ]− 2E [K(X − Y )]
− 2
n
n∑
j1
E [K(X −Xj)|Xj ] + 2E [K(X − Y )]
+ 2
n
n∑
j=1
(
f(Xj)− hf (Xj)
)
− 2E
[
f(Xj)− hf (Xj)
]
(12)
We can now split the difference between the quadratic loss and the cross-validation criterion
into two summands:
ISE(K)− C˜V (K)
= − 2
n
n∑
i=1
E [K(Xi − Y )|Xi] + E [f(X)] + 2
n(n− 1)
∑
i6=j
K(Xi −Xj)
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− 2
n
n∑
j=1
E [K(X −Xj)|Xj ] + 2E [K(X − Y )] + 2
n
n∑
j=1
E [K(X −Xj)|Xj ]
− 2E [K(X − Y )]− 2
n
n∑
j=1
(
f(Xj)− hf (Xj)
)
+ 2E
[
f(Xj)− hf (Xj)
]
=
2
n(n− 1)
∑
i6=j
(
K(Xi −Xj)− E [K(Xi −Xj)|Xi]− E [K(Xi −Xj)|Xj ] + E [K(Xi −Xj)]
)
+
2
n
n∑
j=1
(
E [K(X −Xj)|Xj ]− f(Xj) + hf (Xj)
)
− 2
(
E [K(X −Xj)]−E
[
f(Xj)− hf (Xj)
])
=:
2
n(n− 1)
∑
i6=j
UK(Xi, Xj) +
2
n
n∑
j=1
(
bK(Xj) + hf (Xj)−E
[
bK(Xj) + hf (Xj)
])
(13)
The first term corresponds to a degenerate U-statistic, sinceE[UK(X,Y )|Y ] = E[UK(X,Y )|X]
= E[UK(X,Y )] = 0 for all values of X and Y . In Subsection 4.1 we will prove, through a
wavelet decomposition, that the following holds on a certain set of “favorable events” An1 in
the space Rn:
1
n(n− 1)
∑
i 6=j
UK(Xi, Xj) = O
(
ln5/2n
n
)(√∫
K2(x)dx+ 1
)
(14)
and for λ <∞
P (Acn1) = O
(
n−λ
2/3+1
)
On the other hand, we obtain in (13) the empirical process of bK + hf (the component of
bK that really depends on K, see equation (22)), which will be bounded on another set of
“favorable events” An2 ⊆ Rn in Subsection 4.2.
1
n
n∑
j=1
(
bK(Xj) + hf (Xj)
)
− E
[
bK(Xj) + hf (Xj)
])
= O
(
ln2n√
n
)(√∫
b2K(x)dx+
‖f‖2√
n
)
(15)
and
P (Acn2) = O
(
n−λ+1
)
The intersection of these two sets of “favorable events” yields the set An := An1 ∩An2, used
in Section 3 to bound C˜V-ISE (on the very same subset An, ISE-MISE will be bounded in
Section 5).
The bound for the U-statistic is of order n−1/2 ln5/2n
√
MISE(K) and the one for the bias
of order n−1/2 ln2n
√
MISE(K). When f is not too smooth, we find a suitable δ > 0, such
that this is inferior to O(n−δ)MISE(K). Hence:
|ISE(K)− C˜V (K)|
≤ 2
∣∣∣ 1
n(n− 1)
∑
i6=j
UK(Xi, Xj)
∣∣∣+ 2∣∣∣ 1
n
n∑
j=1
(
bK(Xj) + hf (Xj)
)
− E
[
bK(Xj) + hf (Xj)
]∣∣∣
= O
(
ln5/2n
n
)(√∫
K2(x)dx+ 1
)
+O
(
ln2n√
n
)(√∫
b2K(x)dx+
‖f‖2√
n
)
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= O(n−δ)MISE(K) +O
(
ln5/2n (1 + ‖f‖2)
n
)
¤ A1
and
P (Acn) ≤ P (Acn1) + P (Acn2) = O
(
n−λ
′)
for an appropriate λ′ <∞ ¤ A3
4.1 The empirical U-process
The aim of this section is to find a set An1 of events where the U-statistic for every available
kernel function remains “small”, but whose complement shows a rapidly decreasing proba-
bility in n. This is achieved through a decomposition of UK into a linear combination of
U-processes of basis functions. We make use of the possibility of finding a bound to the
probability that the U-statistic of a single basis function exceeds a certain value, by means
of an inequality of Bernstein type. Through an appropriate choice of the bound, we will be
able to control the probability of the event that at least one of the basis U-statistics exceeds
this bound.
As the class K was defined in the Fourier domain, we know the properties of the Fourier trans-
forms of the kernels in K much better than the properties of the kernel functions themselves
in the time domain. We thus construct the desired basis in the Fourier domain. Inspired
by the well known Haar basis, father wavelets are defined in the usual way on the inter-
val (−n, n): ϕ̂0t(ω) := 2−1/2I(|ω| ∈ [t − 1, t)), t = 1, . . . , n. Since the mere number of
the so defined father wavelets, n, would cause problems in the proofs to come, we replace
the sequence of father wavelets (ϕ̂0,2s+1, . . . , ϕ̂0,2s+1) by just one father wavelet ϕ̂−s,2, where
ϕ̂−s,2(ω) := 2−(s+1)/2I(ω| ∈ [2s, 2s+1)). We execute this operation for every 1 ≤ s ≤ dn,
where dn is equal to lnn/ ln 2, if lnn/ ln 2 ∈ N, otherwise, dn := dlnn/ ln 2e, the smallest
integer greater than lnn/ ln 2.
father wavelets
0 5 10 15
0.
0
0.
4
0.
8
We thus result in a sequence of father wavelets (ϕ̂01, ϕ̂02, ϕ̂12, ϕ̂22, . . . , ϕ̂dn,2) of dn + 2 el-
ements. On the supporting interval of every father wavelet, the mother wavelets are de-
fined on refining scales. With notation Iut(ω) := I(|ω| ∈ [2−u(t − 1), 2−ut)), the mother
wavelets on (−2s+1,−2s] ∪ [2s, 2s+1) are ψ̂u,t(ω) := 2(u−1)/2[Iu+1,2t−1(ω) − Iu+1,2t(ω)], u =
−s,−s+1, . . . , 0, 1, 2, . . . and t = 2s+u+1, . . . , 2s+u+1. When we combine all mother wavelets
with the same scale index, we arrive at a sequence of (ψ̂s,2, . . . , ψ̂s,2sn) for s = −1, . . . ,−dn,
and (ψ̂s,1, . . . , ψ̂s,2sn), for s ≥ 0. (Whenever there occurs an index 2sn 6∈ N, it is replaced by
the successing integer.) We observe that for s < 0, the corresponding mother wavelets do not
cover the whole interval (−n, n), but only (−n,−2s] ∪ [2s, n).
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mother wavelets, scale 0
0 5 10 15
−
1.
0
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0
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0
mother wavelets, scale −1
0 5 10 15
−
1.
0
0.
0
1.
0
mother wavelets, scale −2
0 5 10 15
−
1.
0
0.
0
1.
0
Unifying the notation:
Ist(ω) := I
(|ω| ∈ [2−s(t− 1), 2−st))
ϕ̂st(ω) := 2(s−1)/2Ist(ω) (16)
ψ̂st(ω) := 2(s−1)/2 [Is+1,2t−1(ω)− Is+1,2t(ω)] ,
we have the following complete orthonomal function basis of L2([−n, n]): {ϕ̂01} ∪ {ϕ̂s2|s =
0, . . . , dn} ∪ {ψ̂st|s = −1, . . . ,−dn and t = 2, . . . 2sn} ∪ {ψ̂st|s ≥ 0 and t = 1, . . . , 2sn}. The
decomposition of K̂ results in:
K̂(ω) = α01(K)ϕ̂01(ω) +
−dn∑
s=0
αs2(K)ϕ̂s2(ω) +
−dn∑
s=−1
2sn∑
t=2
βst(K)ψ̂st(ω) +
∞∑
s=0
2sn∑
t=1
βst(K)ψ̂st(ω)
αst(K) :=
∫
ϕ̂st(ω)K̂(ω)dω and βst(K) :=
∫
ψ̂st(ω)K̂(ω)dω (17)
By an inverse Fourier transform, the additive decomposition of K̂ can be transformed to the
time domain.
K(x) = α01(K)ϕ01(x) +
−dn∑
s=0
αs2(K)ϕs2(x) +
−dn∑
s=−1
2sn∑
t=2
βst(K)ψst(x) +
∞∑
s=0
2sn∑
t=1
βst(K)ψst(x)
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Accordingly, the summands in the U-process decompose into:
UK(Xi, Xj) = α01(K)Uϕ01(Xi, Xj) +
−dn∑
s=0
αs2(K)Uϕs2(Xi, Xj) +
−dn∑
s=−1
2sn∑
t=2
βst(K)Uψst(Xi, Xj)
+
∞∑
s=0
2sn∑
t=1
βst(K)Uψst(Xi, Xj),
where Uϕst(Xi, Xj) := ϕst(Xi−Xj)−E[ϕst(Xi−Xj)|Xi]−E[ϕst(Xi−Xj)|Xj ]+E[ϕst(Xi−
Xj)], and Uψst equally defined for ψst. Interchanging the order of summation, we obtain that:
1
n(n− 1)
∑
i 6=j
UK(Xi, Xj) = α01(K)
 1
n(n− 1)
∑
i6=j
Uϕ01(Xi, Xj)

+
−dn∑
s=0
αs2(K)
 1
n(n− 1)
∑
i 6=j
Uϕs2(Xi, Xj)

+
−dn∑
s=−1
2sn∑
t=2
βst(K)
 1
n(n− 1)
∑
i6=j
Uψst(Xi, Xj)

+
∞∑
s=0
2sn∑
t=1
βst(K)
 1
n(n− 1)
∑
i6=j
Uψst(Xi, Xj)
 (18)
From this point onwards, the sums of wavelet coefficients and the U-statistics can be handled
separately. The α’s and β’s are deterministic and we show in Lemma I.4.1:
|α01(K)|+
−dn∑
s=0
|αs2(K)| ≤
√
dn + 2
√
1
2pi
∫
K2(x)dx
2sn∑
t=2
|βst(K)| ≤
√
1
2pi
∫
K2(x)dx for s < 0
2sn∑
t=1
|βst(K)| ≤ 2(−s+1)/2 for s ≥ 0
For a suitable constant λ <∞, we choose our set of “favorable events” as:
An1 :=
{
(X1, . . . , Xn) :
∣∣∣ 1n(n−1) ∑
i 6=j
Uϕst(Xi, Xj)
∣∣∣ ≤ λ ln3/2nn , (s, t) = (−dn, 2), . . . , (0, 2), (0, 1);∣∣∣ 1n(n−1) ∑
i6=j
Uψst(Xi, Xj)
∣∣∣ ≤ λ ln3/2nn , s = −dn, . . . ,−1, t = 2, . . . , 2sn;∣∣∣ 1n(n−1) ∑
i6=j
Uψst(Xi, Xj)
∣∣∣ ≤ λ lnn+sn , s ≥ 0, t = 1, . . . , 2sn} (19)
whereupon the U-statistics do not become excessively large. The fact that the complement
of the set An1 has probability tending to 0, as n −→ ∞, P (Acn1) = O(n−λ
2/3+1) uniformly
for f ∈ Sβ(L) with β > 1/2, will be shown in Lemma I.4.2 and inequality (21).
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On An1 it holds that (in connection with (18)):
∣∣∣ 1
n(n− 1)
∑
i 6=j
UK(Xi, Xj)
∣∣∣ ≤ λ ln3/2n
n
[
|α01(K)|+
−dn∑
s=0
|αs2(K)|+
−dn∑
s=−1
2sn∑
t=2
|βst(K)|
]
+
∞∑
s=0
λ lnn+ s
n
2sn∑
t=1
|βst(K)|
≤ λ ln
3/2n
n
[√
dn + 2
√
1
2pi
∫
K2(x)dx+ dn
√
1
2pi
∫
K2(x)dx
]
+
∞∑
s=0
λ lnn+ s
n
2(−s+1)/2
= O
(
ln5/2n
n
)(√∫
K2(x)dx+ 1
)
(20)
which completes (14). Two assertions are left to be verified.
Lemma I.4.1
|α01(K)|+
dn∑
s=0
|αs2(K)| ≤
√
dn + 2
√
1
2pi
∫
K2(x)dx
2sn∑
t=2
|βst(K)| ≤
√
1
2pi
∫
K2(x)dx for s < 0
2sn∑
t=1
|βst(K)| ≤ 2(−s+1)/2 for s ≥ 0
Proof Since K̂, as well as all ϕ̂st are non-negative and the ϕ̂st are orthonormal, we can
deduce:
|α01(K)|+
dn∑
s=0
|αs2(K)| =
∫
K̂(ω)
[
ϕ̂01(ω) +
dn∑
s=0
ϕ̂s2(ω)
]
dω
≤
√∫
K̂2(ω)dω
√√√√∫ ϕ̂201(ω)dω + dn∑
s=0
∫
ϕ̂2s2(ω)dω
=
√
1
2pi
∫
K̂2(ω)dω
√
dn + 2
May TV(K̂|supp Ist) denote the total variation of K̂ on the support of Ist, and the like for
max and min. And let
∑
t
be
2sn∑
t=2
for s < 0, and
2sn∑
t=1
for s ≥ 0, respectively. Then for all
s ≥ −dn the following holds:∑
t
|βst(K)|
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= 2(s−1)/2
∑
t
∣∣∣∣∫ K̂(ω)Is+1,2t−1(ω)dω − ∫ K̂(ω)Is+1,2t(ω)dω∣∣∣∣
≤ 2(s−1)/2
∑
t
∣∣∣∣max{K̂∣∣∣ supp Is+1,2t−1}∫ Is+1,2t−1(ω)dω −min{K̂∣∣∣ supp Is+1,2t}∫ Is+1,2t(ω)dω∣∣∣∣
≤ 2(s−1)/2
∑
t
2−s TV
(
K̂
∣∣∣ supp Ist)
= 2−(s+1)/2 TV
(
K̂
∣∣∣⋃
t
supp Ist
)
For s ≥ 0, the supports of the mother wavelets cover the whole interval (−n, n), and we
obtain TV(K̂|⋃ supp Ist) = TV(K̂) ≤ 2, due to unimodadility of K̂. For s < 0 we have the
following short preliminary discussion: Because K̂ is monotonously decreasing on [0, n) and
symmetric around 0, it holds that 2|ω|K̂2(ω) ≤ ∫ K̂2. Hence, for s < 0 and ⋃
t
supp Ist =
(−n,−2s] ∪ [2s, n):
∑
t
|βst(K)| ≤ 2−(s+1)/2 TV
(
K̂
∣∣∣⋃
t
supp Ist
)
≤ 2−(s+1)/2 2 K̂ (2−s)
≤ 2−(s−1)/2
√∫
K̂2(ω)dω
√
2 · 2−s
≤
√
1
2pi
∫
K2(x)dx ¤
For the next lemma, it might be reminded that for densities f in a given Sobolev class Sβ(L)
with β > 1/2, the maximum of f is uniformly bounded.
Lemma I.4.2
P
 1
n(n− 1)
∣∣∣∑
i 6=j
Uϕst(Xi, Xj)
∣∣∣ > λ ln3/2n
n
 = O (n−λ2/3)
for (s, t) = (−dn, 2), . . . , (0, 2), (0, 1)
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uψst(Xi, Xj)
∣∣∣ > λ ln3/2n
n
 = O (n−λ2/3)
for s = −1, . . . ,−dn; t = 2, . . . , 2sn
P
 1
n(n− 1)
∣∣∣∑
i 6=j
Uψst(Xi, Xj)
∣∣∣ > λ lnn+ s
n
 = O (n−λ2/3e−s)
for s = 0, . . . ,∞; t = 1, . . . , 2sn
These bounds O(.) are uniform in s and t, and as mentioned above, as well uniform over
Sobolev classes with smoothness index greater than 1/2.
Proof From the Bernstein type inequality for degenerate U-statistics, shown by Arcones,
4.1 The empirical U-process 19
Gine´ (1993) (see Appendix A.2), it follows that for all ϕst, and analogously for all ψst with
s < 0, there exist constants c1 and c2 independent from ϕst (and from ψst respectively), such
that:
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uϕst(Xi, Xj)
∣∣∣ > λ ln3/2n
n

≤ c1 exp
− c2(n− 1)
λ ln3/2n
n√
E|Uϕst |2 +
(
n−1
n ‖ϕst‖2∞ λ ln
3/2n
n
)1/3

≤ c1 exp
− c2(n− 1)
λ ln3/2n
n
‖f‖1/2∞ ‖ϕst‖2 +
(
n−1
n
1
(2pi)2
‖ϕ̂st‖21 λ ln
3/2n
n
)1/3

= c1 exp
− c2(n− 1)
λ ln3/2n
n
1√
2pi
‖f‖1/2∞ ‖ϕ̂st‖2 +
(
n−1
(2pi)2n
2−(s−1) λ ln
3/2n
n
)1/3

≤ c1 exp
− c2(n− 1)
λ ln3/2n
n
1√
2pi
‖f‖1/2∞ +
(
n−1
(2pi)2n
2dn+1 λ ln
3/2n
n
)1/3

= c1 exp
− c2
n−1
n λ ln
3/2n
1√
2pi
‖f‖1/2∞ +
(
n−1
(2pi)2n
2n λ ln
3/2n
n
)1/3

= c1 exp
− c2
(
n−1
n
)2/3
λ2/3 lnn
1√
2pi
‖f‖1/2∞
(
λ(n−1)
n
)−1/3
ln−1/2 n+ 2−1/3pi−2/3

= O
(
exp
{
− λ
2/3 lnn
1 + ‖f‖1/2∞ ln−1/2 n
})
which is a uniform O(n−λ2/3) for densities in Sβ(L), β > 1/2.
For ψst with s ≥ 0, approximate 2−sn−1(λ lnn+ s) by λ+ 1/2, such that:
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uψst(Xi, Xj)
∣∣∣ > λ lnn+ s
n

≤ c1 exp
{
− c2(n− 1)
λ lnn+s
n√
E|Uψst |2 +
(
n−1
n ‖ψst‖2∞ λ lnn+sn
)1/3
}
≤ c1 exp
− c2(n− 1)
λ lnn+s
n
1√
2pi
‖f‖1/2∞ +
(
n−1
n
1
(2pi)2
2−(s−1) λ lnn+sn
)1/3

≤ c1 exp
− c2(n− 1)
λ lnn+s
n
1√
2pi
‖f‖1/2∞ +
(
n−1
n
2λ+1
(2pi)2
)1/3

20 4 ISE-CV
= O
(
exp
{
− λ
2/3 lnn+ λ−1/3s
‖f‖1/2∞
})
a uniform O(n−λ2/3e−s) for densities in Sβ(L), β > 1/2. ¤
Acn1 is then the union of all complementary sets and its probability decreases like n
−λ2/3+1:
P (Acn1) ≤ P
 1
n(n− 1)
∣∣∣∑
i 6=j
Uϕ01(Xi, Xj)
∣∣∣ > λ ln3/2n
n

+
−dn∑
s=0
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uϕs2(Xi, Xj)
∣∣∣ > λ ln3/2n
n

+
−dn∑
s=−1
2sn∑
t=2
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uψst(Xi, Xj)
∣∣∣ > λ ln3/2n
n

+
∞∑
s=0
2sn∑
t=1
P
 1
n(n− 1)
∣∣∣∑
i6=j
Uψst(Xi, Xj)
∣∣∣ > λ lnn+ s
n

= O
(
n−λ
2/3
)[
1 +
−dn∑
s=0
1 +
−dn∑
s=−1
2sn∑
t=2
1
]
+
∞∑
s=0
2sn∑
t=1
O
(
n−λ
2/3
e−s
)
= O
(
n−λ
2/3
)
O(lnn+ n) +O
(
n−λ
2/3
)
O(n) (21)
4.2 The empirical process
We are now going to consider the bias term in the difference C˜V (K) − ISE(K) for kernel
functions K in Kn:
1
n
n∑
j=1
(
bK(Xj) + hf (Xj)
)
−E
[
bK(Xj) + hf (Xj)
]
where bK(x) = f ∗K(x)−f(x) and hf is the high-frequency component of f (definition (11)).
Because of the bounded support of K̂, bk + hf takes the form:
bK(x) + hf (x) = f ∗K(x)− f(x) + hf (x)
=
1
2pi
∫
f̂(ω)
(
K̂(ω)− 1
)
e−iωxdω +
1
2pi
∫
f̂(ω)
(
1− In(ω)
)
e−iωxdω
=
1
2pi
∫ [
f̂(ω)
(
K̂(ω)In(ω)− 1
)
+ f̂(ω)
(
1− In(ω)
)]
e−iωxdω
=
1
2pi
∫
f̂(ω)
(
K̂(ω)− 1
)
In(ω)e−iωxdω (22)
the low-frequency component of the bias and exactly that part which really depends on the
kernel. Again we want to apply an additive decomposition in the Fourier domain, this time
to the function b̂K + ĥf = b̂K · In.
For a new function basis, this time dependent of f̂ , let us define the integral of |f̂ |2 over
(−ω, ω) as a function F (ω).
F (ω) :=
∫ ω
−ω
|f̂(τ)|2dτ
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This map transforms the ω-halfaxis [0,∞) by mapping ω 7−→ F (ω) to the interval [0, ‖f̂‖22).
F (0) = 0, Fn := F (n) =
∫ n
−n
|f̂(τ)|2dτ, lim
ω→∞F (ω) = ‖f̂‖
2
2
The initial value of an interval, say [2−s(t− 1)Fn, 2−stFn) with length 2−s, on this axis is the
interval [F−1(2−s(t− 1)Fn), F−1(2−stFn)) on the original axis. The integral of |f̂ |2 over the
initial interval is obviously 122
−sFn.
2−sFn =
∫ F−1(2−stFn)
−F−1(2−stFn)
|f̂(ω)|2dω −
∫ F−1(2−s(t−1)Fn)
−F−1(2−s(t−1)Fn)
|f̂(ω)|2dω
Define the indicator functions:
I ′st(ω) := I
(
|ω| ∈
[
F−1
(
2−s(t− 1)Fn
)
, F−1
(
2−stFn
)))
(23)
satisfying
∫ |f̂(ω)|2I ′st(ω)dω = 2−sFn, and the orthonomal wavelet functions:
ϕ̂′st(ω) := 2
s/2F−1/2n f̂(ω)I
′
st(ω), for s = 1, . . . , sn − 1 with t = 2s − 1 and
s = sn, t = 2sn − 1, 2sn where sn := dlnn/ ln 2e
ψ̂′st(ω) := 2
s/2F−1/2n f̂(ω)
[
I ′s+1,2t−1(ω)− I ′s+1,2t(ω)
]
, for s = 1, . . . , sn − 1 with
t = 1, . . . , 2s − 1 and s = sn, . . . ,∞ with
t = 1, . . . , 2s (24)
{ϕ̂′st|s = 1, . . . sn − 1, t = 2s − 1} ∪ {ϕ̂′sn,2sn} ∪ {ψ̂′st|s = 1, . . . , sn − 1, t = 1, . . . 2s − 1} ∪
{ψ̂′st|s ≥ sn, t = 1, . . . 2s} represent a complete orthonormal basis for the set of all functions
{f̂ ·ĝ·In | ĝ ∈ L2}, which the bias functions b̂K · In belong to for allK ∈ K. With decomposition
on this basis, we can write b̂K · In as
b̂K(ω)In(ω) =
sn∑
s=1
α′s2s−1(bK)ϕ̂
′
s2s−1(ω) + α
′
sn2sn (bK)ϕ̂
′
sn2sn (ω) +
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)ψ̂
′
st(ω)
+
∞∑
s=sn
2s∑
t=1
β′st(bK)ψ̂
′
st(ω) (25)
α′st(bK) :=
∫
b̂K(ω)ϕ̂′st(ω)dω and β
′
st(bK) :=
∫
b̂K(ω)ψ̂′st(ω)dω
The inverse Fourier transform yields:
bK(x) + hf (x) =
sn∑
s=1
α′s2s−1(bK)ϕ
′
s2s−1(x) + α
′
sn2sn (bK)ϕ
′
sn2sn (x) +
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)ψ
′
st(x)
+
∞∑
s=sn
2s∑
t=1
β′st(bK)ψ
′
st(x)
which gives in turn
1
n
n∑
j=1
(
bK(Xj) + hf (Xj)
)
−E
[
bK(Xj) + hf (Xj)
]
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=
sn∑
s=1
α′s2s−1(bK)
 1
n
n∑
j=1
ϕ′s2s−1(Xj)−Eϕ′s2s−1(Xj)
+ α′sn2sn (bK)
 1
n
n∑
j=1
ϕ′sn2sn (Xj)− Eϕ′sn2sn (Xj)

+
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)
 1
n
n∑
j=1
ψ′st(Xj)−Eψ′st(Xj)
+ ∞∑
s=sn
2s∑
t=1
β′st(bK)
 1
n
n∑
j=1
ψ′st(Xj)−Eψ′st(Xj)
 (26)
Again, we will proceed separately with the aim of finding bounds to the deterministic wavelet
coefficients and the stochastic processes. Lemma I.4.3 shows that
sn∑
s=1
|α′s2s−1(bK)|+ |α′sn2sn (bK)| ≤
√
sn + 1
√
1
2pi
∫
b2K(x)dx
2s−1∑
t=1
|β′st(bK)| ≤
√
2
pi
∫
b2K(x)dx for s < sn
2s∑
t=1
|β′st(bK)| ≤ 2 · 2−s/2‖f‖2 for s ≥ sn
Over a set of “favorable events”, whose complement has an asymptotically decreasing prob-
ability (Lemma I.4.4 and inequality (29)), the empirical processes can be controlled. For
λ <∞
An2 :=
{
(X1, . . . , Xn) : 1n |
n∑
j=1
ϕ′st(Xj)− Eϕ′st(Xj)| ≤ λ lnn√n , (s, t) = (1, 1), . . . , (sn, 2sn − 1), (sn, 2sn);
1
n |
n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)| ≤ λ lnn√n , s = 1, . . . , sn − 1, t = 1, . . . , 2s − 1;
1
n |
n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)| ≤ λ lnn+s√n , s ≥ sn, t = 1, . . . , 2s
}
(27)
and P (Acn2) = O
(
n−λ+1
)
uniformly over Sobolev classes with smoothness index > 1/2. Following (26), taking into
account that 2sn ≤ n−1, it holds on An2:
1
n
∣∣∣ n∑
j=1
(
bK(Xj) + hf (Xj)
)
− E
[
bK(Xj) + hf (Xj)
]∣∣∣
≤ λ lnn√
n
[
sn∑
s=1
∣∣α′s2s−1(bK)∣∣+ ∣∣α′sn2sn (bK)∣∣+ sn−1∑
s=1
2s−1∑
t=1
∣∣β′st(bK)∣∣
]
+
∞∑
s=sn
λ lnn+ s√
n
2s∑
t=1
∣∣β′st(bK)∣∣
≤ λ lnn√
n
[
√
sn + 1
√
1
2pi
∫
b2K(x)dx+ (sn − 1)
√
2
pi
∫
b2K(x)dx
]
+ 2 ‖f‖2
∞∑
s=sn
λ lnn+ s√
n
2−s/2
= O
(
ln2n√
n
)√∫
b2K(x)dx+ ‖f‖2
lnn√
n
O
(
2−sn/2
)
= O
(
ln2n√
n
)√∫
b2K(x)dx+ ‖f‖2
lnn√
n
O
(
n−1/2
)
= O
(
ln2n√
n
)(√∫
b2K(x)dx+
‖f‖2√
n
)
(28)
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which completes (15). Now we proof the assertion on the wavelet coefficients.
Lemma I.4.3
sn∑
s=1
|α′s2s−1(bK)|+ |α′sn2sn (bK)| ≤
√
sn + 1
√
1
2pi
∫
b2K(x)dx
2s−1∑
t=1
|β′st(bK)| ≤
√
2
pi
∫
b2K(x)dx for s < sn
2s∑
t=1
|β′st(bK)| ≤ 2 · 2−s/2‖f‖2 for s ≥ sn
Proof The father wavelet coefficients are bounded in the same way as in Lemma I.4.1, such
that
sn∑
s=1
|α′s2s−1(bK)|+ |α′sn2sn (bK)| =
sn∑
s=1
∣∣∣∫ b̂K(ω)ϕ̂′s2s−1(ω)dω∣∣∣+ ∣∣∣∫ b̂K(ω)ϕ̂′sn2sn (ω)dω∣∣∣
≤
∫
|̂bK(ω)|
[
sn∑
s=1
|ϕ̂′s2s−1(ω)|+ |ϕ̂′sn2sn (ω)|
]
dω
≤
√∫
|̂bK(ω)|2dω
√√√√ sn∑
s=1
∫
|ϕ̂′s2s−1(ω)|2dω +
∫
|ϕ̂′sn2sn (ω)|2dω
=
√
1
2pi
∫
|bK(x)|2dx
√
sn + 1
For
∑
t
take the summation
2s−1∑
t=1
when s < sn and
2s∑
t=1
when s ≥ sn. For every t in the
summation range, choose an arbitrary ωst ∈ [F−1(2−s(t − 1)Fn), F−1(2−stFn)). Again let
TV(K̂|supp I ′st) be the total variation of K̂ over the support of I ′st.∑
t
|β′st(bK)| =
∑
t
∣∣∣∫ b̂K(ω)ψ̂′stdω∣∣∣
=
∑
t
2s/2F−1/2n
∣∣∣∫ f̂(ω)(1− K̂(ω)) f̂ (ω) [I ′s+1,2t−1(ω)− I ′s+1,2t(ω)] dω∣∣∣
=
∑
t
2s/2F−1/2n
∣∣∣∫ |f̂(ω)|2 (1− K̂(ωst)) [I ′s+1,2t−1(ω)− I ′s+1,2t(ω)] dω
+
∫
|f̂(ω)|2
(
K̂(ωst)− K̂(ω)
) [
I ′s+1,2t−1(ω)− I ′s+1,2t(ω)
]
dω
∣∣∣
=
∑
t
2s/2F−1/2n
∣∣∣(1− K̂(ωst))∫ |f̂(ω)|2 [I ′s+1,2t−1(ω)− I ′s+1,2t(ω)] dω
+
∫
|f̂(ω)|2
(
K̂(ωst)− K̂(ω)
)
I ′s+1,2t−1(ω)dω
−
∫
|f̂(ω)|2
(
K̂(ωst)− K̂(ω)
)
I ′s+1,2t(ω)dω
∣∣∣
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≤
∑
t
2s/2F−1/2n
[
0 +
∫
|f̂(ω)|2 TV
(
K̂
∣∣∣ supp I ′s+1,2t−1) I ′s+1,2t−1(ω)dω
+
∫
|f̂(ω)|2 TV
(
K̂
∣∣∣ supp I ′s+1,2t(|ω|)) I ′s+1,2t(ω)dω]
=
∑
t
2s/2F−1/2n TV
(
K̂
∣∣∣ supp I ′st)∫ |f̂(ω)|2I ′st(ω)dω
=
∑
t
2s/2F−1/2n TV
(
K̂
∣∣∣ supp I ′st)Fn2−s
= 2−s/2F 1/2n TV
(
K̂
∣∣∣ supp⋃
t
I ′st
)
The mother wavelets on the scales s ≥ sn are defined over the whole (−n, n), therefore
TV(K̂| supp ⋃ I ′st) = TV(K̂) ≤ 2. For s < sn, the support of the mother wavelets is
[−F−1((1 − 2s)Fn), F−1((1 − 2s)Fn)). On this support, the total variation amounts to at
most 2[1− K̂ (F−1((1− 2s)Fn))].∑
t
|β′st(bK)| ≤ 2−s/2F 1/2n 2
[
1− K̂
(
F−1
(
(1− 2s)Fn
))]
= 2−s/2F 1/2n
(∫
|ϕ̂′s2s(ω)|2dω
)
2
[
1− K̂
(
F−1
(
(1− 2s)Fn
))]
= 2s/2F−1/2n
∫
|f̂(ω)|2I ′s2s(ω)dω 2
[
1− K̂
(
F−1
(
(1− 2s)Fn
))]
≤ 2s/2F−1/2n 2
∫
f̂(ω)
[
1− K̂(ω)
]
f̂ (ω)I ′s2s(ω)dω
= 2
∫
b̂K(ω) ϕ̂′s2s(ω)dω
≤ 2
√∫
|̂bK(ω)|2dω
√∫
|ϕ̂′s2s(ω)|2dω
= 2
√
1
2pi
∫
b2K(x)dx ¤
Lemma I.4.4 The following inequalities hold uniformly for all indicated s and t, and fur-
thermore uniformly for f ∈ Sβ(L), β > 1/2:
P
 1
n
∣∣∣ n∑
j=1
ϕ′st(Xj)−Eϕ′st(Xj)
∣∣∣ > λ lnn√
n
 = O(n−λ), (s, t) = (1, 1), . . . , (sn, 2sn − 1),
and (sn, 2sn)
P
 1
n
∣∣∣ n∑
j=1
ψ′st(Xj)−Eψ′st(Xj)
∣∣∣ > λ lnn√
n
 = O(n−λ), s = 1, . . . , sn−1 and
t = 1, . . . , 2s − 1
P
 1
n
∣∣∣ n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)
∣∣∣ > λ lnn+ s√
n
 = O(n−λe−s), s = sn, . . . ,∞ and
t = 1, . . . , 2s
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Proof According to Bernstein’s inequality (e.g. Shorack, Wellner (1986), p. 855), for all
ϕ′st and analogously for all ψ′st with s < sn it holds that:
P
 1
n
∣∣∣ n∑
j=1
ϕ′st(Xj)− Eϕ′st(Xj)
∣∣∣ > λ lnn√
n

≤ 2 exp
−
n
2
(
λ lnn√
n
)2
√
E|ϕ′st|2 + ‖ϕ′st‖∞ λ lnn3√n

≤ 2 exp
{
− λ
2 ln2n
2‖f‖∞‖ϕ′st‖22 + 12pi‖ϕ̂′st‖1 2λ lnn3√n
}
≤ 2 exp
{
− λ
2 ln2n
1
pi‖f‖∞‖ϕ̂′st‖22 + 1pi‖ϕ̂′st‖2‖I ′st‖2 λ lnn3√n
}
≤ 2 exp
{
− λ
2 ln2n
1
pi‖f‖∞ + 1pi
√
2n λ lnn
3
√
n
}
≤ O
(
exp
{
− λ lnn
1 + ‖f‖∞λ−1 ln−1 n
})
which is a uniform O(n−λ) for f ∈ Sβ(L), β > 1/2. For ψ′st with s ≥ sn = dlnn/ ln 2e:
P
 1
n
∣∣∣ n∑
j=1
ψ′st(Xj)−Eψ′st(Xj)
∣∣∣ > λ lnn+ s√
n

≤ 2 exp
−
n
2
(
λ lnn+s√
n
)2
√
E|ψ′st|2 + ‖ψ′st‖∞ λ lnn+s3√n

≤ 2 exp
{
− (λ lnn+ s)
2
1
pi‖f‖∞ + 1pi
√
2n λ lnn+s
3
√
n
}
= 2 exp
{
− λ lnn+ s
1
pi‖f‖∞ (λ lnn+ s)−1 +
√
2
3pi
}
≤ 2 exp
{
− λ lnn+ s
1
pi‖f‖∞ (λ lnn+ dlnn/ ln 2e)−1 +
√
2
3pi
}
= O
(
exp
{
− λ lnn+ s
1 + ‖f‖∞λ−1 ln−1 n
})
a uniform O(n−λe−s) for f ∈ Sβ(L), β > 1/2. ¤
P (Acn2) ≤
sn∑
s=1
P
 1
n
∣∣∣ n∑
j=1
ϕ′s2s−1(Xj)− Eϕ′s2s−1(Xj)
∣∣∣ > λ lnn√
n

+P
 1
n
∣∣∣ n∑
j=1
ϕ′sn2sn (Xj)− Eϕ′sn2sn (Xj)
∣∣∣ > λ lnn√
n

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+
sn−1∑
s=1
2s−1∑
t=1
P
 1
n
∣∣∣ n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)
∣∣∣ > λ lnn√
n

+
∞∑
s=sn
2s∑
t=1
P
 1
n
∣∣∣ n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)
∣∣∣ > λ lnn+ s√
n

= O
(
n−λ
)[ sn∑
s=1
1 + 1 +
sn−1∑
s=1
2s−1∑
t=1
1
]
+
∞∑
s=sn
2s∑
t=1
O
(
n−λe−s
)
= O
(
n−λ
)
O(lnn+ n) +O
(
n−λ
)
(29)
so P (Acn2) is less than an O(n
−λ+1).
5 ISE-MISE
It is possible to bound ISE-MISE in the same way as CV-ISE in Section 4, even on the
same set of “favorable events” An. For this purpose, let us split ISE-MISE into an empirical
degenerate U-process and an empirical process:
ISE(K)−MISE(K) =
∫ (
f˜K(x)− f(x)
)2
dx−E
∫ (
f˜K(x)− f(x)
)2
dx
=
∫ (
f˜K(x)−Ef˜K(x) + Ef˜K(x)− f(x)
)2
dx
−
[∫ (
Ef˜K(x)− f(x)
)2
dx+ E
∫ (
f˜K(x)− Ef˜K(x)
)2
dx
]
=
[∫ (
f˜K(x)− Ef˜K(x)
)2
dx− E
∫ (
f˜K(x)− Ef˜K(x)
)2
dx
]
+ 2
∫ (
Ef˜K(x)− f(x)
)(
f˜K(x)−Ef˜K(x)
)
dx (30)
The latter term on the right-hand side can be reordered, such that with bK = Ef˜K − f :∫ (
Ef˜K(x)− f(x)
)(
f˜K(x)− Ef˜K(x)
)
dx =
1
n
n∑
j=1
∫
bK(x)K(Xj − x)dx− E
∫
bK(x)K(Xj − x)dx
=
1
n
n∑
j=1
(bK ∗K) (Xj)−E [(bK ∗K) (Xj)] (31)
b̂k ∗K = b̂K · K̂ is 0 outside of (−n, n), because of the multiplication by K̂. Therefore it can
be decomposed using the wavelet basis for bK + hj constructed in Subsection 4.2.
α′st(bK ∗K) :=
∫
b̂K(ω)K̂(ω)ϕ̂′st(ω)dω and β
′
st(bK ∗K) :=
∫
b̂K(ω)K̂(ω)ψ̂′st(ω)dω
The set of “favorable events” is An2 as for the empirical process of bK + hf , on which it can
be shown in the same way as in Lemma I.4.3 that:
1
n
∣∣∣ n∑
j=1
bK ∗K(Xj)−E [(bK ∗K)(Xj)]
∣∣∣
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=
∣∣∣ sn∑
s=1
α′s2s−1(bK ∗K)
 1
n
n∑
j=1
ϕ′s2s−1(Xj)−Eϕ′s2s−1(Xj)

+ α′sn2sn (bK ∗K)
 1
n
n∑
j=1
ϕ′sn2sn (Xj)− Eϕ′sn2sn (Xj)

+
sn−1∑
s=1
2s−1∑
t=1
β′st(bK ∗K)
 1
n
n∑
j=1
ψ′st(Xj)− Eψ′st(Xj)

+
∞∑
s=sn
2s∑
t=1
β′st(bK ∗K)
 1
n
n∑
j=1
ψ′st(Xj)−Eψ′st(Xj)
∣∣∣
= O
(
ln2n√
n
)(√∫
|̂bK(ω)K̂(ω)|2dω + ‖f‖2TV(K̂(1− K̂))√
n
)
= O
(
ln2n√
n
)(√∫
b2K(x)dx +
‖f‖2√
n
)
(32)
Since K̂ is non-negative and monotonously decreasing on R+, so is K̂2, and K̂2 ≤ K̂. Conse-
quently, TV(K̂(1 − K̂)) ≤ TV(K̂)+TV(K̂2) ≤ 2TV(K̂). Furthermore ∫ |̂bK(ω)K̂(ω)|2dω ≤∫ |̂bK(ω)|2dω = 12pi ∫ b2K(x)dx.
Let us now examine the first term in (30).∫ (
f˜K(x)−Ef˜K(x)
)2
dx
=
∫ (
1
n
n∑
i=1
K(Xi − x)− (K ∗ f)(x)
)2
dx
=
1
n2
∑
i,j
∫
K(Xi − x)K(Xj − x)dx− 2
n
n∑
i=1
∫
K(Xi − x)(K ∗ f)(x)dx+
∫
E2[K(X − x)]dx
=
1
n2
∑
i,j
(K ∗K)(Xi −Xj)− 1
n
n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)− 1
n
n∑
j=1
(
(K ∗K) ∗ f
)
(Xj)
+
∫
E2[K(X − x)]dx
=
1
n2
∑
i6=j
[
(K ∗K)(Xi −Xj)−E[(K ∗K)(Xi − Y )|Xi]− E[(K ∗K)(X −Xj)|Xj ]
]
+
1
n
∫
K2(x)dx+
∫
E2[K(X − x)]dx− 2
n2
n∑
i=1
(
(K ∗K) ∗ f
)
(Xi) (33)
Subtracting its expectation from (33), we obtain again a degenerate U-statistic, this time in
K ∗K instead of K, plus an inferior term.∫ (
f˜K(x)−Ef˜K(x)
)2
dx− E
∫ (
f˜K(x)− Ef˜K(x)
)2
dx
=
1
n2
∑
i6=j
[
(K ∗K)(Xi −Xj)−E[(K ∗K)(Xi − Y )|Xi]− E[(K ∗K)(X −Xj)|Xj ]
]
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−E
[
(K ∗K)(Xi −Xj)− E[(K ∗K)(Xi − Y )|Xi]−E[(K ∗K)(X −Xj)|Xj ]
]
− 2
n2
[ n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)− E
(
(K ∗K) ∗ f
)
(Xi)
]
=
n− 1
n
[ 1
n(n− 1)
∑
i6=j
(K ∗K)(Xi −Xj)− E[(K ∗K)(Xi −Xj)|Xi]
−E[(K ∗K)(Xi −Xj)|Xj ] + E [(K ∗K)(Xi −Xj)]
]
− 2
n2
[ n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)− E
(
(K ∗K) ∗ f
)
(Xi)
]
=:
n− 1
n
[ 1
n(n− 1)
∑
i6=j
UK∗K(Xi, Xj)
]
− 2
n2
[ n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)− E
(
(K ∗K) ∗ f
)
(Xi)
]
(34)
The inferior term could now be handled like the empirical process of K ∗ bK . But it already
suffices to bound it by its maximum.
2
n2
∣∣∣ n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)−E
(
(K ∗K) ∗ f
)
(Xi)
∣∣∣ ≤ 4
n
max |(K ∗K) ∗ f |
≤ 4
n
√∫
K2(x)dx ‖f‖2
UK∗K is decomposed analogously to UK in Subsection 4.1. Define:
αst(K ∗K) :=
∫
K̂2(ω)ϕ̂st(ω)dω and βst(K ∗K) :=
∫
K̂2(ω)ψ̂st(ω)dω
The set of “favorable events” is the same as for UK , An1, on which it holds that (see Lemma
I.4.1):
∣∣∣ 1
n(n− 1)
∑
i6=j
UK∗K(Xi, Xj)
∣∣∣ = ∣∣∣α01(K ∗K)
 1
n(n− 1)
∑
i6=j
Uϕ01(Xi, Xj)

+
−dn∑
s=0
αs2(K ∗K)
 1
n(n− 1)
∑
i6=j
Uϕs2(Xi, Xj)

+
−dn∑
s=−1
2sn∑
t=2
β−st(K ∗K)
 1
n(n− 1)
∑
i6=j
Uψ−st(Xi, Xj)

+
∞∑
s=0
2sn∑
t=1
βst(K ∗K)
 1
n(n− 1)
∑
i6=j
Uψst(Xi, Xj)
∣∣∣
= O
(
ln5/2n
n
)(√∫
K̂4(ω)dω +TV(K̂2)
)
= O
(
ln5/2n
n
)(√∫
K2(x)dx+ 1
)
(35)
29
Hence, on An we obtain:
|ISE(K)−MISE(K)|
≤ n− 1
n
∣∣∣ 1
n(n− 1)
∑
i 6=j
UK∗K(Xi, Xj)
∣∣∣+ 2
n
∣∣∣ n∑
j=1
(bK ∗K)(Xj)−E[(bK ∗K)](Xj)
∣∣∣
− 2
n2
[ n∑
i=1
(
(K ∗K) ∗ f
)
(Xi)− E
(
(K ∗K) ∗ f
)
(Xi)
]
= O
(
ln5/2n
n
)(√∫
K2(x)dx+ 1
)
+O
(
ln2n√
n
)(√∫
b2K(x)dx +
‖f‖2√
n
)
+ O(n−1)
√∫
K2(x)dx ‖f‖2
= O(n−δ)MISE(K) +O
(
nδ−1
)
¤ A2
Therewith, all propositions are verified and the proof of Theorem I.2.1 is valid.
6 PRACTICAL COMPUTATION
Once the statistical properties of the CV-optimal kernel function K0 have been examined, we
would like to actually compute this kernel from a sample X1, . . . , Xn. K0 is argminCV (K)
within the set Kn := {K ∈ K|supp K̂ ⊆ (−n, n)}. Hence we face a minimization problem.
As already noted in Section 1, the set K is convex. With respect to the properties K̂(ω) ∈ R
and K̂(ω) ≥ 0, the convexity is clear. For the L2-norm we have:∫ (
λK1(x) + (1− λ)K2(x)
)2 − λK21 (x)− (1− λ)K22 (x)dx = λ(λ− 1) ∫ (K1(x)−K2(x))2dx
≤ 0
Given that all K̂ in K are unimodal and symmetric around 0, their mode is 0. And a
convex combination of any two K̂ is again unimodal. Convexity is also preserved through
the trimming of the support of K̂. And furthermore, CV (K) is a convex function:
CV
(
λK1 + (1− λ)K2
)
− λCV (K1)− (1− λ)CV (K2)
=
∫ (
λf˜K1(x) + (1− λ)f˜K2(x)
)2
dx− 2
n(n− 1)
∑
j 6=l
[
λK1(Xj −Xl) + (1− λ)K2(Xj −Xl)
]
− λ
∫ f˜K1(x)2dx− 2n(n− 1)∑
j 6=l
K1(Xj −Xl)

− (1− λ)
∫ f˜K2(x)2dx− 2n(n− 1)∑
j 6=l
K2(Xj −Xl)

=
∫ (
λf˜K1(x) + (1− λ)f˜K2(x)
)2 − λf˜K1(x)2 − (1− λ)f˜K1(x)2dx
= λ(λ− 1)
∫ (
f˜K1(x)− f˜K2(x)
)2
dx
≤ 0
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and strictly < 0, for λ different from 0 and 1, i.e. CV is even strictly convex. Therefore
minCV (K) over Kn is a convex optimization problem, with an argument that is itself a
non-increasing function, K̂: [0, n) −→ [0, 1].
For a discrete version of Kn, say Ktn, which contains all real, symmetric and unimodal piece-
wise constant functions on [0, n), with jumps at the points 2−tk, k = 1 . . . 2tn, and values
∈ [0, 1],
K̂t(ω) =
2tn∑
k=1
akI
(
2−t(k − 1) ≤ |ω| < 2−tk) , where 1 ≥ a1 ≥ . . . ≥ a2tn ≥ 0
Kt(x) =
1
pix
2tn∑
k=1
ak
(
sin(2−tkx)− sin(2−t(k − 1)x)
)
∫
Kt(x)2dx =
1
pi
2−t
2tn∑
k=1
a2k ≤ n
the minimization of CV (K) over Ktn is still a convex optimization problem, but now with
respect to a parameter of dimension 2tn (number of variables) and with 2tn+ 2 constraints.
The L1-distance between a kernel function K̂ in Kn and its closest neighbor K̂t in Ktn is not
greater than 2−t (and thus the same applies for the supremum distance between K and Kt).
It follows that∣∣CV (K)− CV (Kt)∣∣
=
∣∣∣ 1
n
∫
K(x)2 −Kt(x)2dx+ 1
n2
∑
j 6=l
[
K ∗K(Xj −Xl)−Kt∗Kt(Xj −Xl)
]
− 2
n(n− 1)
∑
j 6=l
[
K(Xj −Xl)−Kt(Xj −Xl)
]∣∣∣
=
1
2pi
∣∣∣ 1
n
∫
K̂(ω)2 − K̂t(ω)2dω + 1
n2
∑
j 6=l
∫ (
K̂(ω)2 − K̂t(ω)2
)
e−iω(Xj−Xl)dω
− 2
n(n− 1)
∑
j 6=l
∫ (
K̂(ω)− K̂t(ω)
)
e−iω(Xj−Xl)dω
∣∣∣
≤ 1
2pi
 1
n
∫
2|K̂(ω)− K̂t(ω)|dω + 1
n2
∑
j 6=l
∫
2|K̂(ω)− K̂t(ω)|dω
+
2
n(n− 1)
∑
j 6=l
∫
|K̂(ω)− K̂t(ω)|dω

≤ 2
pi
∫
|K̂(ω)− K̂t(ω)|dω
≤ 2
pi
· 2−t
=⇒ CV (Kt0) := minKtn
CV (K) ≤ CV ((K0)t) ≤ CV (K0) + 2
pi
· 2−t
Ktn ⊆ Kt+1n , so that the sequence CV (Kt0), in t −→ ∞, decreases monotonously towards
CV (K0).
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Since CV is strictly convex, for any t, the minimization problem min{CV (K)|K ∈ Ktn} pos-
sesses a unique solution Kt0, and the sequence {Kt0}t∈N converges towards K0, the unique
solution of the original problem.
It would be an interesting question to consider if a profound analysis in terms of optimization
could yield a more sophisticated solution to the problem, possibly avoiding discretization and
giving convergence rates over classes of densities.
6.1 Simulation
By a simulation study we try to get an impression of how the new method for selecting the
kernel function works in practice. For this purpose, several density functions f have been
chosen in order to generate sample data at different sample sizes n. A computer program
calculates the CV-optimal (piecewise constant) kernel K0 for each sample, its corresponding
ISE(K0) and, repeating the exercise b = 50 times, its mean value.
For the sake of comparison with conventional kernel estimates, we have additionally computed
ISE for fixed kernel functions with CV-optimal bandwidth, namely the second order Gauss
kernel and the rate adaptive (but not minimax) sinc-kernel.
The following density functions will be considered in the simulation: The Standard Normal
distribution density with exponentially decreasing Fourier transform and f(x) = 1−cos 5x
5pix2
, an
entire density with f̂(ω) = (1 − |ω|/5)+, whose both particular smoothness is not exploited
by most of the common kernel functions.
On the other hand two density functions with slowly decreasing Fourier transform: 1c (1 +
0.3 sinx+ 0.2 cos 3x)(1− (x/pi)10)+, trimodal and with bounded support, and the density of
a Γ-distribution with parameters 2 and 3/2, which is skewed and only defined on R+.
The simulation was conducted employing the commercial statistical software package S-
PLUS, along with the optimization module NUOPT. We recognize that even the roughly
cross-validated kernel functions (the program is documented in Appendix B) exhibit a good
performance, the gain is especially pronounced for densities with well behaved Fourier trans-
forms, and undeniable for those which are more difficult to estimate.
f(x) = 12pi e
−x2/2 f(x) = 1−cos 5x
5pix2
CV optimal Gaussian sinc
n K0 exp{−x2/2} x−1 sinx
50 0.0118 0.0172 0.0216
100 0.0065 0.0127 0.0114
500 0.0013 0.0028 0.0026
1000 0.0008 0.0016 0.0010
CV optimal Gaussian sinc
n K0 exp{−x2/2} x−1 sinx
50 0.0229 0.0307 0.0392
100 0.0079 0.0184 0.0187
500 0.0022 0.0055 0.0055
1000 0.0013 0.0022 0.0023
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f(x) = 1c
(
1 + 3 sinx10 +
cos 3x
5
) (
1− x10
pi10
)
+
f(x) = (3/2)
2
Γ(2) xe
−3x/2
CV optimal Gaussian sinc
n K0 exp{−x2/2} x−1 sinx
50 0.0110 0.0205 0.0249
100 0.0073 0.0125 0.0145
500 0.0025 0.0040 0.0047
1000 0.0018 0.0021 0.0025
CV optimal Gaussian sinc
n K0 exp{−x2/2} x−1 sinx
50 0.0270 0.0277 0.0617
100 0.0148 0.0209 0.0403
500 0.0052 0.0061 0.0166
1000 0.0027 0.0031 0.0037
The plots below for f(x) = 1c (1 + 0.3 sinx+ 0.2 cos 3x) (1− (x/pi)10)+ at n = 500, show that
the procedure delivers nice and smooth estimates, avoiding any absurd features, which are
from time to time observed in certain estimation techniques. The kernel in contrast, is a bit
unorthodox.
density and estimator
−3 −2 −1 0 1 2 3
kernel function
−4 −2 0 2 4
If a conclusion should be drawn from this fairly short study, the implementation of kernel-
CV seems to be worth an effort, since a quite important improvement in estimation power is
already attainable on relatively little expenses.
To tap the full potential of the cross-validation kernel choice, it would be highly desirable
to develop an elaborate numerical algorithm for the minimization of CV not only over step
functions but over all unimodal functions with support in (−n, n).
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Part II
NON-PARAMETRIC REGRESSION
1 PROBLEM, THEOREM and PROOF
In the second part of the present work we attempt to adapt our cross validation technique
for the choice of the optimal kernel to the problem of estimating a regression function.
Y = m(x) + ε, ε ∼ N (0, 1) (1)
Let us assume that we have a design with equidistant points of observation on [0, 1]: x1, . . . , xn,
xi = 2i−12n , and corresponding observations Y1, . . . , Yn with Yi = m(xi) + εi, εi independent
and identically standard-normally distibuted. We apply the Gasser-Mu¨ller estimator with
kernel function K:
m˜K(x) =
n∑
i=1
ki(x)Yi =
n∑
i=1
∫ xi+xi+1
2
xi−1+xi
2
K(z − x)dz Yi (2)
k1 and kn computed with x0 := − 12nund xn+1 := 2n+12n . Let the regression function m be
periodic with period length 1. (The reason for such an artificial assumption is no other than
to avoid boundary effects in the estimator. Evidently, it is possible to drop it, but not without
a loss in readability.) If we want to carry this property forward to m˜K , the kernel function
K also has to be periodic with period 1. So when estimating m at a point x near to 0,
observations at points near to 1 are taken into account with weights as high as if they had
been observed at points to the left side of 0. Vice versa, when estimating m at points x near
to 1.
Two further points, x−1 := − 32n and xn+2 := 2n+32n are necessary to define the cross-validation
(leave-one-out) criterion:
CV (K) =
1
n
n∑
i=1
(
m˜
(−i)
K (xi)− Yi
)2
=
1
n
n∑
i=1
∑
j 6=i
k
(−i)
j (xi)Yj − Yi
2 (3)
where k(−i)i−1 (xi) =
∫ xi
xi−2+xi−1
2
K(z − x)dz, k(−i)i+1 (xi) =
∫ xi+1+xi+2
2
xi
K(z − x)dz
and k(−i)j (xi) = kj(xi), otherwise
As n tends to ∞, the kernel function is customarily rescaled by a bandwidth h = hn −→ 0,
nh −→ ∞: Kh(.) = h−1K(./h), and statements about the choice of bandwidth and kernel
function similar to the case of density estimation can be found in: Hall (1984) – bandwidth
CV; Gasser, Mu¨ller, Mammitzsch (1985) – pseudo-optimal kernel functions; Golubev (1987)
– minimax kernel functions; Kneip (1994) simultaneous choice of kernel order and bandwidth.
Kneip (1994) chooses however the order of the kernel function only within a finite subset of
N. Super kernels are again rate-adaptive but not asymptotically minimax (with respect to
the constant).
In order to approximate the MISE-optimal kernel function in a more flexible way corre-
sponding to the procedure for density estimation, we will allow for kernel functions in the
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set K′ of all bounded 1-periodic functions with ∫ 10 K(x)dx = 1 and real, non-negative, uni-
modal Fourier expansion K̂(2piκ) :=
∫ 1
0 K(x)e
i2piκxdx and ‖K‖2 :=
∫ 1
0 K
2(x)dx ≤ √n (see
Appendix A.1 for a discussion of the exponential Fourier expansion).
Let m be bounded, its first and its second derivative exist and be bounded, too. Again let
K∗ be the MISE-optimal kernel out of K′. Denote the CV-optimal kernel out of K′n := {K ∈
K′|K̂(2piκ) = 0 for |κ| > √n} by K0.
THEOREM II.1.1 Under the hypotheses on m, ε and K stated in this section, it holds
for any δ > 0:
|E[ISE(K0)]−MISE(K∗)| = O(n−δ)MISE(K∗) +O
(
nδ−1
)
Remark 1 For uniformly bounded |m(j)|, j = 0, 1, 2, also ‖m‖2 is uniformly bounded, and
the result of Theorem II.1.1 is uniform over regression functions m. The restrictions on |m′|
and |m′′| are due to the discrete nature of CV used to approximate MISE (uniform bound-
edness of the derivatives of m is but one means, yet uniform convergence of E[CV] towards
MISE has to be ensured).
Remark 2 In comparison to the density case, we had to impose stronger restrictions to
the class of kernel functions available to the minimization of CV: K̂(2piκ) = 0 for |κ| > √n.
But since uniformity over m is anyway only achieved for |m′| and |m′′| uniformly bounded,
by the same assumption we deriveMISE(K∗
(
√
n)
) =MISE(K∗)+O(n−1) with uniform O(.).
Remark 3 As already noted earlier, the somewhat exclusive design of the estimation prob-
lem (periodic regression function, but also i.i.d. standard-normal errors) is possible to over-
come. We have chosen it with the intention not to further complicate the calculations, which
are anyway quite technical.
PROOF of THEOREM II.1.1 The proof runs along the lines of Section 3 Part I on
density estimation. The following propositions will be proven in Sections 2, 3 and 4: For any
λ <∞ there exists a set of “favorable events” Bn ⊆ Rn, such that for an abitrary observation
(Y1, . . . , Yn) = (m(x1) + ε1, · · · ,m(xn) + εn) with (ε1, . . . , εn) = ε ∈ Bn and for any δ > 0, it
holds that
B1 |ISE(K)− CV (K)| ≤ |ISE(K)−MISE(K)|+ |MISE(K)− E[CV (K)]|
+|E[CV (K)]− CV (K)|
= O(n−δ)MISE(K) +O
(
nδ−1
)
∀ K ∈
{
K ∈ K′|K̂(2piκ) = 0 for |κ| > √n
}
B2 P (ε ∈ Bcn) = O
(
n−λ
)
where all O(.) are uniform under the assumption. When λ is chosen sufficiently large, these
relations and the fact that E[ISE2(K)] = O(n2), which will be proven below, enable us to
show:
E[ISE(K0)]−MISE(K∗) = E [ISE(K0)− ISE(K∗)]
≤ EBn [ISE(K0)− ISE(K∗)] + EBcn [ISE(K0)]
≤ EBn [ISE(K0)− CV (K0)] + 0 +EBn [CV (K∗)− ISE(K∗)]
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+
√
P (Bcn)E[ISE2(K0)]
= O(n−δ)E[ISE(K0)] +O(n−δ)MISE(K∗) +O
(
nδ−1
)
+ O
(
n−λ/2
)
O (n)
For the opposite difference, it holds:
MISE(K∗)− E[ISE(K0)] = O(n−δ)MISE(K∗) +O
(
nδ−1
)
And therefore:
|E[ISE(K0)]−MISE(K∗)| = O(n−δ)MISE(K∗) +O
(
nδ−1
)
The missing gap for the completion of the proof is closed by:
E[ISE2(K)] = E
[∫ 1
0
(
m˜K(x)−m(x)
)2
dx
]2
≤ 4E
[∫ 1
0
m˜2K(x)dx+
∫ 1
0
m(x)2dx
]2
≤ const. ‖K‖42
(
max |m|2 + 2max |m|Eε2i + n−1Eε4i + (n− 1)n−1E2ε2i
)
+ const. ‖m‖42
= O(n2)
where the constants do neither depend onm nor on K. ¤
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Let us introduce a matrix notation for the Gasser-Mu¨ller weights:
K±(x) :=
∫ 1/(2n)
−1/(2n)
K (x− z) dz
K :=
((
K±(xi − xj)
))n
i,j=1
such that
(
m˜K(xi)
)n
i=1
= KY (4)
In the computation of the cross-validation criterion, the weight matrix changes: Let C be an
n × n matrix, with all elements in the diagonal equal to −1, all elements in the secondary
diagonals equal to 1/2 and 0 elsewhere, except for (C)1n = (C)n1, which be again set to 1/2.
CV (K) =
1
n
((
K+K±(0)C
)
Y − Y
)T((
K+K±(0)C
)
Y − Y
)
(5)
With definition
bK(x) := E[m˜K(x)]−m(x) =
n∑
i=1
K±(x− xi)m(xi)−m(x)
o`K(x) := (K ∗m)(x)−m(x) (6)
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we shall start proving the third part of proposition B1 by a consideration of MISE(K), so as
to figure out the appropriate size of the bound for CV-E[CV].
|bK(x)− o`K(x)| =
∣∣∣ n∑
i=1
∫ 1/(2n)
−1/(2n)
K(x− xi − y)dy m(xi)−
∫ 1
0
K(x− y)m(y)dy
∣∣∣
=
∣∣∣ n∑
i=1
∫ 1/(2n)
−1/(2n)
K(x− xi − y)m(xi)−K(x− xi − y)m(xi + y)dy
∣∣∣
≤
n∑
i=1
∫ 1/(2n)
−1/(2n)
|K(x− xi − y)|dy 1
n
max |m′|
≤ 1
n
max |m′|
√∫ 1
0
K2(x)dx (7)
For the next approximation we need that from K̂(2piκ) = 0 or |κ| > √n it follows that
max |K ′′| ≤
∑
|κ|≤√n
(2piκ)2K̂(2piκ)
≤
∑
|κ|≤√n
(2piκ)2
≤ (2pi)2 · 2n3/2
and as well
∫
K ′(x)2dx =
∑
(2piκ)2K̂2(2piκ) ≤ (2pi)2 · 2n3/2.
|K±(x)− 1
n
K(x)| =
∣∣∣∫ 1/(2n)
−1/(2n)
K(x+ y)dy − 1
n
K(x)
∣∣∣
=
∣∣∣∫ 1/(2n)
−1/(2n)
K(x+ y)−K(x)dy
∣∣∣
≤ 1
n2
|K ′(x)|+O(n−3/2) (8)
and therefore∣∣∣MISE(K)− ∫ 1
0
o`2K(x)dx−
σ2
n
∫ 1
0
K2(x)dx
∣∣∣
=
∣∣∣E ∫ 1
0
(
m˜K(x)−m(x)
)2
dx−
∫ 1
0
o`2K(x)dx−
σ2
n
∫ 1
0
K2(x)dx
∣∣∣
=
∣∣∣∫ 1
0
b2K(x)dx−
∫ 1
0
o`2K(x)dx+ σ
2
n∑
k=1
∫ 1
0
K±(xk − x)2dx− σ
2
n
∫ 1
0
K2(x)dx
∣∣∣
=
∣∣∣∫ 1
0
b2K(x)dx−
∫ 1
0
o`2K(x)dx+ σ
2
n∑
k=1
∫ 1
0
K±(xk − x)2 − 1
n
K2(xk − x)dx
∣∣∣
=
∫ 1
0
(
bK(x)− o`K(x)
)(
2 o`K(x) + bK(x)− o`K(x)
)
dx
+σ2
n∑
k=1
∫ 1
0
(
K±(xk − x)− 1
n
K(xk − x)
)(
2
n
K(xk − x) +K±(xk − x)− 1
n
K(xk − x)
)
dx
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≤ O(n−1)max |m′|
√∫ 1
0
K2(x)dx
√∫ 1
0
o`2K(x)dx+O(n
−2)max |m′|2
∫ 1
0
K2(x)dx
+O(n−5/4)σ2
√∫ 1
0
K2(x)dx+ σ2O(n−7/4)
which means that
MISE(K) =
(∫ 1
0
o`2K(x)dx+
σ2
n
∫ 1
0
K2(x)dx
)(
1 +O(n−1/2)
)
(9)
As residual terms containing functionals of the regression function m will from now on ap-
pear oftentimes, we can, for the sake of readability, not preserve a notation, where O’s are
independent of m. The uniformity of the results is nevertheless guaranteed for uniformly
bounded |m(j)|, j = 0, 1, 2.
Using matrix notation for CV and
m :=
(
m(xi)
)n
i=1
ε :=
(
εi
)n
i=1
bK :=
(
bK(xi)
)n
i=1
(10)
CV (K) =
1
n
((
K+K±(0)C
)
Y − Y
)T((
K+K±(0)C
)
Y − Y
)
=
1
n
Y T
(
K+K±(0)C− I
)2
Y
=
1
n
mT
(
K+K±(0)C− I
)2
m+
2
n
bTK
(
K+ 2K±(0)C− I
)
ε
+
2
n
mTK±(0)2C2ε+
1
n
εT
(
K2 + 2K±(0)KC− 2K
)
ε
+
1
n
εT
(
K±(0)2C2 − 2K±(0)C+ I
)
ε (11)
The term εTε is independent from K and thus drops out of ISE(K0)−CV (K0)+CV (K∗)−
ISE(K∗). Since we have assumed that K̂(2piκ) = 0 for n >
√
n, the high-frequency compo-
nent of the bias does not depend on K,
hm(x) :=
∑
|κ|>√n
m̂(2piκ)e−i2piκx = −
∑
|κ|>√n
b̂K(2piκ)e−i2piκx (12)
and cancels out between bK0 − bK∗ = (bK0 + hm) − (bK∗ + hm), where hm :=
(
hm(xi)
)n
i=1
.
mT (K+K±(0)C− I)2m is deterministic and vanishes after subtraction of E[CV (K)].
εT (K±(0)2C2 −2K±(0)C)ε andmT (K±(0)2C2−K±(0)C)ε only depend onK throughK±(0),
and we know that K±(0) =
∫ 1/(2n)
−1/(2n)K(x)dx ≤ 1n max |K| ≤ 1n
∑ |K̂(2piκ)| ≤ 2√n+1n . Hence
we are left to examine
2
n
(bK + hm)T
(2(2√n+ 1)
n
C− I
)
ε+
2
n
bTKKε+
8
n2
mTC2ε+
1
n
εT
(
K2 +
2(2
√
n+ 1)
n
KC− 2K
)
ε
+
1
n
εT
((2√n+ 1)2
n2
C2 +
2(2
√
n+ 1)
n
C
)
ε (13)
In Section 2.2 the quadratic forms in K and ε, centered by subtracting their expected values,
will be decomposed on a set of “favorable events” Bn1 by means of a wavelet inspired func-
tion basis, so as to find the bound O(n−1 ln2n)‖K‖2, whereby the probability of Bcn1 will be
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shown to be of the form O(n−λ+1/2) for sufficiently large λ. The centered quadratic forms in
C without K are dominated by λ
√
n lnn on the set Bn2. Similarly, P (Bcn2) ≤ O(n−λ).
The linear forms in bK and ε, with expected value 0, will be shown to be bounded by
O(n−1/2 ln3/2n)‖ o`K‖2 on the set Bn3, P (Bcn3) ≤ O(n−λ
2+1/2), through another decompo-
sition in Section 2.3. Finally mTC2ε is smaller than λ
√
n lnn, P (Bcn4) ≤ O(n−λ
2
), on the set
Bn4.
Therefore, on the union of all sets Bcni we obtain P (
⋃
Bcni) = P (B
c
n) = O(n
−λ′) with suitable
λ′ <∞, and on ⋂Bni = Bn:∣∣∣CV (K)− 1
n
εT ε−E
[
CV (K)− 1
n
εT ε
]
+
2
n
hTm
(
K±(0)C− I
)
ε
∣∣∣
≤
∣∣∣ 2
n
(bK + hm)T ε
∣∣∣+ ∣∣∣ 1
n
εT
(
K2 − 2K
)
ε− E
[
1
n
εT
(
K2 − 2K
)
ε
]∣∣∣
+
2(2
√
n+ 1)
n
(∣∣∣ 2
n
(bK + hm)TCε
∣∣∣+ ∣∣∣ 1
n
εT (K+ I)Cε−E
[ 1
n
εT (K+ I)Cε
]∣∣∣)
+
(2
√
n+ 1)2
n2
(
2
n
mTC2ε+
1
n
εTC2ε−E
[ 1
n
εTC2ε
])
= O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx+O
(
ln2n
n
)√∫ 1
0
K2(x)dx
+
4
√
n+ 2
n
O( ln3/2n√
n
)√∫ 1
0
o`2K(x)dx+O
(
ln2n
n
)√∫ 1
0
K2(x)dx+O
(
lnn√
n
)
+
(2
√
n+ 1)2
n2
O
(
ln1/2n√
n
)
= O(n−δ)MISE(K) +O
(
nδ−1
)
2.1 Fourier expansions
This technical subsection contains the calculation of the Fourier coefficients of the different
functions stemming from CV-E[CV]. These will be needed in the wavelet decompositions of
Subsections 2.2 and 2.3.
Because of periodicity of K, the matrix K is circulant (Lu¨tkepohl (1996)), it exhibits in
particular a Toeplitz structure. Furthermore it is symmetric – the value of K±(xi − xj) is
known to depend only on the difference |xi − xj |. And K(x) can be expanded into a Fourier
series as (see also Appendix A.1):
K̂(2piκ) :=
∫ 1
0
K(x) ei2piκxdx and K(x) =
∑
κ∈Z
K̂(2piκ)e−i2piκx (14)
K2 is again circulant. In order to express the components of K2 as function of |xi − xj |, too,
we define a discrete concatenation of two functions, similar to the convolution. For given n
and x1, . . . xn as in Section 1 of this part and f, g : [0, 1] −→ R let:
(f ¦ g) (x) := 1
n
n∑
k=1
f(x− xk)g(xk) (15)
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Due to the periodicity of K we can write:(
K2
)
ij
=
n∑
k=1
∫ 1/2n
−1/2n
K(xi − xk + y)dy
∫ 1/2n
−1/2n
K(xj − xk + z)dz
=
n∑
k=1
∫ 1/2n
−1/2n
K
(
(xi − xj)− xk + y
)
dy
∫ 1/2n
−1/2n
K(xk − z)dz
=
∫ 1/2n
−1/2n
n∑
k=1
K
(
(xi − xj)− xk + y
)∫ 1/2n
−1/2n
K(xk − z)dzdy
=
(
n∑
k=1
K( .− xk)K±(xk)
)±
(xi − xj)
= n
(
K ¦K±)± (xi − xj) (16)
n ̂(K ¦K±)(2piκ) =
∫ 1
0
n∑
k=1
K(x− xk)
∫ 1/2n
−1/2n
K(xk − z)dz ei2piκxdx
=
n∑
k=1
∫ 1
0
K(x− xk) ei2piκ(x−xk)dx ei2piκxk
∫ 1/2n
−1/2n
K(xk − z)dz
= K̂(2piκ)
n∑
k=1
∫ 1/2n
−1/2n
K(xk − z)
(
ei2piκ(xk−z) + ei2piκxk − ei2piκ(xk−z)
)
dz
= K̂(2piκ)
(
K̂(2piκ) +
n∑
k=1
∫ 1/2n
−1/2n
K(xk − z)
(
ei2piκxk − ei2piκ(xk−z)
)
dz
)
∣∣∣K̂2(2piκ)− n ̂(K ¦K±)(2piκ)∣∣∣ ≤ K̂(2piκ) n∑
k=1
∫ 1/2n
−1/2n
|K(xk − z) 2piκz| dz
≤ K̂(2piκ)2pi|κ|
2n
√∫ 1
0
K2(z)dz
Similarly to the density case, K̂(2piκ) ≤ ‖K‖2|2κ+ 1|−1/2. Since K̂(2piκ) = 0 for |κ| >
√
n,
it holds that: ∣∣∣K̂2(2piκ)− n ̂(K ¦K±)(2piκ)∣∣∣ = ∫ 1
0
K2(x)dx O
(
n−3/4
)
(17)
Next we examine
(KC)ij =
1
2
K±(xi − xj−1)−K±(xi − xj) + 12K
±(xi − xj+1)
=
1
2
∫ 1/(2n)
−1/(2n)
K (xi − xj−1 + z) dz −
∫ 1/(2n)
−1/(2n)
K (xi − xj + z) dz
+
1
2
∫ 1/(2n)
−1/(2n)
K (xi − xj+1 + z) dz
=
1
2
∫ 3/(2n)
1/(2n)
K (xi − xj + z) dz −
∫ 1/(2n)
−1/(2n)
K (xi − xj + z) dz
+
1
2
∫ −1/(2n)
−3/(2n)
K (xi − xj + z) dz (18)
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It is obvious that the components of KC are constructed in exactly the same way as those
of K. The integrals are just taken over different intervals. Let us consider the bias. We
remember bK and define bK :
bK(x) = n
(
K± ¦m) (x)−m(x) = n∑
k=1
K±(x− xk)m(xk)−m(x)
bK(x) := (K ¦m) (x)−m(x) = 1
n
n∑
k=1
K(x− xk)m(xk)−m(x) (19)
1
n
bK(x) =
1
n
n∑
k=1
K±(x− xk)m(xk)−m(x)
=
∫ 1/2n
−1/2n
1
n
n∑
k=1
K(x+ y − xk)m(xk)dy −m(x)
=
∫ 1/2n
−1/2n
1
n
n∑
k=1
K(x+ y − xk)m(xk)−m(x+ y)dy +
∫ 1/2n
−1/2n
m(x+ y)dy −m(x)
= b±K(x) +O
(
n−3
)
max |m′′| (20)
For the expansion of bK , we need m̂(2piκ) :=
∫ 1
0 m(x)e
i2piκxdx.
b̂K(2piκ) =
∫ 1
0
(
1
n
n∑
k=1
K(x− xk)m(xk)−m(x)
)
ei2piκxdx
=
∫ 1
0
1
n
n∑
k=1
K(x− xk)m(xk)ei2piκxdx− m̂(2piκ)
b̂K(2piκ) + m̂(2piκ) =
∫ 1
0
1
n
n∑
k=1
K(x− xk)m(xk)ei2piκxdx
=
1
n
n∑
k=1
∫ 1
0
K(x− xk)ei2piκ(x−xk)dx m(xk)ei2piκxk
= K̂(2piκ)
1
n
n∑
k=1
m(xk)ei2piκxk
= K̂(2piκ)
(
m̂(2piκ) +
1
n
n∑
k=1
m(xk)ei2piκxk − m̂(2piκ)
)
= ̂`oK(2piκ) + m̂(2piκ) + K̂(2piκ)( 1
n
n∑
k=1
m(xk)ei2piκxk − m̂(2piκ)
)
Bounding |(ei2piκx)′| ≤ 2piκ and |(ei2piκx)′′| ≤ (2piκ)2, respectively, K̂(2piκ) ≤ ‖K‖2|2κ+1|−1/2
and |κ| ≤ √n we obtain:
|̂bK(2piκ)− ̂`oK(2piκ)| = K̂(2piκ)∣∣∣ 1
n
n∑
k=1
m(xk)ei2piκxk − m̂(2piκ)
∣∣∣
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= K̂(2piκ)
1
n2
max
x
|(m(x)ei2piκx)′′|
l K̂(2piκ)
1
n2
4 (2piκ)2max{|m|, |m′|, |m′′|}
= κ2 K̂(2piκ)O
(
n−2
)
(21)
= O
(
n−2
)
κ2
√∫ 1
0 K
2(x)dx√
2|κ|+ 1
= O
(
n−5/4
)√∫ 1
0
K2(x)dx (22)
Next we aim considering the vector bTKK.
1
n
(
bTKK
)
i
=
1
n
n∑
k=1
bK(xk)K±(xi − xk) = (bK ¦K±)(xi) (23)
(
bK ¦K±
)
(x) =
1
n
n∑
k=1
bK(xk)K±(x− xk)
=
n∑
k=1
[
b±K(xk) +O
(
n−3
)]
K±(x− xk)
= n
(
b±K ¦K
)± (x) +O (n−3)
√∫ 1
0
K(x)dx
n ̂
(
b±K ¦K
)
(2piκ) =
∫ 1
0
n∑
k=1
b±K(xk)K(x− xk)ei2piκxdx
=
n∑
k=1
b±K(xk)
∫ 1
0
K(x− xk)ei2piκ(x−xk)dx ei2piκxk
= K̂(2piκ)
n∑
k=1
b±K(xk) e
i2piκxk
= K̂(2piκ)
(
b̂K(2piκ) +
n∑
k=1
b±K(xk) e
i2piκxk − b̂K(2piκ)
)
Since y ∈ [−1/(2n), 1/(2n)] we can bound |ei2piκxk − ei2piκ(xk+y)| ≤ 2pi|κ|/(2n).
∣∣∣n ̂(b±K ¦K)(2piκ)− K̂(2piκ)̂bK(2piκ)∣∣∣ = K̂(2piκ)∣∣∣ n∑
k=1
∫ 1/2n
−1/2n
bK(xk + y)
(
ei2piκxk − ei2piκ(xk+y)
)
dy
∣∣∣
≤ K̂(2piκ)
n∑
k=1
∫ 1/2n
−1/2n
|bK(xk + y)|dy 2pi|κ|2n
≤ pi|κ|
n
K̂(2piκ)
√∫ 1
0
b2K(y)dy
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≤ pi|κ|
n
√
2|κ|+ 1
√∫ 1
0
K2(x)dx
√∫ 1
0
b2K(y)dy
= O
(
n−3/4
)√∫ 1
0
K2(x)dx
√∫ 1
0
b2K(y)dy (24)
Because of max |K| ≤ 2√n + 1, max |K ′| ≤ 4pin and max |K ′′| ≤ 8pi2n3/2, (24) is related to
MISE in the following way:
|bK(x)− o`K(x)| =
∣∣∣ 1
n
n∑
k=1
K(x− xk)m(xk)−
∫ 1
0
K(x− y)m(y)dy
∣∣∣
≤ 1
n2
max
y
∣∣(K(x− y)m(y))′′∣∣
= O
(
n−1/2
)
max{|m|, |m′|, |m′′|}
∣∣∣∫ 1
0
b2K(x)dx−
∫ 1
0
o`2K(x)dx
∣∣∣ = ∫ 1
0
(
bK(x)− o`K(x)
)(
2 o`K(x) + bK(x)− o`K(x)
)
dx
=
∫ 1
0
O
(
n−1/2
)(
2 o`K(x) +O
(
n−1/2
))
dx
= O
(
n−1/2
)√∫ 1
0
o`2K(x)dx+O
(
n−1
)
= O(n−δ)MISE(K) +O
(
nδ−1
)
Combining inequalities number (21) and (24) we get:∣∣∣n ̂(b±K ¦K)(2piκ)− K̂(2piκ)̂`oK(2piκ)∣∣∣
≤
∣∣∣n ̂(b±K ¦K)(2piκ)− K̂(2piκ)̂bK(2piκ)∣∣∣+ ∣∣∣K̂(2piκ)̂bK(2piκ)− K̂(2piκ)̂`oK(2piκ)∣∣∣
= O
(
n−3/4
)√∫ 1
0
K2(x)dx
√∫ 1
0
b2K(y)dy + K̂
2(2piκ)O
(
n−2
)
κ2
= O
(
n−3/4
)√∫ 1
0
K2(x)dx
√∫ 1
0
b2K(y)dy +O
(
n−2
) ∫ 1
0
K2(x)dx
κ2
2|κ|+ 1
= O
(
n−3/4
)√∫ 1
0
K2(x)dx
√∫ 1
0
b2K(y)dy +O
(
n−3/2
)∫ 1
0
K2(x)dx (25)
And finally we break down the remaining term bTKC to (bTKC)i =
1
2bK(xi−1) − bK(xi) +
1
2bK(xi+1).
2.2 The quadratic forms
As in Part I, the quadratic forms (and later on the linear ones) will be decomposed by means
of a wavelet basis. The only difference will lie in the replacement of the density function f ,
by the regression function m, and the fact that sums instead of integrals will appear. Beyond
that, the proofs follow the same ideas.
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In (12) we have defined
K̂(2piκ) =
∫ 1
0
K(x)ei2piκxdx
and we recall the assumptions K̂(0) = 1, K̂(2piκ) monotonously decreasing for κ = 1, . . . , b√nc
(where bxc is defined to be the integer part of the real number x, and for positivex dxe =
bxc + 1) and equal to 0 for κ > √n. The Fourier coefficients are now to be decomposed
by a wavelet basis. Since in Fourier expansion we only need to represent Fourier coefficients
defined on 2piZ, it suffices to employ basis functions which map 2piZ −→ R. Let δu(.) be the
Landau symbol, such that δu(X) = 1, if X = u and 0 otherwise.
ϕ̂01(2piκ) := δ0(2piκ)
ϕ̂s2(2piκ) := 2−(s+1)/2
2s+1−1∑
u=2s
δ2piu(|2piκ|), s = 0, . . . , dn = dlnn/(2 ln 2)e
ψ̂st(2piκ) := 2−(s+1)/2
(t−1/2)2s−1∑
u=(t−1)2s
δ2piu(|2piκ|)−
t2s−1∑
u=(t−1/2)2s
δ2piu(|2piκ|)
 ,
for s = 1, . . . , dn; t = 2, . . . , d2−s
√
ne (26)
We will not need any finer mother wavelets because it is not necessary to represent the
functions K̂ in more than b√nc arguments. {ϕ̂st, ψ̂st} are orthonormal. They constitute a
complete wavelet basis for the functions K̂ : 2pi · {−b√nc,−b√nc − 1, . . . , b√nc} −→ [0, 1].
The wavelet coefficients are:
αst(K) :=
∑
|κ|≤√n
K̂(κ)ϕ̂st(κ) and βst(K) :=
∑
|κ|≤√n
K̂(κ)ψ̂st(κ)
The wavelet basis of the Fourier coefficients may be transformed into a function basis of the
periodic functions K with period length 1 defined in the time domain,
ϕ01(x) ≡ 1
ϕs2(x) = 2−(s+1)/2
2s+1−1∑
|u|=2s
e−i2piux
ψst(x) = 2−(s+1)/2
(t−1/2)2s−1∑
|u|=(t−1)2s
e−i2piux −
t2s−1∑
|u|=(t−1/2)2s
e−i2piux
 (27)
so that there results a decomposition of K. The sums
2−s
√
n∑
t=2
are to be understood as
d2−s√ne∑
t=2
.
K(x) =
∑
κ∈Z
K̂(κ)e−i2piκx
=
∑
κ∈Z
α01(K)ϕ̂01(2piκ) + dn∑
s=0
αs2(K)ϕ̂s2(2piκ) +
dn∑
s=1
2−s
√
n∑
t=2
βst(K)ψ̂st(2piκ)
 e−i2piκx
= α01(K)
∑
κ∈Z
ϕ̂01(2piκ)e−i2piκx +
dn∑
s=0
αs2(K)
∑
κ∈Z
ϕ̂s2(2piκ)e−i2piκx
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+
dn∑
s=1
2−s
√
n∑
t=2
βst(K)
∑
κ∈Z
ψ̂st(2piκ)e−i2piκx
= α01(K)ϕ01(x) +
dn∑
s=0
αs2(K)ϕs2(x) +
dn∑
s=1
2−s
√
n∑
t=2
βst(K)ψst(x)
Analogously to K, the following matrices are constructed
Φst :=
((∫ 1/2n
−1/2n
ϕst(xj − xi + z)dz
))n
i,j=1
Ψst :=
((∫ 1/2n
−1/2n
ψst(xj − xi + z)dz
))n
i,j=1
(28)
and they thus decompose the quadratic form into:
1
n
εTKε− 1
n
E
[
εTKε
]
=
1
n
α01(K)
(
εTΦ01ε−E
[
εTΦ01ε
])
+
1
n
dn∑
s=0
αs2(K)
(
εTΦs2ε− E
[
εTΦs2ε
])
+
1
n
dn∑
s=1
2−s
√
n∑
t=2
βst(K)
(
εTΨstε− E
[
εTΨstε
])
(29)
On a set of “favorable events” Bn1,1:
Bn1,1 :=
{
(ε1, . . . , εn) : |εTΦstε−E
[
εTΦstε
] | ≤ λ lnn, |εTΨstε−E [εTΨstε] | ≤ λ lnn, ∀ s, t} (30)
with λ <∞ sufficiently large, it holds that∣∣∣∣ 1nεTKε− 1nE [εTKε]
∣∣∣∣ ≤ 1n ∣∣∣α01(K) (εTΦ01ε− E [εTΦ01ε])+
dn∑
s=0
αs2(K)
(
εTΦs2ε−E
[
εTΦs2ε
])
+
dn∑
s=1
2−s
√
n∑
t=2
βst(K)
(
εTΨstε−E
[
εTΨstε
])∣∣∣
≤ λ lnn
n
|α01(K)|+ dn∑
s=0
|αst(K)|+
dn∑
s=1
2−s
√
n∑
t=2
|βst(K)|

≤ λ lnn
n
√∫ 1
0
K2(x)dx
√
dn + 2 +
dn∑
s=1
√∫ 1
0
K2(x)dx

≤ λ lnn
n
√∫ 1
0
K2(x)dx
(√
dn + 2 +
√
2 dn
)
= O
(
ln2n
n
)√∫ 1
0
K2(x)dx Lemma II.2.1
This is asymptotically dominated byO(n−δ)MISE(K)+O(nδ−1). In Lemma II.2.2, the prob-
ability of a single complementary set, i.e. P (|εTΦstε−E
[
εTΦstε
] | > λ lnn) and P (|εTΨstε−
E
[
εTΨstε
] | > λ lnn), respectively, is calculated, and for the union we obtain
P
(
Bcn1,1
) ≤ P (|εTΦ01ε− E [εTΦ01ε] | > λ lnn)+ dn∑
s=0
P
(|εTΦs2ε−E [εTΦs2ε] | > λ lnn)
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+
dn∑
s=1
2−s
√
n∑
t=2
P
(|εTΨstε−E [εTΨstε] | > λ lnn)
= (dn + 2)O
(
n−λ
)
+
dn∑
s=1
(d2−s√ne − 1)O (n−λ)
= O
(
n−λ+1/2
)
Applying (16) we decompose εTK2ε − E[εTK2ε] trough the same {ϕst, ψst}. And on the set
Bn1,1 we obtain:∣∣∣ 1
n
εTK2ε− 1
n
E
[
εTK2ε
]∣∣∣
=
∣∣∣ 1
n
εTn
(
K ¦K±) ε−E [ 1
n
εTn
(
K ¦K±) ε]∣∣∣
=
1
n
∣∣∣α01(n (K ¦K±)) (εTΦ01ε− E [εTΦ01ε])+ dn∑
s=0
αs2(n
(
K ¦K±)) (εTΦs2ε− E [εTΦs2ε])
+
dn∑
s=1
2−s
√
n∑
t=2
βst(n
(
K ¦K±)) (εTΨstε− E [εTΨstε])∣∣∣
=
λ lnn
n
√∫ 1
0
K2(x)dx
√
dn + 2 +O
(
n−1/2
)∫ 1
0
K2(x)dx
+
dn∑
s=1
√∫ 1
0
K2(x)dx+ 2−s/2 O
(
n−1/4
)∫ 1
0
K2(x)dx

= O
(
ln2n
n
)√∫ 1
0
K2(x)dx+O
(
n−5/4 lnn
)∫ 1
0
K2(x)dx Lemma II.2.1
Next we consider the term εTKCε − E[εTKCε]. Here it is useful to construct new basis
matrices out of the old basis functions.
Θst :=
((
1
2
∫ 3/2n
1/2n
ϕst(xi − xj + z) + ϕst(xi − xj − z)dz −
∫ 1/2n
−1/2n
ϕst(xi − xj + z)dz
))n
i,j=1
Ξst :=
((
1
2
∫ 3/2n
1/2n
ψst(xi − xj + z) + ψst(xi − xj − z)dz −
∫ 1/2n
−1/2n
ψst(xi − xj + z)dz
))n
i,j=1
(31)
The wavelet coefficients correspond to those of K, and Lemma II.2.1 may be applied again.
The quadratic forms however, are not the same as for K. Hence it is necessary to construct a
new set of “favorable events” Bn1,2, where the quadratic forms in Θst and Ξst do not exceed
λ lnn. The bound for P (Bcn1,2) can be found analogously to the one for P (B
c
n1,1). On the set
Bn1,2 we have
∣∣∣ 1
n
εTKCε− 1
n
E
[
εTKCε
]∣∣∣ = 1
n
∣∣∣α01(K) (εTΘ01ε− E [εTΘ01ε])+ dn∑
s=0
αs2(K)
(
εTΘs2ε−E
[
εTΘs2ε
])
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+
dn∑
s=1
2−s
√
n∑
t=2
βst(K)
(
εTΞstε−E
[
εTΞstε
])∣∣∣
≤ λ lnn
n
|α01(K)|+ dn∑
s=0
|αs2(K)|+
dn∑
s=1
2−s
√
n∑
t=2
|βst(K)|

= O
(
ln2n
n
)√∫ 1
0
K2(x)dx (32)
P
(
Bcn1,2
) ≤ (dn + 2)O (n−λ)+ dn∑
s=1
(
2−sn− 1)O (n−λ)
= O
(
n−λ+1/2
)
Lemma II.2.2
There still remain the terms εTCε − E [εTCε] and εTC2ε − E [εTC2ε] to regard upon. The
matrices do not depend on K and therefore no wavelet decomposition is needed. Our aim
is to find a bound for both quadratic forms that is only exceeded with a rapidly vanishing
probability. According to Lemma II.2.2, this time the bound falls at λ
√
n lnn. The sets of
“favorable events” can be denoted by Bn2,1 for C and Bn2,2 for C2. On these sets
1
n
√
n
(
εTCε−E [εTCε]) = O(λ ln1/2n
n
)
(33)
P
(
Bcn2,1
) ≤ O (n−λ)
and
1
n2
(
εTC2ε−E [εTC2ε]) = O(λ ln1/2n
n
√
n
)
(34)
P
(
Bcn2,2
) ≤ O (n−λ)
so that these terms are dominated by O(n−δ)MISE(K) +O(nδ−1), too, for arbitrary δ.
Lemma II.2.1
|α01(K)|+
dn∑
s=0
|αs2(K)| ≤
√∫ 1
0
K2(x)dx
√
dn + 2
2−s
√
n∑
t=2
|βst(K)| ≤
√∫ 1
0
K2(x)dx
and analogously
|α01(n
(
K ¦K±))|+ dn∑
s=0
|αs2(n
(
K ¦K±))| ≤
√∫ 1
0
K2(x)dx
√
dn + 2 +O
(
n−1/2
)∫ 1
0
K2(x)dx
2−s
√
n∑
t=2
|βst(n
(
K ¦K±))| ≤
√∫ 1
0
K2(x)dx+ 2−s/2O
(
n−1/4
)∫ 1
0
K2(x)dx
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Proof Because of orthonormality we can write:[
|α01(K)|+
dn∑
s=0
|αs2(K)|
]
=
∣∣∣ ∑
|κ|≤√n
K̂(2piκ)ϕ̂01(2piκ)
∣∣∣+ dn∑
s=0
∣∣∣ ∑
|κ|≤√n
K̂(2piκ)ϕ̂s2(2piκ)
∣∣∣
=
∑
|κ|≤√n
K̂(2piκ)
[
ϕ̂01(2piκ) +
dn∑
s=0
ϕ̂s2(2piκ)
]
≤
√ ∑
|κ|≤√n
K̂2(2piκ)
√√√√√ ∑
|κ|≤√n
(
ϕ̂01(2piκ) +
dn∑
s=0
ϕ̂s2(2piκ)
)2
=
√∫ 1
0
K2(x)dx
√√√√√ ∑
|κ|≤√n
[
ϕ̂201(2piκ) +
dn∑
s=0
ϕ̂2s2(2piκ)
]
=
√∫ 1
0
K2(x)dx
√√√√1 + dn∑
s=0
1
=
√∫ 1
0
K2(x)dx
√
dn + 2
For the β’s we use the known bound K̂(2piκ) ≤ ‖K‖2|2κ+ 1|−1/2.
2−s
√
n∑
t=2
|βst(K)| =
2−s
√
n∑
t=2
∣∣∣ ∑
|κ|≤√n
K̂(2piκ)ψ̂st(2piκ)
∣∣∣
=
2−s
√
n∑
t=2
∣∣∣ ∑
|κ|≤√n
K̂(2piκ)2−(s+1)/2
(t−1/2)2s−1∑
u=(t−1)2s
δu(|2piκ|)−
t2s−1∑
u=(t−1/2)2s
δu(|2piκ|)
∣∣∣
= 2−(s+1)/2
2−s
√
n∑
t=2
∣∣∣2 (t−1/2)2s−1∑
u=(t−1)2s
K̂(2piu)− 2
t2s−1∑
u=(t−1/2)2s
K̂(2piu)
∣∣∣
≤ 2−(s−1)/2
2−s
√
n∑
t=2
(
2sK̂ (2pi(t− 1)2s)− 2sK̂ (2pit2s)
)
≤ 2(s+1)/2K̂ (2pi2s)
≤ 2(s+1)/2
√ ∑
|κ|≤√n
K̂2(2piκ)
√
2 · 2s + 1
≤
√∫ 1
0
K2(x)dx
To obtain the bounds for the coefficients of n(K ¦K±) we revert to equation (17).
|α01(n
(
K ¦K±))|+ dn∑
s=0
|αs2(n
(
K ¦K±))|
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≤
∑
|κ|≤√n
∣∣∣ ̂n (K ¦K±)(2piκ)∣∣∣ [ϕ̂01(2piκ) + dn∑
s=0
ϕ̂s2(2piκ)
]
=
∑
|κ|≤√n
(
K̂2(2piκ) +O
(
n−3/4
)∫ 1
0
K2(x)dx
)[
ϕ̂01(2piκ) +
dn∑
s=0
ϕ̂s2(2piκ)
]
,
where the term
∑
K̂2(2piκ)[ϕ̂01(2piκ)+
∑dn
s=0 ϕ̂s2(2piκ)] is handled like
∑
K̂(2piκ)[ϕ̂01(2piκ)+∑dn
s=0 ϕ̂s2(2piκ)]. The other one is bounded by∑
|κ|≤√n
O
(
n−3/4
)∫ 1
0
K2(x)dx
[
ϕ̂01(2piκ) +
dn∑
s=0
ϕ̂s2(2piκ)
]
= O
(
n−3/4
)∫ 1
0
K2(x)dx
1 + dn∑
s=0
2−(s+1)/2
2s+1−1∑
|κ|=2s
1

= O
(
n−3/4
)∫ 1
0
K2(x)dx
[
1 +
dn∑
s=0
2(s+1)/2
]
= O
(
n−1/2
)∫ 1
0
K2(x)dx,
since 2dn/2 = O(n1/4). A similar calculation leads to the desired result for
∑ |βst(n(K¦K±))|.
2−s
√
n∑
t=2
|βs2(n
(
K ¦K±))| ≤ ∑
|κ|≤√n
(
K̂2(2piκ) +O
(
n−3/4
)∫ 1
0
K2(x)dx
) 2−s√n∑
t=2
|ψ̂st(2piκ)|
∑
|κ|≤√n
O
(
n−3/4
)∫ 1
0
K2(x)dx
2−s
√
n∑
t=2
|ψ̂st(2piκ)| = O
(
n−3/4
)∫ 1
0
K2(x)dx 2−(s+1)/2 2
√
n∑
κ=2s
1
= 2−s/2 O
(
n−1/4
)∫ 1
0
K2(x)dx ¤
Lemma II.2.2
P
(|εTΦstε−EεTΦstε| > λ lnn) = O (n−λ) , for s = 0, t = 1 and s = 0, . . . , dn, t = 2
P
(|εTΨstε− EεTΨstε| > λ lnn) = O (n−λ) , for s = 1, . . . dn and t = 2, . . . , 2−s√n
The same holds for the Θ’s and the Ξ’s. Furthermore:
P
(
|εTCε− EεTCε| > λ
√
n lnn
)
= O
(
n−λ
)
P
(
|εTC2ε−EεTC2ε| > λ
√
n lnn
)
= O
(
n−λ
)
Proof For a matrix A and independent, standard-normally distributed errors εi, Lemma
2.1 of Bentkus, Rudzkis (1980) (see also Appendix A.3), holds:
P
(|εTAε− EεTAε| > x) ≤ 2 exp{− x2/2
2trA2 + 2x‖A‖∞
}
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We apply this inequality to the matrix Φst.
tr Φ2st =
∑
i,j
(∫ 1/2n
−1/2n
ϕst(xj − xi + y)dy
)2
≤
∑
i,j
1
n
∫ 1/2n
−1/2n
ϕ2st(xj − xi + y)dy
=
n∑
i=1
1
n
∫ 1
0
ϕ2st(y)dy
= 1
‖Φst‖∞ = max
i
n∑
j=1
|
∫ 1/2n
−1/2n
ϕst(xj − xi + y)dy|
≤ max
i
n∑
j=1
√
1
n
√∫ 1/2n
−1/2n
ϕ2st(xj − xi + y)dy
≤ max
i
√√√√ n∑
j=1
1
n
√√√√ n∑
j=1
∫ 1/2n
−1/2n
ϕ2st(xj − xi + y)dy
=
√∫ 1
0
ϕ2st(y)dy
= 1
Hence it holds that
P
(|εTΦstε− EεTΦstε| > λ lnn) ≤ 2 exp{− λ2 ln2n4trΦ2st + 4λ lnn‖Φst‖∞
}
≤ exp
{
− λ
2 ln2n
4 + 4λ lnn
}
= O
(
exp{−λ lnn}
)
With trΘ2st ≤ 92trΦ2st and ‖Θst‖∞ ≤ 2‖Φst‖∞ the same rate can be achieved for P (|εTΘε −
E[εTΘε]| > λ lnn). The computations for Ψst and Ξst are analogous.
For C we have trC2 = 32n, ‖C‖∞ = 2 and trC4 = 358 n, ‖C2‖∞ = 4. In order to avoid losing the
exponential rate of P (Bcn2,1) and P (B
c
n2,2), we can only set a bound of λ
√
n lnn in the inequal-
ity of Bentkus, Rudzkis (1980). ¤
2.3 The linear forms
The basis functions for the decomposition of the low-frequency component of the bias o`K+hm
are constructed in a similar way as in the density estimation case. The regression function m
will replace the density function f and instead of integrals we will consider sums. An extra
summand added to m̂(2piκ) will help us to bound the number of mother wavelets, that we
need for our basis.
m̂n(0) := m̂(0) + n−5/4 and m̂n(2piκ) :=

m̂(2piκ) + n−5/4κ−1, if m̂(2piκ) > 0
m̂(2piκ)− n−5/4κ−1, if m̂(2piκ) < 0
0, if m̂(2piκ) = 0
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Mn :=
∑
|κ|≤√n
|m̂n(2piκ)|2 (35)
Since the division of 2pi · {−b√nc,−b√nc + 1, . . . , b√nc} into sections ∆st with exactly∑
∆st
|m̂n(2piκ)|2 = 2−sMn is not possible, the basis functions must be normalized and or-
thogonalized appropriately. Let us define κst, in case it exists, as:
κst := max
κ ∈ N ∣∣∣ 2−s(t− 1)Mn ≤ 2 ∑|λ|≤κ |m̂n(2piλ)|2 < 2−stMn
 and
∆st(2piκ) :=
κst∑
u=κs,t−1+1
δu(|2piκ|) (36)
so that we have the following basis functions:
ϕ̂′st(2piκ) := 2
s/2ν
1/2
st M
−1/2
n m̂n(2piκ)∆st(2piκ), for s = 1, . . . , sn := dlnn/ ln 2e,
t = 2s − 1 and for s = sn also t = 2sn
ψ̂′st(2piκ) := 2
(s+1)/2µstM
−1/2
n m̂n(2piκ)
[
νs+1,2t−1∆s+1,2t−1(2piκ)− νs+1,2t∆s+1,2t(2piκ)
]
,
for s = 1, . . . , sn − 1; t = 2, . . . , 2s − 1 and s ≥ sn; t = 1, . . . , 2s (37)
with appropriate normalization constants:
νst :=
Mn
2s
∑
κ
|m̂n(2piκ)|2∆st(2piκ) and µst :=
1√
νs+1,2t−1 + νs+1,2t
(38)
where νst ∈ [1, 2) and, correspondingly, µst ∈ (12 , 1√2 ]. Now a basis may be formed by means
of {ϕ̂′1,1, ϕ̂′2,3, . . . , ϕ̂′sn,2sn−1, ϕ̂′sn,2sn} and {ψ̂′s,t|s = 1, . . . , sn − 1; t = 1, . . . , 2s − 1 and s = sn,
t = 2sn} (as far as they are defined through κst) and as many finer mother wavelet functions
ψ̂′s,t, s > sn, 1 ≤ t ≤ 2s, as needed for guaranteeing that every function m̂n · ĝ in the range
of |κ| ≤ √n can be exactly represented. The number of wavelets, which must be constructed
over a certain point 2piκ depends on the value of |m̂n(2piκ)|2 compared to Mn. It is bounded
by the integer sκ = min{s ∈ N|2−sMn ≤ 2|m̂n(2piκ)|2} ≤ (lnMn + 5/2 lnn+ 2 lnκ)/ ln 2.
The functions {ϕ̂′st, ψ̂′st} constitute a complete orthonormal basis for all functions ĝ · m̂ · I√n
(the same class as ĝ · m̂n · I√n, because they share their zeros), to which ̂`oK · I√n belong for
every K ∈ K′. With their help, we may start to consider the linear forms. First we make use
of the inequality (18), Section 2.1, and 1nhm(x) = h
±
m(x) + o(n
−3)max |m′′|:
1
n
(bK + hm)T ε =
1
n
n∑
i=1
(
bK(xi) + hm(xi)
)
εi
=
n∑
i=1
(bK + hm)±(xi) εi +O
(
n−3
) n∑
i=1
|εi| (39)
The second term of the right-hand side is independent of K,
∑ |εi| will be bounded on a set
of “favorable events” Bn3,0 by O(n). The complement of this set has exponentially decreasing
probability, which we will see at the end of the section in equation (48).
For
∑
(bK+hm)±(xi)εi we proceed similarly to the case of density estimation by decomposing
bK + hm using the basis {ϕ′st, ψ′st}. On the set of “favorable events”
Bn3,1 :=
{
(ε1, . . . , εn) : |ϕ′stT ε| ≤
λ ln1/2n√
n
, ∀s, t and |ψ′stT ε| ≤
λ ln1/2n√
n
, ∀s, t
}
(40)
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with ϕ′st :=
(∫ 1/2n
−1/2n
ϕ′st(xi + z)dz
)n
i=1
and ψ′st :=
(∫ 1/2n
−1/2n
ψ′st(xi + z)dz
)n
i=1
it holds that (remember ̂`oK(2piκ) + ĥm(2piκ) = ̂`oK(2piκ)I√n(κ)):∣∣∣(bK + hm)±T ε∣∣∣
=
∣∣∣[ sn∑
s=1
α′s,2s−1(bK)ϕ
′
s,2s−1 + α
′
sn,2sn (bK)ϕ
′
sn,2sn +
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)ψ
′
st
+
max sκ∑
s=sn
2s∑
t=1
β′st(bK)ψ
′
st
]T
ε
∣∣∣
=
∣∣∣ sn∑
s=1
α′s,2s−1(bK)
[
ϕ′Ts,2s−1ε
]
+ α′sn,2sn (bK)
[
ϕ′Tsn,2snε
]
+
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)
[
ψ′Tstε
]
+
max sκ∑
s=sn
2s∑
t=1
β′st(bK)
[
ψ′Tstε
]∣∣∣
≤ λ ln
1/2n√
n
[
sn∑
s=1
|α′s,2s−1(bK)|+ |α′sn,2sn (bK)|+
sn−1∑
s=1
2s−1∑
t=1
|β′st(bK)|+
max sκ∑
s=sn
2s∑
t=1
|β′st(bK)|
]
≤ λ ln
1/2n√
n
√∫ 1
0
o`2K(x)dx
√
sn + 1 +O
(
n−3/2 lnn
)√∫ 1
0
K2(x)dx
+
sn−1∑
s=1
√
2
∫ 1
0
o`2K(x)dx+
max sκ∑
s=sn
2 · 2−s/2‖m‖2 +O
(
n−3/4
)√∫ 1
0
K2(x)dx+O
(
n−1
)
= O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx+O
(
n−5/4 ln1/2n
)√∫ 1
0
K2(x)dx+O
(
n−1 ln1/2n
)(
‖m‖2 + 1
)
= O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx Lemma II.2.3
Obviously O(n−5/4 ln1/2n)‖K‖2 = O(n−1/4 ln1/2n) 1n‖K‖2 is of smaller order than O(n−1/4
· ln1/2n)MISE(K). The probability of the complementary set can be shown to have the
bound (Lemma II.2.4 and (47)):
P
(
Bcn3,1
)
= O
(
n−λ
2+1/2
)
(41)
For 1nb
T
KKε, we remember (23) of Subsection 2.1. This time, subtraction of hm from bK is not
necessary because multiplication by K already suppresses the high frequency component.
1
n
bTKKε =
n∑
i=1
(bK ¦K±)(xi)εi
=
n∑
i=1
n(b±K ¦K)±(xi)εi +O
(
n−3
)√∫ 1
0
K2(x)dx
n∑
i=1
|εi| (42)
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Even with the extra factor ‖K‖2 the second term is negligible compared to MISE.
n(b±K ¦K)± may now be decomposed analogously to b±K through the basis {ϕ′st, ψ′st}. The set
of “favorable events” is thus again Bn3,1, and the coefficients are handled in Lemma II.2.3.
On the set Bn3,1 it holds that:∣∣∣n(b±K ¦K)±T ε∣∣∣
=
∣∣∣[ sn∑
s=1
α′s,2s−1(n
(
b±K ¦K
)
)ϕ′s,2s−1+α
′
sn,2sn (n
(
b±K ¦K
)
)ϕ′sn,2sn+
sn−1∑
s=1
2s−1∑
t=1
β′st(n
(
b±K ¦K
)
)ψ′st
+
max sκ∑
s=sn
2s∑
t=1
β′st(n
(
b±K ¦K
)
)ψ′st
]T
ε
∣∣∣
≤ λ ln
1/2n√
n
[
sn∑
s=1
|α′s,2s−1(n
(
b±K ¦K
)
)|+ |α′sn,2sn (n
(
b±K ¦K
)
)|+
sn−1∑
s=1
2s−1∑
t=1
|β′st(n
(
b±K ¦K
)
)|
+
max sκ∑
s=sn
2s∑
t=1
|β′st(n
(
b±K ¦K
)
)|
]
≤ O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx+O
(
n−3/4 ln1/2n
)√∫ 1
0
K2(x)dx
√∫ 1
0
o`2K(x)dx
+ O
(
n−3/2 ln1/2n
)∫ 1
0
K2(x)dx+O
(
n−1 ln1/2n
)(
‖m‖2 + 1
)
= O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx
O(n−3/4 ln3/2n)‖K‖2‖ o`K‖2 = O(n−1/4 ln3/2n) 1√n‖K‖2‖ o`K‖2, where both 1√n‖K‖2 and ‖ o`K‖2
are smaller than
√
MISE(K). And also O(n−3/2 ln3/2n)‖K‖22 = O(n−1/2 ln3/2n)MISE(K).
Let us turn to 1n(bK + hm)
TCε. As in the already considered case of KC, different inte-
grals of the same basis functions {ϕ′st, ψ′st} are necessary for the decomposition, whereas the
coefficients will be those of bK .
1
n
(bK + hm)TCε =
1
n
n∑
i=1
[
1
2
(
bK(xi−1) + hm(Xi−1)
)
−
(
bK(xi) + hm(xi)
)
+
1
2
(
bK(xi+1)
+ hm(xi+1)
)]
εi
=
n∑
i=1
[
1
2
(bK + hm)±(xi−1)− (bK + hm)±(xi) + 12(bK + hm)
±(xi+1)
]
εi
+ O
(
n−3
)√∫ 1
0
K2(x)dx
n∑
i=1
|εi|
=
1
2
∫ 3/(2n)
1/(2n)
(
bK(xi + z) + hm(xi + z)
)
+
(
bK(xi − z) + hm(xi − z)
)
dz
−
∫ 1/(2n)
−1/(2n)
(
bK(xi + z) + hm(xi + z)
)
dz +O
(
n−3
)√∫ 1
0
K2(x)dx
n∑
i=1
|εi| (43)
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We thus construct new basis vectors out of the old basis functions and use them to decompose
(bK + hm)±
TC.
θ′st :=
(∫ 3/2n
1/2n
ϕ′st(xi + z) + ϕ
′
st(xi − z)dz −
∫ 1/2n
−1/2n
ϕ′st(xi + z)dz
)n
i=1
ξ′st :=
(∫ 3/2n
1/2n
ψ′st(xi + z) + ψ
′
st(xi − z)dz −
∫ 1/2n
−1/2n
ψ′st(xi + z)dz
)n
i=1
(44)
The set “favorable events” Bn3,2 is constructed in the usual way, so that the probability of at
least one linear form of the basis functions exceeding λn−1/2 ln1/2n, decreases like n−λ2+1/2.
As bounds for the absolute sums of the coefficients serve those of Lemma II.2.3.∣∣∣ n∑
i=1
[
1
2
(bK + hm)±(xi−1)− (bK + hm)±(xi) + 12(bK + hm)
±(xi+1)
]
εi
∣∣∣
=
∣∣∣[ sn∑
s=1
α′s,2s−1(bK)θ
′
s,2s−1 + α
′
sn,2sn (bK)θ
′
sn,2sn +
sn−1∑
s=1
2s−1∑
t=1
β′st(bK)ξ
′
st
+
max sκ∑
s=sn
2s∑
t=1
β′st(bK)ξ
′
st
]T
ε
∣∣∣
= O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx (45)
The remaining term, mTC2ε again does not require a decomposition, since it does not depend
on K. On the set Bn4, the linear form mTC2ε may be found to be bounded by λ
√
n lnn.
P (Bcn4) = O(n
−λ2).
1
n2
mTC2ε ≤ λ ln
1/2n
n
√
n
Before advancing to Lemma II.2.3, we recall equations number (20) and (23) and find
|α′st(bK)| =
∣∣∣ ∑
|κ|≤√n
b̂K(2piκ)ϕ̂′st(2piκ)
∣∣∣
=
∣∣∣ ∑
|κ|≤√n
̂`oK(2piκ) +O (n−5/4)
√∫ 1
0
K2(x)dx
 ϕ̂′st(2piκ)∣∣∣
= |α′st( o`K)|+O
(
n−5/4
)√∫ 1
0
K2(x)dx
∑
|κ|≤√n
|ϕ̂′st(2piκ)| (46)
In the same way we obtain
|α′st(n
(
b±K ¦K
)
)| = |α′st( o`K ∗K)|+O
(
n−3/4
)√∫ 1
0
K2(x)dx
∑
|κ|≤√n
|ϕ̂′st(2piκ)|
+ O
(
n−3/2
)∫ 1
0
K2(x)dx
∑
|κ|≤√n
|ϕ̂′st(2piκ)|,
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and the like for the β’s.
Lemma II.2.3
sn∑
s=1
|α′s,2s−1( o`K)|+ |α′sn,2sn ( o`K)| ≤
√∫ 1
0
o`2K(x)dx
√
sn + 1
2s−1∑
t=1
|β′st( o`K)| ≤
√
2
∫ 1
0
o`2K(x)dx+O(n
−1), for s < sn,
and
2s∑
t=1
|β′st( o`K)| ≤ 2 · 2−s/2‖m‖2 +O(n−1), for s ≥ sn
sn∑
s=1
∑
|κ|≤√n
|ϕ̂′s,2s−1(2piκ)|+
∑
|κ|≤√n
|ϕ̂′sn,2sn (2piκ)| = O(n1/4 lnn)
and
sn−1∑
s=1
2s−1∑
t=1
∑
|κ|≤√n
|ψ̂′st(2piκ)|+
max sκ∑
s=sn
2s∑
t=1
∑
|κ|≤√n
|ψ̂′st(2piκ)| = O(n1/2)
Exactly the same can be achieved for
∑ |α′st( o`K ∗K)| and∑ |β′st( o`K ∗K)| because ̂o`K ∗K =̂`oKK̂.
Proof By the same idea as in Lemma II.2.1
sn∑
s=1
|α′s,2s−1( o`K)|+ |α′sn,2sn ( o`K)| =
sn∑
s=1
∣∣∣ ∑
|κ|≤√n
̂`oK(2piκ)ϕ̂′s,2s−1(2piκ)∣∣∣
+
∣∣∣ ∑
|κ|≤√n
̂`oK(2piκ)ϕ̂′sn,2sn (2piκ)∣∣∣
≤
√∫ 1
0
o`2K(x)dx
√
sn + 1
Let
∑
t
denote again
2s−1∑
t=1
for s ≤ sn − 1, and
2s∑
t=1
for s ≥ sn. A short discussion will be useful
in the sequel:∑
t
µst νs+1,2t−1
∑
|κ|≤√n
|m̂n(2piκ)|
[
I(κ 6= 0)
κ
+ I(κ = 0)
]
∆s+1,2t−1(2piκ)
≤
∑
t
µst νs+1,2t−1
∑
|κ|≤√n
|m̂n(2piκ)|(κs+1,2t−2 + 1)−1∆s+1,2t−1(2piκ)
≤
√∑
t
µ2st ν
2
s+1,2t−1(κs+1,2t−2 + 1)−2
∑
|κ|≤√n
|m̂n(2piκ)|2∆s+1,2t−1(2piκ)
×
√∑
t
∑
|κ|≤√n
∆s+1,2t−1(2piκ)
=
√∑
t
µ2st ν
2
s+1,2t−1(κs+1,2t−2 + 1)−2ν
−1
s+1,2t−1Mn2−(s+1)
√
2
√
n+ 1
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≤ 2−(s+1)/2M1/2n
√∑
t
(κs+1,2t−2 + 1)−2 O(n1/4)
= 2−(s+1)/2M1/2n O(n
1/4)
and the same for νs+1,2t and ∆s+1,2t, such that
2(s+1)/2M−1/2n
∑
t
µst
∑
|κ|≤√n
|m̂(2piκ)|
[
I(κ 6= 0)
κ
+ I(κ = 0)
]
×
[
νs+1,2t−1∆s+1,2t−1(2piκ) + νs+1,2t∆s+1,2t(2piκ)
]
= O(n1/4)
Now choose an arbitrary κ˜st ∈ [κs,t−1, κst].∑
t
|β′st( o`K)|
=
∑
t
∣∣∣ ∑
|κ|≤√n
̂`oK(2piκ)ψ̂′st(2piκ)∣∣∣
=
∑
t
∣∣∣ ∑
|κ|≤√n
m̂(2piκ)
(
1− K̂(2piκ)
)
µst 2(s+1)/2M−1/2n m̂n(2piκ)
[
νs+1,2t−1∆s+1,2t−1(2piκ)
−νs+1,2t∆s+1,2t(2piκ)
]∣∣∣
≤
∑
t
∣∣∣ ∑
|κ|≤√n
|m̂n(2piκ)|2
(
1− K̂(2piκ)
)
µst 2(s+1)/2M−1/2n
[
νs+1,2t−1∆s+1,2t−1(2piκ)
−νs+1,2t∆s+1,2t(2piκ)
]∣∣∣+∑
t
∣∣∣ ∑
|κ|≤√n
n−5/4
[
I(κ 6= 0)
κ
+ I(κ = 0)
]
|m̂n(2piκ)|
×µst 2(s+1)/2M−1/2n
[
νs+1,2t−1∆s+1,2t−1(2piκ) + νs+1,2t∆s+1,2t(2piκ)
]∣∣∣
≤
∑
t
µst 2(s+1)/2M−1/2n
∣∣∣ ∑
|κ|≤√n
|m̂n(2piκ)|2
(
1− K̂(2piκ˜st)
) [
νs+1,2t−1∆s+1,2t−1(2piκ)
−νs+1,2t∆s+1,2t(2piκ)
]
+
∑
|κ|≤√n
|m̂n(2piκ)|2
(
K̂(2piκ˜st)− K̂(2piκ)
)
×
[
νs+1,2t−1∆s+1,2t−1(2piκ)− νs+1,2t∆s+1,2t(2piκ)
]∣∣∣+ O(n−1)
=
∑
t
µst 2(s+1)/2M−1/2n
∣∣∣ (1− K̂(2piκ˜st)) [νs+1,2t−12−s−1Mnν−1s+1,2t−1(2piκ)
−νs+1,2t2−s−1Mnν−1s+1,2t(2piκ)
]
+
∑
|κ|≤√n
|m̂n(2piκ)|2
(
K̂(2piκ˜st)− K̂(2piκ)
)
×
[
νs+1,2t−1∆s+1,2t−1(2piκ)− νs+1,2t∆s+1,2t(2piκ)
]∣∣∣+ O(n−1)
=
∑
t
µst 2(s+1)/2M−1/2n
∣∣∣ 0 + ∑
|κ|≤√n
|m̂n(2piκ)|2
(
K̂(2piκ˜st)− K̂(2piκ)
)
×
[
νs+1,2t−1∆s+1,2t−1(2piκ)− νs+1,2t∆s+1,2t(2piκ)
]∣∣∣+ O(n−1)
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≤
∑
t
µst2(s+1)/2M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|2
(
K̂(2piκs,t−1 + 1)− K̂(2piκst)
)
×
[
νs+1,2t−1∆s+1,2t−1(2piκ) + νs+1,2t∆s+1,2t(2piκ)
]
+ O(n−1)
=
∑
t
µst 2(s+1)/2M1/2n
(
K̂(2piκs,t−1 + 1)− K̂(2piκst)
)
· 2 · 2−(s+1) + O(n−1)
= 2 · 2−(s+1)/2M1/2n
∑
t
µst
(
K̂(2piκs,t−1 + 1)− K̂(2piκst)
)
+ O(n−1)
µst ≤ 2−1/2, and for s ≥ sn we can replace
∑
K̂(2piκs,t−1 + 1) − K̂(2piκst) by K̂(0) −
K̂(2pib√nc) ≤ 1, so that
2s∑
t=1
|β′st( o`K)| ≤
√
2 · 2−(s+1)/2M1/2n + O(n−1)
≤ 2−s/2
(
2‖m‖2 +O(n−5/4)
)
+ O(n−1)
= 2 · 2−s/2‖m‖2 +O(n−1)
Otherwise for s < sn:
2s−1∑
t=1
|β′st( o`K)| ≤
√
2 · 2−(s+1)/2M1/2n
(
K̂(0)− K̂(2piκs,2s−1)
)
+ O(n−1)
= 2−s/2M1/2n
(
1− K̂(2piκs,2s−1)
)
+ O(n−1)
= 2−s/2M1/2n
 ∑
|κ|≤√n
ϕ̂′s,2s(2piκ)
2
(1− K̂(2piκs,2s−1))+ O(n−1)
= νs,2s 2s/2M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|2∆s,2s(2piκ)
(
1− K̂(2piκs,2s−1)
)
+ O(n−1)
≤ νs,2s 2s/2M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|2∆s,2s(2piκ)
(
1− K̂(2piκ)
)
+ O(n−1)
= ν1/2s,2s
∑
|κ|≤√n
m̂n(2piκ)
(
1− K̂(2piκ)
)
ϕ̂′s,2s(2piκ) + O(n
−1)
= 2ν1/2s,2s
∑
|κ|≤√n
[̂`oK(2piκ) + n−5/4 [I(κ 6= 0)
κ
+ I(κ = 0)
](
1− K̂(2piκ)
)]
× ϕ̂′s,2s(2piκ) + O(n−1)
≤ ν1/2s,2s
√ ∑
|κ|≤√n
|̂`oK(2piκ)|2 + n−5/4
√√√√ ∑
|κ|≤√n
[
I(κ 6= 0)
κ
+ I(κ = 0)
]2
×
√ ∑
|κ|≤√n
|ϕ̂′s,2s(2piκ)|2 + O(n−1)
≤ ν1/2s,2s
√∫ 1
0
o`2K(x)dx+
√
5n−5/4
+ O(n−1)
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=
√
2
√∫ 1
0
o`2K(x)dx+O(n
−1)
With ̂( o`K ∗K)(κ) = ̂`oK(κ)K̂(κ) the same procedure may be applied for ∑ |α′st( o`K ∗ K)|
and
∑ |β′st( o`K ∗ K)|. Still we have to consider the residual terms which result from the
approximations in Subsection 2.1. Because of orthonormality:
∑
|κ|≤√n
[
sn∑
s=1
|ϕ̂′s,2s−1(2piκ)|+ |ϕ̂′sn,2sn (2piκ)|
]
≤
√√√√ sn∑
s=1
∫ 1
0
ϕ′s,2s−1(x)2dx+
∫ 1
0
ϕ′sn,2sn (x)
2dx
×
√ ∑
|κ|≤√n
1
≤ O(n1/4 lnn)
We remember that sκ was chosen so as to equal min{s ∈ N|2−sMn ≤ 2|m̂n(2piκ)|2}. It follows
that |m̂n(2piκ)| < 2−sκ/2M1/2n .
max sκ∑
s=1
2s∑
t=1
∑
|κ|≤√n
|ψ̂′st(2piκ)| =
∑
|κ|≤√n
sκ∑
s=1
2s∑
t=1
2(s+1)/2µstM−1/2n |m̂n(2piκ)|
[
νs+1,2t−1∆s+1,2t−1(2piκ)
+ νs+1,2t∆s+1,2t(2piκ)
]
≤
√
2 M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|
sκ∑
s=1
2(s+1)/2
2s∑
t=1
[
∆s+1,2t−1(2piκ)
+ ∆s+1,2t(2piκ)
]
=
√
2 M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|
sκ∑
s=1
2(s+1)/2
2s+1∑
t=1
∆s+1,t(2piκ)
=
√
2 M−1/2n
∑
|κ|≤√n
|m̂n(2piκ)|
sκ∑
s=1
2(s+1)/2 · 1
<
√
2
∑
|κ|≤√n
2−sκ/2
sκ∑
s=1
2(s+1)/2
<
√
2√
2− 1
∑
|κ|≤√n
2−sκ/2 2(sκ+1)/2
= O(n1/2) ¤
Lemma II.2.4
P
(
|ϕ′stTε| >
λ ln1/2n√
n
)
= O
(
n−λ
2
)
and P
(
|ψ′stTε| >
λ ln1/2n√
n
)
= O
(
n−λ
2
)
∀ s, t
and the like for θ′st and ξ
′
st. Furthermore:
P
(
|mTC2ε| > λ√n ln1/2n
)
= O
(
n−λ
2
)
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Proof We use once more Bentkus/Rudzkis’ exponential inequality for polynomial forms
(see Appendix A.3):
P
(|aTε| > x) ≤ 2 exp{− x2
2‖a‖22
}
Substituting a by ϕ′st,
‖ϕ′st‖22 =
n∑
i=1
(∫ 1/2n
−1/2n
ϕ′st(xi + y)dy
)2
≤
n∑
i=1
1
n
∫ 1/2n
−1/2n
ϕ′st
2(xi + y)dy
=
1
n
∫ 1
0
ϕ′st
2(y)dy
=
1
n
Hence it holds that
P
(
|ϕ′stTε| >
λ ln1/2n√
n
)
≤ 2 exp
{
−
λ2 lnn
n
2
n
}
= 2 exp
{
−λ
2 lnn
2
}
= O
(
exp
{−λ2 lnn})
For the vectors ψ′st, θ
′
st and ξ
′
st, the same calculation applies.
Since ‖mTC2‖22 ≤ 16n(
∫ 1
0 m
2(x)dx+ 1
n2
max |m′′|), the appropriate bound formTC2ε can only
be λ
√
n ln1/2n. ¤
To approximate the probability of the union of all complementary sets belonging to the
ψ′s, we have to regard the number of mother wavelet functions, which are necessary for the
decomposition of ̂`oK . Instead of counting the functions ψst over the indices s and t, we can
roughly bound their number by the sum of the sκ = min{s ∈ N|2−sMn ≤ 2|m̂n(2piκ)|2} over
κ. 2−sκ > M−1n |m̂n(2piκ)|2, so that∑
|κ|≤√n
sκ <
2
√
n+ 1
ln 2
lnMn − 2ln 2
∑
|κ|≤√n
ln |m̂n(2piκ)|
<
2
√
n+ 1
ln 2
lnMn − 2ln 2
∑
|κ|≤√n
ln
∣∣∣∣n−5/4 [I(κ 6= 0)κ + I(κ = 0)
]∣∣∣∣
= O
(√
n lnn
)
Together with the sn + 1 father wavelets we have
P
(
Bcn3,1
) ≤ sn∑
s=1
P
(
|ϕ′s,2s−1Tε| >
λ lnn√
n
)
+ P
(
|ϕ′sn,2sn
T
ε| > λ lnn√
n
)
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+
max sκ∑
s=1
2s∑
t=1
P
(
|ψ ′stTε| >
λ lnn√
n
)
= O(lnn) O
(
n−λ
2
)
+O
(√
n lnn
)
O
(
n−λ
2
)
= O
(
n−λ
2+1/2
)
(47)
The same is of course true for the θ′s and ξ′s.
Finally, we have to answer the question if also for
∑ |εi| there holds a sufficiently strong
inequality. We may easily check that for |εi| with εi ∼ N (0, 1), E|εi| =
√
2/pi, σ2 = V ar|εi| =
1− 2/pi and the absolute central moments E| |εi| −E|εi| |k are bounded by 2k!σ2, such that
Bernstein’s condition is fulfilled and for 0 < τ ≤ nσ2/4, it holds that
P
(∣∣∣ n∑
i=1
|εi| − E|εi|
∣∣∣ ≥ τ) ≤ 2 exp{− τ2
4nσ2
}
(48)
(Petrov (1987)). Choose τ = nσ2/4, so there results a comfortable probability of exceedance
of O(e−n).
3 E[CV]-MISE
Let us now consider the non-random part of CV-ISE. Except for an additional σ2, CV is an
asymptotically unbiased estimator for MISE. However, since σ2 does not depend on K, it
drops out when subtracting E[CV (K0)]−MISE(K0)+MISE(K∗)−E[CV (K∗)]. What we
have to verify is whether E[CV (K)]− σ2 −MISE(K) is negligible in proportion to MISE.
Within E[CV (K)]−MISE(K) we can distinguish a bias stemming from the discretization
and a bias attributable to the “leave-one-out” method. The former will obviously essentially
depend on the smoothness properties of K and m.
E[CV (K)]
= E
[
1
n
Y T
(
K− I +K±(0)C)2 Y ]
=
1
n
mT
(
K− I +K±(0)C)2m+ 1
n
E
[
εT
(
K− I +K±(0)C)2 ε]
=
1
n
bTKbK +
2
n
K±(0)bTKCm+
1
n
K±(0)2mTC2m+
1
n
E
[
εT (K− I)2 ε
]
+
1
n
E
[
εT
(
2K±(0)KC− 2K±(0)C+K±(0)2C2) ε]
=
1
n
n∑
i=1
b2K(xi) +
2
n
K±(0)
n∑
i=1
bK(xi)
(
1
2
m(xi−1)−m(xi) + 12m(xi+1)
)
+
1
n
K±(0)2
n∑
i=1
m(xi)
(
1
4
m(xi−2)−m(xi−1) + 32m(xi)−m(xi+1) +
1
4
m(xi+2)
)
+
1
n
σ2
∑
i,j
K±(xi − xj)2 + σ2
(
1 + 2K±(0)K±(1/n)− 1
2
K±(0)2
)
MISE has already been worked out in Section 2, equation (9).
MISE(K) =
∫ 1
0
b2K(x)dx+ σ
2
n∑
i=1
∫ 1
0
K±(xi − x)2dx
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=
(∫ 1
0
o`2K(x)dx+
σ2
n
∫ 1
0
K2(x)dx
)(
1 +O(n−1/2)
)
1
nb
T
KbK is the discrete version of
∫
b2K(x)dx, and
1
n
∑
K±2(xi − xj) the discrete version of∑∫
K±2(xi − x)dx. For n −→ ∞ the sums obviously tend to the integrals. However,
it remains to be checked whether the errors vanish rapidly enough. For bK we split the
difference into 3 summands:∣∣∣ 1
n
n∑
i=1
b2K(xi)−
∫ 1
0
b2K(x)dx
∣∣∣ ≤ ∣∣∣ 1
n
n∑
i=1
b2K(xi)−
1
n
n∑
i=1
o`2K(xi)
∣∣∣+ ∣∣∣ 1
n
n∑
i=1
o`2K(xi)−
∫ 1
0
o`2K(x)dx
∣∣∣
+
∣∣∣∫ 1
0
o`2K(x)dx−
∫ 1
0
b2K(x)dx
∣∣∣ (49)
We already know that the last summand is O(n−1/2)MISE(K) (inequality (9)), so it will
not pose any problems. For the second one we revert to (7):
|bK(x)− o`K(x)| ≤ O
(
n−1
)√∫ 1
0
K2(x)dx
where, of course the O(.) depends on m. For all j <∞:
| o`(j)K (x)| =
∣∣∣(K ∗m)(j)(x)−m(j)(x)∣∣∣ = ∣∣∣−(m(j) ∗K)(x)−m(j)(x)∣∣∣
≤
√∫ 1
0
K2(x)dx+ 1
max |m(j)|
We plug this formula into
∣∣∣ 1
n
n∑
i=1
b2K(xi)−
1
n
n∑
i=1
o`2K(xi)
∣∣∣
=
∣∣∣ 1
n
n∑
i=1
(bK(xi)− o`K(xi)) (2 o`K(xi) + bK(xi)− o`K(xi))
∣∣∣
= O
(
n−1
)√∫ 1
0
K2(x)dx
1
n
n∑
i=1
2| o`K(xi)|+O (n−1)
√∫ 1
0
K2(x)dx

= O
(
n−1
)√∫ 1
0
K2(x)dx
2
√∫ 1
0
o`2K(x)dx+
2
n2
max | o`′′K |+O
(
n−1
)√∫ 1
0
K2(x)dx

= O
(
n−1
)√∫ 1
0
K2(x)dx
√∫ 1
0
o`2K(x)dx+O
(
n−2
)√∫ 1
0
K2(x)dx+ 1

+O
(
n−1
) √∫ 1
0
K2(x)dx

= O
(
n−1/2
)
MISE(K)
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Together with the remaining summand, which is bounded next, we have for (47): | 1n
∑
b2K(xi)−∫ 1
0 b
2
K(x)dx| = O(n−1/2)MISE(K).
∣∣∣ 1
n
n∑
i=1
o`2K(xi)−
∫ 1
0
o`2K(x)dx
∣∣∣ ≤ 1
n2
max |( o`2K)′′|
=
2
n2
max | o`K · o`′′K + ( o`′K)2|
≤ O (n−2)
√∫ 1
0
K2(x)dx+ 1
2
= O
(
n−1
)
MISE(K)
In the calculation for the variance part we have to make use of the assumption K̂(2piκ) = 0
for all |κ| > √n, which induces max |K| ≤ ‖K̂‖1 =
∑ |K̂(2piκ)| ≤ 2n1/2 + 1, max |K ′| ≤ 4pin
and max |K ′′| ≤ 8pi2n3/2, such that we have:
1
n
∑
i,j
K±2(xi − xj)−
n∑
i=1
∫ 1
0
K±2(xi − x)dx ≤ 1
n2
max
∣∣∣((K±)2)′′∣∣∣
≤ 2
n2
max
∣∣∣K± · (K±)′′ + ((K±)′)2∣∣∣
≤ 2
n2
(
1
n
max |K| · 1
n
max |K ′′|+ 1
n2
max2|K ′|
)
= O(n−2)
Hence the error stemming from the discretization is negligible in proportion to MISE. And so
is the error which is due to cross-validation, since K±(0) ≤ (2√n+1)/n and also K±(1/n) ≤
(2
√
n+ 1)/n. With similar considerations as before we can yield:
2
n
K±(0)
n∑
i=1
bK(xi)
(
1
2
m(xi−1)−m(xi) + 12m(xi+1)
)
= O
(
n−1/2
)√∫ 1
0
o`2K(x)dx+O
(
n−1
)√∫ 1
0
K2(x)dx+O
(
n−2
) (√∫ 1
0
K2(x)dx+ 1
)
1
n
K±(0)2
n∑
i=1
m(xi)
(
1
4
m(xi−2)−m(xi−1) + 32m(xi)−m(xi+1) +
1
4
m(xi+2)
)
= O
(
n−1
)
σ2
(
2K±(0)K±(1/n) +
1
2
K±(0)2
)
= σ2O(n−1)
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4 ISE-MISE
This section follows the same lines as the determination of the bound for CV-E[CV]. It will
be seen that the difference ISE-MISE comprises a quadratic and a linear form, which will be
decomposed by means of the two wavelet basis defined in Section 2 in order to find bounds.
ISE(K) =
∫ 1
0
(
m˜K(x)−m(x)
)2
dx
=
∫ 1
0
(
n∑
i=1
K±(xi − x)m(xi)−m(x) +
n∑
i=1
K±(xi − x)εi
)2
dx
=
∫ 1
0
b2K(x)dx+ 2
∫ 1
0
bK(x)
(
n∑
i=1
K±(xi − x)εi
)
dx+
∫ 1
0
(
n∑
i=1
K±(xi − x)εi
)2
dx
=
∫ 1
0
b2K(x)dx+ 2
n∑
j=1
∫ 1
0
bK(x)K±(xj − x)dx εj +
∑
i,j
∫ 1
0
K±(xi − x)K±(xj − x)dx εiεj
(50)
ISE(K)−MISE(K) = 2
n∑
j=1
∫ 1
0
bK(x)K±(xj − x)dx εj +
∑
i,j
εiεj
∫ 1
0
K±(xi − x)K±(xj − x)dx
−E
∑
i,j
εiεj
∫ 1
0
K±(xi − x)K±(xj − x)dx
 (51)
Since the pursuit of a bound for the wavelet coefficients will take place in the Fourier domain,
we will start by calculating the Fourier coefficients of the integrals appearing as weights in the
polynomial forms. By means that we already abundantly used in Subsection 2.1, we derive:∫ 1
0
K±(xi − x)K±(xj − x)dx =
(
K± ∗K)± (xi − xj) (52)
̂(K± ∗K)(2piκ) = K̂±(2piκ)K̂(2piκ)
=
∫ 1
0
K±(x) ei2piκxdx K̂(2piκ)
=
∫ 1
0
∫ 1/2n
−1/2n
K(x+ y)dy ei2piκxdx K̂(2piκ)
=
∫ 1/2n
−1/2n
∫ 1
0
K(x+ y)ei2piκ(x+y)dx e−i2piκydy K̂(2piκ)
=
∫ 1/2n
−1/2n
e−i2piκydy K̂2(2piκ)
=
1
piκ
sin
(piκ
n
)
K̂2(2piκ)
=
(
1
n
+O
(
n−2
))
K̂2(κ) (53)
63
and ∫ 1
0
bK(y)K±(x− y)dy =
∫ 1
0
n
(
b±K(y) +O
(
n−3
))
K±(x− y)dy
= n
∫ 1
0
b±K(y)K
±(x− y)dy +O (n−3)
√∫ 1
0
K2(x)dx
= n
(
K ∗ b±K
)± (x) +O (n−3)
√∫ 1
0
K2(x)dx (54)
The required Fourier coefficients are obtained in the same way as for ̂(K± ∗K)(2piκ).
n ̂
(
K ∗ b±K
)
(2piκ) = n b̂±K(2piκ)K̂(2piκ)
= n
(
1
n
+O
(
n−2
))
b̂K(2piκ)K̂(2piκ)
=
(
1 +O
(
n−1
))̂`oK(2piκ) +O (n−5/4)
√∫ 1
0
K2(x)dx
 K̂(2piκ) (55)
With K̂(2piκ) ≤ 1, |̂`oK(2piκ)| ≤ ∫ 10 | o`K(x)|dx ≤ ‖ o`K‖2, we have:
∣∣∣n ̂(K ∗ b±K)(2piκ)− ̂`oK(2piκ)K̂(2piκ)∣∣∣ = O (n−5/4)
√∫ 1
0
K2(x)dx+O
(
n−1
)√∫ 1
0
o`2K(x)dx (56)
Again we decompose the quadratic form into a the stochastic part, which is bounded on the
set of “favorable events” Bn1,1 by λ lnn as in Lemma II.2.2, and the sum of absolute wavelet
coefficients, that is in turn of order O(n−1 lnn)‖K‖2 +O(n−3/2)‖K‖22 like in Lemma II.2.1.
For the linear form it is this time not necessary to suppress the high-frequency component,
since multiplication of ̂`oK by K̂ already does it. We proceed like in Lemmata II.2.3 and
II.2.4 and get the bound λn−1/2 ln1/2n for the stochastic part on Bn3,1 and for the coefficients
O(lnn)‖ o`K‖2 + O(n−3/4)‖K‖22 + O(n−1/2)‖K‖2, whereas the remainder term O(n−3)‖K‖2
·∑ |εi| is of order O(n−2) ‖K‖2 on Bn3,0. So evaluating ISE-MISE on Bn1,1 ∩Bn3,1 ∩Bn3,0:
ISE(K)−MISE(K)
=
∑
i,j
εiεj
∫ 1
0
K±(xi − x)K±(xj − x)dx− E
∑
i,j
εiεj
∫ 1
0
K±(xi − x)K±(xj − x)dx

+ 2
n∑
j=1
∫ 1
0
bK(x)K±(xj − x)dxεj
= O
(
ln2n
n
)√∫ 1
0
K2(x)dx+O
(
ln3/2n√
n
)√∫ 1
0
o`2K(x)dx+O
(
ln3/2n n−5/4
)√∫ 1
0
K2(x)dx
+ O
(
ln3/2n n−1
)√∫ 1
0
o`2K(x)dx+O
(
ln1/2n n−1
)(
‖m‖2 + 1
)
= O(n−δ)MISE(K) +O
(
nδ−1
)
(57)
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whereby the complement of the set of “favorable events” Bcn1,1∪Bcn3,1∪Bcn3,0 has a probability
that decreases like n−λ+1/2 (Lemmata II.2.2, II.2.4 and inequality (48)).
The results in Sections 2 to 4 yield Propositions B1 and B2 of Section 1, thus completing
the theorem.
5 VARIATIONS
Since the object of this work is a fixed experimental design, it may be considered natural to
examine, instead of MISE, the discrete risk.
M˜ISE(K) =
1
n
n∑
i=1
E
[
m˜K(xi)−m(xi)
]2
(58)
The calculations can be performed in an analog way, leaving CV-E[CV] unchanged. In E[CV]-
M˜ISE the discretization bias drops out, and for I˜SE − M˜ISE we obtain 2nbTKKε + 1nεTK2ε −
1
nE[ε
TK2ε]. These polynomial forms have already been handled in Section 2 (CV-E[CV]). It
is hence possible to prove the same theorem with the risk defined in (58) in the place of MISE.
Another variation of the statement is obtained when replacing the cross-validation criterion
by the sum of squared residuals.
RSS(K) =
1
n
n∑
i=1
(m˜K(xi)− Yi)2 (59)
This sum is asymptotically biased for MISE,
E[RSS(K)] =
1
n
n∑
i=1
b2K(xi) + σ
2
n∑
i,j=1
K±2(xi − xj)− 2σ2K±(0) + σ2
The last summand σ2 is independent of K and cancels out, when subtracting RSS(K0) −
RSS(K∗). So we only have to correct RSS by 2σ˜2K±(0), where σ˜2 is an estimator or σ2.
In RSS-E[RSS], all terms which appeard in CV-E[CV] as stemming from the “leave-one-out”
method vanish. In contrast, we obtain an additional
(
σ˜2 −Eσ˜2) 2K±(0) ≤ (σ˜2 −Eσ˜2) 4√n+ 2
n
In order to keep the validity of our theorem, σ˜2 − Eσ˜2 must satisfy to be O(n−1/2) on a
set Cn, with P (Ccn) = O(n
−λ). Even simple non-parametric variance estimators fulfill this
condition, for example 1n
∑n
i=1(Yi−Yi+1)2 (due to the circular design we can set Yn+1 := Y1).
Also in E[RSS]-MISE all terms containing the matrix C vanish. Instead, we have to consider
(
Eσ˜2 − σ2) 2K±(0) ≤ (Eσ˜2 − σ2) 4√n+ 2
n
The bias of σ˜2 should thus not exceed O(n−1/2), which is also satisfied by the previously
mentioned estimator. ISE-MISE remains unaffected by the exchange of CV with RSS, and
we may hence as well prove the theorem for this variation.
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Part III
MINIMAX-THEORY
1 SOBOLEV CLASSES and FRACTIONAL
DERIVATIVES
In this section we will answer the question whether the minimax properties that are exhibited
within Sobolev classes by certain kernel estimators with so called minimax kernels, can also be
proven for our density estimation technique which selects the kernel through cross-validation.
Sobolev classes are classes of L2-integrable functions, in our case densities, for which smooth-
ness is measured by the L2-norm of their βth derivative, β ∈ N. The Sobolev space contains
all functions
Sβ =
{
f ∈ L2
∣∣∣∫ (f (β)(x))2 dx <∞} . (1)
Each Sobolev class Sβ(L) is a subset of the Sobolev space Sβ, on which the L2-norm of the
β-th derivative is bounded by the constant L.
Sβ(L) =
{
f ∈ L2
∣∣∣∫ (f (β)(x))2 dx ≤ L} (2)
In Part I it was proven that the proposed method of kernel selection through cross-validation is
asymptotically MISE-efficient among all kernel estimators with real, non-negative, unimodal
kernel transforms. We will now see that this procedure also attains the asymptotic minimax
property among all estimators.
The asymptotic exact minimax risk of density estimators in Sobolev classes was already
determined in Efroimovich and Pinsker (1983), Golubev (1991) and (1992), Golubev and
Levit (1996) and Schipper (1996). It holds that
inf
f˜n
sup
f∈Sβ(L)
n
2β
2β+1 Ef‖f˜n − f‖22 = γ(β, L)
(
1 + o(1)
)
where γ(β, L) = (2β + 1)
(
pi(2β + 1)(β + 1)
β
)− 2β
2β+1
L
1
2β+1
is Pinsker’s constant.
At the same time, Efroimovich and Pinsker (1983) proved that kernel density estimators with
certain so called minimax kernel functions are efficient in the sense of the minimax risk. Such
a minimax kernel function is for instance given by Schipper (1996):
Kβ(x) =
β!
pi
β∑
j=1
sin(j) x
(β − j)!xj+1 where K̂β(ω) =
(
1− |ω|β
)
+
The asymptotic minimax property of kernel CV can be derived in a straight-forward way
from the construction of our class of kernel functions, K = {K| K̂ ↘ 0}, because the bound
of Theorem I.2.1 holds uniformly for all f in Sβ(L), β > 1/2. And the class K is designed so
as just to contain the minimax kernel functions Kβ for all β ∈ N+∪∞:
The kernel function selected through CV yields an estimator f˜K0 , which is asymptotically as
good as f˜K∗ , the one that is most adequate for f out of all estimators with K ∈ K. Which
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in turn cannot be worse than the estimator with the universal minimax kernel f˜Kβ .
However, we are aware of the fact that the characterization of the smoothness of the underly-
ing density function is incomplete when just assigning it to some Sobolev class of L2-integrable
density functions. Recalling the Sobolev criterion,
L ≥
∫ (
f (β)(x)
)2
dx =
1
2pi
∫
|ωβ f̂(ω)|2dω,
we immediately observe that Sβ(L) contains densities which do not lie in Sβ+1, although for
suitably chosen L′ <∞ and ε < 1, they certainly do satisfy 12pi
∫ |ωβ+εf̂(ω)|2dω ≤ L′.
We are hence interested in the question of whether the minimax risk can also be calculated
for such generalized Sobolev classes, and if it is even possible to prove the efficiency of the
proposed cross-validation technique. For this purpose we will employ the concept of the
so called fractional derivative after Riemann and Liouville, thoroughly discussed in Samko
(1987):
f (β)(x) =
dβ
dxβ
f(x) =
1
Γ(dβe − β)
ddβe
dxdβe
∫
tβ−dβef(x+ t)dt
with dxe the smallest integer greater than the positive real number x. For β ∈ N, f (β) is the
βth derivative of f , for β ∈ R+\N it is the βth fractional derivative of f (Samko (1987), p.
137). In case f (β) is continuous and L1-integrable, then f̂ (β)(ω) = (−iω)β f̂(ω). The other
way around, if (−i · id)β f̂ is L1- or L2-integrable, the inverse transform from the Fourier into
the time domain exists and for our purpose we define:
f (β)(x) :=
1
2pi
∫
(−iω)β f̂(ω)e−ixωdx (3)
Existence and uniqueness of the βth fractional derivative of f follow thus from 12pi
∫ |ωβ f̂(ω)|2dω
≤ L, and Parseval’s equality gives ∫ (f (β)(x))2dx = 12pi ∫ |ωβ f̂(ω)|2dω.
Adopting the idea of Schipper (1996), we find upper and lower bounds for the asymptotic
minimax risk in Sβ(L), β > 1/2, which are then shown to converge towards each other.
Thereby it will be verified that the minimax risk is determined by n2β/(2β+1)γ(β, L), where
γ(β, L) is an exact analogue of Pinsker’s constant. Once again, our class K contains minimax
kernels for all Sobolev classes, β > 1/2, and hence the minimax property of the kernel
selection procedure proposed in Part I is proven.
The upper bound results in Section 2 directly from the approximation of the minimax risk
in the Fourier domain and is exact, i.e. not asymptotic. Additionally we obtain from this
calculation the mentioned minimax kernel functions.
For the lower bound in Section 3, we replace the original problem of estimating a curve by the
problem of estimating a finite-dimensional parameter θ (of increasing dimension). A lower
bound for the risk of such an estimator may be found by means of the van Trees inequality. In
case we were to find a least favorable parametric family FΘ of densities and a least favorable
prior distribution Λ on the space of finite-dimensional parameters Θ, such that fθ ∈ Sβ(L)
with a high probability, the Bayesian risk over FΘ would provide us with a lower bound for
the minimax risk on Sβ(L).
The result for the lower bound can be seen as a special case of the theorem in Golubev (1992),
who yields lower bounds for the quadratic risk of non-parametric estimation problems in a
variety of elliptic density classes via Local Asymptotic Normality. Unfortunately the proof
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in Golubev (1992) is heavily abbreviated and not easy to retrace. We hope that by our
detailed proof, which follows the lines of Schipper (1996), we are able to somehow enlighten
the complicated matters.
2 UPPER BOUND
THEOREM III.2.1 Let Sβ(L) be the Sobolev class of those L2-integrable densities, which
satisfy 12pi
∫ |ωβ f̂(ω)|2dω ≤ L for some constants β > 0 and L <∞. Then it holds, that
inf
fn
sup
Sβ(L)
n
2β
2β+1 Ef‖f˜n − f‖22 ≤ γ(β, L)
The bound is maintained by a kernel estimator with the minimax kernelKβ, that is the inverse
Fourier transform of K̂β(ω) =
(
1− cmin(L) · |ω|β
)
+
, where cmin(L) =
(
nLpi(2β+1)(β+1)
β
)− β
2β+1 .
(For the proof of this theorem, the assumption β > 0 suffices. Since in contrast, for the lower
bound β > 1/2 is necessary, there arises no gain in generality for minimax statement. But
an upper bound for the risk of an estimator is in any case a self-contained result.)
Proof Take f˜K(x) = 1n
∑
K(Xi − x) with L2-integrable kernel function, as before. The
steps of approximation will be commented upon during the calculations.
inf
f˜n
sup
Sβ(L)
Ef‖f˜n − f‖22
≤ inf
f˜K
sup
Sβ(L)
Ef‖f˜K − f‖22
= inf
K
sup
Sβ(L)
∫
Ef
(
f˜n(x)− f(x)
)2
dx
= inf
K
sup
Sβ(L)
[ 1
2pi
∫
|f̂(ω)|2
(
K̂(ω)− 1
)2
dω︸ ︷︷ ︸
≤ sup
ω
(K̂(ω)−1)2
|ω|2β
1
2pi
∫ |ω|2β|f̂(ω)|2dω
≤ sup
ω
(K̂(ω)−1)2
|ω|2β L
+
1
2pin
∫
K̂2(ω)
(
1− |f̂(ω)|2
)
dω
]
≤ inf
K
[
sup
ω
(
K̂(ω)− 1
)2
|ω|2β L + supSβ(L)
1
2pin
∫
K̂2(ω)
(
1− |f̂(ω)|2
)
dω
]
= inf
c>0
inf
|K̂(ω)−1|≤c|ω|β
[
sup
ω
(
K̂(ω)− 1
)2
|ω|2β L + supSβ(L)
1
2pin
∫
K̂2(ω)
(
1− |f̂(ω)|2
)
dω
]
≤ inf
c>0
[
c2L + inf
|K̂(ω)−1|≤c|ω|β
sup
Sβ(L)
1
2pin
∫
K̂2(ω)
(
1− |f̂(ω)|2
)
dω
]
= inf
c>0
[
c2L + sup
Sβ(L)
1
2pin
∫ (
1− c|ω|β
)2
+
(
1− |f̂(ω)|2
)
dω
]
≤ inf
c>0
[
c2L +
1
2pin
∫ (
1− c|ω|β
)2
+
dω︸ ︷︷ ︸
uniformly diff.able, strictly konvex
]
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= c2min(L) · L +
1
2pin
∫ (
1− cmin(L) · |ω|β
)2
+
dω
= n−
2β
2β+1 γ(β, L)
The minimax kernel Kβ with K̂β(ω) =
(
1− cmin(L) · |ω|β
)
+
, cmin =
(
nLpi(2β+1)(β+1)
β
)− β
2β+1 ,
is obviously real, non-negative and unimodal, therefore ∈ K. ¤
3 LOWER BOUND
We are searching for a lower bound of the minimax risk over the Sobolev class Sβ(L). The
problem can be reverted to a parametric subset of Sβ. The question of whether the minimax
risk over the subclass coincides with the minimax risk over Sβ(L) obviously depends on
the difficulty of the estimation problem within the subclass. We achieve our aim using the
following construction:
Let us assume β > 1/2 (this assumption is on one hand necessary to the following proof, but
on the other hand, β > 1/2 makes the result of Theorem I.2.1 uniform) and let f0 be the
following density from S := ⋂
β∈R+
Sβ with support [−1/2, 1/2]:
f0(x) :=
{
1
ca
exp
{
− a(x+1/2)(1/2−x)
}
, −1/2 ≤ x ≤ 1/2
0, otherwise
(4)
with ca defined so that f0 is a density, and for technical reason, the constant a satisfying∫ |f̂0(ω) sinω/2ω/2 |dω = 2pi. Since ∫ |ωβ f̂0(ω)|2dω < ∞ for all β < ∞, also ∫ |ωβ f̂0(ω)|dω exists
for all β <∞. Let gA be the indicator function on [−A+1/2, A−1/2] times the factor 12A−1 ,
i.e.
gA(x) :=
1
2A− 1 I[−A+1/2,A−1/2](x). (5)
Then f0 ∗ gA is a symmetric density within S, that takes the constant value 12A−1 on [−A+
1, A − 1], and decreases smoothly towards 0 on [A − 1, A] and [−A,−A + 1]. In order to
constitute a sufficiently difficult estimation problem departing from this very smooth density,
let us add some perturbation functions to f0 ∗ gA:
ϕk(x) :=
{
1√
A
cos kpixA I[−A,A](x), k > 0
1√
A
sin kpixA I[−A,A](x), k < 0
(6)
These perturbations will be weighted by factors θk, where θ = (. . . , θ−2, θ−1, θ1, θ2, . . .) is
(asymptotically) in the set:
ΘA(L) :=
θ ∈ R∞∣∣∣ ∑
k 6=0
|θk| ≤ A−2β+1 and
∑
k 6=0
θ2k
(
kpi
A
)2β
≤ 4A2L
 (7)
The set {fθ| θ ∈ ΘA(L)} will from now on be the class of densities under consideration.
fθ(x) :=
1
b(θ)
f0 ∗ gA(x)
(
1 +
∑
k 6=0
θkϕk(x)
)
, (8)
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where b(θ) is the normalization constant. We cannot prove that {fθ| θ ∈ ΘA(L)} ⊆ Sβ(L),
but instead that for all ε > 0 there exists an Aε <∞, so that for every A ≥ Aε the following
holds: supθ∈ΘA(L) ‖f
(β)
θ ‖22 ≤ L+ ε. If we want to let ε −→ 0, we have to let A −→∞, which
will be seen in the proof of Theorem III.3.1.
THEOREM III.3.1 Let fθ and ΘA(L) be defined as above. Then, as A −→∞:
sup
θ∈ΘA(L)
‖f (β)θ ‖22 ≤ L+ o(1)
Since the proof of this theorem is purely technical and unpleasantly lengthy, we proceed
directly with the derivation of the lower bound for the minimax risk. Nevertheless we want
to give the proof in the context of this work (to be found in Subsection 3.1) because until
now it is not yet available in the literature.
The next step leading to the lower bound requires the definition of a prior distribution Λ,
which is done accordingly to Schipper (1996), so as to yield a parameter θ of finite dimension:
Let ε > 0, W > 0 and σ2k > 0
λ(θ) =
∏
0<|k|<W
λk(θk)
∏
|k|≥W
δ0(θk), (9)
where δ0(.) is the Dirac function on 0, and for |k| < W : λk(θk) are absolutely continuous
densities with Eθ2k = σ
2
k, θ
2
k ≤ G2σ2k (Λ−f.s.), and the Fisher information Ik :=
∫ λ′k2(θk)
λk(θk)
dθk
≤ (1 + ε)σ−2k (with respect to the translation group {λk(.−u)|u ∈ R}). (These conditions are
satisfied, for example, by independent bounded, zero mean random variables σkξk, |k| < W ,
with |ξk| < G, Eξ2k = 1 and the Fisher-information of the density of ξk smaller than 1 + ε.)
Let us set
W =
A
pi
(L(1− ε)n(2β + 1)(β + 1)pi
β
) 1
2β+1
(10)
σ2k =
4A
n
(∣∣∣W
k
∣∣∣β − 1)
+
As W grows with n −→ ∞, the dimension of the parameter θ will tend to infinity, allowing
for more and more perturbation functions ϕk in the definition of fθ. At the end of Section 3
it will be shown that σ2k and W of this form approximately maximize the lower bound of the
minimax risk for the prior distribution Λ.
Since Λ is not supported on ΘA(L), we will have to show that at least the probability of
θ ∈ ΘA(L) grows with n −→∞:
First consider that λ has a bounded support, |θk| ≤ Gσk for |k| < W , and else θk = 0. With
the above construction of σ2k and W , letting A ∼ lnn, condition
∑ |θk| ≤ A−2β+1 is fulfilled
for n sufficiently large. Lemma III.3.2 takes care of
∑
θ2k
(
kpi
A
)2β ≤ 4A2L.
Lemma III.3.2 For the prior distribution Λ defined above, with W and σ2k as in (10),
it holds that for n −→∞:
Pλ
(
θ 6∈ ΘA(L)
)
= o(n−1)
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Proof Since W converges towards ∞ when n −→∞, we have:
Eλ
∑
k 6=0
θ2k
(
kpi
A
)2β
=
∑
0<|k|<W
σ2k
(
kpi
A
)2β
=
4pi2β
A2β−1n
∑
0<k<W
k2β
((
W
k
)β
− 1
)
=
4pi2βW 2β+1
A2β−1n
· β
(2β + 1)(β + 1)
(
1 + o(1)
)
= 4A2L(1− ε)
(
1 + o(1)
)
.
Hence, for sufficiently large n, Eλ
∑
θ2k
(
kpi
A
)2β ≤ 4A2L(1− ε/2). The result follows from the
Ho¨ffding-inequality (Pollard (1984), p. 191).
Pλ
(
θ 6∈ ΘA(L)
)
= PΛ
∑
k 6=0
θ2k
(
kpi
A
)2β
> 4A2L

≤ PΛ
∑
k 6=0
(
θ2k − EΛθ2k
)(kpi
A
)2β
>
ε
2
4A2L

≤ exp
{
−(4A
2L)2ε2
2Q
}
where
Q =
∑
0<|k|<W
((
kpi
A
)2β
2(G2 + 1)σ2k
)2
= 4(G2 + 1)2
∑
0<|k|<W
(
kpi
A
)4β
σ4k
= 4(G2 + 1)2 2
∑
0<k<W
(
kpi
A
)4β 42A2
n2
((W
k
)
− 1
)2
≤ 8(G2 + 1)2 4
2A2
n2
( pi
A
)4β
W 4β+1
(
1 + o(1)
)
≤ 128(G2 + 1)2 A3n− 12β+1pi 2β2β+1
(
L(1− ε)(2β + 1)(β + 1)
β
) 4β+1
2β+1 (
1 + o(1)
)
Thus we obtain:
Pλ
(
θ 6∈ ΘA(L)
)
≤ exp
{
−const Aε2n 12β+1
}
¤
THEOREM III.3.3 For L <∞, β > 1/2 and γ(β, L) equal to Pinsker’s constant we have:
lim inf
n→∞ inff˜n
sup
f∈Sβ(L)
n
2β
2β+1 Ef‖f˜n − f‖22 ≥ γ(β, L)
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Proof Let us at first reduce the supremum of the risk by restricting the set of density func-
tions. According to Theorem III.3.1 we know that for A ∼ lnn, limA→∞{fθ|θ ∈ ΘA(L)} ⊆
Sβ(L).
lim inf
n→∞ inff˜n
sup
f∈Sβ(L)
Ef‖f˜n − f‖22 ≥ lim infn→∞ inff˜n
sup
θ∈ΘA(L)
Efθ‖f˜n − fθ‖22 (11)
For any fixed A, we find a lower bound for the supremum over ΘA(L) through the Bayesian
risk with respect to Λ.
inf
f˜n
sup
θ∈ΘA(L)
Efθ‖f˜n − fθ‖22 ≥ inf
f˜n
∫
ΘA(L)
Efθ‖f˜n − fθ‖22 dΛ(θ) (12)
In inequality (19) of the proof of Theorem III.3.1 it will be shown that 1− A−3/2 ≤ b(θ) ≤
1+A−3/2. (20) and (21) are also feasible for β = 0, leading to ‖f0 ∗ gA‖2 ≤ (2A− 1)−1‖f0‖2.
Furthermore, because of orthonormality ‖∑ θkϕk‖22 =∑ θ2k ≤∑ |θk| ≤ A−2β+1, (32). So we
can derive, for all θ ∈ ΘA(L):
‖fθ‖2 = 1
b(θ)
∥∥∥f0 ∗ gA(1−∑
k 6=0
θkϕk
)∥∥∥
2
≤ 1
b(θ)
∥∥∥f0 ∗ gA∥∥∥
2
+
1
b(θ)
∥∥∥f0 ∗ gA∑
k 6=0
θkϕk
∥∥∥
2
≤ const.
A
=:
1
A0
Because the set of all densities with ‖f‖2 ≤ 1/A0 is convex, we may in (13) also restrict the
set estimators to ‖f˜n‖2 ≤ 1/A0 without increasing the supremum.
inf
f˜n
∫
ΘA(L)
Efθ‖f˜n − fθ‖22 dΛ(θ) = inf‖f˜n‖22≤A−20
∫
ΘA(L)
Efθ‖f˜n − fθ‖22 dΛ(θ) (13)
≥ inf
‖f˜n‖22≤A−20
∫
Efθ‖f˜n − fθ‖22 dΛ(θ)−
4
A20
PΛ
(
θ 6∈ ΘA(L)
)
(14)
≥ inf
‖f˜n‖22≤A−20
∫
Efθ‖f˜n − fθ‖22 dΛ(θ) + o(n−1)
≥ inf
f˜n
EλEfθ‖f˜n − fθ‖22 + o(n−1) (15)
Due to ‖fθ‖22 ≤ A−20 and ‖f˜n‖22 ≤ A−20 it holds in (14): ‖f˜n− fθ‖22 ≤ 4A−20 . In (15) we return
to the complete class of estimators.
Since fθ has bounded support, i.e. [−A,A], it is equivalent, as regards the quadratic risk,
either to estimate the function fθ in the time domain or its Fourier coefficients. (f̂θ(0) = 1 is
known)
EλEfθ‖f˜n − fθ‖22
= EλEfθ
1
2A
∑
κ6=0
∣∣∣˜̂fn (κpi
A
)
− f̂θ
(κpi
A
)∣∣∣2
= EλEfθ
1
2A
∑
κ6=0
Re2
(˜̂
fn
(κpi
A
)
− f̂θ
(κpi
A
))
+ Im2
(˜̂
fn
(κpi
A
)
− f̂θ
(κpi
A
))
= EλEfθ
1
2A
∑
κ6=0
(
Re˜̂fn (κpi
A
)
− Ref̂θ
(κpi
A
))2
+
(
Im˜̂fn (κpi
A
)
− Imf̂θ
(κpi
A
))2
(16)
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The van Trees inequality (Gill und Levit (1995), see also Appendix A.4) may now be applied
on every single summand. For technical reason, the real parts are derived with respect to
θ|κ|, while the imaginary ones are derived with respect to θ−|κ|.
EλEfθ
[
Re˜̂fn (κpi
A
)
− Ref̂θ
(κpi
A
)]2
≥
E2λ
[
∂ Ref̂θ
(
κpi
A
)
/∂θ|κ|
]
nEλIfθ(θ|κ|) + I|κ|
EλEfθ
[
Im˜̂fn (κpi
A
)
− Imf̂θ
(κpi
A
)]2
≥
E2λ
[
∂ Imf̂θ
(
κpi
A
)
/∂θ−|κ|
]
nEλIfθ(θ−|κ|) + I−|κ|
where we denote Ifθ(θκ) =
∫ (∂fθ(x)/∂θκ)2
fθ(x)
dx. Iκ is the “Fisher information” of λκ and by
construction ≤ (1 + ε)σ−2κ for |κ| < W and = ∞ for |κ| ≥ W , respectively. Hence all sum-
mands with |κ| ≥ W vanish from the sum. Approximations for Ifθ(θκ), ∂ Re f̂θ
(
κpi
A
)
/∂θ|κ|
und ∂ Im f̂θ
(
κpi
A
)
/∂θ−|κ| are available from
Lemma III.3.4 For A −→∞:
Ifθ(θκ) =
1 + o(1)
2A
∂ Ref̂θ
(
κpi
A
)
∂θ|κ|
=
1 + o(1)
2
√
A
∂ Imf̂θ
(
κpi
A
)
∂θ−|κ|
=
1 + o(1)
2
√
A
with o(1) independent of κ and θκ. The proof is postponed to the Subsection 3.1. From (15)
completed by (16), the van Trees approximation and Lemma III.3.4 we thus have:
inf
f˜n
EλEfθ‖f˜n − fθ‖22 = inf
f˜n
EλEfθ
1
2A
∑
κ6=0
∣∣∣˜̂fn (κpi
A
)
− f̂θ
(κpi
A
)∣∣∣2
= EλEfθ
1
2A
∑
κ6=0
(
Re˜̂fn(κpi
A
)
− Ref̂θ
(κpi
A
))2
+
(
Im˜̂fn(κpi
A
)
−Imf̂θ
(κpi
A
))2
≥ 1
2A
∑
κ6=0
E2λ
[
∂ Ref̂θ
(
κpi
A
)
/∂θ|κ|
]
nEλIfθ(θ|κ|) + I|κ|
+
E2λ
[
∂ Imf̂θ
(
κpi
A
)
/∂θ−|κ|
]
nEλIfθ(θ−|κ|) + I−|κ|
=
1
2A
∑
0<|κ|<W
(
1+o(1)
2
√
A
)2
n 1+o(1)2A + (1 + ε)σ
−2
|κ|
+
(
1+o(1)
2
√
A
)2
n 1+o(1)2A + (1 + ε)σ
−2
−|κ|
=
1 + o(1)
2A(1 + ε)
∑
0<|κ|<W
1
n+ 2Aσ−2κ
(17)
All sums obtained from W and σ2κ through (17), i.e. from a prior distribution Λ satisfying
hypotheses (10) and Lemma III.3.2, are thus lower bounds of the minimax risk.
What we are searching for is a bound as large as possible, we hence maximize (17) subject
to the constraint
∑
σ2κ
(
κpi
A
)2β ≤ (1− ε)4A2L, such that P (θ 6∈ ΘA(L)) = o(n−1) remains
valid. The solution to this problem is W and σ2κ from (10). The maximum in (17) can be
approximated as follows:
1
2A(1 + ε)n
∑
0<|κ|<W
(∣∣∣W
κ
∣∣∣β − 1) ∣∣∣ κ
W
∣∣∣β
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=
1
A(1 + ε)n
∑
0<κ<W
(
1−
( κ
W
)β)
=
1
A(1 + ε)n
β
β + 1
W
(
1 + o(1)
)
= (2β + 1)
(
(2β + 1)(β + 1)pi
βn
)− 2β
2β+1
L
1
2β+1
(1− ε) 12β+1
1 + ε
(
1 + o(1)
)
= n−
2β
2β+1 γ(β, L)
(1− ε) 12β+1
1 + ε
(
1 + o(1)
)
(18)
Combining (11) with (12), (15), (17) and (18), we obtain the required result:
lim inf
n→∞ inff˜n
sup
f∈Sβ(L)
n
2β
2β+1 Ef‖f˜n − f‖22 ≥ γ(β, L) ¤
3.1 Postponed Proofs
Proof of Theorem III.3.1 For fθ defined in equation (8), it holds that
‖f (β)θ ‖2 =
1
b(θ)
∥∥∥(f0 ∗ gA)(β) + (f0 ∗ gA∑
k 6=0
θkϕk
)(β)∥∥∥
2
≤ 1
b(θ)
∥∥∥(f0 ∗ gA)(β)∥∥∥
2
+
1
b(θ)
∥∥∥(f0 ∗ gA∑
k 6=0
θkϕk
)(β)∥∥∥
2
b(θ), ‖(f0 ∗ gA)(β)‖22 and ‖(f0 ∗ gA
∑
θkϕk)(β)‖22 are then considered one by one. Remember
definition (6): ϕk(x) = A−1/2 cos(pik/A)I(|x| ≤ A) for k > 0, and the same with sine for
k < 0. Take first the normalizing constant b(θ):
b(θ) =
∫ A
−A
f0 ∗ gA(x)
1 +∑
k 6=0
θkϕk(x)
 dx
= 1 +
∑
k 6=0
θk
∫ A
−A
f0 ∗ gA(x)ϕk(x)dx
= 1 +
∑
k>0
θk
∫ A
−A
f0 ∗ gA(x) 1√
A
cos
kpix
A
dx+
∑
k<0
θk
∫ A
−A
f0 ∗ gA(x) 1√
A
sin
kpix
A
dx
= 1 +
∑
k>0
θk
∫ A
−A
f0 ∗ gA(x) 1√
A
cos
kpix
A
dx+ 0
= 1 +
1√
A
∑
k>0
θk
[∫ A
−A
1
2A− 1 cos
kpix
A
dx− 2
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(x)
)
cos
kpix
A
dx
]
= 1 +
1√
A
∑
k>0
θk
[
0− 2
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(x)
)
cos
kpix
A
dx
]
For the second term on the right-hand side we have:
2√
A
∣∣∣∑
k>0
θk
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(x)
)
cos
kpix
A
dx
∣∣∣ ≤ 2√
A
∑
k>0
|θk|
∫ A
A−1
1
2A− 1
∣∣∣cos kpix
A
∣∣∣ dx
74 3 LOWER BOUND
≤ 2√
A(2A− 1)
∑
k>0
|θk|
≤ 1√
A(A− 1/2) A
−2β+1,
so that for β > 1/2 and A sufficiently large, it follows that
1−A−3/2 ≤ b(θ) ≤ 1 +A−3/2 (19)
f0 and gA have, in addition to L2-integrability, a bounded support. So instead of the L2-norm
of f0 ∗ gA in the time domain, by Parseval’s equality we may as well study the `2-norm of
their Fourier coefficients. For any function f : [−A,A] −→ R that can be expanded into a
Fourier series (see Appendix A1 for sufficient conditions and calculation rules), we define
f̂
(κpi
A
)
:=
∫ A
−A
f(x)eix
κpi
A dx for κ ∈ Z
‖f̂‖2`2 :=
1
2A
∑
κ∈Z
∣∣∣f̂(κpi
A
)∣∣∣2 such that ‖f‖22 = ‖f̂‖2`2
and ‖f̂‖`1 :=
1
2A
∑
κ∈Z
∣∣∣f̂(κpi
A
)∣∣∣
Then we can approximate
∥∥∥(f0 ∗ gA)(β)∥∥∥2
2
=
∫ A
−A
∣∣∣(f0 ∗ gA)(β)(x)∣∣∣2dx
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0 ∗ gA
(κpi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0
(κpi
A
)
ĝA
(κpi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0
(κpi
A
)2 sin (A−1/2)κpiA
(2A− 1)κpiA
∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0
(κpi
A
)sin (κpi − κpi2A)
(2A− 1)κpi2A
∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0
(κpi
A
)(−1)κ+1 sin κpi2A
(2A− 1) κpi2A
∣∣∣2 (20)
The function x−1 sinx is in absolute value smaller than 1, so we can continue at inequality
number (20):
∥∥∥(f0 ∗ gA)(β)∥∥∥2
2
≤
(
1
2A− 1
)2 1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β
f̂0
(κpi
A
)∣∣∣2
=
(
1
2A− 1
)2
‖f (β)0 ‖22 (21)
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The consideration of the last and most important term ‖(f0 ∗ gA ·
∑
θkϕk)(β)‖22 is a bit more
tricky. ∥∥∥(f0 ∗ gA ·∑
k 6=0
θkϕk
)(β)∥∥∥2
2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β 1
2A
f̂0 ∗ gA ∗
∑
k 6=0
θkϕ̂k
(κpi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β 1
2A
∑
λ∈Z
f̂0 ∗ gA
(λpi
A
)∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β 1
2A
∑
λ∈Z
f̂0 ∗ gA
(λpi
A
)∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣
×
∣∣∣(κpi
A
)β 1
2A
∑
µ∈Z
f̂0 ∗ gA
(µpi
A
)∑
k 6=0
θkϕ̂k
((κ− µ)pi
A
)∣∣∣
≤ 1
2A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣ 1
2A
∑
µ∈Z
∣∣∣f̂0 ∗ gA(µpi
A
)∣∣∣ 1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣
×
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− µ)pi
A
)∣∣∣

≤ 1
2A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣ 1
2A
∑
µ∈Z
∣∣∣f̂0 ∗ gA(µpi
A
)∣∣∣
√√√√ 1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2
×
√√√√ 1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− µ)pi
A
)∣∣∣2 (22)
At this point we apply Lemma III.3.5, which states that:
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2 = 4LA2 + (1 + 4L)o(A2) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i
+ c′(2dβe;β)
∣∣∣λpi
A
∣∣∣2dβeo(A2)
where c′(i;β) and c
′
(2dβe;β) are constants defined in Lemma III.3.5, that are independent from θ
and A, and o(A2) is of order A for β ∈ N and of order A1+dβe−β for β ∈ R+\N, respectively.
Hence continuing at inequality number (22):∥∥∥(f0 ∗ gA ·∑
k 6=0
θkϕk
)(β)∥∥∥2
2
≤ 1
2A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣ 1
2A
∑
µ∈Z
∣∣∣f̂0 ∗ gA(µpi
A
)∣∣∣
×
√√√√4LA2 + (1 + 4L)o(A2) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i + c′(2dβe;β)∣∣∣λpiA ∣∣∣2dβeo(A2)
76 3 LOWER BOUND
×
√√√√4LA2 + (1 + 4L)o(A2) 2bβc+1∑
i=1
c′(i;β)
∣∣∣µpi
A
∣∣∣i + c′(2dβe;β)∣∣∣µpiA ∣∣∣2dβeo(A2)
=
 12A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣
√√√√4LA2 + (1 + 4L)o(A2) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i + c′(2dβe;β)∣∣∣λpiA ∣∣∣2dβeo(A2)

2
≤
 12A∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣
√4LA2 +√(1 + 4L)o(A2) 2bβc+1∑
i=1
√
c′(i;β)
∣∣∣λpi
A
∣∣∣i/2
+
√
c′(2dβe;β)
∣∣∣λpi
A
∣∣∣dβeo(A)]}2
=
{√
4LA2
1
2A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣ +√(1 + 4L)o(A2) 2bβc+1∑
i=1
√
c′(i;β)
× 1
2A
∑
λ∈Z
∣∣∣(λpi
A
)i/2
f̂0 ∗ gA
(λpi
A
)∣∣∣+ √c′(2dβe;β) 12A∑
λ∈Z
∣∣∣(λpi
A
)dβe
f̂0 ∗ gA
(λpi
A
)∣∣∣o(A)}2 (23)
By virtue of
1
2A
∑
λ∈Z
∣∣∣f̂0 ∗ gA(λpi
A
)∣∣∣dσ ≤ 1 + o(1)
2A− 1 and
1
2A
∑
λ∈Z
∣∣∣(λpi
A
)i/2
f̂0 ∗ gA
(λpi
A
)∣∣∣ ≤ 1
2A− 1
∥∥∥f̂ (i/2)0 ∥∥∥
`1
for all i = 1, . . . , 2dβe (24)
which we prove in the sequel, we can proceed at inequality number (23) by:∥∥∥(f0 ∗ gA ·∑
k 6=0
θkϕk
)(β)∥∥∥2
2
≤
{√
4LA2
1 + o(1)
2A− 1 +
√
(1 + 4L)o(A2)
2bβc+1∑
i=1
√
c′(i;β)
1
2A− 1
∥∥∥f̂ (i/2)0 ∥∥∥
`1
+
√
c′(2dβe;β)
1
2A− 1
∥∥∥f̂ (dβe)0 ∥∥∥
`1
o(A)
}2
=
{√
L+ o(1)
}2 (
1 + o(1)
)
= L+ o(1) (25)
which is the desired result. For (24) we proceed in a way similar to the one used to derive
(21). For γ = 0, 12 , . . . , bβc+ 12 , dβe:
1
2A
∑
λ∈Z
∣∣∣(λpi
A
)γ
f̂0 ∗ gA
(λpi
A
)∣∣∣ = 1
2A
∑
λ∈Z
∣∣∣(λpi
A
)γ
f̂0
(λpi
A
) 2 sin (A−1/2)λpiA
(2A− 1)λpiA
∣∣∣
=
1
2A− 1
1
2A
∑
λ∈Z
∣∣∣(λpi
A
)γ
f̂0
(λpi
A
) sin λpi2A
λpi
2A
∣∣∣
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As mentioned at the beginning of the section, f0 was selected so as to satisfy
∫ |f̂0(ω) sinω/2ω/2 |dω =
2pi, such that
1
2A
∑
λ∈Z
∣∣∣f̂0(λpi
A
) sin λpi2A
λpi
2A
∣∣∣ = 1
2pi
∫ ∣∣∣f̂0(ω) sin ω/2
ω/2
∣∣∣dω (1 + o(1)) = 1 + o(1),
Moreover it holds that
1
2A
∑
λ∈Z
∣∣∣(λpi
A
)γ
f̂0
(λpi
A
) sin λpi2A
λpi
2A
∣∣∣ ≤ 1
2A
∑
λ∈Z
∣∣∣(λpi
A
)γ
f̂0
(λpi
A
)∣∣∣ = ∥∥∥f̂ (γ)0 ∥∥∥
`1
≤ const. < ∞
because ‖f̂ (γ)0 ‖`1 = 12pi
∫ |ωγ f̂0(ω)|dω (1 + o(1)) exists or all γ. Hence we have obtained (24).
In connection with (19), (21), and (25) the proof of Theorem III.3.1 is completed:
‖f (β)θ ‖2 ≤
1
b(θ)
∥∥∥(f0 ∗ gA)(β)∥∥∥
2
+
1
b(θ)
∥∥∥(f0 ∗ gA∑
k 6=0
θkϕk
)(β)∥∥∥
2
= O
(
A−1
) ‖f (β)0 ‖2 +√L(1 + o(1))
=
√
L+ o(1) ¤
Lemma III.3.5 There exist appropriate constants c′(i;β) <∞, such that for θ ∈ ΘA(L)
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2 = 4LA2 + (1 + 4L)o(A2) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i
+ c′(2dβe;β)
∣∣∣λpi
A
∣∣∣2dβeo(A2)
Proof The power function is an analytical function. We may thus expand (κpiA )
β into an
infinite Taylor series at point (κ−λ)piA .(κpi
A
)β
=
∞∑
i=0
β · · · (β − i+ 1)
i!
(λpi
A
)i ((κ− λ)pi
A
)β−i
Recall the definition: bxc is the integer part of a real number x, and for x positive (as in our
case) dxe := bxc+1. We cut the Tailor expansion of (κpiA )β after bβc and bound the residual.∣∣∣ ∞∑
i=dβe
β · · · (β − i+ 1)
i!
(λpi
A
)i ((κ− λ)pi
A
)β−i∣∣∣
=
∣∣∣ ∞∑
i=0
β · · · (β − (dβe+ i) + 1)
(dβe+ i)!
(λpi
A
)dβe+i((κ− λ)pi
A
)β−(dβe+i)∣∣∣
≤ β · · · (β − bβc)dβe!
∣∣∣λpi
A
∣∣∣dβe ∞∑
i=0
∣∣∣(β − dβe) · · · (β − bβc − i)
i!
∣∣∣ ∣∣∣λpi
A
∣∣∣i∣∣∣(κ− λ)pi
A
∣∣∣β−dβe−i
=
β · · · (β − bβc)
dβe!
∣∣∣λpi
A
∣∣∣dβe ∞∑
i=0
(−1)i(β − dβe) · · · (β − bβc − i)
i!
∣∣∣λpi
A
∣∣∣i∣∣∣(κ− λ)pi
A
∣∣∣β−dβe−i
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=
β · · · (β − bβc)
dβe!
∣∣∣λpi
A
∣∣∣dβe ∞∑
i=0
(β − dβe) · · · (β − bβc − i)
i!
(−|λ|pi
A
)i( |κ− λ|pi
A
)β−dβe−i
=
β · · · (β − bβc)
dβe!
∣∣∣λpi
A
∣∣∣dβe((|κ− λ| − |λ|)pi
A
)β−dβe
=: c(dβe;β)
∣∣∣λpi
A
∣∣∣dβe((|κ− λ| − |λ|)pi
A
)β−dβe
such that we have
∣∣∣κpi
A
∣∣∣β ≤ ∣∣∣ bβc∑
i=0
β · · · (β − i+ 1)
i!
(λpi
A
)i((κ− λ)pi
A
)β−i∣∣∣+ c(dβe;β) ∣∣∣λpiA ∣∣∣dβe((|κ− λ| − |λ|)piA )β−dβe
=:
∣∣∣ bβc∑
i=0
c(i;β)
(λpi
A
)i((κ− λ)pi
A
)β−i∣∣∣+ c(dβe;β) ∣∣∣λpiA ∣∣∣dβe((|κ− λ| − |λ|)piA )β−dβe (26)
When β ∈ N, then c(dβe;β) is equal to 0. Because κ and λ ∈ N, it holds for β ∈ R+\N, that
( (|κ−λ|−|λ|)piA )
β−dβe = O(Adβe−β) = o(A). By squaring the right-hand side of inequality (26),
we obtain∣∣∣ bβc∑
i=0
c(i;β)
(λpi
A
)((κ− λ)pi
A
)β−i∣∣∣+ c(dβe;β) ∣∣∣λpiA ∣∣∣dβe((|κ− λ| − |λ|)piA )β−dβe
2
=
bβc∑
i,j=0
c(i;β)c(i;β)
∣∣∣λpi
A
∣∣∣i+j∣∣∣(κ− λ)pi
A
∣∣∣2β−i−j + 2 c(dβe;β)o(A) bβc∑
i=0
c(i;β)
∣∣∣λpi
A
∣∣∣dβe+i∣∣∣(κ− λ)pi
A
∣∣∣β−i
+ c2(dβe;β)
∣∣∣λpi
A
∣∣∣2dβeo(A2)
=:
∣∣∣(κ− λ)pi
A
∣∣∣2β + o(A) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i∣∣∣(κ− λ)pi
A
∣∣∣2β−i + c′(dβe;β) ∣∣∣λpiA ∣∣∣2dβeo(A2)
with appropriate constants c′(i;β). Plugging this Taylor series expansion into the sum in
question, we are led to:
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣(κ− λ)pi
A
∣∣∣2β + o(A) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i∣∣∣(κ− λ)pi
A
∣∣∣2β−i + c′(dβe;β) ∣∣∣λpiA ∣∣∣2dβeo(A2)

×
∣∣∣∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2
=
1
2A
∑
κ∈Z
∣∣∣((κ− λ)pi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2 + o(A) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i∣∣∣((κ− λ)pi
A
)β−i/2
×
∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2 + c′(dβe;β) ∣∣∣λpiA ∣∣∣2dβe∣∣∣∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2o(A2)

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=
1
2A
∑
κ∈Z
∣∣∣∑
k 6=0
θkϕ̂
(β)
k
((κ− λ)pi
A
)∣∣∣2 + o(A) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i 1
2A
∑
κ∈Z
∣∣∣∑
k 6=0
θkϕ̂
(β−i/2)
k
((κ− λ)pi
A
)∣∣∣2
+ c′(dβe;β)
∣∣∣λpi
A
∣∣∣2dβe 1
2A
∑
κ∈Z
∣∣∣∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2o(A2)
=
∥∥∥∑
k 6=0
θkϕ̂
(β)
k
∥∥∥2
`2
+ o(A)
2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i∥∥∥∑
k 6=0
θkϕ̂
(β−i/2)
k
∥∥∥2
`2
+ c′(dβe;β)
∣∣∣λpi
A
∣∣∣2dβe∥∥∥∑
k 6=0
θkϕ̂k
∥∥∥2
`2
o(A2)
=
∥∥∥∑
k 6=0
θkϕ
(β)
k
∥∥∥2
2
+ o(A)
2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i∥∥∥∑
k 6=0
θkϕ
(β−i/2)
k
∥∥∥2
2
+ c′(dβe;β)
∣∣∣λpi
A
∣∣∣2dβe∥∥∥∑
k 6=0
θkϕk
∥∥∥2
2
o(A2) (27)
In the next step we employ: ∥∥∥∑
k 6=0
θkϕ
(γ)
k
∥∥∥2
2
=
∑
k 6=0
θ2k
(
kpi
A
)2γ
(28)
proven in (30). Furthermore for ΘA(L),
∑ |θk| ≤ A−2β+1 and∑ θ2k (kpiA )2β ≤ 4A2L had been
determined in (7). Therefrom we can in (31) show that
∑
k 6=0
θ2k
(
kpi
A
)2β−l
≤ (1 + 4L)A2−l for 0 < l < 2β (29)
And thus
1
2A
∑
κ∈Z
∣∣∣(κpi
A
)β∑
k 6=0
θkϕ̂k
((κ− λ)pi
A
)∣∣∣2 = 4LA2 + o(A) 2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i(1 + 4L)A2−i
+ c′(dβe;β)
∣∣∣λpi
A
∣∣∣2dβeA−2β+1o(A2)
= 4LA2 + (1 + 4L)o(A2)
2bβc+1∑
i=1
c′(i;β)
∣∣∣λpi
A
∣∣∣i
+ c′(dβe;β)
∣∣∣λpi
A
∣∣∣2dβeo(A2)
which is the statement of Lemma III.3.5. We are now left to verify the intermediate steps
(28) and (29).
As an exception to the ordinary case, sine and cosine enjoy an easy to calculate fractional
derivative: sin(γ)(ax) = aγ sin (ax + γpi/2) and the like for cosine (Samko (1987), p. 174).
Obviously, the orthogonality between our functions ϕk is preserved through derivation.∫ (∑
k 6=0
θkϕ
(γ)
k (x)
)2
dx
=
∫ ∑
k 6=0
θ2k ϕ
(γ)
k (x)
2dx
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=
∫ A
−A
∑
k>0
θ2k
1
A
(
kpi
A
)2γ
cos2
(
kpix
A
+
γpi
2
)
+
∑
k<0
θ2k
1
A
(
kpi
A
)2γ
sin2
(
kpix
A
+
γpi
2
)
dx
=
∑
k>0
θ2k
(
kpi
A
)2γ 1
A
∫ A
−A
cos2
(
kpix
A
+
γpi
2
)
+
∑
k<0
θ2k
(
kpi
A
)2γ 1
A
∫ A
−A
sin2
(
kpix
A
+
γpi
2
)
dx
=
∑
k>0
θ2k
(
kpi
A
)2γ 1
A
∫ A
−A
cos2
kpix
A
dx+
∑
k<0
θ2k
(
kpi
A
)2γ 1
A
∫ A
−A
sin2
kpix
A
dx
=
∑
k>0
θ2k
(
kpi
A
)2γ 1
A
A+
∑
k<0
θ2k
(
kpi
A
)2γ 1
A
A
=
∑
k 6=0
θ2k
(
kpi
A
)2γ
(30)
Referring to step (29):∑
k 6=0
θ2k
(
kpi
A
)2β−l
=
∑
06=|k|≤A2/pi
θ2k
(
kpi
A
)2β−l
+
∑
|k|>A2/pi
θ2k
(
kpi
A
)2β (kpi
A
)−l
≤ A2β−l
∑
0 6=|k|≤A2/pi
θ2k +A
−l ∑
|k|>A2/pi
θ2k
(
kpi
A
)2β
≤ A2β−l
∑
k 6=0
|θk|+A−l
∑
k 6=0
θ2k
(
kpi
A
)2β
≤ A2β−l ·A−2β+1 +A−l · 4LA2
= A1−l + 4LA2−l
≤ (1 + 4L)A2−l (31)
This concludes the proof of Lemma III.3.5. ¤
Proof of Lemma III.3.4 We start with
Ifθ(θκ) =
∫ A
−A
(∂fθ(x)/∂θκ)
2
fθ(x)
dx
=
1
b2(θ)
∫ A
−A
1
fθ(x)
[
−fθ(x)
∫ A
−A
f0 ∗ gA(y)ϕκ(y) dy + f0 ∗ gA(x)ϕκ(x)
]2
dx
=
1
b2(θ)
∫ A
−A
[
fθ(x)
(∫ A
−A
f0 ∗ gA(y)ϕκ(y) dy
)2
− 2
∫ A
−A
f0 ∗ gA(y)ϕκ(y) dy f0 ∗ gA(x)ϕκ(x)
+
1
fθ(x)
(
f0 ∗ gA(x)ϕκ(x)
)2]
dx
= − 1
b2(θ)
[∫ A
−A
f0 ∗ gA(y)ϕκ(y) dy
]2
+
1
b2(θ)
∫ A
−A
(
f0 ∗ gA(x)
)2
ϕ2κ(x)
1
b(θ)f0 ∗ gA(x)
(
1 +
∑
λ 6=0
θλϕλ(x)
)dx
= − 1
b2(θ)
[∫ A
−A
f0 ∗ gA(y)ϕκ(y) dy
]2
+
1
b(θ)
∫ A
−A
f0 ∗ gA(x)ϕ2κ(x)
1 +
∑
λ 6=0
θλϕλ(x)
dx
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= − 1
b2(θ)
[∫ A
−A
ϕκ(x)
2A− 1 dx− 2
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(x)
)
ϕκ(x) dx
]2
+
1
b(θ)
∫ A
−A
1
2A−1 ϕ
2
κ(x)
1 +
∑
λ 6=0
θλϕλ(x)
dx− 2
∫ A
A−1
(
1
2A−1 − f0 ∗ gA(x)
)
ϕ2κ(x)
1 +
∑
λ 6=0
θλϕλ(x)
dx

The leading term is
∫ A
−A
1
2A−1 ϕ
2
κ(x)
1+
∑
θλϕλ(x)
dx. Due to |∑ θλϕλ(x)| ≤ A−1/2∑ |θλ| ≤ A−1/2 ·A−2β+1
< A−1/2, we know it lies in the interval ((2A− 1)−1(1+A−1/2)−1, (2A− 1)−1(1−A−1/2)−1).
Moreover from (19) we have 1−A−3/2 ≤ b(θ) ≤ 1 +A−3/2. For A −→∞ we obtain:
Ifθ(θκ) =
1
b2(θ)
[
0 +O
(
1
(A− 1/2)√A
)]2
+
1
b(θ)
[
1 + o(1)
2A− 1 +O
(
1 + o(1)
(A− 1/2)A
)]
=
(
1 + o(1)
)
O
(
A−3
)
+
(
1 + o(1)
)[1 + o(1)
2A− 1 +O
(
A−2
)]
=
1 + o(1)
2A
Ref̂θ
(
κpi
A
)
can be expressed as A1/2
∫
fθ(x)ϕ|κ|(x)dx, yielding
∂ Ref̂θ
(
κpi
A
)
∂θ|κ|
=
∂
∂θ|κ|
√
A
∫ A
−A
fθ(x)ϕ|κ|(x)dx
=
√
A
b(θ)
[
−
∫ A
−A
fθ(x)
∫ A
−A
f0 ∗ gA(y)ϕ|κ|(y)dy ϕ|κ|(x)dx+
∫ A
−A
f0 ∗ gA(x)ϕ2|κ|(x)dx
]
=
√
A
b(θ)
[
−Ref̂θ
(
κpi
A
)
√
A
∫ A
−A
f0 ∗ gA(y)ϕ|κ|(y)dy +
∫ A
−A
f0 ∗ gA(x)ϕ2|κ|(x)dx
]
=
Ref̂θ
(
κpi
A
)
b(θ)
[
−
∫ A
−A
1
2A− 1 ϕ|κ|(y)dy + 2
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(y)
)
ϕ|κ|(y)dy
]
+
√
A
b(θ)
[∫ A
−A
1
2A− 1 ϕ
2
|κ|(x)dx− 2
∫ A
A−1
(
1
2A− 1 − f0 ∗ gA(x)
)
ϕ2|κ|(x)dx
]
=
Ref̂θ
(
κpi
A
)
1 + o(1)
[
0 +O
(
1
(A− 1/2)√A
)]
+
√
A
1 + o(1)
[
1
2A− 1 +O
(
1
(A− 1/2)A
)]
=
1 + o(1)
2
√
A
A similar result is obtained for Imf̂θ
(
κpi
A
)
, whereby
∫
f0 ∗ gA(y)ϕ−|κ|(y)dy = 0, because the
sine function is anti-symmetric.
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A APPENDIX
Appendix A’s destination is but to simplify the reader’s reference to results which are essential
to definitions and proofs in the present work, Part I through III. There is no claim on
authorship neither to propositions nor to demonstrations.
A.1 Fourier transform and expansion on L2
The following discussion is extracted from Chandrasekharan: Classical Fourier transforms
(1989).
A complex-valued function f(x) of the real variable x is said to belong to Schwartz’s space
S, if f is differentiable infinitely often, and for any integers p and q
xpf (q) −→ 0, as |x| −→ ∞.
S is a dense subset of L2(−∞,∞). For f ∈ S we define the Fourier transform f̂ of f by
f̂(ω) :=
∫
f(x)eiωxdx, −∞ < ω <∞.
Theorem: If f ∈ S, then also f̂ ∈ S.
Proof : If f ∈ S, then ‖f (q)‖1 < ∞, for all q ∈ N. Let ω be real, ω 6= 0. For R > 0
we have ∫ R
−R
f(x)eiωxdx = f(x)
eiωx
iω
∣∣∣∣R
−R
−
∫ R
−R
f ′(x)
eiωx
iω
dx.
For
f(x)− f(0) =
∫ x
0
f ′(t)dt, and f ′ ∈ L1(−∞,∞),
so that
f(0) +
∫ ∞
0
f ′(t)dt = f(∞) = 0 and the like for −∞.
Hence, on letting R −→∞, we have∫
eiωxf(x)dx = −
∫
f ′(x)
eiωx
iω
dx, ω 6= 0,
which implies that
−iω f̂(ω) = f̂ ′ (ω), for ω 6= 0.
This holds also for ω = 0 by continuity (since the left-hand side is zero, while the right-hand
side is also
∫
f ′(x)dx = f(∞)− f(−∞) = 0). Since
|ωf̂(ω)| ≤
∫
|f ′(x)|dx = ‖f ′‖1 <∞,
we conclude that f̂(ω) = O(1/|ω|).
Now, on the other hand if f ∈ S, then ∫ |xpf(x)|dx <∞ for all p ∈ N. Let
fh(x) := f(x)
(
eihx − 1
h
)
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for real h, and h 6= 0. Then
f̂h(ω) =
f̂(ω + h)− f̂(ω)
h
.
Now fh(x) −→ ix f(x) pointwisely, for almost every x, as h −→ 0; and
|fh(x)| ≤ |f(x)| ·
∣∣∣∣eihx − 1h
∣∣∣∣ ≤ |x| · |f(x)|.
Hence
|fh(x)− ix f(x)| ≤ 2|x| · |f(x)|.
By the Theorem on dominated convergence, we conclude that
∫ |fh(x)− ix f(x)|dx −→ 0, as
h −→ 0. By
sup
−∞<ω<∞
|f̂h(ω)−
∫
ix f(x)eiωxdx| ≤
∫
|fh(x)− ix f(x)|dx,
it follows that
f̂h(ω) −→
∫
ix f(x)eiωxdx,
uniformly, as h −→ 0. The last integral is a bounded, continuous function of ω for −∞ <
ω <∞. However, from f̂h(ω) = h−1(f̂(ω + h)− f̂(ω)), we see that lim
h→0
f̂h(ω) = f̂ ′(ω), hence
f̂
′
(ω) =
∫
ix f(x)eiωxdx.
Induction on q and p ∈ N gives a more general form of the representation of the derivatives
of f in the Fourier domain, and a formula for the derivatives of f̂ , respectively:
(−iω)qf̂(ω) = f̂ (q)(ω), where |f̂(ω)| = O(|ω|−q), and f̂ (p)(ω) =
∫
(ix)pf(x)eiωxdx.
From the combination of both, it thus follows that
(−iω)qf̂ (p)(ω) =
∫
(ix)pf (q)(x)eiωxdx, where |f̂ (q)(ω)| = O(|ω|−p)
for all q, p ∈ N. And therefore |f̂ (q)(ω)| = o(|ω|−p) for all q, p ∈ N, which is the assertion. ¤
On the other hand, we see that, if f and therefore f̂ are in S, then
1
2pi
∫
f̂(ω)e−iωxdω = lim
R→∞
∫
f̂(ω)e−|ω|/Re−iωxdx = f(x),
for every x ∈ (−∞,∞). Together with the theorem we have proven that the Fourier transform
is a map from S onto itself, more precisely a linear map.
The composition formula∫
f(x)ĝ(x)dx =
∫
f(x)
∫
g(y)eiyxdy dx =
∫ ∫
f(x)eiyxdx g(y)dy =
∫
f̂(y)g(y)dy
and the fact, that if f ∈ S, then f(x) is 12pi times the Fourier transform of the complex
conjugate of f̂ , f̂ ∈ S, provide us with Parseval’s equality:
‖f‖22 =
1
2pi
‖f̂‖22
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and more generally with Plancherel’s theorem∫
f(x)g(x)dx =
1
2pi
∫
f̂(ω)ĝ (ω)dω.
Besides, it is easy to see that f̂ ∗ g = f̂ · ĝ and f̂ · g = 12pi f̂ ∗ ĝ.
We are now able to define the Fourier transform on the whole space L2:
Since S is a dense subset of L2(−∞,∞), there exists a sequence (fn)n∈N of functions belonging
to S, such that ‖fn − f‖2 −→ 0, as n −→ ∞. Hence ‖fn − fm‖2 −→ 0 as n,m −→ ∞,
but by Plancherel’s theorem and the linearity of the map fm 7−→ f̂m, ‖f̂n − f̂m‖2 −→ 0, as
n,m −→∞. Since the space L2(−∞,∞) is complete, there exists a function ϕ ∈ L2(−∞,∞),
such that ‖f̂n − ϕ‖2 −→ 0, as n −→ ∞. The function ϕ is defined almost everywhere on
(−∞,∞). We call ϕ the Fourier transform of f ∈ L2(−∞,∞) and denote it by f̂ .
We note that ϕ does not depend on the approximating sequence (fn). Thus the Fourier
transform f̂ of a function f ∈ L2(−∞,∞) is the limit, in the L2-norm, of the sequence
(f̂n)n∈N of Fourier transforms of any sequence (fn)n∈N of functions belonging to S, such that
fn converges in the L2-norm to the given function f , as n −→∞. f̂ ∈ L2(−∞,∞).
Let us note further: The Fourier transform is a (linear) map from L2(−∞,∞) onto L2(−∞,∞).
The inversion formula f(x) = 12pi
∫
f̂(ω)e−iωxdω holds for almost every x ∈ (−∞,∞).
Plancherel’s theorem holds on the whole space L2(−∞,∞). Every function f ∈ L2(−∞,∞) is
the Fourier transform of a unique element of L2(−∞,∞). For f, g ∈ L2(−∞,∞), f̂ ∗ g(ω) =
f̂(ω)ĝ(ω) for almost every ω ∈ (−∞,∞).
The next two properties only hold for functions f ∈ L2 ∩L1: If f(x) and ix · f(x) ∈ L2 ∩L1,
then f̂ ′ (ω) =
∫
ix f(x)eiωxdx and if f(x) and f ′(x) ∈ L2∩L1, then
∫
f ′(x)eiωxdx = −iω f̂(ω).
Fourier expansion is the counterpart to Fourier transform which applies to periodical func-
tions, or as we use it in the proof of Theorem III.3.3, to functions on a bounded interval that
can be viewed as periodical when continued to the whole axis.
Let f be a function defined on the [0, 1], ‖f‖22 :=
∫ 1
0 f
2(x)dx <∞. If this is the case, f is said
to be ∈ L2([0, 1]). Let furthermore (ϕκ)κ∈Z, be a complete orthonormal system of functions,
likewise ∈ L2([0, 1]). The set (ei2piκx)κ∈Z, is for instance such a system. This time define
f̂(2piκ) :=
∫ 1
0
f(x)ei2piκxdx,
the Fourier coefficients of f . Then (f̂(2piκ))κ∈Z, is called the Fourier expansion of f . It holds
that
f(x) =
∑
κ∈Z
f̂(2piκ)e−i2piκx and ‖f‖22 =
∑
κ∈Z
f̂2(2piκ).
On the other hand, to any given series (f̂(2piκ))κ∈Z, with
∑
κ∈Z f̂
2(2piκ) <∞, there exists a
function f ∈ L2([0, 1]) of which (f̂(2piκ))κ∈Z is the Fourier expansion.
Rules for calculation are similar to the Fourier transform: For f and g ∈ L2([0, 1]), f̂ ∗ g(2piκ)
= f̂(2piκ)ĝ(2piκ), f̂ · g(2piκ) = ∑λ∈Z f̂(2pi(κ − λ))ĝ(2piλ). If f is in L2([0, 1]) ∩ L1([0, 1]),
continuously differentiable and f ′ again ∈ L2([0, 1])∩L1([0, 1]), then f̂ ′ (2piκ) = −i2piκ f̂(2piκ).
Evidently, the Fourier expansion can also be carried out on intervals of the real line other
than [0, 1]. Attention must be kept on the orthonormality and completeness of the system of
functions defining the Fourier expansion.
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A.2 Bernstein type inequality for degenerate U-statistics
As Bernstein’s inequality in the case of a sum of independent random variables, it is as well
possible to find an exponential bound for the tail probability of a U-statistic.
Let X1, . . . , Xn be i.i.d. random variables in R with common distribution function P . Let F
be a class of measurable real functions on Rm. A U-statistic of order m with kernel f ∈ F is
defined as
Umn (f, P ) := U
m
n (f) :=
(n−m)!
n!
∑
Imn
f(Xi1 , . . . , Xim)
where Imn is the set of all m-tuples (i1, . . . , im), 1 ≤ ij ≤ n, ij 6= ik whenever j 6= k, and
the U-process indexed by F is {Umn (f, P )|f ∈ F}. Nolan and Pollard (1987, 1988) study
the law of large numbers and the central limit theorem for U-processes of order m = 2 in
terms of chaining inequalities, thereby paralleling the analysis of empirical processes. As an
example of the application of their theory, they derive a result, that was already mentioned
in the introduction of Part I: asymptotic optimality of bandwidth cross-validation for kernel
functions with bounded variation.
Recently discovered, “decoupling”- and “randomization”-techniques (de la Pen˜a (1992) and
de la Pen˜a, Montgomery-Smith (1995)) have proven to be very powerful tools in the study of
limit theory of more general U-statistics and U-processes, law of large numbers and central
limit theorem by Arcones, Gine´ (1993), law of iterated logarithm by Arcones, Gine´ (1995).
The Bernstein type inequality for degenerate U-statistics is but one achievement brought
about by decoupling and randomization.
Since it is sufficient for our purpose, we take advantage of the opportunity to avoid a more
complicated notation: in the following considerations, we restrict ourselves to U-statistics of
second order and leave higher order U-statistics as well as U-processes aside. Nevertheless, it
is possible to prove all results in terms of U-processes of arbitrary order, too, as long as the
indexing class F fulfilles certain restrictions
Decoupling inequality by de la Pen˜a (1992): Let {Xi}1≤i≤n be a sequence of i.i.d ran-
dom variables on R, and let {X ′i}1≤i≤n be an i.i.d. copy of the sequence {Xi}1≤i≤n. Let
f be a bounded measurable function, f : R2 −→ R, such that E[f(Xi, Xj)] < ∞. And let
Φ : [0,∞) −→ [0,∞) be a convex non-decreasing function with EΦ(f(Xi, Xj)) <∞. Then
E Φ
∣∣∣∑
i 6=j
f(Xi, Xj)
∣∣∣
 ≤ E Φ
8∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣

If moreover f is symmetric, i.e. f(x1, x2) = f(x2, x1) for all values of x1, x2, then also a
reverse inequality holds.
E Φ
1
4
∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣
 ≤ E Φ
∣∣∣∑
i6=j
f(Xi, Xj)
∣∣∣

The variables at different coordinates of the domain of f in the decoupled statistic come
from different independent sequences and therefore a decoupled U-statistic can be treated,
conditionally on one sequence, as a sum of independent variables. In this way, the analysis of
U-statistics can proceed more or less by analogy with that of sums of i.i.d. random variables.
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Proof Let {εi}1≤i≤n be independent Rademacher variables, i.e. P (εi = 1) = P (εi =
−1) = 1/2, independent of {Xi, X ′i}1≤i≤n, and let Zi and Z ′i, i = 1, . . . , n, be defined as
follows:
Zi =
{
Xi, if εi = 1
X ′i, if εi = −1
, Z ′i =
{
X ′i, if εi = 1
Xi, if εi = −1
Since X1, . . . , Xn and X ′1, . . . , X ′n are i.i.d., each a random variable with law P , and εi are
independent of Xj , X ′j for all i, j, the vector (Z1, . . . , Zn, Z
′
1, . . . , Z
′
n) is just a permutation of
(X1, . . . , Xn, X ′1, . . . , X ′n) and
L(Z1, . . . , Zn, Z ′1, . . . , Z ′n) = L(X1, . . . , Xn, X ′1, . . . , X ′n) = P 2n
L(Z1, . . . , Zn) = L(X1, . . . , Xn) = Pn
and for Pn-integrable functions f we have
E f(Z1, . . . , Zn) = E f(X1, . . . , Xn)
Note also that, if Z is the σ-algebra generated by the X and X ′ variables, Z = σ(X1, . . . , Xn,
X ′1, . . . , X ′n), then conditional integration with respect to Z of any function f of the Z or Z ′
variables is simply integration with respect to ε and ε′. In particular, for all i 6= j
E[f(Zi, Zj)|Z] = E[f(Zi, Z ′j)|Z] = E[f(Z ′i, Zj)|Z] = E[f(Z ′i, Z ′j)|Z]
=
1
4
(
f(Xi, Xj) + f(Xi, X ′j) + f(X
′
i, Xj) + f(X
′
i, X
′
j)
)
These observations together with the convexity and monotony of Φ, integrability of the
functions involved and Jensen’s inequality, justify the following strings of inequalities which
prove the theorem. For f symmetric in its entries
E Φ
∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣

= E Φ
1
2
∣∣∣∑
i6=j
f(Xi, X ′j) +
∑
i6=j
f(X ′i, Xj)
∣∣∣

≤ 1
2
E Φ
∣∣∣∑
i6=j
[
f(Xi, X ′j) + f(X
′
i, Xj) + f(Xi, Xj) + f(X
′
i, X
′
j)
]∣∣∣

+
1
4
E Φ
2∣∣∣∑
i6=j
f(Xi, Xj)
∣∣∣
+ 1
4
E Φ
2∣∣∣∑
i 6=j
f(X ′i, X
′
j)
∣∣∣

=
1
2
E Φ
4∣∣∣∑
i6=j
E[f(Zi, Zj)|Z]
∣∣∣
+ 1
2
E Φ
2∣∣∣∑
i 6=j
f(Xi, Xj)
∣∣∣

≤ 1
2
E Φ
4∣∣∣∑
i6=j
f(Zi, Zj)
∣∣∣
+ 1
2
E Φ
2∣∣∣∑
i 6=j
f(Xi, Xj)
∣∣∣

=
1
2
E Φ
4∣∣∣∑
i6=j
f(Xi, Xj)
∣∣∣
+ 1
2
E Φ
2∣∣∣∑
i6=j
f(Xi, Xj)
∣∣∣

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≤ E Φ
4∣∣∣∑
i 6=j
f(Xi, Xj)
∣∣∣

proving the second part of the theorem. Note that symmetry is essential for the first identity.
For f not necessarily symmetric, letting X = σ(X1, . . . , Xn), we have
E Φ
∣∣∣∑
i 6=j
f(Xi, Xj)
∣∣∣

≤ 1
2
E Φ
2∣∣∣∑
i 6=j
E[f(Xi, Xj) + f(X ′i, Xj) + f(Xi, X
′
j) + f(X
′
i, X
′
j)|X ]
∣∣∣

+
1
2
E Φ
2∣∣∣∑
i6=j
E[f(X ′i, Xj) + f(Xi, X
′
j) + f(X
′
i, X
′
j)|X ]
∣∣∣

≤ 1
2
E Φ
2∣∣∣∑
i 6=j
[f(Xi, Xj) + f(X ′i, Xj) + f(Xi, X
′
j) + f(X
′
i, X
′
j)]
∣∣∣

+
1
6
E Φ
6∣∣∣∑
i6=j
E[f(X ′i, Xj)|X ]
∣∣∣
+ 1
6
E Φ
6∣∣∣∑
i6=j
E[f(Xi, X ′j)|X ]
∣∣∣

+
1
6
E Φ
6∣∣∣∑
i6=j
E[f(X ′i, X
′
j)|X ]
∣∣∣

≤ 1
2
E Φ
8∣∣∣∑
i 6=j
E[f(Zi, Z ′j)|Z]
∣∣∣
+ 1
3
E Φ
6∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣
+ 1
6
Φ
6∣∣∣∑
i 6=j
E[f(X ′i, X
′
j)]
∣∣∣

≤ 1
2
E Φ
8∣∣∣∑
i 6=j
f(Zi, Z ′j)
∣∣∣
+ 1
3
E Φ
6∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣
+ 1
6
Φ
6∣∣∣∑
i6=j
E[f(X ′i, X
′
j)]
∣∣∣

=
1
2
E Φ
8∣∣∣∑
i 6=j
f(Xi, X ′j)
∣∣∣
+ 1
3
E Φ
6∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣
+ 1
6
Φ
6∣∣∣∑
i6=j
E[f(Xi, X ′j)]
∣∣∣

≤ E Φ
8∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣

proving the first part of the theorem. ¤
The most interesting aspect of decoupling is the possibility of randomizing a degenerate
U-statistic. A symmetric function f is called degenerate, if E[f(X,Y )|Y = y] = E[f(X,Y )]
for all values y in the domain of f(x, .), whereas f(x, y) is not a constant function.
The Randomization theorem to be stated below can be considered as an extension of the
following inequality for univariate functions, Zinn (1985), (εi defined as before):
2−pE
∣∣∣ n∑
i=1
εif(Xi)
∣∣∣p ≤ E∣∣∣ n∑
i=1
f(Xi)
∣∣∣p ≤ 2pE∣∣∣ n∑
i=1
εif(Xi)
∣∣∣p , p ≥ 1
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which is connected to the well known Symmetrization lemma (e.g. Pollard (1984), p. 14).
The symbol ' may denote a two sided inequality up to multiplicative constants that depend
only on the exponent p.
Randomization theorem Let f be a degenerate function withE[f(X,Y )] = 0, E|f(X,Y )|p <
∞, X,X ′, ε as before and ε′ an independent copy of ε, p ≥ 1. Then
E
∣∣∣∑
i6=j
f(Xi, Xj)
∣∣∣p ' E∣∣∣∑
i 6=j
εiεjf(Xi, Xj)
∣∣∣p
' E
∣∣∣∑
i 6=j
εiε
′
jf(Xi, Xj)
∣∣∣p
' E
∣∣∣∑
i 6=j
εiε
′
jf(Xi, X
′
j)
∣∣∣p
Proof Since f is degenerate and centered, we have E[f(X,Y )|Y ] = 0. For iterated expec-
tations, the Randomization inequality for univariate functions gives:
E
∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣p = E
E[∣∣∣∑
i6=j
f(Xi, X ′j)
∣∣∣p∣∣∣X ′j]

' E
E[∣∣∣∑
i6=j
εif(Xi, X ′j)
∣∣∣p∣∣∣X ′j]

= E
∣∣∣∑
i6=j
εif(Xi, X ′j)
∣∣∣p
= E
E[∣∣∣∑
i6=j
εif(Xi, X ′j)
∣∣∣p∣∣∣Xi]

' E
E[∣∣∣∑
i6=j
εiε
′
jf(Xi, X
′
j)
∣∣∣p∣∣∣Xi]

= E
∣∣∣∑
i6=j
εiε
′
jf(Xi, X
′
j)
∣∣∣p
The equivalences of the theorem follow by continued application of the Decoupling inequality.
¤
Now we proceed to the aim of the whole section, the proof of a Bernstein type inequal-
ity for degenerate U-statistics, Proposition 2.3 (c) of Arcones, Gine´ (1993):
Proposition Let max |f | ≤ c, E[f(X,Y )] = 0, f symmetric and degenerate and σ2 :=
E[f2(X,Y )]. Then there are constants c1 and c2 not depending on f , such that for any t > 0:
P
∣∣∣ 1
n
∑
i 6=j
f(Xi, Xj)
∣∣∣ > t
 ≤ c1 exp{ −c2t
σ + (ct1/2n−1/2)2/3
}
Proof As for Bernstein’s inequality, this proof is just a subtle application of Markov’s
inequality. The difficulty lies in finding a bound to the exponential moment of the U-statistic.
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Let aij ∈ R, ε be defined as above and X :=
∑
i6=j
εiεj aij , s2 :=
∑
i 6=j
a2ij .
In order to bound E[exp{t|X|α}], where t > 0 and 0 < α < 1, we can write:
E [exp{t|X|α}] = E [exp{|λX/(αs)|α(αs/λ)αt}]
≤ E
[
exp
{
|λX/s|+ (1− α)(αs/λ)α/(1−α)t1/(1−α)
}]
with any constant λ, say λ > 0, (since for real a and b, 1 < p < ∞: |ab| ≤ |a|p/p + (p −
1)|b|p/(p−1)/p). Now we expand exp{|λX/s|} into a series:
E [exp{|λX/s|}] = 1 +E [|λX/s|] + 1
2
E
[|λX/s|2]+∑
k≥3
1
k!
E
[
|λX/s|k
]
and apply kind of Rosenthal’s inequality to the higher moments (Borell (1979)).
For 1 < q < p <∞ : E1/p|X|p ≤
(
p− 1
q − 1
)
E1/q|X|q, such that
E [exp{|λX/s|}] = 1 +E [|λX/s|] + 1
2
E
[|λX/s|2]+∑
k≥3
(k − 1)k
k!
Ek/2
[|λX/s|2]
= 1 + λ+
λ2
2
+
∑
k≥3
(k − 1)kλk
k!
which is a polynomial in λ, and finite when λ < e−1. Together with the previous inequality
we have:
E [exp{t|X|α}] ≤ P (λ) exp
{
(1− α)(αs/λ)α/(1−α)t1/(1−α)
}
=: c1 exp
{
c2 (sαt)1/(1−α)
}
Take α = 2/3 and aij = 1nf(Xi, Xj), such that the exponent of s equals 2 and X =
1
n
∑
i 6=j
f(Xi, Xj). Let Φ(.) = exp{t|.|α}, a convex, non-decreasing function, and apply the
Decoupling inequality and the Randomization theorem.
E
exp{t∣∣∣ 1
n
∑
i6=j
f(Xi, Xj)
∣∣∣2/3}
 ≤ c′1E
exp{t∣∣∣ 1
n
∑
i6=j
εiεj f(Xi, Xj)
∣∣∣2/3}

≤ c1c′1E
exp{c2 t3 1
n2
∑
i 6=j
f2(Xi, Xj)
}
= c′′1 exp
{
c2 t
3 n− 1
n
σ2
}
E
exp{c2 t3 1
n2
∑
i6=j
(f2(Xi, Xj)− σ2)
}
≤ c′′1 exp
{
c′2 t
3 σ2
}
E
exp{c2 t3 1
n2
∑
i 6=j
(f2(Xi, Xj)− σ2)
}
90 A APPENDIX
We take advantage of the fact that 2n(n−1)
∑
i6=j
f(Xi, Xj) = 1n!
∑
P
1
bn/2c
bn/2c∑
l=1
f(Xi2l−1 , Xi2l),
where P = {(i1, . . . , in)|1 ≤ ij ≤ n, ij 6= ik for j 6= k} is the set of permutations of (1, . . . , n).
In this case, an inequality is valid, that is given for example in Ho¨ffding (1963) and in Serfling
(1980):
E
exp{c2 t3 1
n2
∑
i6=j
(f2(Xi, Xj)− σ2)
} ≤ E
exp{4 c2 t3 1
n
bn/2c∑
i=1
(f2(X2i−1, X2i)− σ2)
}
The random variables in the right-hand side’s sum are now i.i.d. and we make use of some
form of Bernstein’s inequality for ξ1, . . . , ξm i.i.d. with |ξ| ≤ d, Eξ = 0 and Eξ2 = τ2:
E
[
exp
{
v
1√
m
m∑
i=1
ξi
}]
≤ exp
{ v2τ2
2− 2/3 v dm−1/2
}
, for |v| < 3
√
m
d
Set ξ := f2(X2i−1, X2i) − σ2, m := bn/2c, v := 4c2t3bn/2c1/2n−1, d := c2 and, τ2 := c2σ2.
Then
E
exp{4 c2 t3 1
n
bn/2c∑
i=1
(f2(X2i−1, X2i)− σ2)
} ≤ exp{ c22 t6c2σ2
n/4− c2t3c2/3
}
When we combine all inequalities developed so far, we obtain a bound for the first exponential
moment of our U-statistic:
E
exp{t∣∣∣ 1
n
∑
i 6=j
f(Xi, Xj)
∣∣∣2/3}
 ≤ c′′1 exp{c′2 t3 σ2} exp{ c22 t6c2σ2n/4− c2t3c2/3
}
Finally, we employ Markov’s inequality:
P
∣∣∣ 1
n
∑
i 6=j
f(Xi, Xj)
∣∣∣ > u
 = P
exp{t∣∣∣ 1
n
∑
i 6=j
f(Xi, Xj)
∣∣∣2/3} > exp{t u2/3}

≤ exp{−tu2/3}E
exp{4 c2 t3 1
n
bn/2c∑
i=1
(f2(X2i−1, X2i)− σ2)
}
≤ c′′1 exp
{
−tu2/3 + c′2t3σ2 +
c22 t
6c2σ2
n/4− c2t3c2/3
}
The value t∗ := u1/3(3c′2)−1/2σ−1 minimizes the sum of the first two terms in the exponent
of the bound, giving −t∗u2/3 + c′2t∗3σ2 = −c3 uσ−1. This is the leading term, whenever the
third summand is smaller than a small constant C times c3 uσ−1 ⇐⇒ c′3uc2(n− uc2)−1 > C,
with appropriate c′3. If this is not fulfilled, the exponent is of order −c′′2(nu2/c2)1/3. Thereby
the proposition is proven. ¤
We apply the Bernstein type inequality in Part I, Lemma I.4.2 to the degenerate U-statistics
Uϕst(Xi, Xj) = ϕst(Xi−Xj)−E[ϕst(Xi−Xj)|Xi]−E[ϕst(Xi−Xj)|Xj ]+E[ϕst(Xi−Xj)] and
Uψst(Xi, Xj) = ψst(Xi −Xj)−E[ψst(Xi −Xj)|Xi]−E[ψst(Xi −Xj)|Xj ] +E[ψst(Xi −Xj)],
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respectively. The maxima of Uϕst and Uψst are obviously bounded by 4 times the maximum
of the wavelet functions. For E|ϕst|2 we plug in ‖f‖∞‖ϕst‖22 = 12pi‖f‖∞ (recall that in Part
I, f is the density to be estimated), the same for ψst. A better bound could have been found
through E|ϕst|2 ≤ 12pi‖f‖22, allowing to drop the assumption ‖f‖∞ < ∞ in Lemma I.4.2.
Nevertheless, such a bound is not attainable for the wavelet functions ϕ′st and ψ′st in Lemma
I.4.4. And therefore the gain in Lemma I.4.2 is of no use for Theorem I.2.1.
A.3 Exponential inequality for quadratic forms
An extensive amount of work investigates limit theorems of large deviations of sums of in-
dependent variables, which is quite natural, because the simplest case, to which powerful
analytical methods are applicable, enables the beholder to get a clear and complete picture
of the behavior of probabilities of large deviations. Different assumptions on the distribution
of the summands have been considered: characteristic functions which are analytical in a
neighborhood of 0 (Crame´r condition); existence of all moments without analyticity (Linnik
case); the case of moderate deviations, when only a finite number of moments exists; sum-
mands belonging to the domain of attraction of the stable law with α < 2; conditions for
super-large deviations.
The ideas that work for sums of independent variables can also be applied to sums of de-
pendent variables, polynomial forms and multiple stochastic integrals of random processes.
Saulis and Statulevicˇius (1991) address applications of the method of cumulants to limit
theorems of large deviations, which proves its usefulness at the highest stage.
We will give an account of the exponential inequality for polynomial forms, Lemma 2.1, Ben-
tkus, Rudzkis (1980), cited in Saulis, Statulevicˇius (1991) as Lemma 2.4, p. 19, of which the
exponential inequality for quadratic forms, used in Lemma II.2.2, Part II of the present work,
is a special case.
Let the kth cumulant of a random variable X be denoted by Γk(X), i.e.
Γk(X) := i−k
dk
dωk
lnEeiXω|ω=0 , k ∈ N
It is often less involved and more effective to yield result by means of cumulants than by
means of moments. Because the kth cumulant of a sum of independent random variables is
just the sum of the kth cumulants, while in contrast the kth moment does not admit such
a simple representation. Furthermore note, that none but the first cumulant changes, when
adding a constant to a random variable.
In Lemma II.2.2, Part II, we are looking upon quadratic forms εTAε of i.i.d random variables
εi ∼ N (0, 1). Let λi be the eigenvalues of A. Then by spectral decomposition we have εTAε =∑
λiζi a weighted sum of independent χ2-distributed random variables. The cumulants
of the χ2-distribution are for example given in Johnson, Kotz (1970), p. 168. We derive
Γk(εTAε) =
∑
λki Γk(ζi) =
∑
λki 2
k−1(k − 1)!
|Γk(εTAε)| ≤ 2k−1(k − 1)!
n∑
i=1
λ2i max
j
|λj |k−2
=
k!
2
2
n∑
i=1
λ2i
2
k
(
2max
j
|λj |
)k−2
≤ k!
2
H
∆k−2
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where H := 2
∑
λ2i = 2 trA
TA and ∆−1 := 2max |λj | ≤ 2(maxj
∑
i |Aij | · maxi
∑
j |Aij |)1/2
(Lu¨tkepohl (1996), p.112). Disposing of this approximation, we can apply:
Lemma for quadratic forms (Bentkus, Rudzkis (1980) Lemma 2.1) Let ξ be an arbitrary
random variable with Eξ = 0. Denote the cumulants Γk(ξ) of ξ by γk. If there exist γ ≥ 0,
H > 0 and ∆ > 0 such that
|γk| ≤
(
k!
2
)1+γ H
∆k−2
for k ≥ 2
then for all x ≥ 0:
P (|ξ| ≥ x) ≤ 2 exp
{
− x
2
2H + 2x
1+2γ
1+γ ∆−
1
1+γ
}
For ξ = εTAε − EεTAε we even have γ = 0. And with A symmetric, trATA = trA2 and
max |λj | ≤ maxj
∑
i |Aij | = ‖A‖∞. Adjusting the form of Bentkus/Rudzkis’ inequality to
Lemma II.2.2, we result in
P (|εTAε− EεTAε| ≥ x) ≤ 2 exp
{
− x
2/2
2trA2 + 2x‖A‖∞
}
This lemma cannot only be formulated so as to apply to quadratic but also to arbitrary
polynomial forms. In the special case of a linear form aTε in i.i.d. random variables with
εi ∼ N (0, 1) (for which we use it in Lemma II.2.4) the cumulants are especially easy to
calculate, since Γ1(εi) = 0, Γ2(εi) = 1 and and again Γk(εi) = 0 for k ≥ 3. Bentkus/Rudzkis’
lemma gives exactly the sharp version of Bernstein’s inequality (Petrov (1987)) that is known
to hold for i.i.d. standard-normal random variables:
P (|aTε| ≥ x) ≤ 2 exp
{
− x
2
2‖a‖22
}
Several preliminary remarks will contribute to the clarity of the proof of the lemma, for
reference see Bentkus, Rudzkis (1980) or Saulis, Statulevicˇius (1991):
1. For a non-negative integer m and a function g : R −→ R of x, having m derivatives at
x = 0, define
gm(x) :=
m∑
k=0
1
k!
g(k)(0)xk , x ∈ R
which are the first m members of a Taylor expansion. In particular,
expm{x} :=
m∑
k=0
1
k!
xk , x ∈ R
Note that the function exp2n is positive for every n ∈ N. For x ≥ 0, this is obvious. Oth-
erwise define ak := x
2k−1
(2k−1)! +
x2k
(2k)! . When x ≤ −2n, then ak ≥ 0 for 1 ≤ k ≤ n and
exp2n{x} = 1 + a1 + . . . + an > 0. When −2n < x < 0, then ak < 0 for k ≥ n − 1 and
ex = exp2n{x}+ an+1 + an+2 + . . . , such that exp2n{x} > 0.
2. The inequality
expn{x}
exp2n{2x}
≤ exp{−x}
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is valid for 0 ≤ x ≤ 0.6 if n = 1, for 0 ≤ x ≤ 1.4 if n = 2, and for 0 ≤ x ≤ 0.8n if n ≥ 3.
3. Over the interval (2.5, 6.4], the value of the function
f(t) =
1
t
− 1
et/2 − 1 , t > 0
is less than 0.172.
Proof of Bentkus/Rudzkis’ lemma Since Eξ2n <∞ for all n ∈ N, and since exp2n{x}
is non-negative on R and monotonously increasing on R+, we can apply Markov’s inequality
to yield for all h ≥ 0 and all x ≥ 0:
P (|ξ| ≥ x) ≤ 2P
(
exp2n{hξ} ≥ exp2n{hx}
)
≤ 2 exp−12n {hx}
2n∑
k=0
1
k!
Eξkhk
Denote
g(x) := expn
{
2n∑
r=2
1
r!
γrx
r
}
, x ∈ R
According to the calculation rules for cumulants, for any k ∈ N+ it holds that
Eξk =
k∑
q=1
∑
r1+...+rp=k
1
q!
k!
r1! · · · rq! γr1 · · · γrq
Under condition Eξ = 0, this gives for any k = 2, 3, . . .
Eξk =
k∑
q=1
∑
r1+...+rp=k,rj≥2
1
q!
k!
r1! · · · rq! γr1 · · · γrq
=
k∑
q=1
1
q!
dk
dxk
(
2n∑
r=2
1
r!
γrx
r
)q ∣∣∣
x=0
=
dk
dxk
g(x)
∣∣∣
x=0
Consequently,
2n∑
k=0
1
k!
Eξkhk = g2n(h) ≤ expn
{
2n∑
r=2
1
r!
|γr|hr
}
by virtue of g analytical and g(k)(x) > 0 on R+ for all k. We substitute for g2n, such that for
all h ≥ 0:
P (|ξ| ≥ x) ≤ 2 exp−12n {hx} g2n(h) ≤ 2 exp−12n {hx} expn
{
2n∑
k=2
1
k!
|γk|hk
}
, x ≥ 0
Applying the assumption |γk| ≤ (k!2 )1+γ H∆k−2 , it suffices to consider the caseH = 1. Otherwise
we could introduce the random variable ξ˜ = ξ/H, for which the assumption would be fulfilled
with H˜ = 1 and ∆˜ = ∆
√
H. The estimate for P (|ξ| ≥ x) could be obtained from the one for
P (|ξ˜| ≥ x√H).
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Passing forward by inserting the assumption into the bound of P (|ξ| ≥ x), for n ∈ N+ and
all h ≥ 0 we arrive at
P (|ξ| ≥ x) ≤
2 expn
{
2n∑
k=2
1
k! |γk|hk
}
exp2n{hx}
≤
2 expn
{
1
2 h
2
2n∑
k=2
(
h
∆
)k−2 (k!
2
)γ}
exp2n{hx}
(∗)
On the other hand, also applying Markov’s inequality and taking into account that Eξ = 0
and Eξ2 ≤ H = 1, we have for all x ≥ 0
P (|ξ| ≥ x) ≤ P
(
(1+xξ)2 ≥ (1+x2)2
)
≤ 1 + 2xEξ + x
2Eξ2
(1 + x2)2
≤ 1
1 + x2
(∗∗)
Choose
h =
x(x∆)1/(1+γ)
x2 + (x∆)1/(1+γ)
and n such that the condition 0.8(n − 1) < hx/2 ≤ 0.8n is fulfilled. First consider the case
hx > 6.4, i.e. n ≥ 5. Then for k = 2, 3, . . . , 2n
k!
2
≤ (hx)k−2
(In fact, since hx > 1.6(n − 1), this follows from the easily verifiable inequality (2n)!/2 ≤
(1.6(n− 1))2n−2, n = 5, 6, . . .)
By substituting the chosen values of h and n, we get
1
2
h2
2n∑
k=2
(
h
∆
)k−2(k!
2
)γ
≤ 1
2
h2
2n∑
k=2
(
h
∆
(hx)γ
)k−2
≤ h
2
2
1
1− q =
hx
2
since
q =
(
h
∆
(hx)γ
)1/(1+γ)
=
x2
x2 + (x∆)1/(1+γ)
< 1
In connection with (∗), and using remark 2, we obtain
P (|ξ| ≥ x) ≤ 2 exp−12n {hx} expn
{
hx
2
}
≤ 2 exp
{
−hx
2
}
in other words the claim of the lemma.
Now consider the case 0 < h ≤ 6.4. We split this into two subcases: 1) when condition
1
1 + x2
≤ exp
{
−hx
2
}
is fulfilled and 2) when it is not fulfilled. In the first subcase the claim follows from (∗∗). In
the second subcase, since x > h
exp
{
hx
2
}
> 1 + x2 > 1 + hx
which implies that hx > 2.5. Thus, there remains to consider 2.5 < hx ≤ 6.4 under
exp{hx/2} > 1 + hx. In this case, the claim is obtained from (∗) by setting n = 4. By
virtue of exp{hx/2} > 1 + hx we have x2 < exp{hx/2} − 1, therefore with remark 3
h
∆
= q ·
(
1
hx
− 1
x2
)γ
< q · fγ(hx) ≤ q · 0.172γ
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and
1
2
h2
8∑
k=2
(
h
∆
)k−2(k!
2
)γ
≤ 1
2
h2
8∑
k=2
qk−2
(
k!
2
· 0.172k−2
)γ
≤ h
2
2(1− q) =
hx
2
since (k!/2) · 0.172k−2 < 1 for all k = 2, 3, . . . , 8. Again this yields the claim of the lemma. ¤
A.4 Van Trees inequality
The van Trees inequality (van Trees (1968)) is a Bayesian version of the well known Crame´r-
Rao bound. This inequality is used by Gill and Levit (1995) to prove that the limiting
distribution of any regular estimator cannot have a variance less than the classical informa-
tion bound, under minimal regularity conditions. They show how minimax convergence rates
can be derived in various non- and semi-parametric problems from the van Trees inequality.
Multivariate versions of the inequality are developed and applications given. Especially in-
teresting to us is the example on the empirical distribution function, which gave the impetus
to Golubev, Levit (1996) and Schipper (1996) to work out a new and elementary proof of the
asymptotic minimax bounds of the mean square error of an arbitrary estimator of a distri-
bution function and of a density function, repsectively, already obtained earlier by the help
of local asymptotic normality.
First we prove the van Trees inequality in its simplest version (Gill and Levit (1995)), later
on we also give a generalization and multivariate extensions and an explanation of how the
van Trees inequality is applied to our problem.
Let (X ,F , Pθ|θ ∈ Θ) be a dominated family of distributions on some sample space X ; denote
the dominating measure by µ. Take the parameter space Θ to be a closed interval on the
real line, Θ = [θ0, θ1]. Let f(x|θ) denote the density of Pθ with respect to µ. Let Λ be some
probability distribution on Θ with a density λ(θ) with respect to Lebesgue measure. Suppose
that λ and f(x|·) are both absolutely continuous (µ-almost surely), and that λ converges to
0 at the endpoints of the interval Θ.
Let θ˜ = θ˜(X) denote any estimator of θ, X ∼ Pθ. Write Efθ for expectation with respect to
fθ. When θ is drawn from the distribution Λ, and conditional on θ = θ, X from Pθ, write
EλEfθ for expectation with respect to the ensuing distribution of X and θ.
Apart from the absolute continuity of f as function of θ, the last assumption is the usual
Efθ
[
∂
∂θ
ln f(X|θ)
]
= 0
Define further
Ifθ := Efθ
[(
∂
∂θ
ln f(X|θ)
)2]
Iλ := EλEfθ
[(
d
dθ
λ(θ)
)2]
the Fisher information for θ and for a location parameter in Λ, respectively. Now∫
∂
∂θ
(
f(x|θ)λ(θ)
)
dθ = f(x|θ)λ(θ)
∣∣∣θ1
θ0
= 0
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by convergence of λ to 0 at the endpoints of Θ, and by partial integration and the same fact
again ∫
θ
∂
∂θ
(
f(x|θ)λ(θ)
)
dθ = θf(x|θ)λ(θ)
∣∣∣θ1
θ0
−
∫
f(x|θ)λ(θ)dθ = −
∫
f(x|θ)λ(θ)dθ
Using both these equalities,∫∫ (
θ̂(x)− θ
) ∂
∂θ
(
f(x|θ)λ(θ)
)
dθ µ(dx) =
∫∫
f(x|θ)λ(θ)dθ µ(dx) = 1
Cauchy-Schwarz now gives∫∫ (
θ̂(x)− θ
)2
f(x|θ)λ(θ)dθ µ(dx)
∫∫ (
∂
∂θ
ln
(
f(x|θ)λ(θ)
))2
f(x|θ)λ(θ)dθ µ(dx) ≥ 1
By assumption Efθ
[
∂
∂θ ln f(X|θ)
]
= 0, the second factor in the left-hand side’s product
reduces to∫∫
1
f(x|θ)λ(θ)
(
∂
∂θ
f(x|θ) · λ(θ) + f(x|θ) · d
dθ
λ(θ)
)2
dθ µ(dx) =
∫
Ifθλ(θ)dθ + 0 + Iλ
Dividing out and abbreviating the notation gives the final inequality
EλEfθ
[
θ˜(X)− θ
]2 ≥ 1
Eλ[Ifθ ] + Iλ
When applying this inequality to an estimator based on n i.i.d. random variables, the infor-
mation for θ is n times the information for one observation.
A more general inequality for estimating an absolutely continuous function ψ of θ is easily
obtained in exactly the same way. Replacing θ by ψ(θ),∫
ψ(θ)
∂
∂θ
(
f(x|θ)λ(θ)
)
dθ = ψ(θ)f(x|θ)λ(θ)
∣∣∣θ1
θ0
−
∫
d
dθ
ψ(θ) f(x|θ)λ(θ)dθ
= −
∫
d
dθ
ψ(θ) f(x|θ)λ(θ)dθ
Replacing θ̂(x) by ψ̂(x) in the subsequent development gives
EλEfθ
[
ψ˜(X)− θ
]2 ≥ E2λ [ ddθψ(θ)]
Eλ[Ifθ ] + Iλ
See Gill, Levit (1995) for examples and an asymptotic Crame´r-Rao bound.
Next we give a very general version of the multivariate van Trees inequality, allowing for an
estimator of a p-dimensional vector-valued function ψ of an s-dimensional vector parameter θ,
and furthermore involving arbitrary choices of certain matrix weight functions. Suppose from
the start that we have n i.i.d. observations Xi from a common distribution Pθ with density
f(x, θ) with respect to some measure µ (all on an arbitrary measure space X ). Suppose
θ ∈ Θ ⊆ Rs.
Next choose a prior density (with repsect to Lebesgue measure) λ(θ), a symmetric p × p
matrix function B(θ), and a p × s matrix function C(θ). A number of regularity conditions
on f , λ, B and C are necessary.
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In the sequel, a real measurable function g(θ), θ ∈ Θ, is said to be nice if, for each j, it is
absolutely continuous in θj for almost all values of the other components of θ. θ and ψ are
treated as column vectors, partial derivatives with respect to the components of θ are set out
in rows, such that ∂ψ/∂θ is a p× s matrix.
Assumptions
I. f is measurable in x, θ and nice in θ for almost all x.
II. The Fisher information matrix Ifθ = Efθ
[(
∂ ln f(x,θ)
∂θ
)T(
∂ ln f(x,θ)
∂θ
)]
exists and the
diagonal of Ifθ is locally integrable in θ.
III. The components of ψ and C are nice.
IV. B is positive definite; suppose B(θ) = A(θ)TA(θ) for a p× p matrix A(θ).
V. λ is nice; Θ is compact with boundary which is piecewise C1-smooth; λ is positive on
the interior of Θ and 0 on its boundary.
Assumptions I and II imply (Borovkov (1984); Borovkov and Sakhanenko (1980)) that the
expected score vector is 0 for almost all θ: Efθ
[
∂ ln f(x,θ)
∂θ
]
= 0.
Multivariate van Trees inequality Under assumptions I-V, for any estimator ψ˜n of ψ(θ)
EλEfθ
[(
ψ˜n − ψ(θ)
)T
B(θ)−1
(
ψn − ψ(θ)
)]
≥
E2λ
[
tr C(θ)
(
∂ψ
∂θ
)T]
nEλ
[
tr B(θ)TC(θ)IfθC(θ)T
]
+ I ′λ
where
I ′λ = Eλ
 1
λ2(θ)
∑
i,j,k,l
Bij(θ)
∂
∂θk
(Cik(θ)λ(θ))
∂
∂θl
(Cil(θ)λ(θ))

This inequality is applied in Part III, proof of Theorem III.3.3 to the problem of finding a lower
bound to EλEfθ [Re
˜̂
fn
(
piκ
A
) − Ref̂θ (piκA )]2 and EλEfθ [Im˜̂fn (piκA ) − Imf̂θ (piκA )]2, respectively,
where 0 < |κ| < W , in the following way:
Take fθ and θ = (θκ)0<|κ|<W from Part III, Section 3, definition (7) and (8), for the the
density and parameter in the multivariate van Trees inequality, p = 2bW c; take Ref̂θ
(
piκ
A
)
for ψ(θ), s = 1. Let λ be the prior density defined in Part III, Section 3 definition (9).
B(θ) ≡ 1 and let C(θ) = (C−bW c(θ−bW c), . . . , C−1(θ−1), C1(θ1), . . . , CbW c(θbW c)) be the unit
vector with C|κ|(θ|κ|) = 1 and all other components 0. Then
Eλ
[
tr C(θ)
(
∂ψ
∂θ
)T]
= Eλ
[
∂Ref̂θ
(
piκ
A
)
∂θ
]
Eλ
[
tr B(θ)TC(θ)IfθC(θ)
T
]
= Ifθ(θ|κ|)
I ′λ = Eλ
[
1
λ2(θ)
(
∂
∂θ|κ|
λ(θ)
)2]
= I|κ|
For Imf̂θ
(
piκ
A
)
just take C(θ) as the unit vector with C−|κ|(θ−|κ|) = 1 and 0 elsewhere.
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B S-PLUS PROGRAM
This is the program that was used for the computation of the CV-optimal kernel with piece-
wise constant Fourier transform. The intervals, on which K̂ is constant, are slowly growing:
length of the kth interval = akb0.
Since cross-validation bandwidths are already available in many statistical programs as a
standard function, we abstain from providing one here.
module(NUOPT)
n<-500
X<-rnorm(n,0,1)
simulate 500 independent standard-
normally distributed observations
a<-1.1 b0<-1/10
d<-log((n/b0)*(a-1)+1)
d<-floor(d/log(a)-1)
l1<-0:d
l1<-(a^l1)*b0
l2<-cumsum(l1)
l3<-matrix(0,d+2,1)
l3[2:(d+2),1]<-l2
l4<-matrix(n,d+2,1)
l4[1:(d+1),1]<-l2
l5<-matrix(0,d+2,1)
l5<-l4-l3
k<-matrix(1,d+2,1)
divide [0, n] into intervals for the step
function; set initial points, end points and
step lengths
X1<-matrix(X,n,n)
dif<-X1-t(X1)
mat1<-sin(kronecker(l4,dif))
mat2<-sin(kronecker(l3,dif))
mat3<-kronecker(k,dif+diag(n))
mat4<-(mat1-mat2)/mat3
mat4<-rowSums(mat4)
mat5<-matrix(mat4,d+2,n,byrow=T)
mat6<-rowSums(mat5)
prepare optimization problem for transfer
to NUOPT
stp1<-l5+mat6/n
stp2<-mat6/(stp1*(n-1))
set starting point
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new.model()
nuopt.options(maxitn=500)
optkern<-function(mat6){
K<-Set(1:(d+2))
k<-Element(set=K)
A<-Variable(index=k)
X<-Parameter(list(1:(d+2),mat6),index=k)
L<-Parameter(list(1:(d+2),l5),index=k)
K1<-Parameter(list(1:(d+2),stp2),index=k)
A[1]<=1
A[d+2]>=0
k>1
A[k]<=A[k-1]
(k>=1)%&&%(k<=d+2)
2*Sum(A[k]*A[k]*L[k],k)<=n
CV1<-Expression(index=k)
CV1[k]~(A[k]*A[k]*L[k])/n
CV2<-Expression(index=k)
CV2[k]~((A[k])*(A[k])/(n*n) - 2*A[k]/(n*(n-1))) * X[k]
CV<-Objective("minimize")
CV~Sum(CV1[k],k)+Sum(CV2[k],k)
A[k]~K1[k]}
sys.optkern<-System(model=optkern,mat6)
sol.optkern<-solve(sys.optkern)
lsg<-as.list(current(sys.optkern,A))
K0<-lsg$values
NUOPT minimizes CV over stepfunctions
x<-1
X2<-matrix(X,1,n,byrow=T)
X2<-X2-x
mat7<-sin(kronecker(l4,X2))
mat8<-sin(kronecker(l3,X2))
mat9<-kronecker(k,X2)
mat10<-(mat7-mat8)/mat9
mat10<-rowSums(mat10)
compute the estimate f˜K0 (for example)
at point x = 1
fK0tilde<-sum(mat10*K0)/(n*pi) estimate for f at point x = 1
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