In this paper, we propose a constraint-handling approach for genetic algorithms which uses a dominance-based selection scheme. The proposed approach does not require the fine tuning of a penalty function and does not require extra mechanisms to maintain diversity in the population. The algorithm is validated using several test functions taken from the specialized literature on evolutionary optimization. The results obtained indicate that the approach can produce reasonable results at low computational costs.
Introduction
The problem that is of interest to us is the general nonlinear optimization problem in which we want to:
Find x r which optimizes ( )
(1) subject to:
where x r is the solution vector
, n is the number of inequality constraints and p is the number of equality constraints (in both cases, constraints could be linear or non-linear). Only inequality constraints will be considered in this work.
Although many constraint-handling methods have been developed in the last few years for genetic algorithms (see for example [11] ), most of them either require a large number of fitness function evaluations, complex encodings or mappings, or are limited to problems with certain (specific) characteristics. The aim of this work is to show that using concepts from multiobjective optimization [3] is possible to derive new constraint-handling techniques that are not only easy to implement, but also computationally inexpensive.
Related Work
The idea of using evolutionary multiobjective optimization techniques [3] to handle constraints is not entirely new. A few researchers have reported approaches that rely on the use of multiobjective optimization techniques as we will see in this section. The most common approach is to redefine the single-objective optimization of f as a multiobjective optimization problem in which we will have 1 + m objectives, where m is the number of constraints. Then, we can apply any multiobjective optimization technique [7] to the new vector al. [15, 14] proposed the use of Pareto ranking [6] and VEGA [13] to handle constraints using this technique. In their approach, called COMOGA, the population was ranked based on constraint violations (counting the number of individuals dominated by each solution). Then, one portion of the population was selected based on constraint ranking, and the rest based on real cost (fitness) of the individuals. COMOGA compared fairly with a penalty-based approach in a pipe-sizing problem, since the resulting EA was less sensitive to changes in the parameters, but the results achieved were not better than those found with a penalty function [15] . It should be added that COMOGA [15] required several extra parameters, although its authors argue [15] that the technique is not particularly sensitive to the values of such parameters. Parmee and Purchase [12] implemented a version of the Vector Evaluated Genetic Algorithm (VEGA) [13] that handled the constraints of a gas turbine problem as objectives to allow a genetic algorithm to locate a feasible region within the highly constrained search space of this application. However, VEGA was not used to further explore the feasible region, and instead Parmee and Purchase [12] opted to use specialized operators that would create a variable-size hypercube around each feasible point to help the genetic algorithm to remain within the feasible region at all times. This approach was specially developed for a heavily constrained search space and it proved to be appropriate to reach the feasible region. However, this application of a multiobjective optimization technique does not aim at finding the global optimum of the problem, and the use of special operators suggested by the authors certainly limits the applicability of the approach. Camponogara & Talukdar [1] proposed the use of a procedure based on an evolutionary multiobjective optimization technique. Their proposal was to restate a single objective optimization problem in such a way that two objectives would be considered: the first would be to optimize the original objective function and the second would be to minimize: Once the problem is redefined, non-dominated solutions with respect to the two new objectives are generated. The solutions found define a search direction [1] . Line search is performed in this direction so that a solution x can be found such that x dominates i x and j x (i.e., x is a better compromise than the two previous solutions found). Line search takes the place of crossover in this approach, and mutation is essentially the same, where the direction d is projected onto the axis of one variable j in the solution space [1] . Additionally, a process of eliminating half of the population is applied at regular intervals (only the less fitted solutions are replaced by randomly generated points). Camponogara & Talukdar's approach [1] has obvious problems to keep diversity (a common problem with using evolutionary multiobjective optimization techniques), as it is indicated by the fact that the technique discards the worst individuals at each generation. Also, the use of line search increases the cost (computationally speaking) of the approach and it is not clear what is the impact of the segment chosen to search in the overall performance of the algorithm. Jiménez and Verdegay [9] proposed the use of a min-max approach [2] to handle constraints. The main idea of this approach is to apply a set of simple rules to decide the selection process:
1. If the two individuals being compared are both feasible, then select based on the minimum value of the objective function.
2. If one of the two individuals being compared is feasible and the other one is infeasible, then select the feasible individual.
3. If both individuals are infeasible, then select based on the maximum constraint violation (max
, and m is the total number of c onstraints). The individual with the lowest maximum violation wins.
A subtle problem with this approach is that the evolutionary process first concentrates only on the constraint satisfaction problem and therefore it samples points in the feasible region essentially at random [15] . This means that in some cases (e.g., when the feasible region is disjoint) we might land in an inappropriate part of the feasible region from which we will not be able to escape. However, this approach (as in the case of Parmee and Purchase's [12] technique) may be a good alternative to find a feasible point in a heavily constrained search space. Coello [4] proposed the use of a population-based multiobjective optimization technique such as VEGA [13] to handle each of the constraints of a single-objective optimization problem as an objective. At each generation, the population is split into 1 + m sub-populations ( m is the number of constraints), so that a fraction of the population is selected using the (unconstrained) objective function as its fitness and another fraction uses the first constraint as its fitness and so on.
For the sub-population guided by the objective function, the evaluation of such objective function for a given vector x is used directly as the fitness function (multiplied by (-1) if it is a minimization problem), with no penalties of any sort. For all the other sub-populations, the algorithm used was the following [4] : This approach p rovided good results in several optimization problems, but required a relatively large number of fitness function evaluations to converge [4] .
The limitations of the previously reported multiobjective optimization techniques used to handle constraints were the main motivation of this work.
Our Approach
The concept of nondominated vector is used in multiobjective optimization to denote solutions that represent the best possible compromise, given a set of objective functions. None of the objective function values of these nondominated vectors can be improved without worsening another one (see [3] for details). Our hypothesis is that this concept can be used to extend evolutionary multiobjective optimization techniques to be used as singleobjective optimization approaches in which the constraints are handled as additional objectives. Although this sort of approach can be quite useful to reach the feasible region in highly constrained search spaces, is not straightforward to extend it to solve single-objective optimization problems.
The main difficulty is that we could bias the search towards a certain specific portion of the feasible region and, as a consequence, we could be unable to reach the global optimum. This paper presents a proposal based on a technique known as the Niched-Pareto Genetic Algorithm (NPGA) [8] that uses tournament selection based on nondominance. In the original proposal of the NPGA, the idea was to use a sample of the population to determine who is the winner between two candidate solutions to be selected, and to choose one of them based on nondominance with respect to the sample taken. Since only a portion of the population is used with this technique, it has a lower computational complexity with respect to traditional Pareto ranking approaches (the most common evolutionary multiobjective optimization technique).
To adapt the NPGA to solve single-objective constrained optimization problems, we performed the following changes:
• The tournament performed uses a parameter called selection ratio ( r S ), which indicates the minimum number of individuals that will be selected through dominance-based tournament selection. The remainder will be selected using a purely probabilistic approach. In other words, ( r S − 1 ) individuals in the population are probabilistically selected. Each candidate has a probability of 50% of being selected.
• When comparing two individuals, we can have three possible situations:
1. Both are feasible. In this case, the individual with a better fitness value wins.
2. One is infeasible, and the other is feasible. The feasible individual wins, regardless of its fitness function value.
3. Both are infeasible. The individual with the lowest amount of constraint violation wins, regardless of its fitness function value.
• Our approach does not require niching or any other approach to keep diversity, since the value of r S will control the diversity of the population. For the experiments reported in this paper, a value close to one ( 8 . 0 ≥ ) was adopted.
The pseudocode is presented below where oldpop is the current population, t dom is the size of the comparison set and flip(P) is a function that returns TRUE with probability P: 
Comparison of Results
To validate our approach, we have used the well-known benchmark proposed in [11] . The specific test functions used are the following:
g02
Maximize: ( ) ( 
Subject to:
g12
Maximize:
Subject to: 
where: 10 0
. The feasible region of the search space consists of 3 9 disjointed spheres. A point ( )
is feasible if and only if there exist r q p , , such that the above inequality holds.
In the experiments performed, we used a GA with binary representation, two-point crossover, and uniform mutation. The parameters used for our GA were the following: population size = 200 individuals, maximum number of generations = 400, crossover rate = 0.6, mutation rate = 0.03, r S = 0.99 (i.e., one out of every one hundred selections are done probabilistically, rather than in a deterministic way), tournament size= 10. Our results are compared to the homomorphous maps of Koziel & Michalewicz [10] in Table 1 . The results of Koziel and Michalewicz were obtained with 1,400,000 fitness function evaluations, whereas our approach required only 80,000 fitness function evaluations.
Best
As can be seen in Table 1 , our approach produces reasonable results with respect to the homomorphous maps (which is considerably more difficult to implement) at a fraction of its computational cost.
In table 2, DBTS finds better results in all the functions. Moreover, the consistency of the solutions are much better than the Death Penalty approach, because the mean and worst solution of DBTS are closer to the best than in the DP approach. Furthermore, in the function g11 DP could not find any feasible solution.
A similar behavior is shown in Table 3 , where DBTS is compared with a Dynamic Penalty approach. DBTS has more consistency in its results.
The previous results indicate that the use of concepts borrowed from multiobjective optimization may be a viable alternative to handle constraints in evolutionary algorithms.
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Discussion of results
Despite of the fact that there are other approaches that use either nondominance or the selection criteria shown before as DBTS, there are punctual differences. Coello [4] uses the concept of nondominance in his approach. However, his approach compares each individual with all the remaining population in order to obtain a ranking for it. Moreover, Stochastic Universal Sampling is used as selection technique. Deb [5] uses similar criteria as DBTS in his technique. But he uses binary tournament. Also, his approach calculates the amount of unfeasibility of a solution in a different way.
Coello [4] argues that the use of DBTS should generate a high selection pressure. Thus, a procedure to maintain diversity must be implemented. It will increase the computational cost. However, the parameter r S helps the search to get random selected individual (unfeasible, dominated, feasible with a low fitness) in every step of the process.
The consistency on our approach is shown in the comparison with Penalty function-based approaches. DBTS shows smaller differences between the best, mean and worst solutions than them.
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Conclusions and Future Work
This paper has introduced a new constraint-handling approach that is based on a multiobjective optimization technique called NPGA. The approach is intended to be used with evolutionary algorithms as a way to reduce the burden normally associated with the fine-tuning of a penalty function.
The proposed technique approached well the optima of several (standard) test problems with a relatively low number of fitness function evaluations. However, more work in this area is still necessary in order to improve the quality of the results produced by the proposed approach.
Our future work involves the development of a self-adaptation mechanism that makes unnecessary the fine tuning of the parameters of the genetic algorithm (i.e., crossover rate, mutation rate and the selection ratio). Also, the development of alternative constraint-handling techniques based on multiobjective optimization concepts is under way.
