Abstract. In this paper we extend the transfer operator approach to Selberg's zeta function for cofinite Fuchsian groups to the Hecke triangle groups Gq, q = 3, 4, . . ., which are non-arithmetic for q = 3, 4, 6. For this we make use of a Poincaré map for the geodesic flow on the corresponding Hecke surfaces, which has been constructed in [13] , and which is closely related to the natural extension of the generating map for the so-called Hurwitz-Nakada continued fractions. We also derive functional equations for the eigenfunctions of the transfer operator which for eigenvalues ρ = 1 are expected to be closely related to the period functions of Lewis and Zagier for these Hecke triangle groups.
Introduction
This paper continues the study of the transfer operator for cofinite Fuchsian groups and their Selberg zeta functions in e.g. [3, 4] . By modular groups we mean finite index subgroups of the modular group PSL(2, Z). For such groups the transfer operator approach to Selberg's zeta function [3] has led to interesting new developments in number theory, like the theory of period functions for Maaß wave forms by Lewis and Zagier [9] . One would like to extend this theory to more general Fuchsian groups, especially the nonarithmetic ones. One possibility to obtain such a generalization is via a cohomological approach [1] , which has recently been considered for the case G 3 = PSL(2, Z) in [2] . We concentrate on the transfer operator approach to this circle of problems and started to work out this approach in [12, 13] for the Hecke triangle groups which, contrary to modular groups studied up to now, are mostly non-arithmetic.
The transfer operator was introduced by D. Ruelle [18] to (primarily) investigate analytic properties of dynamical zeta functions. A typical example of such a function is the Selberg zeta function Z S (s) for the geodesic flow on a surface of constant negative curvature, which connects the length spectrum of this flow with spectral properties of the corresponding Laplacian. It is defined by
where the outer product is taken over all prime periodic orbits γ of period l(γ) of the geodesic flow on the unit tangent bundle of the surface. The period coincides in this case with the length of the corresponding closed geodesic. If P : Σ → Σ is the Poincaré map on a section Σ of the flow Φ t Ruelle showed that Z S (s) can be rewritten as
where ζ R denotes the Ruelle zeta function for the Poincaré map P, defined as
where
are the so called dynamical partition functions and r : Σ → R + is the recurrence time function with respect to the map P, defined through Φ r(x) (x) ∈ Σ for x ∈ Σ and Φ t (x) / ∈ Σ for 0 < t < r(x).
In the transfer operator approach, the Selberg zeta function is expressed in terms of the Fredholm determinant of an operator L s as Z S (s) = det(1 − L s ). From this relation it is clear that the zeros of Z S (s) are directly related to the values of s for which L s has eigenvalue one. Furthermore, for modular groups, the corresponding eigenfunctions, in a certain Banach space of holomorphic functions, can be directly related to certain automorphic functions (cf. e.g. [4] ). In this paper we work out the details of the transfer operator approach for the Hecke triangle groups, G q , and the corresponding surfaces M q (these will be defined more precisely in the next section). A Poincaré map and cross-section for the geodesic flow on the Hecke surfaces was constructed in [13] . Additionally, this Poincaré map was also shown to be closely related to the natural extension of the generating map f q : I q → I q for a particular type of continued fraction expansions, denoted by λ q -continued fractions or λ q -CF 's for short. In this precise form and generality these were first considered by Nakada [14] but since they are based on the nearest λ q multiple map f q they also generalize the nearest integer expansions considered by Hurwitz [8] and possess many of the same characteristics as these. Therefore we sometimes also call them Hurwitz-Nakada continued fractions. There is also a close relationship to the Rosen λ-continued fractions [16, 17, 19] . For a precise description of this relationship see [13, Rem. 15] .
For the modular surfaces a Poincaré map was constructed through the natural extension of the Gauß map T G : [0, 1) → [0, 1), T G (x) = 1 x mod 1, x = 0, which is related to the so-called simple continued fractions (cf. e.g. [10, 3, 4] ). In contrast to this case, in the present case (i.e. for Hecke surfaces M q ), as we will see, there is not a one-to-one correspondence between the periodic orbits of the map f q generating the λ q -CF 's and the periodic orbits of the geodesic flow Φ t . Indeed, for every G q , there exist two periodic points, r q and −r q , of f q , which correspond to the same periodic orbit O for the geodesic flow. For q = 3, i.e. for the modular group, this fact follows by the results of Hurwitz [8] , who discovered the existence and properties of these two periodic points. As a consequence, the Fredholm determinant of the Ruelle transfer operator, L s , for the Hurwitz-Nakada map f q contains the contribution of the closed orbit O twice. Therefore it does not, by itself, correctly describe the corresponding Selberg zeta function (1) in same manner as in e.g. [3] for the modular groups. To correct for this overcounting we introduce another transfer operator, K s , whose Fredholm determinant exactly corresponds to the contribution of the orbit O to Z S (s). The form of this operator can be deduced directly from the λ q -CF expansion of the point r q and furthermore its spectrum can be determined explicitly, leading to regularly spaced zeros of its Fredholm determinant, det(1 − K s ), in the complex s-plane. In Section 6.2 we will use the operator K s to show the following formula for the Selberg zeta function for Hecke triangle groups:
As in the case of the modular surfaces and the Gauß map T G , we will see that the holomorphic eigenfunctions of the transfer operator L s fulfil certain functional equations with a finite number of terms. In the case q = 3 it was recently shown [2] , that for 0 < Re (s) < 1, s = 1 2 , there is a one-to-one correspondence between eigenfunctions of L s with eigenvalue 1 (satisfying certain additional conditions) and Maaß waveforms, i.e. square-integrable eigenfunctions of the Laplace-Beltrami operator, on the modular surface M 3 . This relationship can be interpreted as a correspondence between the classical dynamics, in the guise of the geodesic flow, and the quantum mechanical dynamics on the surface M 3 . Since the connection between the transfer operator and the geodesic flow is just as strong for any Hecke triangle group, G q , as it is for G 3 we expect similar relationships to hold in general. That is, for any q ≥ 3 we expect some form of explicit correspondence between holomorphic eigenfunctions of L s with eigenvalue ρ(s) = 1 and automorphic functions of G q . Observe that almost all Hecke triangle groups, although possessing an infinite number of Maaß waveforms, due to being cycloidal, are non arithmetic. Therefore such a correspondence would extend the transfer operator approach to the theory of period functions of Lewis and Zagier [9] to a whole class of non-arithmetic Fuchsian groups. We hope to come back to this question soon.
An outline of the remaining part of present paper is as follows: In Section 2 we introduce the Hecke triangle groups and recall the necessary properties of the λ q -continued fractions, including the construction of a Markov partition for the corresponding generating map f q . In Section 3 we recall properties of the geodesic flow on the unit tangent bundle of the Hecke surface M q . We also briefly repeat the results from [13] concerning the construction of the corresponding Poincaré section Σ and the Poincaré map P : Σ → Σ. The definitions of, and relationships between the Ruelle and Selberg zeta functions are also presented. The transfer operator L s for the map f q is discussed in Section 4. We show that it is a nuclear operator when acting on a certain Banach space B of vector-valued holomorphic functions, determined by the Markov partitions for f q . We also show that is has a meromorphic extension to the entire complex s-plane. In Section 5 we define a symmetry operator, P : B → B, commuting with the transfer operator. This allows us to restrict the operator L s to the two eigenspaces B ǫ , ǫ = ±1 of P . Using this restriction, L s,ǫ , we derive scalar functional equations fulfilled by the eigenfunctions with eigenvalue 1. In Section 6 we give more details about the Ruelle and Selberg zeta functions. We also prove the exact relationship between the zeta functions and the corresponding transfer operators L s and K s , arriving finally at (2) by means of Theorem 6.4.
2. Background 2.1. The Hecke triangle groups. Consider the projective special linear group
where SL(2, R), the special linear group, consists of 2 × 2 matrices with real entries and determinant 1 and 1 is the 2 × 2 identity matrix. For notational convenience, elements of PSL(2, R) are usually identified with their matrix representatives in SL(2, R). If H denotes the hyperbolic upper half-plane, that is H = {z = x + iy | y > 0} together with the hyperbolic arc length ds = y −1 |dz| and area measure dµ = y −2 dxdy then PSL(2, R) can be identified with the group of orientation preserving isometries of H. The action of PSL(2, R) on H is given by Möbius transformations
One can easily verify that this is indeed an orientation preserving (and conformal) action on H, which additionally preserves the hyperbolic arc length ds as well as the area measure dµ. Furthermore, it extends to an action on the boundary of H, ∂H = P R = R ∪ {∞}, the projective real line.
Of particular interest in the theory of automorphic forms are the cofinite Fuchsian groups, that is discrete subgroups Γ of PSL(2, R), where the corresponding quotient orbifold Γ\H has finite hyperbolic area. Although, strictly speaking, these orbifolds are not in general surfaces according to modern terminology (they have marked points), we nevertheless view these as Riemann surfaces in the classical sense, i.e. they possess a (not necessarily everywhere smooth) Riemannian structure.
For an integer q ≥ 3, the Hecke triangle group, G q , is the cofinite Fuchsian group generated by
The only relations in the group G q are given by
The orbifold M q = G q \H is usually said to be a Hecke triangle surface and we denote by π : H → M q the natural projection map π(z) = G q z. For practical purposes, M q is usually identified with the standard fundamental domain of G q
where the sides are pairwise identified by the generators in (3). We say that two points x, y ∈ H ∪ P R are G q -equivalent if there exists a g ∈ G q such that x = g y.
depending on whether |Tr (g)| := |a + d| < 2, > 2 or = 2. The same notation applies for the fixed points of the corresponding Möbius transformation. Note that the type of fixed point is preserved under conjugation, g → AgA −1 , by A ∈ PSL(2, R). A parabolic fixed point is a degenerate fixed point, belongs to P R , and is usually called a cusp. Elliptic fixed points appear in pairs, z and z with z ∈ H. Hyperbolic fixed points also appear in pairs x, x ⋆ ∈ P R , where x ⋆ is said to be the repelling conjugate point of the attractive fixed point x.
2.2. λ q -continued fractions. Consider finite or infinite sequences [a i ] i with a i ∈ Z for all i. We denote a periodic subsequence within an infinite sequence by overlining the periodic part and a finitely often repeated pattern is denoted by a power, where the power 0 means absence of the pattern, hence Furthermore, by the negative of a sequence we mean the following:
for even q and q−3 2
for odd q.
Next we define the set B q of forbidden blocks as
The choice of the sign is the same within each block. For example [2, 3] the set of infinite q-regular and dual q-regular sequences (a i ) i∈N , respectively.
A nearest λ q -multiple continued fraction, or λ q -CF, is a formal expansion 
For infinite convergent λ q -CF 's the expansion has to be interpreted as for q = 2h q + 2 and that
for q = 2h q + 3.
Special values and their expansions.
The following results are wellknown (see e.g. [13] and [12, §2.3] ). The point x = ∓ λq 2 has the regular λ q -CF
Define
R q := r q + λ q with (6)
whose expansion hence is periodic with period κ q , where
for even q 2h q + 1 = q − 2 for odd q.
The regular and dual regular λ q -CF of the point x = R q has the form
Moreover,
and R q satisfies the inequality
Remark 1. Since R q = T q r q it follows from (9) and (10) that on the one hand −r q = A q r q for some A q ∈ G q , but on the other hand it is clear from (7) that r q and −r q have different regular λ q -CF expansions. . Denote by l(x) and l(y) the number of entries (possibly infinite) in the above λ q -CF's. We introduce a lexicographic order "≺" for λ q -CF's as follows: If a i = b i for all 0 ≤ i ≤ n and l(x), l(y) ≥ n, we define
if n = 0, a n > 0 > b n if n > 0, both l(x), l(y) ≥ n + 1 and a n b n < 0, a n < b n if n > 0, both l(x), l(y) ≥ n + 1 and a n b n > 0, b n < 0 if n > 0 and l(x) = n , a n > 0 if n > 0 and l(y) = n.
We also write x y for x ≺ y or x = y. This is indeed an order on regular λ q -CF's, since [13, Lemmas 22 and 23] imply:
Lemma 2.2. Let x and y have regular λ q -CF's. Then x ≺ y ⇐⇒ x < y.
2.5. The generating interval maps f q and f ⋆ q . The nearest λ q -multiple map · q is defined as
where ⌊·⌋ is the floor function
We also need the map · ⋆ q given by
For the intervals
the interval maps f q : I q → I q and f ⋆ q : I Rq → I Rq are then defined as follows:
These maps generate the regular and dual regular λ q -CF's in the following sense:
For given x, y ∈ R the entries a i and b i , i ∈ Z ≥0 , in their λ q -CF are determined by the algorithms: 
In [12, Lemmas 17 and 33] it is shown that these two algorithms lead to the regular and dual regular λ q -CF's
respectively.
2.6. Markov partitions and transition matrices for f q . It is known that the maps f q and f ⋆ q both possess the Markov property (cf. e.g. [12] ). This means that there exist partitions of the intervals I q and I Rq with the property that the set of boundary points is preserved by the map f q and f ⋆ q , respectively. Partitions with this property are called Markov partitions and we will now demonstrate how to construct these explicitly in this case (see also [12, §3.3 
]).
Let O(x) denote the orbit of x under the map f q , i.e.
O(x) = f n q (x); n = 0, 1, 2, . . . . We are interested in the orbits of the endpoints of I q . Because of symmetry it is enough to consider the orbit of − λq 2 . This orbit is finite; indeed if #{S} denotes the cardinality of the set S and κ q is given by (8) then
We denote the elements of O − λq 2 by
for q = 2h q + 2 and by
for q = 2h q + 3. Then the φ i 's can be ordered as follows (cf. [13] )
define a Markov partition of the interval I q for the map f q . This means especially that (14) i∈Aκ q
holds. Here A κq = {±1, . . . , ±κ q } and S
• denotes the interior of the set S. As in [12] we introduce next a finer partition which is compatible with the intervals of monotonicity for f q .
In the case q = 3 where λ 3 = 1 define for m = 2, 3, 4, . . . the intervals J m as (15) 
q and
and set J −m := −J m for m ∈ N. The intervals J m are intervals of monotonicity for f q , i.e the restriction f q | Jm :
do not fall onto a boundary point of any of the intervals J m , the partition given by these intervals has to be refined to become Markov.
For even q define the intervals J ±1i as (17)
and therefore J ±1i = Φ ±i for 1 ≤ i ≤ κ q −1. In this way one arrives at the partition M(f q ), defined as
which is clearly again Markov. Consider next the case of odd q ≥ 5. Here one has φ ±i ∈ J ±1 for 1 ≤ i ≤ κ q − 2 and φ ±(κq −1) ∈ J ±2 . Hence define the intervals
Then it is easy to see that the partition M(f q ) defined by
A useful tool for understanding the dynamics of the map f q is the transition matrix A = A i,j i,j∈Fq , where F q is given by M(f q ):
Each entry A i,j , i, j ∈ F q is given by
As we will see in Chapter 4, the transition matrix is a crucial ingredient in our formula for the transfer operator. The entries of the transition matrix are easy to obtain by keeping track of where the end points of the intervals J i are mapped to by f q and since A i,j = A −i,−j for all i, j ∈ F q , it is enough to consider the rows corresponding to "positive" indices. A description of which entries of A that are non-zero is given in the ensuing lemma (cf. also [12] ). Lemma 2.3. For q = 3 one finds that A 2,j = 1 iff j = −m for some m ≥ 2 whereas A i,j = 1 for i ≥ 3 and all j ∈ F q .
For q = 2h q + 2 and κ q = h q one finds that
For q = 2h q + 3 ≥ 5 and κ q = 2h q + 1 one finds that
Consider the local inverse ϑ n : J n → R of the map f q , defined on an interval of monotonicity J n given by (15) and (16) for q = 3 and q > 3, respectively. This map can be expressed as (19) ϑ n (x) := f q Jn
Its properties are given in the following lemma.
Lemma 2.4. The function ϑ n has the following properties:
(1) it extends to a holomorphic function on C \ {−nλ q }, (2) it is strictly increasing on (−λ q , λ q ) and
Proof. The first property is straightforward and since ϑ
the derivative ϑ ′ n restricted to (−λ q , λ q ) is positive. Hence ϑ n is strictly increasing on this interval.
To show the last property, consider the three cases separately and use that −λ q < x < λ q to conclude that:
and
3. The geodesic flow on Hecke surfaces 3.1. The unit tangent bundle. The unit tangent bundle of H, which we denote by UT(H), can be identified with H × S 1 where S 1 is the unit circle. A geodesic γ on H is either a half-circle based on R or a line parallel to the imaginary axis. Let Φ t : UT(H) → UT(H) be the geodesic flow along the oriented geodesic γ and denote by φ t the projection of Φ t onto H. The pair of base points of γ are then denoted by γ ± ∈ P R where lim t→±∞ φ t = γ ± . An oriented geodesic γ on H is usually identified with the pair consisting of its base points (γ − , γ + ).
We often identify the unit tangent bundle of M q , UT(M q ), with
be the extension of the projection map π to UT(H). Then the geodesic flow Φ t on UT(H) projects to the geodesic flow π
For simplicity we denote this by the same symbol, Φ t . The geodesic γ ⋆ = πγ is a closed geodesic on M q if and only if γ + and γ − are the two fixed points of a hyperbolic element in G q .
3.2.
A Poincaré map for the geodesic flow and its associated Ruelle zeta function. In [13] a Poincaré section Σ and a Poincaré map P : Σ → Σ for the geodesic flow on the Hecke surfaces were constructed. To achieve this, the authors used properties of λ q -CF expansions to construct a mapP :Σ →Σ on a certain subsetΣ ⊂ ∂F q × S 1 . The induced map P : Σ → Σ on the projection Σ := π ⋆ 1 (Σ) ⊂ UT(M q ) was then shown to define a Poincaré map for the geodesic flow.
To be more precise, let γ be a geodesic corresponding to an elementz ∈Σ such that its base points γ ± ∈ R have the regular and dual regular λ q -CF expansions
ThenP(z) corresponds to the geodesic gγ with base points (g γ − , g γ + ). Here g ∈ G q is determined by the property that the base points of the geodesic gγ have the regular and dual regular expansions
corresponding to a k−fold shift of the bi-infinite sequence
obtained by adjoining the dual regular and regular sequence corresponding to γ + and γ − , respectively. It is possible to choose the sequence b 1 , b 2 , . . . such that the resulting bi-infinite sequence is regular, i.e. that it does not contain any forbidden blocks, not even across the "zero marker", . One can verify that the natural extension of the map f q is conjugated to the shift map on the space of regular biinfinite sequences (cf. e.g. [13, Lemma 54] or [12] ). Indeed, if
Our main interest lies in periodic orbits of the geodesic flow, that is, the flow along closed geodesics on M q . Since P is a Poincaré map, its periodic orbits correspond precisely to the periodic orbits of the geodesic flow. From (20) we see that there is a correspondence between the respective periodic orbits of the mapsP and f q . This correspondence is one-to-one and when projected to the surface, i.e. considering P instead ofP, it is bijective except for the periodic orbits under f q of the two points ±r q , which correspond to the same periodic orbit of P (cf. Remark 1). The periodic orbits of f q are determined by the points in I q with periodic regular λ q -CF expansions. Explicitly, the base points of the closed geodesic γ, corresponding to the point x = [[0; a 1 , . . . , a n ]] are given by
Using (20) we conclude that a periodic orbit O ⋆ of P can not have larger period than the corresponding periodic orbit of f q , its period is in fact smaller if the λ q -CF expansion of a point in the periodic orbit of f q contains a 1 or −1.
A prime (or primitive) periodic orbit of the geodesic flow corresponds to a closed geodesic traversed once. The analogous notion applies to closed geodesics, periodic orbits of P and periodic orbits (and points) of f q . In particular, x ∈ I q is a prime periodic point of the map f q with period n if f m q (x) = x for all 0 < m < n and f n q (x) = x. Consider now a prime periodic orbit γ ⋆ = (γ − , γ + ) of the geodesic flow, determined by the prime periodic point
. . , a n ]] ∈ I q of the map f q . If the geodesic flow is appropriately normalized, the period l(γ ⋆ ) of γ ⋆ is given by the length of the geodesic γ, which in turn is given by
where λ is the larger one among the two real positive eigenvalues of the hyperbolic element
It is easy to verify that f n q is in this case given precisely by g ⋆ and a straightforward calculation shows that
where r(x) = ln f ′ q (x) and we used that f ′ q (x) = 1 x 2 is positive and greater than one for
⋆ , the period l(γ ⋆ ) can also be written as
where r(z ⋆ ) := r(x ⋆ ). Observe here that r is not precisely the recurrence time function for the Poincaré mapP (cf. [13, Prop. 84] ). However, when adding all pieces, the differences cancel and we nevertheless obtain the correct length. To simplify the notation for later, if the periodic orbit O of f q andÕ ofP correspond to the closed geodesic γ ⋆ we set r O = rÕ = l(γ ⋆ ). We remark here that l(γ ⋆ ) as given by (21) or (22) neither depends on the choice of x ⋆ ∈ O in the first case nor ofz ⋆ ∈Õ in the second. The Ruelle zeta function, ζ R , for the map f q is given by
It is well-known that for Re (s) large enough the above sums converge. Hence ζ R (s) represents a holomorphic function in a half-plane of the form Re (s) > σ for some σ > 0. A prime periodic orbit Consider now the Ruelle zeta function for the mapP :Σ →Σ. We know that the prime periodic orbits of this map and those of the map f q are in a oneto-one correspondence. Furthermore, since rÕ = r O , all factors corresponding to the respective prime periodic orbits are equal. We conclude that the Ruelle zeta function forP is identical to that for f q .
In [13] it was shown that there is a one-to-one correspondence between the prime periodic orbits of the mapP and the prime periodic orbits of the geodesic flow on UT(M q ), except for the two orbitsÕ ± determined by the endpoints S (±r q ), ∓r q . These two orbits coincide under the projection π ⋆ q : UT(H) → UT(M q ). However, the contributions of both of these two orbits are contained in the Ruelle zeta function ζ R . The period of O + , the orbit of the point r q under the map f q is equal to κ q given by (8) . Define therefore partition functions Z O+ n (s), n ∈ N as follows:
for all n with κ q ∤ n,
Hence the Ruelle zeta function ζ P R (s) for the Poincaré map P : Σ → Σ of the geodesic flow Φ t : UT(M q ) → UT(M q ) has the form
3.3. The Selberg zeta function. The Selberg zeta function, Z S (s), for the Hecke triangle group G q is defined as
where the inner product is taken over all prime periodic orbits γ ⋆ of the geodesic flow on UT(M q ). It is now clear that we can write Z S (s) as
where the inner product is over all prime periodic orbitsÕ ofP , except forÕ + . For Re (s) > 1 it can also be written in the form
where the product O is over all prime periodic orbits O of the map f q . If the period of O is equal to l then r O = ln f l q ′ (x) for any x ∈ O. In particular, r O+ = ln f κ′ (r q ). Note that the zeros of the denominator of (24) all lie in the left half s-plane. We will show next how Z S (s) can be expressed in terms of the Fredholm determinant of the transfer operator for the map f q : I q → I q .
Ruelle
where r(y) = ln f ′ q (y) and Re (s) > 1 to ensure convergence of the series. To get a more explicit form for L s one has to determine the set of preimages f −1 q (x) of an arbitrary point x ∈ I q . For this purpose recall the Markov partition I q = i∈Aκ q Φ i from (14) as well as the local inverses of f q , ϑ n from (19) . Using the Markov property of the map f q , the preimages of points in Φ Remark 2. We will define the operator L s on a space of piecewise continuous functions, hence it is enough to determine the preimages of points in the interior Φ
• i of the intervals Φ i . In general, points on the boundary of an interval Φ i can have more preimages than points in the interior.
For n = 1, 2, . . . define Z ≥n := {l ∈ N : l ≥ n} and Z ≤−n := {l ∈ Z : l ≤ −n}. We are now able to determine the sets N i,j explicitly.
Lemma 4.2. The sets N i,j = {n ∈ Z : ϑ n (Φ i ) ⊂ Φ j } are given by the following expressions. For q = 2h q + 2 we have
For q = 3 we have:
For q = 2h q + 3 ≥ 5 we have:
Furthermore, N −i,j = −N i,−j for i, j ∈ A κq and for all pairs of indices not listed above, the set N i,j is empty.
Proof. We will give a proof for the case q = 2h q + 2. The proof for the case of odd q is similar. If x ∈ Φ The previous lemma allows us to derive explicit expressions for the transfer operator. Using the index sets
where χ Φi is the characteristic function of the set Φ i . If we now introduce vector valued functions g = (g i ) i∈Aκ q with g i := g| Φi , then the operator L s can also be written as follows
This implies that L s is well defined on the Banach space, B = ⊕ i∈Aκ q C(Φ i ), of piecewise continuous functions on the intervals Φ i . To be able to give explicit expressions for L s on the space B we need two auxiliary operators L ∞ ±n,s and L ±n,s . For n ∈ N these are defined by
and by
Then we have Lemma 4.3. For q = 3 the operator L s is given by
Unfortunately the operator L s is not of trace class on the space of piecewise continuous functions. In fact, it is even not compact on this space.
Much better spectral properties however can be achieved by defining L s on the Banach space B = ⊕ i∈Aκ q B(D i ) with B(D i ) the Banach space of holomorphic functions on a certain open disc D i ⊂ C with Φ i ⊂ D i , for all i ∈ A κq , and continuous on the closed disc D i , together with the sup norm. This is possible since all the maps ϑ ±m , m ≥ 1 have holomorphic extensions to the disks, whose existence is given by the following lemma.
Lemma 4.4. There exist open discs
D i ⊂ C, i ∈ A κq , with Φ i ⊂ D i and ϑ n (D i ) ⊂ D j for all n ∈ N i,j .
For the proof of the Lemma it suffices to show the existence of open intervals
Since the maps ϑ n are conformal it is clear that the discs D i with center on the real axis and intersection equal to the open intervals I i then satisfy Lemma 4.4.
Using (19) the two conditions on I i can also be written as (28) Φ i ⊂ I i and ST n I i ⊂ I j for all n ∈ N i,j and all i, j ∈ A κq .
In the cases q = 3 and q = 4 we give explicit intervals fulfilling conditions (28). For the case q ≥ 5 we first show the existence of intervals I i satisfying (28) with the second condition replaced by the (slightly) weaker
The existence of intervals I i satisfying (28) then follows by a simple perturbation argument. Proof. Since λ 3 = 1 and λ 4 = √ 2, the above intervals I i , i = ±1 obviously satisfy
For q = 3 one has
Hence we have to show that θ n (I 1 ) ⊂ I 1 for all n ≥ 3 and θ n (I 1 ) ⊂ I −1 for all n ≤ −2. Since all maps involved are strictly increasing, it is enough to show that θ n (−1) > −1 and θ n ( To prove Lemma 4.4 for q ≥ 5 we will need the next four lemmas. Lemma 4.6. For q = 2h q + 2, h q ≥ 2 and 0 ≤ i ≤ h q (ST )
Proof. Using the λ q -CF of λ q in (5) we have
This 
Proof. Using the λ q -CF in (5) it is easy to see that (ST )
Similarly, we have
which proves the equations (30). The lexicographic order in Section 2.4 implies that
Using the identities (30) one can then easily deduce the ordering in (31).
Lemma 4.9. For q = 2h q + 3, h q ≥ 1, define the intervals
for 1 ≤ i ≤ h q and set
In the remaining cases we have that if 3 ≤ k ≤ κ q and n ∈ N ±k,±(k−2) then ϑ n (I ±k ) ⊂ I ±(k−2) but ϑ n (I ±k ) ⊂ I ±(k−2) .
Proof. Since the proof of this lemma for the non-exceptional cases proceeds along the same lines as the proof of Lemma 4.7 (for even q), we only consider the case where ϑ n (I i ) ⊂ I j for n ∈ N i,j . This happens only for (i, j) = (±k, ±(k −2)), where To finally prove Lemma 4.4 one has to enlarge the intervals I i slightly in order that ϑ n (I i ) ⊂ I j for all n ∈ N i,j . In the case q = 2h q + 2 and h q ≥ 2 one can take the intervals
, λ q 4 with n i > n i−1 for 2 ≤ i ≤ h q and n 1 large enough. In the case q = 2h q + 3 and h q ≥ 1 one can choose the intervals
with n 2i+1 > n 2i > n 2i−1 > n 2i−2 for all 1 ≤ i ≤ h q and n 1 large enough.
The existence of the discs D i for all i ∈ A κq in Lemma 4.4 shows that the operator L s is well defined on the Banach space B = ⊕ i∈Aκ q B(D i ) where B(D i ) is the Banach space of functions which are holomorphic on the disc D i and continuous on its closure, together with the sup norm. and it extends to a meromorphic family of nuclear operators of order zero, in the entire complex plane, with poles only at the points s k = 1−k 2 , k = 0, 1, 2 . . ..
Proof.
It is easy to verify that the operator L s can be written as a 2κ q × 2κ q matrix operator which for even q has the form
and for odd q
±n,s and L n,s as defined in (26) and (27). In a similar manner as for the transfer operator of the Gauß map (cf. [10] ) one can show that the operators L for k = 0, 1, . . .. Additionally, the operators L n,s , n = ±1, ±2 with L n,s : B(D i ) → B(D j ) are holomorphic nuclear operators in the entire s-plane on the corresponding Banach spaces of holomorphic functions on the discs for which N i,j = {±n}, n = 1, 2. Since a matrix-valued operator with poles in the entries can not have more poles than its respective components, it follows that the operator L s has precisely the desired properties in the Banach space B = ⊕ i∈Aκ q B(D i ).
Reduced transfer operators and functional equations
5.1. The symmetry operator P . From the matrix representation in the proof of Theorem 4.10 it can be seen that the transfer operator L s possesses a certain symmetry. In this subsection we will discuss this symmetry in further detail and explain how it can be used to derive functional equations. For this purpose, define the operator P : B → B by
This operator is well-defined since D −i = −D i for all i ∈ A κq . It is also clear that P 2 = id B . That P is indeed a symmetry for the transfer operator follows from the following lemma. 2s := (n + z) 2 s . It is then easy to see that
for any positive integer l. One can verify that the matrix elements of L s satisfy the identities:
Combining these two observations, the fact that L s P f (z) = P L s f (z) follows immediately. Since the operators P L s and L s P are both meromorphic in the entire s-plane with poles only at the points s 1 , s 2 , . . ., it follows by meromorphic extension that the identity P L s = L s P holds for any s in the region C \ {s 1 , s 2 , . . .}.
The previous lemma allows us to restrict the operator L s to the eigenspaces of the operator P . Since this is a linear involution it can only have eigenvalues ±1. Denote the corresponding eigenspaces by B ± . Then f = (f i ) i∈Aκ q ∈ B ± if and only if f −i (−z) = ± f i (z) for i ∈ A κq . Let B κq denote the Banach space B κq = ⊕ 1≤i≤κq B(D i ) with the discs D i as defined earlier in Lemma 4.4. Then the transfer operator L s restricted to the spaces B ± induces operators L s,± on the Banach space B κq . Let − → g = (g i ) 1≤i≤κq ∈ B κq . For q = 2h q + 2 we get 
Functional equations.
It is known that the transfer operator for the Gauß map induces a matrix-valued transfer operator for each finite index subgroup, Γ, of the modular group (cf. e.g. [3] , [4] ). This transfer operator can be described by the representation of PSL(2, Z) induced by the trivial representation of Γ. It was shown in [4] that eigenfunctions, with eigenvalue 1, of this induced transfer operator, fulfil vector-valued, finite term functional equations, analogous to the socalled Lewis equation. This implies that such eigenfunctions are closely related to the period functions of Lewis and Zagier [9] for these groups.
As we will see soon, it is possible to derive similar functional equations for the family of transfer operators considered in this paper. However, the relationship to period functions, in the case of an arbitrary Hecke triangle group, is not clear at this time. In the case q = 3 it was shown in [2] that the solutions of the functional equation derived from our transfer operator L s for 0 < Re (s) < 1, s = 1 2 are indeed in a one-to-one correspondence with the Maaß cusp forms for G 3 .
Since the spectrum of the operator L s is the union of the spectra of the two operators L s,ǫ , ǫ = ±1, we use these operators to derive the corresponding functional equations. In the case of q = 3, the eigenfunctions, − → g = (g 1 ), with eigenvalue ρ = 1, satisfy the equation
where, for k ≥ 1, we have defined
.
z . This action is similar to the usual slash-action of weight s but we have extended it in a natural way to C[G q ], the extended group ring of G q over C, consisting of (possibly countably infinite) formal sums of elements in G q with coefficients in C. One now sees that g 1 |N 3 (1−T ) = g 1 |ST 3 and g 1 |N −2 (1−T ) = −g 1 |ST −1 , which leads to the following four term functional equation
Explicitly, this can be written as
Using the fact that JT J = T −1 it is easy to verify that every solution of (35) satisfies the equation g 1 (z) = ǫg 1 (−z − 1). Therefore, only solutions g 1 of (36) with this property lead to eigenfunctions of the transfer operator. On the one hand, it now follows that g 1 has to satisfy the shifted four term functional equation which was studied in [2] :
On the other hand, every solution g 1 of (37) that additionally satisfies g 1 (z) = ǫg 1 (−z − 1) is also a solution of (36). For q = 2h q + 2 and h q ≥ 1 any eigenfunction − → g = (g i ) 1≤i≤hq must satisfy the equation g 1 = g hq |(N 2 + ǫN −1 ). By induction on i it follows that
where g|P i (g) for g ∈ G q is an abbreviation for g|P i (g) = g| i l=0 g l . Hence the function g 1 fulfills the equation
, which leads to the q-term functional equation
For q = 4 this can be written explicitly as
For q = 6 one finds that
For q = 2h q + 3 and h q ≥ 1 one finds that
Hence (38)
Using induction on i, one can show that
In particular, setting i = h q , we can express g 2hg and g 2hq+1 in terms of g 1 and g 2 :
Inserting these expressions into (38) leads to an expression for g 2 only involving g 1 :
This allows us to express both g 2hq and g 2hq+1 in terms of g 1 :
Inserting these expressions into (38) gives the following functional equation for g 1 :
, we obtain a "Lewis-type" equation for the Hecke triangle group G q , with q odd, of the following form:
For q = 5 this equation can be written explicitly as
The Selberg zeta function for Hecke triangle groups
We want to express the Selberg zeta function for the Hecke triangle groups G q in terms of Fredholm determinants of the transfer operator L s for the map f q . Our construction is analogous to that for modular groups and the Gauß map [3] . We start with a discussion of the Ruelle zeta function for the map f q .
6.1. The Ruelle zeta function and the transfer operator for the map f q . We have seen that the transfer operator for the map f q : I q → I q can be written as 
Let f j denote the restriction f |I j and
which on the Banach space
On the Banach space B, the trace of L s is given by the well-known formula for this type of composition operators (cf. e.g. [11] )
,
is the unique (attractive) fixed point of the hyperbolic map ϑ n1,...,n k : D i → D i . However, since these fixed points are in one-to-one correspondence with the periodic points of period k of the map f q , the following identity holds
We are now able to relate the Ruelle zeta function to the transfer operator.
, for the Hurwitz-Nakada map f q can be written in the entire complex s-plane as
with L s : B → B defined in Theorem 4.10.
Proof. Comparing equations (40) and (23) 6.2. The transfer operator K s . As we have seen, there is a one-to-one correspondence between the closed orbits of the map f q and the closed orbits of the geodesic flow, except for the contributions corresponding to the two points r q and −r q . These points are not equivalent under the map f q but they are under the group G q , which means that they correspond to the same closed orbit of the geodesic flow. We also saw that the Ruelle zeta function for the map f q contains contributions of both orbits while the Selberg zeta function (24) does not. Thus, to relate the Ruelle and the Selberg zeta functions we have to subtract the contribution of one of these two orbits. To be specific, we subtract the contribution of the orbit O + , given by the point r q , from all the partition functions Z lκq (s), l = 1, 2, . . .. Consider therefore the corresponding Ruelle zeta function, ζ
If n = lκ q we find that Z 
For q = 2h q + 3, on the other hand, we set
In the first case, the operator L O+ s has the form
while in the second case 
To show that these operators indeed correspond to the contribution of the orbit O + we need to compute the traces of their iterates. This is achieved by the following
for q = 2h q + 3 (κ q = 2h q + 1).
Proof. Since the proof for odd q is completely analogous to that for even q, we restrict ourselves to the case of q = 2h q + 2. Using induction on i it can be shown that for 1 ≤ j ≤ h q and − → g = (g) 1≤j≤hq one has
This also shows that
This proves the Lemma.
Since trace (L
, where z ⋆ is the attractive fixed point of 
Proof. Without loss of generality, we once again restrict ourselves to the case of q = 2h q + 2. Since (f 
n .
It follows that the Ruelle zeta function for O + can be expressed as
We can furthermore show 
where L s , L s,± and K s = L Remark 4. Using the explicit form of the maps which fix r q , cf. e.g. [13, Rem. 27] (where the upper right entry of the matrix for even q should read λ − λ 3 ) one can prove that the spectrum of the operator K s can also be written as µ n = l 2s+2n , n = 0, 1, . . . , where l = 4 − λ 2 q Rλ q + 2 = 2 − λ q 2 + λ q for even q , l = 2 − λ q Rλ q + 2 = 2 − λ q 2 + Rλ q for odd q.
The Selberg zeta function Z S (s) for Hecke triangle groups G q and small q has been calculated numerically using the transfer operator L s in [21] . Besides the case q = 3, that is, the modular group G 3 = PSL(2, Z) [2], we do not yet know how the eigenfunctions of the transfer operator L s with eigenvalue ρ = 1 are related to the automorphic functions for a general Hecke group G q . But since the divisor of Z S (s) is closely related to the automorphic forms on G q (see for instance [6, p. 498] ) one would expect that there exist explicit relationships also for q > 3, similar to those obtained for the modular group, i.e. between eigenfunctions of the transfer operator L s with eigenvalue one and automorphic forms related to the divisors of Z S at these s-values.
Another interesting problem one could study is the behaviour of the transfer operator L s in the limit when q tends to ∞. In this limit the Hecke triangle group G q tends to the theta group Γ θ , generated by Sz = −1 z and T z = z + 2. This group is conjugate to the Hecke congruence subgroup Γ 0 (2), for which a transfer operator has been constructed in [7] and [5] . One should understand how these two different transfer operators are related to each other. The limit q → ∞ is quite singular, since the group Γ θ has two cusps whereas all the Hecke triangle groups have only one cusp. Therefore one expects in this limit the appearance of the singular behavior which Selberg predicted already in [20] . Understanding the limit q → ∞ could also shed new light on the Phillips-Sarnak conjecture [15] on the existence of Maaß wave forms for general non-arithmetic Fuchsian groups.
