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Hydrogen is a highly versatile energy carrier that may become one of the key pillars to 
support the future CO2-free energy infrastructure. When used in fuel cells, H2 is converted 
to water and it gives little or zero exhaust of greenhouse gases. For H2 economy to succeed, 
it needs to be produced in a clean, sustainable, reliable, and feasible way. 
The main objective of this study is to develop and investigate a continuous type 
hybrid photoelectrochemical-chloralkali H2 production reactor that converts the by–
products into useful industrial commodities (i.e., Cl2 and NaOH). This system maximizes 
solar spectrum use by taking advantage of photocatalysis and PV/T. Furthermore, by using 
electrodes as electron donors to drive the photochemical reaction, the potential of pollutant 
emissions are minimized.  
Four different processes are tested by using the present reactor: electrolysis, PEC, 
chloralkali, and PEC-chloralkali. During all processes, the present reactor is tested under 
four temperatures (20, 40, 60, and 80°C) and three inlet mass flow rates (0.25, 0.50, and 
0.75 g/s). Furthermore, PEC-based processes are tested under two light settings (600 and 
1200 W/m2). These results are compared to the thermodynamic model outputs. Parametric 
studies are run by varying the operating temperature (0°C–80°C), inlet mass flow rate (0.01 
g/s–1 g/s), and environmental temperature (0°C–40°C).  
The present experimental results show that PEC-chloralkali has the highest H2 
production rate compared to other processes at all temperatures and flow rates. Under 1200 
W/m2 irradiation, at 20°C and 0.75 g/s, Process 4 has a H2 production rate of 3.48 mg/h. 
27% and 26% are the highest energy and exergy efficiencies reached at 0.75 g/s inlet mass 
flow rate and 20°C operating temperature and under 600 W/m2 irradiation. 
A multi-objective optimization study is performed to find the decision variables for 
the highest possible production, efficiencies, and lowest possible exergy destruction, cost, 
and emissions. These parameters are 1°C operating temperature, 1.4 g/s inlet flow rate, 6 
m2 total photoactive area, and 0°C environmental temperature. And overall exergy 
efficiency is 30%, and H2 production cost and emissions are 9.67 USD/kg H2 and 7.39 kg 
CO2/kg H2.  
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CHAPTER 1: INTRODUCTION 
1.1 Energy and Environmental Issues  
One of the most important challenges of the twenty–first century is keeping up with the 
growing worldwide energy needs due to increasing population and rising standards of 
living. In 2013, 9,301 Mtoe energy was consumed by approximately seven billion people 
worldwide. By 2050, these numbers are expected to go up to 20,000 Mtoe and nine billion, 
respectively [1]. Figure 1.1 exhibits the global fuel shares of total primary energy supply 
(TPES), total final consumption, electricity production, and the resulting CO2 emissions. 
From Figure 1.1, it can be seen that 81% of the global energy supply is met by fossil 
fuels. Nevertheless, as a consequence of their limited supply and nonhomogeneous 
distribution, fossil fuels are not anticipated to keep pace with the growing energy demand. 
Even in the case of permanent demand, based on the current fuel exhaustion levels, oil is 
expected to be completely used up in less than 80 years [1]. This number can go up to 160 
years for natural gas and 400 years for coal [1]. Along with that, while fossil fuel reserves 
are becoming less reachable as the easily–accessible ones are exhausted, the fossil fuel 
prices continue rising. The International Energy Agency states that the utilization of easy–
to–reach oil has hit its highest point in 2006 [1]. The increasing trend in oil prices is 
expected to continue with almost no possibility of reaching pre–2000 oil prices. 
In conjunction with financial matters, GHG (mainly CO2) emissions as a 
consequence of fossil fuel consumption, and their influence on global warming, have been 
causing significant worries. Atmospheric CO2 concentration was around 280 ppm in the 
beginning of industrial revolution and have been increasing by around 2 ppm/year since 
then. As of May 2011, this amount has reached 394 ppm. The International Panel on 
Climate Change (IPCC) has announced that beyond 450 ppm, atmospheric CO2 
concentration can potentially cause a temperature rise higher than 2°C, which could 
possibly harm the whole ecosystem permanently. Taking the existing level and estimated 
yearly growth of CO2 emissions into account, 450 ppm can be reached in under 30 years, 
if no preventative measures are undertaken in next to no time [2, 3]. Given that fossil fuel 
consumption is the reason of the 99% of the CO2 emissions (Figure 1.1), change over to a 
2 
non–fossil fuel energy source may possibly significantly decrease the CO2- associated 
emissions and their unfavourable influence on global warming. 
(a) (b)
(c) (d)  
Figure 1.1 World’s fuel shares of (a) TPES, (b) total final consumption, (c) electricity generation, and (d) 
CO2 emissions in 2013 (other comprises geothermal, recovered heat, solar, wind, etc.) (data from [1]). 
Meeting the significantly escalating global energy requirements with no or minimal 
environmental damage and fossil fuel dependence can only be accomplished by employing 
clean energy systems. These systems can present substantial environmental, energetic, 
financial, and societal advantages. To be considered actually sustainable, an energy system 
ought to meet these conditions: (i) insignificant or zero undesirable environmental or 
societal influence; (ii) negligible or no natural source exhaustion; (iii) capable of meeting 
the present and forthcoming population’s energy requirements; (iv) reliable, affordable, 
and effective fashion; (v) air, land, and water safety; (vi) minor or zero net GHG emissions; 
and (vii) well-being at present with no burden to prospect generations [4]. 
Decreasing the dependency on fossil fuels and reducing potentially harmful 
emissions could be accomplished by using clean, vast, and sustainable energy sources. As 
a result of their low or zero end-use emissions and frequently reloaded sources, renewable 
energies (e.g., geothermal heat, sunlight, wind, waves, etc.) are respected as sustainable 
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replacements to fossil fuels. However, their discontinuous and inconsistent characteristics 
cause the requirement for effective storing methods. Renewable energies can be stored in 
chemical (i.e., hydrogen) or electrical energy form. Electricity is generally exploited as an 
energy storing option and it is heavily used on a daily basis. Hydrogen has been obtaining 
growing amount of consideration as a result of its favourable characteristics as an energy 
transporter. To confirm sustainable advancement and tackle economic and environmental 
issues, both electricity and hydrogen ought to be produced from renewable energy 
resources. 
Hydrogen is an essential energy carrier for the following reasons: (i) it possesses 
good energy exchange effectiveness; (ii) it could be generated from water with zero 
emissions; (iii) it is plentiful; (iv) it could be stored in various arrangements (e.g., gaseous, 
liquid, or with metal hydrides); (v) it could be transferred across extended distances with 
minimal loss; (vi) it could be transformed into additional energy forms in more methods 
than every other fuel; (vii) it contains greater HHV and LHV than the majority of the 
traditional fossil fuels (Table 1.1); (vii) if it is generated from renewable energies and 
water, its manufacture, storing, transport and finale usage do not damage the environment. 
However, the majority of the hydrogen production methods are not well-established, 
causing elevated production cost and/or low efficiencies. 
Table 1.1 HHV and LHV of hydrogen and common fossil fuels at 25°C and 1 atm. 
Fuel HHV (kJ/g) LHV (kJ/g) 
Hydrogen 141.9 119.9 
Methane  55.5 50.0 
Gasoline 47.5 44.5 
Diesel 44.8 42.5 
Methanol 20.0 18.1 
Source: [5] 
Unlike hydrogen, electricity is not suitable to store energy for extended periods of 
time. As mentioned earlier, hydrogen is a chemical fuel and it can be stored and transported 
by using the existing infrastructures. Electricity, on the other hand, has transient a nature. 
Therefore, the existing chemical energy storage and transport infrastructures cannot be 
employed for electricity. An additional drawback of electricity is the transmission losses 
due to the electrical resistance of system constituents. Because of its clear advantages over 
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electricity, hydrogen has turned out to be an alternative solution to energy supply, storage, 
and transport. 
Here, we go further to compare hydrogen with other conventional fuels in terms of 
Environmental Impact Factor (EIF), Greenization Factor (GF) and Hydrogen Content 
Factor (HCF) to emphasize the importance of hydrogen as a unique energy storage option, 
through the following equations: 
	 	 	 	 	
	
          (1.1) 
             (1.2) 
	 	 	 	
	
            (1.3) 
where EIFmax is the maximum value of EIF among the evaluated options. In this specific 
case with 3.6, coal is selected as the EIFmax.  
 
Figure 1.2 HCF, GF, and EIF of hydrogen and other fossil fuels [6]. 
As can be seen in Figure 1.2, with increasing HCF, the energy sources become 
greener (increasing GF) and the EIF decreases. This is a clear advantage of hydrogen in 
terms of reducing carbon-related emissions. In order to take full advantage of hydrogen, it 
needs to be manufactured from clean or renewable sources in reliable, affordable, and 






























1.2 Hydrogen Production Methods 
Amongst the existing hydrogen generation alternatives, fossil fuel based ones are presently 
the most heavily used ones to manufacture hydrogen. On the other hand, switching to 
hydrogen economy necessitates it to be generated from clean or renewable and vast 
resources with the intention of building a sustainable energy system. In this section, various 
hydrogen production technologies are summarized. Figure 1.3 shows an outline of selected 
hydrogen generation techniques and Table 1.2 briefly describes each method along with 
their driving energies and material resources. 
 
Figure 1.3 Outline of selected hydrogen generation routes classified by primary energy source and 
manufacturing method (modified from [8]). 
Hydrogen from Fossil Fuels: Hydrogen can be manufactured from fossil fuels by using 
numerous production techniques, such as ammonia, hydrocarbon, and plasma reforming 
and gasification. Steam (in most cases natural gas) reforming, coal gasification, and partial 
oxidation are the most commonly exploited fossil fuel based hydrogen manufacturing 
approaches among the ones listed in Figure 1.3. Fossil fuel based hydrogen fabrication 
methods are currently being developed, established, and prepared to be commercialized; 
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and with these technologies, substantially uncontaminated hydrogen can be generated at 
moderately cheaper prices relative to the methods listed in Figure 1.3 and Table 1.2.  
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Source: [5] 
For that reason, more than 95% of the worldwide hydrogen production is currently 
met by different fossil fuel feedstocks [9]. However, fossil fuel based hydrogen 
manufacturing approaches emit GHG (mainly CO2); and in many circumstances, emission 
capture and storage systems reduce system effectiveness and escalate production costs. An 
additional drawback of these techniques is that they still depend on non–renewable and 
geographically restricted energy resources: fossil fuels, which challenge the sustainability 
of hydrogen economy [10].  
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Hydrogen from Nuclear: Hydrogen can be generated via thermochemical water-splitting 
cycles which function at temperatures around 500°C or higher by nuclear reactors [11]. 
Higher reaction rates and greater effectiveness could be accomplished at elevated 
temperatures. Until now, over 100 different high temperature water-dissociation 
thermochemical reactions have been studied [12]. Decreasing the temperature 
requirements to reach high effectiveness is a critical task for thermochemical cycles [13]. 
Thermochemical cycles necessitate specific reactors that are fabricated via chemically 
inactive distinctive materials equipped to resist high temperatures and corrosion [14]. 
Acquiring these distinctive materials in a cost-effective manner is an additional noteworthy 
challenge of thermochemical cycles. Nevertheless, thermochemical cycles demonstrate 
favourable performances to be respected as prospective techniques to generate hydrogen 
[15]. High temperature electrolysis has a capability to deliver high electricity–to–hydrogen 
conversion effectiveness of about 80% under pressure. Nonetheless, this amount cannot be 
attained when the total effectiveness is considered, as a result of low effectiveness of 
nuclear power plants (about 33%) [16]. Building reactors that work at higher exit 
temperatures is a potential approach to resolve the low effectiveness setback. For example, 
the 20% effectiveness at 350°C escalates to approximately 50% at 950°C [17]. 
Hydrogen from Biomass: Hydrogen can be generated via various kinds of biomass; for 
instance, forestry, industrial, living organism, and municipal waste, and crops. 
Biochemical, gasification, and thermochemical methods are generally utilized to generate 
hydrogen from biomass. Amongst the existing biomass based hydrogen generation paths, 
gasification is currently the viable alternative while simulated photosynthesis is the most 
favourable one. The chemical processes involved in biomass based hydrogen generation 
are quite comparable to those of fossil fuel based ones. Biomass is reflected as an abundant 
renewable resource (participating to 12% of the worldwide energy supply), and could 
possibly decrease CO2 emissions, on condition that the CO2 emissions are absorbed back 
by the biomass itself in the course of photosynthesis [18]. 
Hydrogen from Wind Energy: Using the electricity produced through wind turbines for 
electrolysis demonstrates a high possibility amongst renewable resources for generating 
emissions-free hydrogen, particularly for distributed systems. One of the challenges of this 
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method is the cost of wind turbines and electrolysers. Optimization of turbine-electrolyser-
storage system is an additional challenge for producing hydrogen from wind energy [6]. 
Hydrogen from Solar Energy: Solar hydrogen generation could be achieved by means of 
various methods, such as artificial photosynthesis, PV-electrolysis, and photoelectrolysis, 
and thermochemical, photocatalytic and PEC water dissociation. Every method possesses 
particular benefits and drawbacks. When affordability, dependability, and environmental 
influence are taken into consideration, PEC hydrogen generation technique appears to be a 
favourable option amongst the existing solar hydrogen paths [19].  
There is noteworthy volume of studies in the literature on hydrogen based systems 
with an objective of generating hydrogen effectively in an affordable and reliable manner 
with lowest environmental damage. The approaches stated to this point could be employed 
alone, or in conjunction with additional options with the intention of reaching this 
objective. Fossil fuel based hydrogen is not regarded as sustainable; however, these 
techniques could be utilized while the renewable hydrogen generation methods are getting 
more technologically advanced [20]. Table 1.3 evaluates the projected worldwide power 
production capacities of biomass, nuclear, solar, and wind energies. 







Necessitates damming of more than 70% of the existing rivers, may seriously 
impact the downriver and neighbouring environment as well as fish movement.  
Wind 4 
10–15% of worldwide technical capacity for on- and off-shore systems, probable 
influence on wildlife movement, unfavourable visual and sound impact. 
Biomass 10 
Needs 10% of Earth’s land to be covered with switch grass, might cause certain 
biodiversity damage and water contamination problems. 
Nuclear 10 
Involves building of a 1-GW peak power plant every 35 h for the following 40 
years. Limited uranium sources indicate requirement for fast breeder or thorium 
reactors. The nuclear waste management is a debateable subject. 
Solar 20 
Necessitates 0.16% of the Earth’s surface to be covered with 10% effective solar 
cells. Cost and efficiency issues should be tackled. 
Source: [21] 
Table 1.3 demonstrates that compared to biomass, hydro, nuclear, and wind; solar 
energy is the single renewable energy resource that can supply 20 TW power generation. 
Moreover, solar energy does not cause as unfavourable consequences on the environment 
as the other options on Table 1.3. 0.16% of the Earth’s surface is around 816,000 km2, 
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which is equivalent to the total land area of Turkey and Greece, combined [24]. 
Consequently, covering an area of this magnitude with 10% effective solar cells is a vastly 
difficult mission. With the intention of tackling this subject, an effective solar–to–hydrogen 
path ought to be established with lowest environmental influence and improved hydrogen 
generation yields and rates. 
The most appropriate hydrogen generation method selection depends on numerous 
internal and external system features given that every technique has both benefits and 
drawbacks. Resource accessibility, affordability and reliability, geographic position, 
population and climate, and compatibility with the current infrastructure are some of the 
criteria to bear in mind when selecting the most advantageous hydrogen generation path. 
Fossil fuels are estimated to meet a 25–30 TW energy utilization for at least a few centuries 
[21]; consequently, they are anticipated to be utilized as the principal hydrogen resource 
while the required infrastructure is being developed to generate hydrogen from renewables 
in TW level [22, 23].  
1.3 Solar Hydrogen Production 
Solar energy, by means of a renewable and abundant source, could become a probable 
sustainable resolution to the growing global energy demand. Approximately 30 minutes of 
solar irradiation reaching to the Earth’s surface comprises as much energy as the worldwide 
annual energy consumption [25]. An additional benefit of solar energy is its comparatively 
small gradual system expansion price relative to traditional fuels [26]. 
Despite its many advantages discussed in Section 1.2, solar energy possesses an 
intermittent character; day/night cycles and hazy days greatly influence the quantity of 
solar energy gets reaching to the Earth’s surface. For that reason, solar energy necessities 
to be stored in an altered fashion with the intention of providing a constant energy supply. 
As a chemical fuel, hydrogen appears to be a favourable storage material due to its high 
energy storing capability and easiness of transportation [27].  
Given that water is a reliable and easily manageable resource of hydrogen, water 
dissociation is a favourable path for solar to hydrogen energy transformation. A visible 
light photon has a minimum and maximum energy of 1 eV and 3 eV (or 100 kJ/mol and 
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300 kJ/mol), respectively, which is sufficiently adequate to generate hydrogen through 
water dissociation [24]. A variety of the available paths for solar hydrogen generation are 
briefly described in Table 1.4. More information on these methods can be found from van 
de Krol and Grätzel [24] and Chen et al. [28].  
Table 1.4 An outline of solar hydrogen generation approaches. 
Solar H2 Production 
Systems 






Electrolysis Water electrolysis H2, O2 
Photocatalytic Photocatalysis Water photocatalysis H2, O2 
PEC Photoelectrolysis Water photoelectrolysis H2, O2 





Thermolysis Thermal dissociation of water H2, O2 
Thermochemical 
Cycles 




Steam–gasification of coal and 




Thermal decomposition of 




Steam reforming of NG, oil, 
and other hydrocarbons 
H2, CO2 
Electrolysis 
Water electrolysis via high 




The solar water splitting reaction can be written as follows: 
2 	
	
	2 	 	   ΔG° = 238 kJ/mol         (1.4) 
This study focuses on electrolysis, photoelectrolysis, photocatalysis, and PEC. One 
of the reasons for selecting these methods among the ones listed in Table 1.4 is to minimize 
safety issues, lower system energy necessities, and enhance system control through 
selecting low temperature processes rather than the high temperature approaches. 
Additionally, by lowering temperature constraints, large scale solar concentrators are no 
longer required, the system could function in environmental conditions, and consequently, 
the hybrid structure could operate greatly in small scales and in areas that are 
geographically inaccessible by the grid as well. Correspondingly, by utilizing chloralkali 
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method together with the designated solar hydrogen generation approaches, it is intended 
to transform by–products to commercially practical merchandises, and consequently, 
increase system effectiveness. The hybrid structure is developed in a way that product gases 
are accumulated with no requirement of post–separation. 
1.4 Photoelectrochemical Hydrogen Production 
PEC-based hydrogen generation is one of the most favourable technologies which could 
possibly deliver a clean, affordable, and reliable energy carrier by taking advantage of the 
~120,000 TW of irradiation that continuously reaches the Earth’s surface [25]. 
PEC based hydrogen generation theory has been considered for years since the 
original experiment in 1972 by Fujishima and Honda [30]. In 2014, Luo et al. [31] have 
confirmed a PEC solar-to-hydrogen exchange effectiveness of 12.3%, emphasizing the 
abundant possibility for a PEC technology that merges the solar energy collecting and 
water electrolysis in a stand-alone mechanism. Fundamentally, once a PEC semiconductor 
apparatus with the appropriate set of characteristics is submerged in an aqueous electrolyte 
and exposed to sunlight, the photon energy is transformed to electrochemical energy, that 
could dissociate water into hydrogen and oxygen. As a result, discontinuous solar energy 
is transformed into a characteristically more storable energy form. 
PEC water dissociation is an effective yet complicated procedure. In order to direct 
it to happen effectively and sustainably, a number of strategic conditions need to be 
sustained concurrently: (i) the semiconductor structure should produce adequate voltage 
with the introduction of incoming photon energy to dissociate water, (ii) the overall band 
gap needs to be small enough to absorb a substantial percentage of the solar spectrum, (iii) 
the band edge potentials at the surfaces has to cover the hydrogen and oxygen redox 
potentials, (iv) the structure should display long-standing robustness against corrosion in 
aqueous electrolytes, and lastly, (v) the charge transportation from the semiconductor 
surface to the electrolyte has to be efficient to reduce energy losses because of the kinetic 
overpotential and it should be selective for the hydrogen evolution reaction (HER) and 
oxygen evolution reaction (OER). Currently, no affordable substances and/or systems 
satisfy all of these requirements for feasible hydrogen generation. Despite the fact that 
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research and development is continuing to encounter substances with appropriate attributes 
that address these conditions, improvements in material science and interfacial 
electrochemistry are still required [28]. 
Numerous published books [24, 28, 32] and review articles [33-35] consist of 
outstanding analyses of the essential theories of PEC. Within PEC structures, arriving 
photons (hν) produce electrons (e-) and holes (h+). The photogenerated electrons and holes 
are disconnected afterwards and pass through the semiconductor in reverse ways. The holes 
power the OER at the surface of the semiconductor working electrode. At the same time, 
the electrons are transported to the surface of the counter electrode to run the HER. 
Minimum possible voltage required to dissociate water (ΔE°) is1.23 V. 
Along with the thermodynamic prerequisite, there are overpotentials related to 
powering the hydrogen evolution reaction (OPHER) and oxygen evolution reaction (OPOER) 
at the solid–liquid interface. Decreasing these overpotentials by means of the advances in 
effective catalysis intended for both of the half-reactions is a fundamental measure to 
develop greatly effectual water dissociation designs [28]. 
Second law of thermodynamics related losses through the photogenerated electrons 
and holes should be taken into account as well [26, 27, 36]. The actual powering force for 
water dissociation is presented as photovoltage (Vph). As a consequence of the losses 
happening due to several reasons, such as spontaneous emission, partial light absorbing, 
and electron-hole recombination [36], Vph is always less than the band gap of the 
semiconductor. Additional circumstances for example non-ideal band assembly 
configuration could further decrease accessible photovoltage.  
Semiconductor substance band gap has a significant influence on PEC solar-to-
hydrogen (STH) transformation effectiveness. It is essential to put emphasis on the fact 
that only band gap is not adequate to estimate the PEC water dissociation competence. If 
the photovoltage generated via the semiconductor is not sufficient to overcome 
thermodynamic obstacles and overpotential losses, water dissociation does not take place, 
and STH efficiency cannot be distinguished. 
In spite of the challenges, there are promising paths for accomplishing the essential 
objective of affordable, reliable, emission-free, and efficient PEC hydrogen generation. For 
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sustained advancement in tackling the most significant outstanding technical and financial 
obstacles, commonly acknowledged criteria in the classification and reporting of PEC 
constituents and apparatuses are required. This is fundamental to allow scientists from 
diverse backgrounds to describe their findings in means which permit direct assessments. 
It is estimated that wide-reaching implementation of consistent approaches for 
distinguishing, recording and inspecting PEC constituents would cause more precise and 
trustworthy data. This will also accelerate the policymaking procedure for ordering 
research sources in the direction of the most favourable paths. Quantifying technical 
obstacles and bottlenecks throughout consistent approaches would essentially demonstrate 
to be important in forming research concentration fields and innovative directions to tackle 
these challenges. A comprehensive and widely-accepted understanding of the constituents 
and systems for PEC hydrogen generation would unquestionably assist research and 
development, and improve the subject in the direction of developing mechanisms to 
address all of the PEC prerequisites.  
As research and development advances, the improvement of a complete set of 
standard procedures would turn out to be gradually significant to the research community. 
These procedures can provide regulation to satisfactory and undesirable exercises in the 
representation of PEC constituents as well as the measurement and reporting of efficiencies 
and the stability of such devices. It is anticipated that the approaches pronounced in this 
study will be advanced and extended in upcoming works. 
1.5 Motivation and Objectives 
In this section, motives behind this study are introduced and objectives which are set to be 
achieved during the course of this research are listed. 
1.5.1 Motivation 
Among available renewable energy options, sunlight is the only resource with sufficient 
abundance to replace most or all of our current fossil energy use. However, existing PV 
and solar thermal technologies cannot be scaled infinitely due to the temporal and 
geographic intermittency of sunlight. Therefore, efficient and inexpensive methods for 
14 
storage of solar energy in a dense medium are needed in order to greatly increase the 
utilization of solar energy as a primary resource. Despite their vast amount of potential 
advantages, the viability of PEC-based hydrogen production systems at different scales is 
still unclear. The lack of satisfactory solar hydrogen production systems which are 
environmentally benign, low cost, efficient, and safe is one of the main problems for the 
transition to a solar energy based hydrogen economy. 
The underlying motivation of this work is the potential for combining PEC with 
chloralkali process in a hybrid reactor to improve the solar spectrum utilization and 
hydrogen production yield as well as converting the by-products into commercially 
valuable commodities. For this purpose, a system consisting of a photoactive ion selective 
membrane to carry out PEC process combined with chloralkali is developed as a method 
for solar fuel generation. 
1.5.2 Objectives 
The specific objectives of this thesis study are given as follows: 
1. To develop the continuous type hybrid PEC-chloralkali reactor for each of the process 
types:  
a. Electrolysis: In the absence of sunlight, the reactor works as an electrolyzer. The 
inputs are saturated NaCl solution, H2O, and electricity. NaCl and NaOH solutions 
are used as anolyte and catholyte, respectively. H2 and Cl2 gases, and NaOH solution 
are main outputs of the system. The system operates continuously with the anode 
and cathode separated by a selective cation exchange membrane. 
b. PEC process: In a PEC, cell current and voltage are simultaneously produced upon 
absorption of solar light by one or more of the electrodes. The inputs and outputs of 
PEC are the same as photoelectrolysis. However, in PEC process, H2 is produced 
via both photoelectrolysis and photocatalysis. 
2. To design electrolysis and PEC experimental studies: 
a. To select the suitable materials research for each system component, such as Cu2O 
coated membrane electrode assembly (MEA) instead of two separate electrodes and 
an ion selective membrane. 
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b. To select the primary variables to investigate production yields and system 
performance and method of monitoring and control to direct experiments. These 
variables are applied potential, solar simulator’s irradiation level, temperature, inlet 
flow rate, and H2 production via volumetric displacement cylinder. 
c. To determine the operating conditions for each process type by defining input 
parameters to be varied (temperature, inlet flow rate, and irradiation level), control 
parameters to be monitored (temperature, applied voltage, current generation), and 
output parameters to be measured (H2 production via volumetric displacement 
cylinder).  
3. To conduct various experimental studies on each process type based on different 
parameters and environmental conditions to investigate the effect of key variables on 
product yields and system performance:  
a. Electrolysis: Investigate the effect of anolyte and catholyte flow rates and operating 
temperature. In this case, the system is tested at four different operating temperatures 
(20, 40, 60, and 80°C) and three different flow rates (0.25, 0.50, and 0.75 g/s). By 
measuring pH of outlet streams, quality and pressure of the gases leaving the anode 
and the cathode, ensure the electrolysis and chloralkali reactions are proceeding in 
a controlled environment and examine how each parameter affects the H2 production 
rate and energy requirements and losses within the system. 
b. PEC process: Study the effect of light intensity, operating temperature, and anolyte 
and catholyte flow rates. In order to determine the catalytic activity of the 
photocathode, compare the H2 production yields with electrolysis experiments. In 
this case, the system is tested at two different irradiation levels (600 and 1200 
W/m2), four different temperatures (20, 40, 60, and 80°C) and three different flow 
rates (0.25, 0.50, and 0.75 g/s). 
4. To perform comprehensive energy and exergy analyses for electrolysis and PEC 
experiments:  
a. To carry out mass, energy, entropy, and exergy balance equations for all 
components and use the Engineering Equation Solver (EES) software to solve the 
balance equations.  
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b. To perform electrochemical modeling to investigate the relationship between 
production yields and applied voltage, incident solar irradiation, and/or any 
potential voltage drops.  
c. To compare the results of the balance equations and electrochemical model 
calculations with experimental outputs, and highlight any inconsistencies and their 
significance. 
d. To calculate the energy and exergy efficiencies of the system, conduct parametric 
studies by altering key parameters affecting the system within an acceptable range, 
and perform exergy analysis to investigate the potential challenges on the system. 
e. To determine the exergy destruction with their magnitudes and identify the effects 
of different parameters, such as irradiation level, inlet flow rate, and environmental 
and operating temperatures on rate of exergy destruction. 
f. To conduct exergoeconomic and exergoenvironmental analyses of the system in 
order to relate exergy with cost and environmental impact.  
5. To utilize a multi-objective optimization technique on the system parameters (i.e., 
operating temperature, inlet flow rate, photoactive area, and environmental temperature) 
with respect to (i) exergy analysis to improve the system efficiency, (ii) exergoeconomic 
analysis to reduce the associated cost, and (iii) exergoenvironmental analysis to reduce the 
environmental impact. 
6. To apply optimized operating parameters on the system to improve system performance 
by increasing H2 production yields, efficiencies, and minimizing losses.  
1.6 Summary of Approach and Rationale 
In this thesis, a comprehensive investigation of the hybrid PEC-chloralkali reactor and its 
integrated system is developed and various assessments are performed by using various 
tools of thermodynamics, thermochemistry and economics, and by conducting 
experimental research on the hybrid reactor. 
Initially, the hybrid PEC-chloralkali reactor is simulated by using the EES software 
in order to decide the key operating parameters, such as anolyte and catholyte flow rates 
and required voltages. Two different processes are experimentally investigated in this 
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study: electrolysis and chloralkali. Both operation types are tested under three different 
light irradiation levels (no light, low intensity, and high intensity) using similar operating 
parameters, such as inlet flow rates, temperatures, and voltages. During the experimental 
studies, three different inlet flow rates (0.25, 0.50, and 0.75 g/s) and four different operating 
temperatures (20, 40, 60, and 80°C) are used to investigate H2 production rates and 
efficiencies of different operation types. A MATLAB code is also adapted to determine 
uncertainty of the experimental results. Experimental H2 production and efficiency results 
are compared to the EES model outputs for all cases to evaluate how well the models agree 
with the actual experimental results. 
Further investigation is conducted by scaling up the system simulated in EES 
software. Scaled up reactor model is then integrated into a multi-generation system which 
consists of a solar splitter which sends the solar irradiation up to wavelength of 400 nm 
directly to the reactor. Rest of the incoming solar energy is sent to a PV panel in order to 
generate the electricity to back up the reactor. Excess electricity is stored and considered 
as another useful product. PV panel is cooled down in order to increase the operating 
performance and minimize any losses related to heating up. This recovered heat is sent to 
the reactor when operating at temperatures higher than the environmental temperature. 
Excess heat is stored and considered as another useful output.  
The integrated system is analyzed by using thermodynamic tools (mass, energy, 
entropy, and exergy) by considering all components. The performance results of the 
integrated system is then evaluated and compared to existing electrolysis, chloralkali, PV-
electrolysis, and PEC systems. The exergoeconomic and exergoenvironmental analyses of 
the final design are conducted based on the state point information from thermodynamic 
analysis, and a comparison is made with electrolysis, PV-electrolysis, and PEC in terms of 
efficiency, environmental impact, and economics. A multi-objective optimization study of 
the final design is also conducted by considering system cost, environmental impact, and 
efficiency as objective functions to be enhanced.  
A thermodynamic assessment of the integrated system is performed to provide a 
better view of H2 production performance of the system. Several parametric studies are 
conducted to optimize system efficiencies by considering several system and 
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environmental parameters. These parameters are operating temperature, inlet flow rate, 
environmental temperature, and photoactive area.  
1.7 Thesis Outline 
This thesis contains seven chapters. A comprehensive introduction and background on 
energy and environmental issues and selected H2 production methods, and motivation and 
objectives of the thesis are provided in Chapter 1. Chapter 2 focuses on literature review 
on PEC, including reactor design, electrode selection, membranes and MEA, and system 
hybridization. Detailed background on PEC water splitting is given in Chapter 3. Chapter 
4 represents the present experimental apparatus and procedure. In this chapter, both 
integrated system and hybrid PEC-chloralkali reactor is introduced and the present 
experimental reactor setup along with auxiliary components are explained. The present 
experimental procedure, evaluation of uncertainties, and details of system integration are 
also provided in Chapter 4. Detailed thermodynamic analyses and optimization of the 
hybrid reactor and its integrated system are represented in Chapter 5. Chapter 6 provides 
results as well as their comprehensive comparison by providing deep information on main 
and detailed findings from this research. And finally, conclusions and recommendations 
are provided in Chapter 7. 
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CHAPTER 2: LITERATURE REVIEW 
2.1 Introduction 
In the literature, there are several studies focusing on how hydrogen can be one of the most 
effective solutions playing a significant role in providing better environment and 
sustainability. Among the possible hydrogen production methods studied in the literature, 
natural gas steam reforming is the most commonly used process, resulting heavy GHG 
emissions. Around 50% of the global hydrogen demand is met by natural gas steam 
reforming, 30% from oil reforming, 18% from coal gasification, 3.9% from water 
electrolysis, and 0.1% from other sources [4]. In order to remove the adverse effects of 
fossil fuel utilization on the environment and human health, hydrogen should be produced 
from clean and abundant sources with environmentally benign methods. 
Dincer [5] has categorized hydrogen generation methods, based on various criteria, 
such as elemental and material source, energy sources used, operating conditions, targeted 
applications, etc. “Green hydrogen” concept has been introduced for hydrogen production 
options and discussed them accordingly based on the systems and applications. 
Dincer and Rosen [37] have used thermodynamics and life cycle assessment (LCA) 
to investigate various hydrogen production and fuel cell options based on their 
sustainability features. They have investigated sustainability and efficiency of these 
systems by using second law of thermodynamics, namely exergy.  
Dincer and Zamfirescu [20] have technically reviewed and grouped a number of 
sustainable hydrogen generation methods based on their energy and material resources. 
They have classified these several resources, ranging from natural sources to wastes and 
from conventional resources to clean energy resources. 
Since the Sun and water considered as sustainable sources, solar based water 
dissociation is an attractive process of hydrogen production. Therefore, many studies have 
discussed the potential benefits of these sources for sustainable development [38, 39]. 
As a simple and efficient method of splitting water into hydrogen and oxygen, 
electrolysis has been extensively studied in the literature since the beginning of the 1800s 
[40]. Electrolyzers can produce hydrogen in both batch and large scales, and they are 
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currently used to meet about 4% of global hydrogen demand [41]. The net reaction during 
electrolysis can be written as:  
/
	
	 	½	          (2.1) 
Since the first modern energy crisis in 1973, there has been ongoing effort to reduce 
the energy requirements of electrolysis [42]. Introduction of solar electricity via PV panels, 
and the possibility of its electrolysis applications (electrochemical, photolysis, and PEC 
applications) received a lot of attention from the scientific community [43]. 
On the other hand, using photocatalysis is another promising option for clean solar 
hydrogen production, being potentially applicable for large and small scale hydrogen 
generators [44]. Photocatalysis provide reasonable solar-to-H2 efficiency, low process cost 
with reasonable but cheap catalysts selection, and is able to separate H2 and O2 evolution 
during reaction. They are small reactor systems meeting the requirements for residential 
applications can be mass produced, thus providing a huge market potential [21, 27].   
This approach has been employed by many scientists for clean and sustainable 
hydrogen production especially after Fujishima and Honda’s study [30] on PEC-based 
water splitting using TiO2 as photocatalysis. Since then the reaction has been studied 
extensively by many researchers. In 2013, Kamat and Bisquert [45] have reviewed some 
past studies on photoreactions generating hydrogen. Also, various photocatalytic systems 
for hydrogen production have been reviewed by Acar et al. [19] and Zamfirescu et al. [46].  
PEC-based hydrogen production can be a cost effective way to produce hydrogen. 
However, the main concern of PEC process is increasing the efficiency and stability of the 
photoactive materials [47, 48] to achieve the required efficiency target of 10% to be viable 
for commercialization [44, 49]. At the moment, stable photoelectrode materials are mostly 
based on metal oxides which have low efficiency [50, 51], while some materials which 
provide required efficiency to be commercialized are based on multi-junction conventional 
semiconductor with short life time [52, 53]. 
This chapter focuses on literature review on PEC-based hydrogen production 
including reactor design, electrodes, membranes and MEA, system hybridization, overall 
21 
system analysis, and system integration. In the end, main gaps in the literature are identified 
and the need for the current study is explained. 
2.2 Photoelectrochemical Hydrogen Production 
The simplest system for exploring the idea of visible light water splitting is a PEC system 
[54] since it avoids potential difficulties as a result of the unwanted H2–O2 recombination 
by dividing anode and cathode. Because the potential of electrons in trap states below the 
conduction band is not sufficiently negative to reduce water, a bias voltage (330 mV) must 
be applied for water splitting to occur. The low quantum efficiencies of PEC systems could 
be tackled by an enhanced design at molecular level [54]. 
Liao et al. [55] have detected that in a PEC, the photocatalyst is deposited as a thin 
film on an electrode to develop a photoanode or photocathode to accomplish the water-
dissociation reaction in electrolyte solution. Still, an exterior circuit is necessitated to 
regulate the photogenerated electron flow from the photoanode to a cathode, where 
hydrogen is generated. As water is dissociated to generate hydrogen, oxygen is produced 
at the anode at the same time. The photogenerated electron reacts with the proton at the 
cathode section, generating hydrogen. 
There are many kinds of PEC-based hydrogen production systems and 
photosensitive semiconductors investigated and reported in the literature. The most 
promising option so far is TiO2. In addition to TiO2, numerous other semiconductors have 
been investigated, such as, BiVO4, Fe2O3, WO3, and ZnO. Metal nitrides and phosphides 
(e.g., GaP and Ta3N5), metal oxy-nitrides (e.g., TaON), and n- and p-type silicon (Si) have 
also been considered in the available literature.  
A completely integrated arrangement of nanoscale photoelectrodes manufactured 
from inorganic nanowires designed for direct solar water dissociation has been explained 
by Liu et al. [56]. The artificial photosynthetic structure consists of two semiconductor 
light absorbers with large surface area, an interfacial layer for charge transportation, and 
spatially disconnected co-catalysts to accelerate the water reduction and oxidation. In the 
presence of modelled sunlight, a 12% solar-to-hydrogen transformation effectiveness is 
accomplished, which is similar to that of natural photosynthesis. A prototypical “Z-
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scheme” structure with two light absorbing substances has been selected in their 
investigation to determine the competency of an integrated nanostructure to use solar 
energy to dissociate water [57]. Earth abundant and stable semiconductors, Si and TiO2, 
have been preferred as the H2-producing photocathode and O2-producing photoanode, 
respectively. With illumination, photoexcited electron–hole couples are produced in Si and 
TiO2, which absorb different sections of the solar spectrum. The photogenerated electrons 
in the Si nanowires are transferred to the surface and reduce protons to produce H2. In the 
meantime, the photogenerated holes in the TiO2 nanowires oxidize water to generate O2. 
The holes from Si and electrons from TiO2 are combined again at the ohmic connection, 
accomplishing the dispatch of the “Z-scheme” [57], comparable to that of natural 
photosynthesis. 
Recently, a molecular water oxidation Ru catalyst has been manufactured and 
immobilized simultaneously with a molecular photosensitizer [Ru(bpy)2(4,4-
(PO3H2)2bpy)]Br2 on nanostructured TiO2 molecules placed on conducting fluorine doped 
tin oxide (FTO) glass, establishing a photoactive anode (TiO2) [58]. By employing TiO2 in 
place of the working electrode in a three-electrode PEC, visible light powered water 
dissociation has been effectively established in an aqueous phosphate buffer solution, with 
O2 and H2 bubbles generated from the working and the counter electrodes, respectively. A 
high photocurrent density of more than 1.7 mA/cm2 has been accomplished. 
Lai and Sreekantan [59] have discovered that combining WO3 with TiO2 can enable 
enhanced charge division and effective visible light reaction. Georgieva et al. [60] have 
described the bi-component WO3 and TiO2 to demonstrate increased UV photocatalytic 
and photoelectrocatalytic action for the reason that of their valence and conduction band 
energy diagrams support electron injection from the conduction band of TiO2 to that of 
WO3 and hole transfer between valence bands in the reverse direction. This could decrease 
electron–hole recombination in both semiconductors. Thuy et al. [61] have presented that, 
integrating ZnSe with TiO2 not only effectively decreases the recombination between 
photogenerated electrons and holes but also improves the absorption of solar energy. The 
low band gap of ZnSe accomplishes light absorption in broader spectrum range. 
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The application of inorganic dyes on TiO2 surface has appealed remarkable 
concentration as a sensitization technique for visible-light powered PEC-based water 
dissociation. Meshram et al. [62] have observed that methylene blue (MB) dye interacted 
unsuccessfully with CuO as a photocatalyst but reacted in a different way under solar 
irradiation. Furthermore, they have observed that the degree of MB dye deprivation has not 
been the same for assorted crystal structures of the CuO photocatalyst. Le et al. [63] have 
applied Rh B dye on the surface of Co/TiO2 substances and determined an effective visible 
absorbance edge band in the range of 450–600 nm and a marginally reduced band gap of 
2.58 eV in comparison to Co/TiO2 (2.75 eV) and TiO2 (3.21 eV), along with enhanced 
photocatalytic water dissociation results performance outcomes. 
The structure of TiO2 also has significant impact on the effectiveness of 
photocatalysis for H2 generation [64]. Hosseini and Momeni [65] have observed that the 
Pt-NP/TNT electrodes effectively generated a high current density for methanol electro-
oxidation practices. Dong et al. [66] have shown that TiO2 nanowire arrays have 
demonstrated improved PEC characteristics compared to those of casually positioned TiO2 
nanowires due to their smaller grain boundaries, directional electron transportation and 
improved light-processing competency. This innovative form of TiO2 nanowire 
photocatalyst has a great potential. Chang et al. [67] have demonstrated that unoccupied 
crystal-like TiO2 nano-fibers could bring improved photocatalytic activity in comparison 
to analogous solid TiO2 nano-fibers. In another study, Petronella et al. [68] have confirmed 
that TiO2 nanorods are more efficient photocatalysts compared to industrial TiO2 P25 
Degussa. Xiao et al. [69] have ascertained that the UV-diffuse reflectance spectra of all the 
N,S-Co-doped TiO2 nanobelts investigated significantly broaden the absorption edge into 
the visible light section and demonstrate outstanding photocatalytic effectiveness in 
comparison to industrial Degussa P25. 
Contrary to unattached photocatalysts, heterojunction semiconductors show 
enhanced performances for electron–hole separation and they could decrease the energy 
loss due to electron–hole recombination, which results improved photocatalytic activity. 
Jang et al. [70] have demonstrated that PV and PEC with junction semiconductors indicate 
significantly enhanced activities in comparison to designs containing single 
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semiconductors. They have established that the photoactivity of a system is enhanced as 
the photocatalyst’s manufacture get more complex and sophisticated. 
Rabbani et al. [71] have coupled PEC with chloralkali and tested the system in batch 
type operation. Acar and Dincer [72] have enhanced the studies on PEC and chloralkali in 
a continuous type hybrid system. Acar et al. [73] have coupled this hybrid system with a 
desalination unit, enhancing the products into H2, Cl2, NaOH, and fresh water. 
2.2.1 Reactor Design 
For PEC-based water dissociation, the photoreactor consists of some key components, such 
as electrodes, semiconductor based photoelectrodes, electrolytes, etc. This configuration is 
frequently called as a photocell. A number of review papers on photoreactors and/or 
photocells for PEC have been published in the last couple of years [33, 74]. Specifically, 
Minggu et al. [33] have methodically reviewed the main points of the PEC reactor vessels, 
from the operating procedures to the feasible arrangements, and they have also reported 
possible large-scale hydrogen generation experiments. 
The earliest PEC-based water dissociation possibility has been pointed out by 
Fujishima and Honda [30], as discussed earlier. Their PEC system basically consists of a 
photoanode made from n-type TiO2 and Pt counter-electrode.  
Since Fujishima and Honda's ground-breaking study, remarkable assessments have 
been performed with the intention of developing PEC cells with enhanced effectiveness, 
from simple systems to state-of-the-art structures. Comparable to photoreactor of slurry-
based water dissociation, the physical structure has an important effect on the overall 
efficiency. Here, PEC cells are explained in two different groups: (i) open photocells and 
(ii) photocells with gas separation and collection. 
Open photocells 
The very elementary structure of an open photocell (Figure 2.1) has three types of 
electrodes, namely (i) working electrode, (ii) counter electrode, and (iii) reference 
electrode. Generally, these electrodes are submerged in the electrolyte in an open container 
and the potential of the working electrode is regulated through a potentiostat. This photocell 
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structure is also known as three-electrode arrangement, and is perhaps the most frequently 
utilized alternative in small-scale experiments [75-77].  
 
Figure 2.1 Illustrative representation of a sample open photocell (adapted from [76]). 
Maeda et al. [78] have exploited SrNbO2N as the working electrode, and Pt wire as 
the counter electrode, and Ag/AgCl reference electrode. Their electrolyte has been Na2SO4 
solution (pH=6). Gas evaluation is investigated through gas chromatography technique. 
The photocell container could be manufactured from quartz or Pyrex glass and its shape 
may range from square to semi-round or round with the intention of enhanced utilization 
of incoming light irradiation [78]. The distance between electrodes is quite significant and 
consequently scholars are continuously seeking for new designs to maintain this distance 
stable throughout PEC experiments. For this purpose, a number of researchers have 
established PEC cells with stationary docks for each and every electrode.  
Photocells with gas separation and collection 
Considering that both H2 and O2 gases are produced during the PEC-based water 
dissociation procedure, gas separation is absolutely important bearing in mind the gas 
collection and safety hazard issues. Until now, numerous PEC designs with gas separation 
properties have been designed, developed, and tested. 
Ion-permeable membrane divided PEC cells  
A possible method to collect product gases separately is to position an ion-permitting 


























could be built connected by the membrane. The membrane permits ion interchange 
amongst the two partitions of the photoreactor. It also helps to collect the gases separately.  
 
Figure 2.2 Illustration of a sample ion-permeable membrane divided PEC cell (adapted from [79]). 
In a photoreactor designed by Ida et al. [79], the TiO2 photoanode and the CaFe2O4 
photocathode have been positioned in two quartz cells, and connected through a Nafion 
117 film. Both of the quartz cells have been irradiated by using an Xe lamp. Nafion is 
frequently utilized as the ion-permitting membrane. However, Minggu et al. [33] have 
demonstrated that Nafion or other positive-ion interchange membranes are not suitable for 
cation-consisting electrolytes. In these systems, positive ions (e.g., Na+) substitute H+ in 
the membrane and delay the proton transfer across the membrane. In these situations, 
different separators could be utilized to substitute cation exchange membranes (CEM). 
PEC cells with different separators  
In addition to ion-permitting membranes, different separators could be utilized to separate 
the H2- and the O2-production; for instance, glass frit diaphragms, asbestos diaphragms, 
and others. Glass frit has the benefit of chemical, mechanical, and thermal robustness, and 
therefore is a suitable selection (Figure 2.3).  
Asbestos based diaphragm is another type utilized in alkaline electrolyzers because 
of its advantageous hydrophilicity and capacity to block reverse-diffusion of OH-. 
However, asbestos diaphragm usage is restricted due to its swelling characteristics and 










Figure 2.3 Illustrative representation of a PEC cell separated by a glass frit (adapted from [80]). 
PEC cells with quartz window 
Manufacturing a PEC reactor entirely from quartz or Pyrex glass is quite costly. Therefore, 
building a PEC reactor using more affordable substances is preferred. A possible approach 
for accomplishing this goal is to assemble a reactor using less costly substances but 
introducing a quartz window where the photons could enter to the reactor and activate the 
photoelectrode. The PEC reactors could be built by using glass, Perspex, Teflon, etc., and 
the quartz window can be stabilized through nuts and bolts with O-rings or gaskets. 
2.2.2 Photoelectrodes 
Photoelectrodes are commonly manufactured by depositing a thin sheet of semiconductor 
substances on top of the substrate through a conducting top surface. The substrate can be 
see-through conducting glass, such as fluorine-doped tin oxide (FTO) [77, 78, 81, 82] or a 
metal piece [75]. Semiconductor substances could be deposited basically by doctor blading 
technique [83]. New methods have been established to manufacture photoelectrodes with 
enhanced qualities in which the morphology and other characteristics of the semiconductor 
substances could be accurately monitored and regulated, involving anodization [80], radio 
frequency (RF) magnetron sputtering [84], hydrothermal growth method [77], 
electrophoretic deposition [75], atomic layer deposition [82], etc. A photoelectrode with 
improved qualities can be manufactured through enhanced ohmic contact treating and 
appropriate insulation [33, 85]. Following the semiconductor deposition on photoelectrode 







to attach a copper wire to the photoelectrode with silver glue. Epoxy resin could be utilized 
to shield the photoelectrode excluding the photoactive part. And a glass tube is sufficient 
enough to protect the copper wire [33]. 
Photoelectrodes could be manufactured from a specific type of semiconductor 
alone or together with various types of semiconductor layers or even from homogeneous 
hybrid substances. For instance, semiconductors with various band gaps could be deposited 
onto a single substrate layer-by-layer, and as a result permit the photoelectrode to absorb a 
broader section of solar spectrum. Several semiconductor layers could as well be deposited 
on top of each other to shield the unstable semiconductors inside [82]. 
Acar and Dincer [86] have evaluated CdS, TiO2, CdSe, WO3, Fe2O3, and 
CuO/Cu2O based photoelectrodes prepared by various coating methods as chemical vapor 
deposition, electrochemical deposition, electrodeposition, sol-gel, spin coating, and spray 
pyrolysis. They have carried out comparative performance evaluations for PEC-based 
hydrogen production. The photocurrent generation and voltage/light requirements of the 
selected photoelectrodes have been compared to evaluate the impact of material and 
method selection on PEC-based hydrogen generation. Their results have showed that 
among selected photoelectrode coating materials, CdS based photoelectrodes generate the 
highest photocurrent (3715.58 mA/cm2), followed by CdSe (2963.43 mA/cm2), CuO/Cu2O 
(1873.33 mA/cm2), TiO2 (1500.60 mA/cm2), WO3 (1435.28 mA/cm2), and Fe2O3 (443.3 
mA/cm2). Average photocurrent densities of selected coating methods have showed that 
photocathodes processed by spin coating produce the highest photocurrent (2343.57 
mA/cm2), followed by electrochemical deposition (1623.36 mA/cm2), electrodeposition 
(1359.77 mA/cm2), spray pyrolysis (1217.50 mA/cm2), chemical vapor deposition (619.44 
mA/cm2), and sol-gel (335.06 mA/cm2). 
2.2.3 Membranes  
A large amount of the photocatalytic membrane reactors (PMRs) investigated for H2 
production through water dissociation imitate the Z-scheme structure utilized by green 
plants during natural photosynthesis. Z-scheme fundamentally consists of a twofold 
photocatalyst structure intended for water oxidation (causing O2 production) and for water 
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reduction (resulting H2 generation). Additionally, a redox couple is utilized to regenerate 
the catalyst transferring the electrons amongst the two partitions of the reactor. A 
membrane is necessitated to separate the solutions with the H2- and the O2-photocatalyst 
and shuffling electrons through the electron redox moderator. Most commonly, a Nafion 
membrane which is tailored to permit the ions exchange, is utilized [35]. 
Nafion is a copolymer of tetrafluoroethylene and perfluoro(4-methyl-3,6-dioxa-7-
octene-1-sulfonyl-fluoride). Nafion polymer is a thermoplastic balm which could be 
manufactured in various forms for instance beads, films, and tubes. The perfluorinated 
structure of the copolymer provides chemical and thermal stability which is hardly ever 
attainable in nonfluorinated polymers. The suspended sulfonyl fluoride assemblies are 
chemically altered to sulfonic acid resulting an ionic functionality. For instance, by 
straightforward soaking in an acidic solution, the film can be loaded with H+ ions [35]. 
The unique functional properties of Nafion polymer have permitted a 
comprehensive variety of functions. Many efforts have been performed to integrate 
semiconductor nanoparticles in a Nafion film. Deposition of Pt metal on one side of the 
film is an approach which is utilized to convert H+ into H2 [35]. 
Seger et al. [47] have reported a TiO2-Nafion-Pt integrated membrane structure 
with methanol as sacrificial agent and UV light illumination, without any applied voltage. 
TiO2 photocatalyst has supported the methanol oxidation whilst H+ ions are transferred to 
the Pt particle surface through the Nafion membrane simultaneously. H+ ions have been 
converted to a H2 at a production rate of 69 mL/h-cm2. 
An innovative double-cell where the Z-scheme benefits and the H-type reactor 
integrated, has been established by Lo et al. [87]. In their reactor, WO3 and Pt/SrTiO3:Rh 
powders have been utilized to produce O2 and H2, respectively. A CEM is used in between 
the two half-cells of the reactor, permitted the transmit of both protons and Fe(II)/Fe(III) 
ions in solution. In a different work, H2 and O2 have been generated by employing 
Pt/SrTiO3:Rh and BiVO4 by Yu et al. [88] in a dual reactor with a Nafion membrane.  
Recently, an innovative membrane photosystem has been proposed by Tsydenov et 
al. [89] established on a porous polymeric membrane improved with Pt and TiO2 to allow 
H2 generation from ethanol dehydrogenation. A polytetrafluoroethylene filter adjusted with 
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polypropylene, thanks to its good chemical and physical stability during light irradiation, 
has been utilized in collaboration. 
In another study, two-layer photoelectrode development has been examined by Liao 
et al. [90] intended for visible light water dissociation into H2 and O2. The photocatalyst, 
consisting in a layer of WO3 and a layer of TiO2 deposited on a Pt treated foil, has been 
examined in an H-type reactor and in photovoltammetry experimentations, presenting 
promising catalytic characteristics upon visible light irradiation. Photocatalytic tests have 
been conducted through UV and visible light demonstrating an improved performance in 
comparison to that of the TiO2 electrode. 
Moreover, Marschall et al. [91] have developed a membrane structure with dual 
chambers intended for uncontaminated H2 and O2 generation. In their system, membrane 
separated and simultaneously strengthened a carbon coated Degussa TiO2-P25 photoanode 
and a Pt cathode. Sacrificial agents have not been utilized in their setup. Numerous 
membrane kinds, such as commercial Nafion, FKE (Fumatech) membranes, custom 
developed sulfonated polyethersulfone (sPES) flat sheet, and sPES/mesoporous-Si-MCM-
41- nanoparticles [92] have been experimented in the photocatalytic system. 
2.2.4 System Hybridization 
Since it is not possible to directly store or constantly supply solar energy, the 
transformation of solar energy to a form of energy that can be stored has essential 
significance. In order to use low energy density solar flux as efficiently as possible, entire 
solar spectrum ought to be utilized effectually, and the effectiveness of each stage of the 
energy transformation process must be enhanced. An additional substitute for hydrogen 
generation via solar energy without consuming supplementary chemicals is a hybrid 
system. First hybrid system combining photochemical, thermochemical, and 
electrochemical reactions has been demonstrated in late 1970s [93]. 
Abdin et al. [94] have investigated hydrogen production, storage and conversion to 
electricity in integrated hybrid energy systems. In their study, the need for and state of the 
art in modelling such systems have also been briefly addressed. They have concluded that 
because of the commercial availability of its components, the hybrid system in which solar 
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electricity is used to electrolyse water and a fuel cell to consume stored hydrogen to 
produce electricity is the most promising hybrid energy system. 
There is increasing interest in the use of solar–hydrogen hybrid energy systems for 
power supply in remote areas or other standalone applications. The attractions of such 
systems are zero GHG emissions, complete stand-alone operation over extended periods 
of time and low maintenance. The use of hydrogen for energy storage rather than batteries 
potentially allows season-to-season storage of energy and hence a smaller solar collector 
area with no need for a back-up diesel generator [95]. 
Belmili et al. [96] have studied the feasibility of a hybrid wind–PV power system 
to meet the load requirements for off-grid electrification and developed a strategy to 
optimise the size of the energy generation and storage subsystems. Their results have 
showed that the more reliable solution was that in which 80% of the load to be covered by 
PV and the other 20% by the wind turbines. 
In another study, Baniasadi et al. [97] have developed and analyzed a novel hybrid 
structure for hydrogen generation through solar energy. They have hybridized a 
photocatalytic system through an exterior electrical supply, employment of a light powered 
proton pump, and effective photosensitizers. They have used energy and exergy methods 
to investigate their system’s performance and compared the results with other existing 
water splitting methods. Their results have showed that hybridization resulted a satisfactory 
enhancement in the photochemical activity with nearly 30% escalation in effectiveness. In 
comparison to traditional electrolysis, solar powered approaches are moderately 
inadequate, and these systems require additional efforts aimed at commercialization goals. 
Low quantum efficiency of existing photocatalysts is a critical challenge to be tackled with 
the intention of decreasing energy and exergy destructions and losses. 
A photocatalytic reactor triggered by solar energy and UV–visible light sources in 
continuous operation and actual process circumstances has been investigated for scale-up 
targets by Baniasadi et al [98]. They have used an assembly of a hybridized photocatalysis 
reactor that utilizes the light energy from both the Sun and a lamp, in conjunction with 
electrodes to substitute sacrificial electron donors that consume photogenerated holes or 
transfer charge to a metallic active center of catalyst that leads to hydrogen evolution. They 
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have utilized UV–visible lamps inside a sunlight concentrator to support the photoreactions 
during night or cloudy periods. 
Zamfirescu et al. [99, 100] have provided useful data for planning and performing 
experiments with a specially designed photoreactor and also for various photoreaction 
applications, such as water splitting in continuous flow photoreactors, hybrid 
photocatalysis systems, or copper-chlorine compounds disproportionation using photonic 
radiation. 
Hybrid structures, more specifically, the ones incorporate photocatalysis reactors 
and PV arrays have similarly been considered lately. A photochemical-PV hybrid structure 
that produces hydrogen and oxygen from water in different partitions has been 
demonstrated in a new study by Huang et al. [101]. It seems that photocatalysis could be 
employed by utilization of the UV radiation energy for water disinfestation while the 
intermediate portion of solar spectrum is utilized to produce electricity for pumping 
purposes and to supply heating. A small scale model, which accomplishes these tasks, has 
been effectively built and confirmed by Fuentes et al. [102]. 
2.3 Overall System Analysis 
Overall hybrid PEC-based hydrogen production system necessitates a wide-ranging 
investigation to incorporate each and every one of the countless characteristics of photo-
induced hydrogen generation process. This analysis should cover topics starting from the 
irradiation area to kinetic reactions to charge transfer kinetics and diffusion. It requires 
experimental and mathematical approaches to collect sufficient information for a 
comprehensive scheme of water dissociation that is efficient, economically justifiably, and 
scalable for high quantity production.  
Baniasadi et al. [103] have investigated the properties and performance of a 
comprehensive dual-cell water dissociation structure with photocatalytic hydrogen and 
electrocatalytic oxygen generation. For each cell, a variety of considerations influence the 
system efficiency. The consequential impact ought to be taken into account in an 
engineering design. The intra-molecular charge transfer and ionic diffusion in hydrogen 
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generating reactor are directly influenced by light irradiation, and photocatalyst 
concentration.  
Analysis of a photochemical water dissociation system using a proton exchange 
membrane has been conducted by Zamfirescu et al. [26]. In their study, equations for 
adsorbed radiation, volume ratio of reactors, and proton exchange membrane area have 
clearly been stated and explained along with their key values. The authors have also defined 
overall system efficiency equation. 
Zamfirescu and Dincer [104] have conducted a comprehensive overall system 
analysis of an integrated system for solar hydrogen production. In their study, equations 
for entropy constant for a single photon; energy, entropy, and exergy rates of solar 
irradiation; spectral reflectance; and optical loss factor have been explicitly stated and 
explained. The authors have evaluated energy, exergy, and entropy rates of each inlet/outlet 
stream of every component of the overall system. They also have provided energy and 
exergy efficiencies of each component along with corresponding equations as well as the 
improvement factors.  
Rabbani et al. [105] have performed electrochemical modeling and analysis of a 
hybrid PEC-chloralkali reactor for hydrogen production. They have used electrochemical 
analysis to find the overall potential in the hybrid reactor. They have investigated the 
effects of current density, electrode distance, reactor operating temperature, and electrolyte 
concentration on reactor performance. In a different study, same authors [71] have 
conducted energy and exergy assessment to evaluate overall efficiencies of the hybrid PEC-
chloralkali reactor. The authors have used various operating criteria and ranked the 
desirability of each scenario in terms of energy and exergy efficiencies.  
Later, Acar and Dincer [72] have modified the hybrid reactor developed by Rabbani 
et al. [71, 105] for continuous type of operation. They have thermodynamically analyzed 
this hybrid system based on an electrochemical model. The authors have stated that their 
hybrid system photoelectrochemically dissociates water and conducts chloralkali 
electrolysis simultaneously. Their setup has reported to have a possibility to generate 
hydrogen in an efficient, reliable, and affordable manner and in an environmentally friendly 
technique by getting the most out of the exploited solar spectrum and transforming the by-
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products into beneficial industrial commodities. Additionally, by utilizing electrodes as 
electron donors to power photochemical hydrogen generation, their hybrid reactor has 
minimalized possible contaminant releases. The products of the hybrid reactor have been 
listed as H2, Cl2 and NaOH, all of them are desirable commercial goods. 
A scale-up analysis of a dual-cell photo reactor based on a kinetic and radiation 
model and mass balance of reactants has been presented by Baniasadi et al. [106]. 
Exergoeconomic analysis of photocatalytic water splitting plants with different production 
capacities has also been performed to provide detailed information on the economic aspects 
of the engineered overall hydrogen production process. 
An overview of new hydrogen production methods under development at UOIT’s 
Clean Energy Research Laboratory (CERL) using electricity, thermolysis, electrolysis, 
hydrolysis and photochemical methods have been presented by Dincer and Naterer [107]. 
The authors have provided descriptions, analysis methods, and sample results of the novel 
hybrid hydrogen production methods in a detailed manner. 
2.4 System Integration 
According to Dincer and Zamfirescu [108], it seems that the significant influence on the 
accomplishment of scaled up solar hydrogen generation is the synergistic incorporation of 
crucial technologies and additional valued commodities production and at the same time 
maintaining the system simplicity. For the reason that more than one products are obtained, 
the economic feasibility of the system is improved and the necessity of considerably 
enhanced hydrogen generation effectiveness turns out to be less rigorous. Hybrid systems 
that incorporate photochemical reactors for hydrogen generation with single-gap PV-
electrolyzes might be an alternate opportunity to develop affordable solar energy systems. 
One of the integrated hydrogen systems which uses solar energy as a primary source 
of energy has been installed in February 2007 and still working on the campus of 
Pamukkale University Denizli, Turkey [109]. Both passive and active solar heating systems 
are employed in a residential building. The goal of this project has been to design a unique, 
integrated system for the building, using only solar energy to meet all energy needs –with 
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no inputs from fossil based energy sources – and to provide an environmentally benign 
design and operation. 
In their study, Zamfirescu et al. [110] have developed and thermodynamically 
analyzed a new conceptual design of a photochemical cell for copper chloride 
disproportionation and hydrogen generation. Their cell have coupled the protons that are: 
(i). produced in copper disproportionation:  
2 2	 	2 2 2         (2.2) 
(ii). consumed in the photocatalytic water reduction process:  
2 2 → 2 	          (2.3) 
2 2 → 2            (2.4) 
The configuration of an optical splitter system for concentrated solar radiation has been 
suggested and its benefits for system integration have been investigated. 
Integration of a photocatalytic reactor with PV-electrolysis has been conducted by 
Zamfirescu et al. [27]. Their model have showed that, once incorporated with PV-
electrolysis, the system’s yearly hydrogen generation is 6.4 kg H2/m2 of solar accumulator. 
An additional twofold reactor scheme supported by a dye sensitized solar cell which 
incorporates photocatalysis and PEC methods for improving the amount of hydrogen 
production has been reported by Zamfirescu et al. [110]. In their system, the solar energy 
consumption factor has been enriched with incorporation of various light absorbing 
procedures through an attached solar thermal collector that also produces hot water by 
utilizing the infrared photons. 
A comprehensive analysis has been conducted by Baniasadi et al. [111] to 
investigate the thermodynamic and electrochemical performance of an oxygen evolving 
reactor integrated with a catalytic hydrogen production reactor. An electrochemical model 
has been developed by the authors to quantify the over-potential requirements of the OER 
under various conditions. A transient phenomenological model for ion transfer in the OER 
has been provided in their study. The model has developed a better understanding of the 
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ion transfer phenomena occurring in a complete system and how it contributes to 
electrochemical cell performance. 
Zamfirescu and Dincer [104] have designed and investigated an innovative 
integrated system which incorporates photocatalysis, PV, thermal engine, and chemical 
energy storing for enhanced solar energy utilization through energy and exergy approaches. 
Their system have generated hydrogen and sulfur from sulfurous waters particularly 
discharged from chemical and petrochemical processes. They have divided solar spectrum 
into three regions by utilizing optical structures covered with certain dielectric coatings: (i) 
the high energy spectrum, containing photons with wavelengths smaller than 500 nm, is 
utilized to produce hydrogen from water photolysis, (ii) the middle energy spectrum 
covering wavelengths between 500 and 800 nm is employed to produce electricity with PV 
and (iii) the low energy spectrum of photons with wavelengths longer than 800 nm is 
exploited to produce electricity with a thermally driven Rankine engine (RE).  
Acar et al. [73] have integrated the hybrid PEC-chloralkali reactor initially designed 
by Rabbani et al. [71, 105] and modified by Acar and Dincer [72] into a desalination 
system. Their overall integrated system have consisted of several subsystems, such as light 
harvesting, desalination, and hybrid PEC-chloralkali. Light harvesting subsystem has 
heliostat field, hot mirror spectral splitter, upper/middle spectral splitter, lower spectrum 
absorption, and PV arrays. In their study, the authors have summarized mass, energy, 
entropy, and exergy balance equations for each and every component. Every stream’s 
energy, entropy, and exergy content have been stated in [73]. In addition, the authors have 
conducted an economic analysis of the integrated system.  
2.5 Main Gaps in the Literature 
PEC-based hydrogen production has been studied actively by many researchers as it is a 
promising step towards reliable, affordable, and carbon-free energy systems. There are 
many studies in the literature investigating the effect of various novel photocatalysts, 
membranes, reactor designs, and electrolytes. There are also a few studies in the literature 
focusing on the integration of PEC systems into stand-alone hydrogen production systems. 
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It is also stated in the literature that, existing photoactive materials can only use a 
certain portion of solar spectrum, which has not been reported to exceed 20% in the 
literature. Despite the fact that there is significant amount of research going on in the field 
of photocatalyst fabrication – aiming to harness a larger portion of the spectrum, solar 
splitting has only been studied by a few number of researchers.  
Solar splitting has a potential to support clean energy systems to reach maximum 
possible efficiencies. In the literature, this idea is gaining some momentum, but there is 
still a lot of potential and gaps in the literature to be filled. Hybrid PEC-chloralkali reactors 
show a great potential in terms of efficiency maximization and conversion of by-products 
into useful industrial commodities. A batch scale hybrid reactor has been designed, built 
and tested by Rabbani et al. [71, 105]. However, there is lack of design, system analysis, 
and experimental performance investigation on continuous type hybrid PEC reactors. 
2.6 The Need for the Current Study 
As mentioned in earlier sections, PEC-based hydrogen production has many advantages. 
However, there are several challenges associated with photoactive materials. For most of 
the photoactive materials, it is not possible to acquire stability, efficiency, appropriate band 
gap, and conduction and valance band locations simultaneously. For PEC-based hydrogen 
production to become more advantageous, a photoactive material should have these 
properties. In addition, a PEC system should use low cost and abundant materials. 
Currently, there has been no proven photoactive material in the literature meeting all of 
these criteria.  
Additionally, within the available literature, there has not been any reported 
information on integrated hybrid PEC-chloralkali reactor combined with PV/T to provide 
H2, Cl2, electricity, and heat simultaneously. There has been also no study performed to 
investigate cost and environmental impact of such integrated multi-generation system. The 
aim of this study is to integrate PEC-based hydrogen production with chloralkali process 
and a PV/T system to minimize system losses by recovering all useful energy for the end 
user. This system is also suitable for scale up. 
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CHAPTER 3: BACKGROUND 
3.1 Introduction 
Based on the considerations discussed in earlier chapters, transformation of solar energy to 
hydrogen seems to be a desirable path. Water is an accessible and sustainable material 
resource for hydrogen generation. A rough calculation shows that about 5.6  1013 L of 
water is required to meet the projected annual global energy demand in 2035 (7.6  1020 J 
[1]) in the hydrogen form. This matches up to 0.02% of the yearly rain fall, or 0.000003% 
of the quantity of water in the world’s oceans [24]. The water dissociation reaction can be 
expressed as 
2 2   ΔG = 237 kJ/mol        (3.1) 
PEC-based hydrogen production has several advantages compared to possible solar 
hydrogen production methods as briefly summarized in Chapter 1. One of the key benefits 
of PEC-based H2 production is that H2 and O2 are generated at different parts of the reactor. 
As a result, crucial safety issues are avoided and uncomplicated product gas separation is 
achieved without suffering from a serious energy loss due to post-separation. Another 
improvement is that this method could be accomplished at low temperatures, i.e., room 
temperature. As a result, there is no large-scale solar concentrator requirement. Large scale 
solar concentrators limit a system’s operation to big central locations in sunny areas of the 
world. Last but not least, an additional benefit is that a PEC-based water splitting system 
can be assembled completely with no need of organic substances. As a result, PEC systems 
have a considerable amount of robustness and resilience in electrochemical solutions which 
is challenging to accomplish with organic or biological structures [112]. 
PEC-based hydrogen production provides two possible benefits compared to PV-
electrolysis. The primary improvement is based on the information that existing 
electrolyzers necessitate reactor potentials of about 1.9 V with the intention of reaching 
their optimum functioning current densities of around 1 A/cm2. Since the 
thermodynamically necessary voltage for water dissociation is 1.23 V, this fact yields a 
highest threshold of 65% on the complete energy transformation effectiveness [31]. On the 
contrary, the current density at a semiconductor photoelectrode submerged in water is 
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considerably lower (maximum of 10–20 mA/cm2) and consequently the necessary 
overpotential is significantly reduced. The following improvement is that a PEC structure 
could be assembled as a stand-alone, monolithic design. As a result, less packing 
constituents (e.g., frame, glass, connections, etc.) might result considerable cost 
effectiveness. Projected prices of hydrogen generation via PV-electrolysis is more than 8 
USD/kg, which is a lot higher than the 2–4 USD/kg objective fixed by the U.S. Department 
of Energy for upcoming hydrogen generation systems. PEC-based water dissociation might 
provide a path in the direction of hydrogen production prices around 3–5 USD/kg, which 
is reasonable compared to available energy resources [24]. 
3.2 Photoelectrochemical Hydrogen Production 
A PEC reactor essentially contains one or two photoelectrodes (i.e., photoanode and 
photocathode). In a PEC, at least one electrode is a semiconductor. The photonic energy is 
absorbed by the photoelectrode(s) in a PEC. PV cells and PEC semiconductor electrode 
have analogous operating mechanisms. In both systems, electron-hole pairs are produced 
by the photons with energies higher than the band gap of the photoactive surface. Such 
electron-hole pairs are used to either reduce or oxidize water. PEC can use solar spectrum 
more efficiently compared to photocatalysis and PV-electrolysis since it combines water 
electrolysis and photocatalysis in one single element. Since PECs do not have the need of 
additional power supplies, they are more compact, which is one of the major advantages of 
these systems [113]. 
Semiconductor photoelectrode is an essential constituent of PEC systems. An 
efficient photoelectrode accomplishes four missions at the same time: (i) photonic energy 
captivation; (ii) charge separation; (iii) charge transportation; and (iv) H2 or O2 generation 
on its surface. Furthermore, the photoelectrode should be robust and corrosion-resistant in 
electrolyte medium, affordable, reliable, and pollutant free. There is no semiconducting 
material proven to meet these challenging requirements. As a result, the composite 
materials are used as photoelectrodes because of their advantages. These composite 
materials consist of various different substances to perform different duties to meet a broad 
range of PEC water splitting criteria [114]. 
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Metal oxides have some advantages as semiconducting electrodes in PEC systems. 
The major benefit of metal oxides is their low price and outstanding robustness against 
(photo)corrosion in electrolytic mediums – it should be noted that their stability is 
influenced by the type of metal oxide and solution pH. Most important drawbacks of metal 
oxide-based photoelectrodes can be listed as their low photonic energy capture and weak 
charge transportation characteristics. For this reason, in order to address the main 
drawbacks of metal oxide based photoelectrodes; mesoporous materials, guest–host 
nanostructures, tandem junctions, and plasmonics are used in the literature. There is also 
ongoing research on the development of new composite metal oxide photoelectrodes [115]. 
3.2.1 Principles of Photoelectrochemical Hydrogen Production 
PEC Reactor 
Figure 3.1 presents the schematic illustration of charge separation in a PEC reactor with a 
semiconductor based photoanode and a metal based counter electrode.  
 
Figure 3.1 Illustration of (a) a PEC reactor with a semiconductor based photoanode and a metal based 
cathode and (b) its energy diagram (adapted from [114]). 
The key constituent of the PEC reactor is the semiconductor, since it transforms 















electric field separates the electrons and holes upon light irradiation. The photogenerated 
electrons are sent to the conductive rear contact, and are transferred to the metal counter-
electrode through an exterior cable. H+ ions are reduced to form H2 gas at the surface of 
the metal counter electrode. It should be noted that in case a photocathode is used, this 
reduction would occur at the photoactive semiconductor’s surface. The photogenerated 
holes are transferred to the semiconductor surface. Here, they oxidize water to generate O2 
gas. In an alkaline electrolyte, the reduction and oxidation reactions are: 
4 4 ↔ 2 4   E°red = - 0.828 V vs. NHE      (3.2) 
4 	4 	↔ 2   E°ox = - 0.401 V vs. NHE      (3.3) 
In an acidic medium, the OH- ions in Equations (3.2) and (3.3) are neutralized by 
H+ ions, and the resulting net reactions are: 
4 4 ↔ 2     E°red = + 0.000 V vs. NHE      (3.4) 
2 	4 	↔ 4    E°ox = - 1.229 V vs. NHE      (3.5) 
The Gibbs free energy change of the overall water splitting reaction is calculated 
from the following equation: 
              (3.6) 
Here, n is the number of moles of electrons evolved, F is the Faraday’s constant, and ΔE 
stands for electrochemical cell voltage. At standard temperature (298 K) and molar 
concentrations (1 mol/L, 1 bar), the electrochemical reactor potential ΔE of – 1.229 V 
relates to a Gibbs free energy change of + 237 kJ/mol H2. Consequently, since the Gibbs 
free energy change is positive, the water splitting reaction is not spontaneous. However, 
this does not mean that all photocatalytic reactions are nonspontaneous. For instance, Gibbs 
free energy change of photodegradation of organic pollutants is negative, as a result, this 
reaction is spontaneous. 
Semiconductor Photoelectrode Substances 
Effective visible light capturing and charge transportation are two of the fundamental 
prerequisites for an efficient semiconductor photoelectrode substance. It is generally – 
although not all the time – straightforward and easy to find out these characteristics of a 
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particular material experimentally. Without a doubt, this methodology turns out to be 
impractical if it is required to investigate a whole category of potential photoelectrode 
substances. For these situations, a more productive method could be to determine the 
electronic arrangement of a base substance, and utilize this information to evaluate how 
the composite characteristics change, for instance, composition. The methodology to 
determine and assess complete structural characteristics of semiconductor photoelectrodes 
for efficient water splitting is still being developed and there is no generally accepted 
standard procedure. However, the necessary computing power and software are already 
accessible, and the amount of electronic structure computations described in the literature, 
even by experimental working groups, is increasing quickly. However, with the intention 
of using these materials to calculate particular photoelectrode characteristics, it is required 
to comprehend how chemical bonds amongst the atoms influence the electronic structure.  
In the majority of traditional semiconductors, for example Si and Ge, covalent 
bonds are dominating. For instance, in Si, the outside 3s and 3p orbitals come together to 
establish hybrid sp3 orbitals. Neighboring sp3 orbitals co-operate to set up bonding and 
antibonding arrangements which produce the valence and conduction bands of the 
substance, respectively [116]. 
The bonding in metal oxide semiconductors is especially different in nature. Since 
oxygen has a lot higher electronegativity compared to existing metals, the valence electrons 
are either fully or partially transmitted from the oxygen to the metal ion. For that reason, 
the bonding characteristics of metal oxides is extremely polar or sometimes even ionic. A 
qualitative band representation can be made by forming a molecular orbital (MO) diagram 
from the individual atomic energy levels [30, 117].  
It should be noted that such a “local” approach is completely unsuitable for covalent 
semiconductors for example Si, because in Si, electrons are entirely delocalized throughout 
the substance. The local feature of the energy bands in metal oxides occasionally causes 
confusing understandings. For instance, “free” electrons in TiO2 are every so often 
differentiated from Ti3+ types. Despite the fact that this kind of dissimilarity could be 
reasonable at the material surface, where the electronic structure is deformed because of a 
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disorder of the lattice symmetry, it is not observable in the bulk in which the conduction 
band is mostly consisted of Ti 3d orbitals. 
Despite the fact that it seems complex, the electronic band structure can 
straightforwardly provide various significant understandings for photoelectrode 
substances. The first feature is the optical alteration characteristics. If the peak position in 
the valence band is situated at the same k-vector as the lowermost position of the 
conduction band, the optical conversion does not necessitate the crystal momentum to be 
altered. On the other hand, indirect conversions do demand a modification in crystal 
momentum. Since photons carry very little momentum, indirect transitions require 
absorption or emission of a phonon (i.e., a lattice vibration) and are much less likely to 
occur. As a consequence, the absorption coefficient of indirect semiconductors is much 
smaller than that of direct semiconductors – the difference can be two orders of magnitude. 
This is why direct semiconductors, such as amorphous Si or CuInxGa1-xSe2 (CIGS) can 
absorb all incident light in just a few micrometers, whereas crystalline (indirect) Si solar 
cells typically have a thickness of about 300 µm.  
Bandgap of a substance may be calculated based on the absorption coefficient 
versus wavelength measurements. If the lowest part of the conduction band and the highest 
part of the valence band are presumed to possess a parabolic profile, the absorption 
coefficient α (m-1) can be calculated based on the following equation: 
              (3.7) 
where A is a constant and m is based on optical conversion characteristics: if the substance 
has a direct bandgap, m = ½, and if the substance has indirect bandgap, m = 2. Equation 
(3.7) shows that extrapolation of (αhν)1/2 versus hν plot provides the indirect bandgap. And 
on the other hand, extrapolation of (αhν)2 versus hν presents the direct bandgap of the 
substance. Both of these plots are named as “Tauc plot” [118] and are generally utilized in 
the photoelectrochemistry and photocatalysis literature. 
An additional understanding which might be acquired based on the electronic band 
structure is the charge carriers’ movement. Charge carriers’ mobility depends on the 
thickness of the conduction and valence bands. For Si, these bands are moderately wide, 
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covering over 10 eV. This is because of the extensive overlay of the sp3 orbitals on 
neighboring atoms. Supplementary overlay amongst atomic wave functions causes wider 
bands and more straightforward transportation of free charge carriers throughout the 
substance. Broad bands that are heavily bent generally mean high charge carrier mobility. 
A high mobility is particularly necessary in photoelectrodes with indirect bandgap. This is 
due to the fact that these substances necessitate a large width to captivate all the incoming 
photonic energy. This represents that photogenerated electrons and holes have to pass 
through longer distances to access the interface. 
Table 3.1 presents a summary of the charge carrier mobility of selected 
semiconductors at 298 K. One possible cause of the small charge carrier mobility of 
transition metal oxides is their moderately contracted 3d orbitals. As a result, they have 
fewer overlay with neighboring atoms compared to the s- and p-orbitals. It is also possible 
to evaluate this phenomena from electrostatic point of view. The electrostatic contact of a 
free electron with the adjacent cations causes a local lattice alteration. This alteration 
complements the electron as it travels throughout the lattice, and this is named a polaron. 
In cases where the interaction is significantly resilient, the polaron may even be confined 
in a specific lattice site. After that, the electron may only travel by heat triggered bouncing, 
and this mobility is considerably small. Related reflections can be used in “free” holes in 
the valence band, these can produce polarons throughout electrostatic interface with the 
neighboring oxygen ions. Charge transportation through polarons is assumed to have a 
significant impact in, e.g., hematite (α-Fe2O3). 





Si 1,500 450 [119] 
GaAs 8,500 400 [119, 120] 
CdS 340 50 [119, 120] 
ZnO 200 180 [119, 120] 
TiO2 (anatase)   0.002(1) [121, 122] 
WO3 10   [123] 
α-Fe2O3 0.1(2) 0.2(3) [124] 
Cu2O   90 [125] 
(1) Theoretical estimate 
(2) At 1,200 K 
(3) At 1,400 K 
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Semiconductors for feasible functions are generally doped, essentially with the goal 
to enhance their electrical conductivity. In metal oxide based photoelectrodes, shallow 
electron donors and acceptors are nearly constantly required due to their small intrinsic 
charge carrier mobility. Some examples of electron donor-type dopants are Ti4+ on a Fe3+ 
base in Fe2O3, or phosphorus in Si. The additional valence electron brought by the electron 
donor atom is lightly connected to the electron donor nucleus, and might be excited to the 
conduction band. In conduction band, electron donor enhances the conductivity. On the 
other hand, holes in electron acceptor-type dopants can be excited to the valence band. 
Because a hole means a missing electron, it is possible to imagine this as an electron being 
excited from the valence band into the energy level of the acceptor substance. 
A selection of dopants can improve the optical captivation of broad bandgap 
semiconductors [126], enhance the charge carrier diffusion distance [127, 128], or increase 
the catalytic activity at semiconductor interface [129]. Additional dopants undesirably 
impact the properties, for instance, by presenting mid-gap bulk or surface states which 
become recombination sites [130, 131]. 
In addition the dopants, native point defects also generally occur in the substance. 
Some examples are surface vacancies, interstitials, or substituents. These defects might 
have a comparable impact on the optical, electrical, and catalytic characteristics as dopants. 
They are made by intrinsic defect-chemical reactions, or by an alteration in the lattice 
stoichiometry as a result of an exchange of, e.g., O2 with the gas phase. Because virtually 
every single defect affects the efficiency of the substance in one manner or another, the 
capability to comprehend and estimate the connection among dopants and defect 
concentrations is of utmost significance for fabricating effective photoelectrodes. 
3.2.2 Energy and Quantum Efficiencies 
PEC reactors performance is evaluated by various criteria. Among them, energy efficiency 
is one of the most commonly used one. If every photogenerated electron and hole are 
assumed to be utilized in the water dissociation reaction, the following equation can be 
used to calculate the overall solar-to-hydrogen efficiency (ηSTH) as 
          (3.8) 
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Here,  is the power input, which is solar irradiation,  and  are electrical power 
output and input, respectively. Vredox is typically accepted to be 1.23 V (at around 298 K). 
This amount is water dissociation reaction’s Gibbs free energy change which is 237 kJ/mol. 
On the other hand, the enthalpy change of water splitting reaction, which is 286 kJ/mol, is 
occasionally utilized. This gives a redox potential of 1.48 V. The potential calculated based 
on the enthalpy change is applicable in cases where the generated hydrogen is planned to 
be burned in a combustion chamber. While the potential calculated based on the Gibbs free 
energy change is more suitable in cases where the hydrogen is transformed into electricity 
in a fuel cell [132]. In cases where the intended utilization of product hydrogen is not 
known, it is most likely more suitable to take the Gibbs free energy change as basis as it 
gives lower efficiencies. When AM1.5G solar irradiation ( =1,000 W/m2) is used and no 
bias is applied (Vbias=0 V), overall solar-to-hydrogen efficiency can possibly be calculated 
straight from the photocurrent (jphoto): 
1.23              (3.9) 
where unit of ηSTH is % and jphoto is mA/cm2. Hence, a photocurrent of around 8 mA/cm2 is 
necessitated to accomplish the 10% overall solar-to-hydrogen efficiency objective for 
financially sustainable PEC reactors. 
It should be emphasized that Vbias in Equation (3.8) denotes the definite potential 
difference amongst the working and counter electrodes. This potential difference can be 
indirectly determined by using a three-electrode measurement technique. In this method, 
the working electrode potential is measured comparatively with respect to the reference 
electrode potential. Since this method commonly causes some mistakes, it would be better 
to avoid using the three-electrode measurement technique if possible. 
Measuring the quantity of hydrogen production by mass spectrometry and/or gas 
chromatography is a more direct technique to evaluate the solar-to-hydrogen efficiency 
[133, 134]. Water displacement in an inverted burette is another way to verify the amount 
of production. With this method, the solar-to-hydrogen (STH) efficiency is calculated by 
° ,            (3.10) 
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where  is the hydrogen generation rate at the irradiated surface (mol/s/m2) and ° ,  is 
the Gibbs free energy change of hydrogen production (237 kJ/mol). 
When reporting STH efficiencies, the following assumptions are made (i) the 
reaction is stoichiometric (H2:O2 molar ratio is 2:1); (ii) there are no side reactions 
happening as a result of additional chemicals, such as electrolytes, electron donors, and/or 
acceptors and (iii) the irradiation source is stated appropriately and it sufficiently agrees 
with the AM1.5G spectrum in concentration and spectral distribution [135].  
In cases where efficiency restraining criteria are being identified, it is an 
advantageous approach to use the quantum efficiency as a function of wavelength. External 
quantum efficiency is defined as the ratio of the incoming photons which are transformed 
to electrons to the external circuit current measurement. This term is called the incident 
photon-to-current conversion efficiency (IPCE), which is calculated as 
          (3.11) 
In the literature, there are IPCE values reported to be higher than 80% for the photo-
oxidation of water, for instance, for WO3 [136] and for TiO2 under UV irradiation [137]. 
An additional beneficial efficiency indicator is the absorbed photon-to-current conversion 
efficiency (APCE). Compared to the IPCE, the APCE accounts for the reflection losses as 
well. APCE is frequently mentioned as the internal quantum efficiency, and it is calculated 
based on the IPCE, which is shown in the following equation:  
          (3.12) 
Here, A, R, and T are the optical absorption, reflection, and transmission, respectively. The 
optical absorption (A) should not to be mistaken as the absorbance or optical density (OD). 
OD is specified by: 
.
          (3.13) 
where α is the absorption coefficient and L is the substrate thickness. APCE should be used 
in cases where it is aimed to estimate electron-hole recombination inside the 
semiconductor. The IPCE is more applicable to utilize when evaluating conversion 
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efficiencies of overall devices and systems. In some special cases, the IPCE is evaluated in 
monochromatic illumination to estimate the photocurrent in real solar light: 
         (3.14) 
In this equation, Jsolar is the overall solar photocurrent in A/m2 and Φ(λ) is the photon flux 
of solar irradiation in photons/m2/s. The photon flux might be determined based on the 
tabulated solar irradiation data, E(λ), via [135] 
            (3.15) 
An important underlying assumption for Equation (3.14) is that there is generally a 
direct connection amongst the monochromatic photocurrent density and the light intensity, 
however, there are exceptions. A super-linear photocurrent escalation with increasing light 
intensity is occasionally detected for nanostructured substances having above average 
concentrations of moderately narrow surface or interface traps. In such cases, these 
interface traps firstly require to be filled up before the charge carriers could make it to the 
electrolyte or the rear contact [138]. On the other hand, slow charge transportation or 
charge transference through the substrate interface could cause a build-up of free charge 
carriers at or close to the interface. As a result, amount of recombination proliferates and 
this will cause a sublinear intensification of the photocurrent with light intensity. 
3.2.3 System Requirements  
Some of the prerequisites for effective water dissociating photoanode and/or photocathode 
substances could be listed as [139] 
 Reliable light captivation (visible light is preferred) 
 Good chemical stability, robustness, and corrosivity resistance in the dark and 
under irradiation 
 Suitable band edge locations which include both the water reduction and oxidation 
potentials 
 Effective charge transportation within the semiconductor 
 Reduced overpotentials for water reduction/oxidation  
 Abundancy, reliability, and affordability 
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A semiconducting substance’s bandgap determines in which part of the solar 
spectrum it can convert incoming photonic energy to electrons and holes. The smallest 
bandgap necessary to dissociate water is 1.23 eV. However, the thermodynamic losses of 
about 0.3–0.4 eV should also be taken into account when determining the minimum 
bandgap [140]. In addition to the thermodynamic losses, overpotentials around 0.4–0.6 eV 
should be considered as well. These overpotentials are necessitated at different locations 
within the system to support adequately fast reaction kinetics [141]. Consequently, the 
bandgap has to be no less than 1.9 eV, which resembles to a light captivation starting at 
650 nm. Under 400 nm the sunlight intensity decreases promptly, resulting a greater 
boundary of 3.1 eV on the bandgap. For this reason, the optimal bandgap width ought to 
be anywhere among 1.9 and 3.1 eV, and this range is in the visible portion of the solar 
spectrum. In a comprehensive analysis, Murphy et al. [141] have recommended an optimal 
bandgap of 2.03 eV, resulting a solar-to-hydrogen efficiency of 16.8%. 
Chemical stability, robustness, and corrosivity resistance requirements severely 
limit the effectiveness of numerous photoactive substances. A lot of the non-oxide 
semiconductors either dissolve or produce a narrow oxide coating which inhibits charge 
transferral through the semiconductor/electrolyte boundary. Oxide semiconductors are 
more stable; however, they might be disposed to anodic or cathodic decomposition. The 
common tendency is that the stability against (photo)corrosion enhances as the bandgap 
becomes wider. Even though this trend disagrees with the efficient visible light captivation, 
an appropriate bandgap for efficient water splitting and decent chemical stability are not 
automatically directly affected from each other. However, it is also possible to claim that 
a small bandgap generally comes with a high valence band energy, and that could actually 
cause less chemical stability within the substance. 
There are a limited number of semiconductors with suitable band edge locations 
which include both the water oxidation and reduction potentials. The semiconductors with 
suitable band edge locations either have a very large bandgaps (e.g., SrTiO3, SiC) or are 
not stable in electrolytic solutions (Cu2O, CdS). Band edges of non-oxide semiconductors 
are generally in better agreement with the water reduction side, and in the meantime, oxide 
semiconductors’ band edges support water oxidation reaction.  
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The fourth prerequisite, which is effective charge transportation, is accomplished 
in various substances (such as TiO2, WO3) with no problem. However, in some materials, 
low charge transfer rates is among one of the major reasons of low overall solar-to-
hydrogen transformation effectiveness. A remarkably significant case for how low charge 
transportation affects overall solar-to-hydrogen efficiency is α-Fe2O3. Electronic band 
structure, and intrinsic and extrinsic charge transportation elements of the substances 
provides significant indications in connection with the charge carrier mobility. Extensive 
overlay of metal 3d orbitals commonly results great electron mobility. And on the other 
hand, the overlay of O-2p orbitals influences the hole mobility in the majority of the metal 
oxides. The extrinsic factors, specifically shallow electron donors and/or acceptors and 
recombination centers, are have much more significant impact on a material’s 
photocatalytic activity. [139].  
For n-type semiconductors, the reduced overpotentials for water 
reduction/oxidation suggests that hole transferral through the semiconductor/electrolyte 
boundary ought to have appropriately high speeds so as to match with the anodic 
decomposition reaction rate. More commonly, interfacial charge transferral has to be 
sufficiently quick to prevent the charge carrier build-up at the semiconductor/electrolyte 
interface. Charge carrier accumulation could possibly reduce the electric field strength and 
could cause an associated escalation in electron–hole recombination. In order to enhance 
charge transfer kinetics, substances with active catalytic surfaces could be used. The 
following are some examples of efficient O2 generation catalysts which are namely RuO2 
[140], IrOx [142], and Co-based compounds [143]. On the other hand, Pt, Rh [144], Cr–
Rh, RuO2, or NiOx [133] are generally utilized as H2 production catalysts. 
At the present time, there is no existing photoactive semiconductor substance which 
can meet all of the criteria discussed above. There are four major trade-offs when selecting 
a photoactive semiconductor: 
 Bandgap versus stability 
 Photon absorption versus charge transportation 
 Electron-hole recombination versus catalysis 
 Performance versus cost 
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The bandgap versus stability trade-off has been discussed previously in this section. 
The second trade-off is particularly significant for semiconductors that have low absorption 
coefficients, for example, metal oxides with indirect bandgaps. Majority of the electron–
hole pairs are generated distantly from the surface of these materials. These charge carriers 
recombine before arriving to semiconductor/electrolyte boundary. The third trade-off 
indicates that the catalytically active surface locations tend to behave as effective 
recombination sites for electronic charge carriers. Furthermore, particular co-catalysts for 
H2 or O2 generation might increase the reverse-reaction with H2 and O2 to produce water. 
Pt is a very well-known example to this case. This situation can create some issues when 
designing reactors in which the product gas cross-over is not possible to be prevented. 
Interestingly, NiO is an effective H2 generation catalyst and when NiO is used, the H2 and 
O2 reverse reaction does not appear to happen [133]. The fourth and last trade-off indicates 
the most important reason for the attention to cheaper metal oxides. The economic 
feasibility of novel and advanced multi-junction structures is questionable [49]. 
3.2.4 Photoelectrochemical Hydrogen Production Experiments 
Despite of the promising technical advancements, PEC-based water dissociation remains 
to stay as a majorly experimental subject. One of the main reasons of this is the fact that 
most of the photoelectrode characteristics are evaluated by elements that are either 
challenging to regulate or not very well comprehended yet. And as a result, it is 
complicated to estimate the effect of photoactive materials’ characteristics on their solar 
hydrogen production effectiveness. Presence of particular defects, for example, 
dislocations or impurities can be used as an example here. It is generally not possible to 
prevent these defects, particularly in cases where low-temperature and low-cost fabrication 
techniques are utilized. A significant phase in the development process of a photoelectrode 
is for that reason to methodically optimize the production procedure so as to accomplish 
greatest possible photoactivity. Some optimization considerations for photoelectrode 
production can be listed as deposition temperature, substance cleaning process, additional 
materials employed to optimize the boiling point, surface tension, solution water content 
or viscosity, postdeposition heat treatments to enhance the crystallinity, dipping the 
synthesized photoelectrodes in a precursor solution to improve inter-particle contacts, etc. 
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A generally used way to evaluate the optimum photoactivity is the photocurrent 
density in 1 Sun irradiation which is accepted to be 1,000 W/m2. In order to assess the 
photocurrent for various photoactive substances, two requirements must be met. The major 
criteria is that the recorded data exhibit the photoactive materials’ characteristics, in spite 
of the challenges or restrictions caused by the measurement device. For instance, mass 
transportation restrictions could be prevented by thorough designing of the electrochemical 
reactor. Resistance losses and pH variabilities can be eliminated or minimized by selecting 
appropriate electrolytes. For a meaningful assessment of performance results described by 
various laboratories and research institutions in the literature, second principle should be 
taken into consideration. This criterion states that the measurements have to be conducted 
in precisely identical circumstances. Even though it seems insignificant, there are 
numerous performance statements in the literature that do not fulfill this requirement. This 
might be because of the lack of appropriate devices (especially standardized light sources). 
In addition, there is absent material in most studies where the authors relate their findings. 
In order to prevent this situation, it is important to state the substrate area and thickness, 
the intensity and type of light source, the electrolyte composition, concentration, and pH, 
the reactor design, and counter electrode area, and the applied potential. 
Along with performance assessments, numerous PEC experimentations are 
intended to recognize rate-determining stages or to identify specific substance 
characteristics. Electron donor or acceptor densities and the flat band potential are 
examples of substance characteristics that can be estimated by electrochemical impedance 
measurements. The difficulty with these measurements is that they always produce data; 
however, it could be challenging – and occasionally even impracticable – to interpret the 
measured data to the anticipated substance characteristics. Cautiously conducted control 
experimentations and a decent fundamental knowledge of the measurement devices – 
especially the potentiostat and the frequency response analyzer (FRA) – are necessary in 
order to obtain more meaningful data. 
More material on PEC experiments and measurement devices is accessible; 
however, this information is generally scattered throughout numerous scientific journal 
articles, books, and technical notes. Furthermore, a large number of beneficial procedures 
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and techniques are transferred by interactions among associates or between supervisors and 
students, and therefore cannot be located in the literature.  
The major characteristic that differentiates the PEC reactor from a typical 
electrochemical one is the existence of an optically translucent screen. Through that screen, 
the photoactive material can be irradiated. Because standard glass has a light cut-off below 
wavelengths of ~350 nm, fused silica (amorphous SiO2) is more generally employed as a 
screen substance in PEC reactors. UV-grade fused silica is translucent in the complete 
spectrum from UV to near-IR with a transmission above 90% between 200 nm and 2.2 
mm. UV-grade fused silica presents outstanding chemical stability in both acidic and 
alkaline aqueous suspensions (with the exception of in HF) and the material is moderately 
inexpensive. Most of the PEC reactors are commercially accessible, quite robust (even 
though they are almost completely made from glass), and not hard to employ including the 
electrode integration process. Unfortunately, PEC reactors also have several drawbacks. 
Since they are made from glass, the reactor might be relatively big and, meaning large 
amount of electrolyte (>100 mL) requirement. Then they become unreasonable when 
testing large numbers of photoelectrodes. Furthermore, the distance between the working 
and counter electrodes generally surpasses 5 cm and might increase the resistance losses at 
high current densities. One practical problem is photoelectrode mounting: since the 
substrate is completely submerged in the electrolyte, it requires to be partly covered with, 
e.g., epoxy resin to prevent any direct contact between the electrolyte and the conducting 
rear-contact and/or the linking cable. An additional way is to employ membrane 
photoelectrode assemblies (MPEA). 
The electrolyte in an electrochemical reactor contains a solvent where the active 
materials to be reduced or oxidized are dissolved. For PEC-based water dissociation, the 
solvent and the active materials are H2O. Since fresh water is not conductive enough, 
supportive ions need be included to make sure that the anticipated current flow could be 
accomplished. The supportive electrolyte concentration ought to be appropriately sufficient 
to prevent high losses throughout the electrolyte. These Ohmic losses should be balanced 
by amplifying the applied bias potential, which negatively influences the overall 
effectiveness of the photoelectrode. The voltage drop equation is written as  
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	 	 	            (3.16) 
Here, I is the total current traveling between the working and counter electrodes, and RE is 
the electrolyte resistance. The electrolyte resistance is calculated based on the electrolyte 
conductivity, κ, and the cell constant, Kcell, which is given by 
	             (3.17) 
For the simple PEC reactor geometry, the cell constant is calculated based on the 
distance between the electrodes (L) divided by the electrode area (A),  
            (3.18) 
The cell constant is influenced by the reactor geometry, and could be calculated 
from an impedance measurement of RE by utilizing a standard electrolyte solution with 
well-known conductivity. 
The electrolyte conductivity is strongly affected by the type of dissolved ions and 
their concentrations. It is essential to comprehend that the relationship between the 
conductivity and the concentration is generally not direct. This is because of either 
incomplete dissociation of the anions and cations (i.e., weak electrolytes) and/or ion–
solvent interactions. Deviances from linearity might also happen at concentrations over 1 
mM, and could definitely have an important impact on practical dissociation purposes. At 
significantly high concentrations (above 1 M), ion-pair founding might cause conductivity 
decrease with increasing concentration.  
Table 3.2 provides a summary of the conductivities of various electrolytes generally 
utilized in PEC reactor assessment studies. In order to provide an approximate indication 
of the Ohmic losses, Table 3.2 also shows the voltage drop throughout the electrolyte for a 
current density of 5 mA/cm2. Noticeably, minimum concentrations of 0.5 M are needed to 
keep Ohmic losses at a tolerable point.  
In practice, H2SO4 and HCl solutions with concentrations between 0.5 M and 1 M 
are generally employed as acidic electrolytes for most of the metal oxides, such as WO3 or 
TiO2 [59]. In addition, for WO3, NaCl has been utilized to imitate saline mediums [145]. 
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Table 3.2 Electrical conductivities for selected electrolytes and their resultant resistances and voltage drops 
at a current density of 5 mA/cm2. 
Reference 
electrode 
Concentration κ RE 







M Ω-1m-1 Ω mV (°C) (in H2O) 10-4 m2/Ω-m 
KOH 




0.5 10.7 9.3 47 18 73.5 
0.1 2.26 44 221 18 50.1 
NaOH 0.5 8.6 12 58 18 Na+, OH-  197 
NaCl 
5.0 21.4 4.7 23 18 
Na+, Cl-  
76.4 
1.0 7.44 13 67 18 162 
0.5 3.8 26 132 18   
0.1 1.07 93 467 18   
H2SO4 
3.5 73.9 1.4 7 18 
H+, SO42-  
  
1.0 36.6 2.7 14 18   
K2SO4 0.5 6.2 16 81 20 K+, SO42-    
Distilled 
water 
- 10-3-10-4 105-106 ∞ 20 -   
Millipore 
water 
- 5.5-10-6 18-106 ∞ 25 -   
Source: [24] 
For photoelectrodes with neutral or alkaline solution requirements, for example α-
Fe2O3 [146], KOH, or NaOH solutions with concentrations between 0.5 M and 1 M are 
generally employed. Various metal oxides are just stable in moderately neutral mediums. 
A common example is BiVO4, that is only stable between pH 3 and 11 and it is generally 
investigated in aqueous solutions of 0.5 M Na2SO4 or K2SO4 [147]. To prevent localized 
pH variations in electrolytes – which could influence the flat band potential – additional 
pH buffer solution in the electrolyte should be considered. An appropriate selection is the 
commonly acknowledged phosphate buffer KH2PO4/K2HPO4, which results a pH of 6.86 
at 25°C after adding 0.025 M of each species to the electrolyte [148]. 
In order to effectively eliminate the generated H2 and O2 gases from the electrolyte, 
the electrolyte can be constantly purged with an inert gas for instance N2 or Ar. Purging 
with inert gases eliminates the reverse-reaction of dissolved H2 and O2 to produce water, 
and it also keeps the redox potentials constant during the testing period. Uninterrupted 
purging throughout the electrolyte should be averted if the inert gas bubbles disturb the 
incoming irradiation route and cause too much fluctuation on the photocurrent signal. 
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When this interference and fluctuation are not possible to be avoided, the electrolyte can 
be purged completely for at least 20 minutes before running the PEC experiment, and hang 
the purge tube above the electrolyte to produce a layer of inert gas over it. Mixing the 
electrolyte with a magnetic stir bar significantly improves the purging effectiveness and 
makes fast elimination of any dissolved O2 possible. Mixing is generally not needed to 
tackle mass transport restrictions in the electrolyte due to high ionic concentrations, and is 
frequently not preferred to avoid measurement inconsistencies. 
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CHAPTER 4: EXPERIMENTAL APPARATUS AND PROCEDURE 
The present experimental setup has a hybrid dual half–cell reactor with a CEM used for 
four different processes which are electrolysis, chloralkali, PEC, and PEC-chloralkali 
based H2 production. During electrolysis and PEC processes, O2 and H2 gases leave the 
anode and cathode, respectively. During chloralkali and PEC-chloralkali processes, Cl2 gas 
leaves the reactor from the anode. Gaseous H2 and NaOH solution are produced in the 
cathode. 
4.1 System Description 
Figure 4.1 presents the process flow diagram of the present experimental setup. This setup 
is used for four different processes (Figure 4.2), namely: 
 Process 1: Electrolysis – conducted under no light irradiation and H2O is used as 
electrolyte. It is tested at three different flow rates and four different temperatures. 
 Process 2: PEC – tested under 600 and 1,200 W/m2 irradiation levels. H2O is used 
as electrolyte. Three different flow rates and four different temperatures are 
investigated. 
 Process 3: Chloralkali – conducted under no light irradiation and NaCl and NaOH 
solutions are used as anolyte and catholyte, respectively. It is tested at three 
different flow rates and four different operating temperatures. 
 Process 4: PEC-chloralkali – conducted under 600 and 1,200 W/m2 irradiation 
levels and NaCl and NaOH solutions are used as anolyte and catholyte, 
respectively. It is tested at three different flow rates and four different temperatures. 
From Figure 4.1, it can be seen that the present experimental setup has eight main 
components, namely (I) reactor; (II) electrolyte feed tanks; (III) electrolyte dump tanks; 
(IV) peristaltic pumps; (V) water displacement cylinder; (VI) heaters; (VII) potentiostat; 
and (VIII) solar simulator. In all cases, where specified, additional (a) and (b) terms are 
used for anolyte and catholyte, respectively. It should be noted that during electrolysis and 
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 Inlet flow rate
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Figure 4.2 Summary of four types of processes tested during present experimental studies. 
All four processes shown in Figure 4.2 use the same process flow diagram (Figure 
4.1) with minor differences. For instance, in Processes 1 and 2, anolyte and catholyte feed 
and dump only include H2O. In Processes 3 and 4, anolyte feed is saturated NaCl solution 
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while catholyte feed is H2O. In all processes, H2 gas leaves the catholyte dump tank (III.b). 
However, the gas leaves the anolyte tank (III.a) is different in Processes 1 and 2 (O2) and 
Processes 3 and 4 (Cl2). Anolyte and catholyte dump in Processes 3 are depleted NaCl and 
NaOH solutions, respectively. The process flows as the anolyte and catholyte feeds are 
prepared in (II.a and II.b) before entering to the reactor (I), for instance, during operations 
at higher temperatures, these tanks are heated via (VI.a and IV.b). The feed flow rates are 
monitored and controlled by peristaltic pumps (IV.a and IV.b). Anolyte and catholyte outlet 
streams, called dump, are sent to dump tanks (III.a and III.b). In all processes the H2 gas 
leaving (III.b) is collected and measured by volumetric water displacement technique. The 
gas product from (III.a), either O2 or Cl2, is not measured and released towards the vent. 
Solar simulator (VIII) is used in Processes 3 and 4. Potentiostat (VII) is used in all 
processes to provide the external power need of the reactor and to measure the current. 
Figure 4.3 shows the present experimental setup tested at UOIT’s CERL during 
operation under irradiance from the solar simulator. A closer look at the illuminated reactor 
and feed tanks as well as the heaters is also provided in Figure 4.3.  
 
Figure 4.3 Present experimental setup (left), closer look at illuminated reactor (top right), and feed tanks 
with heater (bottom right). 
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4.2 Experimental Setup 
The core element of the present experimental setup is the hybrid reactor. The reactor gets 
the most out of solar spectrum by combining the solar energy absorbing characteristics of 
the photocathode and PV/T together. The portion of the solar spectrum that cannot be 
utilized by the photocatalyst is directed to PV/T via a solar spectral splitter in which the 
produced electricity supports the electricity input to the reactor. The electrodes are also 
employed as electron donors/acceptors for photocatalytic H2 generation, minimizing the 
requirement for supplementary chemical substances (e.g., sacrificial donors), consequently 
decreasing the potential waste product discharges. The hybrid reactor can be exploited for 
a variety of reactions: 
 When there is no sufficient light (i.e., night time, cloudy days, etc.) the hybrid 
reactor uses electricity to produce O2 or Cl2 and H2 gases. Water and chloralkali 
electrolyses happen in Processes 1 and 3, respectively. 
 When there is sufficient light, the hybrid reactor exploits photoelectrolysis and 
photocatalysis simultaneously to produce H2. The electrodes are employed to 
dissociate water electrochemically. In addition, the photocathode is utilized to split 
water photocatalytically. In Process 2, PEC reaction generates H2 and O2 gases. In 
Process 4, PEC-chloralkali produces H2 and Cl2 gases and NaOH solution.  
The hybrid reactor’s operation procedure for Process 4 is explained in Figure 4.4. 
The overall system collects and concentrates the incoming solar light irradiation and splits 
the solar spectrum to make best use of the harvested solar energy. The fraction of solar 
energy directed to PV/T is utilized to support the required electricity to generate Cl2, H2 
and NaOH through electrolysis. The portion led to PEC reactor is directly processed by the 
photocathode to produce H2 gas and NaOH. In Process 2, solar spectrum is similarly split, 
and higher energy portion is sent to the reactor, while the rest is sent to the PV/T. The only 
difference is that in Process 2, there is no chloralkali, so the products are H2 and O2 gases 
only. In Processes 1 and 3, all of the solar spectrum is sent to the PV/T to run PV-
electrolysis or PV-chloralkali. In all cases, the heat recovered by cooling down the PV/T 
to maintain a certain level of solar-to-electricity conversion efficiency can be sent to the 
reactor to operate at temperatures higher than the environmental temperature. 
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Figure 4.4 Illustrative representation of hybrid reactor’s operation procedure (during Process 4). 
During the course of the experiments, a constant volume reactor is used to keep the 
control volume constant. The reactor is connected to a set of monitoring and data 
acquisition components and an external energy supply to simulate the power generated by 
the PV/T. The operational energy requirements (i.e., pumps, data acquisition, sensors, etc.) 
are met by electricity. Electricity is also used to provide for electrolysis and chloralkali 
(Processes 1 and 3) and support PEC process (Processes 2 and 4). In addition, during 
Processes 2 and 4, (PEC and PEC-chloralkali), the reactor is illuminated by the solar 
simulator. Monitoring, controlling, and analyzing of operating parameters, input and output 
are conducted by pH and temperature sensors, voltage and current readings, and gas 
analyzers. A magnetic stirrer/heater is used to provide uniform temperature distribution 
inside the reactor. For each inlet stream, a feedback heater is used to keep the inlet streams 
at the desired operating temperature. The interactions between the present reactor and other 
62 
experimental setup components are presented in Figure 4.5. Anode and cathode are divided 
by a CEM. The reactor uses a MEA which is referred as MPEA. 
 
Figure 4.5 Schematic illustration of interactions between present reactor and other experimental setup 
components. 
The hybrid reactor is the key component of the present experimental setup. The 
reactor has an MPEA which is consisted of an anode, a CEM, and a photocathode. Figure 
4.6 shows the schematic illustration of the hybrid reactor for Processes 3 and 4, including 
the inlet and outlet streams. Streams 1, 2, 4, and 5 are in liquid state and 3 and 6 are in gas 
state. In addition to separating the product gases, the membrane neutralizes the OH- ions in 
the cathode division by selectively facilitating the transport of the positive ions of the Cl- 
salt from the anode to cathode section. Process 3 proceeds very similarly to Process 4, with 
the exception of lack of light. In Processes 1 and 2, H2O is used in Streams 1, 2, 4, and 5 
and H+ ion passes through the membrane from the anode to cathode partition. The reactor 
has optically translucent windows to permit the irradiation of the photocathode throughout 
the PEC and PEC-chloralkali processes (Processes 2 and 4). The anode and cathode 
reactions during Processes 1 and 2 are given in Equations (4.1) and (4.2) as  
Anode: 2 	 ↔ 4 4   E°ox = - 1.229 V vs. NHE     (4.1) 
Cathode: 4 4 ↔ 2    E°red = + 0.000 V vs. NHE     (4.2) 
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And the reactions during Processes 3 and 4 are given in Equations (4.3) and (4.4). 
Anode: 2 	→ 	 2    E°ox = - 1.3578 V vs. NHE     (4.3) 
Cathode: 2 	 	2 	→ 	 2  E°red = - 0.8280 V vs. NHE     (4.4) 
 
Figure 4.6 Schematic illustration of hybrid reactor during Processes 3 and 4. 
The experiments are performed by using distilled water from Turbo Water and 
Omega PSU505 as a power supply. PSU505 has 3 programmable outputs; its total output 
power from all three channels is 120W. PSU505 also provides OVP (overvoltage 
protection) and OCP (over current protection). PSU505 has an average response time of 50 
ms, and it is highly efficient and remains stable during source and load fluctuations. 
Voltage–current measurements are used to acquire the sign, density, and the onset potential 
of the current as well as energy and exergy efficiencies as a function of the applied 
potential. A multi-channel peristaltic pump from Longer Instruments, BT100-1L, is used 
to validate, monitor and control the inlet and outlet flow rates of both the anode and 
cathode. BT100-1L can support flow rates between 0.002 – 480 mL/min and allows each 
channel to have a different flow rate, making it possible to change each inlet/outlet flow 
rate independently. Table 4.1 shows the range, resolution and response time characteristics 
of the pressure, temperature, and pH sensors. 
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Table 4.1 Pressure, temperature, pH sensor characteristics. 
Sensor Range Resolution Response Time 
Pressure Up to 210 kPa  0.05 kPa  100μs 
Temperature  -20°C–115°C 0.07°C 4s (to 90% of full reading in water) 
pH 0–14 0.01 1s 
 
4.3 Electrolytes, Electrodes and Membrane 
Due to its poorly conductive nature, electrolytes are needed to support ions to ensure the 
desired current rates to split water. These electrolytes can either be reduced or oxidized, 
depending on the compartment they are used in (anode or cathode). 
Ohmic losses (voltage drops) across the reactor due to the internal resistance can 
become a major issue during electrolysis, chloralkali, PEC, and PEC-chloralkali processes. 
These losses increase the applied potential requirements, which eventually reduce the 
system efficiency, and hence, lower system performance. This issue can be addressed by 
the proper selection of electrolytes. Table 4.2 presents the solubility, reactivity/corrosivity, 
and price comparison of Cl-/OH- salt pairs. 
Table 4.2 Solubility, reactivity/corrosivity, and price comparison of Cl-/OH- salt pairs. 
Electrolyte Solubility (M) Reactivity Price ($/g) Issues 
LiCl 12.9   6.2 Expensive 
LiOH 5.3   0.4   
BeCl2 1.9   56.6 Expensive 
Be(OH)2       Commercially not available 
NaCl 6.1   0.1 No specific issues (selected 
electrolyte pair) NaOH 27.8   0.9 
MgCl2 5.7   0.3   
Mg(OH)2 0.0     Poor solubility 
KCl 4.6   10.62 Expensive 
KOH 21.6 Corrosive 0.8   
CaCl2 6.7 Reacts violently  0.1   
Ca(OH)2 0.0 with water 0.2 Poor solubility 
RbCl 7.5   32.8 Expensive 
RbOH 9.8   10.2   
SrCl2 3.4   14.9 Expensive 
Sr(OH)2 0.1     Commercially not available 
CsCl 11.1   2.17 Expensive 
CsOH 20.0   2.84   
BaCl2 1.7   15.82 Expensive 
Ba(OH)2 0.2     Commercially not available 
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For comparison purposes, in Processes 1 and 2, only H2O is used to produce H2 
within the absence and presence of light. In Processes 3 and 4, the hybrid reactor produces 
H2 in the cathode department, causing an OH- accumulation while the anode produces Cl2. 
The electrolytes considered to be used in this study are Cl- and OH- based salts to maintain 
Cl2 production and OH- neutralization in anode and cathode, respectively. Based on the 
solubility, reactivity/corrosivity, and price comparison of Cl-/OH- salt pairs (Table 4.2), 
NaCl and NaOH are used as electrolytes in anode and cathode, respectively.  
Depending on the operating conditions, during each experimental run, H2 and Cl2 
gases can dissolve in catholyte and anolyte solutions. These dissolved gases could change 
redox potentials or they could cause back–reactions. Therefore, after each experiment, it is 
necessary to remove these product gases from electrolytes by purging them with inert gases 
(e.g., N2). Purging efficiency can be increased by using a magnetic stirrer, which keeps 
both the anolyte and catholyte homogeneous and minimizes mass transport related 
restrictions. However, in cases where the ionic concentrations are high, stirring might not 
be necessary. 
With the selection of the electrolytes, the overall reaction becomes: 
2 	 	2 	 → 	 	 2  E° = - 2.1858 V vs. NHE      (4.5) 
During oxidation and reduction reactions, electron acceptors and donors are needed 
to be provided steadily as they are used up. Replacement and renewal of these materials 
are critical research and development challenges. In this study, a hybrid reactor uses an 
external power source (electricity generated via PV/T) and two electrodes immersed in two 
different electrolyte solutions to supply and transfer electrons in two compartments. The 
electrode in cathode department is a photocathode, which drives photochemical H2 
production reaction, besides transferring electrons. The electrodes should have high 
electrochemical and photochemical activities to avoid performance limitations. Good 
stability and small over potential for H2/Cl2 evolution are other performance criteria for 
electrolytes. In order to provide homogeneous current densities, electrodes should be 
placed symmetrically. Ion exchange capacity, thickness, area resistance, and 
permselectivity of some CEM are listed in Table 4.3.  
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With the help of their electrically charged functional sites, ion exchange 
membranes selectively to separate ions: a positively charged membrane (anion–exchange) 
only allows anions to pass through while a negatively charged membrane (cation–
exchange) only allows cations to pass through. This membrane property is called perm–
selectivity, which is customizable based on different system requirements [149]. In this 
study, the anode and cathode are separated by a cation-exchange membrane. The 
membrane selectively permits the transfer of either H+ (in Processes 1 and 2) or Na+ ions 
(in Processes 2 and 4) produced during O2 (Processes 1 and 2) or Cl2 (Processes 3 and 4) 
evolution at the anode into the cathode chamber where neutralization of OH- ions occurs. 
And as a result, H2O (Processes 1 and 2) or NaOH solution (Processes 3 and 4) is produced. 









Asahi Glass Co. Ltd., Japan 
CMV 2.4 0.15 2.9 95 
HJC 1.8 0.83 2.0 – 2.8  92 
CSMCRI, India 
IPC 1.4 0.14 – 0.16  1.5 – 2.0 97 
HGC 0.67 – 0.77 0.22 – 0.25  4.0 – 6.0  87 
DuPont Co., USA 
Nafion 117 0.9 0.2 1.5 97 
Nafion 901 1.1 0.4 3.8 96 
FuMA–Tech GmbH, Germany 
FKB 0.9 – 1.0  0.08 – 0.1  < 4 > 98 
FKE > 1 0.05 – 0.07  < 3 > 98 
FKL > 1 0.11 – 0.12  < 4 > 92 
FKS > 1 0.11 – 0.13  < 8 > 96 
Ionics Inc., USA 
61CZL38 2.6 0.63 9 95 
CMI-7000 1.5 – 1.8 0.2 – 0.7 8.0 – 12.0 94 
RAI Research Corp., USA 
R-5010-H 0.9 0.24 8.0 – 12.0  95 
R-1010 1.2 0.1 0.2 – 0.4  86 
Tokuyama Soda Co. Ltd., Japan 
CMX  1.5 – 1.8  0.14 – 0.20  1.8 – 3.8  97 
CMS  2 0.15 1.5 – 2.5 95 
 
In this study, H2 screener MEA with an active area of 100 cm2 is purchased from 
Alfa Aesar. The MEA, which is about 0.4 cm thickness, has a nominal Pt loading of 0.4 
mg/cm2 on both anode and cathode sides. The membrane is composed of 50 wt. % non-
woven carbon fibers, 35 wt. % perfluorosulfonic acid (PFSA)/membrane, 5 wt. % 
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polytetrafluoroethylene (PTFE), 5 wt. % carbon (black), 5 wt. % catalyst (finely divided 
Pt on C).  
In order to develop the MPEA mentioned earlier in this chapter, the cathode side of 
this membrane is electrodeposited with Cu2O. Cu2O is considered as one of the most 
promising photosensitive materials for PEC water splitting because of its low toxicity, 
abundance, low environmental damage and simple production process. Cu2O is a p-type 
semiconductor with a direct band gap of 2.0 eV [150]. It can absorb solar radiation in the 
range of 300–600 nm, covering about 50% of the photons of the solar spectrum. Cu2O is 
considered as a promising candidate photocathode in a PEC cell, because the conduction 
band edge of Cu2O (ca. -1.35 V vs. Ag/AgCl at pH=7) is sufficiently more negative than 
the reduction potential of water (ca. -0.61 V vs. Ag/AgCl at pH=7) [151]. Therefore, Cu2O 
is in principle capable of decomposing water into H2 as a photocathode. 
Cu2O can be synthesized by various methods, such as sputtering [152, 153], 
chemical vapor deposition [154], thermal oxidation [155], chemical bath deposition [156], 
and electrodeposition [157–159]. The electrodeposition technique has attracted special 
interest for the preparation of Cu2O thin films in recent years. It has two major advantages, 
namely its simplicity and the low growth temperature, leading to low cost processes and a 
large number of industrial applications. Electrodeposition allows stoichiometry, thickness, 
and microstructure control of the films by adjusting the deposition parameters. 
Cu2O films are electrodeposited in a three-electrode configuration in galvanostatic 
mode based on the procedure described in [160]. In the electrodeposition setup, working 
electrode is the MEA described above, counter electrode is a Pt wire wrapped around 
graphene, and reference electrode is Ag/AgCl. Cu2O is electrodeposited by reduction of an 
alkaline aqueous solution of cupric lactate. The electrolytic bath contained 0.4 M copper 
(II) sulfate and 3 M lactic acid as chelating agent to stabilize Cu2+ ions by complexing. The 
bath temperature is set to room temperature (about 20°C). The pH of the bath is adjusted 
to 11 by adding KOH solution. The electrodeposition process is shown in Figure 4.7. 
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Figure 4.7 Present experimental setup during electrodeposition process. 
4.4 Instruments and Devices 
In addition to the reactor explained above, a solar simulator (VIII), potentiostat (VII), 
peristaltic pump (IV), temperature and pH sensor, volumetric water displacement cylinder 
(V), four glass vessels (two for feed and two for dump electrolytes, II and III), and two hot 
plates (VI) are used in the present experimental setup. 
OAI’s Trisol™, TSS 208, with an active illumination area of 208 x 208 mm is used 
as solar simulator. The simulator used evolved homogenous beam optics that consist of 
patented glazed mirrors, filters, and a beam homogeneity integrator. OAI’s solar simulator 
claims to deliver substantially precise, collimated rays with elongated operating lengths. 
OAI solar simulator is licensed to ASTM E927-05, IEC 60904-9 2007, and JIS C 8912 
criteria for Class AAA operation (Spectral Match 400–1100nm wavelength in 100nm 
bandwidth increases, Non-Uniformity, and Temporal Instability). The simulator has 
spectral match patented filters for working analysis of dye sensitized cells, organic PV, 
concentrated PV, and multi-junction GaAs based solar cells. The simulator filter is devised 
to mimic the Air Mass 1.5 Global (AM1.5G). The ray concentration can be fine-tuned from 
0.6 to 1.2 Suns. The simulator has a standard configuration with adjustable power mode, 
steady power, or stable light intensity processes. An adjustable power source permits the 
ray intensity array to be from 0 Suns to 1.2 Suns. During the constant intensity operation, 
lamp power routinely fine-tunes to preserve a constant Sun intensity while lamp power 
begins to decay with time. Figure 4.8 shows the solar simulator illuminating the reactor. 
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Figure 4.8 Solar simulator illuminating the reactor at 1 Sun intensity. 
The cathode of the reactor is exposed directly to photonic radiation which is assisted 
electrically by means of a potentiostat (VII). A potentiostat is a device which applies a 
potential across a pair of electrodes and simultaneously measures the current which flows 
through a solution of an anolyte. Figure 4.9 shows the potentiostat used in this study.  
 
Figure 4.9 Omega PSU505 potentiostat during an experimental run. 
The potentiostat used for this research in the Omega PSU505 Programmable DC 
Power Supply which has tri channels. Channel 1 and 2 have a maximum current of 3 A and 
a maximum voltage of 30 Volts (maximum output power of 90 W). Channel 3 has a 
maximum current of 5 A and a maximum voltage of 15 Volts (maximum output power of 
30 W). In this study, Channel 1 is used to support the reactor.  
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Figure 4.10 shows the peristaltic pump in operation. A multi-channel peristaltic 
pump from Longer Instruments, BT100-1L, is used to validate, monitor, and control inlet 
and outlet flow rates of both the anode and cathode. 
  
(a)      (b) 
Figure 4.10 Multi-channel BT100-1L Peristaltic pump (a) and pump during an experimental run (b). 
BT100-1L can support flow rates between 0.002–480 mL/min and it allows each 
channel to have a different flow rate, making it possible to change each inlet/outlet flow 
rates independently. The speed can be adjusted manually or automatically through external 
control. It also has the advantage of store the running parameters automatically which 
makes it fairly easy to operate.  
The electrolyte feed tanks with heaters and volumetric water displacement cylinder 
are shown in Figure 4.11. The heaters (Corning Stirrer/Hot Plate) are used to heat the two 
inlet streams, when the experiment is required to run at temperatures higher than the 
atmospheric temperature. Omega PHH-103 is used to monitor the temperature and pH of 
electrolyte feed and dump tanks. In addition, a magnetic stir bars are used in feed tanks to 
keep the anolyte and catholyte solutions as homogenous as possible. Electrolyte feed and 
dump tanks are custom-made by ProScience GlassShop Division with a capacity of 6000 
mL. Chemglass screw thread connectors with caps and sealing rings. 
In all processes, experimental runs are conducted at atmospheric pressure at various 
temperatures. The amount of H2 produced during each experimental run is measured by 
using the volumetric water displacement cylinder shown in Figure 4.11. The cylinder has 
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a 2 cm radius. Ideal gas law is used to calculate number of moles of H2 production in all 
processes at all operating temperatures.  
   
(a)      (b)    (c) 
Figure 4.11 Electrolyte feed tanks with heaters (a), volumetric water displacement cylinder (b), and 
temperature/pH monitor (c). 
4.5 Experimental Procedure 
During the initial phases of the experimental planning (Figure 4.12), the following issues 
are identified, addressed, and determined: (i) primary variables to be investigated, (ii) type 
of control to be exerted on the experiment, (iii) ranges of primary variables, (iv) 
instrumentation accuracy, and (v) safety precautions. Figure 4.12 describes the general 
procedure followed throughout the experimental runs. The experimental procedure is 
developed and utilized, based on some sources available in the literature [161, 162]. The 
types of experiments performed in this study are: (i) Process 1: electrolysis, (ii) Process 2: 
PEC, (iii) Process 3: chloralkali, and (iv) Process 4: PEC-chloralkali. 
4.5.1 Process 1: Electrolysis Experiments 
As it can be seen from Figure 4.12, electrolysis experiments start with checking the proper 
operation of the system components including potentiostat, heaters, water displacement 
cylinder, temperature sensor, peristaltic pump, and electrolyte feed and dump tanks. Any 
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sign of improper operation is calibrated and fixed before starting the experimental run. 
Distilled water is used as anolyte and catholyte in electrolysis experiments. Following the 
electrolyte preparation, cell voltage and temperature are set to desired operating values. 
 
Figure 4.12 Schematic description of present experimental procedure. 
During the experimental runs, temperature, electrolyte inlet flow rates, applied voltage 
and resulting current, and the water level at the displacement cylinder (as well as the level 
in feed and dump tanks) are monitored and H2 yield is calculated. Once the experimental 
run is completed, energetic and exergetic performances are evaluated from the amount of 
H2 produced and energy/exergy input. The results are compared with the expected model 
outputs and any inconsistencies are highlighted and investigated. The same test is run again 
to check repeatability. Once the consistency and repeatability are verified, the same 
procedure is repeated with different parameters. The following parameters are investigated 
during the electrolysis experiments (Figure 4.13): 
i. Electrolyte inlet flow rates: 0.25, 0.50, and 0.75 g/s 
ii. Operating temperature: 20, 40, 60, and 80°C 
73 
 
Figure 4.13 Schematic description of experimental runs during electrolysis (Process 1).  
In electrolysis experiments, H2O enters the anode where it is dissociated to H+ and 
O2 (Equation 4.1). H+ ions pass through the CEM and H2 is produced in the cathode 
(Equation 4.2).  
4.5.2 Process 2: Photoelectrochemical Experiments 
Process 2 is very similar to Process 1, therefore same procedure is followed and same 
equations apply to Process 2 as well. In addition to the two parameters mentioned in 
Process 1, in Process 2, two different light intensities of 600 W/m2 (0.6 Suns) and 1200 
W/m2 (1.2 Suns) are tested to measure light response of the MPEA and the effect of light 
intensity on the amount of H2 production and system efficiencies. Figure 4.14 shows the 
schematic representation of the PEC experiment. 
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Figure 4.14 Schematic description of experimental runs during PEC (Process 2). 
4.5.3 Process 3: Chloralkali Experiments 
Process 3 is also similar to Process 1, therefore the same experimental procedure is 
followed. However, in Process 3, NaCl is used as anolyte, and NaOH is used as catholyte. 
The product gas H2 leaves the cathode with NaOH solution and Cl2 leaves the anode with 
NaCl solution. The anode and cathode reactions of Process 3 are given in Equations (4.3) 
and (4.4). The parameters used in Process 3 are the same as Process 1, for comparison 
purposes. Figure 4.15 shows the schematic of the PEC experiment. 
4.5.3 Process 4: Photoelectrochemical-Chloralkali Experiments 
The procedure for PEC-chloralkali experiments (Figure 4.16) is also similar to the 
electrolysis, PEC, and chloralkali. Equations (4.3) and (4.4) give the reactions taking place 
in anode and cathode, respectively. The experimental parameters varied during the present 
experiments are operating temperature, electrolyte flow rate, and illumination density, 
which are the same as Process 2 for comparison purposes. 
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Figure 4.15 Schematic description of experimental runs during chloralkali (Process 3).  
Like electrolysis and photoelectrolysis experiments, in a PEC process (Figure 4.16), 
saturated NaCl solution enters the anode where NaCl dissociated to Na+ and Cl-, and Cl- is 
oxidized to Cl2. The Na+ ions pass through the CEM where it is used to neutralize OH-, 
producing NaOH, H2 is also produced in the cathode. In this case, the simulator is used as 
the source of solar energy. 
4.6 Experimental Uncertainties 
Uncertainty analysis of an experiment is crucial to determine the effect of device 
accuracies, and their bias and precision errors [163]. Calculation of the experimental 
uncertainty is based on the bias and precision errors of the measurement devices and it is 
defined as follows: 
.              (4.6) 
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Here, B stands for bias error and P stand for precision error. 
 
Figure 4.16 Schematic description of experimental runs during PEC-chloralkali (Process 4). 
Table 4.4 represents the bias and precision errors of all devices affecting the measurements 
in the experiments. Bias error is the average difference between the estimator and the true 
value. Precision error is the standard deviation of the estimator. Bias and precision errors 
are calculated based on the partial derivatives of the varying parameters and corresponding 
device errors. The varied parameters in the experiments are operating temperature, 
electrolyte flow rate, and irradiation level. The corresponding equations for uncertainty in 
the amount of current generation are written as follows: 
	          (4.7) 
	          (4.8) 
where T, F, and I, stand for temperature, flow rate, and irradiation level, respectively. Also, 
the equations for uncertainty in the amount of H2 production are written as 
	          (4.9) 
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	        (4.10) 
Similarly, the uncertainty in the energy efficiency (η) can be determined by the 
following equations:  
	        (4.11) 
	        (4.12) 
The exergy efficiency (ψ) can be calculated correspondingly as  
	        (4.13) 
	        (4.14) 
The partial derivatives of the variables are calculated from a correlated equation 
obtained from the experimental results which is a function of all variables. A code is 
modified in order to determine uncertainty of the experiments, using MATLAB software 
[164].  
Table 4.4 Relative errors and accuracy related to measurement devices. 




























Temperature, T Omega PHH-103A ± 0.02°C 
Up to 
1250°C 
400°C 0.0001 0.0006 
Voltage, V Omega PSU-505 
±0.00725 
V 
0 to 15 V 2.5 V 0.0029 0.0005 
Current, i Omega PSU-505  ±0.0045 A 0 to 5 A 1 A 0.0045 0.0005 
 
4.7 Development of Integrated System 
A block illustration of the integrated system is shown in Figure 4.17 which describes the 
large scale conceptual system. The solar irradiation (Stream 1) is sent to the solar spectral 
splitter (Unit I). Here, photons with wavelengths up to 400 nm is sent directly to the hybrid 
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reactor (Unit III). Rest of the spectrum (Stream 2) is sent to the PV/T (Unit II) where the 
produced electricity (Stream 4) is sent to support Unit III. Excess electricity (Stream 5) is 
served as a product of the integrated multi-generation system. In order to minimize any 
efficiency losses, PV/T is cooled down and the recovered heat is used to heat up Unit III 
(Stream 6) when operating at temperatures higher than the environmental temperature. 
Stream 7 is the heat product, which is recovered from the PV/T and not used by Unit III.  
Comprehensive energy and exergy analyses are conducted on the integrated system. 
In addition, exergoenvironmental and exergoeconomic analyses are performed. This 
provides substantial information about the performance, efficiency, cost, and emissions 
during the operation of the integrated system. All balance equations is written for all system 
components to eventually form a closed algebraic system. The solution of the system leads 
to the determination of the exergy destructions for each component, the exergy 
corresponding to produced H2, Cl2, electricity, and heat production. In addition, a multi-
objective optimization study is utilized to determine the optimum key operating parameters 






































CHAPTER 5: ANALYSES AND OPTIMIZATION 
Thermodynamic performance of the hybrid reactor and the integrated multi-generation 
system are examined by conducting quantitative energy and exergy analyses. An economic 
evaluation of the integrated system is performed based on the exergoeconomic analysis. 
An exergoenvironmental investigation is employed to assess the potential environmental 
impact of the integrated system. In this chapter, the assumptions, basic concepts, procedure, 
and equations used to evaluate system performance are described and explained. 
Throughout this study, the following assumptions are utilized: 
 Environmental temperature (T0) and pressure (P0) are 20°C and 1 atm, respectively.  
 All streams and components are at operating temperature and pressure at all times. 
 All processes take place in steady-state and steady-flow.  
 All processes proceed to completion. 
 Changes in potential and kinetic energies are negligible. 
 Change in the control volumes (reactor and integrated system units) is disregarded. 
 H2, O2, and Cl2 gases are presumed to be ideal. 
 The heat losses to environment are neglected. 
 The auxiliary components are assumed to be well insulated and capable of 
conducting electricity with no loss. 
 The spectral splitting system is evaluated from the procedure reported by 
Zamfirescu and Dincer [104]. 
For the integrated multi-generation system, a hypothetical location is chosen where 
sufficient solar irradiation exists, which is presumed to be 1 kW/m2 with AM1.5G solar 
spectrum [165]. Number of annual operational sunlight hours is taken as 2000 h [104]. 
5.1 Basic Thermodynamic Concepts 
In this section, overall mass, energy, entropy and exergy balance equations are listed and 
modified based on the assumptions and operating conditions of the hybrid reactor and 
integrated multi-generation system. The heat and work input/output, entropy generation, 
and exergy destruction rates, and energetic and exergetic effectiveness are evaluated from 
these balance equations.  
80 
Mass Balance Equation (MBE): 
General conservation of mass in a control volume for any system can be written in its most 
general arrangement as 
∑ ∑             (5.1) 
where m and  are the mass and mass flow rate, and the subscripts “cv”, “in” and “out” 
specify the control volume and the inlet and outlet of the control volume, respectively.  
In the course of steady-state steady-flow operation, Equation (5.1) becomes: 
∑ ∑             (5.2) 
Figure 5.1 shows the schematic of the experimental setup used during the 
experimental testing of Processes 1, 2, 3, and 4, which are explained in the previous 
chapter. Table 5.1 summarizes what each stream is composed of during each process. 
 
Figure 5.1 Schematic of continuous type hybrid reactor used in Processes 1, 2, 3 and 4. 
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Table 5.1 Stream definitions of experimental setup during various processes. 
Stream Processes 1 and 2 Processes 3 and 4 
1 Fresh water inlet Saturated NaCl solution inlet 
2 Fresh water outlet Depleted NaCl solution outlet 
3 O2 gas outlet Cl2 gas outlet 
4 Fresh water inlet Fresh water inlet 
5 Fresh water outlet NaOH solution outlet 
6 H2 gas outlet H2 gas outlet 
 
The steady-state steady-flow mass balance equation (MBE) of the hybrid reactor in 
continuous operation (Figure 5.1) is: 
	 	 	 	 	            (5.3) 
Energy Balance Equation (EBE): 
Conservation of energy equation in a control volume can be formulated from the first law 
of thermodynamics which states: 
             (5.4) 
where heat and work interactions between the control volume and its surroundings are 
represented by Q and W, respectively. Initial and final states are denoted by subscripts 1 
and 2. E can be any form of energy (potential, kinetic, and/or flow) that a system could 
have at a given state. The general transient type energy balance equation is [166]: 
∑ ∑       (5.5) 
where  and  are the rates of heat and electricity flows inside the control volume, 
respectively. And h, V, z and g represent the specific enthalpy, velocity, altitude, and 
gravitational acceleration, respectively. Equation (5.5) can be modified by the steady-state 
steady-flow process assumption, and if the potential and kinetic energy differences are 
neglected, the energy balance can be rewritten as [167] 
∑ h ∑         (5.6) 
The continuous type hybrid reactor used in this study (schematically shown in 
Figure 5.1) has no work or heat output, and by considering the stream numbers, the steady-
state steady-flow energy balance equation (EBE) can be written as 
82 
	 	 	 	 	 	 	 	 	       (5.7) 
where h1-6 denotes the specific enthalpies of the related streams, and  indicates the 
overall electricity supply to the reactor. The  in Equation (5.7) denotes the heat 
requirement to retain the operating temperature above environmental temperature, when 
needed. Note that  is zero if the reactions proceed at room temperature.  
Throughout electrolysis and chloralkali (Processes 1 and 3), the work input is 
electricity, while in PEC and PEC-chloralkali (Processes 2 and 4) the work input is solar 
energy. These processes’ work input are evaluated based on the following equations:  
Processes 1 and 3:  	 	         (5.8) 
Processes 2 and 4:  	 1 	 	      (5.9) 
where V is volts (V), i is current in amps, ηPV and APV are the efficiency and area of PV/T, 
respectively,  is the solar irradiation per unit area, Aphotocathode is the photocathode area, and 
α is the fraction of solar spectrum employed by photocathode for PEC-based H2 generation. 
In Processes 3 and 4, temperature (T) and concentration (x) dependent specific 
enthalpy (h) equation of a NaCl solution can be written as [168] 
	 	 	 	        (5.10a) 
Between 0 and 300°C, A, B, C, D, and E can be defined as [168] 
0.5 37.8	 368.2	 652.9	 2890	     (5.10b) 
4.145 4.973	 4.482	 18.31	 46.41	     (5.10c) 
0.0007 0.0059	 0.0854	 0.4951	 0.8255	    (5.10d) 
0.0048 0.0639	 0.714	 3.273	 4.85	 10   (5.10e) 
0.0202 0.2432	 2.054	 8.211	 11.43	 10   (5.10f) 
Entropy Balance Equation (EnBE): 
Using the second law of thermodynamics, the entropy balance equation can be written as 
∑ ∑ ∑         (5.11) 
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where s stands for specific entropy and  is the rate of entropy generation. Unlike 
energy, entropy is not conserved; it is generated during a process due to system 
irreversibilities. Thus, the amount of entropy leaving the control volume exceeds the input 
entropy due to entropy generation associated with irreversibilities. During the steady-state 
steady-flow operation, Equation (5.11) becomes: 
∑ ∑ ∑          (5.12) 
For the continuous type hybrid reactor shown in Figure 5.1, the steady-state steady-
flow entropy balance equation (EnBE) can be written as 
	 	 	 	 	 	 	 	      (5.13) 
where s1-6 signifies the specific entropies of the associated streams and  is the rate of 
entropy generation in the system. T0 is the environmental temperature.  
In Processes 3 and 4, specific entropy (s) of a NaCl solution is a function of its 
temperature (T) and concentration (x) which can be expressed as [168]:   
	 	 	 	        (5.14a) 
Between 0 and 150°C, A, B, C, D, and E can be defined as [168] 
0.0012 2.854	 8.677	 23.77	 30.94	    (5.14b) 
0.0154 0.0244	 0.0686	 0.1232	 0.0616	    (5.14c) 
0.0295 0.1551	 0.9586	 2.541	 2.078	 10   (5.14d) 
0.0738 0.9527	 6.969	 21.37	 20.94	 10   (5.14e) 
0.0982 2.104	 16.89	 56.06	 58.71	 10   (5.14f) 
Exergy Balance Equation (ExBE): 
Exergy can be defined as the maximum work that can be extracted from a system 
interacting with its reference environment [169]. The reason for investigating exergy in 
addition to energy is to perform a quantitative evaluation of imperfection causes and 
indicate possible process improvements from thermodynamics point of view, taking 
economic analysis into account as well [170]. Similar to entropy, exergy is exempt from 
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the conservation law. Exergy balance is a statement of law of energy degradation as it 
describes the irretrievable loss of exergy due to process irreversibilities [171]. Exergy 
balance equation for system components in the general form can be described as follows: 
∑ ∑ ∑ ∑       (5.15) 
where , , and  represent the exergy transfer rates associated with heat, 
boundary or shaft work, and flow stream, respectively. Exergy destruction rate indicates 
the system irreversibility and it is shown in the equation as .  
The steady-state steady-flow exergy balance equation can be written as [172] 
∑ ex ∑ ∑ ∑ ∑ ∑ (5.16) 
Exergy of Heat Transfer: When there is heat transfer involved in a system with a rate of 
 in a control volume at an operating temperature of T, the highest conversion rate from 
thermal energy to desired work, which states the thermal exergy flow, is calculated as [172] 
1              (5.17) 
where 1  is the dimensionless exergetic temperature, sometimes referred as Carnot 
efficiency working between the surrounding temperature at T0 and the system (i.e., 
operating) temperature T. 
Exergy of Work: From the simple definition, the work equivalent of a given form or 
energy is a measure of its exergy [171], it can be stated that the exergy transfer with shaft 
or boundary work equals to work and the exergy transfer rate can be specified as well by 
the power or the work transfer rate. The following equation shows the exergy transfer rate 
associated with work considering the change of the volume as well: 
            (5.18) 
where P0 is the environmental (or dead state) pressure. If the control volume is assumed to 
be constant, then the exergy transfer rate becomes: 
            (5.19) 
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Exergy of Flow: Exergy of a flow of a particular substance could be expressed as the 
maximum quantity of work that can be obtained when the flow is taken away from its 
original state to the environmental state throughout a process of interactions with its 
environment [171]. Exergy transfer by the stream through any system component can be 
expressed in terms of the specific flow exergy as follows: 
∑ ∑           (5.20) 
Exergy related to a stream flow is consisted of four major elements: physical 
( ), chemical ( ), kinetic ( ) and potential ( ) [172]. Thus, specific flow 
exergy is stated as  
        (5.21) 
The flow associated specific exergy of a component (i) can be stated as: 
  (5.22) 
The kinetic and potential components of exergy appear in the previous equation are 
assumed to be negligible during the course of this study as the changes in velocities and 
within the system components are insignificant compared to the contributions of other 
terms. In that case, Equation (5.22) becomes: 
    (5.23) 
The physical exergy portion of the flow exergy is affected by physical processes 
including thermal interactions with the environment to bring the flow from its original state 
to the environmental state which is at a temperature and pressure T0 and P0, respectively. 
Specific physical exergy components are defined as 
          (5.24) 
where  and  are specific enthalpies, and  and  are the specific entropies at the original 
and the reference environment states, respectively. 
The chemical exergy is the portion of the flow exergy that is caused by processes 
involving heat transfer and exchange of substances with the environment to bring the 
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substance to the dead state [171]. The chemical exergy of an ideal gas mixture can be 
evaluated from [172]: 
∑ ∑ ln           (5.25) 
where  is the mole fraction of the component i in the gas mixture.  
Combining Equations (5.16) to (5.25) yields 
∑ 1 ∑   (5.26) 
Rate of Exergy Destruction: Amount of exergy exiting the control volume must be less 
than the exergy input due to exergy destruction within the process/system. Exergy 
destruction rate, which is denoted as  in the general exergy balance equation, is 
directly related to the rate of entropy generation within the control volume: 
T            (5.27) 
Exergy analysis acknowledges that energy cannot be created or destroyed but it can 
be degraded in quality, eventually reaching a complete equilibrium with the surroundings 
and hence of no further use for performing tasks [169]. For the continuous type hybrid 
reactor shown in Figure 5.1, the steady-state steady-flow exergy balance equation (ExBE) 
is formed as 
1  
             (5.28) 
where ex1-6 stands for the specific exergies of the related streams and  denotes the total 
work input to the system. T0 and T are the environmental and operating temperatures, 
respectively. Note that when T0 is equal to T, there is no heat input, therefore, the exergy 
balance equation does not have the heat component when the operating and environmental 
temperatures are equal. 
5.2 Model Development 
Minimizing sum of squares (SS) is a usual approach in model development [173]: 
∑         (5.29) 
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where “experiment” refers to an experimental measurement of a variable (e.g., production 
rate, efficiency, etc.). The “model” refers to predictions of the same variable evaluated by 
the model. An optimization method then should be used to fine-tune the parameter values 
in order to minimize the SS2. However, there is always some residual error which is a root 
mean error that combines experimental and fitting error. The root mean error is a 
reasonable estimate of experimental error. The introduction of additional constants would 
reduce the root mean error but it might also cause over-fitting. 
Mass Flow Rates in Processes 1 and 2 
For the continuous type hybrid reactor shown in Figure 5.1, the steady-state steady-flow 
mass balance equation (MBE) is provided in Equation (5.3). In this equation,  denotes 
the mass flow rate of H2O entering the anode (kg/s),  and  symbolize the mass flow 
rate of H2O and O2 gas leaving the anode, respectively (kg/s).  stands for the mass flow 
rate of H2O entering the cathode (kg/s),  and  symbolize the mass flow rate of H2O 
and H2 gas leaving the cathode (kg/s), respectively. By considering anode and cathode half 
reactions presented in Equations (4.1) and (4.2) and molar masses of H2O, H2O, and O2, 
the following equation is derived: 
	2           (5.30) 
And the mass flow rate of H2O in Streams 4 and 5 are assumed to be related to the 
mass flow rate of H2O entering the anode (Stream 1) as 
	 	 	           (5.31) 
From Equation (5.30), the relationship between mass flow rates of Streams 1, 2, 3, 
and 6 can be written as 
	 9            (5.32) 
	8             (5.33) 
It should be noted that under steady-state steady-flow operation, H+ and OH- ions 
are assumed to not get accumulated in the system. The mass flow rate relationships stated 
in Equations (5.30)–(5.33) are summarized in Table 5.2. 
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Table 5.2 Definitions and mass flow rates of hybrid reactor system (Processes 1 and 2). 
Stream Definition Mass Flow Rate (kg/s) 
1 Fresh water inlet : input, known 
2 Fresh water outlet 9   
3 O2 gas outlet 8   
4 Fresh water inlet :   
5 Fresh water outlet   
6 H2 gas outlet : measured  
 
Mass Flow Rates in Processes 3 and 4 
For the continuous type hybrid reactor shown in Figure 5.1, the steady-state steady-flow 
mass balance equation (MBE) is written in Equation (5.3). Here,  denotes the mass flow 
rate of saturated NaCl entering the anode (kg/s),  and  symbolize the mass flow rate 
(kg/s) of depleted NaCl solution and Cl2 gas leaving the anode, respectively.  stands for 
the mass flow rate (kg/s) of H2O entering the cathode,  and  symbolize the mass flow 
rate of NaOH solution and H2 gas leaving the cathode (kg/s), respectively. The mass flow 
rate equations are derived by considering anode and cathode half reactions presented in 
Equations (4.3) and (4.4) and molar masses of H2O, NaCl, NaOH, H2, and O2. The mass 
flow rate of NaCl entering the anode is defined as 
	 	            (5.34) 
where xs1 is the mass fraction of NaCl in Stream 1 (the saturated NaCl inlet to the system). 
And the mass flow rate of H2O entering the anode is: 
	 	 	 	 1	 	         (5.35) 
Similarly, the mass flow rate of NaCl leaving the anode is: 
	 	            (5.36) 
where xs2 is the mass fraction of NaCl in Stream 2 (the depleted NaCl outlet of the system). 
And the mass flow rate of H2O leaving the anode is: 
	 	 	 	 1	 	         (5.37) 
The rate of NaCl consumption in the anode is: 
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.
        (5.39) 
where , (kg/s) and , (kmol/s) are the mass and molar 
consumption rates of NaCl in the anode taking the molar weight of NaCl as 58.44 kg/kmol. 
Using the steady-state steady-flow process, the following arrangements can be done: 
 Cl- ions do not get accumulated in the system. The molecular weight of Cl2 is taken to 
be 70.91 kg/kmol.  and represent the molar (kmol/s) and mass (kg/s) flow rates 
of Stream 3, which is the gaseous product Cl2 leaving the anode: 
, 	 	
.
	 	 	 	
.
       (5.40) 
	 35.45	 , 	
	
.
	 	 	 	
.
    (5.41) 
 Na+ ions do not get accumulated in the system. The Na+ ions from the consumed NaCl 
leave the system in only one Stream, 5. The molecular weight of NaOH is taken to be 
40 kg/kmol.  represents the mass fraction of NaOH in Stream 5 which is the product. 
NaOH  solution leaving the cathode: 
	 	 	 , 	
	 	 	
.
     (5.42) 
	 	 	 	
. 	
             (5.43) 
 The H2O in Streams 1 and 2 do not get electrolyzed. Therefore, in steady-state steady-
flow operation, the amount of H2O entering the anode in Stream 1 is equal to the one 
leaving in Stream 2, which leads to: 
	 	 	 1	 	 	 1	 	         (5.44) 
	 	 	
	 	
            (5.45) 
The molar flow rates expressed in Equations (5.39) and (5.42) also follow the 
overall reaction stoichiometry, which is: 2 NaCl + 2 H2O  Cl2 + H2 + 2 NaOH. Based on 
the same stoichiometry, it can be seen that the molar rate of formation of Cl2 ( ) and H2 
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( ) are equal. Using this information along with the molecular weight of H2 (2.02 
kg/kmol) leads to: 
	 	 	
.
          (5.46) 
	 	 	
.
          (5.47) 
The mass flow rate relationships stated in Equations (5.34)–(5.47) are summarized 
in Table 5.3 
Table 5.3 Summary of stream mass flow rates and concentrations of hybrid reactor (Processes 3 and 4). 
Stream Definition Mass Flow Rate (kg/s) 
Concentration (kg 
solute/kg solution) 
1 Saturated NaCl solution inlet : input, known 
xs1: saturated solution, 
known 
2 NaCl solution outlet    xs2 
3 Cl2 gas outlet 0.61    N/A 
4 Fresh water inlet 
. .
   N/A 
5 NaOH solution outlet 
.
  xs5 
6 H2 gas outlet 0.02    N/A 
 
The solubility of NaCl in H2O is dependent on temperature; therefore, xs1 can be 
estimated from [168]: 
0.2628 62.75	 	10 1.084 10      (5.48) 
Electrochemical Model of Chloralkali (for Processes 3 and 4)  
For a constant temperature and pressure electrochemical process, minimum required input 
work is equal to the change in Gibbs free energy. According to Faraday’s law, the voltage 
required for a reversible electrochemical process can be expressed as [174]: 
V ∆             (5.49) 
where ne is the number of electrons transferred per electrolyzed molecule and F is Faraday’s 
constant which is equal to 96,485.3415 C/mol. It should be noted that the required voltage 
V is always larger than the reversible voltage, Vrev, because of the irreversibilities in the 
system. Electrochemical modeling is employed to calculate the potential requirement by 
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taking into account the decomposition voltage and ohmic losses across various reactor 
components. Jalali et al. [175] have discussed electrochemical modeling of a membrane 
based on a dual chloralkali cell in an electrolysis process. For the system shown in Figure 
5.1, the general voltage balance within the hybrid reactor becomes: 
° 	 	 , 	 	 , 	        (5.50) 
where E° represents the open circuit cell voltage (i.e., sometimes identified as 
decomposition voltage), VA denotes the voltage decrease through the anode, Vsol,a indicates 
the voltage drop over anolyte (i.e., voltage decline in NaCl solution), VCEM signifies the 
voltage decline through the CEM, Vsol,c shows the voltage reduction over catholyte (i.e., 
voltage decay in NaOH solution) and VC symbolises the voltage drop through the cathode. 
In anode, Cl- is oxidized to Cl2 and applying Nernst principle to the chemical reaction given 
in Equation (4.3) provides the following [175]: 
° ° / 	 	
	
	
	          (5.51) 
where R is the universal gas constant, 8.3145 J/K-mol. T represents the operating 
temperature in K, n represents the number of electrons used to oxidize the Cl- ions (in this 
case, n=2). PCl2 and  are the partial pressure of Cl2 gas and activity coefficient of Cl- 
ion. ° / 	is the standard electrode potential of chlorine (V), has previously been 
discussed in a variety of early studies [176–181]. Moussallem et al. [182] have reported 
the standard chlorine potential as a function of temperature ranging from 25°C to 80°C as 
° / 	 1.47252 5.82271 10 	 2.90055 10   (5.52a) 
Shock et al. [181] have also described the standard chlorine electrode potential as  
° / 	 1.48467 3.958492 10 	 2.750639 10      (5.52b) 
The differentiation between the standard chlorine electrode potential calculated 
from Equations (5.52a) and (5.52b) is 0.05V. In the cathode, H2O is reduced into H2 and 
OH- ions and applying principle to the chemical reaction given in Equation (4.4) provides 
the following [175]: 
° ° / 	 2.303	
	
	
	        (5.53) 
92 
where n represents the number of electrons used to oxidize the Cl- ions (in this case, n = 
2). PH2 and  are the partial pressure of H2 gas and activity coefficient of OH- ion, 
respectively. ° / 	 is the standard electrode potential of hydrogen, typically 
accepted as 0.8280 V. The Nernst equation for the complete reaction stated in Equation 
(4.5) is written as [175]: 
° 	 2.18 0.0004272	 	 . 	        (5.54) 
where β is dependent upon partial pressures of H2 and Cl2 in the gas phase in addition to 
the activity coefficients of NaCl (γNaCl) and NaOH (γNaOH) which is written as 
/ 	 / 	
          (5.55) 
The activity coefficient of NaCl (γNaCl) changes with respect to its molar 
concentration, M (mol/L), which can be evaluated as [175] 
0.63 exp 0.028	   1.2  MNaCl < 2      (5.56) 
0.575 exp 0.07	   2  MNaCl < 3.5      (5.57) 
0.5 exp 0.112	   3.5  MNaCl < 6      (5.58) 
The activity coefficient of NaOH (γNaOH) depends on its molar concentration, M 
(mol/L), which can be evaluated as [175] 
log
	 	 	
	 	 	 	 MNaOH<12 
             (5.59) 
0.0065 0.0016	 1.8 10 	         (5.60) 
0.014 0.0005	 5.6 10 	         (5.61) 
0.0006 5 10 	 6.48 10 	        (5.62) 
	5.96 10 1.81 10 	 2.4 10 	       (5.63) 
0.00087	 0.486   25°C  T  40°C     (5.64) 
0.00144	 0.46   40°C  T  100°C     (5.65) 
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log 	 	    MNaOH   12        (5.66) 
0.327 0.0031	 3.29 10 	         (5.67) 
0.0988 0.00059	           (5.68) 
2.14 10 3.93 10 	 0.53 10 	       (5.69) 
The voltage drop across the anode is calculated as 
,
           (5.70) 
where cA is the constant determined experimentally and i0,a represents the exchange current 
density. Both cA and i0,a depend on the reaction characteristics (in this study, Cl2 evolution 
reaction takes place in the anode, this information is used together with the operational 
specifications of the MPEA). i0,a also depends on the anode material and temperature (e.g., 
graphite electrode at 90°C, i0 = 0.0125). When a dimensionally stable anode is selected, the 
voltage decrease for the Cl2 production reaction is determined from the following equation: 
0.0277            (5.71) 
The voltage drop across the anolyte solution, Vsol,a can be determined from: 
,             (5.72) 
where i represents the current density, dAM is the distance between the anode and CEM, 
KNaCl represents the electrical conductivity of the NaCl solution. The electrical conductivity 
of the NaCl solution is a function of both its concentration and operating temperature and 
can be estimated as 
1.1 0.33        (5.73) 
where λNaCl is a temperature dependent variable and ΩNaCl depends on the concentration 
and density levels of the NaCl solution: 
5.67 0.229	           (5.74) 
	 . 	
          (5.75) 
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where ρNaCl represents the density of the NaCl solution (kg/m3) which is calculated from: 
	 	 	 	   0°C  T  300°C     (5.76) 
1.001 0.7666 0.0149 0.2663 0.8845      (5.77) 
0.0214 3.496 10.02 6.56 31.37       (5.78) 
5.263 39.87 176.2 363.5 7.784 10     (5.79) 
15.42 167 980.7 2573 876.6 10      (5.80) 
0.0276 0.2978 2.017 6.345 3.914 10     (5.81) 
The voltage drop across the cation exchange member is: 
	
           (5.82) 
where i represents the current density, σCEM signifies the membrane thickness and KCEM 
denotes the electrical conductivity of the membrane which depends on such factors 
including the membrane’s chemical composition, ionic form, operating temperature, pH of 
the solutions that the membrane is in interaction with, and the permeability of the 
membrane. Electrical conductivity of the membrane is commonly assessed and given by 
its manufacturer. 
The voltage drop across the catholyte solution, Vsol,c can be determined from: 
,             (5.83) 
where i represents the current density, dCM is the distance between the cathode and CEM, 
KNaOH represents the electrical conductivity of the NaOH. The electrical conductivity of 
NaOH is a function of its concentration and operating temperature and can be estimated as 
, °
∗
	        (5.84) 
∗
4456.5 Ω 2 5109.5 4456.5   2  ΩNaOH  < 3    (5.85) 
∗
5409.6 Ω 3 4706.5 5109.8   3  ΩNaOH  < 4    (5.86) 
∗
535.2Ω 2617.8     4  ΩNaOH  < 7    (5.87) 
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∗
967.5Ω 548.2     7  ΩNaOH  < 16   (5.88) 
9.6 Ω 2 11.3 9.9    2  ΩNaOH  < 3    (5.89) 
11.3 Ω 3 11.3 10    3  ΩNaOH  < 4    (5.90) 
1.06Ω 5.8     4  ΩNaOH  < 7    (5.91) 
2.44Ω 5.3     7  ΩNaOH  < 16   (5.92) 
where KNaOH,100°C represents the electrical conductivity of the aqueous NaOH at 100°C, and 
depends on the concentration of the NaOH in the aqueous solution which is estimated as 
, ° 2.6 40.9	 5.03	 0.13	  2  ΩNaOH  < 7   (5.93)  
, ° 140.9       7  ΩNaOH < 9   (5.94)  
, ° 156 1.5	      9  ΩNaOH < 16 (5.95)  
where ΩNaOH depends on the concentration and density levels of the NaOH solution: 
	 	
          (5.96) 
The voltage drop across the cathode is calculated as: 
,
           (5.97) 
where cc is the constant determined experimentally, i0,c represents the exchange current 
density. Both cc and i0,c are dependent upon the nature of the reaction. i0,c also depends on 
the cathode material and temperature (i.e., for steel, i0,c = 0.0656). 
5.3 Efficiency Assessment  
The present energy and exergy analyses are conducted to assess the thermodynamic 
performance of the PEC-chloralkali process. Estimating the theoretical energy requirement 
of the process is the first step of the analysis. The total theoretical energy demand of the 
system is calculated by: 
∆ ∆ ∆            (5.98) 
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where ΔG and TΔS represent the net change in Gibbs free energy (and its equivalent to the 
electrical demand) and thermal energy demand (J/mol), respectively. The enthalpy and 
entropy values of H2O, H2, Cl2 and NaOH are available in EES, but for NaCl, correlations 
based on curve fitting of the data presented by Sparrow [168] are used.  
The minimum theoretical electrical potential for the anode and cathode reactions of 
the hybrid reactor for Processes 1, 2, 3, and 4 are given in Tables 5.4 and 5.5. It is important 
to note that theoretical energy requirement neglects any potential losses; therefore, it is 
always less than the actual energy demand. 
Table 5.4 Minimum theoretical required potentials of anode and cathode half reactions (Processes 1 and 2). 
Electrode Reaction Minimum Required Potential (V) 
Anode  2 	 → 4 4  1.229 
Cathode 4 4 → 2   - 
Overall  2 		 → 	2  1.229 
 
Table 5.5 Minimum theoretical required potentials of anode and cathode half reactions (Processes 3 and 4). 
Electrode Reaction Minimum Required Potential (V) 
Anode  2 	→ 	 2  1.3578 
Cathode  2 	 	2 	→ 2  0.8280 
Overall  2 	 	2 → 2  2.1858 
 
Energy Efficiency Assessment 
As the measure of energy related effectiveness, energy efficiency of a process or system is 






       (5.99) 
The energy efficiency of Processes 1 and 2 are defined as  
	
           (5.100) 
Here, HHV is the higher heating value of H2 and  is defined in Equations 5.8–5.10. The 
stream numbers are indicated in Figure 5.1. 
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For Processes 3 and 4, the energy efficiency can be evaluated in two distinct 
approaches. In the first approach, H2 is respected as the only preferred product whereas in 
the second way Cl2 and NaOH are counted as beneficial products together with the H2. 
Subsequently, the energy efficiency equations for the first and second cases become: 
	
          (5.101) 
	
	
         (5.102) 
Exergy Efficiency Assessment 
Based on the second law of thermodynamics, exergy efficiency is defined based on the 
exergy content of the system inputs and outputs, which gives a better insight of system 
performance. Exergy efficiency concept differentiates irreversibilities from losses, this 






     (5.103) 
The exergy efficiency of Processes 1 and 2 are defined as  
	
           (5.104) 
The exergy efficiency of Processes 3 and 4 can be evaluated in two approaches. In 
the first approach, H2 is taken to be the only preferred product whereas in the second 
efficiency, Cl2 and NaOH are also both respected as functional yields along with the H2. 
Consequently, the exergy efficiency equations for first and second case become: 
	
         (5.105) 
	
	
         (5.106) 
5.4 Integrated System Analysis 
The integrated multi-generation system, as presented in Figure 4.16, has three major 
components, namely (I) solar spectral splitter, (II) PV/T, and (III) hybrid reactor. There are 
13 streams which are explained in detail in Table 5.6 
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rate (  
Exergy 
rate (  
1 Incoming solar irradiance -    
2 
Higher spectrum of the solar irradiance 
sent to the reactor 
-    
3 
Lower spectrum of the solar irradiance 
sent to the PV/T 
-    
4 
Electricity output of PV/T sent to the 
reactor 
-    
5 
Excess electricity output of PV/T 
considered as the system output 
-    
6 
Heat recovered from PV/T sent to the 
reactor 
-    
7 
Excess heat recovered from PV/T 
considered as the system output 
-    
8 
Saturated NaCl solution input to the 
reactor     
9 Water input to the reactor     
10 
Depleted NaCl solution output of the 
reactor 
    
11 NaOH solution output of the reactor     
12 Cl2 gas output of the reactor     
13 H2 gas output of the reactor     
 
Unit I: Solar Spectral Splitter 
Solar spectral splitter is the first unit that processes the incoming solar irradiation ( ) 
enters where it is divided into higher ( ) and lower spectrum ( ). 
There is no mass flow involved in Unit I, therefore, there are 3 balance equations. 
It should be noted that energy, entropy, and exergy flow rates of Streams 1–3 are calculated 
based on the procedure described by Zamfirescu and Dincer [104].  
The energy balance equation of Unit I is: 
          (5.107) 
The energy flow rates of Streams 1, 2, and 3 are calculated as 
	          (5.108) 
	          (5.109) 
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	          (5.110) 
where As, Ar, and Ap are the active areas of the solar splitter, hybrid reactor, and the PV/T. 
 is the spectral irradiance of direct normal radiation and λ is the wavelength in nm. 
The entropy balance equation of Unit I can be written as 
         (5.111) 
The entropy flow rates of Streams 1, 2, and 3 are calculated as 
           (5.112) 
where i can be Stream 1, 2, or 3 and Ti is the temperature of t the associated stream.  
The exergy balance equation of Unit I can be written as 
        (5.113) 
The exergy flow rates of Streams 1, 2, and 3 are calculated as 
1          (5.114) 
where i can be Stream 1, 2, or 3 and Ti is the temperature of t the associated stream.  
Unit II: PV/T 
Lower spectrum irradiation ( ) enters the PV/T where it is converted to electricity (  and 
). In order to keep the PV/T as efficient as possible, heat is recovered (  and ) during 
operation in order to prevent the PV/T from overheating. Streams 4 and 6 (  and ) are 
sent to the reactor and Streams 5 and 7 are the excess electricity and heat which are served 
as useful products.  
Similar to Unit I, there is no mass flow involved in Unit II, therefore, there are 3 
balance equations. The energy, entropy, and exergy balance equations of Unit II are: 
        (5.115) 
       (5.116) 
      (5.117) 
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The energy, entropy, and exergy flow rates of each stream entering and leaving 
Unit 2 is given in Table 5.7. In Table 5.7, electricity and heat energies are denoted as  
and , respectively. Subscripts p and r indicate PV/T and the reactor. 
Table 5.7 Summary of energy, entropy, and exergy flow rates of Streams 4–7. 
Stream Description Energy rate Entropy rate Exergy rate 
4 Electricity to the reactor  -  
5 Electricity product  -  
6 Heat to the reactor   1  
7 Heat product   1  
 
Unit III: Hybrid Reactor 
Unit III, which is the hybrid reactor, is the core component of the integrated system where 
H2 production takes place. The mass, energy, entropy, and exergy balance equations of the 
reactor are: 
      (5.118) 
  (5.119) 
  (5.120) 
1  
           (5.121) 
Efficiencies 
The integrated systems’ energetic and exergetic performance can be evaluated based on the 
number of valuable products definition as presented in Table 5.8. 
Table 5.8 Summary of energy and exergy efficiencies of integrated system. 
  Valuable products Energy efficiency Exergy efficiency 
1 H2     
2 H2, Cl2     
3 H2, Cl2, Electricity     
4 H2, Cl2, Electricity, Heat     
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5.5 Exergoeconomic Analysis 
The common cost analysis methods do not take the effect of system irreversibilities into 
account. These irreversibilities are associated with the second law of thermodynamics, and 
an exergy analysis is required to identify them, as previously been discussed. Combined 
together, exergy and economic analyses represent a useful tool for energy systems’ 
optimization. Exergoeconomics describes, at the system components level, the 
combination of the thermodynamic exergy based assessment and economic theories to 
deliver required information for a better design and operating of an efficient, affordable, 
and reliable system [183]. A combination of economic and exergetic analyses introduces a 
new approach, known as thermoeconomics, where the exergoeconomic analysis of each 
component is driven by the exergy model and cost calculations. In cost calculations, in 
addition to the cost of each component, capital, operating, and maintenance cost of the 
system components are also taken into account. The objectives of an exergoeconomic 
analysis can be listed as follows: (i) calculate the cost of each product of a system 
separately, (ii) determine system’s cost flows by understanding how costs of flows are 
formed, (iii) optimize a particular variable in a specific component and optimize the 
performance of the complete system [184]. Exergy-centred economic assessment 
procedures have been comprehensively described in the literature [185–191]. 
A thorough exergoeconomic assessment of the integrated system includes (i) a 
thermodynamic (exergy) analysis, (ii) an economic (cost) analysis, (iii) exergetic cost 
analysis, and (iv) an exergoeconomic assessment and optimization. The exergy of all 
streams, exergy destruction rates, and the exergy efficiencies are evaluated in the exergy 
analysis. In an economic analysis, on the other hand, the annual values of carrying charges, 
fuel costs, raw water costs, and operating and maintenance expenses are the cost 
components. In economic analyses, annualized quantities for each and every cost 
component are used since cost components are subject to change over their economic lives. 
Among the exergoeconomic methods reported in literature SPECO (specific exergy cost) 
is used in the analysis [192]. SPECO methodology consists of three main steps [193]: 
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 Exergy stream identification and classification: Each exergy stream is properly 
identified and classified as thermal, mechanical, and chemical exergies. Then, the 
exergy values of associated streams are calculated. 
 Input and output identification: In this step, the input (i.e., fuel) and the output (i.e., the 
desired product) of the system are clearly identified with associated exergy values.  
 Cost evaluation: Since exergy is the reasonable base for the cost assessment, the 
equations for cost calculations are based on exergy streams. 
For each flow stream in any system, a parameter  ($/s) is defined as cost flow. 
Using the exergoeconomic analysis, the cost rates are considered based on the exergy 
transfer rate, therefore, calculated as follows [184]: 
           (5.122) 
where c and  represent the cost per unit of exergy and associated exergy transfer rate of 
a stream, respectively. As mentioned earlier, each exergy stream’s cost is calculated in 
exergy costing. Exergy cost rates related to matter, electricity, and heat flows can be 
described respectively as: 
         (5.123) 
	      (5.124) 
	 1       (5.125) 
General cost rate balance can be written as 
∑ ∑         (5.126) 
where in and out signify inputs and outputs, respectively. ∑  represents the 
total exergy cost of inlet flows, and heat/electricity if applicable.  is the capital and 
operation and maintenance costs of components. ∑  denotes the total exergy cost of 
outlet flows, and heat/electricity if applicable. Component related cost ( ) includes life 
cycle phases of construction and operation of components and expressed as follows: 
          (5.127) 
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where Zi is the purchase cost of ith component, CRF is capital recovery factor,  is 
maintenance factor (~1.06) and N is the annual operating hours. Here, Zi of a component is 
calculated from various correlations derived by considering the type of component by the 
study estimate method [194]. Given correlations for purchase cost are generally explained 
with a cost index, which should be updated using the chemical engineering plant cost index 
(CEPCI) [195]. The correlations are used as in Turton et al. [194], which are than updated 
to 2014 values using the following definition: 
         (5.128) 
Plant cost index for the year 2001 is 394, where this index is 575.7 for 2014 
(December final) [191]. Thus, CEPCI factor is taken to be 0.684 to update the costs of 
components. CRF is dependent on interest rate (i) and total life time (n) of the system: 
         (5.129) 
General cost rate balances for the integrated system for Unit I, II, and III are: 
        (5.130) 
     (5.131) 
  (5.132) 
To identify the most important components from the viewpoint of formation of cost, 
the sum of capital and operation and maintenance costs and cost of exergy destruction 
( ) is used and it is defined as: 
         (5.133)  
It is necessary to derive auxiliary equations to calculate unknowns of a cost balance 
for a component, which requires additional exergy balances of the individual components 
by considering products and fuels of the component. These formulations can be made using 
input (I) and output (O) rule, in which it is possible to formulate (ne-1) equations when 
there are (ne) streams exiting from the individual component [193]. 
Principles of input and output should be interpreted to formulate auxiliary equations 
properly. The I principle dictates that specific cost of an exergy removal from a fuel stream 
104 
must be equal to average cost of the same stream entering to upstream components. It 
should be noted that auxiliary costing equation from I principle is not required when inlet-
outlet exergy difference is not considered as fuel. As for the O rule, each exergy unit 
associated with the product is denoted as co. Thus, (ne,p-1) equations can be formulated with 
the P rule. Total formulated equations with fuel and product rules is equal to (ne-1) 
equations to evaluate costs of components [193].  
In SPECO method, component cost flow rates and exergy loss costs are used to 
calculate the exergoeconomic performance of a system. The exergoeconomic performance of 
a system depends on its exergoeconomic factor f which can be calculated as 
         (5.134) 
Relative cost difference (RCD) is another helpful criteria for assessing and 
optimizing a system element in thermoeconomic evaluations. RCD determines the relative 
rise in the mean cost per exergy unit between fuel and product of the system component. 
The relative cost difference for the integrated system can be written as: 
         (5.135) 
SPECO method [196] is dependent on specific exergies and costs per exergy unit, 
exergy efficiencies, and the supplementary costing equations for system elements. The 
procedure involves three steps: (i) classification of exergy streams, (ii) identification of 
fuel and product for each component within the system, and (iii) allocation of cost 
equations. SPECO approach could be utilized as an investigative method to improve the 
cost effectiveness of a system involving the following actions: 
 Rank the components in decreasing order of cost significance using the total (
). 
 Improve the design of the components starting from the ones with the highest (
) to the lowest. 
 Give particular attention to components with a high relative cost difference (RCD), 
especially when the cost rates  and  are high. 
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 Use the exergoeconomic factor f to identify the major cost source (capital 
investment or cost of exergy destruction):  
o if f is high, investigate whether it is cost effective to reduce the capital 
investment for the ith component at the expense of component efficiency 
o if f is low, try to improve the component efficiency by increasing the capital 
investment 
 Eliminate any sub-processes that increase the exergy destruction or exergy loss 
without contributing to the reduction of capital investment or of fuel costs for other 
components. 
 Consider improving the exergy efficiency of a component if it has relatively low 
exergy efficiency or relatively large values of exergy destruction, exergy 
destruction ratio, or exergy loss ratio. 
When performing economic assessment, the annual estimates of transporting 
charges, fuel prices, material resources’ costs, and operating and maintenance expenses 
provided to the whole system are all essential inputs. On the other hand, these cost 
components might fluctuate considerably throughout their economic lifetimes. For that 
reason, levelized (annualized) quantities for each and every cost component are utilized 
when conducting economic examination and assessments.  
It should be noted that the cost flow rate of H2O and NaCl solution inlets to the 
integrated system (Streams 8 and 9) are taken to be zero, cost of electricity is assumed to 
be 0.09 USD/kWh, and cost of thermal energy is 0.032 USD/kWh [197] and normalized to 
2014 values. Stream exergy values are taken from EES results.  
Purchase equipment costs of the components are calculated based on Equation 
(5.127). In this equation Zi is defined for the ith component of the cycle, and it is calculated 
with various correlations which are defined in terms of their key parameters. Initially 
purchase equipment cost of the hybrid reactor (Unit III) can be defined as in [194]:  
log 349.74 44.85 log 0.05 10.74 log 0.05   (5.136) 
where VIII is the volume of the hybrid reactor. 
Cost of the PV/T (II) and spectral splitter (I) are calculated as explained in [198]: 
106 
1500            (5.137) 
2500           (5.138) 
where AI and AII are the spectral splitter and PV/T area, respectively. 
5.6 Exergoenvironmental Analysis 
The environment is affected by the emissions and residuals of energy systems which can 
be in solid, liquid and/or gas phase. The amount of these emissions can be calculated 
through thermodynamic analyses and compared with similar conventional systems to 
assess their environmental impact.  
An exergoenvironmental analysis consists of three steps which are: (i) evaluating 
exergy flow of each stream through the process, (ii) performing LCA of each component 
and input stream to the process, and (iii) assigning environmental impact of each stream 
by using LCA. Exergy analysis is an effective method for assessing the quality of a resource 
as well as the location, magnitude, and causes of thermodynamic inefficiencies. Combined 
with LCA, which evaluates a system’s environmental impact during its entire life, 
exergoenvironmental analysis is a powerful tool to relate exergy analysis to environmental 
impacts. The most important components with the highest environmental impact can be 
identified with the aid of this method [199, 200]. Exergoenvironmental analysis is very 
similar to exergoeconomic analysis; instead of cost analysis in the exergoeconomic 
analysis LCA is performed. The exergoenvironmental analysis methodology is illustrated 
in Figure 5.2. 
The method studied in this thesis for exergoenvironmental analysis is performed in 
analogy to the assignment of costs to exergy streams in exergoeconomics (SPECO 
method). An environmental impact rate  is the environmental impact expressed in Eco-
indicator points per time unit (Pts/s or mPts/s). Eco-indicator is a weighting method used 
in life cycle impact assessment phase, which converts overall environmental impacts of a 
system to a single value, and permits users to observe the environmental impacts of design 
alternatives. , for an inlet or outlet stream, can be defined as follows: 
	           (5.139) 
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where b is the environmental impact per unit exergy.  can be expressed as 
	 	 	 	      (5.140) 
 
Figure 5.2 Exergoenvironmental analysis methodology (modified from [199]). 
Environmental impact rates related to matter, electricity and heat flows can be 
expressed as 
	         (5.141) 
	 	      (5.142) 
	 	 1       (5.143) 
The component related environmental impact is shown as  (analogous to  in 
exergoeconomic analysis), which includes life cycle phases of construction, operating and 
maintenance, and disposal. To account for pollutant formation, a new variable should be 
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defined, which is . Pollutant formation term can be neglected if there are no pollutants 
emitted during the process life cycle [199, 201].  can be defined as 
∑         (5.144) 
It should be noted that only CO, CO2, CH4, N2O, NOx, and SOx are taken into 
account as pollutants. Environmental impact rate can be rewritten as 
         (5.145) 
If the process is assumed to emit zero pollutants: 
           (5.146) 
Environmental impact as a result of exergy destruction is identified as 
	           (5.147) 
The exergoenvironmental factor is defined as 
	
         (5.148)  
Relative difference of specific environmental impact is an indicator of the potential 
for reducing the environmental impact associated with a component which is defined as: 
          (5.149) 
5.7 Optimization Study 
Optimization of an energy system consists of modifying the system structure and 
component design parameters according to one or more specified design objectives. Since 
most of the problems depend on many parameters, optimization of these systems by 
considering a single objective does not provide precise results with respect to other 
objectives to be optimized [202]. Multiple objectives are generally involved in a design 
process: thermodynamic (e.g., maximum efficiency, minimum fuel consumption), 
economic (e.g., maximum profit, minimum cost) and environmental (e.g., minimum GHG 
emissions). A multi-objective optimization study allows finding the optimal set of design 
variables that satisfies the pre-set objectives [183, 202]. 
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There are several considerations for performing an optimization study. The first 
step is to define the system boundary, including all important and effective parameters. For 
complex energy systems, the system can be broken down into subsystems. Specifying the 
optimization criteria is the next step. Economics, thermodynamics, and environment, each 
can be the basis of evaluation and optimization. Another essential element is to select the 
variables on which optimization is based on. They have to be independent and address the 
system or process characteristics in a well manner. These variables should be the important 
parameters that affect the performance and cost effectiveness of the system. Moreover, they 
should be distinguished from parameters with minor importance. The variables that are 
selected for an optimization study are subject to change and considered as decision 
variables, and should be distinguished from fixed value parameters of the system or the 
process. The next step is selection of a mathematical model for the analysis. The 
mathematical model related the variables and defines how the independent variables affect 
the system performance. The model consists of an optimization function and some 
technical constraints. For instance, the objective function can be the minimization of the 
product cost or maximizing the exergy efficiency of the system. Minimization of exergy 
loss or destruction could be another objective function. 
Three objective functions considered in this study for the multi-objective 
optimization are the exergy efficiency (to be maximized), the total cost rate of product (to 
be minimized) and the total environmental impact rate (to be minimized). Genetic 
algorithm based multi-objective optimization study is performed using EES software. The 
first objective function, the exergy efficiency, is defined in Section 5.3. The second and 
third optimization functions, the total cost and environmental impact rates, are defined as 
follows: 
        (5.150)  
        (5.151)  
One of the methods to implement this is the simplex method based on a subroutine 
given by Press [203]. Other sources and codes for other languages are available in versions 
of commercial packages (e.g., MATLAB). More efficient but more complicated, gradient-
based methods are available from the same sources. 
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Curve fitting by optimization is one of the useful toolboxes in MATLAB software 
that is used during the course of this research. This toolbar can be used to fit an optional 
function to some data. The sub-routine code uses the fminsearch solver to minimize the 
sum of squares of errors between the data and selected function for varying parameters. 
For a system to be optimized with multiple (K) objectives, minimization of the 
objectives is defined in [204]. In a solution space of X and for an n-dimensional decision 
variable: 
, …          (5.152) 
It is necessary to determine an x* vector to minimize:   
∗ ∗ , … ∗        (5.153) 
The search space X is restricted with specified constraints of the system studied: 
∗ 		 	 1, …         (5.154) 
Decision for the optimization study can be made for both minimization and 
maximization. However, this selection should be at the same direction for all objective 
functions. Thus, if a minimization study is conducted and one of the objectives is to be 
maximized, these objective functions can be multiplied by negative one (-1). Among all 
feasible solutions, the most dominant solution is the Pareto optimal solution. For a 
determined Pareto optimal set, all corresponding objective function values are called the 
Pareto front.  
There are several methods of optimization which can be adapted to solve multi-
objective optimization problems. Genetic Algorithms (GA) are one of the most promising 
optimization methods, which is inspired by evolution theory of the nature [205]. In the GA, 
the solution vector (x) is defined as a chromosome, and collection of chromosomes form a 
population. Generation of new solutions are accomplished by crossover and mutation, 
where crossover is forming of new solutions from two chromosomes called ‘parents’. It is 
expected that the offspring inherits the good genes from parents to optimize the population. 
Mutation is generally applied at gene level, which helps the population remain in the local 
optima by setting a mutation rate between 0 and 2, so that the offspring is not be very 
different than their parents. GA optimization can be accomplished with the following steps: 
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 Initiate a population 
 Select random parents from the population 
 Crossover 
 Mutation 
 Reproduction of new population from the children population 
 Stop evolution 
A multi-objective optimization study can be performed using GA by finding a set 
of non-dominated solutions in a single run [204]. Here, a general method can be defined as 
weight-based GA, where a user defined weight factor is used to minimize all objective 
functions in a single objective problem: 
min ⋯ .        (5.155) 
Here, defining the weight factor is a challenging process through the optimization 
process. However, this is a simple and useful tool to solve multi-objective problems. There 
are several other modifications for multi-objective GA optimization, and can be found 
elsewhere [205]. Here, constraints are also taken into consideration for a feasible search 
space during optimization, which would lead to a more suitable solution space. The main 
performance influencing parameters in the cycle are the operating temperature, inlet mass 
flow rates to the hybrid reactor, PV/T and reactor active areas, and environmental 
temperature. Ranges of constraints are listed as follows: 
 Operating temperature: 0 80  
 Inlet mass flow rates: 0.0001 1 /  
 PV/T area:	0.5 2	  
 Reactor area:	0.5 2	  
 Environmental temperature: 0 40  
The manipulated data have influence on the cycle performance characteristics as 
well as heating and cooling rates and size of the components which affect both cost and 
performance. Optimum values are obtained for minimized cost and environmental impact 
and maximized exergy efficiency. 
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CHAPTER 6: RESULTS AND DISCUSSION 
This chapter consists of eight sections; in the first four sections, the experimental 
investigation and thermodynamic analysis results of Process 1, Process 2, Process 3, and 
Process 4 are presented and discussed in detail. These processes are electrolysis, PEC, 
chloralkali, and PEC-chloralkali. All processes are experimentally tested under four 
different temperatures (20, 40, 60, and 80°C) and three different inlet mass flow rates (0.25, 
0.50, and 0.75 g/s). In addition, Processes 2 and 4 are tested under two different light 
settings: low (600 W/m2) and high (1200 W/m2). Each experimental run takes one hour 
and each run is repeated three times under the same input conditions to test the repeatability 
of the experiments. The effects of the operating temperature, inlet mass flow rate, and 
environmental temperature on the measured current, hydrogen production, energy and 
exergy efficiencies, and exergy destruction are investigated for each process type.  
In addition, in Section 6.5, a performance assessment of the present integrated 
system is examined and the effects of the operating temperature, inlet mass flow rate, 
photoactive area, and the environmental temperature on the hydrogen, chlorine, heat and 
electricity production, exergy destruction, and the energy and exergy efficiencies are 
discussed in detail. The results of the exergoeconomic and exergoenvironmental analyses 
of the integrated system are presented in Sections 6.6 and 6.7, respectively. In 
exergoeconomic and exergoenvironmental analyses sections, the effects of the operating 
temperature, inlet mass flow rate, photoactive area, and the environmental temperature on 
the cost and emissions of hydrogen, chlorine, heat, and electricity production are 
investigated in detail. Finally, the optimization study results of the integrated system are 
presented in Section 6.8.  
6.1 Process 1 – Electrolysis: Results and Discussion 
In the electrolysis experiments, the hybrid reactor is tested under no simulated light 
conditions. H2O is the only input to both anode and cathode of the reactor. In this section, 
the effects of the operating temperature, inlet mass flow rate, and environmental 
temperature on the measured current, H2 production, energy and exergy efficiencies, and 
exergy destruction are discussed. The optimum operating temperature, inlet mass flow rate, 
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and environmental temperature are shown. In addition, the Cu2O-coated membrane 
performance is presented by comparing the current generation before and after the coating 
process. In the end, the uncertainty and statistical analyses of Process 1 test results are 
provided. 
6.1.1 Effect of Operating Temperature 
The effect of the operating temperature is observed under 2.5 V voltage and 0.25 g/s inlet 
mass flow rate and the environmental temperature is 20°C. Under four different operating 
temperatures (20, 40, 60, and 80°C), measured current, H2 production, energy and exergy 
efficiencies, and rate of exergy destruction are presented. In the end, the optimum operating 
temperature is calculated in order to determine the temperature where the H2 production 
and energy and efficiencies are maximized and the exergy destruction is minimized. 
a. Measured Current Results 
The effect of the operating temperature on the current measurements during the electrolysis 
experiments is presented in Figure 6.1. The average standard deviation in the current 
measurements is 0.001 A. As can be seen in Figure 6.1, with increasing operating 
temperatures, the current measurements are increasing as well. The primary reason of this 
tendency is the increasing component conductivities. Since the voltage losses and electrical 
resistance of the reactor components are decreasing with the increasing operating 
temperatures, higher currents are measured at higher operating temperatures.  
 

























b. Hydrogen Production Results 
The comparison of the experimental and model H2 production outputs at different operating 
temperatures are presented in Figure 6.2. Each experimental run is repeated three times at 
each operating temperature resulting an average standard deviation of 0.1 g/h. As can be 
seen in Figure 6.2, the effect of the operating temperature on H2 production is similar to 
the effect of operating temperature on the current generation presented in Figure 6.1. 
Because of the increasing conductivities and decreasing losses, the H2 production increases 
with increasing operating temperatures.  
 
Figure 6.2 Effect of operating temperature on H2 production with comparison of experimental and model 
outputs (Process 1). 
Figure 6.2 also shows that the model outputs are in a good agreement with the 
experimental results. Within the selected operating temperature interval of 0-100°C, on 
average, the model predicts about 0.1 g/h more H2 production which corresponds to an 
average difference of 14.2%. This difference might be caused from the following 
assumptions (i) steady-state steady-flow, (ii) changes in kinetic and potential energies, (iii) 
heat losses to the environment; and (iv) conductivity losses in auxiliary components.  
c. Energy Efficiency Results 
The effect of the operating temperature on the energy efficiency for Process 1 is presented 
in Figure 6.3. The experimental results show that when the operating temperature is 
increased from 20°C to 80°C, the energy efficiency decreases from about 36% to 17%. 

























temperatures which lowers the efficiency despite the fact that H2 production is increasing 
with increasing operating temperatures.  
 
Figure 6.3 Effect of operating temperature on energy efficiency with comparison of experimental and 
model outputs (Process 1) – (i) cooling, (ii) heating. 
From Figure 6.3, it can be seen that the energy efficiency shows different behaviors 
with respect to the operating temperature. The model states that the energy efficiency 
increases with increasing operating temperatures up to 20°C and then starts decreasing after 
20°C. The reason of this change is the environmental temperature. Since the environmental 
temperature is set to 20°C, operating at temperatures lower than 20°C requires cooling and 
heating is required to operate at temperatures higher than 20°C. The experimental runs take 
place at 20, 40, 60, and 80°C and within the selected operating temperature interval, the 
experimental results and model outputs are in good agreement. On average, the model 
predicts about 11% higher energy efficiency. The primary reason for this difference is the 
assumptions used when developing the thermodynamic and electrochemical models, as 
discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.4 shows the effect of the operating temperature on the exergy efficiency of Process 
1. The experimental results show that when the operating temperature is increased from 
20°C to 80°C, the exergy efficiency decreases from about 32% to 27%. Similar to the 


























increasing operating temperatures. Each experimental run is repeated three times at each 
operating temperature resulting an average standard deviation of around 5%. 
 
Figure 6.4 Effect of operating temperature on exergy efficiency with comparison of experimental and 
model outputs (Process 1) – (i) cooling, (ii) heating. 
Similar to the energy efficiency results shown in Figure 6.3, the exergy efficiency 
increases with increasing operating temperatures up to 20°C and then starts decreasing after 
20°C. The reason for this change is the environmental temperature. As the environmental 
temperature is set to 20°C, operating at temperatures lower than 20°C requires cooling and 
heating is needed to operate at temperatures higher than 20°C. The experimental runs take 
place at 20, 40, 60, and 80°C and within the selected operating temperature interval, the 
experimental results and model outputs are in good agreement. Within the selected 
operating temperature interval, on average, the model predicts about 15% higher exergy 
efficiency. The main cause of this variance is the assumptions taken into account when 
developing the thermodynamic and electrochemical models, which are discussed earlier in 
this section. 
e. Exergy Destruction Results 
The exergy destruction rate results of Process 1 within the selected operating temperature 
interval of 0°C - 100°C is presented in Figure 6.5. In the calculation of exergy destructions, 
the experimental results and the electrochemical and thermodynamic models are used 




























Figure 6.5 Effect of operating temperature on exergy destruction –model outputs (Process 1) – (i) cooling, 
(ii) heating. 
Figure 6.5 shows that the lowest exergy destruction rate is observed at 20°C, which 
is about 0.03 W. At operating temperatures lower than 20°C, cooling is needed which 
increases the exergy destruction as the operating temperature is decreased. On the other 
hand, in order to operate at temperatures higher than 20°C, heating is required which also 
increases the exergy destruction with increasing operating temperatures. 
f. Optimum Operating Temperature Results 
In order to find the optimum operating temperature, the thermodynamic model results are 
normalized and ranked based on the following equations: 
 For criteria that are desired to be maximized (e.g., energy and exergy efficiencies 
and H2 production rate): 
10           (6.1) 
 For criteria that are desired to be minimized (e.g., exergy destruction rate): 
10           (6.2) 
Here i denotes the individual data point at a specific temperature and maximum and 
minimum correspond to the maximum and minimum values of a specific criteria (i.e., 
energy and exergy efficiencies, H2 production rate, and exergy destruction rate) within the 




























rankings of H2 production, energy and exergy efficiencies, and exergy destruction rates for 
Process 1 within based on the thermodynamic model results are given in Figure 6.6 along 
with their average rankings.  
 
Figure 6.6 Normalized rankings of H2 production, efficiencies, and exergy destruction at different 
operating temperatures (Process 1). 
Figure 6.6 shows that the highest average ranking is observed at 20°C which is 
8/10. This means, within the selected operating temperature interval, the highest possible 
H2 production and efficiencies and the lowest possible exergy destruction occur at 20°C. 
Therefore, for the upcoming analyses, 20°C is chosen to be the operating temperature. 
6.1.2 Effect of Inlet Mass Flow Rate 
The effect of the inlet mass flow rate is monitored under 2.5 V applied voltage, and both 
the operating and environmental temperatures are set to 20°C. In this section, under three 
different inlet mass flow rates (0.25, 0.50, and 0.75 g/s), the measured current, H2 
production, energy and exergy efficiencies, and the rate of exergy destruction are 
presented. In the end, the optimum inlet mass flow rate is assessed to select the flow rate 
where the H2 production and energy and efficiencies are maximized and the exergy 
destruction is minimized. 
a. Measured Current Results 
The average values of the current measurement results at selected inlet mass flow rates of 





























where the average standard deviation in current measurements is 0.002 A. Figure 6.7 shows 
that the current measurements increase with increasing inlet mass flow rates. The primary 
reason of this tendency is that with increasing mass flow rates, depleted ions are replaced 
more frequently and this prevents negative or positive ion accumulation. Positive or 
negative ion accumulation slows the redox reactions down and reduces the corresponding 
current generation due to ion replacement. Therefore, preventing and/or minimizing 
positive or negative ion replacement increases the current generation.  
 
Figure 6.7 Effect of inlet mass flow rate on current measurements (Process 1). 
b. Hydrogen Production Results 
The experimental and model H2 production outputs at different inlet mass flow rates are 
presented in Figure 6.8. Each experimental run is repeated three times at each inlet mass 
flow rate resulting an average standard deviation of 0.1 g/h. Figure 6.8 shows that the effect 
of the inlet mass flow rate on the H2 production is similar to the current measurement results 
presented in Figure 6.7.  
In addition, Figure 6.8 indicates that the model outputs are in a good agreement 
with the experimental results. On average, the model predicts about 0.3 g/h higher H2 
production resulting an average difference of 24.9%. This difference could potentially be 
caused from the assumptions of steady-state steady-flow, negligible kinetic and potential 



























Figure 6.8 Effect of inlet mass flow rate on H2 production with comparison of experimental and model 
outputs (Process 1). 
c. Energy Efficiency Results 
The effect of the inlet mass flow rate on the energy efficiency of Process 1 is presented in 
Figure 6.9. The experimental results show that when the inlet mass flow rate is increased 
from 0.25 to 0.75 g/s, the energy efficiency decreases from about 36% to 31%. The reason 
of this decrease is the increase in pump load and voltage requirements with increasing inlet 
mass flow rates. Each experimental run is repeated three times at each inlet mass flow rate 
resulting an average standard deviation of around 4%.  
 
Figure 6.9 Effect of inlet mass flow rate on energy efficiency with comparison of experimental and model 

















































From Figure 6.9, it can be seen that the energy efficiency results of the experimental 
runs and model outputs have similar tendencies, which can be considered as an acceptable 
level of agreement. Within the selected inlet mass flow rate interval of 0.25 to 0.75 g/s, on 
average, the model predicts about 22% higher energy efficiency. The primary reason for 
this difference is the assumptions used when developing the thermodynamic and 
electrochemical models, as discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.10 shows the effect of the inlet mass flow rate on the exergy efficiency of Process 
1. The experimental results show that when the inlet mass flow rate is increased from 0.25 
to 0.75 g/s, the exergy efficiency decreases from about 32% to 27%. Similar to the energy 
efficiency results, increasing pump input and voltage requirements lowers the exergy 
efficiency at increasing inlet mass flow rates. Each experimental run is repeated three times 
at each inlet mass flow rate resulting an average standard deviation of around 3%.  
 
Figure 6.10 Effect of inlet mass flow rate on exergy efficiency with comparison of experimental and model 
outputs (Process 1). 
The experimental runs take place at 0.25, 0.50, and 0.75 g/s inlet mass flow rates 
and within the selected inlet mass flow rate interval, the experimental results and model 
outputs have similar behaviors. Within the selected operating temperature interval, on 
average, the model predicts about 17% higher exergy efficiency. The main cause of this 
variance is the assumptions taken into account when developing the thermodynamic and 






















e. Exergy Destruction Results 
The effect of the inlet mass flow rate on the exergy destruction rate of Process 1 is presented 
in Figure 6.11. When evaluating the exergy destructions, the experimental results and the 
electrochemical and thermodynamic models are used together to evaluate the effect of the 
inlet mass flow rate on exergy destruction. Figure 6.11 shows that the lowest exergy 
destruction rate is observed at 0.1 g/s, which is about 0.003 W. With increasing inlet mass 
flow rates, the rate of exergy destruction increases due to increasing pump input and 
voltage requirements. 
 
Figure 6.11 Effect of inlet mass flow rate on exergy destruction –model outputs (Process 1). 
f. Optimum Inlet Mass Flow Rate Results 
In order to find the optimum inlet mass flow rate, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The normalized rankings of H2 
production, efficiencies, and exergy destruction rates for Process 1 based on the 
thermodynamic model results are given in Figure 6.12 along with their average rankings.  
Figure 6.12 shows that except the H2 production rate, all other performance criteria 
have decreasing rankings with increasing inlet mass flow rate. As a result, the average 
ranking is decreasing with increasing inlet mass flow rate, too. However, selecting 0 g/s 
inlet mass flow rate would mean zero H2 production, and the aim is to produce H2; 
therefore, 0.25 g/s is selected as the inlet mass flow rate which gives an average ranking of 


























Figure 6.12 Normalized rankings of H2 production, efficiencies, and exergy destruction at different inlet 
mass flow rates (Process 1). 
6.1.3 Effect of Environmental Temperature 
The effect of the environmental temperature is investigated based on the thermodynamic 
model under 2.5 V applied voltage, 0.25 g/s inlet mass flow rate, and the operating 
temperature is 20°C. Within the selected environmental temperature interval of 0-40°C, the 
efficiencies and exergy destruction results of Process 1 are presented in Figure 6.13. Since 
the operating temperature is 20°C, the system needs heating at environmental temperatures 
below 20°C. Conversely, the system needs cooling at environmental temperatures above 
20°C. Thus, 20°C gives the highest efficiencies and lowest exergy destruction within the 
selected environmental temperature interval of 0-40°C.  
 
Figure 6.13 Effect of environmental temperature on exergy destruction and efficiencies (Process 1) – (i) 












































































6.1.4 Coated Membrane Results 
In order to check the impact of the Cu2O coating on the membrane’s performance, the 
current readings of membrane before and after the coating process are recorded at three 
different applied potentials (2.5, 3, and 3.5 V) in Process 1 and the comparison results are 
presented in Figure 6.14. Figure 6.14 shows that the Cu2O coating causes an increase in 
current generation. As a result, it is concluded that the Cu2O coating increases the 
conductivity of the membrane, which gives higher current readings. 
 
Figure 6.14 Effect of membrane coating on current measurements at different applied potentials. 
6.1.5 Uncertainty Analysis Results 
The average uncertainty analysis results of Process 1 experiments are presented in Table 
6.1. The highest uncertainty is observed in exergy efficiency calculations, which is around 
±7.13 and this amount is followed by energy efficiency calculations (±6.18). Uncertainty 
in hydrogen production results, on average, is calculated to be ±1.10. And the uncertainty 
in current measurements is less than ±1.00 (±0.52).  
Table 6.1 Summary of uncertainties during the Process 1 experimental runs. 
Type of result Uncertainty (%) 
Current  ±0.52 
Hydrogen production ±1.10 
Energy efficiency ±6.18 
























6.1.6 Statistical Analysis Results 
The statistical analysis of the Process 1 experimental results is conducted based on the 
Design of Experiments (DOE) approach. The agreement between the DOE model and the 
actual data points and leverage residuals plot for the current, hydrogen production, and 
energy and exergy efficiencies for Process 1 are presented in Figures 6.15–6.18. The F-test 
is conducted to evaluate the impact of the two key input parameters on the current 
generation, hydrogen production, and energy and exergy efficiencies in Process 1. These 
parameters are the operating temperature and the inlet mass flow rate. 
 
(a)      (b) 
 
(c) 
Figure 6.15 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 1 experimental current measurements. 
The detailed statistical analysis results of the current measurements of Process 1 is 
presented in Figure 6.15. The DOE model is in a good agreement with the actual 
experimental data with a root mean square error of 0.0251. The standard error in current 
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measurements is about 0.01. The F-test results show that the inlet mass flow rate has an F-
ratio of 145.52 and the operating temperature has an F-ratio of 62.06. Therefore, it is 
concluded that the inlet mass flow rate has a higher impact on the current generation in 
Process 1 compared to the operating temperature.  
 
(a)      (b) 
 
(c) 
Figure 6.16 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 1 experimental hydrogen production results. 
The comparison of the present experimental hydrogen production and the DOE 
model results along with the leverage residuals of Process 1 are provided in Figure 6.16. 
The DOE model agrees with the actual experimental data with a root mean square error of 
0.0001. The standard error in hydrogen production is less than 0.001, which is considered 
to be zero. The F-test results indicate that the inlet mass flow rate has an F-ratio of 4354.24 
and the operating temperature has an F-ratio of 9.15. For that reason, it is determined that 
the inlet mass flow rate has a greater influence on the hydrogen production in Process 1 
compared to the operating temperature.  
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(a)      (b) 
 
(c) 
Figure 6.17 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 1 experimental energy efficiency results. 
Figure 6.17 shows the detailed statistical analysis of the energy efficiency results 
of Process 1. The DOE model has a satisfactory agreement with the actual experimental 
data with a root mean square error of 3.1642. The standard error in energy efficiency results 
is about 0.7. The F-test results present that the operating temperature has an F-ratio of 46.49 
and the inlet mass flow rate has an F-ratio of 0.41. As a result, it is concluded that the 
operating temperature has a higher impact on the energy efficiency in Process 1 compared 
to the inlet mass flow rate.  
Figure 6.18 shows the comparison of the present experimental exergy efficiency 
and the DOE model results along with the leverage residuals of Process 1. The DOE model 
agrees with the actual experimental data with a root mean square error of 2.9448. The 
standard error in exergy efficiency is about 0.60. The F-test results indicate that the 
operating temperature has an F-ratio of 51.18 and the inlet mass flow rate has an F-ratio of 
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0.27. For that reason, it is determined that the operating temperature has a greater influence 
on the exergy efficiency in Process 1 compared to the inlet mass flow rate.  
 
(a)      (b) 
 
(c) 
Figure 6.18 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 1 experimental exergy efficiency results. 
6.2 Process 2 – Photoelectrochemical: Results and Discussion 
In the PEC experiments, the hybrid reactor is tested under two irradiation levels: 600 (low) 
and 1200 W/m2 (high). H2O is the only input to both anode and cathode. In this section, 
the effects of the operating temperature, inlet mass flow rate, and environmental 
temperature on the measured current, H2 production, energy and exergy efficiencies, and 
exergy destruction are discussed in detail. The optimum operating temperature, inlet mass 
flow rate, and environmental temperature are also presented. In addition, the Cu2O-coated 
membrane performance is given by comparing the current generation before and after the 
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coating process. And last but not least, the uncertainty and statistical analyses of Process 2 
test results are provided. 
6.2.1 Effect of Operating Temperature 
The tests are run under 2.5 V applied voltage, 0.25 g/s inlet mass flow rate, and 20°C 
environmental temperature. Under four different operating temperatures (20, 40, 60, and 
80°C), the measured current, H2 production, energy and exergy efficiencies, and rate of 
exergy destruction are presented for both 600 (low) and 1200 W/m2 (high) irradiation 
levels. The optimum operating temperature is calculated to find the temperature where the 
H2 production and energy and efficiencies are maximized and the exergy destruction is 
minimized. 
a. Measured Current Results 
The average values of the current measurement results at selected operating temperatures 
(20, 40, 60, and 80 °C) are presented in Figure 6.19. The average standard deviation in the 
current measurements is 0.001. The measured current values are increasing with increasing 
operating temperatures and increasing irradiation level. Since the voltage losses and 
electrical resistance of the reactor components are decreasing with the increasing operating 
temperatures, higher currents are measured at higher operating temperatures. The increase 
in current measurements with increasing irradiation level confirms that the Cu2O coated 
membrane is responding to light and generating photocurrent.  
 



























b. Hydrogen Production Results 
The comparisons of the experimental and model H2 production outputs at different 
operating temperatures and under two different light settings are presented in Figure 6.20. 
Each experimental run is repeated three times resulting an average standard deviation of 
0.07 g/h for 600 W/m2 irradiation and 0.10 g/h for 600 W/m2 irradiation. As can be seen in 
Figure 6.20, the effect of the operating temperature on H2 production is similar to the 
current measurement results presented in Figure 6.19. Because of the increasing 
conductivities and decreasing losses, the H2 production increases at increasing operating 
temperatures. Also, the reactor is producing H2 at higher rates with increasing irradiation. 
 
Figure 6.20 Effect of operating temperature on H2 production with comparison of experimental and model 
outputs (Process 2). 
Figure 6.20 also shows that the model outputs are showing a good agreement with 
the experimental results. Within the selected operating temperature interval, on average, 
the model predicts about 0.1 g/h higher H2 production rate which corresponds to an average 
difference of 11%. This difference might be caused from the following assumptions (i) 
steady-state steady-flow, (ii) changes in kinetic and potential energies, (iii) heat losses to 
the environment; and (iv) conductivity losses in auxiliary components.  
c. Energy Efficiency Results 
The effect of the operating temperature on the energy efficiency of Process 2 is given in 
Figure 6.21. The experimental results show that when the operating temperature is 





























under 600 W/m2 irradiation and from about 10% to 7% under 1200 W/m2 irradiation. The 
reason of this decrease is the increasing heat input requirement with increasing operating 
temperatures which lowers the efficiency despite the fact that H2 production is increasing 
with increasing operating temperatures. Each experimental run is repeated three times at 
each operating temperature and irradiation level resulting an average standard deviation of 
around 1%. 
 
Figure 6.21 Effect of operating temperature on energy efficiency with comparison of experimental and 
model outputs (Process 2) – (i) cooling, (ii) heating. 
From Figure 6.21, it can be seen that the energy efficiency shows different 
behaviors with respect to the operating temperature. The model states that the energy 
efficiency increases with operating temperatures up to 20°C and then starts decreasing. The 
reason of this change is the environmental temperature. As the environmental temperature 
is 20°C, operating at temperatures below 20°C requires cooling and heating is required to 
operate above 20°C. Within the selected operating temperature interval, the experimental 
results and model outputs are in good agreement. On average, the model predicts about 2% 
higher energy efficiency. The primary reason for this difference is the assumptions used 
when developing the thermodynamic and electrochemical models, as discussed earlier in 
this section. 
d. Exergy Efficiency Results 
Figure 6.22 shows the effect of the operating temperature on the exergy efficiency of 

























from 20°C to 80°C, the exergy efficiency decreases from 22% to 19% under 600 W/m2 
irradiation and from 13% to 10% under 1200 W/m2 irradiation. Similar to the energy 
efficiency results, introduction and increase of the heat input lowers the exergy efficiency 
at increasing operating temperatures. Each experimental run is repeated three times at each 
operating temperature and irradiation level resulting an average standard deviation of 
around 1%.  
 
Figure 6.22 Effect of operating temperature on exergy efficiency with comparison of experimental and 
model outputs (Process 2) – (i) cooling, (ii) heating. 
Similar to the energy efficiency results shown in Figure 6.21, the exergy efficiency 
increases with increasing operating temperatures up to 20°C and then starts decreasing after 
20°C. As the environmental temperature is 20°C, operating below 20°C requires cooling 
and heating is needed to operate above 20°C. Within the selected operating temperature 
interval, the experimental results and the model outputs are in good agreement. Within the 
selected operating temperature interval, on average, the model predicts about 4% higher 
exergy efficiency. The main cause of this variance is the assumptions taken into account 
when developing the thermodynamic and electrochemical models, which are discussed 
earlier in this section. 
e. Exergy Destruction Results 
In addition to the current measurements, H2 production, energy and exergy efficiencies; 
the rate of exergy destruction change within the selected operating temperature interval of 


























20°C, which is about 0.03 W. The rate of exergy destruction under 1200 W/m2 irradiation 
is slightly higher than that of under 600 W/m2 irradiation, the difference in exergy 
destruction rates between two irradiation levels is around 0.005 W. At operating 
temperatures below 20°C, cooling is needed which increases the exergy destruction with 
decreasing operating temperatures. Conversely, to operate at temperatures above 20°C, 
heat input is required which also increases the exergy destruction with increasing operating 
temperatures. 
 
Figure 6.23 Effect of operating temperature on exergy destruction–model outputs (Process 2) – (i) cooling, 
(ii) heating. 
f. Optimum Operating Temperature Results 
In order to find the optimum operating temperature, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The average normalized rankings 
of the H2 production, energy and exergy efficiencies, and exergy destruction rates for 
Process 2 based on the thermodynamic model results are given in Figure 6.24. The selected 
operating temperature range for the optimum operating temperature investigation is 0-
100°C. Figure 6.24 shows that the highest average rankings are observed at 20°C for both 
600 W/m2 and 1200 W/m2 irradiation, which is 8/10. This means, within the selected 
operating temperature interval, the highest possible H2 production and efficiencies and the 
lowest possible exergy destruction occur at 20°C. Therefore, for the upcoming analyses, 






























Figure 6.24 Average normalized rankings of H2 production, efficiencies, and exergy destruction at 
different operating temperatures (Process 2). 
6.2.2 Effect of Inlet Mass Flow Rate 
The effect of the inlet mass flow rate is monitored under 2.5 V voltage and two different 
irradiation levels: 600 W/m2 (low) and 1200 W/m2 (high) and both the operating and 
environmental temperatures are set to 20°C. In this section, under three different inlet mass 
flow rates (0.25, 0.50, and 0.75 g/s), the measured current, H2 production, energy and 
exergy efficiencies, and rate of exergy destruction are presented. In the end, optimum inlet 
mass flow rate is estimated to select the flow rate where the H2 production and energy and 
efficiencies are maximized and the exergy destruction is minimized. 
a. Measured Current Results 
The average values of the current measurement results at selected inlet mass flow rates of 
0.25, 0.50, and 0.75 g/s during the PEC experiments is presented in Figure 6.25. The 
average standard deviation in the current measurements is 0.001 A. Figure 6.21 shows that 
the current measurement increases with increasing inlet mass flow rates. The primary 
reason of this tendency is that with increasing flow rates, the consumed ions are replaced 
more frequently and this prevents from negative or positive ion accumulation. Positive or 
negative ion accumulation slows the redox reactions down and reduces the corresponding 
current generation due to ion replacement. Therefore, preventing and/or minimizing 



























that the membrane is capable of generating photocurrent since the increase in irradiation 
causes an increase in the current measurement as well. 
 
Figure 6.25 Effect of inlet mass flow rate on current measurements (Process 2). 
b. Hydrogen Production Results 
The experimental and model H2 production outputs at different inlet mass flow rates are 
presented in Figure 6.26. Each experimental run is repeated three times at each inlet mass 
flow rate (0.25, 0.50, and 0.75 g/s) and irradiation level (600 and 1200 W/m2) resulting an 
average standard deviation of 0.1 g/h. Figure 6.26 shows that the effect of the inlet mass 
flow rate on the H2 production is similar to the current measurement results presented in 
Figure 6.25.  
 
Figure 6.26 Effect of inlet mass flow rate on H2 production with comparison of experimental and model 





















































In addition, Figure 6.26 points out that the model outputs are in a good agreement 
with the experimental results. Within the selected inlet mass flow rate interval, on average, 
the model predicts about 0.1 g/h more H2 production which corresponds to an average 
difference of 5.5% for both 600 and 1200 W/m2 irradiation. This difference might be 
caused by the assumptions of steady-state steady-flow, negligible kinetic and potential 
energy changes, heat losses to the environment; and conductivity losses in auxiliary 
components.  
c. Energy Efficiency Results 
The effect of the inlet mass flow rate on the energy efficiency of Process 2 is presented in 
Figure 6.27. The experimental results show that when the inlet mass flow rate is increased 
from 0.25 to 0.75 g/s, the energy efficiency increases from 18% to 20% under 600 W/m2 
irradiation and from 10% to 11% under 1200 W/m2 irradiation. In contrast to Process 1 in 
which the energy efficiency decreases with increasing mass flow rates, in Process 2, the 
energy efficiency increases with flow rate. This could be because of the incoming photon 
energy reducing the load requirements by minimizing the losses. Each experimental run is 
repeated three times at each inlet mass flow rate (0.25, 0.50, and 0.75 g/s) and irradiation 
level (600 and 1200 W/m2) resulting an average standard deviation of around 0.7%.  
 
Figure 6.27 Effect of inlet mass flow rate on energy efficiency with comparison of experimental and model 
outputs (Process 2). 
From Figure 6.27, it can be seen that the energy efficiency results of the 























an acceptable level of agreement. Within the selected inlet mass flow rate interval, on 
average, the model predicts about 9% higher energy efficiency under 600 and 1200 W/m2 
irradiation. The primary reason for this difference is the assumptions used when developing 
the thermodynamic and electrochemical models, as discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.28 shows the effect of the inlet mass flow rate on the exergy efficiency in Process 
2. The experimental findings show that when the inlet mass flow rate is increased from 
0.25 to 0.75 g/s, the exergy efficiency increases from 20% to 22% under 600 W/m2 
irradiation and from 13% to 14% under 1200 W/m2 irradiation. Similar to the energy 
efficiency results of Process 2, the incoming photon energy is reducing the load 
requirements by minimizing the losses. Each experimental run is repeated three times at 
each inlet mass flow rate (0.25, 0.50, and 0.75 g/s) and irradiation level (600 and 1200 
W/m2) resulting an average standard deviation of around 1%.  
 
Figure 6.28 Effect of inlet mass flow rate on exergy efficiency with comparison of experimental and model 
outputs (Process 2). 
The experimental runs take place at 0.25, 0.50, and 0.75 g/s inlet mass flow rates 
and within the selected inlet mass flow rate interval, the experimental results and model 
outputs have similar behaviors. Within the selected inlet mass flow rate interval, on 
average, the model predicts about 8% higher exergy efficiency. The main cause of this 
variance is the assumptions taken into account when developing the model, which are 























e. Exergy Destruction Results 
The effect of the inlet mass flow rate on the exergy destruction rate of Process 2 is presented 
in Figure 6.29. When evaluating the exergy destructions, the experimental results and the 
electrochemical and thermodynamic models are used together to evaluate the effect of the 
inlet mass flow rate on exergy destruction. Figure 6.29 shows that the lowest exergy 
destruction rate is observed at 0.1 g/s, which is about 0.003 W. With increasing inlet mass 
flow rates, the rate of exergy destruction increases due to increasing pump input and 
voltage requirements. 
 
Figure 6.29 Effect of inlet mass flow rate on exergy destruction –model outputs (Process 2). 
f. Optimum Inlet Mass Flow Rate Results 
In order to find the optimum inlet flow rate, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The average normalized rankings 
of H2 production, energy and exergy efficiencies, and exergy destruction rates for Process 
2 based on the thermodynamic model results are given in Figure 6.30. For the maximum 
possible H2 production rate, energy and exergy efficiencies, and minimum possible exergy 
destruction, the optimum inlet mass flow rate is 0.70 g/s and 0.90 g/under 600 W/m2 and 






























Figure 6.30 Average normalized rankings of H2 production, efficiencies, and exergy destruction at 
different inlet mass flow rates (Process 2). 
6.2.3 Effect of Environmental Temperature 
The effect of the environmental temperature is investigated based on the thermodynamic 
model under 2.5 V applied voltage, 0.25 g/s inlet mass flow rate for both 600 and 1200 
W/m2 irradiation, and the operating temperature is 20°C. Within the selected environmental 
temperature interval of 0-40°C, the efficiencies and rate of exergy destruction of Process 2 
under 600 W/m2 irradiation are presented in Figure 6.31. Since the operating temperature 
is 20°C, the system needs heating at environmental temperatures below 20°C. Conversely, 
the system needs cooling at environmental temperatures above 20°C. Thus, 20°C gives the 
highest efficiencies and lowest exergy destruction. 
 
Figure 6.31 Effect of environmental temperature on exergy destruction and efficiencies under 600 W/m2 








































































Figure 6.32 demonstrates the energy and exergy efficiencies and rate of exergy 
destruction of Process 2 under 1200 W/m2 irradiation. Since the operating temperature is 
20°C, the system needs heating at environmental temperatures lower than 20°C. On the 
other hand, the system needs cooling at environmental temperatures higher than 20°C. As 
a result, 20°C gives the highest energy and exergy efficiencies and lowest exergy 
destruction within the selected environmental temperature interval. Therefore, the desired 
environmental temperature is 20°C for both 600 and 1200 W/m2 irradiation. 
 
Figure 6.32 Effect of environmental temperature on exergy destruction and efficiencies under 1200 W/m2 
irradiation (Process 2) – (i) heating, (ii) cooling. 
6.2.4 Coated Membrane Results 
Figure 6.33 presents the current readings of the membrane before and after the Cu2O 
coating process at three different potentials (2.5, 3, and 3.5 V) under 1200 W/m2 irradiation 
in Process 2. From Figure 6.33, it can be seen that the Cu2O coating causes an increase in 
current generation at selected applied potentials. As a result, it is concluded that the Cu2O 
coating increases the light response (photocurrent generation) and the conductivity of the 















































Figure 6.33 Effect of membrane coating on current measurements at different applied potentials under 
1200 W/m2 irradiation. 
6.2.5 Uncertainty Analysis Results 
The average uncertainty analysis results of Process 2 experiments are presented in Table 
6.2. The highest uncertainty is observed in exergy efficiency calculations, which is around 
±7.98 and this amount is followed by energy efficiency calculations (±6.46). Uncertainty 
in hydrogen production results, on average, is calculated to be ±1.33. And the uncertainty 
in current measurements is less than ±1.00 (±0.38).  
Table 6.2 Summary of uncertainties during Process 2 experimental runs. 
Type of result Uncertainty (%) 
Current  ±0.38 
Hydrogen production ±1.33 
Energy efficiency ±6.46 
Exergy efficiency ±7.98 
 
6.2.6 Statistical Analysis Results 
The statistical analysis of the Process 2 experimental results is conducted based on the 
Design of Experiments (DOE) approach. The agreement between DOE model and the 
actual data points and leverage residuals plot for the current, hydrogen production, and 
energy and exergy efficiencies for Process 2 are presented in Figures 6.34–6.37. The F-test 























generation, hydrogen production, and energy and exergy efficiencies in Process 2. These 
parameters are the operating temperature, inlet mass flow rate, and the irradiation level. 
The detailed statistical analysis results of the current measurements of Process 2 is 
presented in Figure 6.34. The DOE model has a good agreement with the actual 
experimental data with a root mean square error of 0.0251. The standard error in current 
measurements is about 0.01. The F-test results show that the irradiation level has an F-ratio 
of 271.24, inlet mass flow rate has an F-ratio of 145.52, and the operating temperature has 
an F-ratio of 62.06. Therefore, it is concluded that the irradiation level has a higher impact 
on the current generation in Process 2 compared to the inlet mass flow rate and operating 
temperature. 
 
(a)      (b) 
 
(c)      (d) 
Figure 6.34 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 2 experimental current measurements. 
The comparison of the present experimental hydrogen production and the DOE 
model results along with the leverage residuals of Process 2 are provided in Figure 6.35. 
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The DOE model agrees with the actual experimental data with a root mean square error of 
0.0001. The standard error in hydrogen production is less than 0.001, which is considered 
to be zero. The F-test results indicate that the inlet mass flow rate has an F-ratio of 4354.24, 
irradiation level has an F-ratio of 227.74, and the operating temperature has an F-ratio of 
9.15. For that reason, it is determined that the inlet mass flow rate has a greater influence 
on the hydrogen production in Process 2 compared to the irradiation level and the operating 
temperature.  
 
(a)      (b) 
 
(c)      (d) 
Figure 6.35 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 2 experimental hydrogen production results. 
Figure 6.36 shows the detailed statistical analysis of the energy efficiency results 
of Process 2. The DOE model has a satisfactory agreement with the actual experimental 
data with a root mean square error of 3.1642. The standard error in energy efficiency results 
is about 0.7. The F-test results present that the irradiation level has an F-ratio of 102.03, 
operating temperature has an F-ratio of 46.49, and the inlet mass flow rate has an F-ratio 
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of 0.41. As a result, it is concluded that the irradiation level has a higher impact on the 
energy efficiency in Process 2 compared to the operating temperature and inlet mass flow 
rate.  
 
(a)      (b) 
 
(c)      (d) 
Figure 6.36 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 2 experimental energy efficiency results. 
Figure 6.37 shows the comparison of the present experimental exergy efficiency 
and the DOE model results along with the leverage residuals of Process 2. The DOE model 
agrees with the actual experimental data with a root mean square error of 2.9448. The 
standard error in exergy efficiency is about 0.60. The F-test results indicate that the 
irradiation level has an F-ratio of 114.21, operating temperature has an F-ratio of 51.18, 
and the inlet mass flow rate has an F-ratio of 0.27. For that reason, it is determined that the 
irradiation level has a greater influence on the exergy efficiency in Process 2 compared to 
the operating temperature and the inlet mass flow rate.  
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(a)      (b) 
 
(c)      (d) 
Figure 6.37 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 2 experimental exergy efficiency results. 
6.3 Process 3 – Chloralkali: Results and Discussion 
In the chloralkali experiments, the hybrid reactor is tested under no simulated light 
conditions. Saturated NaCl solution and H2O are fed to the anode and cathode, respectively. 
In this section, the effects of the operating temperature, inlet mass flow rate, and 
environmental temperature on the measured current, H2 production, energy and exergy 
efficiencies, and exergy destruction are discussed. The optimum operating temperature, 
inlet mass flow rate, and environmental temperature are shown. In the end, the uncertainty 
and statistical analyses of Process 3 test results are provided. 
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6.3.1 Effect of Operating Temperature 
The effect of the operating temperature is examined under 2.5 V applied voltage, 0.25 g/s 
inlet mass flow rate, and the environmental temperature is 20°C. Under four different 
operating temperatures (20, 40, 60, and 80°C), the measured current, H2 production, energy 
and exergy efficiencies, and rate of exergy destruction are presented. In the end, the 
optimum operating temperature is assessed in order to find out the temperature where the 
H2 production and energy and efficiencies are maximized and the exergy destruction is 
minimized. 
a. Measured Current Results 
The average current measurement results at the selected operating temperatures (20, 40, 
60, and 80°C) during the chloralkali experiments is presented in Figure 6.38. The average 
standard deviation in the current measurements is 0.001 A. As can be seen in Figure 6.38, 
with increasing operating temperatures, the current measurements are increasing as well. 
The primary reason of this tendency is the increasing component conductivities. Since the 
voltage losses and electrical resistance of the reactor components are decreasing with the 
increasing operation temperature, higher currents are measured at higher temperatures.  
 
Figure 6.38 Effect of operating temperature on current measurement results (Process 3). 
b. Hydrogen Production Results 
The comparison of the experimental and model H2 production outputs at different operating 


























each temperature resulting an average standard deviation of 0.1 g/h. As can be seen in 
Figure 6.39, the effect of the operating temperature on H2 production is similar to the effect 
of operating temperature on the current generation presented in Figure 6.30. With 
increasing conductivities and decreasing losses, the H2 production increases with 
increasing temperatures. 
 
Figure 6.39 Effect of operating temperature on H2 production with comparison of experimental and model 
outputs (Process 3). 
Figure 6.39 also shows that the model outputs are in a good agreement with the 
experimental results. Within the selected operating temperature interval, on average, the 
model predicts about 0.1 g/h more H2 production which corresponds to an average 
difference of 8%. This difference might be caused from the following assumptions (i) 
steady-state steady-flow, (ii) changes in kinetic and potential energies, (iii) heat losses to 
the environment; and (iv) conductivity losses in auxiliary components. 
c. Energy Efficiency Results 
The effect of the operating temperature on the energy efficiency for Process 3 is presented 
in Figure 6.40. The experimental results show that when the operating temperature is 
increased from 20°C to 80°C, the energy efficiency decreases from about 50 to 20%. The 
reason of this decrease is the introduction of heat input which lowers the efficiency despite 
the fact that H2 production is increasing with increasing operating temperatures. Each 
experimental run is repeated three times at each temperature resulting an average standard 































Figure 6.40 Effect of the operating temperature on energy efficiency with comparison of experimental and 
model outputs (Process 3) – (i) cooling, (ii) heating. 
From Figure 6.40, it can be seen that the energy efficiency behaves differently with 
respect to the operating temperature. The model states that the energy efficiency increases 
with increasing operating temperatures up to 20°C and then starts decreasing after 20°C. 
The reason of this change is the environmental temperature. Since the environmental 
temperature is 20°C, operating at temperatures below 20°C require cooling and heating is 
required to operate at temperatures above 20°C. The experimental runs take place at 20, 
40, 60, and 80°C and within the selected interval, the model outputs are in good agreement 
with the experiments. On average, the model predicts about 10% higher energy efficiency. 
The primary reason for this difference is the assumptions used when developing the 
thermodynamic and electrochemical models, as discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.41 shows the effect of the operating temperature on the exergy efficiency for 
Process 3. The experimental results show that when the operating temperature is increased 
from 20°C to 80°C, the exergy efficiency decreases from 38% to 29%. Similar to the energy 
efficiency results, higher heat input requirements lower the exergy efficiency at increasing 
operating temperatures. Each experimental run is repeated three times at each temperature 




























Figure 6.41 Effect of operating temperature on exergy efficiency with comparison of experimental and 
model outputs (Process 3) – (i) cooling, (ii) heating. 
From Figure 6.41, it can be seen that the exergy efficiency increases with increasing 
operating temperatures up to 20°C and then starts decreasing after 20°C. The reason for 
this change is the environmental temperature. Since the environmental temperature is 20°C, 
operating at temperatures below 20°C requires cooling and heating is needed to operate at 
temperatures above 20°C. The experimental runs take place at 20, 40, 60, and 80°C and 
within the selected interval, the experimental results and the model outputs are in good 
agreement. On average, the model predicts about 17% higher exergy efficiency. The main 
cause of this variance is the assumptions taken into account when developing the 
thermodynamic and electrochemical models, which are discussed earlier in this section. 
e. Exergy Destruction Results 
The exergy destruction rate results of Process 3 within the operating temperature interval 
of 0°C - 100°C is presented in Figure 6.42. In the calculation of exergy destructions, the 
experimental results and the electrochemical and thermodynamic models are used together 
to evaluate the effect of the operating temperature on exergy destruction. Figure 6.42 shows 



























Figure 6.42 Effect of operating temperature on exergy destruction – model outputs (Process 3). 
f. Optimum Operating Temperature Results 
In order to find the optimum operating temperature, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The normalized rankings of the H2 
production, energy and exergy efficiencies, and exergy destruction rates for Process 3 
based on the thermodynamic model results are given in Figure 6.43 along with average 
rankings.  
 
Figure 6.43 Normalized rankings of H2 production, efficiencies, and exergy destruction at different 
operating temperatures (Process 3). 
Figure 6.43 shows that the highest average ranking is observed at 20°C which is 























































production and efficiencies and the lowest possible exergy destruction occur at 20°C. 
Therefore, for the upcoming analyses, 20°C is chosen to be the operating temperature. 
6.3.2 Effect of Inlet Mass Flow Rate 
The effect of the inlet mass flow rate is monitored under 2.5 V applied voltage, and both 
the operating and environmental temperatures are 20°C. In this section, under three 
different inlet mass flow rates (0.25, 0.50, and 0.75 g/s), the measured current, H2 
production, energy and exergy efficiencies, and the rate of exergy destruction are 
presented. In the end, the optimum inlet mass flow rate is estimated to select the flow rate 
where the H2 production and energy and efficiencies are maximized and the exergy 
destruction is minimized. 
a. Measured Current Results 
The average values of the measured current data results at selected inlet mass flow rates of 
0.25, 0.50, and 0.75 g/s during the chloralkali experiments are presented in Figure 6.44. 
The average standard deviation in measured current is 0.003 A. 
 
Figure 6.44 Effect of inlet mass flow rate on current measurement results (Process 3). 
Figure 6.44 shows that the current measurements increase with increasing inlet 
mass flow rates. The primary reason of this tendency is that with increasing flow rates, the 
depleted ions are replaced more rapidly and this prevents from negative or positive ion 
accumulation. Positive or negative ion accumulation slows the redox reactions down and 


























preventing and/or minimizing positive or negative ion replacement increases the current 
generation. 
b. Hydrogen Production Results 
The experimental and model H2 production outputs at different inlet mass flow rates are 
presented in Figure 6.45. Each experimental run is repeated three times at each inlet mass 
flow rate resulting an average standard deviation of 0.1 g/h. Figure 6.45 shows that the 
effect of the inlet mass flow rate on the H2 production is similar to the current measurement 
results presented in Figure 6.44.  
 
Figure 6.45 Effect of inlet mass flow rate on H2 production with comparison of experimental and model 
outputs (Process 3). 
In addition, Figure 6.45 indicates that the model outputs are in very good agreement 
with the experimental results. Within the selected inlet mass flow rate interval, on average, 
the model predicts about 0.1 g/h more H2 production which corresponds to an average 
difference of 7%. This difference might be caused from the assumptions of steady-state 
steady-flow, negligible kinetic and potential energy changes, heat losses to the 
environment; and conductivity losses in auxiliary components. 
c. Energy Efficiency Results 
The effect of the inlet mass flow rate on the energy efficiency for Process 3 is presented in 
Figure 6.46. The experimental results show that when the inlet mass flow rate is increased 
from 0.25 to 0.75 g/s, the energy efficiency decreases from about 49% to 42%. The reason 




























mass flow rates. Each experimental run is repeated three times at each inlet mass flow rate 
resulting an average standard deviation of around 1%.  
 
Figure 6.46 Effect of inlet mass flow rate on energy efficiency with comparison of experimental and model 
outputs (Process 3). 
From Figure 6.46, it can be seen that the energy efficiency results of the 
experimental runs and the model outputs have similar tendencies, which can be considered 
as an acceptable level of agreement. Within the selected inlet mass flow rate interval of 
0.25 to 0.75 g/s, on average, the model predicts about 22% higher energy efficiency. The 
primary reason for this difference is the assumptions used when developing the 
thermodynamic and electrochemical models, as discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.47 shows the effect of the inlet mass flow rate on the exergy efficiency of Process 
3. The experimental results show that when the inlet mass flow rate is increased from 0.25 
to 0.75 g/s, the exergy efficiency decreases from about 39% to 31%. Similar to the energy 
efficiency results, increasing pump input and voltage requirements lowers the exergy 
efficiency at increasing inlet mass flow rates. Each experimental run is repeated three times 
at each inlet mass flow rate resulting an average standard deviation of around 1%.  
The experimental runs take place at 0.25, 0.50, and 0.75 g/s inlet mass flow rates 
and within the selected inlet mass flow rate interval, the experimental results and model 
outputs have similar behaviors. Within the selected interval, on average, the model predicts 

























taken into account when developing the thermodynamic and electrochemical models, 
which are discussed earlier in this section. 
 
Figure 6.47 Effect of inlet mass flow rate on exergy efficiency with comparison of experimental and model 
outputs (Process 3). 
e. Exergy Destruction Results 
The effect of the inlet mass flow rate on the exergy destruction rate of Process 3 is presented 
in Figure 6.48. When evaluating the exergy destructions, the experimental results and the 
electrochemical and thermodynamic models are used together to evaluate the effect of the 
inlet mass flow rate on exergy destruction. Figure 6.48 shows that the lowest exergy 
destruction rate is observed at 0.1 g/s, which is about 0.003 W. With increasing inlet mass 
flow rates, the rate of exergy destruction increases due to increasing pump input and 
voltage requirements. 
 

















































f. Optimum Inlet Mass Flow Rate Results 
In order to find the optimum inlet mass flow rate, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The normalized rankings of H2 
production, efficiencies, and exergy destruction rates for Process 3 based on the 
thermodynamic model results are given in Figure 6.49 along with their average rankings.  
 
Figure 6.49 Normalized rankings of H2 production, efficiencies, and exergy destruction at different inlet 
mass flow rates (Process 3). 
Figure 6.49 shows that except the H2 production rate, all other performance criteria 
have decreasing rankings with increasing inlet mass flow rates. As a result, the average 
ranking is decreasing with increasing inlet mass flow rates too. However, since 0 g/s inlet 
mass flow rate would mean zero H2 production, and the aim is to produce H2, an inlet mass 
flow rate of 0.25 g/s is selected and this flow rate provides an average ranking of 4.5/10, 
which is high enough and acceptable within the given inlet mass flow rate interval. 
6.3.3 Effect of Environmental Temperature 
The effect of the environmental temperature is investigated based on the thermodynamic 
model under 2.5 V applied voltage, 0.25 g/s inlet mass flow rate, and the operating 
temperature is 20°C. Within the selected environmental temperature interval of 0-40°C, the 
energy and exergy efficiencies and rate of exergy destruction of Process 3 are presented in 
Figure 6.50. Since the operating temperature is 20°C, the system needs heating at 





























environmental temperatures above 20°C. As a result, 20°C gives the highest energy and 
exergy efficiencies and lowest exergy destruction within the selected environmental 
temperature interval of 0-40°C. Therefore, the desired environmental temperature is 20°C. 
 
Figure 6.50 Effect of environmental temperature on exergy destruction and efficiencies (Process 3) – (i) 
heating, (ii) cooling. 
6.3.4 Uncertainty Analysis Results 
The average uncertainty analysis results of Process 3 experiments are presented in Table 
6.3. The highest uncertainty is observed in exergy efficiency calculations, which is around 
±8.90 and this amount is followed by energy efficiency calculations (±5.95). Uncertainty 
in hydrogen production results, on average, is calculated to be ±1.25. And the uncertainty 
in current measurements is less than ±1.00 (±0.81).  
Table 6.3 Summary of uncertainties during Process 3 experimental runs. 
Type of result Uncertainty (%) 
Current  ±0.81 
Hydrogen production ±1.25 
Energy efficiency ±5.95 
Exergy efficiency ±8.90 
 
6.3.5 Statistical Analysis Results 
The statistical analysis of the Process 3 experimental results is conducted based on the 


















































actual data points and leverage residuals plot for the current, hydrogen production, and 
energy and exergy efficiencies for Process 3 are presented in Figures 6.51–6.54. The F-test 
is conducted to evaluate the impact of the two key input parameters on the current 
generation in Process 3. These parameters are the operating temperature and the inlet mass 
flow rate. 
 
(a)      (b) 
 
(c) 
Figure 6.51 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 3 experimental current measurements. 
The detailed statistical analysis results of the current measurements of Process 3 is 
presented in Figure 6.51. The DOE model has a good agreement with the actual 
experimental data with a root mean square error of 0.0388. The standard error in current 
measurements is less than 0.001, which is considered as zero. The F-test results show that 
the operating temperature has an F-ratio of 58.50 and the inlet mass flow rate has an F-ratio 
of 33.09. Therefore, it is concluded that the operating temperature has a higher impact on 
the current generation in Process 3 compared to the inlet mass flow rate.  
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(a)      (b) 
 
(c) 
Figure 6.52 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 3 experimental hydrogen production results. 
The comparison of the present experimental hydrogen production and the DOE 
model results along with the leverage residuals of Process 3 are provided in Figure 6.52. 
The DOE model and experimental hydrogen production results comparison along with the 
leverage residuals of Process 3 are provided in Figure 6.52. The DOE model agrees with 
the actual experimental data with a root mean square error of 0.0001. The standard error in 
hydrogen production is less than 0.001, which is considered to be zero. The F-test results 
indicate that the inlet mass flow rate has an F-ratio of 9275.06 and the operating 
temperature has an F-ratio of 86.02. For that reason, it is determined that the inlet mass 
flow rate has a greater influence on the hydrogen production in Process 3 compared to the 
operating temperature.  
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(a)      (b) 
 
(c) 
Figure 6.53 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 3 experimental energy efficiency results. 
Figure 6.53 shows the detailed statistical analysis of the energy efficiency results 
of Process 3. The DOE model has a satisfactory agreement with the actual experimental 
data with a root mean square error of 5.8849. The standard error in energy efficiency results 
is about 1.25. The F-test results present that the operating temperature has an F-ratio of 
32.80 and the inlet mass flow rate has an F-ratio of 0.19. As a result, it is concluded that 
the operating temperature has a higher impact on the energy efficiency in Process 3 
compared to the inlet mass flow rate.  
Figure 6.54 shows the comparison of the present experimental exergy efficiency 
and the DOE model results along with the leverage residuals of Process 3. The DOE model 
and experimental exergy efficiency results comparison along with the leverage residuals of 
Process 3 are provided in Figure 6.54. The DOE model agrees with the actual experimental 
data with a root mean square error of 6.1182. The standard error in exergy efficiency is 
160 
about 1.30. The F-test results indicate that the operating temperature has an F-ratio of 28.21 
and the inlet mass flow rate has an F-ratio of 0.34. For that reason, it is determined that the 
operating temperature has a greater influence on the exergy efficiency in Process 3 
compared to the inlet mass flow rate.  
 
(a)      (b) 
 
(c) 
Figure 6.54 Results of (a) DOE model, (b) operating temperature leverage plot, and (c) inlet mass flow rate 
leverage plot of Process 3 experimental exergy efficiency results. 
6.4 Process 4 – Photoelectrochemical-Chloralkali: Results and Discussion 
In the PEC-chloralkali experiments, the hybrid reactor is investigated under two irradiation 
levels: 600 W/m2 (low) and 1200 W/m2 (high). Saturated NaCl solution and H2O are fed 
to the anode and cathode, respectively. In this section, the effects of the operating 
temperature, inlet mass flow rate, and environmental temperature on the measured current, 
H2 production, energy and exergy efficiencies, and exergy destruction are discussed in 
detail. The optimum operating temperature, inlet mass flow rate, and environmental 
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temperature are presented as well. And last but not least, the uncertainty and statistical 
analyses of Process 4 test results are provided. 
6.4.1 Effect of Operating Temperature 
The effect of the operating temperature is investigated under 2.5 V applied voltage, 0.25 
g/s inlet mass flow rate, and the environmental temperature is 20°C. Under four different 
operating temperatures (20, 40, 60, and 80°C), the measured current, H2 production, energy 
and exergy efficiencies, and rate of exergy destruction are presented for both 600 W/m2 
(low) and 1200 W/m2 (high) irradiation levels. In the end, the optimum operating 
temperature is calculated in order to determine the temperature where the H2 production 
and energy and efficiencies are maximized and the exergy destruction is minimized. 
a. Measured Current Results 
The average values of the current measurement results at operating temperatures (20, 40, 
60, and 80 °C) during the during the PEC-chloralkali experiments is presented in Figure 
6.55. The average standard deviation in the current measurements is 0.002 A. The current 
measurements are higher at elevated operating temperatures and irradiation levels. The 
voltage losses and electrical resistance of the reactor components are decreasing with the 
increasing operation temperatures, higher currents are measured at higher operating 
temperatures. The increase in current measurements with increasing irradiation level 
confirms that the Cu2O coated membrane is responding generating photocurrent.  
 

























b. Hydrogen Production Results 
The comparisons of the experimental and model H2 production outputs at different 
operating temperatures and under two different light settings are presented in Figure 6.56. 
Each experimental run is repeated three times at each operating temperature and each light 
setting resulting an average standard deviation of 0.09 g/h for 600 W/m2 irradiation and 
0.05 g/h for 600 W/m2 irradiation. As can be seen from Figure 6.56, the effect of the 
operating temperature on H2 production is similar to current measurement results presented 
in Figure 6.55. Because of the increasing conductivities and decreasing losses, the H2 
production increases with increasing operating temperatures. Also, the reactor is producing 
H2 at higher rates with increasing irradiation. 
 
Figure 6.56 Effect of operating temperature on H2 production with comparison of experimental and model 
outputs (Process 4). 
Figure 6.56 also shows that the model outputs are showing a good agreement with 
the experimental results. Within the selected operating temperature interval, on average, 
the model predicts about 0.1 g/h more H2 production which corresponds to an average 
difference of 3%. This difference might be caused by (i) transition state flows, (ii) changes 
in kinetic and potential energies, (iii) heat losses to the environment; and (iv) conductivity 
losses in auxiliary components.  
c. Energy Efficiency Results 
The effect of the operating temperature on the energy efficiency for Process 4 is given in 






























increased from 20°C to 80°C, the energy efficiency decreases from about 18% to 13% 
under 600 W/m2 irradiation and from about 12% to 8% under 1200 W/m2 irradiation. The 
reason of this decrease is the increasing heat input requirement with increasing operating 
temperatures which lowers the efficiency despite the fact that H2 production is increasing 
with increasing operating temperatures. Each experimental run is repeated three times at 
each operating temperature and irradiation level resulting an average standard deviation of 
around 1%.  
 
Figure 6.57 Effect of operating temperature on energy efficiency with comparison of experimental and 
model outputs (Process 4) – (i) cooling, (ii) heating. 
From Figure 6.57, it can be seen that the energy efficiency shows different 
behaviors with respect to the operating temperature. The model states that the energy 
efficiency increases with increasing operating temperatures up to 20°C and then starts 
decreasing after 20°C. The reason for this change is the environmental temperature. As the 
environmental temperature is 20°C, operating at temperatures below 20°C requires cooling 
and heating is required to operate above 20°C. Within the selected temperature interval, 
the experimental results and model outputs are in good agreement. On average, the model 
predicts about 6% higher energy efficiency. The primary reason for this difference is the 
assumptions used when developing the thermodynamic and electrochemical models, as 























d. Exergy Efficiency Results 
Figure 6.58 shows the effect of the operating temperature on the exergy efficiency of 
Process 4. The experimental results show that when the operating temperature is increased 
from 20°C to 80°C, the exergy efficiency decreases from about 24% to 22% under 600 
W/m2 irradiation and from about 15% to 11% under 1200 W/m2 irradiation. . Similar to the 
energy efficiency results, introduction and increase of the heat input lowers the exergy 
efficiency at increasing operating temperatures. Each experimental run is repeated three 
times at each operating temperature and irradiation level resulting an average standard 
deviation of around 1%. 
 
Figure 6.58 Effect of operating temperature on exergy efficiency with comparison of experimental and 
model outputs (Process 4) – (i) cooling, (ii) heating. 
Similar to the energy efficiencies shown in Figure 6.58, the exergy efficiency 
increases with increasing operating temperatures up to 20°C and then starts decreasing after 
20°C. As the environmental temperature is 20°C, operating below 20°C requires cooling 
and heating is needed to operate above 20°C. Within the selected operating temperature 
interval, the experimental results and model outputs are in good agreement. Within the 
selected operating temperature interval, on average, the model predicts about 5% higher 
exergy efficiency. The main cause of this variance is the assumptions taken into account 
when developing the thermodynamic and electrochemical models, which are discussed 



























e. Exergy Destruction Results 
The rate of exergy destruction change within the operating temperature interval of 0°C - 
100°C is presented in Figure 6.59. The lowest exergy destruction rate is observed at 0°C, 
which is about 0.03 W. The rate of exergy destruction under 1200 W/m2 irradiation is 
slightly higher than that of under 600 W/m2 irradiation, the difference in exergy destruction 
rates between two irradiation levels is around 0.005 W.  
 
Figure 6.59 Effect of operating temperature on exergy destruction –model outputs (Process 4). 
f. Optimum Operating Temperature Results 
In order to find the optimum operating temperature, the thermodynamic model results are 
normalized and ranked using Equations (6.1) and (6.2). The average normalized rankings 
of the H2 production, energy and exergy efficiencies, and exergy destruction rates for 
Process 4 based on the thermodynamic model results are given in Figure 6.60. The selected 
operating temperature range for the optimum operating temperature investigation is 0-
100°C. 
Figure 6.60 shows that the highest average rankings are observed at 20°C for both 
600 and 1200 W/m2 irradiation. The average normalized rankings at 20°C under 600 and 
1200 W/m2 irradiation are 7.44/10 and 7.02/10, respectively. Hence, within the selected 
interval, the highest possible H2 production and efficiencies and lowest possible exergy 






























Figure 6.60 Average normalized rankings of H2 production, efficiencies, and exergy destruction at 
different operating temperatures (Process 4). 
6.4.2 Effect of Inlet Mass Flow Rate 
The effect of the inlet mass flow rate is studied under 2.5 V applied voltage, and two 
different irradiation levels: 600 (low) and 1200 W/m2 (high). Both the operating and 
environmental temperatures are 20°C. In this section, under three different mass flow rates, 
the measured current, H2 production, energy and exergy efficiencies, and exergy 
destruction rates are presented. The optimum flow rate is estimated to find the flow rate 
where H2 the production and energy and efficiencies are maximized and the exergy 
destruction is minimized. 
a. Measured Current Results 
Figure 6.61 shows the effect of the inlet mass flow rate on the current readings during 
Process 4 experiments. The average standard deviation in measured current is 0.001 A. 
Figure 6.61 shows that the current readings increase with increasing inlet mass flow rates. 
The primary reason of this tendency is that with increasing flow rates, the consumed ions 
are replaced more rapidly and this prevents from negative or positive ion accumulation. 
Positive or negative ion accumulation slows the redox reactions down and reduces the 
corresponding current generation due to ion replacement. Therefore, preventing and/or 
minimizing positive or negative ion replacement increases the current generation. Also, it 
can be seen that the membrane is capable of generating photocurrent since the increase in 




























Figure 6.61 Effect of inlet mass flow rate on measured current (Process 4). 
b. Hydrogen Production Results 
The experimental and model H2 production outputs at different inlet mass flow rates are 
presented in Figure 6.62. Each experimental run is repeated three times at each inlet mass 
flow rate (0.25, 0.50, and 0.75 g/s) and irradiation level (600 and 1200 W/m2) resulting an 
average standard deviation of 0.1 g/h. Figure 6.50 shows that the effect of the inlet mass 
flow rate on H2 production is similar to the current measurement results presented in Figure 
6.61.  
 
Figure 6.62 Effect of inlet mass flow rate on H2 production with comparison of experimental and model 
outputs (Process 4). 
Furthermore, Figure 6.62 points out that the model outputs are in a good agreement 
























































the model predicts about 0.1 g/h more H2 production which corresponds to an average 
difference of 2.5% for both 600 and 1200 W/m2 irradiation. This difference might be 
caused by the assumptions of steady-state steady-flow, negligible kinetic and potential 
energy changes, heat losses to environment; and conductivity losses in auxiliary 
components. 
c. Energy Efficiency Results 
The effect of the inlet mass flow rate on the energy efficiency of Process 4 is presented in 
Figure 6.63. The experimental results show when the inlet mass flow rate is increased from 
0.25 to 0.75 g/s, the energy efficiency increases from 18% to 27% under 600 W/m2 and 
from 12% to 20% under 1200 W/m2 irradiation. Contrary to Process 3 in which the energy 
efficiency decreases with increasing flow rates, in Process 4, the energy efficiency 
increases with flow rate. Incoming photon energy could be reducing the load demand by 
minimizing the losses. Each experimental run is repeated three times at each inlet mass 
flow rate and irradiation level resulting an average standard deviation of around 1%. 
 
Figure 6.63 Effect of inlet mass flow rate on energy efficiency with comparison of experimental and model 
outputs (Process 4). 
From Figure 6.63, it can be seen that the energy efficiency results of the 
experimental runs and model outputs have similar tendencies, which can be considered as 
an acceptable level of agreement. Within the selected inlet mass flow rate interval, on 
























irradiation. The primary reason for this difference is the assumptions used when developing 
the thermodynamic and electrochemical models, as discussed earlier in this section. 
d. Exergy Efficiency Results 
Figure 6.64 shows the effect of the inlet mass flow rate on the exergy efficiency in Process 
4. The experimental results show that when the inlet mass flow rate is increased from 0.25 
to 0.75 g/s, the exergy efficiency increases from 22% to 26% under 600 W/m2 and from 
14% to 21% under 1200 W/m2 irradiation. Similar to the energy efficiency results, the 
incoming photon energy is reducing the load requirements by minimizing the losses. Each 
experimental run is repeated three times at each inlet mass flow rate and irradiation level 
resulting an average standard deviation of 1%.  
 
Figure 6.64 Effect of inlet mass flow rate on exergy efficiency with comparison of experimental and model 
outputs (Process 4). 
The experimental runs take place at 0.25, 0.50, and 0.75 g/s inlet mass flow rates 
and within the selected inlet mass flow rate interval, the experimental results and model 
outputs have similar behaviors. Within the selected inlet mass flow rate interval, on 
average, the model predicts about 10% higher exergy efficiency. The main cause of this 
variance is the assumptions taken into account when developing the thermodynamic and 
electrochemical models, which are discussed earlier in this section. 
e. Exergy Destruction Results 
The effect of the inlet mass flow rate on the exergy destruction rate of Process 4 is presented 
























electrochemical and thermodynamic models are used together to evaluate the effect of the 
inlet mass flow rate on exergy destruction. Figure 6.65 shows that the lowest exergy 
destruction rate is observed at 0.1 g/s, which is about 0.003 W. With increasing inlet mass 
flow rates, the rate of exergy destruction increases due to increasing pump input and 
voltage requirements. 
 
Figure 6.65 Effect of inlet mass flow rate on exergy destruction –model outputs (Process 4). 
f. Optimum Inlet Mass Flow Rate Results 
In order to find the optimum inlet mass flow rate, the thermodynamic model results are 
normalized and ranked based on Equations (6.1) and (6.2). The average normalized 
rankings of the H2 production, energy and exergy efficiencies, and exergy destruction rates 
for Process 4 based on the thermodynamic model results are given in Figure 6.66.  
 
Figure 6.66 Average normalized rankings of H2 production, efficiencies, and exergy destruction at 























































In order to have the maximum possible H2 production rate, energy and exergy 
efficiencies, and minimum possible exergy destruction rate, the optimum inlet mass flow 
rate under 600 W/m2 is about 0.90 g/s and this amount is 0.92 g/s for 1200 W/m2 irradiation. 
6.4.3 Effect of Environmental Temperature 
The effect of the environmental temperature is investigated under 2.5 V applied voltage, 
0.25 g/s inlet mass flow rate for both 600 and 1200 W/m2 irradiation, and the operating 
temperature is 20°C. Within the selected environmental temperature interval of 0-40°C, the 
efficiencies and rate of exergy destruction of Process 4 under 600 W/m2 irradiation are 
presented in Figure 6.67. Since the operating temperature is 20°C, the system needs heating 
at environmental temperatures below 20°C. Conversely, the system needs cooling at 
environmental temperatures above 20°C. Thus, 20°C gives the highest efficiencies and 
lowest exergy destruction. 
 
Figure 6.67 Effect of environmental temperature on exergy destruction and efficiencies under 600 W/m2 
irradiation (Process 4) – (i) heating, (ii) cooling. 
Figure 6.68 shows the energy and exergy efficiencies and exergy destruction of 
Process 4 under 1200 W/m2 irradiation. Since the operating temperature is 20°C, the system 
needs heating at environmental temperatures below 20°C. And it needs cooling at 
environmental temperatures above 20°C. As a result, 20°C gives the highest energy and 
exergy efficiencies and lowest exergy destruction within the selected interval. Therefore, 


















































Figure 6.68 Effect of environmental temperature on exergy destruction and efficiencies under 1200 W/m2 
irradiation (Process 4) – (i) heating, (ii) cooling. 
6.4.4 Uncertainty Analysis Results 
The average uncertainty analysis results of Process 4 experiments are presented in Table 
6.4. The highest uncertainty is observed in exergy efficiency calculations, which is around 
±8.51 and this amount is followed by energy efficiency calculations (±6.78). Uncertainty 
in hydrogen production results, on average, is calculated to be ±1.45. And the uncertainty 
in current measurements is less than ±1.00 (±0.43).  
Table 6.4 Summary of uncertainties during Process 4 experimental runs. 
Type of result Uncertainty (%) 
Current  ±0.43 
Hydrogen production ±1.45 
Energy efficiency ±6.78 
Exergy efficiency ±8.51 
 
6.4.5 Statistical Analysis Results 
The statistical analysis of the Process 4 experimental results is conducted based on the 
Design of Experiments (DOE) approach. The agreement between DOE model and the 
actual data points and leverage residuals plot for the current, hydrogen production, and 
energy and exergy efficiencies for Process 4 are presented in Figures 6.69–6.72. The F-test 















































generation in Process 4. These parameters are the operating temperature, inlet mass flow 
rate, and the irradiation level. 
 
(a)      (b) 
 
(c)      (d) 
Figure 6.69 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 4 experimental current measurements. 
The detailed statistical analysis results of the current measurements of Process 4 is 
presented in Figure 6.69. The DOE model has a good agreement with the actual 
experimental data with a root mean square error of 0.0388. The standard error in current 
measurements is less than 0.001, which is considered as zero. The F-test results show that 
the operating temperature has an F-ratio of 58.50, irradiation level has an F-ratio of 39.23, 
and the inlet mass flow rate has an F-ratio of 33.59. Therefore, it is concluded that the 
operating temperature has a higher impact on the current generation in Process 4 compared 
to the inlet mass flow rate and irradiation level. 
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(a)      (b) 
 
(c)      (d) 
Figure 6.70 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 4 experimental hydrogen production results. 
The comparison of the present experimental hydrogen production and the DOE 
model results along with the leverage residuals of Process 4 are provided in Figure 6.70. 
The DOE model agrees with the actual experimental data with a root mean square error of 
0.0001. The standard error in hydrogen production is less than 0.001, which is considered 
to be zero. The F-test results indicate that the inlet mass flow rate has an F-ratio of 9275.06, 
irradiation level has an F-ratio of 97.57, and the operating temperature has an F-ratio of 
86.02. For that reason, it is determined that the inlet mass flow rate has a greater influence 




(a)      (b) 
 
(c)      (d) 
Figure 6.71 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 4 experimental energy efficiency results. 
Figure 6.71 shows the detailed statistical analysis of the energy efficiency results 
of Process 4. The DOE model has a satisfactory agreement with the actual experimental 
data with a root mean square error of 5.8849. The standard error in energy efficiency results 
is about 1.25. The F-test results present that the irradiation level has an F-ratio of 33.82, 
operating temperature has an F-ratio of 32.80, and the inlet mass flow rate has an F-ratio 
of 0.19. As a result, it is concluded that the irradiation level has a higher impact on the 




(a)      (b) 
 
(c)      (d) 
Figure 6.72 Results of (a) DOE model, (b) operating temperature leverage plot, (c) inlet mass flow rate 
leverage plot, and (d) irradiation level leverage plot of Process 4 experimental exergy efficiency results. 
Figure 6.72 shows the comparison of the present experimental exergy efficiency 
and the DOE model results along with the leverage residuals of Process 4. The DOE model 
and experimental exergy efficiency results comparison along with the leverage residuals of 
Process 4 are provided in Figure 6.72. The DOE model agrees with the actual experimental 
data with a root mean square error of 6.1182. The standard error in exergy efficiency is 
about 1.30. The F-test results indicate that the irradiation level has an F-ratio of 32.55, 
operating temperature has an F-ratio of 28.21 and the inlet mass flow rate has an F-ratio of 
0.34. For that reason, it is determined that the irradiation level has a greater influence on 
the exergy efficiency in Process 4 compared to the operating temperature and the inlet mass 
flow rate.  
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6.5 Integrated System Results 
The integrated system performance is investigated based on varying the parameters as 
 The operating temperature: between 20°C and 80°C 
 The inlet mass flow rate: between 0.1 g/s and 15 g/s 
 The total photoactive area: between 2.7 and 6 m2 
 The environmental temperature: between 0°C and 40°C 
The total photoactive area is the sum of the PV/T and reactor photocatalytic 
membrane area. Both PV/T and membrane areas are taken to be as half of the total 
photoactive area. The system performance is evaluated based on the H2 and Cl2 production, 
electricity and heat generation, rate of exergy destruction, and energy and exergy 
efficiencies criteria. Four different case studies are comparatively assessed based on these 
criteria. These case studies are (i) optimum operating temperature, (ii) optimum inlet mass 
flow rate, (iii) optimum photoactive area, and (iv) optimum environmental temperature. 
Each optimum case is designed to deliver the highest possible H2, Cl2, heat, and electricity 
production, energy and exergy efficiencies, and lowest possible exergy destruction. In the 
end, these case studies are compared to select the most suitable parameters for the 
integrated system. 
6.5.1 Effect of Operating Temperature 
When investigating the effects of the operating temperature on H2, Cl2, electricity, and heat 
production, exergy destruction, and energy and exergy efficiencies; the inlet mass flow rate 
is 1g/s NaCl and 1 g/s H2O, the environmental temperature is 20°C, and the irradiation 
level is 1000 W/m2. And the total photoactive area is 4 m2 (2 m2 PV/T, 2 m2 PEC). 
a. Hydrogen and Chlorine Production Results 
The effect of the operating temperature on the integrated system’s H2 and Cl2 production 
is presented in Figure 6.73. Figure 6.73 shows that both H2 and Cl2 production rates 
increase with increasing operating temperatures. At 20°C, the H2 production rate is about 
4.1 g/h (~ 48 L/h) and the Cl2 production rate is around 124 g/h (~ 42 L/h). These amounts 
increase up to 4.9 g/h (70 L/h) for H2 and 148 g/h (60 L/h) for Cl2 at 80°C. The reason of 
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these increases is the enhanced conductivity of the system components and the membrane 
with increasing operating temperatures. With enhanced conductivities, potential losses are 





Figure 6.73 Effect of operating temperature on (a) H2 and (b) Cl2 production of integrated system. 
b. Electricity and Heat Production Results 
Figure 6.74 shows the effect of the operating temperature on the electricity and heat 
production in the integrated system. Figure 6.74 shows that with increasing operating 
temperatures, both electricity and heat production rate decreases. At 20°C, the electricity 
production is about 158 W and the heat production is around 792 W. These amounts 
decrease to 104 W for electricity and 296 W for heat at 80°C. The reason of these decreases 
is the increased electricity and heat consumption of the reactor with increasing operating 

































































































which is assumed to be set to 1000 W/m2 and only excess electricity and heat are considered 
to be the products of the integrated system. Therefore, when the reactor electricity and heat 
demand increases, the electricity and heat productions decrease. 
 
Figure 6.74 Effect of operating temperature on electricity and heat production of integrated system. 
c. Exergy Destruction Results 
When investigating the effect of the operating temperature on the exergy destruction rate, 
inlet flow rate is 1g/s NaCl and 1 g/s H2O, environmental temperature is 20°C, and 
irradiation level is 1000 W/m2. The total photoactive area is 4 m2. The effect of the 
operating temperature on the exergy destruction rate is presented in Figure 6.75(a). It can 
be seen that the exergy destruction rate increases with increasing operating temperatures. 
At 20°C, the exergy destruction rate is about 23 W. This amount increases to 348 W at 
80°C. The primary reason of this trend is the increased heat consumption of the reactor. 
d. Energy and Exergy Efficiencies Results 
When investigating the effect of the operating temperature on the energy and exergy 
efficiencies, the inlet flow rate is 1g/s NaCl and 1 g/s H2O, environmental temperature is 
20°C, and the irradiation level is 1000 W/m2. The total photoactive area is 4 m2. The results 
are presented in Figure 6.76. There are four different efficiency descriptions, each one is 
based on the number of useful products, which are explained in Table 5.8. In all cases, the 
input energy is constant since the irradiation level is fixed to 1000 W/m2 and the 





















































(a)      (b) 
 
(c)      (d) 
Figure 6.75 Effects of: (a) operating temperature, (b) inlet flow rate, (c) photoactive area, and (d) 
environmental temperature on exergy destruction of integrated system– (i) heating, (ii) cooling. 
Figure 6.76 shows that the energy and exergy efficiencies of the H2 (η-1 and ψ-1) 
and H2-Cl2 (η-2 and ψ-2) increase with increasing operating temperature since higher H2 
and Cl2 production rates are observed at higher operating temperatures. At 20°C, η-1 and 
ψ-1 are 12% and 11%, respectively; and they increase to 14% and 13% at 80°C. Similarly, 
η-2 and ψ-2 are 13% and 15% at 20°C and they are 23% and 18% at 80°C. When the 
electricity is considered as a useful amount as well, η-3 rises from 25% to 28% and ψ-3 
decreases from 30% to 27% between 20°C and 80°C. When H2, Cl2, electricity, and heat 
are considered all as useful outputs, the overall energy efficiency (η-4) decreases from 85% 
to 53% when operating temperature is increased from 20°C to 80°C. However, within the 
same operating temperature interval, the overall exergy efficiency (ψ-4) increases from 
28% to 31%. This is due to the increasing exergetic content of the heat with increasing 















































































Figure 6.76 Effect of operating temperature on (a) energy and (b) exergy efficiencies of integrated system. 
6.5.2 Effect of Inlet Mass Flow Rate 
The effects of the inlet mass flow rate on the H2, Cl2, electricity, and heat production, 
exergy destruction, and energy and exergy efficiencies are investigated under the operating 
and environmental temperatures of 20°C, irradiation level of 1000 W/m2, and a total 
photoactive area of 4 m2 (2 m2 PV/T, 2 m2 PEC). 
a. Hydrogen and Chlorine Production Results 
Figure 6.77 shows that both H2 and Cl2 production rates increase with increasing inlet mass 
flow rates. When the inlet flow rate is 0.1 g/s, the H2 production rate is about 0.4 g/h (~ 5 
L/h) and the Cl2 production rate is around 12 g/h (~ 4 L/h). These amounts increase up to 
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reason of these increases is the rapid replacement of depleted ions with increasing inlet 
mass flow rates. With increasing mass flow rates, positive or negative ion accumulation 






Figure 6.77 Effect of inlet mass flow rate on (a) H2 and (b) Cl2 production rate of integrated system. 
b. Electricity and Heat Production Results 
In Figure 6.78, the effect of the inlet mass flow rate on the electricity and heat production 
of the integrated system is presented. Here, it can be seen that the heat production is 
constant at 800 W. Since the operating and environmental temperatures are taken to be 
equal (20°C), the reactor is not using any heat so all of the heat recovered from the PV/T 
is considered to be the integrated system’s product, and this product is not affected by the 
inlet mass flow rate of the reactor. However, the electricity production decreases with 
increasing inlet mass flow rate. At 0.1 g/s, the electricity production is about 377 W and 
































































































of the reactor increases with increasing flow rates. In order to replace the depleted ions in 
a more rapid sense, the reactor needs higher currents which leads to increased electricity 
consumption. Because only excess electricity is considered as the product, when the reactor 
electricity demand increases, the electricity production decreases. 
 
Figure 6.78 Effect of inlet mass flow rate on electricity and heat production of integrated system. 
c. Exergy Destruction Results 
The effect of the inlet mass flow rate on the exergy destruction rate is investigated under 
the operating and environmental temperatures of 20°C, irradiation level of 1000 W/m2, and 
a total photoactive area of 4 m2. Figure 6.75(b) presents the effect of the inlet mass flow 
rate on the exergy destruction in the integrated system. The exergy destruction increases 
with increasing inlet mass flow rates. When the inlet flow rate is 0.1 g/s, the exergy 
destruction is about 1 W and it increases to 43 W at 15 g/s inlet mass flow rate. Increasing 
flow rates amplifies the difference between inlet and exit streams’ exergetic flow rates. The 
reactor is also using more electricity which also increases the exergy destruction rate. 
d. Energy and Exergy Efficiencies Results 
Figure 6.79 shows that the energy and exergy efficiencies of H2 (η-1 and ψ-1) and H2-Cl2 
(η-2 and ψ-2) increase with increasing inlet mass flow rates since higher H2 and Cl2 
production rates are observed at higher flow rates. At 0.1 g/s, η-1 and ψ-1 are 1%; and they 
increase to 20% and 17%, respectively at 15 g/s. Similarly, η-2 and ψ-2 are 1% and 2% at 





















































output as well, η-3 decreases from 29% to 21% and ψ-3 decreases from 32% to 25% 
between 0.1 g/s and 15 g/s. When H2, Cl2, electricity, and heat are considered all as useful 
outputs, the overall energy efficiency (η-4) decreases from 90% to 81% when inlet mass 
flow rate is increased from 0.1 to 15 g/s. Within the same flow rate interval, the overall 
exergy efficiency (ψ-4) decreases from 32% to 25%. It should be noted that since the 
operating temperature is set to the environmental temperature (20°C), heat has no exergetic 





Figure 6.79 Effect of inlet mass flow rate on (a) energy and (b) exergy efficiencies of integrated system. 
6.5.3 Effect of Photoactive Area 
When investigating the effects of the photoactive area on the H2, Cl2, electricity, and heat 















































1g/s NaCl and 1 g/s H2O, both operating and environmental temperatures are 20°C, and 
the irradiation level is 1000 W/m2. The photoactive area of PV/T and the reactor are half 
of the total photoactive area. 
a. Hydrogen and Chlorine Production Results 
The effect of the photoactive area on the H2 and Cl2 production is presented in Figure 6.80. 
Both H2 and Cl2 production increase when the total photoactive area is increased from 2.7 





Figure 6.80 Effect of photoactive area on (a) H2 and (b) Cl2 production rate of integrated system. 
When the total photoactive area is around 2.7 m2, the H2 production is about 4.1 g/h 
(~ 48 L/h) and the Cl2 production is around 124 g/h (~ 42 L/h). These amounts increase to 










































































































m2. The reason of these increases is the increased electricity generation due to increased 
PV/T area and the enhanced photocurrent generation of the reactor with increasing 
photoactive membrane area. With enhanced electrical supply and photocurrent, the H2 and 
Cl2 production rates increase. 
b. Electricity and Heat Production Results 
The effect of the photoactive area on the electricity and heat production is shown in Figure 
6.81. Here, it can be seen that the electricity and heat production increase with increasing 
photoactive area. When the total photoactive area is 2.7 m2, the electricity and heat 
production are about 22 W and 531 W, respectively. These amounts increase to 361 W 
electricity and 1200 W heat when the total photoactive area is 6 m2. With increasing 
photoactive area, the electricity production and heat recovery from the Figure 6.81 also 
shows that the increase in heat production (669 W) is significantly higher than that of 
electricity (339 W). As the operating and environmental temperatures are equal (20°C), the 
reactor does not require heating, so all of the heat recovered from the PV/T is the system 
output. However, the reactor is still supported by the electricity from PV/T, and therefore, 
increase in electricity production with respect to photoactive area is less than that of heat 
production. 
 



















































c. Exergy Destruction Results 
When investigating the effect of the total photoactive area on the exergy destruction rate, 
the inlet mass flow rate is 1g/s NaCl and 1 g/s H2O, both operating and environmental 
temperatures are 20°C, and the irradiation level is 1000 W/m2. The photoactive areas of 
PV/T and the reactor are half of the total photoactive area. The effect of the total 
photoactive area on the exergy destruction rate is shown in Figure 6.75(c). From this figure, 
it can be seen that the exergy destruction rate decreases with increasing photoactive area. 
When the total photoactive area is 2.7 m2, rate of exergy destruction is about 26 W and this 
amount decreases to 21 W when the total photoactive area is 6 m2. With increasing 
photoactive area, all products (H2, Cl2, electricity, and heat) are generated at higher rates 
from the same source and amount of input energy. As a result, exergy destruction rate 
decreases. 
d. Energy and Exergy Efficiencies Results 
Figure 6.82 shows that the energy and exergy efficiencies of H2 (η-1 and ψ-1) and H2-Cl2 
(η-2 and ψ-2) decrease even though higher H2 and Cl2 production rates are observed at 
larger total photoactive areas. When the total photoactive area is 2.7 m2, η-1 and ψ-1 are 
18% and 16%; and they decrease to 8% and 7%, respectively at the total photoactive area 
of 6 m2. Similarly, η-2 and ψ-2 are 19% and 23% at 2.7 m2 and they are 8% and 10% at 6 
m2. When electricity is considered as a useful product as well, η-3 increases from 22% to 
26% and ψ-3 increases from 26% to 29% from the total photoactive area of 2.7 to 6 m2. 
When H2, Cl2, electricity, and heat are considered all as useful outputs, the overall energy 
efficiency (η-4) increases from 82% to 86% when the total photoactive area is increased 
from 2.7 to 6 m2. Within the same total photoactive area interval, the overall exergy 
efficiency (ψ-4) increases from 26% to 29%. It should be noted that since operating 
temperature is set to the environmental temperature, heat has no exergetic value, therefore 
ψ-3 and ψ-4 are equal. 
6.5.4 Effect of Environmental Temperature 
The effects of the environmental temperature on the H2, Cl2, electricity, and heat 
production, exergy destruction, and energy and exergy efficiencies  are investigated with 
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the inlet mass flow rate of 1g/s NaCl and 1 g/s H2O. The operating temperature is 20°C, 
irradiation level is 1000 W/m2, and the total photoactive area is 4 m2 (2 m2 PV/T, 2 m2 
PEC). Since the investigation is conducted under constant inlet flow rate, operating 






Figure 6.82 Effect of photoactive area on (a) energy and (b) exergy efficiencies of integrated system. 
a. Electricity and Heat Production Results 
In Figure 6.83, the effect of the environmental temperature on the electricity and heat 
production of the integrated system is presented. Here, it can be seen that the electricity 
production is constant at 159 W. Since the investigation is conducted under constant inlet 
flow rate, operating temperature, and photoactive area; the PV/T electricity generation and 
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is not affected by the environmental temperature. However, the heat production first 
increases then decreases with increasing environmental temperature. At 0°C, heat 
production is about 632 W and this amount increases to 800 W at 20°C, then heat 
production decreases again and reaches to about 632 W at 40°C. The reason of this behavior 
is the operating temperature, which is 20°C. The reactor needs to be heated when the 
environmental temperature is below 20°C and it needs to be cooled down when the 
environmental temperature is 40°C. Because only excess heat is considered as the product, 
when the reactor’s heating/cooling demand increases, the heat production decreases. 
 
Figure 6.83 Effect of environmental temperature on electricity and heat production of integrated system – 
(i) heating, (ii) cooling. 
b. Exergy Destruction Results 
The effect of the environmental temperature on the exergy destruction rate is investigated 
with the inlet mass flow rate of 1g/s NaCl and 1 g/s H2O. The operating temperature is 
20°C, irradiation level is 1000 W/m2, and the total photoactive area is 4 m2. In Figure 
6.75(d), the effect of the environmental temperature on the exergy destruction rate of the 
integrated system is presented. Here, it can be seen that the exergy destruction rate first 
decreases then increases with increasing environmental temperature. At 0°C, exergy 
destruction is about 168 W and this amount decreases to 3 W at 24°C, after that, it increases 
and reaches to about 98 W at 40°C. The reason of this behavior is the operating temperature 





















































temperature is below 20°C and it needs to be cooled down when the environmental 
temperature is 40°C. 
c. Energy and Exergy Efficiencies Results 
The effect of the environmental temperature on the energy and exergy is presented in 
Figure 6.84. η-1, η-2, and η-3 are not affected by the change in environmental temperature. 
The change in ψ-1, ψ-2, and ψ-3 are negligible. They all increase by 0.1-0.2% within the 
selected environmental temperature interval. The overall energy efficiency first increases 
and then starts decreasing again after 20°C. At 0°C and 40°C, the overall energy efficiency 
is around 72% and the peak efficiency is 85% at 20°C. When the environmental 
temperature is increased from 0°C and 40°C, the overall exergy efficiency (ψ -4) decreases 
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6.5.5 Case Study Results 
The aim of the case studies is to demonstrate the optimum operating temperature, inlet 
mass flow rate, total photoactive area, and the environmental temperature to reach the 
maximum achievable H2, Cl2, heat, and electricity production as well as energy and exergy 
efficiencies while keeping the exergy destruction as little as possible. In this section, there 
are four case studies and in each case study, one decision variable is optimized to get the 
desired performance results. Within the selected operating temperature, inlet mass flow 
rate, photoactive area, and the environmental temperature size intervals, all performance 
criteria (except exergy destruction) are normalized based on Equation (6.1). Exergy 
destruction is normalized based on Equation (6.2). 
a. Case Study 1: Optimum Operating Temperature Results 
In Case Study 1, it is aimed to find the optimum operating temperature to reach the highest 
possible production rates, efficiencies, and lowest possible exergy destruction. For that 
reason; the following criteria are normalized and ranked based on a 0-10 scale: H2, Cl2, 
electricity, heat production, overall energy and exergy efficiencies, and exergy destruction. 
Then the average ranking at each operating temperature is calculated. The operating 
temperature giving the highest possible average ranking is selected as the optimum 
operating temperature. Figure 6.85 shows that the optimum operating temperature is 30°C 
where the highest average ranking of 5.75/10 is reached. 
 




























b. Case Study 2: Optimum Inlet Mass Flow Rate Results 
In Case Study 2, ranking is done to find the inlet mass flow rate giving the highest possible 
production rates, efficiencies, and lowest possible exergy destruction. For that reason; the 
following criteria are normalized and ranked based on a 0-10 scale: H2, Cl2, electricity, heat 
production, overall energy and exergy efficiencies, and exergy destruction. Then the 
average ranking at each inlet mass flow rate is calculated. The inlet mass flow rate giving 
the highest possible average ranking is selected as the optimum inlet mass flow rate. Figure 
6.86 shows that the optimum inlet mass flow rate is 0.1 g/s where the highest average 
ranking of 6.67/10 is reached. 
 
Figure 6.86 Inlet mass flow rate based normalized rankings of selected performance criteria of integrated 
system. 
c. Case Study 3: Optimum Photoactive Area Results 
In Case Study 3, ranking and normalization are performed to determine the photoactive 
area giving the highest possible production rates, efficiencies, and lowest possible exergy 
destruction. For that reason; the following criteria are normalized and ranked based on a 0-
10 scale: H2, Cl2, electricity, heat production, overall energy and exergy efficiencies, and 
exergy destruction. Then the average ranking at each total photoactive area is calculated. 
The total photoactive area giving the highest possible average ranking is selected as the 
optimum total photoactive area. Figure 6.87 presents that optimum photoactive area is 6 



























Figure 6.87 Photoactive area based normalized rankings of selected performance criteria of integrated 
system. 
d. Case Study 4: Optimum Environmental Temperature Results 
In Case Study 4, the following criteria are normalized and ranked based on a 0-10 scale: 
heat production, overall energy and exergy efficiencies, and exergy destruction. Then the 
average ranking at each environmental temperature is calculated. Figure 6.88 shows that 
the optimum environmental temperature is 20°C where the highest average ranking of 
8.45/10 is reached. 
 




















































e. Overall Comparison Results of the Case Studies 
The overall comparison of the selected case studies is done by comparatively assessing the 
performance of these case studies which is summarized in Table 6.5. Case Study 1 has the 
lowest electricity and heat production and energy efficiency and the highest exergy 
destruction rate among the selected case studies. Case Study 2 has the lowest H2 and Cl2 
production rates. On the other hand, this case has the highest electricity generation and 
energy and exergy efficiencies and lowest possible exergy destruction rate among the 
selected cade studies. Case Study 3 has the highest H2, Cl2, and heat production rates. Case 
Study 4 has the lowest exergy efficiency among the selected case studies. The performance 
criteria of these case studies are normalized and ranked based on Equations (6.1) and (6.2) 
and the results are presented in Figure 6.89. 
Table 6.5 Performance comparison of selected case studies. 
  Case 1 Case 2 Case 3 Case 4 
Temperature (°C) 30 20 20 20 
Flow rate (g/s) 1 0.1 1 1 
Area (m2) 4 4 6 4 
Environmental temperature (°C) 20 20 20 20 
Hydrogen (g/h) 4.18 0.49 8.86 4.06 
Chlorine (g/h) 127.45 12.4 243.98 123.98 
Electricity (W) 151 377 361.1 159 
Heat (W) 716 800 1200 799.6 
Rate of exergy destruction (W) 95.74 1.25 21.29 28.03 
Energy efficiency (%) 78.03 89.55 86.46 84.51 
Exergy efficiency (%) 29.72 31.56 29.42 28.01 
 
From Figure 6.89, it can be seen that Case Study 3 is the most desirable case since 
it has closest to ideal performance among selected options. The disadvantage of Case Study 
3 is the low exergy efficiency compared to the other cases. Case Study 3 has an average 
normalized ranking of 8.35/10 followed by Case Study 2 which is 5.96/10. The reason why 
Case Study 2 has lower ranking is because it gives the lowest H2 and Cl2 production rates. 
Third highest average ranking is Case Study 4, 3.42/10. Case Study 4 has the lowest exergy 
efficiency, and relatively low H2, Cl2, electricity, and heat production. Overall, the lowest 
average ranking belongs to Case Study 1, which is 2.03/10. The reason of this poor 
performance is because it has the lowest electricity and heat production and energy 
efficiency and the highest exergy destruction rate among the selected case studies. 
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Figure 6.89 Overall performance comparison of case studies based on normalized rankings of selected 
performance criteria of integrated system. 
6.6 Exergoeconomic Analysis Results 
The exergoeconomic analysis is conducted based on varying the operating temperature, 
inlet mass flow rate, photoactive area, and the environmental temperature to assess how 
cost of H2 and Cl2 production are affected from these parameters. In the exergoeconomic 
analysis, lifetime of the solar spectral splitter (Unit I), PV/T (Unit II), and the hybrid reactor 
(Unit III) are assumed to be 20 years. During the lifetime of the reactor, photoactive 
membrane is assumed to be replaced once in six months, which is included in the cost 
equation of the reactor. The interest rate is assumed to be 10%.  
The integrated system has solar irradiation as the only energy input which has no 
cost associated with the stream. Also, the inlet stream saturated NaCl solution is assumed 
to be taken from the waste stream of a desalination facility and similarly, water inlet is 
taken to be the waste coolant water stream of a plant. As a result of these assumptions, the 
integrated system’s inlet streams has considered to have zero cost associated with them. 
Therefore,  is zero and the exergoeconomic factor (f) is equal to one. Also, RCD is 
not applicable to this case. The only cost factor of the integrated system is related to the 
equipment of the integrated system. In addition, cost of electricity is considered to be 0.09 
USD/kWh and heat is 0.032 USD/kWh. Figure 6.90 shows the effect of the operating 
























Figure 6.90 Effect of operating temperature on H2 and Cl2 production costs of integrated system. 
From Figure 6.90, it can be seen that when operating temperature is increased from 
20 to 80°C, the cost of H2 production increases from 3.69 to 3.74 USD/kg H2. This amount 
is higher than the reported electrolysis cost in the literature (2.5 USD/kg H2) but lower than 
the cost of both PV-electrolysis (6 USD/kg H2) and PEC (10 USD/kg H2) based H2 
production [4]. Since the reactor recovers heat from PV/T and excess heat and electricity 
are considered to be useful products, the cost of H2 production is lowered. And because 
heat and electricity production decreases with increasing operating temperature, cost of H2 
production increases with increasing operating temperature. Similarly, when operating 
temperature is increased from 20 to 80°C, the cost of Cl2 production increases from 0.93 
to 0.94 USD/kg Cl2.  
Figure 6.91 shows the effect of the inlet mass flow rate on the cost of H2 and Cl2 
production. When the inlet mass flow rate is increased from 0.1 to 15 g/s, cost of H2 
production increases from 3.46 to 3.85 USD/kg H2. This amount is higher than the reported 
electrolysis cost in the literature (2.5 USD/kg H2) but lower than the cost of both PV-
electrolysis (6 USD/kg H2) and PEC (10 USD/kg H2) based H2 production [4]. Since the 
reactor recovers heat from PV/T and excess heat and electricity are considered to be useful 
products, the cost of H2 production is lowered. And because the electricity production 
decreases with increasing inlet mass flow rate, the cost of H2 production increases with 
increasing inlet mass flow rate. Similarly, when the inlet mass flow rate is increased from 

















































Figure 6.91 Effect of inlet mass flow rate on H2 and Cl2 production costs of integrated system. 
The effect of the total photoactive area on the cost of H2 and Cl2 production is 
presented in Figure 6.92. When the total photoactive area is increased from 2.7 to 6 m2, the 
cost of H2 production increases from 1.94 to 9.91 USD/kg H2. This amount is higher than 
the reported electrolysis cost in the literature (2.5 USD/kg H2) but lower than the cost of 
PEC (10 USD/kg H2) based H2 production [4]. Since the reactor recovers heat from PV/T 
and excess heat and electricity are considered to be useful products, the cost of H2 
production is lowered. The reason of this cost increase is the increase in system equipment 
cost with increasing system area which is reflected on the increase in H2 production cost. 
However, when the total photoactive area is increased from 2.7 to 6 m2, the cost of Cl2 
production decreases from 0.97 to 0.88 USD/kg Cl2.  
 

















































































































Figure 6.93 shows the effect of the environmental temperature on the cost of H2 
and Cl2 production. Here, it can be seen that the production costs are the highest when the 
environmental temperature is 20°C: 3.69 USD/kg H2. This amount is higher than the 
reported electrolysis cost in the literature (2.5 USD/kg H2) but lower than the cost of both 
PV-electrolysis (6 USD/kg H2) and PEC (10 USD/kg H2) based H2 production [4]. This is 
because when environmental temperature is 20°C, the heat product has no exergetic value. 
 
Figure 6.93 Effect of environmental temperature on H2 and Cl2 production costs of integrated system. 
Furthermore, the overall comparison of the selected case studies presented in 
Section 6.5.5 is enhanced by including the cost of H2 production as a performance criteria 
and the updated results are provided in Table 6.6. Table 6.6 shows that Case Study 3 has 
the highest H2 production cost and Case Study 2 has the lowest production cost. The 
performance and cost criteria of these case studies are normalized and ranked based on 
Equations (6.1) and (6.2) and the results are presented in Figure 6.94. 
From Figure 6.94, it can be seen that Case Study 3 is still the most desirable case 
since it has the closest to ideal performance among the selected case studies. Case Study 3 
has an average normalized ranking of 8.35/10 followed by Case Study 2 which is 5.96/10. 
Third highest average ranking is Case Study 4, 3.42/10. Case Study 1 has the lowest 





































































Temperature (°C) 30 20 20 20 
Flow rate (g/s) 1 0.1 1 1 
Area (m2) 4 4 6 4 
Environmental temperature (°C) 20 20 20 20 
Hydrogen (g/h) 4.18 0.49 8.86 4.06 
Chlorine (g/h) 127.45 12.4 243.98 123.98 
Electricity (W) 151 377 361.1 159 
Heat (W) 716 800 1200 799.6 
Rate of exergy destruction (W) 95.74 1.25 21.29 28.03 
Energy efficiency (%) 78.03 89.55 86.46 84.51 
Exergy efficiency (%) 29.72 31.56 29.42 28.01 
Cost (USD/kg H2) 3.69 3.46 9.91 3.69 
 
 
Figure 6.94 Overall performance and cost comparison of case studies based on normalized rankings. 
6.7 Exergoenvironmental Analysis Results 
The exergoenvironmental analysis is performed based on varying operating the operating 
temperature, inlet mass flow rate, total photoactive area, and the environmental temperature 
to assess how CO2 emissions of H2, Cl2, electricity, and heat production are affected from 
these parameters. In the exergoenvironmental analysis, lifetime of the solar spectral splitter 
(Unit I), PV/T (Unit II), and the hybrid reactor (Unit III) are assumed to be 20 years. During 
the lifetime of the reactor, photoactive membrane is assumed to be replaced once in six 























The integrated system has solar irradiation as the only energy input which has no 
emissions accompanying the stream. Also, the inlet stream saturated NaCl solution is 
assumed to be taken from the waste stream of a desalination facility and similarly, the water 
inlet is taken to be the waste coolant water stream of a plant. As a result of these 
assumptions, the integrated system’s inlet streams has considered to have zero linked CO2 
emissions. The only source of CO2 emissions of the integrated system is related to the 
equipment. Figure 6.95 shows the effect of the operating temperature on CO2 emissions of 
H2, Cl2, electricity, and heat production.  
 
Figure 6.95 Effect of operating temperature on CO2 emissions of integrated system. 
From Figure 6.95, it can be seen that when the operating temperature is increased 
from 20 to 80°C, H2 production emissions decrease from 4.03 to 3.36 kg CO2/kg H2. This 
amount is lower than the reported amounts of electrolysis (8 kg CO2/kg H2). However, it 
is higher than the reported data of PV-electrolysis (3 kg CO2/kg H2) and PEC (0.5 kg 
CO2/kg H2) in the literature [4]. This is due to the additional CO2 emissions of the solar 
spectral splitter and reactor, especially the photoactive membrane which has an activated 
carbon layer. When operating temperature is increased from 20 to 80°C, CO2 emissions of 
Cl2 production decrease from 1.02 to 0.85 kg CO2/kg Cl2, electricity production decrease 
from 0.65 to 0.54 kg CO2/kWh, and heat production emissions decrease from 0.98 to 0.82 
kg CO2/kWh. The reason of the decrease in CO2 emissions of all products is due to the 






















































equipment size remains constant, total amount of emissions does not change, and 
production emissions per kg H2/Cl2 and per kWh electricity/heat decrease. 
Figure 6.96 shows the effect of the inlet mass flow rate on CO2 emissions of H2, 
Cl2, electricity, and heat production. Here, it can be seen that when the inlet mass flow rate 
is increased from 0.1 to 15 g/s, H2 production emissions decrease from 40.33 to 2.45 kg 
CO2/kg H2. Within the same interval, CO2 emissions of Cl2 production decrease from 10.17 
to 0.62 kg CO2/kg Cl2, electricity production decrease from 6.51 to 0.39 kg CO2/kWh, and 
heat production emissions decrease from 9.76 to 0.59 kg CO2/kWh. The reason of the 
decrease in CO2 emissions of all products is due to the increase of H2 and Cl2 production 
with increasing inlet mass flow rates. As the equipment size remains constant, total amount 
of emissions does not change, and production emissions per kg H2/Cl2 and per kWh 
electricity/heat decrease. 
 
Figure 6.96 Effect of inlet mass flow rate on CO2 emissions of integrated system. 
Figure 6.97 shows the effect of the total photoactive area on CO2 emissions of H2, 
Cl2, electricity, and heat production. Here, it can be seen that when the photoactive area is 
increased from 2.7 to 6 m2, H2 production emissions increase from 2.01 to 5.66 kg CO2/kg 
H2. This amount is lower than the reported amounts of electrolysis (8 kg CO2/kg H2). 
However, it is higher than the reported data of PEC (0.5 kg CO2/kg H2) in the literature [4]. 
This is due to the additional CO2 emissions of the solar spectral splitter and reactor, 
































































Figure 6.97 Effect of total photoactive area on CO2 emissions of integrated system. 
When the total photoactive area is increased from 2.7 to 6 m2, CO2 emissions of Cl2 
production increase from 0.51 to 1.43 kg CO2/kg Cl2, electricity production increase from 
0.32 to 0.91 kg CO2/kWh, and heat production emissions increase from 0.49 to 1.37 kg 
CO2/kWh. The reason of the increase in the CO2 emissions of all products despite the 
increase in H2, Cl2, electricity, and heat production is the equipment size increase with 
increasing photoactive area, which increases the total amount of emissions and production 
emissions per kg H2/Cl2 and per kWh electricity/heat decrease. 
The integrated system’s production emissions do not change with respect to the 
environmental temperature. The environmental temperature is increased from 0 to 40 °C, 
and the H2 production emissions remain constant at 4.04 kg CO2/kg H2. Within the same 
interval, CO2 emissions of the Cl2 production is 0.48 kg CO2/kg Cl2, electricity production 
is 0.31 kg CO2/kWh, and the heat production is 0.46 kg CO2/kWh. The reason of the 
constant CO2 emissions of all products is due to the constant equipment size. Also, the 
change in environmental temperature does not affect production amounts. Therefore, total 
amount of emissions does not change, and production emissions per kg H2/Cl2 and per kWh 
electricity/heat remain the same. 
Furthermore, comparative assessment of the selected case studies presented in 
Section 6.6 is enhanced by including the emissions of H2 production as a performance 




























































2 has the highest H2 production emissions and Case Study 1 has the lowest production 
emissions.  


















Temperature (°C) 30 20 20 20 
Flow rate (g/s) 1 0.1 1 1 
Area (m2) 4 4 6 4 
Environmental temperature (°C) 20 20 20 20 
Hydrogen (g/h) 4.18 0.49 8.86 4.06 
Chlorine (g/h) 127.45 12.4 243.98 123.98 
Electricity (W) 151 377 361.1 159 
Heat (W) 716 800 1200 799.6 
Rate of exergy destruction (W) 95.74 1.25 21.29 28.03 
Energy efficiency (%) 78.03 89.55 86.46 84.51 
Exergy efficiency (%) 29.72 31.56 29.42 28.01 
Cost (USD/kg H2) 3.69 3.46 9.91 3.69 
Emissions (kg CO2/kg H2) 3.92 40.33 5.66 4.04 
 
The performance, cost, and emissions criteria of these case studies are normalized 
and ranked based on Equations (6.1) and (6.2) and the results are presented in Figure 6.98. 
 
Figure 6.98 Overall performance, cost, and emissions comparison of case studies based on normalized 
rankings. 
From Figure 6.98, it can be seen that Case Study 3 is still the most desirable case 
since it has closest to ideal performance among selected options. Case Study 3 has an 





















highest average ranking is Case Study 4, 4.84/10. Overall, the lowest average ranking 
belongs to Case Study 1, which is 3.76/10.  
6.8 Optimization Study Results 
The multi-objective optimization of the integrated system is performed by considering the 
following decision variables: the operating temperature, inlet mass flow rate, total 
photoactive area, and the environmental temperature. The aim of the optimization study is 
to maximize the production rates, efficiencies, and to minimize the exergy destruction, cost 
and emissions of the integrated system. The genetic algorithm application of the EES 
software is utilized to find the minimum and maximum values of the objective functions 
based on the selected decision variables. The relationship between the objective functions 
with decision variables are: 
0.0133 0.4211 1.4354 2.8594         (6.3) 
0.4058 12.845 35.885 59.4899         (6.4) 
0.9129 25.363 101.26 151.5617        (6.5) 
8.4 200.01 0.3847 15.361 341.8494       (6.6) 
0.0658 11.984 2.8376 1.2571 0.287 13.605
39.4511              (6.7) 
0.5175 0.5957 0.3442 4.3582 0.0289 1.152 72.9507 
               (6.8) 
0.0024 0.2775 0.4315 0.2565 3.2262 0.1763
19.7978              (6.9) 
10 0.002 0.0262 0.5632 2.5734 4 10
0.0014 4.7932           (6.10) 
0.0112 7.278 1.0775 9 10 4 10 0.3832 
             (6.11) 
Equations (6.3–6.11) are set as the objective functions and decision variables are 
defined in matrix form with upper and lower bounds. Decision on the upper and lower 
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bounds are based on several constraints, such as commercial availability of the components 
and thermodynamic and material limits. It is now aimed to find out the best possible value 
of every decision variable for maximized production rates and efficiencies and minimized 
exergy destruction as well as minimized cost and emissions. 
Six different case studies are investigated during the optimization study. The case 
study descriptions are provided in Table 6.8. The decision variable values maximizing the 
H2 and Cl2 production are the same. Therefore, these values are selected to be used in Case 
Study 1. Similarly, the decision variable values maximizing the electricity and heat 
production and the energy efficiency are the same, which are used in Case Study 2. 
Minimum exergy destruction and cost are attained with the same decision variable values, 
and they are assigned to Case Study 3. Finally, in Case Study 6, decision variables are 
selected to maximize the H2, Cl2, electricity, and heat production and energy and exergy 
efficiencies and minimize exergy destruction, cost, and emissions. The performance 
comparison of these cases are presented in Figures 6.99 – 6.102. 
Table 6.8 Description of selected case studies used in optimization study. 
Case 1 Maximum H2 and Cl2 production 
Case 2 Maximum energy efficiency, electricity and heat production 
Case 3 Minimum exergy destruction and cost 
Case 4 Maximum exergy efficiency 
Case 5 Minimum CO2 emissions 
Case 6 
Maximum H2, Cl2, electricity, and heat generation; maximum energy and exergy efficiencies, 
minimum exergy destruction, cost, and CO2 emissions 
 
Figure 6.99 shows the H2 and Cl2 production comparison of the selected case 
studies. As expected, Case Study 1 has the highest H2 (15.51 g/s) and Cl2 (453.30 g/s) 
production rates. On the other hand, Case Study 3 has the lowest H2 (0.05 g/s) and Cl2 
(13.56 g/s) production rates. Case Study 4 has the second highest H2 (6.54 g/s) and Cl2 
(179.83 g/s) production rates. Third highest H2 (6.36 g/s) and Cl2 (174.21 g/s) production 
rates are achieved in Case Study 6.  
The electricity and heat production comparison of the selected case studies are 
presented in Figure 6.100. In terms of electricity production, Case Study 2 has the highest 
rate (453.46 W), followed by Case Study 6 (419.58 W) and Case Study 4 (402.34 W). Case 
Study 1 has the lowest electricity production (9.01 W), followed by Case Study 5 (16.47 
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W) and Case Study 3 (48.42 W). Heat production comparison shows that Case Study 2 has 
the highest rate (1695.25 W), followed by Case Study 6 (1533.51 W) and Case Study 4 
(1071.51 W). Case Study 3 has the lowest heat production (740.79 W), followed by Case 
Study 5 (773.01 W) and Case Study 1 (855.25 W). 
 
Figure 6.99 H2 and Cl2 production comparison of selected case studies used in optimization study. 
 
Figure 6.100 Heat and electricity production comparison of case studies used in optimization study. 
Figure 6.101 shows the energy and exergy efficiencies comparison of the selected 
case studies. In terms of energy efficiencies, Case Study 2 has the highest rate (98.13%), 
followed by Case Study 6 (85.36%) and Case Study 5 (83.15%). Case Study 1 has the 
lowest energy efficiency (34.52%), followed by Case Study 4 (57.67%) and Case Study 3 
(80.07%). The exergy efficiency comparison shows that Case Study 4 has the highest 




































































































Study 3 has the lowest exergy efficiency (18.13%), followed by Case Study 1 (21.52%) 
and Case Study 5 (25.56%). 
 
Figure 6.101 Energy and exergy efficiencies comparison of case studies used in optimization study. 
Cost and emissions comparison of the selected case studies are presented in Figure 
6.102. Case Study 1 has the highest cost (10.46 USD/kg H2), followed by Case Study 4 
(9.77 USD/kg H2) and Case Study 6 (9.67 USD/kg H2). Case Study 3 has the lowest cost 
(1.89 USD/kg H2), followed by Case Study 5 (1.96 USD/kg H2) and Case Study 2 (9.64 
USD/kg H2). H2 production emissions comparison shows that Case Study 2 has the highest 
emissions (23.61 kg CO2/kg H2), followed by Case Study 4 (22.98 kg CO2/kg H2) and Case 
Study 3 (19.30 kg CO2/kg H2). Case Study 5 has the lowest emissions (2.43 kg CO2/kg H2), 
followed by Case Study 6 (7.39 kg CO2/kg H2) and Case Study 1 (16.08 kg CO2/kg H2). 
 





























































The findings presented in Figures 6.99 – 6.102 are summarized and given in Table 
6.9. In addition to the data presented in the figures, Table 6.9 provide information on exergy 
destruction as well. Here, it can be seen that Case 3 has the lowest and Case 4 has the 
highest exergy destruction. 
Table 6.9 Overall performance, cost, and emissions comparison of selected case studies used in 
optimization study. 
  Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
T (°C) 100 0 0 56 10 1 
F (g/s) 20.0 0.1 0.1 0.1 1.0 1.4 
A (m2) 6 6 2 6 2 6 
T0 (°C) 20 20 40 0 10 0 
H2 (g/h) 15.51 5.80 0.05 6.54 0.57 6.36 
C2 (g/h) 453.30 157.10 13.56 179.83 29.18 174.21 
W (W) 9.01 453.46 48.42 402.34 16.47 419.58 
Q (W) 855.25 1695.25 740.79 1071.51 773.01 1533.51 
Exdest (W) 392.86 204.01 126.68 418.05 145.68 147.80 
η (%) 34.52 98.13 80.07 57.67 83.15 85.36 
ψ (%) 21.52 26.35 18.13 37.89 25.56 29.59 
C (USD/kg H2) 10.46 9.64 1.89 9.77 1.96 9.67 
B (kg CO2/kg H2) 16.08 23.61 19.30 22.98 2.43 7.39 
 
 
Figure 6.103 Overall performance, cost, and emissions comparison of optimization case studies based on 
normalized rankings. 
When the data presented in Table 6.9 are normalized and ranked based on Equations 
(6.1) and (6.2), it can be seen that Case Study 6 is the most advantageous one with highest 
possible production rates and efficiencies and lowest possible exergy destruction, cost, and 



























Case Study 5 (4.65/10), Case Study 4 (3.89/10), Case Study 3 (3.34/10), and Case Study 1 
(3.04/10). Detailed rankings are presented in Figure 6.103. 
Finally, the efficiency, cost, and emissions results of Case Study 6 are compared to 
the available data in the literature [6, 9, 15]. The energy and exergy efficiencies are 
compared in Figure 6.104 and cost and emissions comparison is presented in Figure 6.105.  
 
Figure 6.104 Energy and exergy efficiencies of present hybrid system compared to available data in 
literature. 
From Figure 6.104, it can be seen that only first efficiencies (H2 as the only product) 
of electrolysis, chloralkali, PV-electrolysis, and PEC are presented. The present integrated 
system developed in this study has lower η-1 and ψ-1 compared to the other methods in 
Figure 6.88. However, when Cl2 and electricity are taken into account, η-3 and ψ-3 are 
higher than the energy and exergy efficiencies of PV-electrolysis and PEC. And when all 
four products are taken into account, it can be seen that η-4 is higher than all of the energy 
efficiencies presented in Table 6.88. Because operating and environmental temperatures 
are nearly equal in Case Study 6, heat product has no exergetic value and ψ-4 is equal to 
ψ-3. 
Cost and emissions comparison presented in Figure 6.105 indicate that electrolysis 
has the lowest production cost and PEC has the lowest emissions. The present integrated 
system has the second highest production cost and emissions. This provides an insight on 
the trade-off between system efficiencies, cost, and emissions. Case Study 6 is selected for 
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When cost is the only objective function, the present integrated system has lower 
production cost (1.89 USD/kg H2) than even the conventional electrolysis (2.5 USD/kg 
H2).  Similarly, when emissions is the only objective function, the present integrated system 
has lower emissions (2.43 kg CO2/kg H2) than all of the options in Figure 6.89 except PEC 
(1 kg CO2/kg H2).  Material development on more efficient solar harvesting and lowering 
emissions related to PV/T and photoreactor (especially membrane) manufacturing would 
greatly improve the present integrated system’s overall production, efficiency, cost, and 
emissions performance. 
 































CHAPTER 7: CONCLUSIONS AND RECOMMENDATIONS 
The aim of this study is to experimentally and thermodynamically investigate an integrated 
system to convert solar energy in H2 form which has a potential to be an energy supply that 
is as cheap as existing conventional supplies, as convenient in use, less environmentally 
damaging, and reasonably safe in use.  
PEC-based H2 production is not yet a commercial solution. Each element of the 
PEC process has a bearing on the cost of H2 production, and impacting the overall 
economic viability. The issues related to PEC H2 production can be summarized as: cost, 
efficiency, system losses, by-product accumulation, and durability. Furthermore, efficient 
harvesting of the full solar spectrum is an issue that directly affects cost and efficiency. 
Thus, for PEC systems to be considered as a commercial H2 production method, basic 
material improvements together with robust system implementation are required. 
Therefore, in this study, it is aimed to develop and integrate a continuous type PEC-based 
H2 production system with chloralkali process in order to maximize the harvested solar 
spectrum range and convert system by-products into commercially viable commodities. 
The existing literature reports no studies on characteristics and comprehensive analysis of 
continuous type hybrid PEC with chloralkali process. Also, the thesis study develops 
models for the exergoeconomic and exergoenvironmental analyses and assessments, along 
with an optimization study, which were not done elsewhere before for the integrated and 
hybrid systems developed here, while there were some studies on conventional electrolysis, 
photoelectrolysis, photocatalysis and chloralkali processes only.  
In this study, after a literature review on H2 production methods and background 
information, the present experimental setup and integrated system are introduced. 
Experiments are performed at CERL under various temperatures and inlet mass flow rates. 
Four different processes are tested experimentally: electrolysis, photochemical, chloralkali, 
and hybrid PEC-chloralkali. Next, the present integrated system is thermodynamically 
analyzed to investigate how H2, Cl2, electricity, and heat production, exergy destruction, 
and energy and exergy efficiencies are affected by the operating temperature, inlet mass 
flow rate, photoactive area, and environmental temperature. In the exergoeconomic and 
exergoenvironmental analyses, the changes in cost and emissions with respect to operating 
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temperature, inlet mass flow rate, photoactive area, and environmental temperature are 
presented. In the final step, a multi-objective optimization study is used to determine the 
optimum decision variables to deliver the highest possible production rates and 
efficiencies, and lowest possible exergy destruction, cost, and emissions of the present 
integrated system. 
7.1 Conclusions 
First, Process 1 (electrolysis), Process 2 (PEC), Process 3 (chloralkali), and Process 4 
(hybrid PEC-chloralkali) are tested experimentally. The effect of the operating temperature 
and inlet mass flow rate on H2 production rate and energy and exergy efficiencies are 
investigated experimentally. The experimental results are compared to the thermodynamic 
model outputs. Also, the thermodynamic model calculations are carried out using the EES 
software to investigate the effect of the operating temperature, inlet mass flow rate, and 
environmental temperature on H2 production, energy and exergy efficiencies, and exergy 
destruction. The following are the summary of findings from the present experimental 
studies. 
 The highest H2 production rates of Processes 1 and 3 are observed experimentally 
at 80°C, which are 2.43 and 3.17 mg/h, respectively. 2.96 and 3.48 mg/h H2 are 
produced experimentally at 80°C and under 1200 W/m2 irradiation in Processes 2 
and 4, respectively. 
 The highest energy and exergy efficiencies of Process 1 are obtained at 20°C, which 
are 36% and 32%, respectively. In Process 2, these amounts are 20% and 22% at 
20°C and 600 W/m2 irradiation. The highest energy and exergy efficiencies of 
Process 3 are observed at 20°C, which are 50% and 39%, respectively. The highest 
energy and exergy efficiencies of Process 4 are obtained at 20°C and 600 W/m2 
irradiation, which are 27% and 26%, respectively. 
Following the experimental tests, the present integrated system is 
thermodynamically investigated under various operating and environmental temperatures, 
inlet mass flow rates, and photoactive areas. The effects of these selected parameters on 
the present integrated system’s performance can be summarized as 
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 The highest possible production rates, energy and exergy efficiencies, and exergy 
destruction are observed at the operating temperature of 30°C within the selected 
interval of 20°C to 80°C. At 30°C, 4.18 g/h H2, 127.55 g/h Cl2, 151 W electricity, 
and 716 W heat are produced. Exergy destruction rate is 95.74W. Overall energy 
and exergy efficiencies are 78% and 30%, respectively. 
 0.1 g/s is the optimum inlet mass flow rate within the selected interval of 0.1 to 15 
g/s. At 0.1 g/s; 0.41 g/h H2, 12.40 g/h Cl2, 377 W electricity, and 800 W heat are 
produced. Exergy destruction rate is 1.25W. Overall energy and exergy efficiencies 
are 90% and 32%, respectively. 
 Within the selected overall photoactive area interval of 2.7–6 m2, the optimum size 
is 6 m2. When this optimum size is used in the present integrated system, the 
production results are 8.86 g/h H2, 243.98 g/h Cl2, 361 W electricity, and 1200 W 
heat. Exergy destruction rate is 21.29 W. Overall energy and exergy efficiencies 
are 86% and 29%, respectively. 
 The optimum environmental temperature is 20°C within the selected interval of 0°C 
to 40°C. At 20°C, 4.06 g/h H2, 123.98 g/h Cl2, 159 W electricity, and 800 W heat 
are produced. Exergy destruction rate is 23 W. Overall energy and exergy 
efficiencies are 85% and 28%, respectively. 
The exergoeconomic analysis results show that the lowest H2 production cost is 
1.94 USD/kg H2 when the photoactive area is 2.7 m2, environmental and operating 
temperatures are 20°C and the inlet mass flow rate is 1 g/s. The exergoenvironmental 
analysis results suggest that the lowest H2 production emissions is 2.01 kg CO2/kg H2 when 
the photoactive area is 2.7 m2, environmental and operating temperatures are 20°C and the 
inlet mass flow rate is 1 g/s. The findings of the multi-objective optimization study of the 
present integrated system can be summarized as 
 The highest H2 and Cl2 rates are 16 g/h and 453 g/h which are achieved at 100°C, 
20 g/s inlet flow rate, 6 m2 photoactive area, and 20°C environmental temperature. 
Under these conditions, the overall exergy efficiency is 22%, and H2 production 
cost and emissions are 10.46 USD/kg H2 and 16.08 kg CO2/kg H2. 
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 The highest electricity and heat production amounts are 453 W and 1695 W at 0°C 
operating temperature, 0.1 g/s inlet flow rate, 6 m2 photoactive area, and 20°C 
environmental temperature. In this case, the overall exergy efficiency is 26%, and 
H2 production cost and emissions are 9.64 USD/kg H2 and 23.61 kg CO2/kg H2. 
Also, the highest overall energy efficiency of 98.13% is obtained in this case. 
 The highest possible exergy efficiency of 38% is reached under 56°C operating 
temperature, 0.1 g/s inlet flow rate, 6 m2 total photoactive area, and 0°C 
environmental temperature. Under the same conditions, H2 production cost and 
emissions are 9.77 USD/kg H2 and 22.98 kg CO2/kg H2. 
 The minimum possible CO2 emissions, 2.43 kg CO2/kg H2, is reached under 10°C 
operating temperature, 1 g/s inlet flow rate, 2 m2 total photoactive area, and 10°C 
environmental temperature. Under the same conditions, the exergy efficiency is 
26% and cost of H2 production is 1.96 USD/kg H2. 
 A multi-objective optimization study is conducted to find the decision variables for 
highest possible production rates, energy and exergy efficiencies and lowest 
possible exergy destruction, cost, and emissions. These parameters are 1°C 
operating temperature, 1.4 g/s inlet flow rate, 6 m2 total photoactive area, and 0°C 
environmental temperature. Under these conditions, the overall exergy efficiency 
is 30%, and cost and emissions are 9.67 USD/kg H2 and 7.39 kg CO2/kg H2.  
In this study, a hybrid reactor is built, experimentally tested, and 
thermodynamically assessed. It is shown that the hybrid reactor can operate under different 
conditions and in different processes. Based on the environmental conditions (e.g., 
day/night, cloudy days, lack of clean water, excess salty water, etc.), the hybrid reactor can 
be used in different process types and deliver end users’ needs. Also, when the reactor is 
integrated with a solar spectral splitter and PV/T, it can provide multiple products, such as 
H2, Cl2, NaOH, heat, and electricity. In the literature, there is no other example of an 
integrated photoelectrochemical-chloralkali system with solar spectral splitter and PV/T. 
The novelty of this study is that the system is stand alone and it does not take any energy 
input other than the solar irradiation. The present integrated system’s thermodynamic 
assessment shows that the system can operate in day/night cycles and in cloudy days.  
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7.2 Recommendations 
There are many original contributions made by this thesis work on the PEC-based H2 
production. A detailed investigation is performed by experimental testing and system 
integration for sustainable H2 production. However, there are several other issues to be 
considered as future studies for the PEC-based H2 production. Several recommendations 
can be made for future research on PEC-based H2 production are as follows: 
 The photoactive membrane should be improved by testing new photoactive 
materials that have stability, low cost, abundance, efficiency, minimum losses, 
appropriate band gap, corrosion resistance, and stability for large scale production. 
 Different photocatalyst deposition techniques, such as vapor deposition, spin 
coating, sol-gel, spray pyrolysis, etc. should be tested to determine if 
electrodeposition is the most suitable method on the membrane. 
 The complete photocurrent spectrometer and semiconductor characterisation of the 
photoactive materials should be studied tin order to fully understand the effective 
working regions of these materials in the solar spectrum. Also, different photoactive 
materials can be used together based on their semiconductor characteristics in order 
to increase the utilized portion of the solar spectrum. 
 A large scale integrated system capable of providing above 1 kW energy should be 
tested experimentally. This system should employ the hybrid PEC integrated with 
solar spectral splitter and PV/T. 
 The possibilities of system integration to various energy systems, such as 
bioreactors and desalination units should be investigated. 
 A comprehensive three-dimensional transport phenomena modeling should be 
conducted numerically by taking temperature and concentration gradients into 
account. 
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