Abstract. Matrix rank and inertia optimization problems are a class of discontinuous optimization problems in which the decision variables are matrices running over certain matrix sets, while the ranks and inertias of the variable matrices are taken as integer-valued objective functions. In this paper, we establish a group of explicit formulas for calculating the maximal and minimal values of the rank and inertia objective functions of the Hermitian matrix expression A1 − B1XB * 1 subject to the common Hermitian solution of a pair of consistent matrix equations B2XB * 2 = A2 and B3XB * 3 = A3, and Hermitian solution of the consistent matrix equation B4X = A4, respectively. Many consequences are obtained, in particular, necessary and sufficient conditions are established for the triple matrix equations B1XB * 1 = A1, B2XB * 2 = A2 and B3XB * 3 = A3 to have a common Hermitian solution, as necessary and sufficient conditions for the two matrix equations B1XB * 1 = A1 and B4X = A4 to have a common Hermitian solution.
Introduction
Throughout this paper, The matrix approximation problem is to approximate optimally, with respect to some criteria, a matrix by one of the same dimension from a given feasible matrix set. Assume that A is a matrix to be approximated. Then a conventional statement of general matrix optimization problems of A from this point of view can be written as minimize ρ( A − X ) subject to X ∈ S,
where ρ(·) is certain objective function, which is usually taken as the determinant, trace, norms, rank, inertia of matrix, and S is a given feasible matrix set. A best-known case of (1.1) is to minimize the norm A − X Mappings between matrix spaces with symmetric patterns can be constructed arbitrarily, but the linear map φ(X) in (1.2) and (1.3) is the simplest cases among all LMFs with symmetric patterns. This matrix-valued function is the starting point in dealing with various complicated matrix-valued functions with symmetric patterns. In recent years, the matrix-valued function φ(X) = A − BXB * was reconsidered and many new results on its algebraic properties were obtained, for instance, (i) Expansion formulas for calculating the (global extremal) rank and inertia of φ(X) when X running over C n H , see [19, 30, 38] .
(ii) Nonsingularity, positive definiteness, rank and inertia invariance, etc., of the φ(X), see [30, 38] .
(iii) Canonical forms of the φ(X) under generalized singular value decompositions and their algebraic properties, see [19] .
(iv) Solutions and least-squares solutions of the matrix equation φ(X) = 0 and their algebraic properties, see [16, 20, 33, 36, 37] .
(v) Solutions of the matrix inequalities φ(X) > ( , <, ) 0 and their properties, see [30] .
(vi) Minimization of tr[ φ(X)φ * (X) ] s.t. r[φ(X)] = min, see [37] .
(vii) Formulas for calculating the extremal rank and inertia of φ(X) under the restrictions r(X) k and/or ±X 0, see [35] .
(viii) Formulas for calculating the extremal rank and inertia of φ(X) subject to a consistent matrix equation CXC * = D, see [18] .
This basic work was also extended to some general LMFs, such as, A − BX − (BX) * , A − BXB * − CY C * and A − BXC − (BXC) * , where X and Y are (Hermitian) variable matrices of appropriate sizes; see [2, 15, 16, 17, 18, 32, 33, 36] .
We shall use some pure algebraic operations on matrices to derive two groups of analytical formulas for calculating the global extremal values of the objective functions in (1.4)-(1.7) and (1.9)-(1.12), and then to present a variety of valuable consequences of these formulas.
Since variable entries in a matrix-valued function are often regarded as continuous variables in some constrained sets, while the objective functions-the rank and inertia of the matrix-valued function take values only from a finite set of nonnegative integers, Hence, (1.4)-(1.7) and (1.9)-(1.12) can be regarded as continuousinteger optimization problems subject to equality constraints. This kind of non-smooth optimization problems cannot be solved by using various optimization methods for solving continuous or discrete cases. There is no rigorous mathematical theory for solving a general rank and inertia optimization problem due to the discontinuity and nonconvexity of rank and inertia of matrix. In fact, it has been realized that rank and inertia optimization problems have deep connections with computational complexity, and are regarded as NP-hard in general; see, e.g., [1, 3, 4, 5, 7, 8, 9, 12, 22, 25, 27] . Fortunately, some special rank and inertia optimization problems now can be solved by pure algebraical methods. In particular, analytical solutions to the rank and inertia optimization problems of the φ(X) in (1.2) and (1.3), as well as (1.4)-(1.7) and (1.9)-(1.12) can be derived algebraically by using generalized inverses of matrices.
The following are some known results for ranks and inertias of matrices and their usefulness, which will be used in the latter part of this paper.
(b) All X ∈ H satisfy X > 0 (X < 0), namely, H is a subset of the cone of positive definite matrices (negative definite matrices), if and only if min X∈H i + (X) = m (min X∈H i − (X) = m) .
(c) H has a matrix X 0 (X 0) if and only if min X∈H i − (X) = 0 (min X∈H i + (X) = 0) .
namely, H is a subset of the cone of nonnegative definite matrices (semi-definite matrices), if and only if max X∈H i − (X) = 0 (max X∈H i + ( X) = 0) .
The question of whether a given function is (definite or semi-definite everywhere is ubiquitous in mathematics and applications. Lemma 1.5(a)-(d) show that if some explicit formulas for calculating the global maximal and minimal inertias of a given Hermitian matrix-valued function are established, we can use them, as demonstrated in Sections below, to derive necessary and sufficient conditions for the Hermitian matrix-valued function to be definite or semi-definite.
m×n , B ∈ C m×p and C ∈ C q×n . Then, the following rank expansion formulas hold
Three useful rank expansion formulas derived from (1.15) are
We shall use them in Section 2 to simplify ranks of block matrices involving E P and F Q .
H , and let
Then, the following expansion formulas hold
Three general expansion formulas derived from (1.19) are
We shall use them to simplify the inertias of block Hermitian matrices that involve F P = I − P † P . Lemma 1.8 Let A j ∈ C mj ×n , B j ∈ C p×qj and C j ∈ C mj×qj be given, j = 1, 2. Then, (a) [26] The pair of matrix equations
have a common solution for X ∈ C n×p if and only if [29] Under (1.45), the general common solution to (1.44) can be written in the following parametric form
, and the four matrices V 1 , . . . , V 4 ∈ C n×p are arbitrary. Lemma 1.9 Let A ∈ C m×n and B ∈ C m H be given. Then, (a) [6, 10] The matrix equation AXA * = B has a solution X ∈ C n H if and only if R(B) ⊆ R(A), or equivalently,
(b) [30] Under AA † B = B, the general Hermitian solution of AXA * = B can be written in the following two forms 30) where U ∈ C n H and V ∈ C n×n are arbitrary.
More results on properties of solutions of AXA * = B can be found in [16, 20] . 32) where 0 U ∈ C n H is arbitrary.
H and B ∈ C m×n be given. Then, (a) [30, 38] The global maximal and minimal ranks and inertias of A − BXB * subject to X ∈ C n H are given by
The global maximal and minimal ranks and inertias of A − BXB * subject to 0 X ∈ C n H are given by
H , B ∈ C m×p and C ∈ C q×m be given, and let
Then, the global maximal and minimal ranks and partial inertias of A − BXC − (BXC) * are given by
where
The matrices X that satisfy (1.45)-(1.48) (namely, the global maximizers and minimizers of the objective rank and inertia functions) are not necessarily unique and their expressions were also given in [18] by using certain simultaneous decomposition of the three given matrices. Observe that the right-hand sides of (1.45)-(1.48) are represented in analytical forms of the ranks and inertias of the five given block matrices, we can easily use them to derive extremal ranks and inertias of some general linear and nonlinear matrix-valued functions. In these cases, combining the rank and inertia formulas obtained with the assertions in Lemma 1.1 may yield various conclusions on algebraic properties of linear and nonlinear matrix-valued functions.
The extremal ranks and inertias of
We first derive a parametric form for the general common Hermitian solution of the pair of matrix equations in (1.2).
mi×n be given for i = 2, 3, and suppose that each of the two matrix equations 
2), the general common Hermitian solution of the pair of equations can be written in the following parametric form
where X 0 is a special Hermitian common solution to the pair of equations, B = B 2 B 3 , and U, V ∈ C n×n are arbitrary.
which is a matrix-valued function involving two variable matrices V and U . Thus, the constrained matrix-valued function in (1.2) is equivalently converted to the unconstrained matrix-valued function in (3.4). To find the global maximal and minimal ranks and partial inertias of (3.4), we need the following result.
where A ∈ C m H , B i ∈ C m×pi and C i ∈ C qi×m are given, and X i ∈ C pi×qi are variable matrices for i = 1, 2, and assume that
Then, the global maximal and minimal ranks and partial inertias of φ(X 1 , X 2 ) are given by
Proof Under (3.6), applying Lemma 1.12 to the variable matrix X 1 in (3.5) and simplifying, we obtain
Notice that
Applying Lemma 1.11 to this expression gives
Substituting these results into (3.11)-(3.14) yields (3.7)-(3.10). ✷ It is obviously of great importance to be able to give analytical formulas for calculating the global maximal and minimal ranks and inertias of the matrix expression in (3.5) under the assumptions in (3.7). However, it is not easy to find the global maximal and minimal ranks and inertias of a general φ(X 1 , X 2 ) as given in (3.5). For convenience of representation, we rewrite (3.4) as
It is easy to verify that the above matrices satisfy the conditions
In this case, applying Lemma 3.2 to (3.22) yields the main results of this section.
H and B i ∈ C mi×n be given for i = 1, 2, 3, and assume that the pair of matrix equations
have a common solution X ∈ C n H . Also denote the set of all their common Hermitian solutions by
and let
25)
Then,
(c) The global maximum partial inertia of
Proof Under (3.22), we find by Lemma 3.2 that
Applying
By a similar approach, we can obtain 
44)
where Q 1 is of the form (3.26).
Proof Under the given conditions, the ranks and inertias of the block matrices in (3.25) and (3.26) are given by
  , r(P 2 ) = 2r
Hence (3.27)-(3.30) reduce to (3.41)-(3.44). ✷ Corollary 3.5 Let
and B i ∈ C mi×n be given for i = 1, 2, 3, and suppose that each pair of the triple matrix equations
have a common Hermitian solution. Then, there exists a Hermitian X such that (3.45) holds if and only if
Proof It follows from (3.42). ✷
A challenging open problem on the triple matrix equations in (3.45) is to give a parametric form for their general common Hermitian solution.
Setting B 1 = I n in Theorem 3.3 may yield a group of results on the extremal ranks and inertias of A 1 − X subject to (3.24) . In particular, we have the following consequences. where
(b) The global minimum rank of the solution of (3.24) is
(c) The global maximum partial inertia of the solution of (3.24) is
The global minimum partial inertia of the solution of (3.24) is
In consequence, (e) Eq. (3.23) has a solution X > 0 if and only if 
(j) All solutions of (3.23) satisfy X 0 if and only if A 2 0, A 3 0 and one of r(B 2 ) = n and r(B 3 ) = n.
(k) Eq. (3.23) has a solution X 0 if and only if
(l) All solutions of (3.23) satisfy X 0 if and only if A 2 0, A 3 0 and one of r(B 2 ) = n and r(B 3 ) = n.
Proof Set A 1 = 0 and B 1 = I n in Theorem 3.3 and simplifying, we obtain (a)-(d). Applying Lemma 1.5 to (3.48) and (3.49), we obtain (e)-(l). ✷ Corollary 3.6(e)-(l) give a set of analytical characterizations for the existence of definite common solutions of the two matrix equations in (3.23) by using some rank and range equalities and inequalities. These characterizations are simple and easy to understand in comparison with various known conditions (see, e.g., [14, 40, 41] )s on the existence of definite common solutions of (3.23 where
H , X 2 ∈ C n1×n2 and X 3 ∈ C n2 H with n 1 + n 2 = n. We next derive the extremal ranks and inertias of the submatrices X 1 and X 3 in a Hermitian solution of (3.51). Note that X 1 , X 2 , X 3 in (3.51) can be rewritten as
(3.52)
For convenience, we adopt the following notation for the collections of the submatrices X 1 and X 3 in (3.51):
The global maximal and minimal ranks and partial inertias of the submatrices X 1 and X 3 in (3.51) can easily be derived from Theorem 3.3. The details are omitted.
If each of the triple matrix equations in (1.8) is not consistent, people may alternatively seek its common approximation solutions under various given optimal criteria. One of the most useful approximation solutions of BXB * = A is the well-known least-squares Hermitian solution, which is defined to be a Hermitian matrix X that minimizes the objective function:
The normal equation corresponding to the norm minimization problem is given by
This equation is always consistent. Concerning the common least-squares Hermitian solution of (1.8), we have the following result.
H and B i ∈ C mi×n be given for i = 1, 2, 3. Then, triple matrix equations have a common least-squares Hermitian solution, namely, there exists an X ∈ C n×n H such that
57)
if and only if 
In consequences, Proof. From Lemma 1.10(a), the general Hermitian solution of B 4 X = A 4 can be written as
where 
(4.14)
In consequences, 
It is easy to verify by (1.17), (1.23) and (1.25) that 
In consequence, (a) There exists an X ∈ S such that X − P is nonsingular if and only if
(b) X − P is nonsingular for all X ∈ S if and only if
(c) There exists an X ∈ S such that X > P (X < P ) holds if and only if
(d) X > P (X < P ) holds for all X ∈ S if and only if r( B − AP ) = n and BA * AP A * ( r( B − AP ) = n and AB * AP A * ) . (d) X > P holds for all X ∈ S if and only if i − (M ) = r(A).
(e) There exists an X ∈ S such that X < P holds if and only if i − (M ) = r(B) + n.
(f) X < P holds for all X ∈ S if and only if r( B − AP ) = n and BA * AP A * .
(g) There exists an X ∈ S such that X P if and only if R( B −AP ) = R( BA * −AP A * ) and BA * AP A * .
(h) X P holds for all X ∈ S if and only if i − (M ) = r(B).
(i) There exists an X ∈ S such that X P if and only if M 0.
(j) X P holds for all X ∈ S if and only if i + ( BA * − AP A * ) = n − r(A). (b) AX = B has a solution X > 0 (X < 0) if and only if AB * 0 and r(AB * ) = r(A) (AB * 0 and r(AB * ) = r(A)).
(c) AX = B has a solution X 0 (X 0) if and only if AB * 0 and r(AB * ) = r(B) (AB * 0 and r(AB * ) = r(B)). Finally, we rewrite the matrix equation AX = B as (d) Give the extremal ranks and inertias of A 1 − B 1 XB * 1 subject to B 2 X = A 2 and X 0.
Since linear algebra is a successful theory with essential applications in most scientific fields, the methods and results in matrix theory are prototypes of many concepts and content in other advanced branches of mathematics. In particular, matrix equations and matrix inequalities in the Löwner partial ordering, as well as generalized inverses of matrices were sufficiently extended to their counterparts for operators in a Hilbert space, or elements in a ring with involution, and their algebraic properties were extensively studied in the literature. In most cases, the conclusions on the complex matrices and their counterparts in general algebraic settings are analogous. Also, note that the results in this paper are derived from ordinary algebraic operations of the given matrices and their generalized inverses. Hence, it is no doubt that most of the conclusions in this paper can trivially be extended to the corresponding equations and inequalities for linear operators on a Hilbert space or elements in a ring with involution.
