A method of image edge complexity description based on information entropy is proposed. Firstly, the long axis of the object is rotated to the horizontal direction, then the target image is united in size, and then the connected region is computed to obtain the coordinates of the target edge points. The first order difference and the second order difference of the adjacent edge point coordinates are obtained in turn. A number of statistical difference and second order difference take different values, calculating the probability of different value. According to the entropy formula, the first order differential information entropy and the second order differential information entropy of the edge are calculated. This method can avoid the effect of target rotation on calculation results, and can describe the complexity of the target edge very well, and it can be used as one of the identification features of the target.
Introduction
The edge of the image contains important information in the image, and it is an important source of information for moving object detection, tracking and target recognition. When moving objects are detected and tracked on mobile carriers, the direct use of target edge information is one of the feasible methods to identify and track moving targets. At present, the edge of the image is described by the edge histogram based on five directions (0°, 45°, 90°, 135° and no direction) and Markov edge description [1] based on four directions (0°, 45°, 90°, 135°). In this paper, entropy is used to describe the complexity of the edge of the image, and a method to describe the complexity of the target edge is proposed by calculating the first-order difference information entropy and the second-order difference information entropy of the edge point coordinates. Because of the complexity of the target edge and the movement and rotation of the target in the image, it is difficult to describe the edge of the target. The contour shape of the target in the image plane and the shape of the edge of the rotating object remain unchanged, and the complexity description of the target should remain unchanged. In this paper, we propose a method of rotating the minimum image containing the target so that its principal axis is horizontal (which can also be set to be vertical), so as to eliminate the effect of small displacement translation and small-angle rotation of the target in subsequent frames; The first-order difference and the second-order difference information entropy can be obtained by directly using the number of occurrences of the first-order and second-order differences in the first-order and second-order differences of the target edge coordinate points to measure the complexity of the target edge information. The shape is similar, the size of the target area is different when the measurement is different, in order to make the same target in the image size of different extraction features the same size, the extraction of the target image before the uniform size. At the same time, due to the different information entropy of different areas, the objects with similar shapes, different sizes (or different distances) can be tracked when the sizes of the images are not uniform. The algorithm is simple and can be used to identify and track moving targets.
Image Preprocessing
In this paper, the binary image is obtained first, the image is binary according to the appropriate threshold of the image, and then the image is processed in the reverse type [2] so that the target pixel is 1 and the background pixel is 0. Before reverse rotating, the four corners of the rotated image do not need to be used for image expansion operation, and the target pixel value is 1 after being reversed to facilitate the subsequent processing. The edge complexity of the image is described, the image is binary, this paper uses a commonly used automatic threshold method -the largest between-class variance method, also known as OTSU [3] method. Let f (x, y) be the gray value at the position (x, y) of the image, and let f (x, y) be the gray level L. If the number of all pixels in gray level i is fi, the probability of the occurrence of gray level i is:
Where i = 0, 1, ..., L-1, and
The pixels in the image are divided into the background B0 and the target C1 by the grayscale threshold t. The gray level of the background B0 is 0~t-1, and the gray level of the target C1 is t~L-1. The pixels corresponding to the background B0 and the target C1 are respectively {f (x, y) <t and f (x, y)> t}.
The probabilities of the background B0 and the target C1 are as follows: 
The total average gray value of the image is:
The variance between the background and the target in the image is:
Let the value of k change from 0 to L-1, and calculate the variance δ 2 (k) between different classes of k such that the value of k at δ 2 (k) is the maximum required.
After we get the binary image, we need to perform morphological operations on the image. Morphological operation is based on a series of shape-based image processing operations, in which the closed operation is the process of first corroding after expansion, and the closed operation can exclude small black holes. In this paper, the inclose () function is used to merge the fractured objects with morphological closure. According to the location of the region, all the binary images of the region are intercepted and the bwlabel () function is used to obtain the connected region [4] . Use the regionprops () function to find the direction of the connected area with its largest axis and its long axis. Then the binary image containing the minimum bounding rectangle of the target is extracted according to the minimum bounding rectangle coordinates of the connected region.
Then the edge detection, Canny edge detection [6] is the most commonly used method. The essence of Canny operator is to use a quasi-Gaussian function to do the smoothing operation. Then the first-order differential operator with direction is used to locate the maximum value of the derivative [7] , and the non-maximal value of the gradient amplitude is suppressed. The double threshold algorithm [8] is used to detect and connect the edges. In this paper, Canny edge detection method is adopted. Firstly, Gaussian smoothed grayscale binary image is used to calculate the gradient and direction respectively by the first-order partial derivative, and then the non-maximal value of the gradient amplitude is suppressed. Finally, Threshold algorithm detects and connects edges. At this point, we get all the edge point sets and obtain the main outline of the image. The algorithm can be compiled in Matlab [5] implementation, using imresize () function to the target image uniform size of [250 320]. After the bwlabel () function is used to obtain the connected area of uniform size image, the coordinate sequence containing the target edge points (N + 1 coordinate points and the same end) is obtained by bwboundaries () function. See Figure 2 . 
Edge Coordinate Difference
The method used in this paper is to improve the description of the edge complexity of the image, which is the difference of the edge coordinates. Firstly, the first-order difference and the second-order difference of the coordinates of the adjacent edges are calculated sequentially. The first-order difference and the second-order difference are used to calculate the numbers of different values. Then the probability of taking different values is calculated, and then the information entropy of the edge is calculated according to the entropy formula in this paper, the first-order difference and the second-order difference of the coordinates of neighboring points are obtained because the edge information in the edge image is all included in the coordinates of the edge point. The first-order difference and the second-order difference of the neighboring point coordinates include the edge, the direction of the shape information and trends. Therefore, the information entropy can reflect the complexity of the target edge, so as to have a distributed description of the target edge as a whole. Table 1 below is the first-order differential and second-order differential result of the edge coordinates of the binary image of figure 5. Table 2 is the first-order differential second-order differential result of the edge coordinate of the binary image rotated by 90 degrees counterclockwise as shown in figure 5 . From Table 1, Table 2 , when ignoring the nuances of human manipulation, we can see that the outline of the edge of the image is independent of the direction of the image. In this paper, we first rotate the target in the image to fix the long axis (such as horizontal) so that the target does not affect the information entropy of the target edge, when it rotates in the image plane. This method of using the probability distribution of the first and second order difference values to calculate the information entropy of the target edge can well describe the shape of the edge and the information entropy changes with the change of the target distance to reflect the target distance Variety. Figure 4 is to track a few different after the scaling of the first-order differential and second-order difference in the number of Figure 4 can be seen from the target size changes, the differential results will change. Therefore, when extracting the entropy feature of the edge of the target, in order to eliminate the influence of the edge information entropy when the object is far and near, we need to unify the size of the target image. In this paper, according to the change of the target distance, the information entropy will change due to the change of the length of the straight edge [9] and the constant of the number of corner points. Therefore, this method can be used to track and distinguish the objects with similar shapes and different sizes.
Edge Information Entropy
Entropy is a function of the probability distribution of image gray value. The difference of entropy reflects the difference of different images, which is the feature of the edge [9] . Shannon argues that entropy is a measure of the uncertainty of the state or existence of things [10] . The source sends a message, and the message carries the message. The smaller the probability of the message appears, the greater the uncertainty is, that is, the larger the amount of information is. On the other hand, the larger the probability of the message is, the smaller the uncertainty is and the smaller the amount of information is [11] . Suppose the symbol set issued by the source is A = {x1, x2, ... xn}. The symbols sent by the source are random, denoted as random variable X, and the corresponding probability distribution is P = {p1, p2 ... pn}. If it meets the conditions: Information entropy is defined as [11] : H(X) = If pi = 0, 0log20 = 0 is specified. The edge is the boundary between the target and the background to be extracted in the image. Only when the edge is put forward, can the background and the target be distinguished, so the edge information of the object plays a very important role in the computer vision [12] . The edge has a very satisfactory nature, it can greatly reduce the information to be processed but has preserved the shape of the object in the image information [11] in recent years, Canny edge detection operator has been widely used in gray image processing. The Canny algorithm uses the first derivative as a basis for judging edge points and is one of the best operators for detecting step edges in the first order traditional differential [14] . Using Canny edge detection operator to detect the edge of the image, the edge distribution under the threshold is obtained. Among them, the probability of the edge appearing is P, then it contains the entropy is [11] : H (P) = -P.log (P). The above information entropy is calculated based on the number of image edges, so it is called edge information entropy [13] . Edge information entropy does not make statistics on the direction of the edge, so it has rotation invariance. That is, for any angle rotated by the same image, the mutual distance between the pixels will not change, and the edge result will not change. The information entropy is consistent with the target edge sequence clockwise or counterclockwise, that is, the entropy of the information after the inversion of the horizontal axis remains unchanged. However, the entropy of edge information, like the entropy of information, throws away the information of the coordinate combination value and uses only its probability information. For detailed description of the edge condition, a description of the coordinate combination value needs to be added. Therefore, the first-order difference of the target edge points is obtained. After obtaining N first-order difference values, the probability of different coordinate differences in the first-order difference is obtained by using the tabulate () function. The information entropy formula can be used to calculate the first-order difference entropy of edge points. After the first difference in the first differential value to add a first-order differential value equal to the first-order differential sequence of the last value, so that the first difference between the end of the same, and then calculate the second edge of the target point difference to obtain N second-order difference. Also use the tabulate () function to find the probability of different values in the second-order difference. The information entropy formula can be used to calculate the second-order difference entropy of edge points.
In order to compare the targets of different shapes and sizes, we calculate the coordinate edge sequence of the SUV model, as shown in figure 6 . It can be seen that according to the magnitude of the edge information entropy, the target with the same shape and different size can be tracked and tracked. Taking the first-order difference information entropy and the second-order difference information entropy of the edge point coordinates as the target edge features. In this paper, the first-order edge differential information entropy of the edge in Fig.1 is 1 .9168, the second-order edge difference information entropy is 1.4080, the first-order edge difference information entropy of the edge in Fig.5 is 1 .9533, the second-order edge information entropy is 1.3803.
Conclusion
Summary above is a description of image edge complexity based on information entropy. The entropy of information can follow the change of target distance, which can reflect the change of target distance and track the target with similar shape and different size. And the core algorithm in this paper only calculates the first-order difference and the second-order difference and the entropy of the coordinates of the neighboring points, so the calculation is simple and the real-time performance of the algorithm is improved.
