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  The  goal  of  the  project was  to  reconstruct  the  skeleton  of  a Microsoft  Kinect  user’s 
hand.   Out of the box, Kinect reconstruct the skeleton of users’ bodies, but  it only does  large 
joints, such that the hand  is given a  location on the general skeleton, but the specifics of the 
fingers and fist are not actually calculated. 
  The uses  for  this are  fairly widespread:    the most apparent use would be  to  improve 
Kinect as a gaming device.   With  the hand skeleton  in addition  to  the general body skeleton, 
games could factor in fine finger motion to gameplay.  Tracking fingers would also allow Kinect 
to do many other things that it currently cannot, such as building user interfaces that are used 










data,  they  generated  even  more  data  and  ultimately  ended  up  with  about  300,000  depth 
images on which to train their tree.   The decision tree was trained using single pixel features; 
each feature made a decision about a single pixel, not a group of pixels.  A feature was defined 












The  actual  process  of  designing  colored  gloves  ultimately  took  months.    Our  first 
attempt was to use tie die to color white gloves.  However, the tie die process took many hours 












too  small,  so  we  allowed  them  to  be  larger.    This  resulted  in  a  tree  that  could  label  with 
substantially more accuracy. 
To  go  from  this  to  a  skeleton,  we  simply  used  a  mean‐shift  filter,  like  Microsft 







with Kinect  is possible.   We’ve also determined ways  to make  it even better,  the primary of 
which would be to use substantially more data. 
