A way to construct Boltzmann entropy, i.e., the entropy as a function of microscopic pure state, for quantum field systems is proposed. Operators that shift the field in wavevector space are used in the construction. By employing an assumption, it is shown that, for almost all states in the ensemble of pure states corresponding to a thermodynamic state, the value of the proposed Boltzmann entropy coincides with that of the thermodynamic entropy for the thermodynamic state. For general self-interacting fields, the Boltzmann entropy evolves with time under Hamiltonian dynamics, so that it is capable of characterizing the thermalization of isolated quantum field systems.
Introduction
Recently, thermalization in isolated macroscopic quantum systems has become a quite active research topic. (See, e.g., Ref. [1] and references cited therein. ) The problem is quite old and its fundamental setting was addressed by von Neumann in 1929 [2] . (Hereafter, Ref. [2] is referred to as VN29. See Ref. [3] for a review of VN29 from a modern perspective. ) The approach has revived in the recent studies of statistical mechanics of macroscopic quantum systems based on the concept of typicality [4, 5, 6, 7] . There is a growing consensus that the nature of thermodynamic equilibrium states and thermalization can be analysis through a single typical pure state and its time evolution [8, 9, 10, 11] .
Consider an ensemble of (pure) states of a large classical or quantum system and a function of state. Here, we say that the function satisfy the typicality with respect to the ensemble if the value of the function is almost same for almost all states in the ensemble. The state is said to be typical when the value of the function is very close to the ensemble average and it is said to be atypical when the value of the function largely deviates from the average. If the ensemble of states and the function of state are appropriately chosen, we may interpret that typical states correspond to thermal states and atypical states to the states that are far from thermodynamic equilibrium. Thermalization can be understood in the context of typicality as follows. When a state that is far from thermodynamic equilibrium is chosen as the initial state, it would develop with time into thermal states because almost all states in the ensemble are thermal, and they practically never come back to the original nonequilibrium state nor develop into other nonequilibrium states because they are so rare.
The validity of the above description depends on the dynamics of the system and the choice of the function of state. In VN29, an abstract concept of macroscopic quantities is introduced for quantum systems via a decomposition of the total Hilbert space into mutually orthogonal subspaces and it is shown that the macroscopic quantities, that are functions of state, do thermalize under some conditions. For quantum systems on a lattice, a choice of the function can be the expectation value of Hermite operators acting on a finite number of sites summed over extensive numbers of spatial translation of the target sites (see, e.g., Ref. [1] ). Another choice of the function is the central component of the marginal momentum distribution, which is demonstrated to thermalize in a system of hard-core bosons with additional weak nearest-neighbor repulsions on a two-dimensional lattice by Rigol, Dunjko and Olshanii [8] .
From thermodynamic point of view, the entropy is the function that characterize the thermalization processes. It generally increases under adiabatic thermalization processes. So it is of interest to define entropy as a function of pure state, i.e., the Boltzmann entropy, which satisfies typicality and its ensemble average coincide with the entropy defined for the ensemble, i.e., the Gibbs entropy. In VN29, the Boltzmann entropy is defined by using the abstract formalism of the decomposition of the total Hilbert space. (Note that it is different from the well-known von Neumann entropy defined for the density operator.) Although the existence of many appropriate decompositions of the total Hilbert is guaranteed, the prescription of the appropriate decompositions for specific systems were not given.
The aim of this paper is to construct a Boltzmann entropy, a function of pure state, for quantum systems on lattice, or systems of quantum field, and to show that it satisfies some properties that are desirable for the entropy. The present study is inspired by the author's previous work on the construction of entropy as the function of state in classical field systems [12] . Following the previous work, the construction of the Boltzmann entropy is considered in the wavevector space and operators that shift the field in the wavevector space are used.
Recently,Šafránek, Deutsch and Aguirre [13, 14] proposed a decomposition of the total Hilbert space based on a coarse-graining in position space to construct a Boltzmann entropy for systems of many quantum particles. (Hereafter, Refs. [13, 14] are referred to asŠDA19. ) Our study shares interest and aim withŠDA19 to some extent but the two studies developed to construct different types of Boltzmann entropy. Comparison between the two studies is given in Sec. 6 . This paper is organized as follows. We start with the general formalism of constructing the Boltzmann entropy in Sec. 2. Then, we introduce a normal distribution model for ensemble of pure states in Sec. 3. Next, We give the setting of the quantum field systems in Sec. 4. After these preparations, we construct a Boltzmann entropy for the quantum field systems and examine its properties using the normal distribution model for ensemble of pure states in Sec. 5. We conclude with some discussion on the results in Sec. 6.
General formalism
We start with the formalism for classical systems. Let H be the phase space of a classical systems. For every state ψ ∈ H, we assign a probability density function ρ(φ; ψ) of φ ∈ H, i.e., H dφρ(φ; ψ) = 1, ρ(φ; ψ) ≥ 0. Then a Boltzmann entropy S(ψ), i.e., entropy as a function of state, can be introduced as
Here and hereafter, we use the units where the Boltzmann constant is unity. The Boltzmann entropy S(ψ) is completely determined by the choice of the function ρ(φ; ψ). Here we introduce a notion of "macroscopic similarity". For a fixed state ψ, assign a value of ρ(φ; ψ) for every state φ according to the degree of microscopic similarity between φ and ψ. That is, let ρ(φ; ψ) > ρ(φ ′ ; ψ) if φ is macroscopically more similar to ψ in comparison with φ ′ . Conversely, if ρ(φ; ψ) is already defined, we may estimate the degree of the macroscopic similarity of φ to ψ by the value of ρ(φ; ψ).
For example, let H(ψ) be the Hamiltonian of the system, U (l) (l = 0, 1, 2, · · · ) be a sequence of the energy values satisfying
, and |Γ(U)| be the volume of the domain Γ(U). If we set ρ(φ; ψ) = |Γ(H(ψ))| −1 for φ ∈ Γ(H(ψ)) and ρ(φ; ψ) = 0 otherwise, then S(ψ) is consistent with the entropy for the microcanonical ensemble S mc (U) with U = H(ψ). Another example is given by introducing a set of real functions {M}(ψ) = {M 1 (ψ), · · · , M n (ψ)} which correspond to macroscopic quantities. Let the sequences M (l)
m < · · · , and the domain Γ({M}) be Γ({M}) = {ψ|M
) and ρ(φ; ψ) = 0 otherwise yields S(ψ) which coincide with the Boltzmann entropy S B ({M}(ψ)) [15] .
The equivalent formalism for quantum systems is given as follows. Now H is the Hilbert space and we assign a density operator ρ(ψ) to every state |ψ ∈ H. Then the Boltzmann entropy S(ψ) is given by
The density operator ρ(ψ) can be expressed as
where α is a parameter, U(α; ψ) is a unitary operator labeled by α and ψ, and w(α; ψ) ≥ 0 is a weighting function satisfying dαw(α; ψ) = 1. The unitary operator U(α; ψ) maps the state |ψ to U(α; ψ)|ψ and the value of w(α; ψ) gives the degree of macroscopic similarity of U(α; ψ)|ψ to |ψ .
When a decomposition of the Hilbert space H into mutually orthogonal subspaces H ν , i.e., H = ν H ν , is given according to VN29, the density operator ρ(ψ) is given by
where U(H ν ) is the set of unitary operators acting on H ν and µ ν is the Haar measure on
Let X be a set of thermodynamic variables that specifies a thermodynamic equilibrium state. For example, X = (U, V, N) or X = (β, V, N), where U is the internal energy, V is the volume, N is the number of particles and β is the inverse temperature. In the conventional statistical mechanics, a thermodynamic equilibrium state is modeled by a probability density function (PDF) P (ψ) on the phase space H for classical systems and a density operator ρ for quantum systems. In the next section, we will introduce a model PDF P (ψ) on the Hilbert space H which corresponds to a given density operator ρ, so that a thermodynamic equilibrium state X both in classical and quantum systems can be described by a PDF on the state space H, which will be denoted by P (X) (ψ). Let the average with respect to P (X) (ψ) be denoted by
for an arbitrary function F (ψ) of the state ψ. The over line without superscript (X) will mean the average with respect to an arbitrary PDF P (ψ).
In order that the Boltzmann entropy S(ψ) is consistent with the thermodynamic entropy S(X) defined for thermodynamic state X, it should be required that, (S1) the average of S(ψ) with respect to P (X) (ψ) is equal to the thermodynamic entropy S(X) in the thermodynamic limit, say V → ∞, i.e.,
and (S2) the deviation from the mean ∆S(ψ) := S(ψ) − S(ψ) (X) is small in the thermodynamic limit in the sense that
Note that the thermodynamic limits in the above should be taken by fixing the intensive variables such as N/V , E/V and β. By virtue of the Chebyshev's inequality, the conditions (S1) and (S2) imply that S(ψ) is typically equal to S(X) when ψ is randomly chosen according to the PDF P (X) (ψ). In addition to being consistent with the thermodynamic entropy, it is desirable for the Boltzmann entropy S(ψ) to have some properties characterizing nonequilibrium states and processes. Let ψ(t) denote the time evolution of the state with respect to the Hamiltonian H and the initial condition ψ(t = 0) = ψ. If S(ψ) is substantially smaller than S(X) and S(ψ(t)) approaches S(X) as t → ∞, then we may interpret that ψ is an atypical nonequilibrium state and that ψ(t) is a nonequilibrium processes of thermalization. In order that such ψ(t) does exist, S(ψ) should at least satisfy the condition that (S3) dS(ψ(t))/dt| t=0 = 0 for some ψ with finite probability for finite V .
Normal distribution model for the ensemble of pure states
For a given density operator ρ, the way to decompose it into an ensemble, i.e., a weighted sum, of pure states ρ = α P (α)|α α|, is not unique. The spectral decomposition is an evident example, but there are many other choices. Here, we introduce a decomposition which yields a multivariate complex normal distribution P N (ψ) on the Hilbert space H, i.e.,
where dψ =
is an arbitrary orthonormal basis, det ρ is the determinant of a matrix expression of ρ, and D is the dimension of the Hilbert space H. The subscript N in P N (ψ) indicates that the PDF is based on the normal distribution model. When ρ has 0 eigenvalue for an eigenvector |α , P (ψ) in Eq. (9) is not well-defined. In such a case, we may put ρ|α = ǫ α |α with ǫ α > 0 in Eq. (9) and the right-hand-side of Eq. (8) is safely obtained by taking the limit ǫ α → +0. For the case of D = ∞, we can first restrict the Hilbert space to be a finite dimensional subspace H ′ ⊂ H and consider the projection of |ψ onto H ′ and then increase the dimension of H ′ to infinity. Eq. (8) implies that ρ is equivalent to the ensemble of pure states |ψ with the probability density function Eq. (9). Although we have ψ|ψ = 1, individual states |ψ in the ensemble are not normalized, ψ|ψ = 1, in general. However, if (∆ ψ|ψ ) 2 := ( ψ|ψ − ψ|ψ ) 2 is small enough, then |ψ is normalized as ψ|ψ = 1 with probability almost 1. Let us consider the case for the canonical density operator ρ 
is the Helmholtz free energy. For thermodynamically sound systems, we have
, and the entropy S(β, V, N) can be chosen to be larger than 0 for 0 ≤ β < ∞. Therefore, we have (∆ ψ|ψ ) 2 ∼ exp[−f (β)V ] with a function f (β) of β satisfying f (β) ≥ 0, which implies that ψ|ψ = 1 is satisfied with probability 1 in the thermodynamic limit V → ∞ for 0 ≤ β < ∞.
Quantum field systems
Let the spatial domain of the system be a d-dimensional cube with sides of length L applied with periodic boundary conditions. The volume of domain is V = L d . Let the spatial coordinate is discretized with the unit length ∆x in each direction and let K be the set of correspondingly discretized wavevectors k = (n 1 , · · · , n d )∆k where ∆k = 2π/L and
′ and δ k,k ′ = 0 otherwise. Let {n} be a list of numbers n k (k ∈ K) and |{n} be the Fock state,
where |0 is the vacuum specified by a k |0 = 0(k ∈ K), 0 ≤ n k < ∞ for bosonic fields and n k = 0, 1 for fermionic fields, and ′ k denotes an ordered multiplication according to an arbitrary rule. Note that the rule is required to eliminate the ambiguity of the sign for the case of fermionic fields. The Fock states |{n} with 0 ≤ k n k < ∞ form an orthonormal basis of the Hilbert space H of the field system. We assume that the Hamiltonian H of the field is invariant under the global phase translation a k → a k e iθ for arbitrary θ ∈ R and the spatial translation a k → a k e −ik·δx for arbitrary δx ∈ R d . These implies that the Hamiltonian H commutes with the particle numberN := k a † k a k and the momentum p := k ka † k a k . The explicit form of the Hamiltonian up to fourth order in the field operators is given by,
where ω k ≥ 0 and g kqrs ∈ C. In general, H may contain higher-order terms in a k and a † k . We assume that ω k , g kqrs and higher-order coefficients are prescribed in the domain of continuous wavevector space and that they are continuous functions of the wavevectors. Let |j (j = 0, 1, 2, · · · ) be simultaneous eigenstates of the particle numbersN , momentum p, and the Hamiltonian H with the eigenvalues N j , p j and E j , respectively. When some of the energy eigenstates are degenerate, i.e., N j = N j ′ , p j = p j ′ and E j = E j ′ for j = j ′ , we choose |j and |j ′ to be orthogonal so that the whole |j 's form an orthonormal basis of the Hilbert space H of the field system. The Fock states |{n} may be used as the orthonormal basis |j for free field systems, i.e., H = k ω k a † k a k , but the orthonormal basis |j do not coincide with the Fock states |{n} for general (self-)interacting field systems.
Hereafter, we consider the thermodynamic state (β, V, N). Let H N be the subspace of H spanned by the eigenstates ofN with the eigenvalue N. We restrict the Hilbert space to H N for the thermodynamic equilibrium state (β, V, N) and the thermodynamic limit V → ∞ will be taken with fixing N/V .
Boltzmann entropy for quantum field systems
Let the unitary operator U Θ parameterized by Θ = (θ 0 , θ 1 , θ 2 , · · · ) (0 ≤ θ j < 2π) be given by
Let U κ be the unitary operator which shifts the field in the wavevector space by a wavevector κ ∈ K ′ , i.e.,
where K ′ is a set of wavevectors κ satisfying κ = (n 1 , · · · , n d )∆k with n j = −⌊ζL/2∆x⌋, −⌊ζL/2∆x⌋ + 1, · · · , ⌊ζL/2∆x⌋ and ζ is a positive small parameter. Hereafter, we identify the wavevector k + (2π/∆x)ℓ(ℓ ∈ Z d ) with k so that all wavevectors under consideration belong to K. Note that U † κ = U −κ . Provided that the vacuum |0 is invariant under the operation of U κ for κ ∈ K ′ , the operator U κ transfers a Fock state |{n} to another Fock state
In the thermodynamic limit, we put ζ = ζ 0 (L/∆x) −α = ζ 0 V −α/d (∆x) α with 0 < α < 1 and a positive small constant ζ 0 . Note that κ max := √ d⌊ζL/2∆x⌋∆k scales as κ max = O(V −α/d ) and the size of the set K ′ scales as |K ′ | ∝ V 1−α . Let the density operator ρ(ψ) associated to a state |ψ be given by
We propose to define the Boltzmann entropy S(ψ) for quantum field systems as Eq. (2) with Eq. (14) . We will see that, under an assumption specified later, the proposed Boltzmann entropy S(ψ) satisfies the properties (S1)-(S3) with respect to the ensemble of pure states given by the PDF P (β,V,N ) N (ψ), that is the normal distribution model for the canonical density operator ρ can (β, V, N) associated with the thermodynamic state (β, V, N). In the rest of this section, (β, V, N) will be shortly denoted by γ for convenience.
From (14), we have
Let H κ := U κ HU † κ and δ κ H := H κ − H. The general expression of H κ up to the fourth order in the field operators is given by
Let ρ
where I is the identity operator and λ = 1 is a bookkeeping parameter. Since ω k , g kqrs and the higher-order coefficients in H are continuous in the wavevectors k, we have A κ (γ) = O(κ) for κ → 0 where κ := |κ|. From Eqs. (16) and (18), we have
where
be the associated m-th order moments. C j 1 j 2 ···jm (γ) can be expressed as
where P is the set of permutations of {1, 2, · · · , m} without fixed points. Note that j|ρ
For fixed j, j ′ and κ there is at most one κ ′ that satisfies the above condition. There are
) terms are not 0. The fact is essential in the following estimates.
The Boltzmann entropy S(ψ) depends on ψ only through ρ(ψ) as
where S 1 (x) := −x ln x. Let us introduce bounding functions S 
1 (x, y) for x, y ≥ 0. By substituting x = ρ j (ψ) and y = ρ j (ψ) (γ) into the inequalities, taking the average with respect to the thermodynamic state γ and taking summation over j yields
The upper and lower bounds in the inequalities (21) can be expanded in power series of λ by using Eqs. (18) 
2 respectively. Thus, we arrive at
which implies that (S1) is satisfied.
For the estimate of (∆S(ψ)) 2 (γ) , we introduce a function ∆S 1 (x, y) := S 1 (x)−S 1 (y) and a bounding function ∆S
where we used the Cauchy-Schwarz inequality and the bounding inequality regarding ∆S 2(u) 1 (x, y) in the last inequality. The right-hand-side of the inequality (23) can be written in terms of the moments C j 1 j 2 ···jm (γ) in Eq.(20). By applying the assumption (A1) to the inequality (23), we can show that
which implies that (S2) is satisfied.
Regarding the dynamics, we have
In the case of free field systems, |j and |j ′ are Fock states and U † κ |j = U −κ |j is also a Fock state. Since the Fock states form an orthonormal basis, j|U κ |j ′ = 0 is satisfied for at most one j ′ for arbitrary fixed j and κ. This implies that ρ j (ψ(t)) is independent of t for free field systems. For general (self-)interacting field systems, we have [H, H −κ ] = 0 for κ = 0. Note that U −κ |j (j = 1, 2, · · · ) are eigenstates of H −κ , and that there are some j such that j|U κ |j ′ = 0 for two or more j ′ 's. The element ρ j (ψ) depends on t when ψ j ′ (0) = 0 for those j ′ 's. Furthermore, the t-dependence of ρ j (ψ(t)) leads to the t-dependence of S(ψ(t)). Thus, (S3) is satisfied for (self-)interacting field systems.
Discussions
A different and simpler definition of the Boltzmann entropy can be given by substituting
into ρ(ψ) of Eq. (2). We call this type of Boltzmann entropy the static Boltzmann entropy and denote it by S st (ψ). It can be shown that S st (ψ) satisfies (S1) and (S2) but fails to satisfy (S3), i.e., S st (ψ(t)) do not depend on t under the Hamiltonian dynamics. In order that ρ(ψ(t)) and S(ψ(t)) to depend on time, a parameterized set of unitary operators which do not commute with the Hamiltonian H is necessary. The situation is conceptually akin to selecting a decomposition of the Hilbert space H whose projection operators P ν do not commute with H in VN29. Furthermore, the introduction of the set of unitary operators should not violate (S1) and (S2). Following the preceding study on the Boltzmann entropy for classical field systems [12] , we introduced the set of operators U κ (κ ∈ K ′ ) that shifts the field in the wavevector space to fulfill the above requirements. The underlying idea of the operator U κ may be given as follows. When the Hamiltonian H is invariant under the spatial translation and global phase translation, the correlation in the wavevector space takes the form tr[a †
This implies that the different wavevector modes are uncorrelated at the level of the second order moments. When G k is a smooth function of k, which may be expected when ω k and higher-order coefficients in the Hamiltonian H are smooth, the neighboring wavevector modes k and k + κ(κ ∈ K ′ ) may be interpreted as statistically quasi-independent replicas of each other. The interacting wavevector modes
and the condition is not violated by a shift in the wavevector space, k → k + κ. Based on these considerations, it may be appropriate to regard that the states |ψ and U κ |ψ (κ ∈ K ′ ) 'resemble' to each other. In the present study, we chose the set of thermodynamic variables (β, V, N) to specify a thermodynamic state and the corresponding canonical density operator ρ can (β, V, N) is interpreted as an ensemble of unnormalized pure states P (β,V,N ) N (ψ) using the normal distribution model. Exploiting this setting of the ensemble of pure states, we showed, with an additional assumption, that (S1)-(S3) hold. Another setting of the ensemble of pure states is often used in the context of typicality. The set of thermodynamic variables is (U, V, N) where U is the internal energy. Let J U be the set of indices j satisfying (1 − δ)U < E j ≤ U where H|j = E j |j and 0 < δ ≪ 1. Let H U be the subspace of H spanned by |j (j ∈ J U ). The microcanonical density operator corresponding to the thermodynamic state (U, V, N) is given by ρ mc (U, V, N) = |J U | −1 j∈J U |j j| with |J U | being the size of the set J U . The density operator ρ mc (U, V, N) is interpreted as an ensemble of (normalized) pure states distributed uniformly on the surface of hypersphere ψ|ψ = 1 in H U . We denote the corresponding PDF by P (ψ), ∆S(ψ) := S(ψ) − S(U = ψ|H|ψ , V, N) would be almost 0 for almost all states |ψ . We interpret these states as thermodynamic equilibrium states. Then, ∆S(ψ) gives a measure of departure from the thermodynamic equilibrium. States with large |∆S(ψ)| correspond to nonequilibrium states. We hope that ∆S(ψ) < 0 for most of nonequilibrium states and that the thermalization process corresponds to lim t→∞ ∆S(ψ(t)) = 0 with dS(ψ(t))/dt > 0.
The eigenstate thermalization hypothesis (ETH) [16, 17] states that a single energy eigenstate can behave as a thermal state. In the present context, the ETH is given as ∆S(ψ) ≈ 0 for almost all energy eigenstates |ψ = |j . One can see from Eqs. (2), (14)- (16) that the expression of the operators U κ (κ ∈ K ′ ) in the energy eigenstate basis |j , that is j ′ |U k |j , is required to compute S(j) := S(ψ)| |ψ =|j . In the case of a free field system, there is only one j ′ such that j ′ |U k |j = 0 for every fixed j and we have
, which implies that the ETH is not valid for free fields. For general fields with interactions, there can be more than one j ′ such that j ′ |U k |j = 0 for every fixed j. If there are sufficiently many such j ′ s, then there is a possibility that the ETH is valid for some fields with interactions. When the ETH is valid, nonequilibrium states |ψ , if they exist, are linear superpositions of energy eigenstates that are thermodynamic equilibrium states. Let us fix an initial state as |ψ(0) = j ψ j (0)|j . Only when ψ j ′ (0) for various j ′ are in some special coherence relations between each other, ρ j (ψ(t)) in Eq. (25) with t = 0 would take an atypical value. And when ρ j (ψ(0)) takes an atypical value for sufficiently many j's, ∆S(ψ(0)) would deviate significantly from 0, i.e., |ψ(0) is a nonequilibrium state. Even when |ψ(0) is a nonequilibrium state, the factors e −iE ′ j t in Eq. (25) destroy the coherence for t > ǫ with some small ǫ(> 0) and ∆S(ψ(t)) ≈ 0 would be achieved, which implies the thermalization. The present dynamical description of thermalization is consistent with that depicted in Figure 2 of Ref. [8] .
InŠDA19, a coarse-graining in position space is introduced to construct a Boltzmann entropy for systems of many quantum particles. Let the spatial domain of the system D be divided into disjoint subdomains D ℓ (ℓ = 1, 2, · · · ) corresponding to the coarse-graining. Letn ℓ be the number operator of the particles in the subdomain D ℓ and H ν be the subspace of the Hilbert space H that is spanned by the similtaneous eigenstates of {n 1 ,n 2 , · · · } with the eigenvalues ν = {n 1 , n 2 , · · · }. Then, the density operator ρ xE (ψ) associated with the state ψ can be given by energy in the terminology ofŠDA19 can be formulated in the present context by substituting ρ xE (ψ) in ρ(ψ) of Eq. (2) . Note that S xE inŠDA19 is defined for general density matrix ρ but here we restrict it to be a function of a pure state ρ = |ψ ψ|.
The Boltzmann entropy S(ψ), Eq. (2) with Eq. (14), proposed in the present paper and S xE (ψ) inŠDA19 are similar in the sense that they both use U Θ or the fine-graining in energy in the terminology ofŠDA19. The difference between the two Boltzmann entropies is that the shift in wavevector space is used in S(ψ) while the coarse-graining in position space is used in S xE (ψ). The coarse-graining method is supposed to work well when the interaction between the particles is collisional or short-ranged, so that S xE (ψ) would not be appropriate when the interaction is long-ranged beyond the coarse-graining scale. The Boltzmann entropy S(ψ) in the present study has no limitation in the interacting scale range. On the other hand, the method of shift in the wavevector space requires the invariance of the Hamiltonian under the spatial translation, so that S xE (ψ) may be more suitable in the cases such that an external potential field depending on position is present. Many other definitions of Boltzmann entropy satisfying (S1)-(S3) would be possible. Actually, the examples of Boltzmann entropy other than S xE (ψ) are given inŠDA19. Among many definitions, an appropriate one should be used depending on situations.
The main purpose of this paper is to propose the Boltzmann entropy S(ψ) for quantum field systems given by Eq. (2) with Eq. (14) and to show its potential for characterizing nonequilibrium dynamical processes including thermalization. Validation of the assumption (A1) and detailed analysis of j ′ |U k |j and ETH for some specific field systems are beyond the scope of the present study. They may be left for future studies.
