






















学位 論 文要 】曰
WiththeimprDvementofcomputerteclmologiesandthee]qDansionofnetworkbandwidth
theconceptofGridhasbeenborntosatisj67thereqUirementtousemanykindｓｏｆ
ｈｅ槌rogeneouscomputerresourceslikeonesinglecomputersystem,However;evenifGrid
env]rDnmentcouldberea]ized,thereｅ]dstssmveryhighhurdletoovercome:namelyhowto
developappljcationsofthisenvimnmenttorealscientiEcandengineeringprOblelnslWo
pmblemsOMngenv]ronmentsPSE)fbrGrid:ＰⅣWLandq7berGRIPhavebeendeveloped
andappliedtoHuidphenomenaandmassivedesignsimulation・
Ａｓｔｈｅｒｅｈａｓｅ]dｓｔｅＭｇｗｓuccessstorymGridapplicationssofamthisshouldbelargely
notedasasuccessstorythatsbowsconcreteeBBbctmGridapplication・Furthenitismdicated
thatcollaborativeresearchenvimnmentandCJ7berGRⅡmighthaveaby-product:byuSing
these，wecouldtranscendbarriersbetweenorganizationsofintra-companyand
intercompanjes,theborderofcountries,etc.,andchangeourpresentreseamhandworkstyle.
1.ComputamnandGrid
Fbrnearly40yearsthemarvelousmamhofcomputationprogresshasbeen1inkedto
wMooreisLawIi，whicllrefbrstothedoublingofChipperfbmmanceabouteveryl8montlls・
Further;theadvanceofnetworkaccordingtoiIGunder'ｓＬａＷｖｌ,WhiChrefbrstothedoublingof
networkbandwidthevery9months,ｉｓｅ叩ectedtocontri]butecomputationprogress・Asa
result，ａｔpresent，peopleｃａｎｇｅｔｃｏｍｐｕｔｅｒｐｏｗｅｒａｎｄｎｅｔｗｏｒｋｂandwidthneededfbr
computation・Howevermracticanymeop】ｅｃａｎｎｏｔｅａｓｉｌｙｍａｋｅｕｓｅｏｆｓｕｃｈｉｎｈｍalion
teclmologym）resourcesastheywanthmanywhere､nisisbecauseⅡresourcesbelongto
university;nationallabora力Cry;companW;ororganizationsallovertheworld,andpeoplemust
designatemostsuitableⅡresourcetomakeitpossibletoaccompmShtheircomputaIion・
Namely;peoplemustmakeuseofeachⅡresoumebypayingtheirattentiononthefbUowing
pointsundersecuritypolicyofeaChOrganization：
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ｌ)ifrrresourcecandealwitlltl1eircomputationornot，
２)whereitsnresource]ｓ
３)whatcharacteristicsuchasperhmanceoroperatmgsWstemofitsⅡresourceare、
n1isisaveryhighhurdletoovercomefbrmalKinguseofⅡresoul℃esthroughinternet・
Imordertoovercometbishurd1e,theconceptofl'Grid，iwasbornmtheUmtedStatesm
tllemiddleofl990s・TY1isistheconceptcomngfPom1IPowerGrid『'ofelectricpowersupplyThe
intentｉｏｎｏｆＧｒｉｄｉｓｔｏｄｅｖｅｌＯｐａｎｅｎｖ]ronmentwhichmakesitpossiblef〕rpeopletouse
necessaIycomputingpowerwitlloutawarenessofthelocationsandcharacteristicofcomputer
resourcesalloverthewmldon1ybyaccessingatlmclientcomputertoanetworkport,asif
peoplecanusenecessaryelectricpowerbymsertingaplugintoawallsoclKet．
、eGridhasastructureoffburlayers:infPastructurelayerwhicllconsistsofcomputer
sWstems,netwmkeqUipments,ｅ即erimentalinstruments,etc.,commonservices（OrGrid
middleware)】ayertohidemanyheterogeneousⅡresources,prograImningtoolsandprOblem
solvingenv]mnmentPSE)layerwllicllenablespeopletodevelopaPplicationsonGrid,ａｎｄ
applicationlayerwl]ichconsistsofdata亀intensivecomputing，highthroughputcomputing，conaborativecomputmg,distributedcomputingandon-demandcomputing・MOstofreseamlles
relatedtoGridhavebeendevotedtoGridmddlewaｒｅｎｅｒｅａｒｅｔｗｏ企LmousGridmiddleware・
GIObustooUｺﾞtisdevelopｅｄｂｙＧｌＯｂｕｓｔｅａｍａｎｄｕｓｅｄｍａｉｎｌｙｍｔｈeUimeClStaiEs､GIObus
toolkithasresoumemanagement,infbrmationservice,anddatamanagementundersecurity
fimctjon・However;CHObustoolkithasdisadvantagestllatanumberofportsmustbeopened
dynamical1ywhenpeoplewishestouseGridenvironmentbeyonClHrewall､GIObustoolkitdoes
notsupportWindowsplatfbrm,ｂｕｔｏｎｌｙＵＮⅨplatfbrm,TIlerefbre,ｊＯｂｓｔａｍｓｃａｎｎｏｔｂｅ
ｍｏｎｉｂｏｒｅｄｏｎＷindowspersonalcomputerPOIY1eotherGridmidd1ewareisUNICORE
developedbymjitsuLaboratoriesofEumpeCFIE)andisusedmainlymEumpeanUnion・ne
UNICOREconsdstsoffburcomponents:UNICOIREdienttogenerabejObs,GateWaywl1iChis
anaccesspointtoallresourcesonUmCOIm,networkjObsupervisorOpS),andtargetsystem
inberface(rSnlnthecaseofUNICORE,itiseasiertousebeyond■rewallthanmthecaseof
GIObustooⅢKit、ｎｌｅＵＮＩＣＯＩＲＥｈａｓｂｅｅｎｐｏｒｔｅｄｔｏＷｉｎｄowsPCplathmbyusunder
assistanceｏｆＨＥ．
2.ＣＯＭ〕orativeReseardﾕEmiromentbPPartjclelmageVb】ocimetryPIV）
Oneoftllemostimportantissuesofresea1℃haboutGridistoapplyGridmdd]ewareto
realscjenti比andengineeriｴlgprOblems､n1epurposeofmyresearcllistodevelopPSEsystems
usingUmCOIRE,app]ythemtorealpmblemsandcreatesomesuccessstoriesofGrid・Grid
applicationsclass町intothefbUowingthreecategories:computationalgridhrvirtualizationof
computationalpower;ｄａｔａgridfbrvirtualizationofmanykindsofdistribubeddatabasesand
me可sIBms,andaccessgridtorBalizecOUaboratiN7ereseamllenvironmentoninternet・Among
thesethree,accessgridandllig1ﾕthroughputcomputingmcomputationalgridarecllanenged
mthisdissertation，
Particleimageve1ocimetryPIV)isoneofthemostimportantexperimentalmethodsfbr
nuiMowstudies,whicllismadeanoverthewoI1d・UilfbrtunatelyBHuidHowresearchersllave
notheirownPⅣcOUaborativeresearcllenvironmentwhichmakesiteasyfbrthemtousehigd1
perfbrmancecolnputem1argescalestorage，andadvancedvisualjzationcomputer化rsuCll
calculationsasvelocityvectomlmleticenergyanddigitalimageprocessing・Further;ＰⅣis
extending伽mtwodimensionaltothreedimensdonale]qDerimentsmreslOonsetotlleirneedsof
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higlleraccuracyAncollaborativeresearcllenVironmenthasbeendeveloped,whicllmakesit
possjblePIVresear℃l1erstopUbliShtheirownda力a,toretrievewheretheusefUldataare,andto
exChangePIVinbpmationeachothertl1mughinternet.ｎｺisenvirDnmentcouldreleasePIV
researchersfeomhavingtlleirownhigllperfbrmancecomputeL1argescalestorage，and
advancedvisualizationcomputerattheirsites・FromthepointofviewofGrid,thisistodeveIop
realapplicationofaccessGrid
neaccessGrid,ＰⅣweblaboratoryPⅣWDhasbeendevelopedstepbystepAt遍rst，
thePSEsO7stemcalledPⅣwebvisualizationCPⅣＷＶ)wasdeveloPedusmgGlObustooIkit，
prDgramminglanguageJavaandJ｢avaSerldet・nissystemllasi1GridportaliW1】icllenables
researCherstoviewthevisualizationresoumesonthenetworkasauni五edwhole・Itcombines
iilwodimensionalKoreaMaritimeUniversil37‐ＰⅣ（InVIU-PⅣ)i’ａｓＰⅣsoftwareon
visua1izationserveｒｍＫＭＵｗｉｔｈａｎｏｎｌｉｎｅａｒｖｉｄｅｏｅｄｉｔｍｇ印stemmKanazawaUniversity
aEU).TIlerehe,PIVresearChershavenottohavetheirownpowerfUlvisualizationcomputer
withadvancedcomputergraphics(CG)packageattheirsibe、
ＷｉｔｈａｎｅｖｏｌｕｔｉｏｎｏｆＰⅣｅ]qqerimenthmlwodimensionaltothreedimensional
measurements，ａｎｉｎｃｒｅａｓｅｏｆＰⅣappIications，andrapidChangeofPIVteC1miqUe，ＰⅣ
researcherswishtohaveenv]ronmentf〕ｒＰⅣco1laboraIiveresearChusingpowerfhlcompuber
resources・Accordingtothisdemand,oomputerresourcessucllashighspeedComputer;large
capacjtystoragedevices，anCladvancedvisualizationsystemareneededfbrreducmgthe
centralprocessmｇｕｎｉｔ(CPU)timetocomputemanyvelocityvectorsdistributedmthree
dimensionalslDaceandtovisualizetheimagesofphysicalquantitieswitlladvancedCG
teChniqUe・nus,ｔｈｅＰⅣＥＷＶｈａｓｂｅｅｎｅｘｔｅｎｄｅｄｔｏＰⅣcollabomtivereseamhenvironment
calledPIVWL,ｕｓmgremoterealtimeimagepmcessmg⑱211P）s67stemwhichisnewly
developedusingvisualizationpackagWkmiraii,remotecontrolsoftwaremVNC(virtualnetwork
compuling）Ⅱ,andawebcameraneR2正Tisaxlai1a】bleundermulti-userenvironment・Tb
avoidtwodisadvantagesofGlObustoolkitmentionedbehe,UNICOREhasbeenusedhpthe
developｍｅｎｔｏｆ]PIVWL・Oneaccessmethodcaned'iPanasclienf'bygraphicaluserinterface
(GUnhasbeenavaila]blethusfmLmenewinterfaceisneededtomakeuseofcomputer
resourcesne｡dbly:UNICOREappIicationpmgraminterface（ＡＰＤａｎｄｂｒｏｌｪerhasbeen
developed・ＴＩ１ｅＰＩＶＷＬｄｅｖｅｌｃＩＤｅｄｏｎＵＮＩＣＯＲＥｕｓｍｇＵＮＩＣＯＲＥＡＰＩ,broker;andJava
languageincludestmeedimensionalstereoKMUPⅣGridportal,database,animationserver
withAmira,anClclientPC・neportalservermakesitpossiblef〕rresearCllerstoinputthe
instructionsｔｏｕｓｅｔｈｅｒｅｓｏｕｒｃｅｓｏｆＰＩＶＷＬ・AnrelateddataObtajnedhmPⅣｅ]qDeriments
arestoredmdatabasesystem,andseardlengineofdatabasehelpsreseamherswhowishto
searchthedatastoredmdatabasesU7stem・
TI1ePIVWLhasbeenusedtoanalyzeHowCharacteristicsofdeltawmgofajetEgh力eⅢ
TI】eturbulencekineticenergyofthedeltawmgwitmeadingedgeextension血Enhasbeen
comparedwiththeenergyｏｆｔｈｅｄｅｌｔａｗｍｇｗｉｔｈｏｕｔｌＥＸｎｅＰＩＶＷＬｈａｓｓｈｏｗｎｔｈａｔｏｎｅ
ｗｉｔｈｌＥＸｉｓｍｏｒｅｅE6ecnvef｡rreducingturbu1encekineticenergythanonewithoutlEXTI1e
PIVEWLhasbeentestedbyaccessinganimalｉｏｎｓｅｒｖｅｒａｔＫＵｎｏｍlbxasAgricultureand
ManufhcturingUmiversity（IykMU)，ＫＭＵ,etc・Ithasbeenshownthatreseamherscan
manipulateanimationserverheelytranscendingbordersbetweencountries・Ｍｏｒｅover;we
havevisualizedtheresu]tsofmicrotestsectionofcouetteBowexperimentmadebymMU．
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３．HighmroughputComputingusingq7berGRidlnnovationHatfbrm
(q7berGRIP）｝
HighthroughputcomputingiS1mowntobeusefUlmsuchsimulationsascomputeraided
design(CAD),hnancialengineering,etc.,wheremassivesimulationsplayanimpOrtantrole・It
isqUitediBBcu】MDranyprivateenterprisestopurchasesuclle印ensivehighperf〕rmance
computerassupercomputerundertherecenteconomicslump、Ｏｎｔｈｅｏｔｈｅｒｈａｎｄ,privabe
enterprisesmakepooruseoftheircomputingpoweroftlleirserversandPCsTherearemain】y
tworeasonsbrtllispoorusage:ｔｈｅｈｒｓｔｉｓｔｈａｔｓｅｒｖｅｒｓａｎｄＰＣｓａｒｅｐurchasedfbrtheir
particularapplicationsbyeachdepartmentorsectjonanditisnecessarytotranscendbarrierof
verticalorganizationmacompanyThesecondistllatitistechnicallycumbersometodevelopaclusterSystemwitllserversandPCsandtouseitsc1ustersystem・Itjsemectedtllattllさfも｢iSa
possibilitythatGridteclmdlogymiglltShed】igl1tonthepmblem・
Hrmakingasign述cantimprovementoverhightlnougdlputcomputing,aPSEhasbeen
developed
lbexecutemassivesimulationseBHcientJy;ｔｈｅｒｅａｒｅｔｗｏｉｓｓｕｅｓＯｎｅｉｓｔｏｒｅａｌｉｚethe
sO7stemtomakeitpossib1etosubmitmassivejObseB5cientlywithoutconsideringtllestatus，
perhmance,operatingsystemandetc､ofcomputationalresoumesandthesituationsofjObs
underexecuting・TheotheristodevelopthemechanisｍｔｏｂｅａｂＩｅｔｏｕｔｉ】izeallcomputational
resourceseE5cienUyasmuchaspossible・Ibsolvetheseissues,ｗｅｈａｖｅｄｅｖｅlopedaPSE
naｴ､edq7berGridinnovationplatfDr、(q7berGImP)fbrhightllroughputcomputing、
InCb7berGRInUmCOREhasnotbeenusedasmiddlewarefbrWindowsPC丘omthe
fmowingreasons：reqUestedsmaUermemoIysizetllaｎＵＮＩＣＯＲＥ，easiertoinstamon
WindowsPCthanUNICORE､Thereｈｅ,wedidnotapplylmICOREfbrCyberGRm
TheCyberGRⅡconsistsofmainlythreeparts:organicjObcontroUer(OJCMDrcontroUing
jObs,Gridresourcemanager(GRMbPmonitoringthestatusofcomputationalresourcesand
sUbmjttingjObsa過泡rdecidingmostsuitableresourcefbrsubmittedjObs,andGridmediatorh
WnnClows(ＧＭW)usingmoB6cef〕rominaｴyworkstomakeitpossibletoexecutejObsbyusing
surplusCPUpoweⅢFortheserverresourcesbasedonSolarisorlmux,Condorisinstalled,so
thatjObscanbesubmittedtmuughＧＲＭ・neOJCconsistsofwebportal,viewerinterface，
interpre蛇rfbrOJCscript,inventDrydatabase,localscriptinterpretemjObsubmitpartand
interfacepartf〕routerbatclljObenvironment､ＷｈｅｎtlleuserwouldliketosubmitjObs,the
useraccesswebportalandtheuseractivatesOJCinterpreterbysubmjttingOJCscripts
prepaMbefbreｈａｎｄｂｙｔｈｅｕｓｅｎｂｉｎａｒｙｍｅｓｓｕＣｈａｓsimulationprogramsａｎｄetc・througll
brDwse工OJCanalyzesOJCscriptdescribedbyusemandsubmitsjObstoGRMoneafter
anotlleraccordingtollleresultsofanalysis・TheuserdesignatestheranksofjObsasadditional
inhPmationonwebportalwhentheusersubmitsjObs､WhenthejObissubmitted且omOJC，
GRMdecidesthemostsuitab1ecomputationalresoumetoexecute出ejObrefbrringthisrank
infbrmation,ａｎｄｓｕｂｍｉｔｓｔｈｅｊＯｂｔｏＣｏｎｄｏｒｏｒＧＭＷ(Server).n1elevelofjObscanbe
categorizedintoEveranhsaccordingtotheloadofjObexecution・ＯｎＧＭＷＰＣ),theprioril570f
jObssubmittedbytlleuserissetupautomatica】Iyaslowest1evelonWindowsOperation可stem，
sothattheownerofPCoontinuestousePCwithoutanydisturbancesandanyawarenesstllat
thejObsarerunmngasbaCkgroundjObs、
WbhavedevelopedtoolstoenabIeustodeveloIQGridenvironmentmwhichtlleusercan
submittheirjObsnoton]b7toSolarisandlmuxservers,butalsoWIndowsPCuseClfbroB5ce
w０，Gks、Namely；wehavereanzedthevirtualizationofcomputationalenvnDnment
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lncorporamgnotonlySolarisanblljnuxservers,butalsoWinClowsPC，
A1thouglltheCyberGRIPisaPSEtoexecuteeBHcientlymassiX7esiｴnulations,ＣＪ/berGmP
isnota]wayssuitablefbranykindsofsimulalions・Inthecaseoftheparanelcomputations
whichreqUirelargevolumeofcommunicationsbetweencellshrcomputationssuChasthe
simulationsusmgmoleculardynamicsmethodandtosolveNa凡nerStokeseqUations,itshould
beadOptedthecomputationalsU7stemWhicllnodesareconnectedwitllhigllspeednetworksuCll
asPCcluste工misPSEisusefhlfbrthesimulationswhicharebasedonMbnteCarlomethod
orWhiChareabletobedjvidedintosmancalculalionsundertheconditionssuchastime,space
orconditions、
WiththerecenthighperfbrmanceofmObileterminal,thedevelopersofthisdomain
encounterthelliglllevelissuesWhicllaretoodif5cu1ttoso1veEsmDecial1y;ｏｎｅｏｆｔｈｅｍａｉｎ
factorsistlleexistenceofradiowave・nlestatesofradiowavecllangelargelyaccordingtosuCh
airconditionsastherouteoftransmissionwlliCMependsongeograPhicconditionsandnatural
phenomena・nerefbreitisnecessarytodomassivesimulationstogenerabevariousconditions
oftransmissionf〕rdevelopmentofmObilecommunication可stem､nleCyberGRIPwasusedto
]ｍ]DrovetheeB5cienWofthedesignofmObilecommunicationsO7stem・Asaresult,ithasbeen
shownthatwecanreducethesimula面onturn-around-timef〕rthedesignofmObile
communicatiｏｎ副stem(exChangesystemhoverseamarkeDtoonefburtll,andtocutdown
man-powernecessarybrsettingparameterandcontrollingjObsononef〕urthAstherehas
existeClfewsuccessstoriesmGridapplicationssomthisshoulClbe]argeIynotedasasuccess
storythatshowsconczeteef6ectmGridapplication．
4．CondusdonsandHm】remams
lhavedevelopedtwo印stemsofPSEonGrid・nleErstisondemandcomputingsystem
byusingGridcommonservicetool`UNICORE,，,pmgramminglanguageJava,andsomeserver
systems・mis可stemisappliedtonuidnowresearchａｓＰＩＶＷＬｗｉｔｈＰⅣserverbasedon
`TllreedimensionalstｅｒｅｏＫＭＵＰⅣ，developedbyKoreaMamimeUmiversity;GridportaL
bmkendatabase,ammationserverbasedon`lAmira?,developedbyZIB,andclientPOIhave
realizedpracticaluseofPIVWLfbrtheanalysisofnowMd・Thus,Icouldestab]ishtllebasic
glObalcollaboraliveresearChenvironmentfDrthereseａｒｃｈｏｆｎｏｗｈｅｌｄｂｙｍｅａｎｓｏｆ
ｉｎｂｅrnationalcooperationwithKoreaMarilimeUniversjty5p[bxasA＆MUmversjty5
Konrad-Zuse-ZentrumfiirlnfbmnalionsteChnikBerlinve(ZIB)andKanazawaUmiｽﾉersity
ConcerningCAD-GridSystembasedonq7berGRmithasbeenshownthat,whenused
withCJ7berGRmRwecanreducethebothofsimulationturn-amundtimeandmanpowerofthe
designfbrmObilecommunicationsO7stemtoonefburthAstherehasexistedfewsuccesssIDries
mGridappliCatｉｏｎｓｓｏｆﾖｴ;thisshouldbelargelynotedasasuccessstorythatShowsconcrete
e艶ctmGridapplication・InnearfUture,Ｉａｍｇｏmgtoextendtheapplicationdomainnoton1y
hpmObilecommunicationsystem,butalsofDrlogicsimulalionofISI,noisesdmulationamlthe
smulation幼rtheana1ysisofelectromagnetis、、
Further;itisindicatedthatPIVWLandCS7berGImmighthaveaby-product:byusing
tllese，wecouldtranscendbarriersbetweenorganizalionsofintra-companyand
intercompanies,theborderofcountries,etc.,andchangeourpresentresearchanClworkstyle、
ｎｅＰⅣWLandq7berGRIParee】qDectedtoextenbltlleirapplicationsnotonlyPⅣor
develolQmentofmObilecommunicationsystem,reSlDectively;butａｌｓｏotllerapplicationsdomain
suchasmaterialdesign,theanalysisofelectromagnetismandsoon．
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学位論文審査結果の要旨
平成１６年１月３０日に口頭発表、その後に学位論文審査委員会を開催し、慎重審議の結果以下の通り判定
した。なお、口頭発表における質疑を最終試験に代えるものとした。
近年、複数の異質なコンピュータ資源をあたかもひとつのコンピュータシステムとして利用するために
グリッドという概念が生まれたが、実際に適用するにはアプリケーションに適した問題解決環境Problem
SolvingEnvironment（PSE）の開発が課題である。本論文では、流体の協調研究のためのＰＳＥであるPIV
WebLaboratory（PIV-WL）を開発し、航空機のデルタ翼の上の流体現象の解明やマイクロテストセクショ
ン中のCouette流の観測のために大変有効であることを検証した。この開発において韓国海洋大学、ベルリ
ンツーゼ`情報技術研究所、ＴｅｘａｓＡ＆Ｍ大学と連携し、流体研究における国際協調研究基盤を実現した。ま
た企業内のＩＴ資源を有効活用して大量計算を効率的に実行するためＰＳＥとしてCyberGRIPを開発し、シ
ミュレーション時間と工数をともに４分の１に削減出来ることを示した。これまでグリッドを活用した成功
事例が数少ない中で、この成果は注目すべき貴重な事例である。さらにＰＥＶ－ＷＬおよびCyberGRIPによ
り組織間、企業問、国家間の壁を取り除き、新たな研究スタイルやワークスタイルを実現した。
以上の研究成果は、学術的価値が国際的レベルにあり、流体解析およびグリッドへの貢献度は高く、本論
文は博士（理学）に値するものと判定した。
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