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2
1 はじめに
整数論において,素因数分解は大変重要なものである.その方法は数多くあり,現在でも研究がなされている.
そのうちの 1つが楕円曲線法である.楕円曲線法は Lenstra, Jr.により提案され,その後, Montgomeryらによ
り改良されてきた.一方, 2009年に Gaudryと Lubiczにより,クンマー直線を用いた高速なスカラー倍の方法
が提案された.そこで本研究では,楕円曲線法にクンマー直線を適用することを考え, Montgomery型の楕円曲
線法との速度の比較を行った.
2 準備
2.1 楕円曲線
ここでは, 素因数分解アルゴリズムの 1 つである楕円曲線法について説明する. 以下の体 F は F = Fp =
Z=pZ（pは p 6= 2; 3の素数）とする.また,任意の自然数 nに対して, Zn = Z=nZと書くこととする.以下の
記述は [1],[5]を参考にした.
定義 1 非特異射影 3次曲線
ax3 + bx2y + cxy2 + dy3 + ex2z + fxyz
+gy2z + hxz2 + iyz2 + jz3 = 0
(1)
が体 F 上の楕円曲線であるとは, 全ての係数 a; b; c; d; e; f; g; h; i; j が体 F に属し, かつある点 (x0; y0; z0) 2
F  F  F (x0; y0; z0のうち 1つは 0でない)が少なくとも一つ存在するときにいう.
定義 2 3次曲線 y2 = x3 + ax+ bの a; bが a; b 2 F; 4a3 + 27b2 6= 0を満たすとき,この 3次曲線は F 上で
楕円曲線をなす.この楕円曲線をWeierstrass型楕円曲線と呼び, Ea;b と書く.
Ea;b : y
2 = x3 + ax+ b:
　 (1)の式は,適当な変数変換により, Weierstrass型へと変形できる.さらに,この方程式を満たす点のうち座
標が全て F に属するもの全体の集合に無限遠点 Oを付け加えたものを Ea;b(F )で表す.
Ea;b(F ) = f(x; y) 2 F  F : y2 = x3 + ax+ bg [ fOg:
　この Ea;b(F )に対し,可換な 2項演算 +と単項演算  を以下で定める.ここで P1 = (x1; y1); P2 = (x2; y2)
を Ea;b(F )上の任意の 2点とし O は無限遠点とする.また P3 = (x3; y3)は P3 = P1 + P2 であるとする.
定義 3 Weierstrass型楕円曲線上の加法
(1) O = O;
(2)  P1 = (x1; y1);
(3)O + P1 = P1;
(4)P2 =  P1 ) P1 + P2 = O;
(5)P2 6=  P1 のとき,
x3 = m
2   x1   x2;
y3 = m(x1   x3)  y1:
3
ただしmは以下で定める.
m =
(
y2 y1
x2 x1 (x2 6= x1のとき)
3x1
2+a
2y1
(x2 = x1のとき)
　このようにして定めた加法によって集合 Ea;b(F )は加法群となる.また,後の楕円曲線法で用いる Hasseの
定理をここで紹介しておく.
定理 2.1 [Hasseの定理]
　加法群 Ea;b(F )の位数 #Ea;b(F )は,
j(#Ea;b(F ))  (p+ 1)j  2pp
を満たす.
2.2 p  1法
p   1 法は J.Pollard によって考えられた素因数分解法である. 今, 素因数分解したい合成数を n とする.
Fermatの小定理より,素数 pで割れない aに対して,
ap 1  1 (mod p)
が成立する.これより,ある正整数M に対して p  1 jM ならば,
aM  1 (mod p)
が成り立つ. よって p j n だとすれば p は gcd(aM   1; n) を割り切る. つまり gcd(aM   1; n) を計算し
1 < gcd(aM   1; n) < nなら,めでたく非自明因数が見つかる.これが p  1法である.
　またM は,あらかじめ定めた境界 B に対して, B までの最小公倍数をとることにする.ここで B までの最
小公倍数をM(B)と書く.
　この p  1法が失敗するのは gcd(aM   1; n) = 1; nとなったときである.
gcd(aM   1; n) = nとなった場合は aの値を変えてみることで解決できることがある. gcd(aM   1; n) = 1
となった場合には,上限 B を大きく選びなおす.ここまでを p  1法の第一段階ということとする.
　また,第二段階と呼ばれる方法もある.第二段階では,様々な手法が取られるが,ここではその原型を紹介す
る.新たな境界として B よりやや大きい B0 をとる.続けて QM(B) (Q 2 (B;B0]は素数)を計算する.これに
より, nの素因子 pで p  1 = Qu (uはM(B)の因子)となるようなものが発見できる可能性がある.このよ
うな工夫を p  1法の第二段階と呼ぶ.
　しかし, p  1が巨大な因数を持っていたり, nが複数の巨大な因数を持っていたりする場合に p  1法は適
切でない.この欠点を克服したのが楕円曲線法である.
2.3 楕円曲線法
楕円曲線法は Lenstra, Jr.によって考えられた準指数時間因数分解法である.概略を述べる.
　素数 pに対して F = Fp 上で定義される楕円曲線 Ea;b を考える.前節の加法によって Ea;b(F )は加法群を
成すので,この楕円曲線の位数 #Ea;b(F )は任意の Ea;b 上の点 P に対して
#Ea;b(F )P = O
4
を満たす.（この式は p   1 法の Fermatの小定理にあたる.）n を素因数分解する場合, p は未知であるから,
環 Zn 上の楕円曲線 Ea;b(Zn)上で計算を行う.このとき, 楕円曲線上の点をスカラー倍しようとすると,法 n
での逆元計算が必要となる.つまり,任意の点に対してはスカラー倍が出来ない.しかし逆元計算が失敗すれば,
その数と nとの gcdから pが求められる.これが楕円曲線法である.
　しかし Zn は体ではなく環であるから Ea;b(Zn)は正しい楕円曲線ではない.これを擬楕円曲線として以下で
定義する.
定義 4 gcd(n; 6) = 1とし, a; b 2 Zn は判別式条件 gcd(4a3 + 27b2; n) = 1を満たすとする.このとき,環 Zn
上の擬楕円曲線とは集合
Ea;b(Zn) = f(x; y) 2 Zn  Zn : y2 = x3 + ax+ bg [ fOg
のことである.ただし Oは無限遠点とする.
　この定義より, n = pのとき,定義 2の Ea;b(F )と一致する.
　楕円曲線法において p   1 法よりも優れている点は, 曲線を何度も選びなおせるところにある. p   1
法では 1 つの群 Fp だけがあり, この群の位数が上限 B に対して滑らかであれば上手くいく. 楕円曲線法
では曲線を選びなおすごとに成功する可能性が生まれるのである. さらに定理 2.1 により, 位数 #Ea;b(F )
が区間 (p + 1   2pp; p + 1 + 2pp) 内にあることがわかっている. つまり, スカラー倍する際の乗数 k
が #Ea;b(F ) でわれれば因子の発見を期待できる. また, 楕円曲線法の発見的期待計算量は準指数時間で,
L[ 12 ; 1 + o(1)] = exp
 
1 + o(1)
 
log n
 1
2
 
log log n
 1
2

であることが知られている.
2.4 Montgomery型楕円曲線
ここでは,点のスカラー倍の計算の際に法 nでの逆元計算を避けることの出来る Montgomery型の楕円曲
線について述べる.
定義 5 Montgomery型楕円曲線とは
Ea;b : by
2 = x3 + ax2 + x; (a2   4)b 6= 0
の 3次式で表される曲線である.
　Weierstrass型楕円曲線と同じように加法を定めるが,射影座標の点で計算することで逆元計算を避けるこ
とが出来る.
P1 = (X1; Y1; Z1); P2 = (X2; Y2; Z2); P3 = P1+P2 = (X+; Y+; Z+); P  Q = (X ; Y ; Z )とする.ここか
ら, Y 座標を除いたものだけを用いる.
定義 6 [加算] (P 6= Q)
X+ = Z [(X1   Z1)(X2 + Z2) + (X1 + Z1)(X2   Z2)]2;
Z+ = X [(X1   Z1)(X2 + Z2)  (X1 + Z1)(X2   Z2)]2;
[2倍算] (P = Q)
X+ = (X1 + Z1)
2(X1   Z1)2;
Z+ = (4X1Z1)

(X1   Z1)2 + a+ 2
4
(4X1Z1)

:
5
ただし, Z+ を求める際に用いる 4X1Z1 は
4X1Z1 = (X1 + Z1)
2   (X1   Z1)2
で計算する.
　これにより,点のスカラー倍を行うときに逆元計算を避けられる.さらに, Z  = 1と取ることで,加算階梯 1
回における乗算回数は 5回,平方回数が 4回,定数倍が 1回とできる.詳しくは [1]などを参照せよ.
※加算階梯とは,スカラー倍を行うときに用いるアルゴリズムの一つである.点の 2倍算と 2点の加法を定め
ておき,スカラーの i bit目が 1か 0かによって, 2倍算と 2点の加法を組み合わせ,あたかも梯子を登ってい
くようにスカラー倍を計算することから,加算階梯（もしくは単に梯）と呼ばれる.
3 クンマー直線
ここでは, クンマー直線を定義するために,指標付きテータ関数とテータ関数の定義を行い,それが満たす性
質について説明する.詳しくは [3]などを参照せよ.
3.1 テータ関数
まず,指標付きテータ関数を以下で定義する.
定義 7 ; w 2 Cで,  は正の虚部を持つものとする.また 1; 2 2 Qとする.このとき,指標付きテータ関数
#[1; 2](w; )は
#[1; 2](w; ) =
X
n2Z
exp[i(n+ 1)
2 + 2i(n+ 1)(w + 2)] (2)
で定義される.
　この指標付きテータ関数について w = 0のときの値をテータ定数という.
　また 1; 2 2 f0; 12g で考えると,(1; 2) は 4 通り考えられる. それに対し  = ( 1)412 とすると
#[1; 2](w; )と #[1; 2]( w; )には以下の関係がある.
#[1; 2](w; ) =   #[1; 2]( w; ): (3)
　また固定した  に対して,次のテータ関数を定義する.
定義 8
#1(w) = #[0; 0](w; ); #2(w) = #[0;
1
2
](w; );
1(w) = #[0; 0](w; 2);2(w) = #[
1
2
; 0](w; 2):
次に,テータ関数が満たす恒等式について述べる.定義 8で定義したテータ関数に対して,以下の等式が成り
立つ.
21(w1 + w2)1(w1   w2) = #1(w1)#1(w2) + #2(w1)#2(w2);
22(w1 + w2)2(w1   w2) = #1(w1)#1(w2)  #2(w1)#2(w2): (4)
#1(w1 + w2)#1(w1   w2) = 1(2w1)1(2w2) + 2(2w1)2(2w2);
#2(w1 + w2)#2(w1   w2) = 1(2w1)1(2w2) 2(2w1)2(2w2): (5)
6
　また w1 = w2 = w と置くと,
21(2w)1(0) = #1(w)
2 + #2(w)
2;
22(2w)2(0) = #1(w)
2   #2(w)2:
(6)
#1(2w)#1(0) = 1(2w)
2 +2(2w)
2;
#2(2w)#2(0) = 1(2w)
2  2(2w)2:
(7)
を得る.
　さらに (6)において w = 0とすれば,
21(0)
2 = #1(0)
2 + #2(0)
2;
22(0)
2 = #1(0)
2   #2(0)2:
(8)
を得る.以上の証明は定義 8より容易に導かれる.これらの等式が,後にクンマー直線上の点をスカラー倍する
際に重要となってくる.
3.2 クンマー直線
これまでに定義したテータ関数を用いてクンマー直線を定義する.
定義 9  2 Cで、 は正の虚部を持つものとする.また C上の射影直線を P1(C)で表す.
　  に関するクンマー直線 Kとは,以下で定義される Cから P1(C)への写像 'による像である.
' : w 7 ! [#1(w)2 : #2(w)2] (9)
※ [3] では, ' : w 7 ! (#1(w); #2(w)) でクンマー直線を定義している. この場合, C から P1(C) への写像
としては, well-dened であるが, C=(Z + Z) から P1(C) への写像としたとき, well-dened でないので,
well-denedとなるように, ' : w 7 ! [#1(w)2 : #2(w)2]で定義する.
Well-denedである証明 [6]の補題 3:8より,
#1(w + 1)
2 = #1(w)
2; #2(w + 1)
2 = #2(w)
2:
また, [6]の補題 3:9より,
exp(i + 2iz)#1(w + ) = #1(w):
が成立することから, M = exp ( i   2iz)とすると,
#1(w + )
2 =M2#1(w)
2:
同様に,
exp(i + 2iz)#2(w + ) =  #2(w)
なので,
#2(w + )
2 =M2#2(w)
2:
また, #1(w); #2(w) の零点について考える. [6] の第 3 章, 表 1 によれば, #1(w); #2(w) の零点はそれぞれ,
w = (p+ 12 ) + (q +
1
2 ); w = (p+
1
2 ) + q; (p; q 2 Z)なので, #1(w) = #2(w) = 0となる wは存在しない.
よって,写像 'は well-denedである. 2
7
ここで重要なことは w 2 Cがわからなくても 2倍算と加算が行えることだ.もし '(w) = [#1(w)2 : #2(w)2]
が既知とすると (6) より 1(2w)2;2(2w)2 が得られる. また (7) より #1(2w)2; #2(2w)2 が得られる. よっ
て '(2w) = [#1(2w)2 : #2(2w)2] が計算できる.
　また w1; w2 2 Cについて '(w1)2; '(w2)2が既知とすると,同様にして1(2w1)2;2(2w1)2;1(2w2)2;2(2w2)2
が得られる. これより, (5) を用いれば, #1(w1 + w2)2#1(w1   w2)2; #2(w1 + w2)2#2(w1   w2)2 が計算でき
る.よって, #1(w1   w2)2; #2(w1   w2)2 の値もわかっていれば '(w1+w2) = [#1(w1 + w2)2 : #2(w1 + w2)2]
が計算できる.
　以下 '(w) から '(2w) を計算する方法を \doubling"と呼び, '(w1); '(w2); '(w1   w2) から '(w1 + w2)
を計算する方法を \dierential addition"と呼ぶ. また, この 2 つの演算をまとめて, クンマー直線上の
pseudo-group lawと呼ぶこととする.
3.3 Doubling, dierential addition,スカラー倍算
次に doublingと dierential additionのアルゴリズムを考える.
クンマー直線上の点 P = [x2 : z2]とし, a2 = #1(0)2; b2 = #2(0)2; A2 = a2 + b2; B2 = a2   b2 とする.
さらに, Ka2;b2 と書いて,
Ka2;b2 : パラメーター a2; b2を持つクンマー直線
とする.いま, 2P = [x32 : z32]を求めたい.
(8) から
1(0)
2
=
A2
2
;2(0)
2
=
B2
2
を得る.
また, (6)より,
1(2w)
2
=
(x2 + z2)
2
2A2
;2(2w)
2
=
(x2   z2)2
2B2
となり (7) より,
#1(2w)
2
=
(1(2w)
2
+2(2w)
2
)
2
a2
; #2(2w)
2
=
(1(2w)
2  2(2w)2)2
b2
となる.
いま,射影座標で考えているので,
[x3
2 : z3
2] =

(1(2w)
2
+2(2w)
2
)
2
a2
:
(1(2w)
2  2(2w)2)2
b2

=

b2

(x2 + z2)
2
2A2
+
(x2   z2)2
2B2
2
: a2

(x2 + z2)
2
2A2
+
(x2   z2)2
2B2
2
=

b2

B2(x2 + z2)
2
+A2(x2   z2)2
2
: a2

B2(x2 + z2)
2
+A2(x2   z2)2
2
:
8
とできる.つまり [x32 : z32] の計算は
b2

B2(x2 + z2)
2
+A2(x2   z2)2
2
: a2

B2(x2 + z2)
2
+A2(x2   z2)2
2
で十分である.同様にして, 2点の dierential additionも平方の和と積で計算できる.クンマー直線上の 2点
を P = [x12 : z12]; Q = [x22 : z22]とし, R = P  Q = [x2 : z2]とする. S = P +Q = [x32 : z32]を求めよ
うと思うと,以下の計算で求められる.
[x3
2 : z3
2] =
 
1(2w1)1(2w2) + 2(2w1)2(2w2)
2
x2
:
 
1(2w1)1(2w2) 2(2w1)2(2w2)
2
z2

=

z2

(x21 + z
2
1)(x
2
2 + z
2
2)
2A2
+
(x21   z21)(x22   z22)
2B2
2
:
x2

(x21 + z
2
1)(x
2
2 + z
2
2)
2A2
  (x
2   z2)(x2   z2)
2B2
2
=

z2

B2(x21 + z
2
1)(x
2
2 + z
2
2) +A
2(x21   z21)(x22   z22)
2
:
x2

B2(x21 + z
2
1)(x
2
2 + z
2
2) A2(x21   z21)(x22   z22)
2
:
これまでの議論をもとに, doubling と dierential addition のアルゴリズムを dblと diAddに示す.
Algorithm 1 クンマー直線上の点の二倍算 dbl
Input: P = (x2; z2); a2; b2; A2; B2
Output: 2P = (x3
2; z3
2)
1: s0  B2(x2 + z2)2
2: t0  A2(x2   z2)2
3: x23  b2(s0 + t0)2
4: z23  a2(s0   t0)2
5: return (x3
2; z3
2)
Algorithm 2 クンマー直線上の 2点の加法 diAdd
Input: P = (x1
2; z1
2); Q = (x2
2; z2
2); R = (x2; z2); A2; B2
Output: S = P +Q = (x3
2; z3
2)
1: s0  B2(x12 + z12)(x22 + z22)
2: t0  A2(x12   z12)(x22   z22)
3: x23  z2(s0 + t0)2
4: z23  x2(s0   t0)2
5: return (x3
2; z3
2)
次に,点 P = [x12 : z12] について nP = [xn2 : zn2]; (n 2 Z>0)を計算する方法を考える.
まず, クンマー直線上の加算階梯を以下のアルゴリズム ladder で与える.
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Algorithm 3 加算階梯アルゴリズム ladder
Input: P;R; S; n = 0; 1
Output: 加算階梯を 1度行った点 (R;S)
1: if n = 0 then
2: S  diAdd(R;S; P )
3: R dbl(R)
4: else
5: R diAdd(R;S; P )
6: S  dbl(S)
7: end if
8: return (R;S)
このアルゴリズムにおいて, dbl,diAddでのパラメータ b2 を 1と取り,射影座標で考えているので, A2 の
値を上手く調整し, B2 を 1とすることで演算回数を減らすことが出来る.具体的には,加算階梯 1回における
乗算回数が 3回,平方回数が 6回,定数倍が 3回と出来る.
この ladderを用いて n倍の点を計算するアルゴリズム scalarMultを作る.ここで nの 2進展開は lビット
で n = (1; nl 2; nl 3; : : : ; n0) とする.
Algorithm 4 クンマー直線上のスカラー倍算 scalarMult
Input: P 2 K; n = (1; nl 2; nl 3; : : : ; n0)
Output: R = nP
1: R P
2: S  dbl(P )
3: for i = l   2; l   3; : : : ; 0 do
4: (R;S) ladder(P;R; S; ni)
5: end for
6: return (R)
初めのステップでは (P; 2P )が計算される. i番目の繰り返しに入るとき,入力が (kP; (k + 1)P ) だとする.
このとき, ni = 0なら (2kP; (2k+1)P )が返り値として出力される.逆に, ni = 1なら ((2k+1)P; (2k+2)P )
が返り値として出力されることがわかる.
3.4 任意の体上でのスカラー倍
これまで,テータ関数やクンマー直線の定義は C上で行ってきた.しかし,我々がクンマー直線を用いたいの
は, Fp 上での計算である.ここでは, C上のクンマー直線でのスカラー倍演算が任意の体上でも行えることに
ついて述べる.まず,ルジャンドル標準形の楕円曲線を定義することから始める.ここで, K は標数が 2でない
任意の体とする.
定義 10  2 K に対して,ルジャンドル標準形の楕円曲線とは
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E : Y
2 = X(X   1)(X   )
の 3次式で表される曲線である.
また, E 上での点の d倍 (d 2 Z)は任意の体上で定義されている.この d倍する演算を d とする.
d : E  ! E
P 7 ! dP
次に,写像  を P 2 E に対して (P ) =  P で定まる E の自己同型とする. この  に対して, E= を
考える. E= = ffP; Pg : P 2 Egであり,簡単のため, E= の点を hP i = fP; Pg と書く.このとき,
d( P ) =  d(P )だから,次の d は well-denedとなる.
d : E=  ! E=
hP i 7 ! hdP i
この d と d に対して, 以下の図式は可換である.また,  は E から E= への自明な写像とする.
E E
E= E=
-d
?

?

-d
したがって,クンマー直線と E= に対応を付けていくこととする. いま, Ka2;b2 : パラメーター a2; b2 を持つ
クンマー直線とし, a2; b2 2 K とする. また, は
 =
a4
a4   b4 (10)
と a2; b2 を用いて書けるものを用いる. a2; b2 2 K より,  2 K である. この を用いて, Ka2;b2 に対するル
ジャンドル標準形の楕円曲線を E とする.
このとき, [3]によれば,明示的な写像  : Ka2;b2 ! E=;
 ([x2 : z2]) =
(
h1i [x2 : z2] = [b2 : a2]

( a
2x2
a2x2 b2z2 ; : : : )

otherwise
が考えられる.
また,逆写像   1 を考える. hP i 2 E= とする.このとき,簡単な計算により
  1(hP i) =
(
[b2 : a2] (P =1)
[b2X : a2(X   1)] (P = (X; : : : ))
であることがわかる.
いま, E 上の位数 2の点 T = (; 0)を考える.このとき,任意の E 上の点 R = (X; : : : )に対して,楕円曲
線上の加法の定義に従って Q = R+ T を計算すると,
Q =

(X   1)
X    ; : : :

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となる.ここで,点 T の位数は 2であるから,  R + T =  R   T =  (R + T )となることを考えれば, E=
上でも点 T を足す演算は well-denedである. E= 上の点 hRiに点 T を足すことも同じように hRi+ T と
書くこととする.
さらに,  によってクンマー直線の点 P = [x2 : z2]を E= 上に移した点を hP 0i = h( a2x2a2x2 b2z2 ; : : : )iと
する.この hP 0iに対して hQ0i = hP 0i+ T を計算すると,
hQ0i =

a2z2
a2z2   b2x2 ; : : :

となる.
したがって,写像  ^ : Ka2;b2 ! E= を以下で定める.
 ^([x2 : z2]) =  ([x2 : z2]) + T
=
(
1 [x2 : z2] = [a2 : b2]

( a
2z2
a2z2 b2x2 ; : : : )

otherwise
また,点 T の位数は 2なので,逆写像  ^ 1 は
 ^ 1(hP i) =   1(hP i+ T )
で与えられる.
このように写像  ^ を定めることで, Ka2;b2 の pseudo-group lawと E の群演算との間に次が成り立つ.具
体的には, 位数 2 でない E 上の点 P1; P2 に対して P = P1   P2 とすると, 以下の等式が成り立つ. 証明は,
[3]の SAGEでの計算によって与えられる.また,先にも述べたように,  は E から E= への自明な写像と
し, Q 2 E に対し, (Q) = hQi 2 E= とする.
2
 
 ^([x2 : z2])

=  ^(dbl(x2; z2))
dbl
 
 ^ 1(hP1i)

=  ^ 1(h2P1i)
diAdd
 
 ^ 1(hP1i);  ^ 1(hP2i);  ^ 1(hP i)

=  ^ 1(hP1 + P2i)
(11)
この対応が成立することにより, クンマー直線上でも点のスカラー倍が可能となる. ルジャンドル標準形の
楕円曲線上での群演算は一般の体で成り立ち,その d倍する演算 d と E= 上の d は対応している.さらに,
E 上での 2倍算, 2点の加法演算とクンマー直線上での dbl, diAdd演算に一貫性のある対応があるので,任
意の体上の楕円曲線の点を E= を経由して任意の体上のクンマー直線に移し, dbl, diAddを用いて,スカ
ラー倍が行える. つまり, 下図のような対応が成り立っている. ここで, d は Algorithm 4 で計算されるクン
マー直線上での d倍の演算を表すこととする.
Ka2;b2 Ka2;b2
E= E=
E E
-d
?
 ^
-d
6
 ^ 1
-d
6

6
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以上の議論を用いて,クンマー直線上での素因数分解を行っていく.
4 主結果
ここでは, 本論文の核である主結果について述べる. 今回は, Weierstrass 型の楕円曲線を用いた方法,
Montgomery型の楕円曲線を用いた方法,クンマー直線を用いた方法の 3つの方法で素因数分解を実行した.
4.1 アルゴリズムの構成
まず初めに,各方法のアルゴリズムを記す.また,アルゴリズムの構成には, [4]を参考にした.
Algorithm 5 Weierstrass型の楕円曲線による楕円曲線法 ECM WE
Input: 素因数分解したい合成数 n, 上限 L, 素数表 kp[m](p < L までの素数が小さい順に格納されている
配列)
Output: nの非自明な因数 d,もしくは因数分解不成功
// Weierstrass型の楕円曲線 Ea;b 上の点 P = (x; y)を構成する.
x ramdom mod n
y  ramdom mod n
a ramdom mod n
b y2   x3   ax mod n
m 0 // 素因数分解開始
while kp[m]  L do
M  kM  L < kM+1 となるようなM
for i = 1; : : : ;M do
P  kp[m]P
if kp[m]P を計算する途中で分母 q が nを法として逆元を持たない. then
d gcd(q; n)
return d
end if
end for
m m+ 1
end while
return 因数分解不成功
ECM WEでは, kp[m]倍する途中で何度か法 nでの逆元計算が必要となる.逆元計算は少々時間のかかる
演算であるので,これを避けたい.
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Algorithm 6 Montgomery型の楕円曲線による楕円曲線法 ECM MON
Input: 素因数分解したい合成数 n, 上限 L, 素数表 kp[m](p < L までの素数が小さい順に格納されている
配列)
Output: nの非自明な因数 d,もしくは因数分解不成功
// Montgomery型の楕円曲線 Ea;b 上の射影座標の点 P = (x; y; z)を構成する.
x ramdom mod n
y  ramdom mod n
a ramdom mod n
b (x3 + ax2 + x)=y2 mod n
z  1
m 0 // 素因数分解開始
while kp[m]  L do
M  kM  L < kM+1 となるようなM
for i = 1; : : : ;M do
P  kp[m]P (= (xp; zp))
if 1 < gcd(zp; n) < n then
d gcd(zp; n)
return d
end if
end for
m m+ 1
end while
return 因数分解不成功
ECM MONでは, ECM WEで起こった逆元計算が必要ない.パラメータ bを計算する際に逆元計算が必要
となっているが, bの値は y 座標を求める際にしか使わないので,実際には計算する必要はない.さらに射影座
標で考えているので z の値を 1としても問題はない.また,前にも述べたように,このアルゴリズム内での加算
階梯 1回における乗算回数は 5回,平方回数が 4回,定数倍が 1回である.
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Algorithm 7 クンマー直線を用いた楕円曲線法 ECM KUM
Input: 素因数分解したい合成数 n, 上限 L, 素数表 kp[m](p < L までの素数が小さい順に格納されている
配列)
Output: nの非自明な因数 d,もしくは因数分解不成功
a ramdom mod n
b 1
 a4=(a4   b4) mod n
do
x ramdom mod n
// ルジャンドル標準型の楕円曲線上の点 P = (x; : : : )をランダムに選ぶ.
while x = 0; 1; 
// ルジャンドル標準型の楕円曲線上の点をクンマー直線上に移す.
x (x  1)=(x  ) mod n
x b2x= a2(x  1) mod n
z  1 mod n
m 0
// 素因数分解開始
while kp[m]  L do
M  kM  L < kM+1 となるようなM
for i = 1; : : : ;M do
P  kp[m]P (= [xp : zp])
if 1 < gcd(b2xp   a2zp; n) < n then
d gcd(b2xp   a2zp; n)
return d
end if
end for
m m+ 1
end while
return 因数分解不成功
ECM KUM では, パラメータ  を定める際に逆元計算が必要となる. しかし, ECM MON と同様, ECM
WEで起こった逆元計算は必要ない.また,こちらも射影座標で考えているので z の値を 1としても問題はな
い.また,前に述べたよう,定数倍の演算を減らすために, bを 1ととっている.このアルゴリズム内での加算階
梯 1回における乗算回数は 3回,平方回数が 6回,定数倍が 3回である.
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4.2 数値実験
前節の 3 つのアルゴリズムを用い, 合成数 n に対して因数分解を行った. 利用した計算機は Intel Core
i3-5005U のプロセッサ, メモリ 4GB を実装したWindows10, 64bit 版のシステム, プログラム言語は C++
である.また,多倍長演算に GMPを用いた.
　数値実験に用いる合成数 nは, n = p q; (p; q 2 P)の形をしており,ランダムに 50個選ぶ.合成数 50個の
因数分解にかかった時間の平均時間を計算した.また, nのサイズは 50bitから 10bitずつ増やし 110bitまで
のものを用いた.結果は以下のようになった.
合成数 nの bit数 ECM WE[ms] ECM MON[ms] ECM KUM[ms]
50 215 75 80
60 5215 217 294
70 131845 1100 1148
80 | 3824 3998
90 | 15301 18759
100 | 99073 92204
110 | 494370 451188
　　
※|は時間超過で計測不可を表す.
ECM MONと ECM KUMではあまり差がないという結果になった. 加算階梯の 1回の計算回数を比較す
ると, ECM KUMの方が多いが, 2回程の差では有意に働かないことが分かった.また [2]には,\平方算が乗算
よりも軽くできる条件下では, ECM KUMが高速かもしれない,"との記述があった. GMPライブラリの平方
を行う関数を使って試してみたが,そちらでは ECM MONの方が高速であるという結果となった.結果はこ
こでは割愛させていただく.
さらに, [2]には,\メルセンヌ数のような特殊な数においては ECM KUMが ECM MONよりも高速かもし
れない."という記述もあったのでそちらも実験してみた.メルセンヌ数M とは, M = 2m   1;m 2 Nの形を
した数である.本実験では, M 2 Pとなるような自然数mは除いている.結果は以下のようになった.
M の bit数 ECM WE[ms] ECM MON[ms] ECM KUM[ms]
2{50 0 2 3
51{100 228 5 15
101{150 | 569 659
151{200 | 158 105
201{250 | 20807 23095
※|は時間超過で計測不可を表す.
メルセンヌ数についても, [2] の予想とは違い, ECM MON と ECM KUM との間に有意な差は見られな
かった.メルセンヌ数のような数であると,因数が巨大なものであるとは限らないので, その因数によってそれ
ぞれの方法で速さが変わるからだと考えられる.どのような因数であれば, ECM KUMが高速となるのかは興
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味深い問題となるかもしれない.
5 おわりに
本研究では, クンマー直線を応用して楕円曲線法を改良することを考えた. 結果としては, Montgomery
型楕円曲線を用いた方法より高速にすることは出来なかったが, 同等の速さにすることが出来た. また,
Montgomery型楕円曲線法には,楕円曲線の位数を常に 3の倍数にするようにパラメーターを取ることで,高
速にする方法がある.クンマー直線を用いた方法でも同じような高速化が望めるかもしれない.さらに,今回は
クンマー直線のパラメーターを単純に小さい数と取ることしかしなかったが, パラメーターも上手く取ること
でスカラー倍の高速化が出来るかもしれない.そのようなパラメーターを求めることなども今後の発展研究と
して考えられる.
6 謝辞
本研究は,著者が首都大学東京大学院理工学研究科数理情報科学専攻博士前期課程在学中に,同大学院理工学
研究科数理情報科学専攻の内田幸寛准教授の指導の下行ったものである.首都大学東京在学の時を含め 3年間,
常に親身に, 適切な助言を賜り, 熱心に指導してくださった内田幸寛准教授に深くお礼申し上げます. そして,
ご多忙の中,本論文の副査を快諾していただきました内山成憲教授,徳永浩雄教授に深く感謝いたします.また,
2年間多くの苦楽を共にした唐澤諒氏,藤松達也氏や,今まで支えてくださった家族にも深く感謝いたします.
そして最後に,学生時代の 6年間,関わってくださった全ての方にお礼申し上げます.本当にありがとうござい
ました.
参考文献
[1] Crandall, Richard and Pomerance, Carl, Prime numbers. A computational perspective. Second edi-
tion. Springer, New York, 2005.
[2] Gaudry, Pierrick and Lubicz, David, The arithmetic of characteristic 2 Kummer surfaces and of
elliptic Kummer lines. Finite Fields Appl. 15 (2009), no. 2, 246{260.
[3] Karati, Sabyasachi and Sarkar, Palash, Kummer for genus one over prime order elds. Advances
in cryptology|ASIACRYPT 2017. Part II, 3{32, Lecture Notes in Comput. Sci., 10625, Springer,
Cham, 2017.
[4] 木田祐司, 牧野潔夫, UBASICによるコンピュータ整数論, 日本評論社, 1994.
[5] 中村憲, 数論アルゴリズム, 朝倉書店, 2009, (開かれた数学 ; 2).
[6] 梅村浩, 楕円関数論 : 楕円曲線の解析学, 東京大学出版会, 2000.
17
