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ABSTRACT 
_! 
A Berry-Esseen bound of order O(n 2 ) is established for suitably 
normalized sums of nonlinear functions of uniform spacings under a natural 
moment assumption and mild regularity conditions. Furthermore, it is shown 
that these regularity conditions are fulfilled for a wide class of func-
tions. 
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I. INTRODUCTION AND NOTATION 
Let u1,u2 , ••• be a sequence of independent random variables which are 
uniformly distributed on the interval (0,1). For n = 1,2, ••• the ordered 
u1,u2 , ••• ,Un are denoted by Ul:n ~ u2 :n ~ ••• ~ Un:n· Let UO:n = 0 and 
Un+l:n =I.The uniform spacings Din are defined by 
( I • I) D. = U. - U. I , 1.n 1. :n 1.- :n. i = 1,2, ••• ,n+I. 
Let g : (0, 00 ) ➔ JR, n = I ,2, .•• , be measurable functions and define the 
n 
statistics T by 
n 
(I. 2) T = 
n 
n+I 
I 
i= I 
g ((n+l)D. ) , 
n 1.n n = 1,2, •..• 
Statistics of this form can be used for testing uniformity. A survey of the 
asymptotic theory on these statistics may be found in PYKE (1972). We also 
refer to KOZIOL (1980). According to PYKE (1972) a study of the rates of 
convergence of sums of functions of spacings to their limiting distributions 
is of interest. In the case of uniform spacings Pyke suggests to use the 
following well-known characterization, which has been applied by LE CAM (1958) 
in order to prove first order limit theorems. Let Y., i = 1,2, •.. , be 
l. 
independent exponential random variables with expectation I. 
( I. 3) 
and 
(1.4) 
If for n = 1,2, ••• 
w = 
n 
n+I 
l gn (Yi) 
i=I 
n+I 
I 
i= I 
(Y .- I), 
l. 
then (cf. Lemma 3.1) 
(1.5) L(T) 
n 
L(W I s = 0). 
n n 
i.e. T has the same distribution as a sum of independent random variables 
n 
2 
given another sum of independent random variables. Applying (1.5) we obtain 
an expression for the characteristic function of T (cf. (3.36)). Using this 
n 
expression we prove a Berry-Esseen theorem for T under quite general con-
n 
ditions, which in most cases are easy to verify (cf. Corollary 2. 1). 
In a forthcoming paper we shall derive, under some version of Cramer's 
condition, an Edgeworth expansion for T using the same techniques as in 
n 
the present paper. In DOES & HELMERS (1980) such an Edgeworth expansion has 
_! _! 
been established by expanding the density of the vector (n 2W ,n 2 S ). That 
n n _ 1 
paper also contains, as a by-product, a Berry-Esseen bound of order O(n 2 ) 
under a condition which is rather hard to check. 
To conclude this section we define for n = 1,2, ••• 
( 1. 6) ( ) _ E( is(Ycl)+itgn(Y 1)) pn s,t - e , s E lR, t E lR, 
(X) 
(I. 7) µn = E~ (Y 1) = f g (y)e-ydy, 
0 n 
(X) 
( 1. 8) 2 var g (Y 1) = f 2 e-ydy, (J = (gn (y) - µn) n n 0 
(X) 
(I. 9) T = cov(gn (Y 1), Y 1) = f (g (y) - µ ) (y-1) e-ydy, n 0 n n 
(1. 10) 51 E 1 A (x) = for x A, A C lR, 1a ,t. 
and 
= {: 
~ 
(1.11) [x]+ for x 0 
< 
and we note that (cf. Section 2. I of PYKE (1965)) 
n+I y n-1 ( I . 12) ET = n f gn (y)(I - n+I) dy n 0 
and 
ET2 
n+I 2 y n-1 (I. 13) = n J gn(y)(l - n+l) dy + n 0 
2. A BERRY-ESSEEN THEOREM 
Our main result reads as follows: 
THEOREM 2.1. Let F be the distribution function of 
n 
(2. I) T* = (T - ET ) (var T )-½, 
n n n n 
n= 1,2, ... , 
2 
and Zet the functions K: (0, 00 ) + [0, 00 ], m = 1,2, ... , be defined by 
m 
(2.2) K (b,d) = 
m 
sup 
It J::;:;b 
sup n log(n+I) J Jp (s,t)Jn ds. 
n~m logJsJ~dn n 
If for some positive and finite constants c and C and some integer n0 
(2.3) 
(2. 4) 
if 
(2.5) 
00 
sup J Jgn(y) J3 e-ydy::;:; C, 
n~no O · 
2 2 (<J - T ) ~ C, 
n n 
gn is Lebesgue aZmost everywhere continuous for n ~ nO 
and if for aZZ positive d there exists a positive b with 
(2.6) Kn (b ,d) < 00., 
0 
then var T and consequentZy F are property defined for n ~ nO and if n n 
var Tn and Fn are weZZ defined for n < nO too., then there exists a finite 
constant A onZy depending on n0 , Kn0 , c and c., such that 
(2. 7) 
_1 
sup IFn(x) -<I>(x) I ::;:; An 2 , 
XE1R 
n= 1,2, ... , 
where~ is the standard normaZ distribution function. 
3 
4 
It should be noted that T and consequently F are insensitive to 
n n 
changes of g on the interval (n+l, 00 ), but that the conditions (2.3) through 
n 
(2.6) do not have this property for reasons of simplicity. Nevertheless, 
condition (2.3) seems to be a natural moment condition. Assumption (2.4) 
protects against degeneration of the variance of T. Loosely speaking it 
n 
means that g is nonlinear both for finite n and asymptotically. The 
n 
relevance of (2.5) will be clear from Lennna 3.1. However, assumption (2.6) 
is rather unpleasant. In the following corollary we shall give conditions 
which imply (2.3) through (2.6), which are easier to verify and which are 
satisfied for most of the statistics T used in practice. 
n 
COROLLARY 2.1. Let H be the distribution function of 
n 
(2. 8) 
n+l 
_! \ 
T' = n 2 l g((n+l)D. ), 
n i= I in 
n = 1,2, ... , 
where g: (0, 00 ) + JR is a (fixed) measurable function for which there exist 
nondecreasing functions g0 and g 1 such that 
(2.9) g = gO - gl. 
If there exists a positive number a such that 
(2. 10) 
and if 
(2.11) 
(2. 12) 
and 
(2.13) 
00 
J 
0 
00 
J 
0 
00 
g(y)e-y dy 
= lim e-ay g.(y) = 0, 
l. y+oo 
= 0, 
dy - [j g(y)y e-y dy] 2 2 -y g (y)e 
0 
f jg(y)j 3 e-y dy < 00, 
0 
i=O,I, 
= 
then there exists a constant A only depending on g such that 
(2. 14). 
_1 
sup I H (x) - Hx) I :,; An 2 
XE1R n 
5 
n= 1,2, .•.. 
It is clear that by a suitable linear transformation every nonlinear g 
satisfying (2. 13) can be standardized to a function satisfying (2. 11) and 
(2. 12). The examples given in Section 3 of PYKE (1965) are related to the 
functions f 1(x) = xr, r > 0, r ~ 1, f 2(x) = (x-1) 2 , f 3(x) = lx-11, 
-I f 4(x) = log x and f 5 (x) = x • With the corollary f 1 through f 4 can be 
handled. The statistic corresponding to f 5 has a nonnormal limit distribution. 
3. PROOF OF THEOREM 2. I. 
Since the representation (1.5) is crucial to our setup, we examine it 
in the following lemma. 
LEMMA 3. I. Let g , T , W and S be as defined in Section I. If g is 
n n n n n 
Lebesgue almost everywhere continuous, then there exists a version of the 
conditional distribution L (W I S = x) which is continuous in x = 0 (with 
n n 
respect to weak convergence). Moreover, for such a version (cf. (1.5)) 
(3. 1) L(T) 
n 
L (W I S = 0). 
n n 
PROOF. A regular version of the conditional density of (Y 1, •.. ,Yn) given 
S =xis given by 
n 
(3.2) fy y I S (y I ' ••• , y I x) -n = n! (n+l+x) , 0 :,; y., 1 i = l, ... ,n, 1•···• n n n 
n 
I 
i= I 
y. :,; n+l+x, 
1 
-n-J < X < oo 
According to this version we define the conditional distribution 
L (W I S = x) of W given S = x. From (3. 2) and the Mann-Wald theorem 
n n n n 
(cf. Theorem 5.1 of BILLINGSLEY (1968)) we see that L(W I S = x) weakly 
n n 
converges to L(W I S = O) as x tends to 0. Furthermore, we note that the 
n n 
density of ((n+l)D 1 , •.. ,(n+l)D ) equals (cf. Section 4 of PYKE (1965)) n nn 
(3.3) f(n+l)D 1 , ..• ,(n+l)D (zl' •.. ,zn) n nn 
-n 
= n! (n+l) , 
n 
I 
i= 1 
z. :,; n+ I. 
1 
l, ... ,n, 
6 
Combining (3.2) and (3.3) we arrive at (3. 1). D 
In the notation of Section 9 of BHATTACHARYA & RAO (1976) we have the 
following preliminary lemma: 
LEMMA 3.2. Let n0 be a positive integer and let Gn• n = n0,n0+1, ••. , be 
probability measures on JR.2 with zero mean, positive-definite covariance 
matrix V and finite third absolute moment. Let B be the symmetric positive-
n 2 -1 n 
definite matrix satisfying B = V and let 
n n 
(3.4) C = 3 f IIB xll 3 dG (x). n n 
There exist two positive constants c 1 and c 2 such that for all integers 
-P'. ..,.., 2 . .p • 
n ;::: n 0 , Jar a1,,1,, t E 1R sat1,sJy1,ng 
(3.5) 
and for all nonnegative integral vectors a with Os lal s 3 the inequality 
(3.6) a -n - 1 2 ID [G (n 2 B t) - exp{-½lltll }JI 
n n 
holds. 
PROOF. This is an immediate consequence of Theorem 9.10 of BHATTACHARYA 
& RAO (1976). □ 
For the proof of Theorem 2. I we assume that conditions (2.3) through 
(2.6) are satisfied and we define 
(3. 7) y > 0. 
By T, p , T , K (b,d) etc. we denote the quantities defined in (1.2), 
n n n m 
(1.6), (1.9), (2.2) etc., with g replaced by g. It is easy to verify that 
n n 
(3. 8) 
~. T = T , 
n n 
~ pn(s,t) = pn(s-Tnt,t) 
and that for lbl 
(3.9) Ku (b,d) ~ Ku (b,!d). 
0 0 
~2 
(J 
n 
2 
= (J 
n 
2 
- T 
n' 
T = O, 
n 
Together with (2.3), (2.4) and (2.6) this implies that 
and that 
00 
f ~ 3 sup lgn(y)I 
n~no 0 
inf ~2 ~ C (J 
n~no 
n 
for all positive 
~ (b,d) < 00 
0 
e-y dy ~ 14C, 
d there exists a positive b with 
7 
We conclude that we may assume without loss of generality that (2.3) through 
(2.6) hold with 
(3. 10) T = 0. 
n 
Next we define 
(3. 11) V (n+ 1) - 1 
n 
(3. 12) -1 w = n 2 (var n 
and 
(3. 13) 
ET 
' n 
l T )2 
n 
y > 0. 
With the Cauchy-Schwarz inequality we obtain 
8 
I n+l \ ( ) ( 1 y )n-1 dy - ool g (y / 1 + 2y - ½/)e -y dy I 0 n y - n+ 1 · 0 n \. n+ 1 
(3. 14) 
Note that for a E (1,n+l) 
n 
oo I([ y l+)n-1 l 1--J O n+l 
a 
n 2 4 2 n+I( )2(n+I)( ¾ )-4 
· ::; b [0 (n - an)] e -y dy + j I - n! 1 I - n+ 1 ey dy 
(3. 15) n 
Substituting a = 4 log(n+l) in (3. 15) we see that there exists a finite 
n 
fixed constant A0 such that (3.14) and (2.3) imply 
I n+l I g (y) ( 1 y )n-1 dy - col g {y) ( 1 + 2y - ½i)e -y dy I 0 n - n+ I O n n+ I 
(3.16) 
_! -2 4 
::; A0 C3 n log (n+I). 
Furthermore, 
n+I 2Y 
(3.17) 
Let 
(3.18) 
Iv I n 
00 
l lg {y)Je-y en+! dy::; 
0 n 
2 l 2 -y a = w - g {y)e dy 
n n O n 
- n (n-1) col col (x) ( ) ( I + 3 (x+y) - ½(x+y) 2)e -x-y dxdy 
n+ I gn gn y \. n+ I 
0 0 
With the aid of (1.12), (1.13), (3.16), (3.17), Holder's inequality and 
inequalities like (3.15), we arrive at 
2 1 
< U1 "n (y) I 3.-y dyPUI([ I - n!1 rr' -e -yr 3.2y dy}~ la I n 
co }I n n-1 2 2 -x- 2 + ( 1 ) .J Jg (x)g (y)e ydxdy n+ 0 0 n n 
(3. 19) 
{ co [([ ] )n-2 ( I 2) ]2 }! z + 3z - -z -z z • J z I - n+ 1 - I + n+ j e e dz 
0 
1 · 1 
+ 2n e2 c3 A0 c3 n-2 log4 (n+I) 
+ n 
2 ~ A1 c3 n-I log4 (n+I), 
where A1 is a finite constant independent of n and gn. Straightforward 
computation shows that 
I 2 2, w -a -CJ 
n n n 
(3.20) -2, . 2 OOJ 2 -x { OOJ 2 -x } I = (n+I) (-13n+I)µ + n g (x)x e dx 4µ - ¼ g (x)x e dx 
n O n n O n 
-I 
n 
for some finite constant A2 which is independent of n and gn. From (3.19) 
and (3.20) we conclude that 
(3. 2 I) 2 2, 2 j w - CJ ~ A3 C3 
n n 
2 
-3 
n ' 
where, again, A3 is independent of n and gn. Together with 3ass~mptions 
(2.3) and (2.4) this implies that for n ~ n0 = n0 v {(2A3)2 c-2 C} 
(3.22) 2 2 ½c, w ~ CJ - l C ~ 
n n 2 
(3. 23) 2 
2 2 2 3 lc3 w ~ CJ + le ~ -CJ ~ 
n n 2 2 n 2 
9 
10 
With (3.13), (3.17), (3.22) and (3.23) we arrive at 
00 7 3 
(3. 24) I lg:<Y)l 3 e-y dy - 6 --sup :;;; 22 ( I + e ) c 2 C, 
n~no 0 
2 
(3. 25) inf {var * * 2 2 -3 gn (Y 1) - [cov(gn(Y 1),Y 1)J} ~ 3c C . 
n~no 
Studying (1.6), (3.24) and (3.25) we see that it suffices to prove (2.7) 
under (2.3) through (2.6) and .the supplementary assumptions (cf. (3.11) and 
(3.12)) 
(3. 26) 
(3. 27) 
\) 0, 
n 
w = 
n 
and (3.10). Note that 
* _! T = n 2 T . 
n n 
* in this case (cf. (3.13) and (2.1)) gn = g and 
n 
2 We shall apply Lemma 3.2 with G the probability measure on :JR 
n 
corresponding to the random vector (Y 1-1,gn(Y 1)-µn). Then 
(3.28) B 
n 
= (1 
\0 
and with the aid of (2.3) and (2.4) it is not difficult to prove that there 
exists a finite constant c4 only depending on c and C such that c3 from 
Lemma 3.2 with our choice of G satisfies 
n 
(3.29) 
Let now (cf. (3.5) and (3.41)) 
(3. 30) ! -1 -1 o = 2 2 3 2 c 1c 4 
1 
and fix b E (O,C-3 {(1+4o 2)-4 - (1+o 2)-½}) in such a way that (cf. (2.2), 
(2.6) and (3.37)) 
(3. 3 I) 
. 2 
~ (b, ¼ log(I+½o )) < oo 
0 
Let x (t) be the characteristic function of T* = n-½T. By Esseen's 
n n n 
smoothing leIIlllla (see e.g. Lemma XVI.3.2 of FELLER (1971)) it suffices to 
prove that 
(3.32) J -II _tt21 _! 1 It I X (t) - e 2 dt s An 2 
ltlsbn2 n 
where A is a generic constant only depending on n0 , Kuo• c and C. Since 
for all t E :JR 
we have 
(3. 33) J -I I -lt21 -1 ltl x(t)-e 2 dts4n 2 
I n ltlsn-2 
::;; I, 
_1 
We now choose a version of the conditional distribution of n 2W given 
-1 n 
n 2 S = x which is continuous in x = 0. Lemma 3.1 shows that this is pos-
n 
sible and moreover it implies 
(3. 34) 
* 
_1 
itT 
E(e 
itn 2w 
n-½sn = 0 ). X (t) E n nl = e = n 
_1 
Let h 
n 
be the density of n 2 S and let w (s,t) be the characteristic 
_ 1 _ 1 n n 
function of 
(3. 35) 
(n 2 s ,n 2w ), i.e. (cf. (1.6)) 
n n 
-1 - 1 n+l 
w (s,t) = [p (n 2 s,n 2 t)] . 
n n 
1 
We note that (3.31) implies that for all ltl s bn 2 and all n ~ n0 
00 
J lw (s,t) Ids< OO 
n 
-oo 
_1 
and that LeIIlllla 3. I yields the continuity of E(exp{itn 2W} 
n 
x = 0. Together with 
_1 
n 2 S = x) in 
n 
I I 
12 
and (3.34) these facts imply by Fourier inversion (cf. Theorem 21.49 of 
HEWITT & STROMBERG (1965)) 
(3. 36) 
00 
x (t) = (2nh (0))-l J ~ (s,t)ds, 
n n n 
! It I $ bn 2 • 
-co 
In view of (3.31), the inequality 
and the choice of b we also have 
(3. 37) 2 - 1 -1 f I l~n(s,t) Ids s ~ (b,¼ log(l+½o )) n 2 (log(n+l)) 
lsl~on2 o 
I 2 1n ! 
+ 2n 2 ( 1 + ½ o ) - 4 , I t I $ bn 2 • 
From the theory of Edgeworth expansions for the densities of sums of 
independent and identically distributed random variables (see e.g. 
Theorem XVI.2.2 of FELLER (1971)) it follows that 
(3. 38) _1 7 _l h (O) = (2n) 2 (1 --) + O(n 2). 
n 12n 
Combining (3.32), (3.33), (3.36), (3.37) and (3.38) we see that it suffices 
to show that 
(3.39) 
The left-hand side of (3.39) is dominated by the quantity 
_ 1 f 1(2nltl)-ll f .[ (hn(O))-I - (2n)½Je-Hs 2+t2)ds/dt + 
n 2 $ltl:<;;bn 2 lsl:<;;on2 
13 
_1 
itn 2 (n+l)µ ] _ 1 ( 2+t2) I 
e n - 1 e 2 s ds d t 
(3.40) 
_1 
I itn 2 (n+l)µ + _ 1 f 1 (27rhn(O) ltl)-l J 1 e n 
n 2$ltl$bn 2 lsl$on 2 
+ 
2 2 2 
-½Cs +crnt )] I 
- e ds dt. 
I 
In view of (3.38) the first term of (3.40) equals at most An-l log(n+I). 
-1 _1 
Since lexp{itn 2 (n+I)µ }- JI$ ltln 2 (n+I) Iµ I and since in view of (3.16) 
_ 1n n _ 1 
and (3.26) jµ I $ An , the second term of (3.40) is dominated by An 2 • In 
n 2 
view of (3.21) and (3.27) the third term of (3.40) equals at most An-3. 
From Lemma 3.2 with a= (O,O), from (3.28), (3.29) and (3.30) and from the 
inequality 
(3. 41) 
it follows that 
(3.42) 
Furthermore, Lemma 3.2 with a= (0,1) and the mean value theorem imply 
that 
(3.43) f 
_1 
n 2$ltl$J 
-
1 2 2 2 
-l1 {[ -itn 2 (n+l)µn -l(s +crnt )] 
It I f e 1/J (s, t) - e 
I n 
lsl$on 2 
Combining (3.36), (3.37) and (3.38) we see that 
_1 
$ An 2 
14 
(3.44} . f ltl_ 1, f. [i/ln(s,O) - e-½s 2]ds,dt s An-½. 
n-½sltlsI ls Ison½ 
From (3.39), (3.40), (3.42), (3.43) and (3.44) we conclude that assertion 
(3. 32) and hereby Theorem 2. I have been proved. D 
4. PROOF OF COROLLARY 2.1. 
We shall apply Theorem 2.1 with g = g. In order to verify (2.6) we 
n 
have to consider 
(4• 1) 00f is(y-l)+itg(y) -yd p (s, t) = e e y. 
0 
For all EE (O,½) we have 
(4.2) lp(s,t)I S 2E + f e(is-l)y itg(y) dy. 1-logE I 
E 
For all integers m and all real numbers E = aO s a 1 s 
b 1 s b2 s ••• s bm and c 1 s c2 s •.• s cm we define 
s a = - log E 
m ' 
m 
(4.3) g I (y) = l c. I ( a. J (y) • 
i= I 1 ai- I, 1 
For the function g(y) = gO(y) - g1(y) the following string of (in)equalities 
holds: 
(4.4) 
al. c· I) it(b.-c.) I 
e is- Ye J J dy 
a. I J-
-1 Im-I( it(b.+ 1-c.+ 1) it(b.-c.)) -(1-is)a. 
= I I - is I l e J J - e J J e J 
j=I 
From (4.2) and (4.4) it follow~ that 
- log E 
lp(s,t)I ~ 3E + (l+s 2)-½{1+ ltl[ £ (g0 (y)+g 1(y))e-y dy 
(4.5) 
- (g0 (E)+g 1(E))e-E: + (g0 (-logE:)+g 1(-logE))E:]}. 
By a limiting argument we see that (4.5) holds for all nondecreasing func-
tions g0 and g1• From (2.10) we see that there exists a constant d0 such 
that for i = 0, 1 
< 
for y 1, 
~ 
which together with (4.5) yields the existence of a constant d1 such that 
for all E: > 0 
I I 2 -1 -a (4.6) p(s,t) ~ 3E: + (l+s) 2 {l+d 1ltlE }. 
Choosing E: = (ltl(l+s 2)-½)l/(a+l) we see that for 
the inequality 
(4. 7) 
15 
holds, which implies the validity of (2.6) for n0 > a+l. Since (2.3), (2.4) 
and (2.5) are trivially fulfilled for gn= g, Theorem 2. 1 now yields 
(4. 8) sup IH (x) -
xElR n 
_! 
Combining (2.8), (1.2), (1. 12), (2.11) and (3.16) we see that ET'= O(n 2 ) 
n 
and combining (3.p), (3.21), (3. 10), (1.8), (1.9) and (2. 12) that 
var T' = 1 + O(n-3). Together with (4.8) this yields (2.14) and hence the 
n 
corollary. 0 
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