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ABSTRACT
Pulsar timing array experiments search for phenomena that produce angular correlations in the
arrival times of signals from millisecond pulsars. The primary goal is to detect an isotropic and
stochastic gravitational wave background. We use simulated data to show that this search can
be affected by the presence of other spatially correlated noise, such as errors in the reference
time standard, errors in the planetary ephemeris, the solar wind and instrumentation issues. All
these effects can induce significant false detections of gravitational waves. We test mitigation
routines to account for clock errors, ephemeris errors and the solar wind. We demonstrate
that it is non-trivial to find an effective mitigation routine for the planetary ephemeris and
emphasise that other spatially correlated signals may be present in the data.
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1 INTRODUCTION
The pulsar timing method provides a way to study the physics and
astrometry of individual pulsars, the properties of the intervening
interstellar medium and to search for un-modeled phenomena. Pul-
sar times-of-arrival (ToAs) are first measured at radio observato-
ries and then converted to the reference frame of the solar-system
barycenter (SSB). The extreme rotational stability of pulsars en-
able these barycentric ToAs to be predicted using a simple model
(known as the “pulsar ephemeris”) for the pulsar’s rotational and
orbital motion. Differences between the measured and predicted
ToAs are referred to as “timing residuals”. Features in the timing
residuals (which imply a temporal correlation between the ToAs
of an individual pulsar) indicate that the model with which we are
describing the pulsar is not complete. It may not account for some
events, such as glitches (e.g., Wang et al. 2012), variations in the
interstellar medium (e.g., Keith et al. 2013) or intrinsic instabilities
in the pulsar rotation (e.g., Shannon & Cordes 2010). The power
⋆ E-mail:ctiburzi@oa-cagliari.inaf.it
spectrum of such residuals is often “red”, that is, characterized by
an excess of power at lower fluctuation frequencies. In contrast,
“white” power spectra have statistically the same amount of power
for each frequency. An iterative process is followed to improve the
pulsar model in order to minimize the residuals. Numerous stud-
ies have already been carried out using this technique, including
tests of theories of gravity (e.g., Kramer et al. 2006), analyses of
the Galactic pulsar population (e.g., Lorimer et al. 2006) and the
interstellar medium (e.g., Keith et al. 2013).
Pulsar Timing Array (PTA) projects1 are employing this tech-
nique to study phenomena that simultaneously affect multiple pul-
sars. A main goal of PTA experiments is the direct detection of
1 There are three collaborations in the world that are leading PTA
experiments: the Parkes PTA (PPTA) in Australia (Manchester et al.
2013), the European PTA (EPTA) in Europe (Kramer & Champion 2013)
and the North America Nanohertz Observatory for gravitational waves
(NANOgrav) in North America (McLaughlin 2013). These teams have
joined together to establish the International PTA (IPTA; Hobbs et al. 2010;
Manchester & IPTA 2013).
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an isotropic and stochastic gravitational wave background (GWB;
e.g., Hellings & Downs 1983) generated by the superposition of
the gravitational-wave emission of coalescing super-massive black-
hole binaries (Sesana 2013a). Other noise processes that simulta-
neously affect many pulsars are, for example, irregularities in ter-
restrial time standards (Hobbs et al. 2012) and poorly determined
solar system ephemerides (Champion et al. 2010).
In all of the cases mentioned above, the pulsar ToAs will be
spatially and temporally correlated. PTA projects seek to measure
the spatial correlation C(θij) between a pair of pulsars (labeled i
and j) separated by an angle θij . The C(θij) coefficients are ana-
lyzed to identify the physical phenomenon that leads to the corre-
lation. In particular, a GWB would induce a specific shape in the
spatial correlations (see Figure 1), called the “Hellings and Downs
curve” (Hellings & Downs 1983). If the Hellings and Downs curve
is significantly detected, then a GWB detection will be claimed.
To date, no GWB detection has been made. Because the first
direct detection of GWs will be of enormous astrophysical interest,
the chance of false detections must be well understood. After a de-
tection, the first step will be to determine an unbiased estimate of
the properties of that background (such as its amplitude). It is there-
fore fundamental to verify whether any other physical effects could
lead to an angular correlation whose cause could be misidentified
as a GWB.
In this paper, we study the impact of various noise processes
that would correlate between different pulsars on the GWB search
in PTA data. In particular, we study simplified versions of the sig-
nals that we expect from realistic errors in the clock time standard
and in the planetary ephemeris. We also discuss a set of mitigation
routines to remove the effect of these noise processes before provid-
ing an estimate of real errors in the clock and planetary ephemeris.
We consider other possible correlated noise processes that might be
hidden in the data.
To carry out our research, we use simulated data sets. In Sec-
tion 2 we outline the properties of the noise processes that we simu-
late. In Section 3 we describe how we realize these simulations and
their processing. In Section 4 we present and discuss our results,
and draw our conclusions in Section 5.
2 CORRELATED SIGNALS IN PULSAR DATA
PTA pulsars are generally widely separated (≫ 1 degree) on the
sky. Noise induced by the interstellar medium and the intrinsic tim-
ing noise (unexplained low-frequency noise in the timing residuals
of a single pulsar) of each individual pulsar is expected to be un-
correlated between pulsar pairs:
C(θij) = 0. (1)
Pulse ToAs are referred to an observatory time standard.
However, observatory clocks are not perfect and so the ToAs are
converted to a realization of Terrestrial Time (TT). This conver-
sion is carried out with a precision usually better than ∼1 ns; see
Hobbs et al. (2012). Two main realizations of TT are commonly
used. Terrestrial Time as realized by International Atomic Time
(TAI) is a quasi-real-time time standard. This is subsequently up-
dated to produce the world’s best atomic time standard, the Ter-
restrial Time as realized by the Bureau International des Poids et
Mesures (BIPM). Any errors in the Terrestrial Time standard will
induce the same timing residuals in all pulsars:
C(θij) = 1, (2)
or, the correlation between pulsars affected by an error in the clock
time standard is monopolar.
The pulsar timing procedure also relies upon knowledge of the
position of the SSB with respect to the observatory. The position of
the observatory with respect to the center of the Earth is usually
precisely known. In this case, we only need to consider possible er-
rors in the solar system ephemeris used to convert pulse ToAs from
the Earth’s center to the SSB. The Jet Propulsion Laboratory (JPL)
series of ephemerides are often used for this conversion. In this pa-
per we make use of the ephemerides DE4142 and DE4213. The
effect of an error in the planetary ephemeris on the pulsar timing
residuals, r, is:
ri(t) =
1
c
e(t) · kˆi (3)
where c is the vacuum speed of light, e is the time-dependent error
in position of the SSB with respect to the observatory and kˆi is a
unit vector pointed toward pulsar i. Instantaneously, this is a dipo-
lar effect. If the vector e is sufficiently independent of the kˆi and
kˆj vectors, (as discussed in Appendix A) then the C(θij) would
assume a cos(θij) angular dependence.
The ToA delays induced by the passage of a GW includes
the effect of the GW passing the pulsar (often known as the “pul-
sar term”) and also the effect of the GW passing the Earth (the
“Earth term”). Recent work (Sesana et al. 2009; Ravi et al. 2015)
suggests that the most likely detectable signal will be a stochastic
and isotropic background of GWs (GWB) caused by a large num-
ber of supermassive, binary black-hole systems. The “pulsar term”
will lead to red, uncorrelated noise in the pulsar timing residuals.
Hellings & Downs (1983) showed that the correlations induced by
the “Earth term” would leave a well-defined signature in the an-
gular correlation between the timing residuals of different pulsars.
The signature, known as the “Hellings & Downs curve”, is shown
as the continuous line in Figure 1 and is defined by:
C(θij) =
3
2
x log(x)−
x
4
+
1
2
(4)
where x = [1− cos(θij)]/2. The power spectrum for a GWB may
be described by a power law:
PGWB(f) =
A2
12pi2
(
f
fyr
)2α−3
(5)
where A is the GWB amplitude for a frequency f = fyr =
(1yr)−1, α sets the power-law slope, which is predicted to be−2/3
for an isotropic and stochastic GWB (Phinney 2001). Current up-
per bounds on the amplitude of the GWB indicate that A is smaller
than 10−15 (Shannon et al., submitted).
The search for the GWB is based on determining the correla-
tion between the timing residuals for each pair of pulsars in a given
2 ftp://ssd.jpl.nasa.gov/pub/eph/planets/ioms/de414.iom.ps
3 http://ipnpr.jpl.nasa.gov/progress_report/42-178/178C.ps
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PTA. The subsequent steps of the search depend on the adopted
statistical approach. The PPTA have generally made us of a fre-
quentist method (e.g., Yardley et al. 2011, hereafter Y11) to deter-
mine whether or not the correlations take the form of the Hellings
& Downs curve. If they do, then a detection of the GWB will be
claimed. We note that this functional form will never be perfectly
matched in practice. First, the Hellings & Downs curve is not ob-
tained through independent measurements of the angular covari-
ance. For a given PTA, only a finite number of pulsar pairs exists
and the measured correlations will not be independent as a given
pulsar will contribute to multiple pairs. The Hellings & Downs
curve is an ensemble average. For our Universe, the positions and
properties of the black-hole binaries along with the effect of the
GWB passing each pulsar will lead to noise on the expected curve
(see e.g., Ravi et al. 2012). Various algorithms, both frequentist and
Bayesian, have been developed to search for the signature of the
Hellings & Downs curve (Yardley et al. 2011; van Haasteren et al.
2011; Demorest et al. 2013; Lentati et al. 2015) and have been ap-
plied to actual data sets.
If a non-GWB noise process that produces spatially corre-
lated timing residuals is well understood then it will be possible
to develop mitigation routines or to include such noise as part of
GWB detection algorithms. We have already considered two sig-
nals (clock and ephemeris errors) that are extensively discussed
by PTA research teams, but note that many other such processes
may be present. These include instrumental artifacts, solar wind
effects, polarization calibration errors, uncertainties in the Earth-
orientation-parameters, the ionosphere, the troposphere, individual
gravitational wave sources and many other possibilities. For this
paper, we have chosen to study instrumental delays and the solar
wind as representative examples.
The configuration of the observational set-up for receivers
and signal-processing systems is optimized on the basis of the
pulse period and dispersion measure (DM) for each pulsar. There-
fore, it may be that different pulsars are characterized by differ-
ent observational set-ups. For all PTAs, both receivers and signal-
processing systems have evolved over the data spans (see, e.g.,
Manchester et al. 2013 for details). Such updates can introduce
time offsets into the timing residuals that are dependent upon the
specific configuration used. Although PTA teams attempt to com-
pute them, these measurements have an uncertainty, and thus some
small offsets remain. Therefore, the pulsar data sets may include an
offset that is identical for pulsar pairs with the same observational
configuration, but has a different amplitude for pulsar pairs with
different set-ups.
Fluctuations in the plasma density of the solar wind and the
ionosphere will cause correlated noise in the timing residuals of dif-
ferent pulsars if the DM corrections are not made on a sufficiently
fine time scale. As the the solar wind variations yield the most se-
vere impact between these two effects, we have included them in
our simulations. The solar wind variations depend on the angular
distance between the pulsar and the Sun and the solar latitude of the
point where the line of sight is closest to the Sun (You et al. 2007).
The size of this effect will change during the solar cycle (see e.g.,
You et al. 2012). The TEMPO2 software attempts to account for the
solar wind using a non-time-dependent and spherically symmet-
ric model (see e.g., Edwards et al. 2006). It is often assumed that
any remnant signal could be absorbed into standard measurements
of DM variations for each pulsar. However, variations in the solar
Figure 1. The continuous line represents the expected Hellings & Downs
curve. Crosses, dots and stars show the angular coverage offered by, respec-
tively, the PPTA pulsars, the IPTA pulsars (see Table 1) and the four best
PPTA (and IPTA) pulsars: PSRs J0437−4715, J1713+0747, J1744−1134
and J1909−3744.
wind may occur on time scales faster than the typical smoothing
time for dispersion measure correction (see e.g., Keith et al. 2013),
or be in disagreement with some proposed models for DM fluctua-
tions (e.g., Lee et al. 2014).
3 METHOD
In order to study the effect of correlated noise processes on the
GWB search in PTA data we 1) simulate data sets in which we
artificially inject signals that might induce spatial correlations be-
tween pulsar time series and 2) process each simulation as if only
a GWB was present in the data. PTA data sets are subject to vari-
ous complexities: different pulsars may have different data spans,
the precision with which the ToAs can be determined is affected by
the flux density of the pulsar and interstellar scintillation and the
observational sampling is non-uniform.
In this paper, we have chosen to simulate much simpler (albeit
unrealistic) data sets, with regular sampling and equal uncertainties
and data spans. With such data sets, our software is faster and many
of the results can be understood analytically. We also note that if an
analysis of these data sets can lead to misidentifications of a GWB,
then the additional effects evident in actual data may provide an
even higher chance of false detections.
We simulate data sets for 20 of the millisecond pulsars (MSPs)
observed by the PPTA (listed in Table 1). The coverage of the
Hellings & Downs curve offered by these pulsars is shown by
the cross symbols in Figure 1. We note that the closest pul-
sar pair is PSR J2129−5721 - PSR J2241−5236 with an angu-
lar distance of 11.36 degrees, and the most widely separated is
PSR J1022+1001 - PSR J2145−0750 with an angular distance
of 170.57 degrees. Only nine pulsar pairs have angular separations
wider than 140 degrees. The angular coverage given by the four
most precise timers of the three PTAs (J0437−4715, J1713+0747,
c© RAS, MNRAS 000, 1–13
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Table 1. Some parameters of the PPTA pulsar sample simulated in this study.
PSR name Spin period RA Dec Ecliptic latitude
[ms] [hh:mm:ss] [dd:mm:ss] [deg]
J0437−4715 5.757 04:37:15.8 −47:15:08.6 −67.9
J0613−0200 3.062 06:13:43.9 −02:00:47.1 −25.4
J0711−6830 5.491 07:11:54.2 −68:30:47.5 −82.9
J1022+1001 16.453 10:22:58.0 +10:01:53.2 −0.1
J1024−0719 5.162 10:24:38.6 −07:19:19.1 −16.0
J1045−4509 7.474 10:45:50.1 −45:09:54.1 −47.7
J1600−3053 3.598 16:00:51.9 −30:53:49.3 −10.1
J1603−7202 14.842 16:03:35.6 −72:02:32.7 −50.0
J1643−1224 4.622 16:43:38.1 −12:24:58.7 +9.8
J1713+0747 4.57 17:13:49.5 +07:47:37.5 +30.7
J1730−2304 8.123 17:30:21.6 −23:04:31.2 +0.2
J1732−5049 5.313 17:32:47.7 −50:49:00.1 −27.5
J1744−1134 4.075 17:44:29.4 −11:34:54.6 +11.8
J1857+0943 5.362 18:57:36.3 +09:43:17.3 +32.3
J1909−3744 2.947 19:09:47.4 −37:44:14.3 −15.2
J1939+2134 1.558 19:39:38.5 +21:34:59.1 +42.3
J2124−3358 4.931 21:24:43.8 −33:58:44.6 −17.8
J2129−5721 3.726 21:29:22.7 −57:21:14.1 −39.9
J2145−0750 16.052 21:45:50.4 −07:50:18.4 +5.3
J2241−5236 2.187 22:41:42.0 −52:36:36.2 −40.4
J1744−1134 and J1909−3744) is also shown in Figure 1 (star sym-
bols), and ranges from 20 to 140 degrees.
We simulate the ToAs using the PTASIMULATE software
package. This software is based on the simulation routines devel-
oped for TEMPO2. Initially, the software simulates the observing
times. In our case, we simply assume that each of the 20 PPTA pul-
sars are observed from MJD 48000 to 53000 (a span of 5000 days,
13.7 years), with a cadence of 14 days. The software then uses the
deterministic pulsar timing models (obtained from the ATNF Pul-
sar Catalogue4) for each of the pulsars to form idealized site ar-
rival times based on the observation times (see Hobbs et al. 2009
for details). These timing models are referred to the JPL ephemeris
DE421 and the time standard TT(BIPM2013). Later, the software
creates 1000 realizations of the various noise processes, which we
add to the arrival times together with 100 ns of white Gaussian
noise to represent the radiometer noise level.
We first simulate 1000 realizations of time series affected by
an isotropic, stochastic GWB, Sgwb with an amplitude of 10−15.
This was achieved by assuming 1000 individual GW sources
isotropically distributed on the sky with amplitudes and frequencies
chosen such that the resulting power spectrum of the background is
consistent with Equation 5 (Hobbs et al. 2009). Sgwb is our refer-
ence simulation throughout this paper.
We then study the likelihood that each specific noise process
can be mis-identified as a GWB, by individually adding these sig-
nals to the simulated arrival times described above. We do not know
the exact levels, nor the spectral shapes that such signals will as-
sume in real data sets. For this reason, we choose the following ap-
proach. We first determine whether noise processes with the same
4 http://www.atnf.csiro.au/research/pulsar/psrcat/
spectrum and amplitude of the GWB in Sgwb can lead to false de-
tections. The red noise processes given below were therefore all
simulated to have spectra consistent with that of a GWB with an
amplitude A = 10−15:
• Sutn, spatially uncorrelated timing noise. A scaling factor,
which converts the real and imaginary parts of a Fourier transform
to the required power spectrum, is determined. The real and imag-
inary parts are randomized by multiplying by a Gaussian random
value. The corresponding time series is obtained by carrying out a
complex-to-real Fourier transform;
• Sclk, stochastic, monopolar clock-like signal. Its characteris-
tics are based on our expectation of an error in the clock time stan-
dard. For each realization, we derive a single time series as for Sutn
and assume that this noise process affects all the pulsars;
• Seph, stochastic, dipolar ephemeris-like signal. Its character-
istics are based on our expectation of an error in the planetary
ephemeris. For each realization, we simulate three time series as
for Sutn. We assume that these three time series represent the time
series of errors in the three spatial components of e. The timing
residuals for a given pulsar are then obtained using Equation 3.
We also simulate other four noise processes that are not at the
same level nor have the same spectral shape as the simulated GWB:
• Stt, we simulate time series based on the TT(BIPM2013), and
we then process the time series by using TT(TAI). We thus simulate
the effects of a clock error corresponding to the difference between
TT(BIPM2013) and TT(TAI);
• Sde, we simulate time series based on the DE421, and we then
process the time series by using DE414. We thus simulate the ef-
fects of an ephemeris error corresponding to the difference between
DE421 and DE414;
c© RAS, MNRAS 000, 1–13
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Table 2. Summary of the simulations. All the simulations include 1000 it-
erations of the timing residuals of 20 pulsars with a white noise level of
100 ns, each spanning 5000 days and sampled at 14 day intervals. The
simulations that assume a GWB spectrum have a spectral amplitude of
1×10−15 .
Tag Simulated effect GWB-like
spectrum
Sgwb GWB Y
Sutn Uncorrelated red noise Y
Sclk Stochastic clock-like errors Y
Seph Stochastic ephemeris-like errors Y
Stt Difference between TT(BIPM2013) and TT(TAI) N
Sde Difference between DE421 and DE414 N
Sie Instrumental errors N
Ssw Solar wind N
• Sie, we divide the pulsars of our sample in three groups (con-
sisting of 7, 7 and 6 pulsars respectively). We assume that each
group was observed with a different signal-processing system. We
assume that the systems are modified six times over the total data
span5. This introduces time delays in the ToAs. We assume that
the epochs of the modifications are the same for the three systems,
but that the amplitudes of the time offsets are different. We also
assume that these offsets vary for the same signal-processing sys-
tem from one epoch to the other. The amplitude of the offsets (for
each epoch and system) was randomly drawn from a Gaussian pop-
ulation a standard deviation of 20 ns. We also test the effects for a
standard deviation of 200 ns;
• Ssw , we include the expected effects of the solar wind by
modeling the solar corona using observations from the Wilcox So-
lar Observatory6 when calculating the idealized site arrival times.
This process is based on the procedure first described by You et al.
(2007). We subsequently processed the pulsar observations assum-
ing that the solar wind is absent.
These simulations are listed in Table 2. We note that the GWB
simulations require knowledge of the pulsar distances. In our case,
the code computes an approximate distance based on the DM mea-
surement. We also note that Stt, Sde and Ssw are all deterministic
simulations, and that the only change between the 1000 iterations
is the realization of the white noise for each pulsar.
3.1 Simulation processing and computation of the angular
covariance
Our simulation software provides a set of pulsar timing models and
arrival time files that can be processed in an identical manner to ac-
tual pulsar data. These timing models have already been fitted for
changes in the pulse frequency and its time derivative for each pul-
sar (and, in the case of Sde, we also fit for the pulsar position). We
wish to extract from these simulated data sets the correlated noise
that could lead to a false detection of a GWB. Numerous GWB de-
tection codes exist (Yardley et al. 2011; van Haasteren et al. 2011;
5 The actual PPTA instruments were upgraded with approximately this ca-
dence.
6 http://wso.stanford.edu/
Demorest et al. 2013; Lentati et al. 2015). We chose to use an up-
dated version of the algorithms developed by Y11 because 1) it has
been implemented in the TEMPO2 public plugin DETECTGWB, 2)
the code runs quickly, 3) it produces a large amount of useful di-
agnostic output and 4) it is easy for us to implement the mitigation
methods that we describe below. The Y11 code first calculates the
covariances between the timing residuals for each pulsar pair. It
then obtains a value for the squared GWB amplitude, Aˆ2, by fit-
ting the Hellings & Downs curve to these covariance estimates. We
therefore obtain an estimate of the GWB amplitude for each of our
1000 realizations.
We have updated the Y11 algorithm as follows. We linearly
interpolate a grid of uniformly spaced values onto the pulsar tim-
ing residuals7. The obtained grid of values is constrained so that the
corresponding rotational frequency and its derivative are zero. We
then select the grid points that are in common between a given pul-
sar pair and form cross power spectra using a red noise model and
the Cholesky fitting routines (see Coles et al. 2011). This allows us
to calculate power spectra in the presence of steep red noise. The
noise model that we assume throughout is given by Equation 5 with
A = 10−15. The Y11 algorithm also requires an initial guess for the
GWB amplitude. For this guess we also chose A = 10−15. This im-
plies that the algorithm will be optimal for the case in which the
GWB is present and allows us to evaluate the occurrence of false
detections in the other data sets.
The output from the Y11 algorithm includes both an evalua-
tion of A2 (Aˆ2), a 1-σ error bar on this measurement (σAˆ2 ) and the
significance of the detection (defined as Aˆ2/σAˆ2 ). As our statistic,
we chose to use Aˆ2 because it provides an unbiased estimator for
the power in the timing residuals that can be attributed to a GWB.
All our modifications are available in the most recent release of the
DETECTGWB plugin.
We applied our method to all realizations of all our simula-
tions. In Figure 2 we show the covariances obtained as a func-
tion of the angle between each pulsar pair. In the left-hand column
we show an individual realization for each noise process. In the
right-hand column we show the covariances after averaging over
the 1000 realizations. In the next section we discuss each of these
noise processes in detail.
4 RESULTS AND DISCUSSION
We calculated the distribution of Aˆ2 values from each of the 1000
realizations of every simulated noise process. In Table 3 we list
the corresponding mean and standard deviation of the distribution.
For the simulations that do not include a GWB, we also determine
the Aˆ2 value that is exceeded in only 5% of the simulations. This
value (“DT5”) represents the detection threshold that would have a
5% false alarm probability. We also determine how many realiza-
tions of Sgwb exceed this threshold (PDT5), i.e. the probability of
detection at this threshold. In other words, DT5 represents the cor-
rect detection threshold for the analyzed type of noise, while PDT5
is the probability of detection if the GWB amplitude is 1×10−15
7 The Y11 algorithm can be applied to real, unevenly sampled observa-
tions. However, this step both reduces the number of observations that need
to be processed and ensures that they are on a convenient evenly spaced
grid.
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Figure 2. Angular covariances computed the simulations described in Section 3. From top to bottom: Sgwb, Sutn, Sclk, Seph, Stt, Sde, Sie at 20 ns, Sie at
200 ns, Ssw. In the left panels is shown the result for an individual realization, in the right panels is shown the average over 1000 realizations.
and we assume DT5 as the actual detection threshold. We trial var-
ious mitigation methods to reduce DT5 and thus increase PDT5.
These mitigation methods are described in detail below and the
corresponding results are also listed in Table 3. For these results
we apply the same mitigation routine to Sgwb as we have applied
to the simulation being processed.
4.1 GWB and uncorrelated timing noise
Figure 3 shows the Aˆ2 distribution obtained for Sgwb (dotted his-
togram). The mean value, 1.2×10−30, is slightly higher than the
expected (1×10−30). This is a known bias within the Y11 algo-
rithm that occurs because the individual covariances are not inde-
pendent. Y11 accounted for this bias by using simulations to de-
termine a scaling factor. For our work this bias is small and does
not affect our conclusions. The top panel in Figure 2 shows that we
successfully recover the expected Hellings & Downs signature.
The solid-line histogram in Figure 3 shows the results from
Sutn (uncorrelated noise process). As expected, the mean of this
histogram (5×10−33) and the corresponding angular covariances
are statistically consistent with zero. The PDT5 of this simulation
indicates that the Aˆ2 values obtained from 98% of the Sgwb simula-
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Table 3. Summary of the simulation results. In the columns are indicated, respectively, the simulation name, the applied mitigation routine, mean Aˆ2, standard
deviation of the Aˆ2 distribution, DT5 and PDT5. The mean, standard deviation and DT5 values are given with respect to 10−30
Simulation Mitigation routine Mean Standard deviation DT5 PDT5
Sgwb − 1.2 0.53 − −
Clock: offset subtraction 1.2 0.53 − −
Clock: Hobbs et al. 2012 0.98 0.43 − −
Ephemeris: cosine subtraction 1.2 0.53 − −
Ephemeris: Deng et al. 2013 0.40 0.24 − −
Ephemeris: Champion et al. 2010 0.88 0.40 − −
Sutn − 0.0050 0.18 0.32 98 %
Sclk − 0.68 0.36 1.3 33 %
Clock: offset subtraction −0.0066 0.14 0.25 99 %
Clock: Hobbs et al. 2012 0.0043 0.052 0.089 99 %
Seph − 0.36 0.19 0.74 81 %
Ephemeris: cosine subtraction −0.00019 0.12 0.20 99 %
Ephemeris: Deng et al. 2013 −0.021 0.034 0.041 97 %
Ephemeris: Champion et al. 2010 0.090 0.13 0.31 95 %
Stt − 4.9 0.33 5.5 0 %
Clock: offset subtraction −0.00067 0.31 0.0053 93 %
Clock: Hobbs et al. 2012 0.0040 0.053 0.097 99 %
Sde − 0.44 0.14 0.68 86 %
Ephemeris: cosine subtraction 0.0029 0.14 0.25 99 %
Ephemeris: Deng et al. 2013 −0.024 0.12 0.18 83 %
Ephemeris: Champion et al. 2010 0.025 0.13 0.25 97 %
Sie (20 ns) − −0.0021 0.069 0.11 99 %
Sie (200 ns) − −0.36 2.1 3.1 0 %
Ssw − 1.6 0.14 1.8 11 %
Solar wind: TEMPO2 model 0.43 0.12 0.64 −
Solar wind: adaptation of Keith et al. 2013 1.2 0.061 1.3 −
tions are above the detection threshold. It is therefore unlikely that,
with a careful analysis of the angular correlations in Figure 2 and
the false alarm probability, the Sutn simulations could be misiden-
tified as a GWB.
4.2 Clock-like error
The top panel of Figure 4 contains the Aˆ2 distribution obtained
for Sclk, overlaid with the Aˆ2 values computed for Sgwb. The two
distributions significantly overlap. The Y11 algorithm produces
non-zero Aˆ2 values with a mean of 6.8×10−31 and a DT5 of
1.3×10−30. The PDT5 is 33%. Blind use of a detection code can
therefore lead to a false detection of a GWB in the presence of such
a clock signal. However, the angular correlations for a clock error
as a function of angular separation take the form of a constant off-
set (see Figure 2) and are easily distinguishable by eye from the
Hellings & Downs curve. We can therefore update the GWB detec-
tion code to account for the possibility of clock errors.
We consider two general approaches: 1) we can mitigate the
effects that the spurious signal has on the angular covariances or
2) we can identify and subtract the signal directly from the time
series. In the first method, we note that the clock errors lead to an
offset in the angular correlations. We can therefore attribute any
offset to clock errors and update the detection algorithm to search
for the Hellings & Downs curve with a mean removed. In the sec-
ond method, we can first measure the clock errors from the timing
data, subtract them from the residuals and then apply the detection
algorithm.
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Figure 3. Normalized Aˆ2 distributions obtained for simulations Sutn
(solid) and Sgwb (dotted).
For the first case, we update the Y11 algorithm to include a
constant offset, γ, when fitting for the Aˆ2 values. i.e., we fit the
following function to our measured covariances:
f(θij) = Aˆ
2C(θij) + γ. (6)
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Figure 4. In the upper panel are shown the normalized Aˆ2 distributions
as computed for simulations Sclk (solid histograms) and Sgwb (dotted his-
togram). In the central and the bottom panels we show the same distribu-
tions, after the application of the two mitigation routines described in Sec-
tion 4.2.
The resulting Aˆ2 distribution for Sclk and Sgwb after this modifica-
tion is shown in the central panel of Figure 4 (respectively the solid
and dotted histogram). The mean of the Sclk distribution is now
statistically consistent with zero. The standard deviation of the dis-
tribution is reduced with respect to the non-mitigated results by a
factor of ∼ 2.5 and the DT5 is reduced by a factor of ∼ 5. The
application of this correction routine does not affect Sgwb.
In the second case, we determine and remove the clock sig-
nal before applying the GWB search algorithm (Hobbs et al. 2012).
This procedure requires to search for a common signal in the time
series, and it is carried out by simultaneously fitting all the tim-
ing residuals with an even grid of linearly interpolated values. We
choose a regular sampling of 150 days, but note that the results do
not significantly depend upon this choice8.
As the mean of the Hellings & Downs curve is non-zero, the
clock subtraction procedure will identify it as a clock signal and
remove it. Therefore, the fit for Aˆ2 performed by DETECTGWB
8 We confirmed this by trialling grid spacings of 100 days and 200 days by
iterating the simulations 100 times instead of 1000. The mean and standard
deviation of the Aˆ2 distributions for Sgwb are, in the case of a grid spacing
of 100 days, 9.9×10−31 and 4.4×10−31 . In the case of a grid spacing
of 200 days, they result 1.2×10−30 and 5.4×10−31. In the case of Sclk,
means and standard deviations of the A2 distributions are 5.8×10−33 and
4.9×10−32 for a 100 days grid spacing, and 4.4×10−33 and 7.2×10−32
for a 200 day grid spacing.
needs to be updated to fit the measured covariances with the fol-
lowing function:
g(θij) = Aˆ
2(C(θij)− 〈C〉) (7)
where 〈C〉 is the mean value of the Hellings & Downs curve com-
puted on the angular separations determined by the pulsars in the
sample. Our resulting Aˆ2 distributions are shown in the bottom
panel of Figure 4 for Sclk and Sgwb. We obtain a distribution mean
that is consistent with zero for Sclk. The standard deviation and the
DT5 decrease with respect to the non-mitigated simulations by fac-
tors of ∼ 7 and ∼ 15 respectively. Applying this correction routine
to Sgwb, the mean of the Aˆ2 distribution decreases by about 18%. It
is statistically consistent with the average Aˆ2 of the non mitigated
simulations (see Table 3).
We therefore conclude that:
• Without correction, clock errors may yield large values of Aˆ2
when searching for a GWB in PTA data sets, and hence false de-
tections;
• It is possible to correct for clock errors without affecting the
sensitivity to a GWB signal;
• To measure and remove the clock signal from the time series
before searching for the GWB is a satisfactory mitigation method.
4.3 Ephemeris-like error
The Aˆ2 values obtained for Seph, without applying any of the clock
correction routines discussed above, are shown in the top panel of
Figure 5 (solid histogram) overlaid on the GWB values. The his-
tograms partially overlap although the angular covariances shown
in Figure 2 are clearly different.
As for the clock-like errors, we can 1) update the detection
code to account for the signature left by ephemeris errors on the
angular covariances or 2) we can first attempt to measure and re-
move the ephemeris errors from the pulsar time series.
In the first case, we update the Y11 detection algorithm to
include a cosinusoidal function (see Appendix A) while fitting for
Aˆ2, i.e., we fit the following function to the measured covariances:
f(θij) = Aˆ
2C(θij) + α cos θij . (8)
The resulting Aˆ2 values are shown in the second panel of Figure 5,
both for Seph and Sgwb. The distribution mean for Seph is now sta-
tistically consistent with zero and the standard deviation is reduced
by about a factor 2. The Sgwb distribution is unaffected.
There are two published methods for measuring and removing
the ephemeris errors from the time series. The first is a generaliza-
tion of the Hobbs et al. (2012) method for determining the clock
errors and is similar to that described by Deng et al. (2013). In this
process, we simultaneously fit for the three components of e(t) in
Equation 3 at a uniform grid of epochs. These parameters can sub-
sequently be included in the pulsar timing models and, hence, sub-
tracted from the residuals. The second method was proposed and
used by Champion et al. (2010). This method measures errors in
the masses of known solar-system planets. For the Seph data set we
did not simulate errors in particular planetary masses and so do not
expect that this technique will reduce the timing residuals. How-
ever, we apply this method to the data to consider whether it will
affect the detectability of a GWB. When applying these correction
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Figure 5. In the upper panel are shown the normalized Aˆ2 distributions as
computed for simulations Seph (solid histograms) and Sgwb (dotted his-
togram). In the central and bottom panels we show the same distributions,
after the application of the two mitigation routines described in this Section
(4.3).
routines, a cosinusoidal function has been removed from the angu-
lar covariances. Therefore, we update the Y11 algorithm to fit the
angular covariances for the following function:
g(θij) = Aˆ
2(C(θij)− β cos θij) (9)
where β is given by a preliminary fit of a cosine function to the
theoretical Hellings & Downs curve sampled at the angular separa-
tions of the pulsars in the sample.
Our results are shown in the two bottom panels of Figure 5.
The Deng et al. (2013) method correctly removes the ephemeris
errors and the mean of the resulting histogram is consistent with
zero. However, it has also absorbed much of the GWB: the mean of
the GWB histogram has decreased by a factor 3. As expected, the
Champion et al. (2010) method is not as effective as the Deng et al.
(2013) algorithm in identifying and removing the ephemeris con-
tribution. When applied to Sgwb, it decreases the distribution mean
by a factor 1.36, leaving it statistically consistent with the unaltered
value.
We therefore conclude that:
• Without correction, planetary ephemeris errors may yield suf-
ficiently large Aˆ2 values to lead to false detections when searching
for a GWB in PTA data sets;
• Fitting a cosine to the angular covariances, as well as the
Hellings & Downs curve, removes the bias resulting from random
ephemeris errors but does not reduce the noise in the A2 estimator:
the standard deviation is not significantly reduced;
• Using the Deng et al. (2013) approach does correct the
ephemeris errors, but also absorbs significant power from the GWB
signal;
• If the error in the ephemeris was known to be solely caused by
errors in planet masses then one can use the Champion et al. (2010)
method, which does not significantly affect the GWB search.
In these sections we simulated red noise processes that have an
identical power spectrum as a GWB with A = 10−15. Hereafter,
we consider other noise processes that may be present in the data,
but have different spectral shapes.
4.4 Realistic clock and ephemeris error levels
It is challenging to determine the actual amount of noise from the
clock or ephemeris errors in real PTA data. We can consider the sig-
nals injected in Stt and Sde to be upper estimates of the real noise
processes given by clock and ephemeris errors. Nevertheless, we
are aware that the real errors might actually be higher. This could
be caused by, e.g., still unknown systematics in the analysis algo-
rithms or, in the case of the ephemeris, the occurrence of unknown
bodies in the solar system or the influence of asteroids. For instance
Hilton & Hohenkerk (2011) compare three different ephemerides
and note that the JPL ephemeris does not include a ring of aster-
oids that can shift the position of the barycentre by ∼ 100m. The
results shown in Table 3 indicate that none of the Aˆ2 distributions
obtained for Stt and Sde are consistent with zero.
In the top panel of Figure 6 we show the power spectra for
Stt and Sde, averaged over the 20 pulsars simulated for one re-
alization, along with the theoretical power spectrum of a GWB
with A = 10−15. The power spectrum of Stt is higher than the
GWB’s, roughly corresponding to a background amplitude of
2.1×10−15. The approximate equivalent amplitude of Sde is lower,
about 7.3×10−16. However, the slopes of the two spectra are very
similar to the predictions for a GWB.
In Figure 7 we show DT5 obtained for the Stt and Sde simula-
tions without (solid bars) and with (dashed bars) mitigation meth-
ods being applied (the Hobbs et al. 2012 and the Champion et al.
2010 methods respectively). We also show the ranges of the GWB
amplitude as predicted by four recent models (Gaussian functions
shown at the bottom of the figure). The shaded region designates
the 95% upper limit on A2 (Shannon et al., submitted).
For all the simulated effects different from a GWB, the range
of the Aˆ estimators show a non-negligible degree of overlap with
the GWB amplitude interval predicted by some of the most re-
cent models. In particular, this plot indicates that the clock errors
of Stt are likely to be the most significant source of false detec-
tions. However, as shown in Section 4.2, clock errors can be mit-
igated using one of the algorithms that we described. Errors in
the ephemeris are at a smaller amplitude. They can also lead to
significant false detections if the actual GWB amplitude is lower
than ∼ 10−15 (as the current upper limit on the GWB ampli-
tude indicates). All the mitigation methods that we have considered
for planetary ephemeris errors have problems. For instance, the
Champion et al. (2010) can only be applied to errors in the masses
of known objects. Champion et al. (2010) suggested that the only
likely sources of error are in the masses of Jupiter and/or Saturn.
With recent spacecraft flybys these errors are likely to be small,
and can easily be corrected using the Champion et al. (2010) pro-
cedure without affecting any underlying GWB. The method could,
if necessary, also be updated to account for the poorly known mass
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Figure 6. Power spectra averaged over the 20 simulated pulsars for Stt
(dashed line) and Sde (dot-dashed line) are shown in the top panel. Sie at
200 ns (dashed line) and Ssw (dot-dashed line) are shown in the bottom
panel. In both panels the expected power spectral density for a GWB with
A = 10−15 is shown as the black solid line. The power spectral density
corresponding to 100 ns of white noise is indicated as the black dotted line.
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Figure 7. In the lower part of the diagram we show the GWB ampli-
tude ranges expected by four recent GWB models (fourth model of Sesana
2013b, McWilliams et al. 2014, Kulier et al. 2015 and Ravi et al. 2015. The
shaded region designates the latest 95% upper bound to A2 (Shannon et
al., submitted). In the upper part of the Figure, we show the 95% Aˆ2 lev-
els as obtained for Stt, Sde, Sie (at 20 and 200 ns) and Ssw . The solid and
dashed (if present) bars indicate, respectively, the 95% bound without and
with (dashed) mitigation algorithm (the Hobbs et al. 2012 for the clock er-
rors, the Champion et al. (2010) for the ephemeris errors and the default
TEMPO2 model for the solar wind effects.
of any asteroid that is expected to produce a significant residual.
Previously unknown objects are more easy to deal with by using
the Deng et al. (2013) method. However, that method currently ab-
sorbs a significant part of the GWB signal. We are therefore study-
ing whether that method can be modified so that it does not signif-
icantly affect any GWB signal, by, for example, ensuring that all
errors in the ephemeris are caused by orbiting bodies with a pro-
grade or retrograde motion, or constraining the errors to be close to
the ecliptic plane.
We outline below an illustrative procedure to confirm that a
GWB detection is not caused by clock and ephemeris errors:
• It is always valid to remove a constant offset and a cosine func-
tion from the covariances before (or while) fitting the Hellings &
Downs curve. This leads to a small reduction in the amplitude of
the GWB, but that can be subsequently calibrated and it eliminates
the possibility of a false alarm caused by clock or certain types of
ephemeris errors.
• If the constant offset measurement is statistically significant
then we recommend first measuring the clock errors (using e.g.,
the Hobbs et al., 2012 method), removing them and then searching
again for the GWB accounting for the subtracted signal.
• If the cosine term is statistically significant then it is likely that
an ephemeris error is present. Mitigating such errors will depend
upon their nature. We can apply the Deng et al. (2013) procedure,
reducing its impact on the GWB search by rotating the resulting
vector components into the ecliptic plane. If the error is constrained
to the ecliptic plane, it would be possible to fit only for two com-
ponents of e. The power spectra of these components may also in-
dicate excess power at the period of a known planet. If so, one can
apply the Champion et al. (2010) method. A final search could be
carried out to determine whether the errors corresponded to pro-
grade or retrograde orbits. If true, then a fit to such errors can be
carried out, thereby further reducing the noise.
• If the GWB detection is still significant after the above proce-
dure, then it will be necessary to determine the false alarm prob-
ability of the measured Aˆ2 value and we note that, if the GWB
amplitude is at the low end of the ranges ranges predicted by the
models, then the signals we simulated can induce false detections
even after being “mitigated”.
4.5 Other correlated errors
4.5.1 Instrumental errors
For Sie, the pulsar data sets are correlated - all instrumental jumps
occur at the same epoch. However, the measured covariances (Fig-
ure 2) depend upon the size of the offsets. An offset introduced by
a receiver or processing system upgrade might be up to a few mi-
croseconds. Individual cases can be fitted and removed, but these
removal procedures might leave residual offsets up to tens or hun-
dreds of nanoseconds. The power spectral density for 200 ns offsets
is shown in the bottom panel of Figure 6. The power spectral den-
sity for smaller offsets can be estimated by simply scaling the line
shown in this Figure. For instance, offsets of 20 ns would have a
power spectral density that is 100 times smaller than that shown for
the 200 ns offsets.
As Table 3 shows, in the case of Sie at 20 ns, the mean of the
resulting Aˆ2 distribution is statistically consistent with zero, and
DT5 is zero: the distribution does not overlap with the results from
Sgwb. However, with a residual error size of 200 ns, the standard
deviation increases by a factor ∼ 30. In this case, the Aˆ2 values
do overlap those from Sgwb. The shape of the angular correlations
suggests that these signals are unlikely to be misidentified with a
GWB. Nevertheless, such uncertainties do exist in real time series,
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and only careful inspection of the data can ensure that they do not
interfere with the GWB detection.
4.5.2 Solar wind
The power spectral density of the residuals induced by the solar
wind is shown as the dot-dashed line in Figure 6. This power spec-
tral has a complex form. The entire white noise level is higher than
given by the simulated white noise level (i.e., the solar wind is in-
ducing excess white noise). A clear excess in power is observed
with a 1 year periodicity and there is an increase in power at low
frequencies.
The solar-wind simulations Ssw require more pre-processing
than the others. When the line-of-sight to these pulsars passes close
to the Sun, the effects of the solar wind can become extremely
large (Table 1 shows that two of the pulsars, PSRs J1022+1001
and J1730−2304, have an ecliptic latitude of less than one degree).
In these conditions, PTA teams usually do not collect ToAs.
We chose a conservative approach, by excluding simulated ob-
servations within 14 degrees from the Sun. As the routines used
to simulate the effect of the solar wind (described in detail in
You et al. 2007) have a degeneracy near to 180 degrees, we also
excluded these observations.
Figure 2 shows that pulsar pairs with small and large angular
distances are, respectively, correlated and anti-correlated. Table 3
shows that the Aˆ2 distribution obtained for Ssw is narrower than the
Sgwb by a factor ∼ 4, but the mean is slightly higher: 1.6×10−30.
An attempt to mitigate the impact of the solar wind is imple-
mented in TEMPO2 and is applied by default. This process simply
assumes a constant, spherically symmetric model for the solar wind
and predicts the residuals based on the angle between the line-of-
sight to the pulsar and the Sun. The electron density at 1 AU is
set to 4 cm−3 by default (an analogous model is available in the
TEMPO software package, with an electron density of 10 cm−3 at
1 AU). As shown in Table 3 the application of this method reduces
the mean of the obtained Aˆ2 distribution by a factor of ∼4.
Since the solar wind variability induces fluctuations in the DM
values, it is also possible to attempt a mitigation by applying ex-
isting algorithms that model the DM variations. The method of
Keith et al. (2013) is the one that is currently adopted by the PPTA
for the same purpose, and uses multi-frequency data in order to ob-
tain a grid of time-dependent DM values, computed as averaged
estimates over the duration of the grid steps. Simultaneously, the
frequency-independent noise over the same grid steps is modeled in
order to avoid misidentifying frequency-independent timing noise
as DM variations.
We do not simulate multi-frequency data. However, we can
adapt the Keith et al. (2013) method by attributing every offset in
the time series to DM variations caused by the solar wind. This is
possible, as we know the simulated data that we are dealing with
in this section do not contain any other low-frequency noise be-
sides the solar wind signal. We thus estimated and removed the
DM fluctuations by using a grid step of 100 days, independently
for each pulsar. This method is not particularly effective. Although
it strongly reduces the standard deviation of the A2 distribution, it
leaves the mean almost unaltered. The most likely explanation for
this result is that the variations caused by the solar wind are nar-
row and cuspy. They are not well modeled by linear interpolation
of DM variations on a 100 day timescale.
The other PTA teams typically use different methods to assess
the effects of DM fluctuations. The EPTA relies on a Bayesian anal-
ysis of the red noise processes, and assumes a 2-parameter power
law to model the spectrum of the DM variations (Lentati et al.
2013). Nanograv includes the effect of DM fluctuations in time off-
sets that remain constant over a 15-day window (Demorest et al.
2013).
The impact of the solar wind may be minimized by observing
at the highest feasible frequency. However, as it is difficult to re-
move it completely, a simulation of the solar wind effects should
be included to estimate the false alarm probability of any GWB
detection. Further work on this topic would be extremely valuable.
4.6 The role of the IPTA
We have shown that correlated noise processes present in PTA
data, if sufficiently large, will affect the GWB search. We have
only made use of a single, frequentist-based detection method, but
our results will also be applicable to any frequentist or Bayesian
detection routine as all the PTA detection algorithms rely on the
same basic principles (that of maximum likelihood). Moreover,
even though we can develop mitigation routines to account for most
of these noise processes, unexpected correlated signals will also ex-
ist in the data.
None of the non-GWB noise processes that we simulated led
to angular covariances that were identical to the Hellings & Downs
curve (Figure 2). This curve has positive correlations for small an-
gular separations and for separations close to 180 degrees and nega-
tive correlations around 90 degrees. A robust detection of the GWB
would therefore include strong evidence of this specific shape to the
angular covariances. The PPTA pulsars offer a good sampling of the
angular separations between ∼25 and ∼140 degrees (see Figure 1),
but they poorly cover the closest and the widest angular separations.
To make a robust detection of the GWB even more challenging, the
PPTA pulsars are non-homogeneous. A few pulsars are observed
with significantly better timing precision than other pulsars.
In contrast, the IPTA contains a much larger sample of pul-
sars (the current IPTA observes a sample of about 50 pulsars, al-
though, as for the PPTA, the pulsars are non-homogeneous) cov-
ering a wider range of angular separations (shown in black dots in
Figure 1). It will therefore be significantly easier to present a ro-
bust detection of the GWB with IPTA data than with PPTA data
alone. The IPTA also provides other ways to reduce the chance of
false detections. For instance, multiple telescopes observe the same
pulsars: a comparison between data sets from different telescopes
will allow us to identify instrumental and calibration errors, along
with other issues such as errors in the time transfer from the local
observatory clocks. The increased number of observing frequency
bands will also enable the IPTA data to be corrected for dispersion
measure and possibly solar wind effects more precisely than they
could by a single timing array project.
5 SUMMARY AND CONCLUSIONS
We have simulated various correlated noise processes that might af-
fect PTA pulsar data. We studied their effect on the GWB search by
using a PPTA detection code based on a frequentist approach. We
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also tested mitigation routines for some of the simulated signals.
Our main conclusions are that:
• blind use of a detection code without mitigation routines can
lead to false identifications of a GWB signal;
• errors in the terrestrial time standard are expected to have the
largest effect, but such errors can be mitigated without affecting
any underlying GWB signal;
• errors in the planetary ephemeris will become important if the
GWB signal is significantly lower than the current upper bounds. It
is not trivial to develop an effective mitigation routine that does not
affect the underlying GWB signal;
• the effect of instrumental errors scales with their amplitude.
Small offsets are unlikely to cause false detections. Much larger
offsets may do so;
• the solar wind will yield false detections if not properly mod-
eled;
• other correlated signals may be present in a PTA data set and
may affect a GWB search.
With care, a robust detection of the GWB can be made. How-
ever, determining all the physical phenomena that can affect the
data is challenging and the combined data sets of the IPTA will be
necessary to provide confident detections of the GWB.
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APPENDIX A: SIGNATURE OF AN ERROR IN THE
PLANETARY EPHEMERIS
Errors in the terrestrial time standard lead to the same induced tim-
ing residuals for different pulsars. The covariance between differ-
ent pulsar pairs can therefore easily be determined. However, de-
termining the covariances between pulsar pairs caused by an error
in the planetary ephemeris is more challenging and we derive the
expected covariance here.
The timing residuals of a planetary ephemeris error are given
by Equation 3. The covariance C(θij) between the residuals for
two pulsars i and j induced by such an error is:
C(θij) =
1
c2
〈(e· kˆi)(e· kˆj)〉 (A1)
where, as in Equation 3, e is the time-dependent error in position of
the SSB with respect to the observatory, kˆi and kˆj are unit vectors
pointed toward pulsars i and j. The ensemble averages are deter-
mined over each observation. We write:
e· kˆi = |e| cosαi (A2)
e· kˆj = |e| cosαj (A3)
and note that θij has already been defined as the angle between the
two pulsars.
Applying the cosine formula for a spherical triangle we have:
C(θij) = (1/c
2)
(
〈|e|2 cos θij〉 − 〈|e|
2 sinαi sinαj cosβ〉
)
(A4)
where β is the angle subtended at e by kˆi and kˆi in the spherical
triangle connecting the ends of the unit vectors.
If the error vector e is uncorrelated with the pulsar directions,
the second term goes to zero and thus:
C(θij) = 〈|e|
2〉 cos θij/c
2. (A5)
In this case, the expected covariances will therefore have a
cosinusoidal shape. Of course, a mass error in a specific planet
leads to a deterministic error. However, errors induced by a large
number of small masses may have a more different form. We there-
fore note that the actual covariances measured will only show a
clear cosinusoidal form if this term dominates the second term in
Equation A4.
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