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L'hypothèse d'une loi du bruit gaussienne est sous-jacente à la plupart des travaux en traitement du signal et particulièrement
en théorie de la détection/estimation. Comme les bruits réels ne suivent que rarement cette loi, de bonnes performances ne
peuvent être obtenues qu'en s'affranchissant de l'hypothèse gaussienne . Cet article expose quelques méthodes de prise en
compte du décalage entre la loi réelle, parfois non parfaitement connue ou évolutive, et la loi gaussienne . On insiste sur
l'importance de la représentation de la loi du bruit par un modèle de mixture, la densité de probabilité étant la somme de
deux ou plusieurs densités élémentaires . Cette représentation utilisée dans les approches robuste et adaptative est particulière-
ment bien adaptée à la modélisation de bruits impulsifs et d'incertitude sur la loi du bruit . Quelques applications en
acoustique sous-marine sont présentées .
MOTS CLÉS
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SUMMARY
Most of the signal processing methods, especially in detection/estimation theory, are based on a Gaussian noise probability
density function (PDF)
. As real noises are not usually Gaussian, a good performance can not be obtained by assuming a Gaussian
probability density
. This paper can be viewed as a survey of some alternatives when the noise is known to be non-Gaussian, and
even non-stationnary or imperfectly known
. The emphasis is on a noise PDF modeled as a mixture, this PDF being sum of two
or more elementary density functions
. This representation, used in minimax robustness and adaptive methods, is particularly
suitable for impulsive noise model and for the case of uncertainties on the noise PDF
. Some applications in underwater acoustics
are given.
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1. Traitement des signaux bruités
Le but ultime du traitement des signaux est l'extrac-
tion d'une information « utile » contenue dans une
observation bruitée [1] . Ce bruit est en général traité
de manière probabiliste [56, 85] .
La plupart des travaux anciens en traitement des
signaux supposaient le bruit d'observation additif et
gaussien. Ce modèle, simple à utiliser, pouvait se
justifier d'une part par une bonne cohérence avec les
expériences et d'autre part par sa facilité de mise en
oeuvre. Toutefois, deux faits nouveaux ont conduit à
chercher des alternatives au modèle gaussien [43, 73]
surtout en acoustique sous-marine qui est le domaine
auquel s'intéresse surtout cette étude . D'abord, les
méthodes d'investigation mathématique ainsi que les
moyens de mesures physiques s'améliorant, des carac-
téristiques non-gaussiennes ont pu être mises en évi-
dence. Il faut citer les travaux de D . Middleton et A .
D. Spaulding [50-52, 75, 76] et de J. De Reffye [64-
68] sur les bruits d'interférence électromagnétique, de
S.C. Schwartz, J . B. Thomas et al. à Princeton [18,
27, 29, 49, 71, 87, 88], de C . Baker, A. Gualtierroti
et H. Cherifi à Chapel Hill et au CEPHAG [2,151,
de D. Powell, G . Wilson et M . Hinich à Austin [44,
62, 97-99] et de R .F. Dwyer au NUSC [21, 22], ces
quatre dernières équipes travaillant sur des bruits en
acoustique sous-marine (a. s . m). Les caractères non
gaussiens des bruits réels ont ainsi été observés sur
les moments des troisième (skewness) et quatrième
(kurtosis) ordres [22, 71], sur les queues des distribu-
tions et sur le bispectre [97-99], transformée de
Fourier bidimensionnelle du moment stationnaire du
troisième ordre. Trois synthèses sur la génération des
bruits en a. s . m. se trouvent dans deux articles de
Wenz [95,961 et dans un rapport de R . J. Urych [84],
ce dernier présentant une liste de 219 références .
Ce caractère non gaussien des bruits réels pourrait ne
pas être gênant si les performances des récepteurs
fondés sur l'hypothèse gausienne étaient suffisantes
pour les objectifs recherchés . Malheureusement, tel
n'est pas le cas : la tendance actuelle en traitement
du signal et particulièrement en détection est de recu-
ler les frontières du possible . Les rapports signal sur
bruit qu'il est nécessaire de détecter sont de plus en
plus faibles : les portées qu'il faut atteindre sont de
plus en plus grandes et les cibles sont de plus en plus
« silencieuses » . Les modèles utilisés doivent donc être
très proches de la réalité physique . C'est pourquoi le
« traiteur de signal » ne peut plus se satisfaire de
l'hypothèse gaussienne .
Il est bon de noter que ce caractère non gaussien
s'applique au bruit ambiant . Ceci signifie que, en
détection passive, hors tout phénomène de réverbéra-
tion, de meilleures performances ne seront obtenues
que lorsqu'on s'affranchira de l'hypothèse gaussienne .
Ainsi, sans tenir compte de l'influence éventuelle (en
actif) du signal sur le bruit (réverbération, clutter),
cette étude propose quelques approches permettant
de se placer en environnement non-gaussien .
Il est bon de signaler qu'un problème de terminologie
se pose : qu'est-ce que le « non-gaussien » ? Il est
difficile d'échapper à une définition négative : le non-
DÉTECTION EN ENVIRONNEMENT NON GAUSSIEN
Traitement du Signal
102
gaussien est tout ce qui n'est pas gaussien ! Czarnecki
a caractérisé une loi du bruit non-gaussienne comme
une densité univariée, symétrique par rapport à sa
moyenne supposée nulle, ayant un aspect quasi gaus-
sien (Gaussian-like shape) dans la région centrale, et
possédant des queues de distribution plus fortes que
la gaussienne [18] . Il est évident que cette caractérisa-
tion est trop restrictive, même si la notion d'impor-
tance des queues de distribution est évoquée . D'une
manière plus générale, on peut considérer qu'une
approche non-gaussienne est une approche où l'hy-
pothèse de « gaussiannité » de la loi du bruit n'est
pas faite a priori, même si, en fin de compte, on
retrouve la loi normale comme dans le cas d'une
approche minimax robuste (voir 3) .
Après une brève présentation de quelques méthodes
non paramétriques en 2, où on se contente de mettre
en évidence les approches 'possibles en renvoyant aux
références adéquates, cet article insistera sur l'utilisa-
tion du modèle de mixture pour la représentation de
la densité de probabilité (ddp) du bruit : celle-ci se
représente comme la somme de deux ou plusieurs
densités élémentaires . Cette représentation est particu-
lièrement bien adaptée à la modélisation d'incertitudes
sur la loi du bruit pour une approche minimax
robuste, en 3, et de bruits impulsifs ou à puissance
variable. Ces derniers modèles sont paramétriques,
les paramètres correspondant pouvant être considérés
comme aléatoires en 4, ou déterministes mais
inconnus en 5, ce qui conduit à l'utilisation de métho-
des adaptatives d'estimation . Avant de conclure en 7,
l'adéquation entre modèle de mixture et bruits réels
est discutée en 6.
2. Approche non paramétrique
Une situation non paramétrique peut être définie,
selon Fraser, comme « la classe des problèmes statisti-
ques où l'espace des paramètres ne peut être repré-
senté comme sous-espace d'un espace réel à nombre
fini de dimensions » [14] .
Toutefois, cette définition présente un inconvénient
la troncature, même à un ordre élevé, d'un développe-
ment de la loi du bruit sur une base de fonctions de
dimension infinie devient paramétrique, alors que le
développement complet était non paramétrique . D'au-
tre part, il serait absurde d'utiliser plus de paramètres
descriptifs que d'échantillons disponibles du bruit à
modéliser sur un intervalle de l'ordre de sa durée de
quasi stationnarité . Enfin, si le nombre de paramètres
est trop grand, il sera souvent impossible de les calcu-
ler tous explicitement de manière précise à l'aide de
calculateurs, et ce, à cause des erreurs de calculs
(arrondi, approximations . . .) et des couplages entre les
différents paramètres : l'estimation de l'un est alors
fortement conditionnée par la qualité de l'estimation
des autres . En résumé, un problème non paramétrique
peut être caractérisé soit par un nombre infini de
paramètres, soit par un nombre fini mais supérieur au
nombre d'échantillons de l'observation sur sa durée de
stationnarité ou tellement grand que toute tentative
d'estimation précise est illusoire,
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Ainsi, pour s'affranchir du caractère gaussien, deux
« philosophies » non paramétriques peuvent être
invoquées. La première, nombre infini de paramètres
nécessaires à la description de la loi du bruit, ne
fait que des hypothèses très (trop ?) générales : ddp
centrée, symétrique . . . [57, 80] . Cette approche utilise
trop peu d'informations a priori sur les données, sauf
peut-être les tests fondés sur la comparaison entre un
échantillon pouvant contenir du signal et une réfé-
rence bruit seul (RBS) . Ceux-ci supposent toutefois
disponible une RBS [14, 80] pour les tests à deux
entrées . Les tests non paramétriques « infinis » parais-
sent avoir plus d'avantages en détection radar où leur
simplicité permet de les mettre en oeuvre de manière
rapide, caractéristique particulièrement intéressante
en radar où le temps de traitement est fortement
limité [14] . Dans cette catégorie, rentrent les tests de
rang [24] et les tests fondés sur les moments empiri-
ques des échantillons disponibles [16, 21, 22, 48] .
La seconde catégorie d'approche non paramétrique
qui peut être qualifiée de « sans-modèle », est consti-
tuée des développements de la loi du bruit sur une
base de fonctions : série de Gram-Charlier [27
chap. 2, 28, 29], d'Edgeworth [27], développements de
Cornish-Fisher [27, 38] ou de Volterra [39], utilisation
de noyaux [37, 44, 98] .
En résumé, il semble que l'approche non paramétri-
que soit trop primaire dans ses hypothèses a priori
sur la loi du bruit, ou trop précise dans sa description.
Le premier cas conduit à des structures simples et
« robustes » de récepteurs, ce qui peut être utile en
radar. Le second cas permet une bonne modélisation
mais correspond soit à une approche nécessitant un
nombre de paramètres du même ordre de grandeur
que celui des échantillons disponibles (utilisation de
noyaux ou développement en série non tronqué), soit
à un modèle paramétrique et souvent gaussien (déve-
loppement en série limité aux premiers ordres) .
Une approche récente, se situant entre le non paramé-
trique et le paramétrique et qu'il est bon de signaler
ici, consiste à modéliser non pas la ddp p (x) mais sa
dérivée logarithmique, p (x)/p (x), correspondant à la
non-linéarité du détecteur localement optimal, selon
une fraction rationnelle. Conservant un numérateur
de degré 1 et un dénominateur de degré 2, on obtient




p(x) bo +b 1x+b2x2 '
qui comprend les lois gaussiennes, gamma et béta
comme cas particuliers [72] .
3. Approche robuste
Lorsque la loi du bruit est peu ou mal connue, ou
même fluctuante, il est souhaitable que le récepteur
utilisé soit robuste vis-à-vis de variations des caracté-
ristiques du bruit. Cette approche d'insensibilité [46]
a évolué ces dernières années [25, 69, 82, 83] pour se
stabiliser, au moins en traitement du signal, à la




J. Huber [30]. La philosophie minimax robuste
consiste à trouver un récepteur, appartenant à une
« certaine » classe de récepteurs, permettant d'assurer
des performances minimales, selon un « certain » cri-
tère, lorsque la loi du bruit décrit un « certain »
ensemble de lois . L'art du « traiteur de signaux »
consiste à lever l'ambiguïté sur tous ces « certains »
et à définir correctement en fonction de ses contraintes
le critère de performance et les deux ensembles .
Le critère, C, pourra être le critère de Neyman-
Pearson, i . e ., la probabilité de détection et la probabi-
lité de fausse alarme (courbes caractéristiques opéra-
tionnelles de réception, COR) [47, 57, 61, 74, 93], le
critère de déflexion [57] ou l'efficacité relative asymp-
totique [20, 34] . L'ensemble F des structures admissi-
bles de récepteurs, R, est fixé par la technologie du
moment, les contraintes de temps de calcul ou de
place en mémoire, et le coût. Le récepteur pourra être
contraint à être linéaire [9, 60, 90] . Le domaine, II,
de variations des lois du bruit, p, est plus intéressant
dans l'optique de ce papier . Il modélise
l'ensemble des lois possibles décrivant le bruit . On
peut employer la distance de Prokhorov qui conduit
au voisinage de Prokhorov [32] ou, de manière plus
simple, l'ensemble suivant
(3.1) Il ={pEM/b'x,
fo (x -£) - v <, P(x) <fo(x+s)+$}
appelé voisinage de Levy dans [32 exp . (4 .3)] et utilisé
dans [34] .
L'ensemble M est l'ensemble des densités de probabi-
lité. D'autres domaines de variations de p sont
donnés dans [61]. Toutefois la structure de l'ensemble
H la plus utilisée est de la forme
(3.2) H ={peM/p1 =(1-v1)f1 +e1h1, h .cM,j=0,1} .
Dans cette expression, pj est la ddp de l'observation
sous l'hypothèse H,, j =0,1 ; e o et e t sont des paramè-
tres fixés, compris entre 0 et 1 ; fo et fl sont des lois
nominales connues ; h o et hl sont des distributions
inconnues de contamination, variant dans M. Il est
capital que l'intersection entre IIo et 1-1, soit vide [31] .
Sinon, ce recouvrement conduira à un récepteur
robuste à performance nulle .
Un ensemble de fonctions tel que (3.2) est appelé
voisinage de contamination par Huber [32] . Le cas




se retrouve dans [26, équation (2), 31, 40 équation (5),
94 équation (1 .1)], . . . Le cas où le paramètre de conta-
mination e est le même sous les deux hypothèses,
(3.4) p .=(1-e)f;+Eh,, hj EM, j=0,1
est traité dans [47 équation (3), 57 équation (4 .1)] .
Enfin, lorsqu'on ne s'intéresse qu'à la loi du bruit,
dans le cas de la détection d'un signal déterministe
dans un bruit additif, on utilise
(3.5) p=(1-e)f+eh, h e M
voir par exemple [9, 35] .
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Il est utile de noter que, bien souvent, la loi nominale
f est supposée être une loi gaussienne qui sera notée




p=(1-$)g( ., a2)+Eh, hEM.
Cette expression, « quasi gaussienne », peut être
appelée mixture gaussienne, et se trouve dans [20
équation (1), 30, 32 équation (2.1), 40, 74, 94
équation (2.3)] .
Pour des lois vectorielles et en supposant la blancheur









=i i = 1
dans [35 équation (21)], x étant le vecteur observation
de dimension n : on a une mixture de deux bruits








est utilisée dans [35 équation (25)] . Ces ddp vecto-
rielles seront interprétées physiquement plus loin .
Le lecteur intéressé par des développements sur la
robustesse en traitement du signal pourra consulter
[4, 9, 36, 40, 41, 89, 90] .
4. Modèles à paramètres aléatoires
Après avoir été très mal connue, approche non para-
métrique, ou peu connue, approche robuste, la densité
de probabilité du bruit aura dorénavant une structure
connue. Cette structure dépend de paramètres, disons
quelques uns, entre deux et cinq pour fixer les idées .
Ne seront considérés que des bruits blancs et centrés
sauf mention contraire . Ce paragraphe est consacré au
cas où les paramètres sont aléatoires . Le paragraphe
suivant traitera le cas des paramètres supposés
déterministes mais inconnus .
La loi du bruit s'exprime selon p (x,9) où le vecteur
9, qui devrait s'écrire 0 (t, co), est un processus
aléatoire . Le vecteur x est un processus aléatoire dou-
blement stochastique [5]. Nous utiliserons sa loi
conditionnelle .
4.1 . FACTEUR D'ÉCHELLE
Un cas particulièrement intéressant pour les applica-
tions pratiques est celui lié à un facteur d'échelle .
Un exemple simple de non-stationnarité dans une
loi classique du bruit est celui de fluctuations de la
puissance du bruit . Ces fluctuations sont de nature
temporelle [6, 7, 10, 42, 58, 70, 91] ou spectrale
[59, 77, 92] selon le domaine de traitement . Le cas
spectral correspond à une modélisation de la
méconnaissance de la coloration du bruit.
Supposons que le bruit soit de structure gaussienne
mais que sa puissance fluctue au cours du temps . Soit
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a (t) le facteur d'échelle correspondant à l'amplitude
du bruit . Suivant les variations possibles de a (t) ; deux
cas particuliers sont à étudier .
Supposons d'abord que a(t) puisse varier de manière
continue mais lente par rapport à la durée du signal
comme indiquée sur la figure 1 où l'évolution de la
puissance de a(t) au cours du temps est représentée .
Si on fait l'hypothèse que a(t) est constante sur la
durée du signal, on peut considérer qu'on a différentes
réalisations successives d'une variable aléatoire
a (t, ()) .
Fig . 1 . - Bruit sphériquement invariant .
La loi nominale du bruit (celle correspondant à sa
« structure ») étant supposée gaussienne, de






Le bruit x étant relié au bruit normé y, gaussien,
stationnaire, de variance 1, par [10]
(4.2) x = ay .
Le cas où on cherche à estimer le paramètre a est
étudié dans [6, 7, 10] pour le domaine temporel, et
dans [59, 77] pour le domaine spectral . L'extension
du modèle sphériquement invariant à des lois non-
gaussiennes pour y se trouve dans [10].
4.2 . DU BRUIT SPHÉRIQUEMENT INVARIANT AU MODÈLE DE
MIXTURES GAUSSIENNES
Si maintenant on considère que le facteur d'échelle
a(t, co) ne peut prendre qu'un nombre fini, disons M
pour fixer les idées, de valeurs, il est possible de
montrer qu'un modèle de mixtures gaussiennes est
obtenu. La figure 2 représente une variation typique
de la puissance de a au cours du temps .
L'hypothèse physique sous-jacente est que le bruit, x,
est constitué d'un bruit de fond, b, de variance tT 2 , et
parfois, d'un bruit annexe C. Ce bruit de contamina-
tion peut être généré par différentes sources physiques
(bruit de poissons, de crevettes claqueuses, de bâti-
ments, de craquements sous la banquise, . . .) . Il est
alors naturel de considérer plusieurs cas, disons M-1,
t




- Modèle de mixture commutante.
de bruits annexes . En supposant qu'un seul bruit
annexe se manifeste à la fois, et que ceci arrive rare-
ment, on peut utiliser le modèle (4.2) avec une
contrainte sur a : ce processus aléatoire ne peut pren-
dre que des valeurs discrètes et positives, c i , chacune
avec une probabilité c i ,
(4 .3)
	
Pr {a(t, w)=ci}= c i, 1 -i 5 M .
M
On suppose en plus que
E
ci < 1
. La loi condition-
i=2
nelle de x est donc une loi de Gauss centrée de
variance c? . La valeur ci correspond au bruit de fond
c~=a 2, et les autres valeurs, c? pour 2 <, i <, M, au
bruit de fond plus une autre source pertubatrice,
c i >-c 1 .
A chaque instant t, l'état de x (t) est représenté par
un vecteur aléatoire e(t), d'éléments e i ( t) ; e i ( t) étant
égal à 0 si x (t) est généré par Cj, j ' i, et à 1 si x (t)
est généré par Ci. Le vecteur e(t) est donc constitué





e, (t) ci (t),
i=1
avec une notation évidente pour le vecteur e(t) . On a
donc
(4 .5) Pr {e i ( t) =1} =c i .
Comment manipuler un tel objet ?
Si on suppose, comme Czarnecki [18] qui a étudié le
cas M > 2, que e(t) ne varie pas trop rapidement, il
est possible d'estimer l'état de e(t) à chaque instant .
Ce cas, étudié par Swaszek et al . [78, 79] pour M = 2,
sera développé dans la suite . Évidemment nous suppo-
sons ne pas connaître e(t) !
Si les changements d'état de e (t) sont trop rapides, il
paraît illusoire de vouloir les suivre par une estima-
tion. On « oublie » donc l'aspect temporel et on
obtient pour x un modèle de variable aléatoire de loi
M
(4.6) p (x) = E ip (x/i)
i=I
calculée à partir des ddp des C i et des probabilités a
priori c i . Quelques remarques s'imposent .
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En premier lieu, ayant supposé que la plupart du
temps, x n'était que du bruit de fond, x est « sou-
vent » généré par C l =b et il est licite de poser ;
(4 .7) E 1 =1-µ
ou, de manière évidente
M
µ=yE i <1 .
i=2
Ensuite en posant
(4.9) h(x)= 1 E ip(x/i),
µi=2
(4.10)
fo (x) =p (x/ 1 ),
h ( ) est une ddp, d'après (4 .8), et
fo
( ) est la loi
du bruit de fond. On a
(4.11) p(x)=(1-µ) fo (x)+µh(x),
de forme identique à (3 .5) . Le processus x, défini ainsi
peut maintenant être considéré comme une variable
aléatoire. Évidemment, l'ordre de la mixture (4 .6) est
égal à M .
Le développement précédent est fondé sur l'hypothèse
que seuls les instants de commutation sont inconnus,
pour le cas d'un processus aléatoire, ou que seules les
probabilités a priori c i sont inconnues, dans le cas
d'une variable aléatoire. Il est alors pensable d'estimer
ces paramètres soit par des méthodes théoriques,
maximum a posteriori, maximum de vraisemblance,
soit par des méthodes adaptatives du type moindres
carrés dans un cas réel . Le problème se complique
singulièrement lorsque les autres paramètres du pro-
blème sont inconnus. Ces autres paramètres étant
l'ordre, M, de la mixture et les lois p(x/i) des bruits
impulsifs Ci . L'hypothèse courante est de considérer
ces bruits annexes comme gaussiens centrés . L'ensem-
ble global des paramètres à estimer est donc constitué
de M, l'ordre de la mixture, des (M-1) F i et de
(M-1) variances, le problème étant invariant à un
facteur multiplicatif près . Ainsi, même si M est connu,
il reste 2 (M - 1) paramètres à estimer, ces paramètres
intervenant de façon non linéaire, en tout cas pour
les variances. Avant de se consacrer à ce problème
dans le paragraphe suivant il peut être utile d'évoquer
le cas M = 2 où on cherche à estimer les instants de
commutation .
4.3. MIXTURE BINAIRE COMMUTANTE
L'idée physique sous-jacente au modèle de mixture
binaire commutante est la suivante : le bruit est sup-
posé être constitué la majeure partie du temps d'un
bruit de fond ou, rarement, d'un bruit plus impulsif,
masquant le bruit de fond et indépendant de celui-ci
[18, 78, 79] . Soient fo la ddp du bruit de fond et h la
ddp du bruit impulsif . La ddp de l'observation est
alors susceptible d'être représentée par la loi suivante
(4.12) f=(1-e(t, w))fo +e(t, co)h .
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Cette loi conditionnelle, similaire à (3.4), comporte le





- t, co) =1 = E .
)
Le modèle de génération du bruit est représenté sur
la figure 3 . La probabilité E est supposée petite. La
philosophie de ce modèle est la suivante .
X
Fig. 3. - Génération d'une mixture binaire commutante.
La loi du bruit f est « le plus souvent » f o , dans une
proportion
1-E, et « parfois » h, dans une proportion
g. La ddp nominale fo est perturbée par le terme de
contamination h.
S. V. Czarnecki et J . B. Thomas ont étudié la détection
d'un signal déterministe dans un bruit additif ainsi
modélisé [18] . Toutefois, ils supposaient connaître les
instants de commutation de la variable aléatoire
e(t, oo) . Ceci permet d'obtenir le récepteur dit clair-
voyant, avec la parfaite connaissance des temps d'ap-
parition et de disparition des interférences impulsives .
Evidemment, ce récepteur n'est pas physiquement
réalisable . C'est pourquoi P. Swaszek, D . Tufts et
A. Efron [78, 79] ont cherché à estimer ces instants
de commutation, donc à estimer la valeur de e(t, w) .
L'application de la règle du maximum a posteriori les
a conduits à inclure un test de prédétection dans la
structure du récepteur, afin d'estimer e sous H o et
sous H l , les deux valeurs étant nécessaires pour cons-
truire le rapport de vraisemblance pour le problème
de détection sous-jacent.
5. Modèles à paramètres déterministes
Dans ce paragraphe, les paramètres du modèle seront
en petit nombre, deux ou trois, et considérés comme
déterministes, inconnus et éventuellement lentement
variables. Deux modèles particuliers seront détaillés,
le modèle de bruit de Middleton classe A et la mixture
de deux ddp dont la nominale est gaussienne .
5 .1 . MODÈLE DE MIDDLETON CLASSE A
De même que le bruit de mixture commutante précé-
demment décrit, les modèles de bruits présentés par
D. Middleton en 1972 [50, 51, 52] sont fondés sur
un support physique . Deux modèles sont définis : le
modèle classe A, fondé sur l'hypothèse que la largeur
de bande du bruit est comparable à celle du récepteur ;
le modèle classe B suppose que la largueur de bande
(4.13)
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du bruit lui est supérieure . Ce second modèle est plus
complexe que le premier car les impulsions de bruit
produisent alors des réponses transitoires dans le
récepteur [2, 3, 33, 50, 511 . Un troisième modèle,
classe C, peut être défini comme la somme des deux
précédents [51, 52]. Seul le bruit classe A sera décrit
ici, à cause de ses relations avec les modèles de mixtu-
res gaussiennes d'une part [11-13, 86], et de ses quali-
tés de modélisation pour les bruits réels, principale-
ment en acoustique sous-marine [11, 13, 621, d'autre
part.
Le développement conduisant d'un modèle physique
d'interférences impulsives à l'expression de la loi du
bruit classe A se trouve dans [50, 76] et dans [64-67]
de manière plus simple . Cette loi, notée PA dans la
suite, peut s'exprimer pour l'enveloppe de l'échantil-
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La ddp est une combinaison linéaire infinie de lois
gaussiennes centrées, de variance a 2 et de coefficients
m
Km, m > 0. Cette double infinité de valeurs ne dépend
en fait que deux paramètres, A et F. Ces deux paramè-
tres se calculent directement à partir de l'observation
[23, 52, 55] .
Ce modèle est canonique de nature au sens où la
forme analytique des résultats ne change pas en fonc-
tion des conditions physiques. Ceci est évidemment
la conséquence de l'utilisation d'un modèle paramétri-
que, à structure fixée et à paramètres variables .
L'avantage de ce modèle est la grande variété des
bruits réels modélisables, la ddp définie par (5 .1) étant
toutefois soumise à certaines contraintes dues à
l'expression en fonction de lois gaussiennes (centrage,
symétrie . . .) . La relative universalité de ce modèle peut
sembler paradoxale si on songe au fait qu'il ne dépend
que de deux paramètres . Outre les références, déjà
citées, ce modèle classe A a été étudié dans un cadre
de détection dans [17, 45, 72, 86, 87, 100] .
Un inconvénient de ce modèle de bruit est la nécessité
de prendre en compte une infinité de termes dans
le développement (5.1) . Cet inconvénient peut être
contourné de plusieurs façons .
Par exemple, en posant
e 1 `~
(5 .4) h(x) _	-	Kmg(x; am),
1
_Kom=1
la ddp (5.1) s'exprime selon
(5 .5) PA (x)=Kogo (x ; aô)+(1-K0)h(x),
identique à un modèle de mixture du type (3 .5). On
peut alors penser approximer h( ) par une loi
connue et simple .
Il est, en fait, possible de vérifier que pour la plupart
des applications pratiques, h ( ) peut très bien
s'approximer par une gaussienne . La démarche est la
suivante : recevant un échantillon caractéristique de
bruit, on estime les coefficients A et F, puis on vérifie
que les termes d'ordre supérieur à m sont négligeables
devant ceux d'ordre inférieur à m ; on tronque alors
le développement (5.1), soit à l'ordre M-1, comme
dans [19, 100], soit à un ordre d'environ quelques
unités, entre 1 et 5, comme dans [86], soit enfin à
un ordre 2 comme dans [11, 13, 17] . Des exemples
typiques de valeurs réelles sont donnés dans le
tableau I. Ainsi, suivant une approche similaire à celle
utilisée dans [11, 12, 17], le bruit va être supposé
suivre une loi de mixture gaussienne-gaussienne .
5 .2. MIXTURE STATIONNAIRE
GAUSSIENNE-GAUSSIENNE
Le modèle de mixture stationnaire de deux lois de
Gauss est défini comme
(5.6)
	
p(x)=(1-E)g(x; 6i)+cg(x; ai) .
Il est obtenu soit à partir du modèle de mixture
commutante de la manière décrite précédemment, soit
par troncature du modèle de Middleton classe A . Le
premier cas correspond par exemple à des passages
trop rapides entre les deux lois génératrices du bruit
pour espérer estimer correctement les instants de com-
mutation. Le second cas découle directement des
valeurs des paramètres A et F du bruit classe A,
calculées de manière adaptative à partir des données,
permettant de négliger les termes d'ordre supérieur
ou égal à 2 dans le développement (5 .1) . Il est facile
de vérifier que l'on a alors la relation suivante entre
les paramètres du modèle de Middleton et ceux du
modèle de mixture gaussienne-gaussienne,









Quelques valeurs estimées de ces paramètres pour des
bruits réels sont présentées dans le tableau II, et sont
SYNTHÈSES
TABLEAU I





Paramètre du modèle de mixture gaussienne-gaussienne
pour quelques bruits réels
tirées de [11, 13] . D'une manière générale, le taux de
mixture c est faible, la variance cr de la loi nominale
est légèrement inférieure à 1 .0 et la variance or' de la
contamination est supérieure à 1 .0. Dans ces exem-
ples, le bruit a été normalisé. Ces paramètres ont
été estimés en utilisant une méthode adaptative des
moindres carrés sur la fonction caractéristique,
E {e" -- l," et non pas sur la fonction de répartition.
Cette méthode d'estimation présente certains avanta-
ges présentés et discutés en [63] . Une autre possibilité
d'estimation est présentée dans [19], utilisant la
méthode de Prony et l'estimation des moments . Pour
terminer, il est bon de signaler que d'autres modèles
de mixture ont été utilisés en détection, mixture d'une
loi de Gauss et d'une double exponentielle
dans [28, 53], d'une gaussienne et d'une loi log-
normale ou d'une loi de Rayleigh généralisée
dans [54]. Ces deux dernières lois de contamination
ont été utilisées à cause du bon accord des mixtures
correspondantes avec des bruits électromagnétiques
en extra-basse fréquence.









( ) représente la fonction
indicatrice de l'ensemble A, À est l'ensemble complé-
mentaire de A, y correspond au rapport entre la loi
nominale gaussienne g et la contamination h, suppo-
sée symétrique, et a est un terme assurant que p ( )










































A 0,01 0,0001 0,017 0,086
0,005 0,9 0,35
F 7,5 50 7,0 4,0 2,8
0,25 0,0005
K° 9,9
.10 - ' 1,0 9,8 .10 - ' 9,2 .10 - ' 1,0 4,1 .10- ' 7,0 .10 -1
a° 0,88 0,98 0,87
0,80 0,74 0,20 5,0 .10 -4
K 1 9,9 .10_
3





5,0 .10 -3 3,7 .10 - ' 2,5 .10 - '
6, 12,6
197 8,2 3,1 53,4 1,9 2,9
K
2
5,0 .10 -5 5,0 .10 -9 1,4




24,4 393 15,6 4,7
106 2,0 5,7




63 36,2 589 22,9
7,8 158,6 2,9 8,6






Les relations (5.8) et (5 .9) signifient que si x est faible,
x z a, on suppose que x est généré par la loi nomi-
nale alors que si I x 1 est plus grand que a, le phéno-
mène de génération de x est la contamination
impulsive. L'égalité (5.10) correspond à une
contrainte de continuité pour la ddp . L'inconvénient
de ce modèle est qu'il nécessite l'estimation d'un para-
mètre supplémentaire, a, et surtout que la ddp définie
par (5.8) n'est pas continûment différentiable en géné-
ral. Ceci peut poser des problèmes si on envisage
l'utilisation du récepteur localement optimal [8, 18] .
5.3 . BRUIT VECTORIEL
Pour traiter le vecteur observation x en tant que tel,
plusieurs lois de mixture à composante principale
gaussienne peuvent être envisagées . Le bruit étant
supposé blanc, et les diverses composantes de x étant
indépendantes conditionnellement à e, on peut utiliser
la loi conditionnelle du processus aléatoire
(5.12) P(x/e)
n
e, (t, w))g(xi)+ei(t, w)h(xi)})
i=1
Les coefficients de commutation sont considérés
comme aléatoires et varient selon les échantillons .






+e(t, w) h(x i) },
associée à la ddp univariée (4.13) . Ce modèle interdit
les changements de génération du bruit dans la même
observation, soit sur n échantillons, ce qui semble peu
intéressant.














Pour obtenir ces ddp, on peut supposer une double
génération du bruit mais avec indiscernabilité des
processus générateurs. Dans ce cas, il semble aussi
logique d'utiliser (5.14) que (5.15), et en tout cas plus
simple. Toutefois, ceci n'est vrai que si la dimension n
de la fenêtre d'observation est inférieure ou égale au
temps de quasi stationnarité du processus générateur .
Enfin, si le bruit n'est pas supposé blanc, on obtient
deux modèles vectoriels de mixture, un processus





et une variable aléatoire,
(5.17) P(x)=(1-E)G(x)+EH(x) .
Dans ces expressions, G (x) est une ddp vectorielle
gaussienne. La même remarque que précédemment
est valable : c'est le même processus qui génère
l'observation sur toute la fenêtre .
En ce qui concerne l'exemple réel présenté dans la
suite, le modèle blanc (5.15) est utilisé . Ce choix,
un peu arbitraire, a été fait d'une part à cause des
justifications de ce modèle de variable aléatoire de
mixture (bruit de Middleton tronqué) et de la blan-
cheur du bruit, et d'autre part à cause, ou grâce, à
sa relative simplicité
6. Discussion d'un cas réel
En guise de synthèse aux discussions précédentes sur
les modèles de mixture, l'étude d'un bruit réel particu-
lier avec deux approches différentes est maintenant
présentée . Le lecteur intéressé par une discussion plus
complète sur la modélisation de quelques bruits sous-
marins par une mixture de deux gaussiennes peut se
reporter à [11, 12, 13] . L'échantillon de bruit consi-
déré peut être considéré comme étant généré principa-
lement par des bâtiments sur une route maritime
(bruit de trafic) . Enregistré avec un hydrophone omni-
directionnel, dans l'Océan Indien, il a été échantil-
lonné à 1250 Hz. Une fois normalisé à une moyenne
nulle et une variance unité, son moment du troisième
ordre est quasiment nul, 0,004, alors que son moment
du quatrième ordre est 2,2 . Cette valeur est inférieure
à la valeur de la loi de Gauss, 3,0, ce qui peut
s'expliquer par la génération d'une partie du bruit par
des machines rotatives, c'est-à-dire des raies spectrales
dont le moment du quatrième ordre vaut 1,5 [11, 21] .
Il a été montré que ce bruit paraissait bien décrit
par une mixture de deux gaussiennes [13], dont les
paramètres estimés selon la méthode de la fonction
génératrice en utilisant 4000 échantillons, sont
(6 .1) E=0,037, r 1 =0,89, 62=1,9.
Pour la détection d'un signal déterministe, constant
et de longueur n dans les résultats de simulation qui







i=1 (1 - c)g(xi; 61) +Eg(xi; 62)
Outre ce récepteur, paramétrique adaptatif, fondé sur
un modèle de mixture gaussienne-gaussienne, on peut
penser utiliser deux autres récepteurs : le filtre adapté
et le corrélateur-écréteur . Ces deux récepteurs sont
minimax robustes, le premier pour le critère de
déflexion, le second pour le critère de Neyman-
Pearson, et tous les deux en ayant utilisé un ensemble
de variations de la loi du bruit du type voisinage
volume





Fig. 4. - Non-linéarités des trois récepteurs
. (a) rapport de vraisemblance associé au modèle de mixture
; (b) filtre adapté; (c) corrélateur-
écréteur
.
TRAFIC, SIGNAL CONSTANT, RSB= 0 dB
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log (P.F.A.)
Fig . 5. - Courbes COR pour 0 dB . F. A.
: filtre adapté. C . E . : corrélateur-écréteur . R.
V. : rapport de vraisemblance.
de contamination avec des lois de mixture données
selon (3 .6), la loi nominale étant gaussienne [9] . Sont
ainsi comparées les approches adaptatives et robustes .
La figure 4 représente les non-linéarités de ces trois
récepteurs, c'est-à-dire la dérivée logarithmique de
la ddp du bruit. C'est la non-linéarité qui précède
l'opération de corrélation avec le signal dans la struc-
ture du récepteur localement optimal [8, 10] . Cette
comparaison est faite selon le critère des courbes
COR, c'est-à-dire probabilité de détection (PD) par
rapport à la probabilité de fausse alarme (PFA) . Ces
courbes COR ont été obtenues par méthode de
Monte-Carlo, en utilisant 10 5 tirages différents, ce qui
109
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permet d'aller jusqu'à des PFA de 10 -5 . Les figures
5 et 6, tirées de [13], représentent les courbes COR
pour un rapport signal sur bruit par échantillon de
0 dB pour la figure 5 et -5 dB pour la figure 6,
en utilisant n=100 et une coupure à k=1,5 pour
l'écréteur .
Les conclusions les plus simples pouvant être tirées
de ces courbes sont les suivantes
- lorsqu'un modèle de mixture est utilisé, l'approche
adaptative a de meilleures performances en terme de
courbes COR que les approches robustes ;
- à faibles RSB, les trois récepteurs tendent à avoir
les mêmes performances (ce qui s'explique en
(b)












remarquant que pour x faible, les trois non-linéarités
de la figure sont quasiment identiques) ;
- le filtre adapté a de plus mauvaises performances
que le rapport de vraisemblance associé à la mixture,
mais des performances équivalentes au corrélateur-
écréteur .
7. Conclusion
Lorsqu'en détection, un problème de bruit non-gaus-
sien se pose, il n'existe pas de réponse universelle .
Plusieurs approches peuvent être utilisées . Il semble
pourtant admis qu'une approche adaptative aura de
meilleures performances qu'une approche robuste,
elle-même surpassant une approche non-paramétri-
que. L'étude d'un exemple particulier a confirmé ce
classement. Il faut toutefois tenir compte du fait que
la complexité des méthodes suit la même hiérarchie,
à meilleures performances correspond en général une
plus grande complexité.
Cette différence de performance entre les trois
approches présentées peut s'expliquer en terme de
connaissance a priori sur la génération de l'observa-
tion. Plus cette connaissance est grande, plus l'ensem-
ble de fonctions auquel la ddp du bruit est sensée
appartenir est petit et plus la distance entre la ddp
réelle et le modèle utilisé est réduite.
L'approche non paramétrique nécessite très peu d'hy-
pothèses a priori. Bien qu'applicable à un grand
nombre de cas différents, et par là même résistante
aux erreurs, elle apparaît comme la moins per-
formante.
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Fig. 6. - Courbes COR pour -5 dB. F. A . : filtre adapté . C . E. : corrélateur-écréteur. R . V.





L'approche robuste utilise un ensemble de ddp plus
réduit. Ses performances sont meilleures, parfois bon-
nes et en tout cas plus cet ensemble est vaste, moins
bonnes seront ses caractéristiques .
L'approche adaptative est fondée sur une modélisa-
tion paramétrique qui possède relativement peu de
degrés de liberté. Elle est donc peu robuste à des
changements de modèles . Par contre, si le modèle est
bien choisi, elle conduit à des méthodes très per-
formantes .
Les analyses présentées ont insisté sur l'importance
des modèles de mixture; en particulier sur ceux ne
comportant que deux termes simples tels deux ddp
gaussiennes. Ces modèles permettent de mieux repré-
senter les bruits réels, en particulier les queues de
distribution, au prix d'un léger surcoût de complexité .
Ces queues de distribution sont fondamentales en
détection car ce sont elles qui dégradent sérieusement
les performances en termes de PFA des récepteurs
fondés sur l'hypothèse gaussienne . Sans aller jusqu'à
utiliser une mixture d'ordre infini comme D . Middle-
ton, une mixture d'ordre 2 prend en compte un terme,
impulsif, de contamination. Selon les caractères physi-
ques du phénomène considéré, cette prise en compte
peut s'effectuer à l'aide d'un coefficient de commuta-
tion, coefficient qu'il faudra estimer, si les caractéristi-
ques statistiques du bruit ne varient pas trop rapide-
ment. Si tel n'est pas le cas, une loi « stationnarisée »
pourra être utilisée.
Toutefois il reste à étudier le cas de termes de conta-
mination autres qu'une loi gaussienne de grande
variance, de façon à mieux modéliser certains bruits,
de loi non parfaitement symétrique par exemple . Ceci
ne pourra se faire que par un retour à l'expérimenta-
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tion, ou, au moins, par de nouvelles études de bruits
réels .
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