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Abstract— In this paper we propose a method for sketch-based 
image retrieval. Sketch is a magical medium which is capable of 
conveying semantic messages for user. It’s in accordance with 
user’s cognitive psychology to retrieve images with sketch. In 
order to narrow down the semantic gap between the user and the 
images in database, we preprocess all the images into sketches by 
the coherent line drawing algorithm. During the process of 
sketches extraction, saliency maps are used to filter out the 
redundant background information, while preserve the 
important semantic information. We use a variant of Words-of-
Interest model to retrieve relevant images for the user according 
to the query. Words-of-Interest (WoI) model is based on Bag-of-
visual Words (BoW) model, which has been proven successfully 
for information retrieval. Bag-of-Words ignores the spatial 
relationships among visual words, which are important for 
sketch representation. Our method takes advantage of the spatial 
information of the query to select words of interest. 
Experimental results demonstrate that our sketch-based retrieval 
method achieves a good tradeoff between retrieval accuracy and 
semantic representation of users’ query. 
 
Keywords— Image retrieval, Sketch representation, Bag-of- 
visual Words model, Words-of-Interest model, Markov chain 
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I. INTRODUCTION 
With the fast advances of digital imaging equipments and 
computer network technology, tons of images are accessible 
on the Internet. With the help of image processing software, 
like Photoshop, designer can make an amazing picture by 
compositing images together. This requires the designer to 
provide images with specific objects or content for 
composition, which can be figured out by solving an image 
retrieval problem. Image retrieval is one of key technologies 
in   improving   people’s   life   quality   in   terms   of   reuse   of  
information and knowledge. Content-based image retrieval 
has attracted much attention in the past few decades [19]. 
Text retrieval is one of the traditional and common methods 
of image retrieval with a good semantic understanding. In this 
method, the system needs to provide annotation for every 
image in databases. Manually image annotation is time-
consuming, laborious and expensive, since massive semantic 
information is needed to discriminate different images. 
Automatic image annotation methods could tag captioning or 
keywords to a digital image automatically, which makes text 
retrieval system more possible. Although queries can be more 
naturally specified by the user in text retrieval system than 
other   forms  of   retrieval   system,   the  potential  users’   language  
difference and inconsistent naming issues, make the text 
retrieval system unpractical in certain conditions. 
Different from text retrieval, image retrieval with image as 
input   doesn’t   need   to   annotate   the   images   in   databases.   To  
shorten the on-line retrieval time, images are preprocessed 
into feature vectors based on certain feature extraction 
algorithms. Since the feature extraction algorithms have 
nothing to do with the users, the feature vector is always 
identical   for   the   same   image.   So   it’s   not   necessary   for  
common users to know the details of the feature extraction 
algorithms and retrieval methods. Users only need to provide 
a sample image, and then the retrieval system will retrieve the 
relevant images in the database. But this method will not work 
in the absence of sample images. 
Sketch-based image retrieval is a good solution to the 
problem  of  sample  images’  absence. Sketches present natural 
description facilitating the image semantics, as it is consistent 
with human cognition [20]. So sketches could be used to 
represent an image. Sketches have also been proved to 
represent videos successfully [15][16]. So sketch is a very 
good medium to preserve information. With some shape 
modelling technology, 3D shape could even be recovered 
from sketches [24]. In this paper, we propose a method for 
sketch-based image retrieval. All the images in the database 
are preprocessed into sketches by a coherent line drawing 
algorithm [9]. During the process of sketches extraction, 
saliency maps are used to filter out the redundant background 
information, while preserve the important semantic 
information. Our method works on the sketch level, using a 
words-of-interest (WoI) model. Experiment results show that 
our image retrieval method achieves good performance. 
The remainder of this paper is organized as follows. 
Section II summarizes the related work. Section III presents 
the methods of sketch extraction from images and feature 
extraction from sketches. Section IV provides the experiment 
results of our system. Section V provides the concluding 
remarks. 
II. RELATED WORK 
The QVE (query by visual example) system proposed by 
Kato et al.[1] is the first method which allows user to draw an 
outline sketch of the general image composition as input. The 
user’s  sketch  is  matched  to  the  abstract  images,  with  a  map  of  
effective edge points extracted from the original full color 
images. Local similarity between the corresponding local 
blocks   of   the   user’s sketch and the abstract image, is 
calculated as the maximum local-correlations by shifting the 
two blocks. The global similarity is a sum of the local 
similarities.  IBM’s  QBIC  system  [2]  is  a  modified  version  of  
this   approach.  But   this   approach   doesn’t   allow   indexing   and  
the   used   feature   vector   doesn’t   have   the   property   of   rotation  
invariance. The method proposed by Bimbo et al. [3] retrieves 
visual images by elastic matching of user sketches. This 
method is expensive and also does not have rotation invariant 
property.  
Agouris et al. [4] present a sketch-based retrieval system 
for retrieving digital images from topographic databases. 
Their system retrieves images with metadata information and 
a sketch is ued as input. The metadata information could be 
about the general properties of the image itself, or include 
additional information such as time and location of image 
acquisition, scale, resolution, etc. The metadata information is 
used to narrow down the potential matches before query by 
sketch begins. Chalechale et al. [5] proposed an angular-radial 
decomposition algorithm for sketch-based  image  retrieval.  It’s  
able to measure the similarity between the full color database 
images and the sketched query. This method derives abstract 
images based on edges of the database image and thinned 
outline of the sketched query. Features are extracted by 
partitioning the abstract images angular-radial sectors. Fourier 
transformation is used to get rotation invariance. But the 
effectiveness of this algorithm is not so promising when 
compared to state-of-the-art retrieval algorithms.  
The method proposed by Anelli et al. [6] aims at sketch-
based image retrieval in complex scenes. They propose a 
variant of Generalized Hough transform to solve two main 
problems of sketch-based image retrieval systems: (1) an 
inexact matching problem and (2) the selection of the image 
features  when  comparing  with  the  user’s  sketch. This method 
is suitable for matching a sketch with edge images extracted 
from the database images. But the time complexity for 
similarity calculation makes this method not suitable for real-
time image retrieval in large-scale databases [7]. Saavedra et 
al. [8] proposed a method based on a histogram of edge local 
orientations (HELO) for sketch-based image retrieval. This 
method is invariant to scale, translation and rotation. But 
HELO descriptor may fail to represent simple models 
discriminatively, since HELO descriptor is a global 
representation. 
III. SKETCH AND FEATURE EXTRACTION 
A. Sketch Extraction 
Sketch is a natural and effective way for user to express 
their ideas [23]. To narrow down the semantic gap between 
the user and the images in database, we preprocess all the 
images in the database into sketches by the line drawing 
algorithm [9]. Sketch, extracted from the original image, 
throws away some redundant and useless information of the 
original image, and keeps the important semantic outline 
information. But the resulting sketch by only using the line 
drawing algorithm [9] tends to also extract the outline of the 
background. The mixture of the background outline and the 
foreground object outline will lead to irrelevant retrieval 
results. So in our method, before the process of sketch 
extraction, the algorithm proposed by Cheng et al. [10] is used 
to extract a saliency map for every image in the database. 
Saliency maps are used to filter out the redundant background 
information, while preserving the important foreground 
objects information. Then, the line drawing algorithm [9] is 
used in salient region to extract sketches from the filtered 
images. Some results of the sketch extraction are showed in 
Fig. 1. 
B. Feature Extraction 
Our algorithm is based on Words-of-Interest selection 
model, proposed by Wang et al. [11]. Words-of-Interest model 
takes advantage of the spatial information of the query to 
select words of interest. In our paper, we use shape profile to 
extract the local feature descriptors. Then a visual vocabulary 
is generated from the extracted features of training images, 
using a k-means clustering method. Finally, a Markov chain 
model is adopted to select words-of-interest from the visual 
vocabulary according to the query. 
1)  Shape Profile:  In our method, we randomly sample 500 
points in the sketch image. With every sample point as a 
reference point, we extract features based on the distribution 
of sketch lines. Of the same object, different users will draw 
sketches of different styles. Even the two sketches of a same 
object, drawn by the same person but at different time, are 
probably  quite  different.  Due  to  the  uncertainty  of  the  strokes’  
directions   and   positions,   it’s   not   reasonable   to   force   the  
sample points to lie on sketch lines or lie in the empty areas. 
So we sample points both on sketch lines and in empty areas.  
   
   
   
Fig. 1  Sketch extraction results. The left column: the original images. The middle column: the saliency maps. The right column: the sketches of the 
corresponding original images.
Instead of directly sampling points in the sketch image, we 
randomly sample points in the salient area of the saliency map. 
The salient area is usually not a regular region. To make the 
random sampling method simple and effective, we calculate a 
minimum bounding rectangle of the salient area. We 
randomly sample in the rectangle area. The rectangle area is 
considered as C-space formed from a Cartesian product, 
]1,0[],1,0[,  YXYXS . Two uniform random 
samples x and y are calculated from X and Y  respectively, 
so ),( YX  is a uniform random sample for S. To restrict the 
sample points lie in the salient area, we discard the sample 
points which lie in the rectangle area but out of the salient area. 
Fig. 2 (a) shows the distribution of sample points in the salient 
area. Since the sketch image is extracted with the saliency 
map   as   a   filter,   the   sample   points’   positions   in the saliency 
map can be transferred to the sketch image without any 
change.   But   for   the   user’s   sketch,   the   situation   is   different  
since there is no corresponding saliency map. We calculate a 
minimum bounding rectangle, surrounding all the sketch lines. 
Then points are randomly sampled in the rectangle area. Or 
user could specify the salient area of the sketch. 
The feature descriptor is defined as the distribution of 
sketch lines in the fixed local radius range of a sample point, 
as showed in Fig. 2(b). The local radius is equally divided into 
20 bins. Every pixel in the sketch lines, which is in the fixed 
range of a sample point, makes a contribution to the 
corresponding bin. So the formula of the feature descriptor F 
is defined as follows: 
}20,...,2,1),({#)(  kkbinpkF i                  (1) 
Where k is the index of bin, ip  is a pixel on sketch lines, and 
)(kF  calculates the number of ip  which falls into bin k. 
)(kF  is normalized with the sum of pixels on sketch lines in 
the sketch image. The similarity of two feature vectors is 
defined as follows: 
21
21
FF
FFSim                                        (2) 
2)  Words-of-Interest Model:  A set of features are 
extracted from images using shape profile as feature 
descriptor. K-means clustering is used to build the visual 
vocabulary based on a bag-of-words (BoW) model [21][22]. 
For a given query, some visual words in the visual vocabulary 
are more important than the other visual words. But BoW 
assigns all visual words with equal importance. The algorithm, 
proposed by Wang et al. [11], extracts words-of-interest (WoI) 
from BoW according to the query. 
 
(a) 
 
 (b) 
Fig. 2 The sampling result and one histogram used to calculate the 
distribution of the local sketch line pixels. (a) 500 sample points in the salient 
area. (b) A histogram of 20 radial bins centered at a sample point. 
Inspired by the algorithm of Wang et al. [11], we use a 
Markov chain model to select WoI according to the query. In 
our approach, the visual vocabulary is considered as a finite 
state space of the Markov chain model. Visual words with 
higher probability to occur in the query are selected as WoI. 
Suppose the query is represented as a weighted vector of 
visual words: wiqiiq NiNFWNw ,...,1},{},{  , iN  
is the term frequency of visual word iW , wN  is the size of 
the visual vocabulary. The spatial proximity of two visual 
words is defined as the average similarity of visual words’  
instances: 

 

i jN
m
N
n
nm
ji
ij SimNNS 1 1 ,
1
                         (3) 
Where iN  and jN  are the number of instances of visual 
words iw  and jw  respectively, nmSim ,  is the inverse of the 
Euclidean pixel distance of the thm  instance of iw  and the 
thn instance of jw . The higher spatial proximity two visual 
words have, the more possible a vidual word would transfer to 
the other one. We define the visual word transfer probability 
matrix as : 
][][
1  wNj ijijij SSPP                         (4) 
  The conditional probability that visual word iw  occurs in 
the query is qi NN , qN  is the number of features in the 
query. The initial state distribution of the Markov chain model 
is defined as 
},...,1,{)0( wqi NiNN                       (5) 
The limit state distribution * , which indicates the visual 
words’   final   probability   of   occurrence,   is   calculated   by   the  
following formula: 
n
nn
Pn )0(lim)(lim* 

                            (6) 
According to * , the visual words are sorted with the 
probability of occurrence from high to low principle. The 
visual words on the top are selected as WoI. The distance 
between two sketches p and q based on WoI is defined as: 
''
qpqp FFFFD                            (7) 
Where pF  and qF  are the term frequency of non-WoI of 
sketch p and q  respectively, 'pF and 'qF  are the term 
frequency of WoI of sketch p and q  respectively,  and   
)(    are the weighting factors. 
Both a sketch and a document carry information, and only 
the representation forms are different. A sketch is represented 
as visual words, so we can consider a sketch as a document 
consisting of visual words. A Markov chain used to represent 
a document has been proved to be ergodic [13] [14]. So we 
have good reason to assume that the Markov chain model in 
our method is also ergodic. The strict proof of this assumption 
is left in the future work. An ergodic chain has a property that 
a stationary distribution exists and it equals the limit 
distribution. So the limit distribution *  is irrespective of the 
initial state and represents a desirable distribution.   
IV. EXPERIMENT RESULTS 
In this experiment, we evaluate the performance of our 
method using two public available benchmarks of image 
databases. One is a sketch-based benchmark database [12]. 
This database has two datasets, a benchmark dataset and a 
distractor image dataset. The benchmark dataset contains 31 
benchmark sketches and 40 corresponding images for each 
sketch. The benchmark sketches are used as queries to rank 
the corresponding images. The benchmark dataset and the 
distractor image dataset are joined together as an evaluation 
set. This database contains the rankings of the images, 
collected from the user study. The second database is the 
object retrieval database [17] from University of Kentucky. 
This database contains 10,200 images, with 2550 sets of four 
images  of  the  same  object.  The  metric  of  “top-4-score”  is  used  
to evaluate and compare the performance of our method with 
several classic methods [12][17][18]. 
A. Results on Benchmark Database 
To measure the influence of different parameter values for 
this method, we set different values for the visual vocabulary 
size and local radius of shape profile. Different values for the 
sizes of a visual vocabulary are 500, 750, 1000. Different 
values for the local radii are 5, 10, 15, 20, 25, 30 (percentage 
of  the  diagonal  of  the  training  images’  salient  area).  We  use  a  
set of 20,000 training images for visual vocabulary generation. 
The training images are randomly chosen from the distractor 
image dataset, and those images are excluded from the 
evaluation set. 500 features are extracted from every training 
image. K-means clustering is used to build the visual 
vocabulary of different sizes. 
 
                 (a) 
  
                (b) 
Fig. 3 Evaluations for BoW (a) and our method using WoI model (b) 
Our method is used to rank the images based on the 
benchmark   sketches.   The   correlation   between   the   user’s  
rankings and the objective rankings measures the performance 
of our method. To measure the influence of WoI model, we 
also measure the performance of our method replacing WoI 
model with BoW model. In Fig. 3 (a), it shows the rank 
correlation coefficient of the BoW model. In Fig. 3 (b), it 
shows the rank correlation coefficient of our method, using 
WoI model. So our method with WoI model has higher rank 
correlation coefficient than that using BoW model. The 
maximum correlation of our method is 0.313 for a vocabulary 
size of 1000 visual words and 20% of the salient area diagonal, 
while the maximum correlation coefficient in [12] is 0.277. 
B. Results on Object Retrieval Database 
From the object retrieval database, we randomly select 100 
sets of images as a test dataset, and use the remaining sets of 
images as a training dataset. Features are extracted from the 
training dataset, with the local radius of shape profile as 20% 
of the salient area diagonal. A visual vocabulary of size 1,000 
is generated from the training dataset. Every image in the test 
dataset is used as query to retrieve four top images. The 
number of true positives in the four top images is the score for 
this query. The average number of scores for all the queries is 
calculated to measure the performance of our method. Our 
method achieves a competitive retrieval performance with an 
average score of 3.12, which is a little bit lower than the 
average score of 3.60 in [18] but higher than the average score 
of 3.1 in [17]. Since sketches are generally well-known to be 
semantically meaningful for the user input, our presented 
method achieves a good balance between retrieval accuracy 
and  semantic  representation  of  users’  query. 
V. CONCLUSIONS 
In this paper, we propose a method to retrieve images based 
on   sketches.   It’s   based   on  WoI   model.  We   adopt   a  Markov  
chain model to incorporate the spatial information of the 
visual words to extract words of interest. The experiment 
results show that our method using WoI model improves the 
performance of that using BoW model. 
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