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Abstract
This study proposes the following two methods applying two-dimensional DFA (detrended fluctuation analysis) and two-dimensional
FFT (fast Fourier transform) algorithm: (1) a method for finding pleasant photographs of local tourist spots, and (2) a method for
generating music from these photographs. We define “pleasant image” as the photograph containing 1/ f noise components since
it has been suggested that the 1/ f -noise structure in visual art as well as in music can stimulate the perception of pleasant. The
method for extracting music from the picture is developed as follows: (a) the image is divided into some squares and frequency
components are extracted from each square by two-dimensional FFT, and then (b) the frequency components of each square are
transformed into musical pitches. A method to arrange the music by reflecting features of the image is also provided.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
This study provides methods for finding “ pleasant photographs” of local tourist spots and for generating music
from these photographs. Mathematics and art works such as music have some vague sort of aﬃnity, but several
researchers have shown that the music displays regularities in scaling properties and long-range correlations1,2,3,4.
They indicated that pleasant music for humans displays a behavior similar to 1/ f noise. For visual arts, E. Rodriguez
et al. 5 have clarified the existence of the factuality and scaling properties in Pollock’s drip paintings. They suggested
that paintings which contain 1/ f -noise structures can also stimulate the perception of pleasant. They applied two-
dimensional DFA method to analyze the gray-scaled images obtained from paintings. The DFA algorithm for two
dimensions has simpler structure than the two-dimensional FFT (fast Fourier transform), but its computation time
becomes greater than that of the one-dimensional case. Musha6 has described the method which evaluates paintings
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by using one-dimensional Fourier transform as follows: (i) computing the power spectral densities of brightness
in the horizontal direction in each row, and then (ii) obtaining the average values for the spectral densities in each
column. In our previous work7, we propose a method for finding pleasant photographs of tourist spots applying the
one-dimensional FFT8 for saving the computational time. However, this method cannot detect a self-similarity of the
surface of the image since it focused on the behavior of the brightness oscillation in the horizontal direction. In this
study, we propose the method applying the two-dimensional DFA algorithm to detect a self-similarity of the surface
of the image.
We have also developed the method for extracting music by using the one-dimensional FFT algorithm7. This study
provides the method for generating music by applying the two-dimensional FFT so that the music can reflect the
features on the surface of the image. Our methods may be available to recommend a sightseeing route which connects
the pleasant spots for tourists, and to create the music from photographs of these spots.
2. Classification of Pictures
The 1/ f α noise is defined in terms of the shape of its power spectral density P( f ), where f is the frequency. When
the signal follows a scaling law, a power-law behavior for the power spectral density P( f ) is observed:
P( f ) ∼ 1/ f α f , (1)
where α f is called the scaling (spectral) exponent. The scaling exponent α f is computed as the slope of the plot
{log( f ) versus log (P( f ))}. The sequence, denoted by u(i), can be classified as follows: (a) If α f = 0, the sequence u(i)
is non-correlated (i.e. white noise); (b) If α f = −1, the correlation of the sequence is the same of 1/ f noise; and (c) If
α f = −2, the sequence behaves like Brownian motion (i.e. red noise)1,9.
Self-similarity of the signal can also be detected by DFA (detrended fluctuation analysis)2,3,5. The scaling exponent
αd can be given by applying the DFA method, which will be explained in Section 2.2. In this case, the profile, defined
by y(i) = ∑ik=1[u(k) − u¯], displays properties of the white noise with αd = 0.5. The values αd = 1.0 and αd = 1.5
respectively indicate 1/ f noise and Brownian noise.
We define “pleasant photograph” as the photograph containing 1/ f components and propose a procedure for finding
the pleasant photographs using the (one-dimensional) fast Fourier transform (FFT) algorithm and the two-dimensional
detrended fluctuation analysis (DFA). The color images are transformed into gray scale images by using a simple linear
combination of the original RGB channels. The size of these images is normalized to N (vertical) ×M (horizontal)
pixels, where N is determined so that the aspect ratio of the image can be maintained, and M is set to be 2k (k =
2, 3, · · ·) when we use the FFT algorithm. Let Gn(m) (m = 1, 2, · · · ,M, n = 1, 2, · · · ,N, Gn(m) = 0, 1, · · · , 255) be the
brightness (gray scale level) at the coordinates (m, n) of the gray scale image.
2.1. Method using 1D FFT
We have already proposed the method for classifying the pictures applying the one-dimensional FFT algorithm7.
We define a f as the scaling (spectral) exponent obtained by this method. In this case, the pictures can be classified
into one of the following three cases: (a) If α ≥ −0.75, the image is classified into “Random” (or “White”): (b) If
−1.25 ≤ α < −0.75, the image is classified into “1/ f noise” (or “Pink”): (c) If α < −1.25, the image is classified into
“Brownian” (or “Red”).
2.2. Method using 2D DFA
This section proposes the method for classifying the pictures using the two-dimensional DFA algorithm5. In order
to simplify the discussion, we confine ourselves to the case where q = 2.
1) Calculate the profile, expressed by xi, j, which is given by
xi, j =
i∑
n=1
j∑
m=1
[
Gi( j) − g¯] , (2)
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where g¯ represents the mean value of Gn(m).
2) Divide xi, j into small regions of size s × s, where s is set to be smin  5 ≤ s ≤ smax  min{M,N}/4.
3) Compute an interpolating curve γi, j(l, s) = ali + bl j + cl of xi, j in the lth small square region of size s × s, which
can be given by using a multiple regression procedure.
4) Calculate the “variance” in the lth small square region for s = smin, smin + 1, · · · , smax, which is given by
F2i, j(l, s) =
1
s2
i+s∑
n=i
j+s∑
m= j
z2i, j(l, s), (3)
where zi, j(l, s) is expressed by
zi, j(l, s) = xi, j − γi, j(l, s). (4)
5) Compute the root mean square, denoted by F(s), of F2i, j(l, s), which is given by
F(s) =
⎡⎢⎢⎢⎢⎢⎢⎣ 1Ls
Ls∑
l=1
F2i, j(l, s)
⎤⎥⎥⎥⎥⎥⎥⎦
1/2
, (5)
where Ls denotes the number of the small square regions of size s × s.
6) If xi, j has a long-term correlation property, a power-low behavior for the fluctuation function F(s) is observed as
follows:
F(s) ∼ αsd, (6)
where αd is called the (two-dimensional) scaling exponent, a self-aﬃnity parameter representing the long-range
power-low correlation properties of the surface. This scaling exponent αd is computed as the slope of the plot
{log(s) versus log (F(s))}.
In this study, we classify the picture into one of the following three cases: (a) If αd ≤ 0.75, the image is classified
into “Random” (or “White”): (b) If 0.75 < αd ≤ 1.25, the image is classified into “1/ f noise” (or “Pink”): (c) If
αd > 1.25, the image is classified into “Brownian” (or “Red”).
3. Music Extraction from Images
We have already proposed a simple method for extracting music from the image by using the one-dimensional FFT
algorithm7. This study provides the method for generating music by applying the two-dimensional FFT so that the
music can reflect the features on the surface of the image.
We assign an integer to each musical note of the scale such that middle C (C4) is assigned 37, the note just above
(C#4) is 38 and the musical rest is 0. In this case, the frequency F j (Hz) of each sound can be given by
F j =
{
440 × 2 j−4612 , if j = 1, 2, · · · , 96,
0, if j = 0. (7)
The image is transformed into the gray scale image Gn(m), and the size of the image is normalized to M (horizontal)
×N (vertical) pixels as mentioned in Section 2.
1) Divide the image into L squares of length of a side of h (h = 2k), where L (= L1 × L2) denotes the number of
squares, L1 = M/h	 and L2 = N/h	.
2) Set gl(u, v) = Gy+v(x + u) (l = 1, 2, · · · , L, u = 1, 2, · · · , h, v = 1, 2, · · · , h), x = [(l − 1) mod h] × h, y =
[(l − 1)/L1	 × h.
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3) Compute the power spectral density Pl(u, v) from gl(u, v) using two-dimensional FFT, and calculate the average
of Pl(u, v), which is given by
¯Pl(r) = 1
π
π∑
θ=1
Pl(r, θ), (8)
where r =
√
u2 + v2.
4) Compute the interpolating curve, denoted by ˆPl(m), of ¯Pl(m) applying the regression analysis. Define the set Al
as follows:
Al = {m | ¯Pl(m) ≥ ˆPl(m)}. (9)
Let H (≤ minl=1,2,···,L |Al|) denote the number of sounds in the chord Q(l), where Q(l) is expressed by Eq. (10) in
the Step 9).
5) l = 1.
6) i = 1.
7) Compute the frequency fi corresponding to m′i (i = 1, 2, · · · ,H, m′i ∈ Al, m′i  m′j for i  j), and calculate the
absolute value d j of the diﬀerence between fi and F j, where fi = m′i · (S f /M) and d j = | fi −F j| ( j = 1, 2, · · · , 96).
8) Find Fk such that dk = min d j and let qi,l = k be a note in the chord Q(l).
9) If i < H, increment i by one and go to Step 7), otherwise set
Q(l) = (q1,l, q2,l, · · · , qH,l)T (10)
and go to Step 10).
10) If l < L, increment l by one and go to Step 6), otherwise go to Step 11).
11) Arrange Q(l) in order from Q(1) to Q(L) and transform them into the musical score.
We refer to the music generated from above procedure as an “original music”. A method for arrangement of the
original music by reflecting features of the image will be discussed in Section 5.
4. Results of Classifying Images
In our previous study7, we have analyzed the 198 photographs published in the book edited by Onomichi city10
by means of the method applying the one-dimensional FFT algorithm (Method 1). This section analyzes the same
pictures using the method proposed in Subsection 2.2 (Method 2). We show the features of Method 1 and 2, by
focusing on the pictures that diﬀerent results are obtained from the two methods. Results obtained from Method 1 and
2 are summarized in Table 1 in the case where we analyze pictures in Figures from 1 to 4.
Table 1 shows that the pictures in Figs. 1 and 3 are classified into “1/ f ”and “Red”using Method 1 and 2,
respectively. As mentioned in our previous work7, the behavior of the brightness in the horizontal direction on the
pictures in Figs. 1 and 3 displays that of similar to 1/ f -noise. The Method 2, in contrast, classifies them into the
category of “Red”. Pictures with low and flat contrast and with large dark area are tend to be classified into this
category as mentioned in our previous study7. Figures 2 and 4 respectively display cropped images from Figs. 1 and
2. They are trimmed so as not to include dark and flat area. Table 1 also indicates as follows: (i) the cropped image
in Fig. 2 is classified into “Red”and “1/ f ”from Method 1 and 2, respectively. (ii) the cropped image in Fig. 4 is
classified into “1/ f ”(close to “White”) and “1/ f ”from Method 1 and 2, respectively. This signifies that Method
2 is suitable for detecting a self-similarity on the surface of images.
5. Arrangement of “Original Music”
This section develops a method of arrangement of the “original music” which is created by the procedure proposed
in Section 3. We consider the case where, as the average value of the brightness in the square l (l = 1, 2, · · · , L)
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Fig. 1. Example of results(a)
Fig. 2. Example of results(b)
Fig. 3. Example of results(c)
Fig. 4. Example of results(d)
Table 1. Results
Picture a f ad
Fig. 1 -1.263 (1/ f ) 1.676 (Red)
Fig. 2 -1.675 (Red) 1.238 (1/ f )
Fig. 3 -0.815 (1/ f ) 1.776 (Red)
Fig. 4 -0.775 (1/ f ) 1.161 (1/ f )
increases, the number of sounds (notes) in the chord Q(l) decreases, tempo increases and the ratio of containing
dissonance per chord decreases. By this way, a part of the music extracted from the bright area in the picture can be
played lightly, while it is played heavily corresponding to the brightness of the dark area.
We also consider the case where some sounds are interpolated into two successive chords Q(l) and Q(l + 1) (l =
1, 2, · · · , L − 1) reflecting the scaling (spectral) exponent in the square l.
We here introduce some notation with respect to the region l (l = 1, 2, · · · , L) in the picture for simplicity as listed
below:
g¯l: the average value of the brightness in the square l.
αl: the scaling (spectral) exponent.
τ(l): the tempo of the part corresponding to the square l.
θ(l): the number of tones sounded simultaneously.
λ(l): the ratio of containing dissonance.
Let qH,l correspond to a melody part and the other sounds in Q(l) without qH,l be an accompaniment part.
In this case, the procedure for the arrangement of the original music can be proposed as follows:
1) l = 1.
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2) Compute the average value g¯l of the brightness and the scaling exponent αl in the square l.
3) Set the values for τ(l), θ(l) and λ(l) such that these values are proportional to g¯l, where τ(l), θ(l) and λ(l) take the
values on the interval [40, 255], [0, 0.1] and [1,H], respectively.
4) Adjust the values for the components of Q(l) without qH,l such that the ratio of containing dissonance in Q(l) is
less than or equal to λ(l).
5) Set S ((l − 1)(B + 1) + 1) = Q(l), where B denotes the number of interpolating sounds.
6) If l = 1, go to Step 9), otherwise go to Step 7).
7) For the melody part, set the value of sH,(l−2)(B+1)+ j ( j = 2, · · · , B− 1) corresponding to the value for αl as follows:
(a) αl ≥ −0.75.
Set
sH,(l−2)(B+1)+ j = raj−1, (11)
where rak (k = 1, 2, · · · , B − 2) is a positive integer, which is given as the uniform random number on the
interval [qH,l−1, qHl].
(b) −1.25 ≤ αl < −0.75.
Set
sH,(l−2)(B+1)+ j = rbj−1, (12)
where rbk is a positive integer, which is given as the 1/ f random number with mean (qH,l−1 + qHl)/s.
(c) αl < −1.25.
Set
sH,(l−2)(B+1)+ j =
{
sH,(l−2)(B+1)+ j−1 − 1, p j−1 < 0.5
sH,(l−2)(B+1)+ j+1 + 1, p j−1 ≥ 0.5 (13)
where pk expresses the uniform random variable on the interval (0, 1).
8) For the accompaniment part, set si j = qil (i = 1, 2, · · · ,H−1, j = (l−1)(B+1)+2, (l−1)(B+1)+3, · · · , (B+1)l).
9) If l < L, increment l by one and go to Step 2), otherwise go to Step 10).
10) Arrange S(l) in order from S(1) to S(L) and transform them into the musical score.
6. Conclusion
This study has developed the following two methods applying the two-dimensional DFA (detrended fluctuation
analysis) and the two-dimensional FFT (fast Fourier transform) algorithm: (1) a method for finding pleasant pho-
tographs of local tourist spots using the two-dimensional DFA, and (2) a method for creating music from these pho-
tographs using two-dimensional FFT. We have defined “pleasant photograph” as the photograph containing 1/ f noise
components since the recent studies (such as E. Rodriguez et al. 5) had suggested that paintings which contain 1/ f -
noise structures stimulate the perception of pleasant.
In our previous study7, we analyzed the 198 photographs published in the book edited by Onomichi city10 by
means of the method applying the one-dimensional FFT algorithm (Method 1). However, this method cannot detect a
self-similarity of the surface of the image since it focused on the behavior of the brightness oscillation in the horizontal
direction. In this study, we have proposed the method applying the two-dimensional DFA algorithm to detect a self-
similarity of the surface of the image. We have analyzed the same pictures using the method proposed in Subsection
2.2 (Method 2) to compare the features of Method 1 and 2.
This study has also developed a method for extracting music applying the two-dimensional FFT to reflect the
features of the surface of the image.
When we showed the results obtained from the analysis using the 198 pictures at a seminar for the general public
held in Onomichi, and asked for the participants’ opinions, they mostly agreed with our observation. This indicates
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that our method can eﬃciently be applied to classify the pictures of tourist areas where scenery with old houses,
shrines and temples. In contrast, the comment on music created from these pictures was that music should be created
enough to evoke the scene in the pictures. We should develop the method for identifying the location or area where
the picture was taken to some extent and for arrangement the music considering the culture of the region.
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