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Abstract
Let K be any ﬁeld and G be a ﬁnite group. Let G act on the rational function ﬁeld
K(xg : g ∈ G) by K-automorphisms deﬁned by g · xh = xgh for any g, h ∈ G. Denote by
K(G) the ﬁxed ﬁeld K(xg : g ∈ G)G. Noether’s problem asks whether K(G) is rational
(=purely transcendental) over K . An afﬁrmative answer to Noether’s problem for metacyclic
p-groups will be proved provided that K contains enough roots of unity.
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1. Introduction
Let K be any ﬁeld and G be a ﬁnite group. Let G act on the rational function ﬁeld
K(xg : g ∈ G) by K-automorphisms deﬁned by g ·xh = xgh for any g, h ∈ G. Denote
by K(G) the ﬁxed ﬁeld K(xg : g ∈ G)G. Noether’s problem asks whether K(G) is
rational (=purely transcendental) over K .
First we will recall some previous results.
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Theorem 1.1 (Fischer [Sw2, Theorem 6.1]). Let G be a ﬁnite abelian group of expo-
nent e. Assume that (i) either char K = 0 or char K > 0 with char K  e, and (ii) K
contains a primitive eth root of unity. Then K(G) is rational over K .
The ﬁrst counter-example to Noether’s problem is proposed by Swan and it is shown
that Q(G) is not rational over Q when G is the cyclic group of order 47 [Sw1].
Subsequently Noether’s problem for ﬁnite abelian groups was studied by Voskresenskii,
Endo and Miyata, Lenstra, etc. See the survey articles by Swan and Kersten [Sw2,Ke].
On the other hand, results of Noether’s problem for non-abelian groups are rather
scarce. Even for the case when G is a meta-abelian group the situation is not well
understood. Here are two theorems due to Saltman and Hajja.
Theorem 1.2 (Saltman [Sa2]). For any prime number p and for any ﬁeld K with
char K = p (in particular, K may be an algebraically closed ﬁeld), there is a meta-
abelian p-group G of order p9 such that K(G) is not rational over K .
Theorem 1.3 (Hajja [Ha]). Let G be a ﬁnite group containing an abelian normal
subgroup N such that G/N is a cyclic group of order < 23. Then C(G) is rational
over C.
We would like to mention a result about p-groups of order p4.
Theorem 1.4 (Chu and Kang [CK]). Let p be a prime number, G be a p-group
of order p4 with exponent pe. Let K be any ﬁeld such that either char K = p
or char K = p and contains a primitive peth root of unity. Then K(G) is rational
over K .
The main result of this article is to provide an afﬁrmative answer for the metacyclic
p-groups, i.e. a group G = H1 · H2 where H1 and H2 are cyclic p-groups such that
one of them is normal in G. What we will prove is the following.
Theorem 1.5. Let G be a metacyclic p-group with exponent pe, and let K be any
ﬁeld such that (i) char K = p, or (ii) char K = p and K contains a primitive peth
root of unity. Then K(G) is rational over K .
The assumption of the existence of roots of unity in Theorem 1.5 can be relaxed in
some situations. For example, let G be a non-abelian p-group of order pn such that G
contains a cyclic subgroup of index p, and let K be any ﬁeld containing a primitive
pn−2th root of unity. It can be shown that K(G) is rational in this situation; this result
will be proved in another article. On the other hand, no assumption on the root of
unity is necessary for the following case (see Deﬁnition 5.2 for the deﬁnition of the
generalized quaternion group of order 16).
Theorem 1.6 (Chu et al. [CHK] and Kang [Ka]). Let K be any ﬁeld and G be any
non-abelian group of order 8 or 16 other than the generalized quaternion group of
order 16. Then K(G) is always rational over K .
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Comparing Theorems 1.1, 1.3 and 1.5, we may regard Hajja’s Theorem as an attempt
to explore Fischer’s Theorem for the non-abelian case, while Theorem 1.5 is a gen-
eralization of Fischer’s Theorem to the metacyclic p-groups. However we should not
“over-generalize” Theorem 1.1 because Saltman’s Theorem sets a deadline for the meta-
abelian groups. We do not know the answer for a general metacyclic group (instead of
a metacyclic p-group).
The motivation of Noether’s problem comes from the inverse Galois problem. (See
[Sw2], for example.) In particular, an afﬁrmative answer for K(G) to be rational over
K will guarantee the existence of a generic polynomial for Galois G-extensions over
K [Sa1,DM]. Thus Theorem 1.5 implies the existence and construction of a generic
polynomial for the metacyclic p-extension. Note that previously the existence of such
a polynomial was known only when G was a semi-direct product of cyclic p-group
[Sa1, Theorem 3.5].
The key ideas for proving Theorem 1.5 consists of two parts. With the aid of the clas-
siﬁcation of metacyclic p-groups we will reduce the general case to the split metacyclic
p-groups. For the split case we establish a rationality criterion of the multiplicative in-
variants under a cyclic group action, which is reminiscent of similar criteria of Lenstra
[Le, (2.4) Theorem] and Hajja [Ha, Corollary 5]. (See Theorem 3.6.)
The paper is organized as follows. We will list some preliminaries in Section 2.
The multiplicative actions will be studied in Section 3. We will prove the split case of
Theorem 1.5 in Section 4. A necessary and sufﬁcient condition for some ideal in an
integral group ring to be a projective module will be given, which is of independent
interest although this result is never used in the proof of Theorem 1.5. We will ﬁnish
the proof of Theorem 1.5 in Section 5.
Because of Theorem 1.1 and the following Kuniyoshi’s Theorem we may assume
that G is a non-abelian group and K is a ﬁeld with charK = p in the proof of
Theorem 1.5 in Sections 4 and 5.
Theorem 1.7 (Kuniyoshi [CHK, Theorem 2.5]). Let K be a ﬁeld with char K = p > 0
and G is a p-group. Then K(G) is always rational over K .
Notations and terminologies: A ﬁeld extension L over K is rational over K if L is
purely transcendental over K . The exponent of a group G is max {ord (g) : g ∈ G}
where ord(g) denotes the order of the element g. Recall the deﬁnition K(G) at the
beginning of this section: K(G) = K(xg : g ∈ G)G. Note that
(
n
k
)
is the binomial
coefﬁcient. We will denote by n a primitive nth root of unity unless otherwise speciﬁed.
Two extension ﬁelds L1 and L2 over K with G-actions are G-isomorphic if there is
an isomorphism  : L1 −→ L2 over K such that ( · u) =  · (u) for any  ∈ G,
any u ∈ L1.
2. Generalities
We list several results which will be used in subsequent sections.
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Theorem 2.1 ([CHK, Theorem 2.1]). Let L be a ﬁeld and G be a ﬁnite group acting
on L(x1, . . . , xm), the rational function ﬁeld of m variables over L. Suppose that
(i) for any  ∈ G, (L) ⊂ L;
(ii) the restriction of the action of G to L is faithful;
(iii) for any  ∈ G,
⎛
⎜⎝
(x1)
...
(xm)
⎞
⎟⎠ = A()
⎛
⎜⎝
x1
...
xm
⎞
⎟⎠+ B(),
where A() ∈ GLm(L) and B() is an m × 1 matrix over L. Then L(x1, . . . , xm)G =
LG(z1, . . . , zm) where (zi) = zi for any  ∈ G, any 1 im.
Theorem 2.2 ([CHK, Theorem 2.4]). Let G be a ﬁnite group acting on L(x), the
rational function ﬁeld of one variable over a ﬁeld L. Assume that, for some  ∈ G,
(L) ⊂ L and (x) = a·x+b for some a, b ∈ L with a = 0. Then L(x)G = LG(z)
where z is a polynomial ﬁxed by G with positive degree in L[x].
Theorem 2.3 (E. Noether [AHK, Theorem 3.4]). Let K be any ﬁeld, G be any group
acting on K(x, y) by K-automorphisms where K(x, y) is the rational function ﬁeld
of two variables over K . Assume that, for any  ∈ G,  · x = a11x + a12y,  · y =
a21x + a22y where (aij )1 i,j2 ∈ GL2(K). Then K(x, y)G is rationalover K .
Lemma 2.4. Let p be a prime number, n, r, i be positive integers with p ipn.
Write pl i < pl+1 for some positive integer l. In case p = 2 assume furthermore that
l2. Then
(
pn
i
)
pir is divisible by pn+r+1.
Proof. It is not difﬁcult to verify that
(
pn
i
)
is divisible by pn−l . Alternatively see
[He, Lemma 4.2]. On the other hand, since pl − 1 l + 1, we ﬁnd i − 1 l + 1. Thus
r(i − 1) l + 1 and n − l + irn + r + 1. 
Lemma 2.5. Let p be a prime number, and let n and r be positive integers.
(i) If (p, r) = (2, 1), then (1 + pr)pn = 1 + a · pn+r for some integer a with p  a.
(ii) If r2, then (−1+ 2r )2n = 1+ a · 2n+r and (1+ 2)2n = 1+ b · 2n+2 where a and
b are odd integers.
Proof. Apply Lemma 2.4 for (i) and (−1 + 2r )2n . Since (1 + 2)2n = (−1 + 22)2n , we
may apply the result (−1 + 2r )2n with r2. 
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3. Multiplicative group actions
Throughout this section, we will adopt the following notations:  =<  > is a
ﬁnite group of order n(> 1),  = Z[] = Z[T ]/ < T n − 1 > is the integral group
ring, d(T ) ∈ Z[T ] is the dth cyclotomic polynomial, K is any ﬁeld containing a
primitive nth root of unity (denoted by n),  acts trivially on K , and M is a -lattice,
i.e. a torsion-free ﬁnitely generated -module. By choosing a Z-basis x1, . . . , xm for
M , we shall identify K(M) with the rational function ﬁeld K(x1, . . . , xm). If M =⊕
1 jm Zxj and  · xj =
∑
1 im aij xi ∈ M , we will deﬁne a mutiplicative action
of  on K(M) by  · xj = ∏1 im xaiji ∈ K(M).
Deﬁnition 3.1. Let {d1 = n, d2, . . . , dr = 1} be the set of all positive divisors of n with
d1 > d2 > · · · > dr . We deﬁne -lattices M(i) and M(i) inductively for 1 ir − 1.
Deﬁne M(1) = M , M(i) = {v ∈ M(i) : di () · v = 0} and M(i+1) = M(i)/M(i). Note
that each M(i) is a -lattice annihilated by
∏
i j r dj (). In particular M(r) is a
-lattice annihilated by dr () =  − 1; we will write M(r) = M(r) also. Note that
M(i) is a module over /di ()( Z[di ]). For 2 ir , denote by N(i) the kernel of
the composite map of canonical projections M = M(1) −→ M(2) −→ M(3) −→ · · · −→
M(i). Note that N(2) = M(1). From the snake lemma of the following diagram
0 −−−−→ N(i) −−−−→ M −−−−→ M(i) −−−−→ 0⏐⏐⏐⏐
∥∥∥∥∥
⏐⏐⏐⏐
0 −−−−→ N(i+1) −−−−→ M −−−−→ M(i+1) −−−−→ 0
we ﬁnd that 0 −→ N(i) −→ N(i+1) −→ M(i) −→ 0 is a short exact sequence for
2 ir − 1.
Deﬁnition 3.2. If f (T ) = ∑ aiT i ∈ Z[T ] and u ∈ K(M) \ {0} deﬁne f ()∗(u) =∏{i (u)}ai ∈ K(M).
Deﬁnition 3.3. If u = ∏1 jm xajj ∈ K(M) where ai ∈ Z and M =
⊕
1 im Zxi ,
then deﬁne u˜ := ∑1 jm aixi ∈ M , the additive correspondent of u.
Lemma 3.4. If 2 ir and u = ∏1 jm xajj ∈ K(M) such that u˜ ∈ N(i), there will
exist v ∈ K(N(i)) \ {0} such that u = n di l · di ()∗(v) for some integer l. If it is
assumed furthermore that i = r , then u = di ()∗(v′) for some v′ ∈ K(N(i)) \ {0}.
Proof. We will write  for n in the proof.
Since N(i) is annihilated by
∏
1 j i−1 dj (), we ﬁnd
∏
1 j i−1 di ()(u˜) = 0
and therefore
∏
1 j i−1 dj ()∗(u) = 1.
M.-C. Kang /Advances in Mathematics 203 (2005) 554–567 559
Deﬁne g(T ) := (T n − 1)/(T di − 1) = 1+T di +T 2di +· · ·+T (e−1)di where n = edi .
Denote  = di . Since ∏1 j i−1 dj (T ) divides g(T ) and
∏
1 j i−1 dj ()∗(u) = 1,
it follows that
∏
0 je−1 
j (u) = g()∗(u) = 1.
Let e′ be the order of  on K(N(i)). Since e = 1 in general, it follows that
e = e′ · e′′ for some integer e′′. Thus (∏0 je′−1 j (u))e′′ =
∏
0 je−1 
j (u) = 1.
Hence
∏
0 je′−1 
j (u) = (die′)l for some integer 0 le′′ − 1. It follows that∏
0 je′−1 
j (−di lu) = 1. By Hilbert’s Theorem 90 ﬁnd w ∈ K(N(i)) \ {0} such that
−di lu = (w)/w = (di − 1)∗(w). Write T di − 1 = di (T )h(T ) and v = h()∗(w). It
follows that u = di l · di ()∗(v).
Suppose that i = r . Then di (1) is non-zero. In fact, for any positive integer d with
d > 1, d is always divisible by d(1), which implies that di (1) = 0 in particular.
This can be veriﬁed when d is a power of some prime number. If d has at least two
distinct prime factors, from the formula T d−1 + T d−2 + · · · + T + 1 = ∏e(T ) where
e runs over positive divisors of d greater than 1, we ﬁnd that e(1) = 1 by induction
if e is a divisor of d and e has at least two distinct prime factors.
Now we may distribute di l over the factors of di ()∗(v). Explicitly, write di =
l′ · di (1). Deﬁne v′ = ll
′
v. 
Lemma 3.5. If 2 ir − 1, then K(N(i+1)) is -isomorphic to K(N(i) ⊕ M(i)).
Proof. First consider the case when M(i) is a free module over /di ().
Let u1, u2, . . . , ut be a free basis of M(i) over /di (). Thus l (uj ) where 1j t,
0 li − 1 is a Z-basis of M(i) with i = deg di (T ).
Since 0 −→ N(i) −→ N(i+1) −→ M(i) −→ 0 is a short exact sequence, let wj be a
preimage of uj in N(i+1). Note that di () ·wj ∈ N(i) and N(i+1) = Ni +
∑
Z · l (wj )
where 1j t, 0 li − 1.
Since di ()∗(wj ) ∈ K(N(i)), we may apply Lemma 3.4. Thus di ()∗(wj ) =
di ()
∗(Aj ) for some Aj ∈ K(N(i)) \ {0}. It follows that di ()∗(wjA−1j ) = 1. Hence
the multiplicative subgroup in K(N(i+1))\ {0} generated by l (wjA−1j ) is -isomorphic
to a rank t free module over Z[di ], which is isomorphic to M(i).
We ﬁnd that K(N(i+1)) = K(N(i))(l (wj ) : 1j t, 0 li − 1) = K(N(i))
(l (wjA
−1
j ) : 1j t, 0 li − 1) is -isomorphic to K(N(i) ⊕ M(i)).
Consider the general case. Now M(i) is not necessarily a free module over /di ();
but M(i) is always a projective module over /di ().
Let [] ∈ Ext1(M(i), K(N(i))×) be the cohomological class corresponding to the
short exact sequence 1 → K(N(i))× → K(N(i))× · N(i+1) → M(i) → 1, where we
abbreviate K(N(i)) \ {0} as K(N(i))×. The foregoing arguments may be rephrased as:
If M(i) is a free module over /di (), then the above short exact sequence splits, i.e.
[] is the trivial class.
Choose a -lattice M ′ such that M(i) ⊕ M ′ is a free module over /di (). We
get the short exact sequence of -lattices 0 → N(i) → N(i+1) ⊕ M ′ → M(i) ⊕ M ′ →
0. Form the short exact sequence 1 → K(N(i))× → K(N(i))× · (N(i+1) ⊕ M ′) →
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M(i) ⊕M ′ → 1, and let [0] ∈ Ext1(M(i) ⊕M ′,K(N(i))×) be its cohomological class.
The inclusion map M(i) → M(i) ⊕M ′ induces the map Ext1(M(i) ⊕M ′,K(N(i))×) →
Ext1(M
(i), K(N(i))
×), which sends [0] to []. Since [0] is trivial, so is [], i.e. the
sequence 1 → K(N(i))× → K(N(i))× ·N(i+1) → M(i) → 1 splits. Hence K(N(i+1)) is
-isomorphic to K(N(i) ⊕ M(i)). 
Theorem 3.6. K(M) is -isomorphic to K(M(1) ⊕ M(2) ⊕ · · · ⊕ M(r)).
Proof. For 2 ir − 1, K(N(i+1))  K(N(i) ⊕ M(i)). Note that N(2) = M(1). In
the short exact sequence 0 −→ N(r) −→ M −→ M(r) −→ 0,  acts trivially on
M(r) = M(r) because dr (T ) = T − 1. From [Fa, Theorem 2] we ﬁnd that K(M) 
K(N(r) ⊕M(r)). Thus K(M)  K(N(r) ⊕M(r))  K(N(r−1) ⊕M(r−1) ⊕M(r))  · · · 
K(M(1) ⊕ · · · ⊕ M(r)). 
Remark. Compare Theorem 3.6 with [Le, (2.4) Theorem] and [Ha, Corollary 5].
4. The split case
Throughout this section p is any prime number, m, n, r are positive integers,
k = 1 + pr if (p, r) = (2, 1) (resp. k = −1 + 2r with r2).
Theorem 4.1. Let G be a split metacyclic p-group of order pm+n and exponent pe
deﬁned by G =< ,  : pm = pn = 1, −1 = k >. Let K be any ﬁeld
such that char K = p and K contains a primitive peth root of unity. Then K(G) is
rational over K . Moreover, K(x0, x1, . . . , xpn−1)G is rational over K where G acts
on x0, x1, . . . , xpn−1 by  : xi 	→ pm ki · xi ,  : x0 	→ x1 	→ x2 	→ · · · 	→ xpn−1
	→ x0.
Remark. When the split group G is deﬁned interms of m, n, k, these integers should
be subject to some restriction. Since the restriction has no effect in our proof, we will
neglect it in our discussion.
Proof. Let W = ⊕g∈G K ·x(g) be the representation space of the regular representation
of G over K . Thus K(G) = K(x(g) : g ∈ G)G.
We will write  for pm and deﬁne v =
∑
0 ipm−1 
−ix(i ) ∈ W . Then  ·v = v.
For 0 ipn − 1, deﬁne xi = iv, it follows that
 : xi 	→ ki xi,
 : x0 	→ x1 	→ x2 	→ · · · 	→ xpn−1 	→ x0.
By Theorem 2.1, K(x(g) : g ∈ G)G = K(x0, x1, . . . , xpn−1)G(T1, T2, . . . , TN) for
some Ti such that (Tj ) = (Tj ) = Tj for 1jN .
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Let < x0, x1, . . . , xpn−1 > be the multiplicative subgroup of K(x0, x1, . . . , xpn−1) \
{0} generated by x0, x1, . . . , xpn−1. Let  =<  > and  = Z[]  Z[T ]/ < T pn −1 >
where  is identiﬁed with T under the isomorphism.
< x0, x1, . . . , xpn−1 > is provided with a natural -action and < x0, x1, . . . , xpn−1 >
  where xi is identiﬁed with i . The map  :< x0, x1, . . . , xpn−1 >−→<  > is
deﬁned by (x) = (x)/x where x = ∏0 ipn−1 xaii with ai ∈ Z. It leads to a map
 :  −→ Zpm by deﬁning (i ) = ki . ( is well-deﬁned because kpn − 1 is divisible
by pm due to the relation (pn)−1 ·  · (pn) = .) Deﬁne  · a = ak for any a ∈ Zpm .
Then  is a -equivariant map. Deﬁne M = ker. It is not difﬁcult to show that
K(x0, x1, . . . , xpn−1)<> is -isomorphic to K(M).
In summary, to prove that K(x0, x1, . . . , xpn−1)G is rational, it is equivalent to prove
that K(M)<> is rational. Note that M =< −k, pm > is an ideal in  and K contains
a primitive pnth root of unity.
We will apply Theorem 3.6 to show that K(M) is -isomorphic to K(). Assuming
this we ﬁnd K()<> is rational by Theorem 1.1 because K() is -isomorphic to
K(x0, x1, . . . , xpn−1) with  · xi = xi+1 for 0 ipn − 2 and  · xpn−1 = x0. Hence
K(M)<> is rational as expected.
It remains to show that K(M)  K().
We have two -lattices M ⊂ . The set of all divisors of pn is {d1 = pn, d2, . . . , dn+1
= 1} = {pn, pn−1, . . . , p, 1}. Thus, for 2 in, di (1) = pn+1−i (1) = p is a divisor
of pi . We will prove that, for 1 in + 1, both M(i) and (i) are principal ideals in
/di ()  Z[i] where i is a primitive pn+1−i th root of unity. Thus M(i)  (i)
as -lattices. By Theorem 3.6 we get K(M)  K(M(1) ⊕ M(2) ⊕ · · · ⊕ M(n+1)) 
K((1) ⊕ (2) ⊕ · · · ⊕ (n+1))  K() as desired.
It sufﬁces to prove that M(i) is a principal ideal in /di () for 1 in+1. Using
the following lemma, the proof will be ﬁnished by induction on i. 
Lemma 4.2. Let  =<  > be a cyclic group of order pn,  = Z[] 
Z[T ]/ < T pn − 1 >, and  = pn() ∈ . If M =<  − k, pm >, then M :=
{v ∈ M :  · v = 0} is a principal ideal in  := {v ∈  :  · v = 0}( Z[pn ]).
Moreover M/M is -isomorphic to the lattice < T −k, pm > in Z[T ]/< T pn−1 − 1 >.
Proof. Recall that the isomorphism   Z[T ]/(T pn −1) sends  to T . Write T pn −1 =
(T ) ·(T ) where (T ) = pn(T ) and (T ) = T pn−1 − 1.
Note that () · M =< (− k)(), pm() >⊂ M ⊂  = (). Consider the
isomorphism  :  −→ /  Z[pn ] deﬁned by (() · v) = v¯ ∈ / for v ∈ .
The image of () · M in Z[pn ]  / is < pn − k, pm >.
We claim that < pn − k, pm >=< pn − 1 >. In fact, write pn(T ) =
∏
(T − jpn)
where 1jpn and p  j . It follows that pn(k) ∈< pn − k, pm >. Now pn(k) =
kp
n−1(p−1)+kpn−1(p−2)+· · ·+kpn−1 +1 = (kpn−1)p−1+(kpn−1)p−2+· · ·+(kpn−1)+1 =
(1+apr+n−1)p−1 + (1+apr+n−1)p−2 +· · ·+ (1+apr+n−1)+1 where p  a by Lemma
2.5. It follows that p ‖ pn(k). Hence < pn − k, pm >=< pn − k, pm,pn(k) >=
< pn − k, p >=< pn − 1, p >=< pn − 1 > since p = pn(1) ∈< pn − 1 >.
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Now < pn −1 >⊂ (M) ⊂ Z[pn ] and [Z[pn ] :< pn −1 >] = p. Hence (M)
is either < pn − 1 > or Z[pn ]. Thus M is a principal ideal in   Z[pn ].
It remains to show that M/M is isomorphic to < T − k, pm > in /  Z[T ]/
< T p
n−1 − 1 >.
Deﬁne M := {v ∈ M : () · v = 0}. Then 0 −→ M −→ M/M ⊕ M/M −→
M/(M + M) −→ 0 is a short exact sequence.
For any -lattice L, deﬁne F(L) = (L ⊗ (/()))/{elements of ﬁnite additive
order}. If L1 ⊂ L2 are -lattices such that L2/L1 is a torsion subgroup, it is not difﬁcult
to verify that F(L1) is naturally isomorphic to the image of L1 in the composite map
of L1 −→ L2 −→ F(L2). (Compare the proof of [Le, (2.2) Proposition].)
In particular, from M ↪→ M/M ⊕ M/M, we ﬁnd that F(M) is isomorphic to
the image of M in the composition map M −→ M/M ⊕ M/M −→ F(M/M ⊕
M/M). Since F(M/M) = 0, it follows that F(M/M⊕M/M) = F(M/M)
= M/M. Thus M/M  F(M).
Since M ⊂  and /M is also a torsion group, we ﬁnd that F(M) is the image
of M in the composite map M −→  −→ F() = /(T )  Z[T ]/ < T pn−1 − 1 >.
The image is nothing but < T −k, pm >. Hence M/M is isomorphic to < T −k, pm >
in Z[T ]/ < T pn−1 − 1 >. 
Remark. If M is a projective -module, the veriﬁcation of the above lemma for M
is much easier. However M =<  − k, pm > is not a projective -module in general,
as the following theorem will show.
Theorem 4.3. Let M =<  − k, pm >⊂  := Z[]  Z[T ]/ < T pn − 1 >. Then M is
a projective -module if and only if mn + r .
Proof. Throughout the following proof, the -module structure of Zl is given by  · a¯ =
ka where l is any positive integer and a¯ ∈ Zl .
Step 1: The projective dimension of Zpn+r is 1.
Claim that  − k is not a zero-divisor of .
In fact, consider the map induced by the natural projections
 :  −→
∏
0 in
/pi () 
∏
0 in
Z[pi ],
where pi is the pi th root of unity. Clearly  is injective and ( − k) = (. . . , pi −
k, . . .) is not a zero-divisor. Hence  − k is not a zero-divisor.
Thus 0 −→  −→  −→ / <  − k >−→ 0 is a short exact sequence where
 −→  is the multiplication map by  − k. It follows that the projective dimension
of / <  − k > is 1.
Since / < − k > Z[T ]/ < T − k, T pn − 1 > Z/(kpn − 1)Z = Z/apr+n where
p  a by Lemma 2.5, it follows that / <  − k > Zpr+n ⊕ Za . Thus the projective
dimension of Zpr+n is also 1.
Step 2: If mn + r , M is a projective -module.
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Note that /M  / <  − k, pm > Z[T ]/ < T − k, T pn − 1, pm > Z/
< kp
n − 1, pm > Z/ < apn+r , pm >= Z/pn+rZ  Zpn+r is of projective dimension
1. Hence M is -projective.
Step 3: If M is a projective -module, then mn + r .
Suppose that n + r − 1m. Then /M  Zpm by similar arguments as in Step 2.
Hence the projective dimension of Zpm is 1.
It follows that Zpm is cohomologically trivial by Rim [Ri, Theorem 4.12]. In partic-
ular, H 1(′,Zpm) = 0 where ′ =< pn−1 >. For any b¯ ∈ Zpm , pn−1 · b¯ = kpn−1 · b =
(1 + apn+r−1)b = b¯ where p  a, because n+ r − 1m. Thus ′ acts trivially on Zpm .
It follows that H 1(′,Zpm)Hom(′,Zpm) = 0. A contradiction. 
Remark. If M arises in the way as in the proof of Theorem 4.1, it is necessary that
n + rm because of the relation −pnpn = 1 in G. Thus M is a projective module
if and only if m = n + r in this situation.
5. Proof of Theorem 1.5
Before the proof of Theorem 1.5, we will review some known results of metacyclic
p-groups.
Deﬁnition 5.1. Let p be any prime number and n3. The modular group of order pn
is deﬁned as M(pn) by
M(pn) =< ,  : pn−1 = p = 1, −1 = 1+pn−2 > .
Deﬁnition 5.2. Let n3. The dihedral group of order 2n is deﬁned as D(2n−1) by
D(2n−1) =< ,  : 2n−1 = 2 = 1, −1 = −1 > .
Let n4. The quasi-dihedral group of order 2n is deﬁned as SD(2n−1) by
SD(2n−1) =< ,  : 2n−1 = 2 = 1, −1 = −1+2n−2 > .
Let n3. The generalized quaternion group of order 2n is deﬁned as
Q(2n) =< ,  : 2n−1 = 4 = 1, 2n−2 = 2, −1 = −1 > .
Theorem 5.3 ([Su, p. 107]). Let G be a non-ableian p-group of order pn. Assume
that G contains a cyclic subgroup of index p.
(i) If p is an odd prime number, then G is isomorphic to M(pn).
564 M.-C. Kang /Advances in Mathematics 203 (2005) 554–567
(ii) If p = 2, then G is isomorphic to one of the following groups: M(2n), D(2n−1),
SD(2n−1), Q(2n).
Now we will consider the structure of a general metacyclic p-groups [He, p. 3865].
The story of the classiﬁcation of metacyclic p-groups is rather complicated. The real
difﬁculty of the classiﬁcation problem is to ﬁnd a list of non-isomorphic metacyclic p-
groups. However it will sufﬁce for the purpose of proving Theorem 1.5 if we have a list
of all metacyclic p-groups deﬁned by two generators and “neat” relations. There are sev-
eral accounts of the classiﬁcation in [Ki,NX,He,Li], or [Re, p. 291] or [Xu, p.146–150].
We will adopt the description in [He], which is based on that of Newman and Xu.
Deﬁnition 5.4. Let p be any prime number. Deﬁne a p-group by
G =< ,  : pr+s+u = 1, pr+s+t = pr+s , −1 = 1+pr >,
where r, s, t, u are non-negative integers and r max{u, 1}. A p-group deﬁned as
above is called a group of type I(p).
Deﬁnition 5.5. Deﬁne a 2-group by
G =< ,  : 2r+s+u+v+w = 1, 2r+s+u+v = 2r+s+t , −1 = −1+2r+u >,
where r, s, t, u, v, w are non-negative integers, r max{v, 2}, su = tu = tv = 0,
0w1, and if w = 1 then rv + 2. A 2-group deﬁned as above is called a group
of type II.
Lemma 5.6. (i) For any prime number p, a group of type I(p) is split if and only if
stu = 0.
(ii) A group of type II is split if and only if w = 0.
Proof. If p = 2, both (1) and (2) follow from [He, Theorem 4.6]. If p is odd, (1) can
be proved as the case p = 2 or see [NX] or [Xu, p. 146]. 
Theorem 5.7. (i) If p is an odd prime number, a non-abelian metacyclic p-group is
necessarily a group of type I(p).
(ii) A non-abelian metacyclic 2-group is isomorphic a group of type I(2), a group
of type II, or one of M(2n),D(2n−1), SD(2n−1) and Q(2n).
Proof. (1) See [He, p. 3877, Theorem 4.8].
(2) See [He, p. 3872, Theorem 4.6]. 
Proof of Theorem 1.5. Apply Theorem 5.7. Since we have solved the split case in
Theorem 4.1, it remains to solve the non-split case.
Case 1: G =< ,  : pr+s+u = 1, pr+s+t = pr+s , −1 = 1+pr >, a type I(p)
group deﬁned in Deﬁnition 5.4.
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Denote m = pr+s+u, n = pr+s+t , k = 1+pr ,  = m a primitive mth root of unity.
Apply the similar arguments as in the proof of Theorem 4.1. Let
⊕
g∈G K · x(g) be
the representation space of the regular representation of G.
Deﬁne v = ∑0 jm−1 −j x(j ), xi = iv for 0 in − 1,
 : xi 	→ ki xi,
 : x0 	→ x1 	→ · · · 	→ xn−1 	→ pr+s x0.
By Theorem 2.1, if K(x0, x1, . . . , xn−1)G is rational, then K(G) is also rational.
Deﬁne yi = xi/xi−1, zi = 	−1yi for 1 in− 1 where 	 is a primitive pr+s+t+uth
root of unity such that 	p
t = . (Note that 	 ∈ K .) Then
 : zi 	→ ki−ki−1zi, x0 	→ x0,
 : z1 	→ z2 	→ · · · 	→ zn−1 	→ 1/(z1z2 · · · zn−1), x0 	→ 	z1x0.
By Theorem 2.2 K(x0, x1, . . . , xn−1)G = K(z1, . . . , zn−1, x0)G = K(z1, . . . , zn−1)G
(u) where (u) = (u) = u.
Now we consider another split group G0 =< , 
 : pr+s+u = 
pr+s+t = 1, 
−1
 =
1+pr > where the parameters r, s, t, u are the same as those for G.
The integer m, n, k are the same as before and  = m is a primitive mth root of
unity.
We play the same trick and deﬁne w = ∑0 jm−1 −j x(j ), Xi = 
iw for
0 in − 1. Then  : Xi 	→ kiXi, 
 : X0 	→ X1 	→ · · · 	→ Xn−1 	→ X0. Note
that K(X0, X1, . . . , Xn−1)G0 is rational by Theorem 4.1.
Deﬁne Zi = Xi/Xi−1 for 1 in − 1. Then K(X0, X1, . . . , Xn−1)G0 = K(Z1,
Z2, . . . , Zn−1)G0(U) where
 : Zi 	→ ki−ki−1Zi, U 	→ U,

 : Z1 	→ Z2 	→ · · · 	→ Zn−1 	→ 1/(Z1Z2 · · ·Zn−1), U 	→ U.
Hence K(z1, . . . , zn−1)G(u)  K(Z1, . . . , Zn−1)G0(U) = K(X0, . . . , Xn−1)G0 is ra-
tional over K .
Case 2: G =< ,  : 2r+s+u+v+1 = 1, 2r+s+u+v = 2r+s+t , −1 = −1+2r+u >, a
non-split group of type II.
We prove similarly as in Case 1.
Denote m = 2r+s+u+v+1, n = 2r+s+t , k = −1 + 2r+u,  a primitive mth root of
unity.
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Deﬁne v = ∑0 jm−1 −j x(j ), xi = iv. Then
 : xi 	→ ki xi,
 : x0 	→ x1 	→ · · · 	→ xn−1 	→ −x0.
Deﬁne yi = xi/xi−1, zi = −yi for 1 in − 1.
For the split group, choose G0 =< , 
 : 2r+s+u+v+1 = 
2r+s+t = 1, 
−1
 =
−1+2r+u >. The details are left to the reader.
Case 3: G = M(2n), D(2n−1), SD(2n−1), or Q(2n).
Since the group contains a cyclic subgroup of index 2, it has a faithful representation
of dimension 2 over K . By Theorem 2.1 it sufﬁces to prove the rationality of the ﬁxed
subﬁeld associated to this 2-dimensional representation. For this case, we may apply
Theorem 2.3. 
Remark. The referee pointed out that it would be possible to reduce the problem of
metacyclic groups, not just the metacyclic p-groups, to the split metacyclic case.
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