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GENERIC SYMMETRIC MATRIX POLYNOMIALS WITH
BOUNDED RANK AND FIXED ODD GRADE∗
FERNANDO DE TERA´N† , ANDRII DMYTRYSHYN‡ , AND FROILA´N M. DOPICO†
Abstract. We determine the generic complete eigenstructures for n × n complex symmetric
matrix polynomials of odd grade d and rank at most r. More precisely, we show that the set of
n × n complex symmetric matrix polynomials of odd grade d, i.e., of degree at most d, and rank at
most r is the union of the closures of the ⌊rd/2⌋ + 1 sets of symmetric matrix polynomials having
certain, explicitly described, complete eigenstructures. Then, we prove that these sets are open in
the set of n×n complex symmetric matrix polynomials of odd grade d and rank at most r. In order
to prove the previous results, we need to derive necessary and sufficient conditions for the existence
of symmetric matrix polynomials with prescribed grade, rank, and complete eigenstructure, in the
case where all their elementary divisors are different from each other and of degree 1. An important
remark on the results of this paper is that the generic eigenstructures identified in this work are
completely different from the ones identified in previous works for unstructured and skew-symmetric
matrix polynomials with bounded rank and fixed grade larger than one, because the symmetric ones
include eigenvalues while the others not. This difference requires to use new techniques.
Key words. complete eigenstructure, genericity, matrix polynomials, symmetry, normal rank,
orbits, bundles, pencils
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1. Introduction. We deal in this paper with symmetric n×nmatrix polynomials
with complex coefficients, i.e.,
(1.1) P (λ) = λdAd + ⋅ ⋅ ⋅ + λA1 +A0, A⊺i = Ai, Ai ∈ Cn×n, for i = 0, . . . , d,
where A⊺ denotes the transpose of the matrix A. The matrix polynomial (1.1) is said
to have grade d, since the coefficient Ad is allowed to be zero. Thus, the grade d may
be larger than the degree of (1.1), which is the largest index i such that Ai ≠ 0.
Symmetric matrix polynomials arise in a variety of applications, like the vibration
analysis of mechanical systems and signal processing [38]. The most relevant case in
applications is the quadratic case (d = 2) with real coefficients, see, for instance,
[2, 30, 33, 38], though symmetric polynomials of higher degree, and with complex
non-real coefficients have been also encountered in applications [2].
The relevant information of matrix polynomials arising in applications is typically
encoded in their eigenstructure (see Section 3 for the definition). The main goal of
this paper is to describe the most likely eigenstructure of symmetric n × n complex
matrix polynomials with odd grade d and bounded deficient rank r. As a conclusion
of our main result (Theorem 6.3), we will see that there is no a unique most likely
eigenstructure, but several ones, for any given n, odd d, and r. More precisely, the
number of most likely different eigenstructures is ⌊rd/2⌋ + 1, where ⌊x⌋ denotes the
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grade 1 (pencils) d > 1
unstructured [7] [17]
skew-symmetric [18] [18] (d odd)⊺-palindromic [5] Open⊺-alternating [5] Open
symmetric [6] This work (d odd)
Table 1
Works presenting the generic eigenstructures of matrix pencils/polynomials with bounded (de-
ficient) rank.
largest integer less than or equal to the real number x. A key ingredient in Theorem
6.3 is the notion of bundle, consisting of the set of n×n symmetric matrix polynomials
with the same grade and having the same eigenstructure, though maybe corresponding
to different eigenvalues. Then, in Theorem 6.3, we describe the set of n × n complex
symmetric matrix polynomials with rank at most r and odd grade d as the union of
the closures of ⌊rd/2⌋+ 1 bundles (where the topology used to define “closures” is the
one induced by a natural Euclidean metric in the space of n × n symmetric matrix
polynomials with grade d). Moreover, in Theorem 7.2, we prove that these bundles
are open in the set of n×n complex symmetric matrix polynomials with rank at most
r and odd grade d. The eigenstructures corresponding to these bundles are the ones
that we term as generic. The reason for using this name is that the subset of matrix
polynomials with these eigenstructures is open and dense in the set of n ×n complex
symmetric matrix polynomials with rank at most r and odd grade d.
This work is related to a series of papers that have described the generic eigen-
structures of either general (unstructured) matrix pencils (i.e., matrix polynomials of
grade d = 1) and general (unstructured) matrix polynomials with fixed grade d > 1, or
matrix pencils and polynomials with fixed grade d > 1 with some specific symmetry
structures, and in all cases with bounded (deficient) rank. In particular, the generic
eigenstructures of general m×n matrix pencils with rank at most r <min{m,n} were
described in [7], whereas the ones for m × n matrix polynomials of fixed grade d > 1
and rank r <min{m,n} have been recently obtained in [17]1. In [5], the generic eigen-
structures of ⊺-palindromic and ⊺-alternating n × n matrix pencils with rank r < n
were obtained, and [18] presents the generic eigenstructures of n × n skew-symmetric
matrix polynomials of odd grade d and rank 2r < n. Some of the developments in this
last reference rely on results from [22], where a complete stratification of the set of
skew-symmetric n×n matrix pencils was obtained. Table 1 summarizes this informa-
tion. For the sake of completeness, we mention the seminal work [41] (see also [15]),
where the generic eigenstructures for general (unstructured) square singular pencils
and singular symmetric and Hermitian pencils were given.
In particular, the present work follows, for symmetric matrix polynomials, the
approach developed in [18] for skew-symmetric matrix polynomials, though the ob-
tained generic eigenstructures have very different natures in both cases. The approach
in [18] requires the knowledge of the generic eigenstructure of skew-symmetric pencils
with bounded rank (which is first provided in that reference and is unique), and then,
1The case r = min{m,n}, with m ≠ n, was studied in [15, 26, 39] for general pencils and in [17]
for general matrix polynomials with fixed grade d > 1. When r =min{m,n} there is only one generic
eigenstructure, in contrast with the rd+ 1 generic eigenstructures present in the case r <min{m,n}.
The case r = min{m,n}, with m = n, is trivial since pencils and matrix polynomials are generically
regular with all their eigenvalues different.
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using a particular skew-symmetric linearization (with size nd×nd), the unique generic
eigenstructure for n × n skew-symmetric matrix polynomials of higher odd grade d is
obtained. A key point in the argument is to prove that the generic eigenstructure for
nd × nd skew-symmetric matrix pencils with rank at most n(d − 1) + r is realizable
as the eigenstructure of a skew-symmetric linearization of an n × n skew-symmetric
matrix polynomial with rank at most r < n and grade d. The difference in the ranks
(n(d−1)+r for the linearization and r for the polynomial) comes from the fact that, if
the matrix polynomial P (λ) has rank r, then the corresponding linearization of P (λ)
will have rank n(d − 1) + r. A similar approach to this one can now be followed for
symmetric polynomials, since, recently, we have obtained the generic eigenstructures
for symmetric matrix pencils with bounded rank in [6].
Thus, roughly speaking, the key point in our developments consists of proving
the existence of symmetric matrix polynomials with rank at most r and odd grade d
with complete eigenstructures corresponding (via linearization) to some of the generic
eigenstructures of symmetric pencils with bounded rank identified in [6, Thm. 3.2],
something that was known in the skew-symmetric case as a consequence of results in
[16], but that is open in the symmetric case. The “some” in the previous sentence
refers to the fact that only the eigenstructures in [6, Thm. 3.2] with sufficiently
large minimal indices may correspond to matrix polynomials, because of the shifts on
the minimal indices in the linearization with respect to those in the polynomial (see
Theorem 5.1). As a consequence, not all the generic eigenstructures of symmetric
matrix pencils with bounded rank are realizable as the eigenstructure of a symmetric
linearization of a symmetric matrix polynomial with bounded rank and grade d.
The eigenstructures in [6, Thm. 3.2] have two key properties:
1. They have eigenvalues, which are all simple (“simple” means only one ele-
mentary divisor of degree 1 per eigenvalue), and
2. their right minimal indices are equal to their left minimal indices (imposed
by the symmetry) and the right minimal indices differ at most by one.
We prove in this paper that these are, also, properties that characterize the generic
complete eigenstructures of n × n symmetric matrix polynomials with bounded rank
r and fixed odd grade d. However, the generic symmetric eigenstructures identi-
fied in this work are very different from the ones identified in [17, 18] for, respec-
tively, general and skew-symmetric matrix polynomials with bounded rank and fixed
grade. First, their numbers are different: there are ⌊rd/2⌋+1 generic symmetric eigen-
structures, rd + 1 general (unstructured) generic eigenstructures and only one in the
skew-symmetric case. Second, and perhaps more important, the generic symmetric
eigenstructures include eigenvalues, while the others not. These differences illustrate
that considering different classes of structured matrix polynomials has a dramatic
effect on the corresponding sets of matrix polynomials with bounded rank and grade.
It is precisely the presence of eigenvalues in the generic eigenstructures what leads to
the notion of bundle, and introduces another relevant difference between this work
and [17, 18]. In particular, the main eigenstructures in [17, 18] were described using
orbits, which are well-studied objects. However, they are not enough to describe the
generic eigenstructures in the present work, given in terms of bundles instead. A
bundle is an infinite union of orbits, which results in a more complex object whose
topological properties are not so well-known and deserve a more careful treatment.
As an aside result, which has entity by itself, we prove, in Theorem 4.1, a more
general inverse result than the one needed to capture the eigenstructures coming from
[6, Thm. 3.2]: we prove the existence of a symmetric matrix polynomial of rank r
and grade d whose complete eigenstructure consists of any list of linear elementary
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divisors corresponding to simple eigenvalues, any list of right minimal indices, and
the same list of left minimal indices, whenever these prescribed elementary divisors
and minimal indices satisfy the Index Sum Theorem for r and d [11, Thm. 6.5].
One of the possible applications of the results in this work, as well as the ones
in the references from Table 1, is in the context of low-rank perturbations of matrix
pencils and matrix polynomials, when one is interested in analyzing the change of
the eigenstructure under such kind of perturbations (see, for instance, [14] and the
references therein). The knowledge of the generic eigenstructures may help not only
to describe the set of perturbations under consideration but also to understand the
changes in the eigenstructure. As can be seen in [14], there are many references
available in the literature that deal with low-rank perturbations of matrix pencils,
however we are only aware of the particular results in [8] for matrix polynomials of
fixed grade larger than 1.
The rest of the paper is organized as follows. In Sections 2 and 3 we recall
some basic notions on matrix pencils and matrix polynomials, respectively. Section 4
presents the construction of a symmetric n ×n matrix polynomial with a given grade
and rank having some prescribed lists of linear elementary divisors associated with
different eigenvalues and right minimal indices. Section 5 presents the linearizations
used to translate the problem on matrix polynomials into the framework of matrix
pencils, as mentioned above, and we describe some relevant features of these lineariza-
tions. These properties are key in Section 6, which is devoted to state and prove the
main result of the manuscript, namely the decomposition of the set of n × n sym-
metric matrix polynomials with odd grade d and bounded deficient rank in terms of
their generic eigenstructures. In Section 7 we prove that the sets (bundles) of matrix
polynomials with the generic eigenstructures are open in the set of n × n symmetric
matrix polynomials with odd grade d and rank at most r. This “openness” result is
considerably hard to prove as a consequence of the fact that the generic eigenstruc-
tures include eigenvalues. Finally, in Section 8 we summarize the main contributions
of this work and indicate some lines of further research.
2. Preliminaries on matrix pencils. We start by recalling the Kronecker-
type canonical form for symmetric matrix pencils under congruence. In this paper,
we consider matrix pencils over the field of complex numbers C.
For each positive integer n define the n × n identity matrix In and the n × n
symmetric matrix pencils
J sn(µ) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 λ − µ
⋅ ⋅ ⋅ ⋅ ⋅ ⋅
1 λ − µ
λ − µ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
and J sn(∞) ∶=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ 1
⋅ ⋅ ⋅ ⋅ ⋅ ⋅
λ 1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
For n = 1, we drop the index s and write J1(µ) ∶= J s1 (µ) = λ − µ and J1(∞) ∶=J s1 (∞) = 1. For each nonnegative integer n we define the n × (n + 1) matrices
Fn ∶=
⎡⎢⎢⎢⎢⎢⎣
1 0 0⋱ ⋱
0 1 0
⎤⎥⎥⎥⎥⎥⎦
and Gn ∶=
⎡⎢⎢⎢⎢⎢⎣
0 1 0⋱ ⋱
0 0 1
⎤⎥⎥⎥⎥⎥⎦
,
and using them we define the n × (n + 1) matrix pencil Ln ∶= λGn + Fn and the(2n + 1) × (2n + 1) symmetric matrix pencil
Mn ∶= [ 0 L⊺nLn 0 ] .
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Observe that M0 is just the 1 × 1 zero matrix pencil.
An n × n matrix pencil λA + B is said to be congruent to λC +D if there is a
nonsingular matrix S such that S⊺AS = C and S⊺BS = D. In the following theorem
we recall the canonical form under congruence of symmetric matrix pencils, i.e., those
satisfying (λA +B)⊺ = (λA +B).
Theorem 2.1. [37] Each n×n complex symmetric matrix pencil λA+B is congru-
ent to a direct sum, uniquely determined up to permutation of summands, of pencils
of the forms J sh (µ),J sk (∞), and Mm.
In Theorem 2.1, the different blocks J sh (µ) and J sk (∞) reveal the eigenstructure
corresponding to finite and infinite eigenvalues, respectively, of λA +B. The blocksMm reveal the right (column) and left (row) minimal indices of λA + B, which are
equal to each other in the case of symmetric matrix pencils.
The orbit of the n × n symmetric pencil λA + B under the action of the group
GLn(C) on the space of all n × n symmetric matrix pencils by congruence is the set
of pencils which are congruent to λA +B, namely:
(2.1) Oc(λA +B) = {S⊺(λA +B)S ∶ S ∈ GLn(C)}.
Note that all pencils in Oc(λA+B) have the same congruent canonical form, i.e. the
same eigenvalues and the same canonical blocks J sh (µ),J sk (∞), and the same left
(and right) minimal indices or, equivalently, the same blocks Mm. The congruence
bundle of λA + B, denoted Bc(λA + B), is the union of all symmetric matrix pencil
orbits under congruence with the same canonical block structure (equal block sizes)
as λA + B, but where the distinct eigenvalues (including the infinite one) may take
any values as long as they remain distinct, see also [19, 20, 22, 26].
The space of all n×n symmetric matrix pencils is denoted by PENCILsn×n. Using
the Frobenius norm of complex matrices [29], we define a distance in PENCILsn×n
as d(λA+B,λC+D) ∶=√∥A −C∥2
F
+ ∥B −D∥2
F
, which makes PENCILsn×n into a met-
ric space. This metric allows us to consider closures of subsets of PENCILsn×n, in
particular, closures of congruence bundles, denoted by Bc(λA+B).
The following theorem provides a description of the generic complete eigenstruc-
tures (or canonical forms under congruence) of the set of n × n symmetric matrix
pencils of rank at most r, for r < n. To be precise, this set is presented as the union of
the closures of ⌊ r
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⌋+1 symmetric bundles, which determine the generic eigenstructures.
Theorem 2.2. (Generic eigenstructures of symmetric matrix pencils with
bounded rank, [6, Theorem 3.2]). Let n and r be integers such that n ≥ 2 and
1 ≤ r ≤ n− 1. Define the following ⌊ r
2
⌋ + 1 symmetric canonical forms of n×n complex
symmetric matrix pencils with rank r:
(2.2) Ka(λ) ∶= diag(Mα+1, . . . ,Mα+1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s
,Mα, . . . ,Mα´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−r−s
,J1(µ1), . . . ,J1(µr−2a)),
for a = 0,1, . . . , ⌊ r
2
⌋ , where a = (n− r)α+ s is the Euclidean division of a by n− r, and
µ1, . . . , µr−2a are arbitrary complex numbers (different from each other). Then:
(i) For every n × n symmetric pencil S(λ) with rank at most r, there exists an
integer a such that Bc(Ka) ⊇ Bc(S).
(ii) Bc(Ka) /⊇ Bc(Ka′) whenever a ≠ a′.
(iii) The set of n×n symmetric matrix pencils of rank at most r is a closed subset
of PENCILsn×n, and it is equal to ⋃
0≤a≤⌊ r
2
⌋
Bc(Ka).
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3. Preliminaries on matrix polynomials. As mentioned in Section 1, we
are interested in this paper in n × n symmetric matrix polynomials of grade d, i.e. of
degree at most d, over C. However, in this section we consider general (not necessarily
symmetric) complex matrix polynomials, since most of the presented results are valid
in this general setting. Those which are valid only for symmetric matrix polynomials
will be clearly indicated. Moreover, throughout the rest of the paper the terms “matrix
polynomial” and “polynomial matrix” are used with exactly the same meaning.
We start by recalling the complete eigenstructure of a matrix polynomial, i.e. the
definition of the elementary divisors and minimal indices.
Definition 3.1. Let P (λ) and Q(λ) be two m × n matrix polynomials. Then
P (λ) and Q(λ) are unimodularly equivalent if there exist two unimodular matrix
polynomials U(λ) and V (λ) (i.e., detU(λ),detV (λ) ∈ C/{0}) such that
U(λ)P (λ)V (λ) = Q(λ).
The transformation P (λ) ↦ U(λ)P (λ)V (λ) is called a unimodular equivalence trans-
formation and the canonical form with respect to this transformation is the Smith
form (see, for instance, [28]).
Theorem 3.2 (Smith form). Let P (λ) be an m × n matrix polynomial over C.
Then there exist r ∈ N, r ⩽ min{m,n}, and two unimodular matrix polynomials U(λ)
and V (λ) over C such that
(3.1) U(λ)P (λ)V (λ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
g1(λ) 0⋱ 0r×(n−r)
0 gr(λ)
0(m−r)×r 0(m−r)×(n−r)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
where gj(λ) is a scalar monic polynomial, for j = 1, . . . , r, and gj(λ) divides gj+1(λ),
for j = 1, . . . , r − 1. Moreover, the canonical form (3.1) is unique.
The integer r from Theorem 3.2 is called the rank of the matrix polynomial P (λ)
(referred to as the normal rank sometimes in the literature). The polynomials gj(λ),
for j = 1, . . . , r, are called the invariant polynomials of P (λ), and each of them can be
uniquely factored as
gj(λ) = (λ − α1)δj1 ⋅ (λ − α2)δj2 ⋅ . . . ⋅ (λ − αlj)δjlj ,
where lj ⩾ 0, δj1, . . . , δjlj > 0 are integers. If lj = 0 then gj(λ) = 1. The complex
numbers α1, . . . , αlj are the finite eigenvalues of P (λ). The elementary divisors of
P (λ) associated with each finite eigenvalue αk is the collection of factors (λ − αk)δjk
(possibly with repetitions).
If P (λ) is a matrix polynomial of grade d and zero is an eigenvalue of revP (λ) ∶=
λdP (1/λ), then we say that λ =∞ is an eigenvalue of P (λ). The elementary divisors
λγk , γk > 0, for the zero eigenvalue of revP (λ) are the elementary divisors associated
with the infinite eigenvalue of P (λ). We emphasize that this definition is applied even
in the case where the exact degree of P (λ) is less than d.
The left and right null-spaces, over the field of rational functions C(λ), for an
m × n matrix polynomial P (λ), are defined as follows:
Nleft(P ) ∶= {y(λ)⊺ ∈ C(λ)1×m ∶ y(λ)⊺P (λ) = 01×n},
Nright(P ) ∶= {x(λ) ∈ C(λ)n×1 ∶ P (λ)x(λ) = 0m×1}.
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Each rational subspace V of C(λ)n (where “rational” indicates that the underlying
field is C(λ)) has bases consisting entirely of vector polynomials. A basis of V whose
sum of degrees is minimal among all such bases of V is called a minimal basis of V .
The ordered list of degrees of the vector polynomials in any minimal basis of V is
always the same. These degrees are called the minimal indices of V [27, 32]. More
precisely, let the sets {y1(λ)⊺, ..., ym−r(λ)⊺} and {x1(λ), ..., xn−r(λ)} be minimal bases
of Nleft(P ) and Nright(P ), respectively, ordered so that 0 ⩽ deg(y1) ⩽ . . . ⩽ deg(ym−r)
and 0 ⩽ deg(x1) ⩽ . . . ⩽ deg(xn−r). Let ηk = deg(yk), for k = 1, . . . ,m − r, and
εk = deg(xk), for k = 1, . . . , n − r. Then the scalars 0 ⩽ η1 ⩽ η2 ⩽ . . . ⩽ ηm−r and
0 ⩽ ε1 ⩽ ε2 ⩽ . . . ⩽ εn−r are, respectively, the left and right minimal indices of P (λ).
Note also that, for a n×n symmetric matrix polynomial, we can choose xi(λ) = yi(λ)
and thus ηi = εi, for i = 1, . . . , n − r.
The complete eigenstructure of a matrix polynomial P (λ) is the collection of all
the elementary divisors and the left and right minimal indices of P (λ).
Now, we are in the position of introducing orbits and bundles of matrix polyno-
mials. Since in this paper we are mainly interested in symmetric matrix polynomials,
we introduce these notions only for this type of polynomials. Given a symmetric ma-
trix polynomial P (λ), the set of symmetric matrix polynomials with the same size,
grade, and complete eigenstructure as P (λ) is called the symmetric orbit of P (λ), de-
noted Os(P ). Similarly, the set of symmetric matrix polynomials with the same size,
grade, and complete eigenstructure as P (λ), except that the values of the distinct
eigenvalues are unspecified as long as they remain distinct, is called the symmetric
bundle of P (λ) and denoted by Bs(P ). Note that Bs(P ) is an infinite union (over
all the possible values of the distinct eigenvalues) of the orbits of the polynomials
whose complete eigenstructures differ from the one of P (λ) only in the values of the
distinct eigenvalues. Analogous definitions for general and skew-symmetric matrix
polynomials are given in [16, 17, 18, 21]. It is important to emphasize that, unlike
what happens for matrix pencils, two symmetric matrix polynomials with the same
size, grade, and complete eigenstructure are not necessarily congruent. Consider, for
instance, the symmetric polynomials of grade 6
P1(λ) =
⎡⎢⎢⎢⎢⎢⎣
1 λ2 λ3
λ2 λ4 λ5
λ3 λ5 λ6
⎤⎥⎥⎥⎥⎥⎦
and P2(λ) =
⎡⎢⎢⎢⎢⎢⎣
1 λ λ3
λ λ2 λ4
λ3 λ4 λ6
⎤⎥⎥⎥⎥⎥⎦
.
P1(λ) and P2(λ) have the same complete eigenstructure, which consists only of left
and right minimal indices both equal to {1,2}. However, P1(λ) and P2(λ) cannot
be congruent, since P1(λ) has a zero coefficient in λ while P2(λ) has a non-zero one.
Therefore, the congruence orbit, as defined in (2.1) for symmetric pencils, is not the
appropriate notion to deal with symmetric matrix polynomials, since this orbit does
not contain all symmetric matrix polynomials with the same size, grade, and complete
eigenstructure. This is the reason for introducing the symmetric orbit for symmetric
matrix polynomials in a different way than for pencils.
Though the results presented in the remaining part of this section and in the
following section are valid for an arbitrary infinite field F, we state them in the complex
field C to be consistent with the rest of the paper.
We will often consider minimal bases of rational subspaces of Cn arranged as rows
of polynomial matrices and for brevity we call such matrices also “minimal bases”,
with a clear abuse of nomenclature. An important related concept is that of dual
minimal bases revisited in the following definition.
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Definition 3.3. [12, Def. 2.10] Two polynomial matrices M(λ) ∈ C[λ]m×n and
N(λ) ∈ C[λ]k×n with full row ranks are said to be dual minimal bases if they are
minimal bases satisfying m + k = n and M(λ)N(λ)⊺ = 0.
As explained in [12, p. 468], the dual minimal bases described in Definition 3.3
satisfy the property stated in the next proposition, where the expression “row degrees”
of a polynomial matrix means the degrees of the rows of such polynomial matrix.
Proposition 3.4. Let M(λ) ∈ C[λ]m×n and N(λ) ∈ C[λ]k×n be dual minimal
bases. Then, the right minimal indices of M(λ) are the row degrees of N(λ) and the
left minimal indices of N(λ)⊺ are the row degrees of M(λ).
A result that is fundamental in Section 4 is the next theorem.
Theorem 3.5. [12, Thm. 6.1] Let (η1, η2, . . . , ηm) and (ε1, ε2, . . . , εk) be any two
lists of nonnegative integers such that
(3.2)
m∑
i=1
ηi =
k∑
j=1
εj .
Then, there exist two matrix polynomials M(λ) ∈ C[λ]m×(m+k) and N(λ) ∈
C[λ]k×(m+k) that are dual minimal bases, and whose row degrees are (η1, η2, . . . , ηm)
and (ε1, ε2, . . . , εk), respectively.
An important property of any minimal basis M(λ) ∈ C[λ]m×(m+k), with k > 0,
is that it can be completed to a unimodular matrix (see, for instance, [13, Lemma
2.16 (b)], though this property has been reproved many times in the literature). This
means that there exists a polynomial matrix Z(λ) ∈ C[λ]k×(m+k) such that
(3.3) [M(λ)
Z(λ) ] ∈ C[λ](m+k)×(m+k) is unimodular.
The next trivial result is valid for matrices with entries in any field F (in particular,
for matrices with entries in the field of complex rational functions C(λ) and, thus, for
complex matrix polynomials) and will be also used in Section 4.
Lemma 3.6. Let A ∈ Fm×r, B ∈ Fr×r, and C ∈ Fr×n be three matrices with rank
r. Then, the product ABC ∈ Fm×n has also rank r, the left null-space of ABC is
equal to the left null-space of A, and the right null-space of ABC is equal to the right
null-space of C.
Finally, we introduce a bit more of notation. The vector space, over the field
C, of n × n matrix polynomials of grade d with complex coefficients is denoted by
POLd,n×n, and its subspace of n × n symmetric matrix polynomials of grade d with
complex coefficients by POLsd,n×n.
4. Symmetric matrix polynomials with prescribed eigenstructure in
the case of different elementary divisors of degree 1. This section is devoted
to the following inverse problem: given a list of s linear (scalar) polynomials with
different roots and a list of nonnegative numbers, when is there a symmetric matrix
polynomial with prescribed size n × n, grade d, and rank r, and having the given
lists as the list of finite elementary divisors and right minimal indices, respectively,
together with t ∈ {0,1} infinite linear elementary divisors? It is known that the
Index Sum Theorem [11, Thm. 6.5] must be satisfied by such a symmetric matrix
polynomial, namely, s (sum of all degrees of the finite elementary divisors), t (sum of
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all degrees of the infinite elementary divisors), and the sum of twice the nonnegative
integers (namely, the sum of the left and right minimal indices) must add up to dr.
Theorem 4.1 solves the inverse problem by showing that this condition is also sufficient.
We advance that Theorem 4.1 is key for proving the main result in this paper, i.e.,
Theorem 6.3. The reason is that Theorem 4.1 guarantees that there exist symmetric
matrix polynomials realizing the generic eigenstructures identified in Theorem 6.3.
Theorem 4.1. Let n, d, and r ≤ n be positive integers. Let
1. (λ − µ1), . . . , (λ − µs) be s scalar monic polynomials of degree 1, where
µ1, . . . , µs ∈ C satisfy µi ≠ µj if i ≠ j,
2. t ∈ {0,1}, and
3. ε1, . . . , εn−r be a list of nonnegative integers.
Then, there exists an n×n symmetric matrix polynomial, P (λ) ∈ C[λ]n×n, with rank r,
grade d, finite elementary divisors (λ−µ1), . . . , (λ−µs), t infinite elementary divisors
of degree 1, and right minimal indices equal to ε1, . . . , εn−r (and, as a consequence,
also left minimal indices equal to ε1, . . . , εn−r), if and only if the following condition
holds
(a) s + t + 2 n−r∑
i=1
εi = r d.
Moreover, assuming that (a) holds, then the degree of P (λ) is exactly equal to d
if and only if t < r.
Proof. Necessity of (a). If there exists P (λ) with the properties in the statement,
then (a) follows from the Index Sum Theorem [11, Thm. 6.5].
Sufficiency of (a). We consider a Mo¨bius transformation
mA ∶ C ∪ {∞}Ð→ C ∪ {∞} defined as mA(λ) ∶= (aλ + b)/(cλ + d)
in terms of the nonsingular matrix A = [ a bc d ] ∈ GL(2,C) and such that λ1 ∶=
mA(µ1), . . . , λs ∶= mA(µs), θ ∶= mA(∞) all belong to C (namely, they are not∞). Then, the proof proceeds by constructing a symmetric matrix polynomial
Q(λ) ∈ POLsd,n×n with rank r and whose complete eigenstructure consists of the
following finite elementary divisors
(4.1) (λ − λ1), . . . , (λ − λs), (λ − θ)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
t
,
the right minimal indices ε1, . . . , εn−r, and the left minimal indices also equal to
ε1, . . . , εn−r. Once Q(λ) is constructed, we consider the Mo¨bius transformation
MA ∶ POLd,n×n Ð→ POLd,n×n as defined in [36, Def. 3.4]. Observe that P (λ) =
MA(Q)(λ) ∈ POLd,n×n is the desired matrix polynomial, because P (λ) is symmetric
if Q(λ) is by the definition ofMA, rankP = rankQ by [36, Prop. 3.29], the elementary
divisors of P (λ) are (λ−µ1), . . . , (λ−µs) and t infinite elementary divisors of degree
1 by [36, Thm. 5.3], and the minimal indices of P (λ) and Q(λ) are identical by [36,
Thm. 7.5].
In the case r = n, it is very easy to construct such a Q(λ) because there are
no minimal indices and condition (a) implies that the number of linear elementary
divisors in the list (4.1) is r d = nd. Then, these elementary divisors can be arranged
into n groups with d elementary divisors each, and from each of these n groups a scalar
polynomial of degree d can be obtained as the product of the elementary divisors in
the group. We obtain in this way n scalar polynomials q11(λ), . . . , qnn(λ) of degree
exactly d. Then Q(λ) = diag(q11(λ), . . . , qnn(λ)) is the desired matrix polynomial,
9
since it is symmetric, has degree exactly d, has rank exactly r = n, has no minimal
indices, has no eigenvalues at ∞, because the matrix coefficient of degree d of Q(λ) is
invertible, and has the elementary divisors in the list (4.1), as a consequence of [28,
Vol. I, Thm. 5, p. 142] and the fact that the elementary divisors in (4.1) are all
different from each other. Thus, in the rest of the proof we assume that r < n.
For r < n, Q(λ) will be constructed as the product of three matrix polynomials,
each of them of rank r, i.e.,
(4.2) Q(λ) = U(λ)S(λ)U(λ)⊺
with U(λ) ∈ C[λ]n×r , and S(λ) ∈ C[λ]r×r either diagonal or with a very simple
symmetric structure. Thus, Q(λ) is symmetric by construction.
Let us construct first the matrix U(λ) in (4.2). For this purpose, we consider the
Euclidean division of ε ∶=∑n−ri=1 εi by r
(4.3) ε = rqε +wε, where 0 ≤ wε < r,
and we define the list
(4.4) (η1, . . . , ηr) = (qε, . . . , qε´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
r−wε
, qε + 1, . . . , qε + 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
wε
).
Note that ∑ri=1 ηi = ε. Therefore, Theorem 3.5 guarantees that there exist dual mini-
mal basesM(λ) ∈ C[λ](n−r)×n and N(λ) ∈ C[λ]r×n with row degrees (ε1, ε2, . . . , εn−r)
and (η1, η2, . . . , ηr), respectively. We take U(λ) = N(λ)⊺. Observe that, according to
Proposition 3.4, the left minimal indices of U(λ) are precisely (ε1, ε2, . . . , εn−r), or,
equivalently, the right minimal indices of U(λ)⊺ are (ε1, ε2, . . . , εn−r).
Next we construct S(λ). Observe that, from (a) and (4.3),
(4.5) 0 ≤ s + t + 2wε = r(d − 2 qε),
and, thus, d − 2 qε ≥ 0. We need to consider three different cases.
Case 1. d−2 qε = 0. According to (4.5), this condition implies s = t = wε = 0. Thus,
in this case, there are no elementary divisors in the list (4.1) and the column degrees
of U(λ) are all equal to qε. The desired matrix polynomial is Q(λ) = U(λ)U(λ)⊺ (i.e.,
with S(λ) = Ir), which has● grade 2qε = d,● rank equal to r by Lemma 3.6 and because U(λ) ∈ C[λ]n×r has rank r,● left and right minimal indices equal to (ε1, ε2, . . . , εn−r) by Lemma 3.6 and
because the left minimal indices of U(λ) are (ε1, ε2, . . . , εn−r),● no finite elementary divisors because U(λ) and U(λ)⊺ can be completed to
n × n unimodular matrices V (λ) and V (λ)⊺ as a consequence of (3.3) and,
so, Q(λ) = V (λ) diag(Ir,0)V (λ)⊺,● no infinite elementary divisors because, otherwise, dr = r2qε = 2 ε < 2 ε +
“Sum of the degrees of the infinite elementary divisors” and the Index Sum
Theorem would be violated.
Case 2. d− 2 qε = 1. In this case, (4.5) implies that s + t = r − 2wε and d = 2 qε + 1.
In this situation, it is more convenient to see (4.4) as
(4.6) (η1, . . . , ηr) = (qε, . . . , qε´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
r−2wε
, qε, . . . , qε´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
wε
, qε + 1, . . . , qε + 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
wε
).
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The matrix S(λ) has the following structure
(4.7) S(λ) =
⎡⎢⎢⎢⎢⎢⎣
S(1)(λ) 0 0
0 0 Iwε
0 Iwε 0
⎤⎥⎥⎥⎥⎥⎦ ,
where S(1)(λ) = diag(S11(λ), . . . , Sr−2wε,r−2wε(λ)) ∈ C[λ](r−2wε)×(r−2wε) is a diagonal
matrix with exactly one of the elementary divisors in the list (4.1) in each of its
diagonal entries. The matrix S(λ) satisfies obviously the following properties:
1. The polynomials S11(λ), . . . , Sr−2wε,r−2wε(λ) have all degree 1.
2. As a consequence of [28, Vol. I, Thm. 5, p. 142], the finite elementary
divisors of S(λ) are precisely the linear scalar polynomials in (4.1).
3. S(λ) is obviously nonsingular and, so, rankS = r.
If the columns of the matrix U(λ) ∈ C[λ]n×r with column degrees given by the list
(4.6) are partitioned as follows
U(λ) = [U (1)(λ) U (2)(λ) U (3)(λ)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
r−2wε
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
wε
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
wε
,
then from (4.2)
Q(λ) = U (1)(λ)S(1)(λ)U (1)(λ)⊺ +U (2)(λ)U (3)(λ)⊺ +U (3)(λ)U (2)(λ)⊺,
where each of the three summands has grade 2 qε + 1 = d. Thus Q(λ) has● grade d,● rank equal to r by Lemma 3.6 and because U(λ) ∈ C[λ]n×r , S(λ) ∈ C[λ]r×r
have both rank r,● left and right minimal indices equal to (ε1, ε2, . . . , εn−r) by Lemma 3.6 and
because the left minimal indices of U(λ) are (ε1, ε2, . . . , εn−r),● the same finite elementary divisors as S(λ) because U(λ) and U(λ)⊺ can be
completed to n × n unimodular matrices V (λ) and V (λ)⊺ as a consequence
of (3.3) and, so, Q(λ) = V (λ) diag(S(λ),0)V (λ)⊺,● no infinite elementary divisors because, otherwise, dr = s+ t+2 ε < s+ t+2 ε+
“Sum of the degrees of the infinite elementary divisors” and the Index Sum
Theorem would be violated.
Case 3. d − 2 qε ≥ 2. Note that in this case the number of elementary divisors in
the list (4.1) is, as a consequence of (a) and (4.3),
s + t = rd − 2 ε
= (r −wε)(d − 2 qε) +wε(d − 2 qε − 2).
This means that we can arrange the s + t elementary divisors in (4.1) into r − wε
groups with d−2 qε elementary divisors each, together with wε groups with d−2 qε−2
elementary divisors each. Once this grouping is done we construct S(λ) as a diagonal
matrix that has in each of its first r−wε diagonal entries the product of the elementary
divisors of each of the groups of d− 2 qε elementary divisors and in each of its last wε
diagonal entries the product of the elementary divisors of each of the groups of d −
2 qε − 2 elementary divisors. The matrix S(λ) = diag(S11(λ), . . . , Srr(λ)) constructed
in this way satisfies the following properties:
1. The polynomials S11(λ), . . . , Sr−wε,r−wε(λ) have all degree d − 2 qε and the
polynomials Sr−wε+1,r−wε+1(λ), . . . , Srr(λ) have all degree d − 2 qε − 2.
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2. As a consequence of [28, Vol. I, Thm. 5, p. 142] and the fact that the linear
finite elementary divisors in the list (4.1) are all different from each other, the
finite elementary divisors of S(λ) are precisely the linear scalar polynomials
in (4.1).
3. S(λ) is obviously nonsingular and, so, rankS = r.
Then the matrix Q(λ) in (4.2) can be written in this case as
Q(λ) = S11(λ) col1(U) col1(U)⊺ +⋯+ Srr(λ) colr(U) colr(U)⊺,
where each of the terms Sii(λ) coli(U) coli(U)⊺ has degree exactly d as a consequence
of the discussion above and (4.4). Thus Q(λ) has● grade d,● rank equal to r by Lemma 3.6 and because U(λ) ∈ C[λ]n×r , S(λ) ∈ C[λ]r×r
have both rank r,● left and right minimal indices equal to (ε1, ε2, . . . , εn−r) by Lemma 3.6 and
because the left minimal indices of U(λ) are (ε1, ε2, . . . , εn−r),● the same finite elementary divisors as S(λ), because U(λ) and U(λ)⊺ can be
completed to n × n unimodular matrices V (λ) and V (λ)⊺, as a consequence
of (3.3), and, so, Q(λ) = V (λ) diag(S(λ),0)V (λ)⊺,● no infinite elementary divisors because, otherwise, dr = s+ t+2 ε < s+ t+2 ε+
“Sum of the degrees of the infinite elementary divisors” and the Index Sum
Theorem would be violated.
Finally, we prove that, if (a) holds, then the degree of P (λ) is exactly equal to d if and
only if t < r. We have proved the existence of an n × n symmetric matrix polynomial
of rank r and grade d
P (λ) = Pdλd +⋯+P1λ +P0
with the prescribed eigenstructure. Note that
(revP )(λ) = P0λd +⋯ +Pd−1λ +Pd.
Let (revP )(λ) = V (λ)diag(p1(λ), . . . , pr(λ),0(n−r)×(n−r))W (λ)
be the Smith form of (revP )(λ) with V (λ) and W (λ) unimodular matrices. Then,
Pd = (revP )(0) = V (0)diag(p1(0), . . . , pr(0),0(n−r)×(n−r))W (0) ≠ 0 if and only if
pi(0) ≠ 0 for at least one i, i.e., if and only if t < r.
5. Symmetric linearization of symmetric matrix polynomials. A matrix
pencil FP (λ) is called a linearization of a matrix polynomial P (λ) if they have the
same finite elementary divisors, the same number of left minimal indices, and the
same number of right minimal indices [11]. If, in addition, P (λ) is considered as a
polynomial of grade d (recall that, by definition, matrix pencils have grade 1) and
revFP (λ) is a linearization of revP (λ), then FP (λ) is called a strong linearization
of P (λ) and, then, FP (λ) and P (λ) have also the same infinite elementary divisors.
Note that the notion of strong linearization depends on the grade d chosen for the
polynomial P (λ) through the definition of revP (λ). In this sense, we emphasize that
the linearizations we introduce in this section will be strong linearizations for any
matrix polynomial when it is considered as a polynomial with any odd grade d larger
than or equal to its degree.
From now on we restrict ourselves to symmetric matrix polynomials of odd grades.
The reason is that there is no symmetric linearization-template (i.e., a symmetric com-
panion form in the language of [11, Sects. 5 and 7]) for symmetric matrix polynomials
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of even grades [11, 35]. As in the rest of the paper, we also restrict ourselves to con-
sidering polynomials over the field of complex numbers C, though some of the results
in this section remain valid over arbitrary fields.
We recall the following pencil-template, FP (λ), which is a symmetric strong lin-
earization for any symmetric n × n matrix polynomial P (λ) = λdAd + ⋯ + λA1 + A0
of odd grade d, see e.g., [1, 34, 35]. It is a d × d block-partitioned pencil with blocks
of size n × n. Therefore, FP (j, k) below denotes the (j, k) block in this partition, for
j, k = 1, . . . , d (we drop the dependence on λ for simplicity).
FP (i, i) = ⎧⎪⎪⎨⎪⎪⎩
λAd−i+1 +Ad−i if i is odd,
0 if i is even,
FP (i, i + 1) = ⎧⎪⎪⎨⎪⎪⎩
In if i is odd,
λIn if i is even,
FP (i + 1, i) = ⎧⎪⎪⎨⎪⎪⎩
In if i is odd,
λIn if i is even.
The blocks of FP (λ) in positions which are not specified above are zero. We rewrite
this strong linearization template in a matrix form:
(5.1) FP (λ) = λ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ad ⋱ ⋱⋱ 0 I
I A3
0 I
I A1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ad−1 I
I 0 ⋱⋱ ⋱
A2 I
I 0
A0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For a symmetric matrix polynomial P (λ), the strong linearization (5.1) preserves
both finite and infinite elementary divisors of P (λ), but does not preserve the left
and right minimal indices of P (λ). Nevertheless, the results from [9, 10, 16] allow us
to derive the relation between the minimal indices of a symmetric matrix polynomial
P (λ) and its linearization (5.1), which is presented in the following theorem.
Theorem 5.1. Let P (λ) be a symmetric n × n matrix polynomial of odd grade
d ⩾ 3, and let FP (λ) be its strong linearization (5.1). If 0 ⩽ ε1 ⩽ ε2 ⩽ . . . ⩽ εt are the
right (and also left) minimal indices of P (λ), then
0 ⩽ ε1 + 1
2
(d − 1) ⩽ ε2 + 1
2
(d − 1) ⩽ ⋯ ⩽ εt + 1
2
(d − 1)
are the right (and also left) minimal indices of FP (λ).
Proof. See the proof of Theorem 4.1 in [16], and also [9, 10] for such results for
general matrix polynomials.
The strong linearization FP (λ) in (5.1) is crucial for obtaining the results in
Section 6. To this end, we define the generalized Sylvester space consisting of the
linearizations FP (λ) of all the n × n symmetric matrix polynomials of odd grade d:
(5.2)
GSYLsd,n×n ∶ = {FP (λ) ∶ P (λ) is an n × n symmetric
matrix polynomial of odd grade d}.
If there is no risk of confusion, we will write GSYL instead of GSYLsd,n×n, as well as
POL instead of POLsd,n×n, especially in explanations and proofs.
As we did with matrix pencils in Section 2, we define the distance between P (λ) =
∑di=0 λiAi and P̃ (λ) = ∑di=0 λiÃi on POLsd,n×n as d(P, P̃ ) =√∑di=0 ∣∣Ai − Ãi∣∣2F , making
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POLsd,n×n a metric space with the induced Euclidean topology and allowing us to
consider closures of subsets of POLsd,n×n. For convenience, define the Frobenius norm
of the matrix polynomial P (λ) as ∣∣P (λ)∣∣F =√∑di=0 ∣∣Ai∣∣2F .
Similarly, given the linearizations FP (λ) = λA+B and FP̃ (λ) = λÃ+B̃, the func-
tion d(FP ,FP̃ ) ∶=√∣∣A − Ã∣∣2F + ∣∣B − B̃∣∣2F is a distance on GSYL, which makes GSYL
a metric space. Since d(FP ,FP̃ ) = d(P, P̃ ), there is a bijective isometry (and, there-
fore, a homeomorphism):
(5.3) f ∶ POLsd,n×n → GSYLsd,n×n such that f(P ) = FP .
Next we define the orbit and bundle of the symmetric linearizations (5.1) of an n ×n
symmetric matrix polynomial P of grade d:
(5.4)
Osyl(FP )∶ = Oc(FP ) ∩GSYLsd,n×n
= {(S⊺FP (λ)S) ∈ GSYLsd,n×n ∶ S ∈ GLnd(C)} and
Bsyl(FP )∶ = Bc(FP ) ∩GSYLsd,n×n .
Notably, all the elements of Osyl(FP ) and Bsyl(FP ) have the block structure of the
elements of GSYLsd,n×n. Thus, in particular, B
s(P ) = f−1(Bsyl(FP )), with f being
the homeomorphism (isometry) in (5.3), as a consequence of the properties of strong
linearizations and Theorem 5.1, and Bs(P ) = f−1 (Bsyl(FP )), as a consequence of f
being a homeomorphism. Moreover, for any n×n symmetric matrix polynomials P,Q
of odd grade d,
(5.5) Bs(P ) ⊇ Bs(Q) if and only if Bsyl(FP ) ⊇ Bsyl(FQ),
where it is essential to note that the closures are taken, respectively, in the metric
spaces POL and GSYL defined above.
The following theorem states that, for any n × n symmetric matrix polynomial
P (λ) of odd grade d, a sufficiently small arbitrary symmetric perturbation of FP (λ)
produces another pencil that, although, in general, is not in GSYLsd,n×n, is congruent
to a pencil in GSYLsd,n×n that is very close to FP (λ). See [16, 24, 25, 31, 40] for
this type of results for linearizations of general, skew-symmetric, full rank matrix
polynomials, and other structured classes of matrix polynomials and linearizations.
Theorem 5.2. Let P (λ) be an n×n symmetric matrix polynomial with odd grade
d and let FP (λ) be its symmetric linearization (5.1). If E(λ) is any arbitrarily small
(entrywise for each coefficient) nd×nd symmetric pencil, then there exist a nonsingular
matrix C and an arbitrarily small (entrywise for each coefficient) n × n symmetric
matrix polynomial S(λ) with grade d such that
C⊺(FP (λ) + E(λ))C = FP+S(λ) .
Proof. The linearization FP (λ) defined in (5.1) differs from the skew-symmetric
linearization of skew-symmetric polynomials considered in [16] only in the signs of
some identity blocks and the fact that the matrix coefficients of the polynomials are
symmetric. Since the signs of the identity blocks do not affect the reduction process
in the proof of Theorem 5.1 in [16], we can repeat this process for the symmetric lin-
earization FP (λ) (5.1) (note that the matrix coefficients are not used in the reduction
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process at all). Thus Theorem 5.1 in [16] remains true for the symmetric linearizationFP (λ) (5.1) of the symmetric polynomials. Therefore (see also Theorem 7.1 in [16])
each sufficiently small symmetric perturbation of the linearization of a symmetric n×n
matrix polynomial FP (λ) + E(λ) can be smoothly reduced by congruence to another
one in which only the matrix coefficients are perturbed.
Note also that this result can be seen as a corollary of Theorem 6.13 in [25].
6. Generic symmetric matrix polynomials with bounded rank and fixed
odd grade. In this section we describe the generic complete eigenstructures of n×n
complex symmetric matrix polynomials with bounded rank r and odd grade d. The
idea to obtain these generic eigenstructures is the following: Theorem 2.2 displays
the generic eigenstructures of symmetric pencils with bounded rank. We want to use
this information to get the generic eigenstructures of symmetric matrix polynomials
with bounded rank and fixed odd grade using that any such polynomial P (λ) has a
symmetric strong linearization FP (λ) as in (5.1). Theorem 5.2 allows us to perform
this transition. According to this result, any sufficiently small symmetric perturbation
of such symmetric linearization of any symmetric polynomial is congruent to the
linearization (5.1) of a small symmetric perturbation of the polynomial. Roughly
speaking, this means that small perturbations in the polynomial can be identified
with small perturbations in the linearization and vice versa (up to congruence, which
is enough from the point of view of the eigenstructure). However, it is essential to
take into account that not every generic eigenstructure in Theorem 2.2 corresponds
to the eigenstructure of the linearization (5.1) of a symmetric matrix polynomial of
grade d. Lemma 6.1 identifies which ones are compatible with such polynomials, and
which ones are not. We warn the reader that the dependence on λ of matrix pencils
and polynomials is often omitted for simplicity in the proofs in this section.
Lemma 6.1. Let n, r, and d be integers such that n ≥ 2, d ≥ 1 is odd, and 1 ≤
r ≤ n − 1. Set r1 ∶= n(d − 1) + r and let Ka1(λ), for a1 = 0,1, . . . , ⌊ r12 ⌋ , be anyone of
the symmetric nd × nd pencils with rank r1 in Theorem 2.2, i.e., taking any possible
choice of distinct eigenvalues. Define ⌊ rd
2
⌋ + 1 complete eigenstructures Ka of matrix
polynomials with rd−2a linear elementary divisors corresponding to arbitrary (finite)
distinct eigenvalues, with s left minimal indices equal to α + 1, n − r − s another left
minimal indices equal to α, and with the right minimal indices equal to the left minimal
indices, as follows:
(6.1)
Ka ∶ {
left minimal indicesucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
α + 1, . . . , α + 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s
, α, . . . , α´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−r−s
,
right minimal indicesucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
α + 1, . . . , α + 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s
, α, . . . , α´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−r−s
, (λ − µ1), . . . , (λ − µrd−2a)}
for a = 0,1, . . . , ⌊ rd
2
⌋, where α = ⌊a/(n − r)⌋ and s = a mod (n − r). Then
(i) For each a = 0,1, . . . , ⌊ rd
2
⌋ and for any choice of distinct eigenvalues
µ1, . . . , µrd−2a, there is an n×n complex symmetric matrix polynomial Ka(λ)
of degree exactly d and rank exactly r with complete eigenstructure Ka.
(ii) If a1 < 12(n−r)(d−1), then Ka1(λ) is not congruent to the linearization (5.1)
of any n × n symmetric matrix polynomial of grade d.
(iii) If a1 ≥ 12(n−r)(d−1), then Bc(Ka1) = Bc(FKa), with a = a1− 12(n−r)(d−1).
Proof. (i) Summing up the number of elementary divisors and all the minimal
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indices for each Ka in (6.1) we have
rd − 2a + 2( s∑
1
(α + 1) + n−r−s∑
1
α) = rd − 2a + 2(n−r∑
1
α + s)
= rd − 2a + 2 ((n − r)⌊a/(n − r)⌋ + s) = rd − 2a + 2a = rd.
By Theorem 4.1, for each a and for any list µ1, . . . , µrd−2a of distinct finite eigenvalues,
there exists an n × n complex symmetric matrix polynomial Ka of grade d and rank
exactly r that has the complete eigenstructure Ka in (6.1). Note that, since Ka does
not contain infinite eigenvalues (t = 0), the degree of Ka is exactly d.
(ii) Set n1 = nd and note, first, that n − r = n1 − r1 (this identity will be used
several times throughout the rest of the proof). Now, for a1 = 0,1, . . . , ⌊ r12 ⌋, the generic
canonical forms of the symmetric matrix pencils of rank at most r1 = n(d− 1)+ r and
size n1 × n1 given in Theorem 2.2 are:
(6.2) Ka1 = diag
⎛⎜⎜⎝Mα1+1, . . . ,Mα1+1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s1
,Mα1 , . . . ,Mα1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n1−r1−s1
,J1(µ˜1), . . . ,J1(µ˜r1−2a1)⎞⎟⎟⎠ ,
where α1 = ⌊ a1n1−r1 ⌋ = ⌊ a1n−r ⌋ and s1 = a1 mod (n1−r1). Therefore, if a1 < 12(n−r)(d−1),
then the Mα1 blocks correspond to minimal indices smaller than (d − 1)/2. As a
consequence of Theorem 5.1, they cannot correspond to the linearization (5.1) of any
n × n symmetric matrix polynomial of grade d.
(iii) For each matrix polynomial Ka in part (i) the nd × nd symmetric matrix
pencil FKa has rank n(d−1)+ r and, by Theorem 5.1, the Kronecker-type symmetric
canonical form in Theorem 2.1 of FKa is
(6.3) diag
⎛⎜⎜⎝Mα+η+1, . . . ,Mα+η+1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
s
,Mα+η, . . . ,Mα+η´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−r−s
,J1(µ1), . . . ,J1(µrd−2a)⎞⎟⎟⎠ ,
where η ∶= 1
2
(d − 1). We are going to show that, if a1 ≥ 12(n − r)(d − 1), then the
canonical form Ka1 in (6.2) coincides, up to the values of the eigenvalues, with the
one of FKa in (6.3), for a = a1 − 12(n − r)(d − 1), as claimed in the statement.
By the choice of a and a1, the number of eigenvalues in both (6.2) and (6.3)
coincide, namely r1 − 2a1 = n(d − 1) + r − 2(a + 12(n − r)(d − 1)) = rd − 2a. It remains
to show that the numbers and the indices of the M blocks in (6.2) and (6.3) coincide
as well, i.e. α + η = α1, s = s1, and n − r − s = n1 − r1 − s1.
For the indices of the M blocks we have
(6.4)
α + η = ⌊ a
n − r ⌋ + d − 12 = ⌊
1
2
(n − r)(d − 1) + a
n − r ⌋
= ⌊ a1
n1 − r1 ⌋ = α1,
as claimed.
For the number of M blocks we have
s = a mod (n − r) = (1
2
(n − r)(d − 1)+ a) mod (n − r)
= a1 mod (n1 − r1) = s1.
Therefore, n − r − s = n1 − r1 − s1 as well, as wanted.
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As in the case of general and skew-symmetric matrix polynomials [17, 18], the
following lemma reveals a key relation between Bsyl(FP ), where the closure is taken
in GSYLsd,n×n, and B
c(FP ), where the closure is taken in PENCILsn1×n1 , with n1 = nd.
Lemma 6.2. Let P (λ) be an n×n symmetric matrix polynomial with odd grade d
and let FP (λ) be its linearization (5.1). Then Bsyl(FP ) = Bc(FP ) ∩GSYLsd,n×n.
Proof. The proof of this lemma follows the proof of Lemma 5.1 in [18] but now it
deals with the bundles and not with the orbits. By definition, Bsyl(FP ) = Bc(FP ) ∩
GSYL, and thus Bsyl(FP ) = Bc(FP ) ∩GSYL (the closure here is taken in the space
GSYL). For any FQ ∈ Bc(FP ) ∩GSYL there exists an arbitrarily small (entrywise)
symmetric pencil E such that (FQ + E) ∈ Bc(FP ). Therefore by Theorem 5.2, there
exists an arbitrarily small (entrywise) symmetric matrix polynomial S with grade d
such that FQ+S ∈ Bc(FP ). Thus FQ ∈ Bc(FP ) ∩GSYL, and this implies Bc(FP ) ∩
GSYL ⊆ Bc(FP ) ∩GSYL. Since Bc(FP ) ∩GSYL ⊆ Bc(FP ) ∩ GSYL, we have that
Bc(FP ) ∩GSYL = Bc(FP ) ∩GSYL, and the result is proved.
Now we are ready to state and prove the main result of this paper. It shows that
the generic eigenstructures in Theorem 2.2 which are compatible with eigenstruc-
tures of linearizations (5.1) of symmetric matrix polynomials with odd grade d and
bounded rank give, just by subtracting (d − 1)/2 to each minimal index, the generic
eigenstructures for such polynomials.
Theorem 6.3. Let n, r, and d be integers such that n ≥ 2, d ≥ 1 is odd, and
1 ≤ r ≤ (n − 1), and let Ka, for a = 0,1, . . . , ⌊ rd2 ⌋, be the complete eigenstructures of
symmetric matrix polynomials Ka(λ) of degree exactly d and rank exactly r in Lemma
6.1. Then,
(i) For every n × n complex symmetric matrix polynomial M(λ) of grade d and
rank at most r, there is some 0 ≤ a ≤ ⌊ rd
2
⌋ such that Bs(Ka) ⊇ Bs(M).
(ii) Bs(Ka)⋂Bs(Ka′) = ∅ whenever a ≠ a′.
(iii) The set of n × n complex symmetric matrix polynomials of grade d with rank
at most r is a closed subset of POLsd,n×n equal to ⋃0≤a≤⌊ rd
2
⌋B
s(Ka).
Proof. (i) For every n × n symmetric matrix polynomial M of grade d and rank
at most r, the linearization FM in (5.1) has rank at most r + n(d − 1), because FM
is unimodularly equivalent to M ⊕ In(d−1). Thus, for each such M we have that
Bc(Ka1) ⊇ Bc(FM), where Ka1(λ) is one of the nd × nd symmetric matrix pencils of
rank r+n(d−1), defined in Theorem 2.2. This means, in particular, that there exists
a sequence {yi} ⊂ Bc(Ka1) converging to FM and, so, for any i large enough, yi is a
small perturbation of FM and Theorem 5.2 can be applied to the polynomial M and
yi. Therefore, for these large enough i, yi is congruent to FPi for a certain symmetric
polynomial Pi of grade d and size n × n. The pencils FPi may belong to different
orbits (they may differ from each other in the values of the eigenvalues) but all FPi
belong to the same bundle Bc(Ka1) and, therefore, Bc(Ka1) = Bc(FPi), as well asFPi has rank r + n(d − 1), which is equivalent to say that Pi has rank r. Now, sinceKa1 has the same eigenstructure (except, perhaps, for the values of the eigenvalues)
that FPi , then parts (ii)–(iii) in Lemma 6.1 guarantee that, for some 0 ≤ a ≤ ⌊ rd2 ⌋,
Bc(FKa) = Bc(Ka1) = Bc(FPi). Thus Bc(FKa) ⊇ Bc(FM) and Bc(FKa) ∩ GSYL ⊇
Bc(FM) ∩GSYL. The latter is equivalent to Bsyl(FKa) ⊇ Bsyl(FM) by Lemma 6.2,
which is, in turn, equivalent to Bs(Ka) ⊇ Bs(M), by (5.5).
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(ii) A close look at the proof of Theorem 2.2-(ii) in [6, Thm. 3.2] allows us to see
that the stronger result Bc(Ka) ∩ Bc(Ka′) = ∅, whenever a ≠ a′, holds. Combining
this fact with Lemma 6.1-(iii), we immediately obtain that Bc(FKa) ∩Bc(FKa′ ) = ∅.
Intersecting the latter equality with GSYL and applying Lemma 6.2 results in(Bc(FKa) ∩ GSYL) ⋂ (Bc(FKa′ ) ∩GSYL) = ∅ and Bsyl(FKa)⋂Bsyl(FKa′ ) = ∅.
This implies f−1 (Bsyl(FKa))⋂ f−1(Bsyl(FK′a)) = ∅, with f as in (5.3), namely
Bs(Ka)⋂Bs(Ka′) = ∅.
(iii) By (i), any n×n complex symmetric matrix polynomial of grade d with rank
at most r is in one of the ⌊ rd
2
⌋+1 closed sets Bs(Ka). Thus (iii) holds, since the union
of a finite number of closed sets is also a closed set.
6.1. Codimension of the generic bundles. For any P ∈ POLsd,n×n, we define
the codimension of Os(P ) ⊂ POLsd,n×n to be codOs(P ) ∶= codOsyl(FP ). Translating
the arguments in [16, Sect. 6] from skew-symmetric to symmetric matrix polynomi-
als, we see that Osyl(FP ) is a manifold in the space of symmetric matrix pencils
PENCILsn1×n1 , where n1 = nd, and codOsyl(FP ) = codOc(FP ), where the codimen-
sion of Osyl(FP ) is considered in the space GSYLsd,n×n and the codimension of Oc(FP )
in PENCILsn1×n1 . The codimensions of O
c(FP ) are computed explicitly via the eigen-
structure of FP in [23], taking into account that congruence orbits are differentiable
manifolds in the complex n21 + n1 dimensional space of symmetric pencils and, so,
their codimensions are well defined as the dimensions of their normal spaces. There-
fore, for the generic n × n symmetric matrix polynomial Ka with grade d identified
in Theorem 6.3, we have codOs(Ka) = codOc(FKa) = codOc(Ka1), where Ka1 is the
pencil in Theorem 2.2 with the identifications n↦ n1 = nd, r ↦ r1 = n(d − 1)+ r, and
a↦ a1 = a + 12(n − r)(d − 1). Therefore, from [6, Sect. 5] we obtain:
codOs(Ka) = (n1 − a1)(n1 − r1 + 1)
= (nd − 1
2
(n(d − 1) + r − rd) − a) (nd − (n(d − 1) + r) + 1)
= 1
2
(n(d + 1) + r(d − 1) − 2a)(n − r + 1)
= 1
2
((n + r)(d − 1) + 2(n − a)) (n − r + 1) .
Following, e.g., [16, 22, 26, 31], we set the codimension of Bs(P ), for a matrix poly-
nomial P , as:
codBs(P ) ∶= codOs(P ) − #{distinct eigenvalues of P} .
Therefore, for the generic bundles Bs(Ka), we have:
codBs(Ka) = 1
2
((n + r)(d − 1) + 2(n − a)) (n − r + 1) − rd + 2a
= 1
2
(n + r)(d − 1) − rd + n + n(n − r) − a(n − r − 1)
= 1
2
(nd − rd + n − r) + n(n − r) − a(n − r − 1)
= (n − r)(n + d + 1
2
) − a(n − r − 1).
18
Note that the generic bundles in Theorem 6.3 have different codimensions if r <
n−1, because in this case the codimensions depend on the parameter a. In particular,
the bundle with the largest a has the smallest codimension or, equivalently, the largest
dimension. In other words, the bundle with less eigenvalues has the largest dimension.
7. Openness of the generic bundles. In order to express the results in this
section concisely, we introduce the following additional notation: PENCILsn×n(r) (re-
spectively, POLsd,n×n(r)) denotes the set of n × n symmetric pencils (resp., matrix
polynomials of grade d) with rank at most r.
Theorem 6.3-(iii) shows that the complete eigenstructuresKa and their associated
bundles Bs(Ka) play a prominent role in POLsd,n×n(r), because any n × n symmetric
matrix polynomial of grade d and rank at most r is the limit of a sequence of polyno-
mials having exactly one of these structures. In other words, the set POLsd,n×n(r) can
be decomposed into a finite number of pieces where each of these bundles is dense.
Equivalently,
POLsd,n×n(r) = ⋃
0≤a≤⌊ rd
2
⌋
Bs(Ka)
holds, since the closure of the union of a finite number of sets is equal to the union of
their closures. Therefore, we can state that ⋃0≤a≤⌊ rd
2
⌋B
s(Ka) is dense in POLsd,n×n(r).
However, this result does not guarantee that ⋃0≤a≤⌊ rd
2
⌋B
s(Ka) is “generic” inside
POLsd,n×n(r) in the standard topological sense, since we do not know yet whether or
not ⋃0≤a≤⌊ rd
2
⌋B
s(Ka) is open in POLsd,n×n(r). The goal of this section is to prove
this property. In fact, Theorem 7.2 proves a stronger result, namely, that each bundle
Bs(Ka) is open in POLsd,n×n(r). So, the eigenstructures Ka in (6.1) can be properly
termed in this strong topological sense as the “generic” complete eigenstructures of
n × n symmetric matrix polynomials with grade d and rank at most r. Theorem 7.2
provides an analytical formulation of this openness in terms of the distance introduced
in Section 5 in the spirit of [17, Cor. 3.3]. However, we emphasize that the fact that
we are dealing with bundles instead of with orbits makes the proof of Theorem 7.2
considerably more difficult than the proof of [17, Cor. 3.3]. This point will be further
discussed at the end of this section.
We first state and prove the corresponding result for matrix pencils, on which the
result for matrix polynomials of arbitrary odd grade d is based.
Theorem 7.1. (Analytical formulation of generic bundles in PENCILsn×n(r)).
Let n and r be integers such that n ≥ 2 and 1 ≤ r ≤ n − 1, and let Ka(λ), for a =
0,1, . . . , ⌊ r
2
⌋ , be any of the symmetric n×n pencils with rank r in Theorem 2.2. Then
(i) For every n×n complex symmetric matrix pencil with rank at most r, S, and
every ǫ > 0, there is an n × n complex symmetric matrix pencil Sa ∈ Bc(Ka),
for some 0 ≤ a ≤ ⌊ r
2
⌋, such that d(S,Sa) < ǫ.
(ii) Let 0 ≤ a ≤ ⌊ r
2
⌋. Then, for every n × n complex symmetric matrix pencil
S ∈ Bc(Ka), there is a number ǫ > 0 such that
(7.1) Br(S, ǫ) ∶= {S′ ∶ S′ ∈ PENCILsn×n(r) and d(S,S′) < ǫ} ⊆ Bc(Ka).
Moveover, such set Br(S, ǫ) contains infinitely many elements.
Proof. Part (i) is an immediate consequence of Theorem 2.2-(i) combined with
the standard definition of closure in a metric space.
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Part (ii). By Theorem 2.2-(iii), Br(S, ǫ) ⊆ ⋃a′≠aBc(Ka′) ∪ Bc(Ka), for all ǫ > 0.
There are two possible complementary cases: either Br(S, ǫ) contains at least one
pencil in ⋃a′≠aBc(Ka′) for all ǫ > 0, or not. Let us analyze separately these two cases.
Case 1: For all ǫ > 0, Br(S, ǫ) contains at least one pencil in ⋃a′≠aBc(Ka′). This
is equivalent to state that for all ǫ > 0, Br(S, ǫ) contains infinitely many pencils in⋃a′≠aBc(Ka′), because S ∉ ⋃a′≠aBc(Ka′) as a consequence of Theorem 6.3-(ii) applied
to pencils (that is with d = 1). Since the number of sets in the union ⋃a′≠aBc(Ka′) is
finite, for all ǫ > 0, Br(S, ǫ) contains infinitely many pencils in some of these sets, say
Bc(Kã), with ã ≠ a. Therefore, S ∈ Bc(Kã) = Bc(Kã), which is a contradiction with
the fact that Bc(Ka) ∩ Bc(Kã) = ∅ in Theorem 6.3-(ii) (for d = 1)2. Therefore, Case
1 cannot happen and its negation, i.e. Case 2, must happen.
Case 2: There is some ǫ0 > 0 such that Br(S, ǫ0) does not contain pencils from⋃a′≠aBc(Ka′). Then, Br(S, ǫ0) ⊆ Bc(Ka). We are going to prove that, in this case,
there is some ǫ > 0 (with ǫ ≤ ǫ0) such that Br(S, ǫ) ⊆ Bc(Ka). We proceed by contra-
diction. Assume that for all 0 < ǫ ≤ ǫ0, the set Br(S, ǫ) contains at least one pencil
in Bc(Ka)∖Bc(Ka). Then, there is a sequence, {Sk}k∈N, with Sk ∈ Bc(Ka)∖Bc(Ka),
which converges to S. Moreover, since rankSk ≤ r for all k and rankS = r, there is
a k0 such that all the pencils in the subsequence {Sk}k>k0 have rank exactly r since,
otherwise, rankS = rank(limSk) < r, a contradiction. Therefore, we may assume that
all pencils in {Sk}k∈N have rank r. This is equivalent to say that the numbers of left
(and right) minimal indices of all pencils Sk are equal to those of S and equal to n−r.
Following the notation in [4], given a matrix pencil H with right minimal in-
dices ε1 ≥ ⋯ ≥ εp and left minimal indices η1 ≥ ⋯ ≥ ηq, we denote by r(H) =
(r1(H), r2(H),⋯) and l(H) = (ℓ1(H), ℓ2(H),⋯) the sequences whose ith terms are
ri(H) = card{j ∶ εj ≥ i} and ℓi(H) = card{j ∶ ηj ≥ i}, respectively. Now, since, for each
k, Sk ∈ Bc(Ka), we have that each Sk is the limit of a sequence of pencils in Bc(Ka),
which have all the same minimal indices and rank r as S. Thus, Lemma 1.2 in [4] can
be applied to each of these sequences and implies that,
(i) r(Sk) ≺≺ r(S), and
(ii) l(Sk) ≺≺ l(S),
where a ≺≺ bmeans weak majorization of nonincreasing sequences (see [4, §1]). Besides
this, and since limSk = S, Lemma 1.2 in [4] again implies that, for k large enough,
(i’) r(S) ≺≺ r(Sk), and
(ii’) l(S) ≺≺ l(Sk),
Now, (i), (ii), (i’), and (ii’), together with the fact that weak majorization of nonin-
creasing sequences is an order relation, imply that
r(Sk) = r(S), and l(Sk) = l(S),
for k large enough. This implies that, for k large enough, Sk and S have the same left
and right minimal indices. Moreover, recall that the sum of all left and right minimal
indices of a given pencil H , together with the sum of all partial multiplicities (finite
and infinite) of H add up to the rank of H (this is just a consequence of the Kronecker
Canonical Form, but we also refer the reader to [11, Lemma 6.3]). Therefore, for k
large enough, the sum of all partial multiplicities of Sk (finite and infinite) is also the
same as that of S, which is equal to r − 2a.
2Though this equality is true for matrix pencils, as a particular case of matrix polynomials, it is
not stated in Theorem 2.2 for consistency, since this theorem is written as in the original reference
[6], where this equality was not included.
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Next, we are going to see that all the r − 2a (counting multiplicities) eigenvalues
of Sk, for k large enough, are simple. This is a consequence of the fact that all
eigenvalues, µ1, . . . , µr−2a, of S are simple, combined with conditions (iii)-(iv) in [4,
Lemma 1.2] applied to limSk = S. More precisely, first, since the r − 2a eigenvalues
of S are simple, condition (iii) in [4, Lemma 1.2] implies that, for k large enough, the
r − 2a (counting multiplicities) eigenvalues of Sk are included in the union of r − 2a
pairwise disjoint neighbourhoods, B(µ1, δ), . . . ,B(µr−2a, δ), of the eigenvalues of S.
Second, again since the r − 2a eigenvalues of S are simple, the right hand side of the
inequality (iv) in [4, Lemma 1.2] is equal to 1, for each eigenvalue µi of S (in other
words, the sum of all partial multiplicities of µi is equal to 1, since µi is simple).
Therefore, the inequality (iv) in [4, Lemma 1.2] implies that the sum of the partial
multiplicities of all eigenvalues of Sk (for k large enough) in B(µi, δ) is at most 1, for
i = 1, . . . , r − 2a. But, it must be equal to 1, since the r − 2a eigenvalues of Sk (for k
large enough) are included in B(µ1, δ)∪⋯∪B(µr−2a, δ) and these neighbourhoods are
pairwise disjoint. So, all the r − 2a eigenvalues of Sk are simple, for k large enough.
Summarizing, for k large enough, Sk has r − 2a simple eigenvalues, and the same
left and right minimal indices as S. Hence, Sk ∈ Bc(Ka), a contradiction with Sk ∈
Bc(Ka) ∖Bc(Ka).
In order to prove that Br(S, ǫ) contains infinitely many elements, note that for
any n × n complex constant matrix E and for any sufficiently small complex number
z ≠ 0, (I + zE)⊺S(I + zE) ∈ Br(S, ǫ).
Next, we state and prove the analog of Theorem 7.1 for complex symmetric matrix
polynomials of odd grade d and rank at most r. In our opinion, this is the second
main result in this paper behind Theorem 6.3.
Theorem 7.2. (Analytical formulation of generic bundles in POLsd,n×n(r)). Let
n, r, and d be integers such that n ≥ 2, d ≥ 1 is odd, and 1 ≤ r ≤ n − 1, and let Ka(λ),
for a = 0,1, . . . , ⌊ rd
2
⌋ , be any of the symmetric n × n matrix polynomials of degree
exactly d and rank exactly r in Theorem 6.3. Then
(i) For every n×n complex symmetric matrix polynomial P of grade d with rank
at most r and every ǫ > 0, there exists an n × n complex symmetric matrix
polynomial Pa ∈ Bs(Ka), for some 0 ≤ a ≤ ⌊ rd2 ⌋, such that d(P,Pa) < ǫ.
(ii) Let 0 ≤ a ≤ ⌊ rd
2
⌋. Then, for every n×n complex symmetric matrix polynomial
P ∈ Bs(Ka), there exists a number ǫ > 0 such that
(7.2) Br(P, ǫ) ∶= {P ′ ∶ P ′ ∈ POLsd,n×n(r) and d(P,P ′) < ǫ} ⊆ Bs(Ka).
Moreover, such set Br(P, ǫ) contains infinitely many elements.
Proof. Part (i) follows immediately from Theorem 6.3-(i) combined with the stan-
dard definition of closure in a metric space.
To prove (ii), let P ∈ Bs(Ka). Note that, by Lemma 6.1-(iii), FP ∈ Bc(FP ) =
Bc(FKa) = Bc(Ka1), with a1 = a + 12(n − r)(d − 1), and rankFP = rankFKa = r1 ∶=
r+n(d−1). By Theorem 7.1-(ii), there is some ǫ > 0 such that Br1(FP , ǫ) ⊆ Bc(Ka1) =
Bc(FKa), with Br1(FP , ǫ) defined as in (7.1). Therefore, Br1(FP , ǫ) ∩GSYLsd,n×n ⊆
Bc(FKa) ∩GSYLsd,n×n = Bsyl(FKa). Then,
f−1(Br1(FP , ǫ) ∩GSYLsd,n×n) ⊆ f−1(Bsyl(FKa)) = Bs(Ka),
where f is the bijective isometry in (5.3). To conclude the proof of the statement, we
just need to see that
(7.3) f−1(Br1(FP , ǫ) ∩GSYLsd,n×n) = Br(P, ǫ),
21
with Br(P, ǫ) defined as in (7.2). For this, we just recall that for any Q ∈ POLsd,n×n
(a) d(P,Q) < ǫ if and only if d(FP ,FQ) < ǫ, since f is an isometry, and
(b) rankFQ = rankQ + n(d − 1).
Facts (a) and (b) together imply that, if Q ∈ f−1(Br1(FP , ǫ) ∩ GSYLsd,n×n),
then d(FP ,FQ) < ǫ and rankFQ ≤ r1, so d(P,Q) < ǫ and rankQ ≤ r, that is,
Q ∈ Br(P, ǫ). Conversely, if Q ∈ Br(P, ǫ), then d(FP ,FQ) < ǫ and rankFQ ≤ r1,
so Q ∈ f−1(Br1(FP , ǫ) ∩GSYLsd,n×n). Hence, (7.3) is proved.
Finally, in order to prove that Br(P, ǫ) contains infinitely many elements, we
proceed as in Theorem 7.1 and simply note that, for any n×n complex constant matrix
E and for any sufficiently small complex number z ≠ 0, (I+zE)⊺P (I+zE) ∈ Br(P, ǫ).
As an immediate corollary of Theorem 7.2, the fact that the union of open sets
is an open set, and the fact that the closure of the union of a finite number of sets is
the union of their closures, we state, for completeness, the following result, using the
same notation as in Theorem 7.2.
Corollary 7.3. The set ⋃0≤a≤⌊ rd
2
⌋B
s(Ka) is open and dense in POLsd,n×n(r).
Theorem 7.1 (resp., Theorem 7.2) shows that the bundles Bc(Ka) (resp., Bs(Ka))
are open in PENCILsn×n(r) (resp., POLsd,n×n(r)). Therefore, in particular, they are
open in their closures. The property of being open in their closures is well-known
for congruence orbits of arbitrary symmetric pencils (as well as orbits under strict
equivalence of arbitrary unstructured pencils) [3, Closed Orbit Lemma, p. 53]. A
straightforward argument using the isometry f in (5.3) also proves that the orbits
Os(P ) of symmetric matrix polynomials of odd grade d are open in their closures.
However, up to our knowledge, it is not yet known whether the bundles Bc(S), for an
arbitrary symmetric pencil S, and also Bs(P ), for an arbitrary symmetric polynomial
P of grade d, are open in their closures. In fact, the same questions remain open for
arbitrary unstructured pencils and bundles under strict equivalence, and for bundles of
unstructured matrix polynomials of fixed grade. Theorems 7.1 and 7.2 show, however,
that the generic bundles Bc(Ka) and Bs(Ka) are open in their closures.
We finish this section with a comparison between the simple and short proof of
the analog result to Theorem 7.2 for unstructured matrix polynomials of fixed grade
and bounded rank, i.e., [17, Cor. 3.3], and the more complicated and longer proofs
of Theorems 7.1 and 7.2. The key difference is that [17, Cor. 3.3] deals with orbits.
The strategy of the proof of [17, Cor. 3.3], which is only very briefly sketched in [17],
is to prove first the result for pencils following exactly the same approach as in the
proof of Theorem 7.1. However, in the case of [17, Cor. 3.3], the solution of Case 2 is
trivial just by recalling that the corresponding orbit is open in its closure. The proof
for polynomials of grade higher than one in [17, Cor. 3.3] is completely similar to the
one of Theorem 7.2. We emphasize that in stark contrast with [17], the solution of
Case 2 in the proof of Theorem 7.1 is far from trivial as a consequence of the lack of
a result guaranteeing that bundles are open in their closures.
8. Conclusions and future work. In this paper, we have obtained the generic
eigenstructures of n × n complex symmetric matrix polynomials with bounded (defi-
cient) rank and fixed odd grade. More precisely, we have seen (Theorems 6.3) that
the set of n×n symmetric matrix polynomials with rank at most r < n and odd grade
d is the union of the closures of ⌊ rd
2
⌋ + 1 subsets corresponding to n × n symmetric
matrix polynomials with degree exactly d and rank exactly r having some specific
eigenstructures, up to the values of the eigenvalues. Moreover, such subsets are open
in the set of n ×n symmetric matrix polynomials with rank at most r and odd grade
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d (Theorem 7.2). Therefore, the eigenstructures described in Theorem 6.3 are the
generic ones. In order to prove this main result, we have shown that, given any list
of s scalar polynomials of degree 1 with different roots, an integer t ∈ {0,1}, together
with a list of n− r nonnegative integers, there exists an n×n symmetric matrix poly-
nomial with rank r and grade d whose finite elementary divisors are the ones in the
given list of scalar polynomials, with t infinite linear elementary divisors, and whose
left (and, consequently, right) minimal indices are the given n−r nonnegative integers,
if and only if the sum of s, t, and twice the sum of the nonnegative integers equals rd.
Results in the spirit of this paper have been recently obtained in [17, 18] for,
respectively, general (unstructured) m×n matrix polynomials with bounded deficient
rank and given grade, and n × n skew-symmetric matrix polynomials of bounded de-
ficient rank and given odd grade. However, we emphasize that the symmetric generic
eigenstructures identified in this paper are very different from the eigenstructures
found in [17, 18], since the symmetric ones involve eigenvalues while the others not.
A natural continuation of the research in this paper and in [17, 18] consists of
trying to determine the generic eigenstructures of the sets of other structured n × n
matrix polynomials with bounded rank and given grade, like the ⊺-palindromic and⊺-alternating ones. It is also natural to try to extend the results in this paper to
symmetric matrix polynomials with even grade. However, this will require different
tools and techniques since, to begin with, there is no a symmetric linearization likeFP in (5.1) for symmetric matrix polynomials with even grade.
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