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Abstract 
Three newly-synthesized [Na+(221-kryptofix)] salts containing AsCO–, PCO–, and PCS– anions 
were successfully electrosprayed into the vacuum, and these three ECX– anions were 
investigated by negative ion photoelectron spectroscopy (NIPES) and high resolution 
photoelectron imaging spectroscopy. For each ECX– anion, a well-resolved NIPE spectrum was 
obtained, in which every major peak is split into a doublet. The splittings are attributed to spin-
orbit coupling (SOC) in the ECX• radicals. Vibrational progressions in the NIPE spectra of ECX– 
were assigned to the symmetric and antisymmetric stretching modes in ECX• radicals. The 
electron affinities (EAs) and SOC splittings of ECX• are determined from the NIPE spectra to be: 
AsCO•: EA = 2.414 ± 0.002 eV, SOC splitting = 988 cm-1; PCO•: EA = 2.670 ± 0.005 eV, SOC 
splitting = 175 cm-1; PCS•: EA = 2.850 ± 0.005 eV, SOC splitting = 300 cm-1. Calculations using 
the B3LYP, CASPT2, and CCSD(T) methods all predict linear geometries for both the anions 
and neutral radicals. The calculated EAs and SOC splittings for ECX• are in excellent agreement 
with the experimentally-measured values. The simulated NIPE spectra, based on the calculated 
Franck-Condon factors, and SOC splittings nicely reproduce all of the observed spectral peaks, 
thus allowing unambiguous spectral assignments. The finding that PCS has the greatest EA of 
the three triatomic molecules considered here is counterintuitive, based upon simple 
electronegativity considerations, but this finding is understandable in terms of the movement of 
electron density from phosphorus in the HOMO of PCO– to sulfur in the HOMO of PCS–. 
Comparisons of the EAs of PCO and PCS, with the previously measured EA values for NCO and 
NCS are made and discussed. 
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Introduction 
In accord with the “double bond rule,”1 phosphorus-carbon multiply bonded systems are 
typically not isolable compounds unless the reactive π bond is endowed with steric protection, as 
was the case for tBuC≡P,2 the first kinetically stabilized phosphaalkyne. In contrast, salts of 
phosphaethynolate are isolable compounds whose electronic structure is of great interest given 
their exceptional stability in the absence of any steric protection for the multiple bond involving 
the heavier p-block element. In the present combined experimental/theoretical study we seek to 
elucidate in detail the electronic structure of phosphaethynolate and related anions in order to 
shed light upon the origins of their remarkable stability, and to serve as a guide to future efforts 
to design systems that might incorporate multiple bonding to heavier main-group elements, freed 
from the constraint of sterically demanding blocking groups.    
New synthetic routes that allowed the bulk preparation and isolation of 2-
phosphaethynolate PCO– were reported in 2011 and 2013,3,4 two decades after the first synthesis 
of PCOLi by Becker and co-workers in 1992.5 PCO– has also been synthesized metathetically 
from CO2 using a niobium phosphide reagent.6   Consequently, there has been a renewed interest 
in exploring PCO– chemistry.7-24 For example, PCO– has been shown to be an important 
precursor to organophosphorus compounds,7-10 phosphorus-containing heterocycles,11-18 and to a 
versatile phosphide-transfer reagent.19,20  
The long-sought, arsenic-containing analogue of cyanate (NCO–), 2-arsa-ethynolate 
AsCO– (Scheme 1),25,26 was successfully synthesized in 2016.27 The availability of AsCO– makes 
possible controlled As– transfer in the synthesis of arsenic heterocycles.27,28  
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Studies of the coordination chemistry of PCO– and NCO–, as well as of their sulfur-
containing analogue, PCS– and NCS–, in transition-metal complexes have been conducted.21-24 
Interestingly, PCO– prefers O-coordination to actinide metals [Th, U]21 but P-coordination to 
W(0) and Re,22,23 while both NCO– and NCS– adopt exclusively N-coordination.21,22 On the other 
hand, PCS– shows ambidentate bonding to W(0), with P and S-coordination both having been 
observed.22 It has also been found that, when coordinating to coinage metals, PCO– can act as 
either an ƞ1 or ƞ2 ligand, forming Au-ƞ1-PCO– but Cu-ƞ2-PCO– complexes.24  
These triatomic anions are, in fact, of fundamental interest for investigations of the 
multiple bonds between carbon and other main group elements and of the effects that the 
identities of E = P or As and X = O or S have on the electronic structures of the ECX– 
anions.25,29,30 Previous studies have proposed two main resonance structures for these ECX– 
molecules, one with a formal E=C double bond and the other with an E≡C triple bond (Scheme 
1).4,27,31 The P–C distances in crystallized PCO– and PCS– salts were measured, respectively, to 
be 1.579(3) and 1.555(11) Å, indicating formal triple bond character between the P and C 
atoms.4,31 However, whether this is also the case when P is replaced by As has not been 
determined. 
 
Scheme 1. Two resonance structures for ECX– molecules, one containing an E=C double bond 
with the negative charge on E and the other an E≡C triple bonds with the negative charge on X.  
          
In this article, we report a joint experimental and theoretical study on the vibronic 
structures and chemical bonding of three heavier analogues of cyanate anion (NCO–) – AsCO–, 
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PCO–, and PCS– – and the corresponding neutral radicals formed from the anions via electron 
photodetachment. The techniques employed were negative ion photoelectron spectroscopy 
(NIPES) and photoelectron imaging spectroscopy. DFT and high level ab initio electronic 
structure calculations were used to interpret the spectra and assign all of the peaks in them.  
Well-resolved spectra, with peaks due to the transitions from the singlet ground state of 
ECX– to the lowest doublet states of ECX• were obtained for each anion, thus allowing accurate 
determinations of the electron affinity (EA), splitting due to spin-orbit coupling (SOC), and the 
vibrational frequencies of the two stretching modes in each ECX• radical. Theoretical 
calculations predict linear geometries for all of the anions and neutrals investigated here, which 
is consistent with the absence of peaks due to E–C–X bending in the spectra.  The calculated 
EAs, SOC splittings, and vibrational frequencies are in excellent accord with the experimental 
values, so that the spectra predicted by the calculations are essentially the same as those that we 
observed. The variations in EA between the ECX• radicals are discussed and interpreted, based 
on electronegativities of the E and X atoms and the distribution of the electrons in the ECX– 
HOMOs.  
 
 Experimental Methods 
The NIPES experiments were performed with an apparatus consisting of an electrospray 
ionization source (ESI), a temperature-controlled cryogenic ion trap, and a magnetic-bottle time-
of-flight (TOF) photoelectron spectrometer.32 An acetonitrile solution of the [Na+(221-
Kryptofix)] salt of ECX– (E = P, As; X = O, S), prepared in the glove box under an N2 
atmosphere, was used for electrospray. The ESI conditions were optimized to ensure there was a 
dominant mass peak for each desired ion in the respective mass spectrum.  
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The ions generated by ESI were guided by quadrupole ion guides into the ion trap, where 
they were accumulated and cooled for 20-100 ms by collisions with cold buffer gas (20% H2 
balanced in helium) at 20 K, before being transferred into the extraction zone of a TOF mass 
spectrometer. The cooling of the anions to 20 K improved spectral energy resolution and 
eliminated the possibility of the appearance of peaks in the NIPE spectra, due to hot bands. 
The ECX–  ions were then mass selected, and maximally decelerated before being 
photodetached with 355 nm (3.496 eV) photons from a Nd:YAG laser. The laser was operated at 
a 20 Hz repetition rate, with the ion beam off at alternating laser shots, in order to enable shot-to-
shot background subtraction. Photoelectrons were collected with ca. 100% efficiency with the 
magnetic bottle and analyzed in a 5.2 m long electron flight tube. The recorded TOF 
photoelectron spectrum was converted into an electron kinetic energy spectrum by calibration 
with the known NIPE spectra of I–,33 Br–,34 and phenyl thiolate (PhS–).35 The electron binding 
energy (EBE) was obtained by subtracting the electron kinetic energy from the energy of the 
detaching photons. The energy resolution was about 2%, i.e., ∼20 meV for 1 eV kinetic energy 
electrons. 
In addition, we also measured the high resolution photoelectron imaging spectra of AsCO– 
at 440 (2.821 eV) and 460 nm (2.698 eV), employing Quanta-Ray MOPO-730 OPO, pumped by 
Quanta-Ray PRO 270 laser, and velocity-map imaging (VMI) photoelectron spectrometer, 
recently developed in our lab and based on the new design of VMI electrostatic lens.36,37 The 
photoelectron energy spectra were reconstructed from the accumulated images using both 
Maximum Entropy Velocity Image Reconstruction (MEVIR) and Maximum Entropy Velocity 
Legendre Reconstruction (MEVELER) methods,38 and they gave essentially the same results.  
Computational Methods 
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  Calculations on ECX– anions and ECX• radicals were carried out with three different 
types of methods – the B3LYP39,40 version of density functional theory (DFT), CASPT2,41 which 
uses second-order perturbation theory to add dynamic electron correlation to complete active 
space (CAS)SCF wave functions, and the CCSD(T)42,43 level of coupled-cluster theory. The all-
electron aug-cc-pVTZ basis set44,45 was employed in all three types of calculations for all of the 
atoms, except for the As atom in the CASPT2 calculations on AsCO– and AsCO•, where the aug-
cc-pVTZ-PP basis set with a relativistic pseudopotential46 (describing 1s, 2s, and 2p core 
electrons) was used. The aug-cc-pVTZ-PP basis set was obtained from EMSL Basis set 
exchange.47,48 Natural bond orbital (NBO) analyses were performed on the ECX– anions using 
NBO6 and the B3LYP methodology.49  
B3LYP and CCSD(T) calculations, including geometry optimizations and harmonic 
vibrational analyses, were performed using the Gaussian 09 suite of programs.50 CASPT2 
calculations, geometry optimizations, and harmonic vibrational analyses were carried out with 
the Molcas program (version 8).51  
 An (8/6) active space was used in the CASSCF calculations on the ECX– anions. The (8/6) 
active space consisted of 8 electrons, distributed among 6 valence  MOs. The 6  MOs were the 
two degenerate pairs of the bonding, non-bonding, and antibonding  MOs in these linear 
molecules. The two sets of bonding and non-bonding  MOs are fully occupied in the lowest 
energy electronic configurations of the ECX– anions. In the ECX• radicals, one electron is 
removed from one of the non-bonding  MOs, leading to a (7/6) active space. The (8/6)- and 
(7/6)-CASSCF calculations provided the reference wave functions for the subsequent CASPT2 
calculations. 
 Splittings due to SOC were calculated with the Molpro program (version 2010),52 by 
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setting up and diagonalizing spin-orbit matrices between non-interacting, spin-orbit-free basis 
states. The spin-orbit-free basis states were obtained by performing multireference configuration 
interaction (MRCI) calculations with CASSCF reference wave functions. In the case of ECX•, 
the lowest degenerate pair of the 2 states was used for the spin-orbit-free basis states. The full 
valence (15/12) active space and the Douglas-Kroll contracted cc-pVTZ-DK basis set53 were 
used in spin-orbit coupling calculations. 
The Franck-Condon factors (FCFs) that were necessary in order to simulate the 
vibrational progressions in the NIPE spectra of the ECX– anions were computed with the 
ezSpectrum program.54 The optimized geometries and unscaled vibrational frequencies, 
computed at the B3LYP, CASPT2, and CCSD(T) levels of theory, were used as input to the 
ezSpectrum program for predicting the vibrational structures in NIPE spectra at these three 
different levels of theory. The adiabatic electron affinity (EA) of each ECX• radical was 
calculated as the energy difference between the neutral and anion at their respective optimized 
geometries, including the zero-point energy corrections. 
      
Experimental results 
Figure 1 presents the 20 K NIPE spectra of ECX– measured at 355 nm. Sharp and well-
resolved peaks are seen in each spectrum. The 0-0 peak appears at increasing EBE on going from 
AsCO– to PCO– and to PCS–.  
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Figure 1. 20 K NIPE spectra of AsCO–, PCO–, and PCS– at 355 nm. 
The spectrum of PCO– is relatively simple and shows two sets of short progressions, one 
with a spacing of 1895 ± 20 cm-1, and the other with a spacing of 725 ± 20 cm-1. Interestingly, 
the 0-0 peak and the two peaks associated with the major vibrational progression are each split 
into a doublet with similar intensity. As discussed in the next section, the splitting is attributed to 
the spin-orbit coupling (SOC) in the degenerate 2 states of the PCO• radical. The splittings 
measured in each of the three doublets are nearly identical, yielding an average value of 0.022 
eV (175 cm-1) for the SOC in PCO•. The adiabatic detachment energy (ADE) of PCO–, (i.e., the 
EA of PCO•), determined from the 0–0 transition with the lowest EBE, is 2.670 ± 0.005 eV 
(Table 1). 
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The spectrum of PCS– at 355 nm is also well resolved, exhibiting two major peaks with 
equal intensity at EBE ~ 2.85 eV, followed by four weak peaks spanning EBEs from 2.9 to 3.1 
eV. As in the PCO– spectrum, these peaks are assigned as being derived from two sets of short 
vibrational progressions, from the singlet ground state of PCS– to the two components ( = 3/2 
and 1/2) of the 2 ground state of PCS•. The SOC splitting in PCS•, determined from the spacing 
between the two strongest peaks in the NIPE spectrum of PCS–, is 300 cm-1, a value that is 70% 
larger than the splitting due to SOC in PCO•. As discussed in the next section, the larger splitting, 
due to SOC in PCS• than in PCO•, is expected, because S is heavier than O. The vibrational 
frequencies in PCS• are measured to be 605 and 1250 cm-1. The ADE of PCS–, measured from 
the first resolved strong peak, is 2.850 ± 0.005 eV, 0.18 eV higher than that of PCO– (Table 1). 
  The 355 nm AsCO– spectrum is the best resolved among the three ECX– spectra obtained 
in this research. Similar to the cases of PCO– and PCS–, all of the peaks in the NIPE spectrum of 
AsCO– can be arranged into pairs of doublets (indicated by blue and black lines in Figure 1), 
separated by the splitting due to SOC in AsCO•. Each set of peaks consists of vibrational 
progressions due to transitions from the ground state of AsCO– to the  = 3/2 and 1/2 
components of the 2 ground state of AsCO•.  
In addition to the NIPE spectrum, we also obtained the 20 K high resolution 
photoelectron imaging spectrum of AsCO–, which was measured at 460 nm (Figure 2). (See the 
Supporting Information Figures S1 and S2 for the 440 nm spectra of AsCO–, obtained from 
magnetic-bottle and velocity-map imaging photoelectron spectrometers). With the imaging 
technique, the resolution of the spectrum has been substantially improved and the spectral 
features can be completely resolved.  
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The experimentally measured spin-orbit splitting in AsCO• is 988 cm-1, which is 
significantly larger than the splitting due to SOC in both PCO• and PCS•. The vibrational 
frequencies (525 and 1935 cm-1), and EA (2.414 ± 0.002 eV) of AsCO• are given in Table 1. It is 
worth noting that the EA of three ECX• species increases in the order of AsCO• (2.414 eV) < 
PCO• (2.670 eV) < PCS• (2.850 eV), but all are substantially smaller compared to the EAs of 
their lighter congeners NCO• (3.609 ± 0.005 eV) and NCS• (3.537 ± 0.005 eV).55 This may, at 
least partially, be attributed to the decreasing electronegativity in the order of O > N > S > P > 
As. However, the EA value for PCS• is greater than that of PCO•, which is the opposite of what 
would have been expected on the basis of the electronegativity of O being greater than that of S.  
 
 
          
Figure 2. Photoelectron imaging spectroscopy of AsCO– at 460 nm (2.698 eV). The left part of 
the inserted image shows the raw image, the right part is after inverse-Abel transformation 
(MEVELER), and the arrow indicates the polarization of the laser. 
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Table 1. Comparison of the Measured and Calculated Electron Affinities (EAs), Spin-Orbit (SO) 
Splittings, and Vibrational Frequencies of the Two Stretching Modes in ECX•.  
ECX• 
EA (eV) SOC splitting (cm-1) Frequency (cm-1) 
Expt. Calc. Expt. Calc. e Expt. Calc.i 
PCO• 2.670(5) 2.61 a  
2.72 b   
2.61 (2.61) c 
175 ± 20 187 
 
725 ± 20 
1895 ± 20  
724.7 
1977 
PCS• 2.850(5) 2.87 a  
2.85 b  
2.77 (2.76) c  
300 ± 20 287 
 
605 ± 20 
1250 ± 20 
630.0 
1288.6 
AsCO• 2.414(2) 2.46 a  
2.56 b,d  
2.44 (2.44) c  
988 ± 10 935 
 
525 ± 10 
1935 ± 10 
554.3 
1979.7 
NCO• 3.609f 3.44 a  
3.68 b 
3.54 (3.52) c  
95.6 g 89.7   
NCS• 3.537f  3.50 a 
3.50 b 
3.49 (3.47) c 
323.4 h 305   
a(U)CCSD(T)/aug-cc-pVTZ EAs. b(8/6)CASPT2/aug-cc-pVTZ EAs. c(U)B3LYP/aug-cc-pVTZ 
EAs, with zero-point energy-corrected values in parenthesis. dThe aug-cc-pVTZ-PP basis set 
with pseudopotential is used for As in CASPT2 calculation. eThe cc-pVTZ-DK basis set and a 
(15/12) active space were used, and the lowest degenerate pair of 2 states were included in the 
calculation. fref. 55. grefs. 55 and 56. hrefs. 55 and 57. iCalculated at (U)CCSD(T)/aug-cc-pVTZ 
level of theory.  
 
Computational Results and Discussion 
  Calculated Geometries. The ECX– anions and the ECX• radicals are both calculated to 
be linear with all three methods – B3LYP, CASPT2, and CCSD(T). The calculated geometries of 
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ECX– and ECX• are given in Table 2. The agreement between three methods are good, except for 
AsCO•, where the CASPT2 As–C distance is shorter by 0.04 Å than the CCSD(T) and UB3LYP 
values.  
Using the natural resonance theory (NRT) subroutine of natural bond orbital (NBO) 
methods,49 the dominant natural Lewis structures for these anions were determined as shown in 
Figure 3. In each cyanate analog, ECX–, the pnictoethynolate Lewis structure was found to have 
the highest weight. However, the importance of the structure with the pnictogen-carbon triple 
bond was found to decrease with the increasing period of E (N > P > As), but to increase with the 
increasing period of X (O < S). The importance of the structure with the chalcogen-carbon 
double bond was, not surprisingly, calculated to exhibit the opposite trends, increasing with the 
increasing period of E (N < P < As) and decreasing with the increasing period of X (O > S).  
 
Figure 3. The natural resonance theory (NRT) weights for the dominant Lewis structures for the 
cyanate analogs.  
The changes in the calculated E-C and C-X bond lengths in Table 2 are consistent with 
the expectations based on the NRT weights of the structures in Figure 3. For example, the N-C 
and P-C bond lengths are shorter in, respectively, NCS–  and PCS– than in NCO–  and PCO–; and 
the C-O and C-S bond lengths are longer in, respectively, NCO– and NCS– than in PCO– and 
PCS–. 
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Table 2. Bond distances in ECX– and ECX•, calculated at (U)CCSD(T)/aug-cc-pVTZ, 
(8/6)CASPT2/aug-cc-pVTZ(-PP), and (U)B3LYP/aug-cc-pVTZ levels of theory.  
 E–C distance (Å) C–X distance (Å) 
 (U)CCSD(T) CASPT2 (U)B3LYP (U)CCSD(T) CASPT2 (U)B3LYP 
PCO– 1.636 1.630 1.626 1.206 1.208 1.197 
PCO• 1.678 1.658 1.665 1.166 1.173 1.161 
PCS– 1.608 1.610 1.598 1.642 1.626 1.630 
PCS• 1.619 1.624 1.613 1.589 1.584 1.582 
AsCO– 1.751 1.730 1.756 1.200 1.204 1.190 
AsCO• 1.801 1.759 1.804 1.163 1.170 1.156 
NCO– 1.197 1.195 1.187 1.234 1.235 1.226 
NCO• 1.234 1.232 1.222 1.181 1.181 1.176 
NCS– 1.182 1.182 1.172 1.678 1.660 1.667 
NCS• 1.180 1.184 1.174 1.651 1.632 1.632 
 
 
The calculated E–C distances are longer and the C–X distances shorter in the radicals 
than in the anions, because the HOMOs of the anions, which become the SOMOs of the radicals, 
are slightly bonding between the E–C atoms and antibonding between the C–X atoms (Figure 4). 
Therefore, removal of one of the pair of electrons in each lengthens the E-C bonds and shortens 
the C-X bonds. 
Figure 4 shows that as the period of E increases, the HOMO becomes increasingly 
localized on E (N < P < As). This trend is made more apparent visually by focusing on the 
decrease in the contribution of oxygen to the HOMO in the order E (N > P > As). The same 
effect, an increase in localization on X with increasing period can readily be seen in Figure 4 for  
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X (O < S).  
These trends are confirmed numerically in Table 3, which gives the results of the NBO 
analysis of the compositions of the HOMOs.49 It makes sense that in the highest energy occupied 
(HO)MO of an ECX– anion, the contribution of an atom to the HOMO should increase when that 
atom becomes less electronegative, so that the energy of an electron on that atom rises. 
 
Figure 4. The HOMOs of three ECX anions, calculated at B3LYP/aug-cc-pVTZ level of theory 
and plotted with isovalue = 0.10. The SOMOs of ECX• are similar in appearance. 

 As can be seen in Figure 4, on going from NCO– to NCS–, the shift of electron density 
onto S, makes the HOMO of the latter ion nearly nonbonding between C and both N and S. 
Consequently, on removal of an electron from the HOMO of NCS–, the N-C bond length remains 
almost unchanged; and the C-S bond length shortens by less than 2%.   
 
PCO– PCS– AsCO–
NCS–NCO–
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Table 3. The composition of each anion’s pair of degenerate HOMOs expressed as a linear 
combination of natural bond orbitals (NBOs). 
Anion NBO Composition of Each Canonical HOMO 
NCO– 0.749 πNC – 0.232 π*NC – 0.619 LPO 
NCS– 0.408 πNC – 0.280 π*NC – 0.867 LPS 
PCO– 0.880 πPC – 0.000 π*PC – 0.428 LPO 
PCS– 0.672 πPC – 0.296 π*PC – 0.676 LPS 
AsCO– 0.903 πAsC – 0.000 π*AsC – 0.384 LPO 
 
 EA Values. Table 1 compares the measured and calculated EAs of ECX•. Besides the 
EAs of PCO•, AsCO•, and PCS•, which were measured in this research, we also calculated the 
EAs of NCO• and NCS•, which have been measured previously by Neumark and coworkers to be 
3.609 and 3.537eV, respectively.55 In general, the agreement between the measured and 
calculated EAs of the five molecules in Table 1 is very good, with a difference less than 0.15 eV. 
A recent computational paper from the Peterson group, using a CCSD(T) composite method, 
reported EA = 2.850 eV for PCS•,58 which is the same as our CASPT2 calculated value and the 
value measured experimentally. 
 When comparisons are made between the EA values for pairs of ECX molecules that 
differ only in the identity of E or X, the molecule with the greater EA value is, in general, the 
member of the pair in which E or X is the more electronegative. Thus, EA (NCO•) > EA (PCO•) > 
EA (AsCO•), and EA (NCO•) > EA (NCS•) > (PCS•). Therefore, it is surprising that EA (PCO•) < 
EA (PCS•).  
Figure 4 offers a possible explanation of the apparent anomaly that the EA of PCS• is 
larger than the EA of PCO•. The HOMO of PCO– has a much greater contribution from P than 
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the HOMO of PCS–. The shift in electron density from P in the HOMO of PCO–  to the more 
electronegative S atom in HOMO of PCS– might be expected to make the latter anion more 
difficult to ionize than the former, as is found to be the case.  
This explanation comports with the NBO analysis of the composition of each anion’s 
HOMO in Table 3. Table 3 shows that electron density is transferred from E to X in going from 
NCO– to NCS– and from PCO– to PCS–.  Since nitrogen’s electronegativity is greater than that of 
sulfur, the increased contribution of the relatively electropositive sulfur lone pair in NCS– results 
in a diminished EA compared to NCO–. This effect is reversed between PCO– and PCS–, where 
sulfur’s heightened electronegativity compared to phosphorus causes the increased contribution 
of the sulfur lone pair to raise the EA. Thus, one might expect the corresponding neutral radical 
of the unknown AsCS– anion to have a higher EA than that of the AsCO– anion. 
 Splittings Due to SOC. Table 1 compares not only the measured and calculated EAs of 
ECX•, but also the measured and computed splitting due to spin-orbit coupling (SOC). The 
calculated SOC splittings for the ECX• molecules are within 7% of the measured values. 
Peterson recently reported a calculated SOC splitting of 318.7 cm-1 for PCS•,58 which is 19 cm-1 
larger than the measured splitting and 32 cm-1 larger than our calculated SOC splitting. 
 In atoms SOC increases as Z4/n3, where Z is the effective nuclear charge and n is the 
principal quantum number.59 Therefore, heavy elements should have much larger SOCs than 
lighter elements in the same column of periodic table. For example, the experimentally measured 
spin-orbit splitting in the lowest 2Po term of an As atom is 0.057 eV = 461 cm-1, but for a P atom 
the splitting is only 0.003 eV = 26 cm-1.60 Similarly, the experimentally measured spin-orbit 
splitting between the J = 1/2 and 3/2 components of the 2g state of the As2•– diatomic anion, is 
2065 cm-1,61 but in P2•– the splitting is only161 cm-1.62,63  
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In ECX• molecules, the spin-orbit coupling constants depend on not only the atomic 
numbers of the E and X atoms, but also on the density of the SOMOs on these atoms. Figure 4 
shows that the contributions of P to the SOMO of PCO• and of As to the SOMO of AsCO• are 
similar. Therefore, the greater atomic number of As than of P should make the spin-orbital 
coupling constant much larger in AsCO• than in PCO•.  
In fact, Table 1 shows this to be the case for both the measured and calculated spin-orbit 
splittings in these two ECX• radicals. Consequently, the much larger splitting between the 
doublets in the NIPE spectrum of AsCO– than that of PCO– is qualitatively what would be 
expected if these doublets are due to spin-orbit coupling in the AsCO• and PCO• radicals, formed 
by electron photo-detachment from the anions.  
Vibrational Progressions. In addition to spin-orbit coupling, vibrational progressions 
also contribute to the peaks in the NIPE spectra of ECX– in Figure 1. Therefore, we calculated 
the Franck-Condon factors (FCFs) for the vibrational peaks in the transitions from ECX– to 
ECX•. The simulated stick spectra of ECX–, obtained using the FCFs calculated at 
(U)CCSD(T)/aug-cc-pVTZ level of theory, are shown in Figure 5. The FCFs computed by 
B3LYP and CASPT2, give simulated stick spectra that look similar to those in Figure 5.64  
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Figure 5. Simulated stick NIPE spectra of ECX– ions, with FCFs calculated at (U)CCSD(T)/aug-
cc-pVTZ level of theory. Peaks in each simulated spectrum are due to the 0-0 peak and to 
vibrational progressions in the “symmetric” stretching (1) and antisymmetric stretching (2) 
modes in the ECX• radicals.   
 
Since the ECX– anions and the ECX• radicals are all calculated to have linear geometries, 
bending vibrations should not contribute to the NIPE spectra. Therefore, progressions in only the 
symmetric and antisymmetric E–C–X stretching modes are expected to be seen. The simulations 
in Figure 5 show that both stretching modes are calculated to produce vibrational progressions in 
the ECX– → ECX• transitions. The symmetric stretching mode (1) is calculated to have a lower 
frequency than the antisymmetric stretching mode (2), and the 0-0 peak is calculated to be the 
most intense peak in each of the three NIPE spectra.  
In order to compare the vibrational progressions in the simulated and experimental NIPE 
spectra, the simulated stick spectra were convoluted, replacing each stick with a Gaussian of 25 
meV full-width at half-maximum (FWHM) for AsCO– and PCS–, and 18 meV FWHM for PCO–. 
Spin-orbit splitting was included in the computed spectra by dividing each stick into a doublet, 
using a spacing that was equal to the experimentally observed spin-orbit splitting. As shown in 
Figure 6, the simulations give vibrational progressions in the calculated NIPE spectra that agree 
well with the vibrational progressions in the experimental spectra. 
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Figure 6. The vibrational peaks in the (U)CCSD(T)/aug-cc-pVTZ simulated NIPE stick spectra 
(green for AsCO–, orange for PCO–, and blue for PCS–), separated by the corresponding spin-
orbit splitting. Convoluted spectra were obtained by using Gaussian line shapes with 25 meV 
(AsCO– and PCS–) and 18 meV (PCO–) full widths at half maxima for each stick. The 
convoluted spectra (grey) are superimposed onto the experimental 355 nm NIPE spectrum (red).     
 
Conclusions 
We have carried out an experimental and computational study of the NIPE spectra of the 
heavy pseudohalides AsCO–, PCO–, and PCS– – three new members of the pnictogen family of 
triatomic anions. In order to simulate the spectra, we have computed the geometries, electronic 
structures, and vibrational frequencies of these anions and of the corresponding neutral radicals.  
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The measurement of well-resolved NIPE spectra and the unambiguous assignments of the 
peaks in the spectra with the aid of electronic structure calculations, allow the EA, spin-orbit 
splitting, and vibrational frequencies of each ECX• radical to be accurately determined. The 
measured EAs increase in the order:  AsCO• (2.414 eV) < PCO• (2.670 eV) < PCS• (2.850 eV); 
but all of these EAs are appreciably smaller than the EAs of NCO• (3.609 eV) and NCS• (3.537). 
This finding suggests that the ECX– anions studied in this work might act as softer ligands than 
both NCO– and NCS–.  
In addition, the calculations find greater electron density on the As and P atoms than on 
the O atoms in the HOMOs of AsCO– and PCO– (and in the SOMOs of AsCO• and PCO•), but 
nearly equal densities on the P and S atoms in HOMO of PCS– (and in the SOMO of PCS•). This 
finding helps to rationalize why the EA of PCS– is, unexpectedly, both calculated and found to be 
greater than that of PCO–.   
The experimental and computational results that emerge from the research described in 
this paper should lead to a better understanding of the electronic structures, coordination 
chemistries, and reactivity patterns of the newly-available ECX– anions (E = P and As, X = O 
and S). 
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