Abstract: Quality of Service (QoS) is really important in case of Voice over IP (VoIP) 
Introduction
Voice over IP is maybe the most popular way of telecommunication for long distance. We can use many services from various providers. Dial someone through VoIP from home or from the office is an everyday practice. However, the need for continuous connection yells for the possibility of VoIP in mobile broadband as well. The QoS needs are granted in some mobile data networks, but the parameters do not always reach the necessary level in some others. In case of VoIP, delay and jitter are always crucial. Using radio access networks, the delay values are usually much higher than in wired networks. In our previous studies [1] [2] we found that VoIP payload size (frame size) affects delay values in HSDPA (High Speed Downlink Packet Access) and HSPA+ (Evolved High Speed Packet Access) mobile data networks. We found that the influence of frame size on oneway upload delay values is different provider by provider, it is based on the parameters of the used network. However by selecting the most prosperous frame size, the packet delay values can be significantly reduced in the mentioned networks. Besides HSDPA, HSPA+ and LTE (which we will also examine in the near future) networks, IEEE 802.16e and the compatible WiBro (Wireless Broadband) are also popular in some markets. Because the physical layer and network structure of WiBro are different from HSDPA and HSPA+, we were interested in the usability of WiBro considering VoIP, and the packet delay characteristic of WiBro in case of using different frame sizes and codecs in the VoIP flow.
Background

Topology
To examine the frame size sensitive packet delay behaviour of WiBro, the same topology (we used in our earlier researches) has been used. To accomplish our measurement scenarios, a mobile node, a fixed node, and an Asterisk server were used. The mobile node was connected to the WiBro service through the Modacom hybrid (WiBro and LTE) KWD-H1000 (also known as Strong egg Prime) device, and was used in WiBro mode only. The nodes run openSUSE 13.1 (kernel version: 3.11.10-21-desktop) operating system. As a PBX, Asterisk 12.7.0-1.1 was used, the endpoints were Twinkle 1.4.2 clients. The measurement topology is presented in Fig. 1 . We assumed similar magnitude of delay values using WiBro, like we previously recorded in HSPA and HSPA+ networks. These values were usually in the magnitude of tens of milliseconds. For this reason we used the same periodical synchronization method between the mobile node and the fixed client we did earlier in [1] and [2] . Synchronization in every minute with NTP, via dedicated network interfaces and direct wired connection was suitable. The link used for synchronization is shown in Fig. 1 with dashed line, because it is only necessary for background operation, and not used to transmit VoIP traffic. According to our log records, the selected synchronization method kept the time difference between the endpoints at 0.255 ms in average, but always under 1 ms.
We measured the delay values between the mobile VoIP client and the Asterisk server in the same way we did in [1] and [2] . We recorded the total delay values in up-and download directions separately, summarizing air interface delay, backhaul delay, core network delay, and Internet delay. Because of the lack of the support of the mobile broadband provider, it was impossible to separate the first three values, and it must be clear, that we cannot even determine the exact Internet delay between the provider's core network and the Asterisk server. However, this is not necessary, because our goal remains to examine the influence of different types of VoIP traffic on delay values in mobile data networks, and not to measure exact delay values in the Radio Access Network (RAN). To minimize the effect of Internet delay, this time the Asterisk server was also wired into the high speed network of Kyungpook National University (KNU).
External factors
Besides the impossibility of separation of delay values without the provider's support in commercial networks, the effect of external factors (like network load, interference, weather conditions) may also have influence on the overall system performance, therefore to delay values as well. Because we cannot gather this kind of parameters from a productive commercial network, we tried to minimize their effect with making our test calls in various times. We initiated our VoIP calls on different days (weekdays, weekends) and in different parts of the day (at early dawn, evening, working hours). We used the same methodology in our previous works, and we found that these external factors, without extreme circumstances, have no significant effect on the delay values in the used VoIP flows. [1] [2]
Codecs
In accordance with our previous works, this time also the ITU G.711 and the ITU G.726 codes were used to study the delay behaviour of VoIP traffic in case of different codecs and frame sizes using WiBro. In case of G.711 the μ-law encoding was selected, and hereinafter referred to as G.711. In case of the Adaptive Differential Pulse Code Modulation (ADPCM) codec the 32 kbit/s transmission rate was used, which hereinafter referred to as G.726. Both codecs were used with the payload size of 10, 20, 30, 40 and 50 ms.
Delay components
The one-way transmission time (usually called as End-to-End delay or in case of speech Mouth-to-Ear (M2E) delay) is an important factor in VoIP communication, because if the M2E delay is too high, users (talkers and listeners) drop out of synchronization, and they start to speak at the same time. The maximum acceptable value is not unanimously defined, but mostly (for everyday use) it is admitted between 150 and 250 ms. In Recommendation G.114, ITU defines three categories. Less than 150 ms delay is mostly acceptable, and values between 150 and 400 ms are usually acceptable with limitations only. One-way transmission times over 400 ms are unacceptable according to the Recommendation. However, it is important to know, mobile broadband is in strictu sensu not covered by G.114. Appendix II (Guidance on one-way delay for voice over IP) states "delays in the mid-200 ms range may not be a serious problem for long inter-regional calls, where users expect calls to be somewhat different from regional calls". [4] This is similar to VoIP use in mobile broadband.
M2E delay has numerous elements, where network related delay is only one component. Packetization delay and the de-jitter buffer delay are also considerable parts of M2E delay, and there are some other delay components with smaller values (like codec delay) as well. The exact value of these components depends on the packet size, the necessary jitter buffer size, the codec, and many other parameters. In case of VoIP in mobile data networks, where users are aware of the network limitations, 250 ms is usually accepted as the maximum value of one-way transmission time. To stay under this limit, network delay usually must be lower than 100-150 ms, considering the other delay parameters. For this reason we defined two categories (<100 ms and between 100 and 150 ms) with acceptable packet delays in the upload direction, where the recorded values aggregate all the delay components between the network interface of the user equipment and the Asterisk server. Our topology supposes only one WiBro (mobile broadband) segment between the close end and the Asterisk server. The other endpoint was connected to our PBX through LAN, where the network delay is negligible compared to the overall M2E delay. If we suppose any mobile data network also on the far end side of the Asterisk server, we have to count with some extra delay in the download direction.
Results
Result sets
We collected the delay results into result sets on the same way we did earlier in our HSDPA and HSPA+ analysis in [1] and [2] . This means that the average result values of three calls were collected into a result set (RS). With using each codecs, we totally assembled six result sets. Each result set contains the outcome of 3-3 calls with each payload sizes (10, 20, 30, 40, and 50 ms), altogether 15 calls. The first call in a result set was always performed with 10 ms frames, the second one with 20 ms frames, etc. After the fifth and tenth calls we started the cycle again with 10 ms. In Fig. 2 and 3 , each line of the diagrams represents a result set with 15 calls, and each data point shows the average packet delay values of 3 VoIP calls. Conform to our previous results, the calls were 132 seconds long, which means nominally 13200, 6600, 4400, 3300 and 2640 packets in each direction in case of 10, 20, 30, 40 and 50 ms payload size.
Upload packet delay
In our former studies we found that the payload size always affects the one way upload delay values in the examined Hungarian and South Korean HSDPA networks, as well as in the tested HSPA+ network. Using these services with different codecs we usually found dissimilar delay characteristic within the same network. Surpris-ingly the tested WiBro network did not behave similar way. As you see in Fig. 2 and 3 , the delay characteristics are very similar using the G.711 and the G.726 codec. In both cases we met the lowest delays using 10 ms long frames, but the packets carrying 20 ms long samples were only a few milliseconds slower. We met the biggest gap in delay values between 20 and 30 ms long payload, where latters needed ~18% more time to reach the Asterisk server. With 40 and 50 ms long frames the delay did not change significantly, these payload sizes resulted in delay values similar to the 30 ms long frames. It is clear that the average values are low enough to reach the QoS needs of a VoIP call considering delay, but jitter could also be critical. To have a more comprehensive picture, we calculated the standard deviation of the packets with each payload sizes. In line with our expectations we got the lowest values with 10 ms frames, both G.711 and G.726 traffic resulted in ~13 ms standard deviation. Moreover, there was no significant difference between flows with different codecs in case of 20 ms long payload, we calculated 24.55 ms (G.711) and 25.08 ms (G.726). With 30 and 40 ms frames the G.726 performed better (29.11 ms and 20.57 ms) than the G.711 (34.07 ms and 27.03 ms), and using 50 ms long frames the G.711 resulted in slightly smaller standard deviation values (26.45 ms and 28.28 ms). To have a better picture about the delay time of the individual packet delays, we included every packet into delay groups. (Table I) The acceptable delays have been divided into two subcategories (acceptable and mostly acceptable), based on subsection 2.4. Packets with delay between 150 and 250 ms are acceptable if all the other delay parameters are appropriate and the user knows and accepts the limitation of the channel. Network delay over 250 ms is not acceptable, and packets with more than 500 ms network delay were put to the last group, together with factually lost packets. The distribution is shown in Fig. 4 and 5. As we can see, the packet delay distribution depends also on the payload size. In the used network the groups showed the same characteristic with both codecs, similarly to the average delay values. The network delay was less than 150 ms in more than 98%, and the smaller frames (10 and 20 ms) performed much better than the bigger ones in this specific case.
With only 1 ms wide categories, the delay distribution chart (Fig. 6) shows the full picture about how one way network delay values depend on codecs and frame sizes between 0 and 250 ms. In case of 10 and 20 ms long frames, with both codecs at least the 95% of the packets arrived in a 22 ms long timeslot, between 40 and 62 ms. The other flows show their biggest share between 40 and 90 ms in Fig. 6 , but this 50 ms wide slot was only enough for the 91-93% of the packets to reach the destination. It is also interesting in case of bigger frames (mostly with 30 and 40 ms payload size), that delay values are concentrating around distinct timeslots within the 50 ms long window. 
Download delay values
We found the average delay values of three calls (RS) in download direction in a very narrow, 2.3 ms wide window, between 16 and 18.3 ms with both codecs and all frame sizes. This means that the codec and the payload size have no significant influence on one way delay times in download direction. This is very similar to our earlier experiences in HSDPA and HSPA+ mobile data networks.
Conclusion
We found close connection in the examined WiBro network between the features of the VoIP flow and the one way delay times in upload direction, but no relation in download direction. Our work clearly verifies that the codec type and the VoIP payload size have significant effect on upload delay values in WiBro networks. Though Wireless Broadband (WiBro) is based on technologies partly different from High Speed Downlink Packet Access (HSDPA) and Evolved High Speed Packet Access (HSPA+) networks, earlier we experienced the same behaviour in these networks as well.
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