Abstract: A scattered-field formulation for finite-difference time-domain (FDTD) computation of stratified dispersive layers with a unified treatment of layers simply as any other scatterers is presented. We verified the resulting calculated local field values to the analytic solutions to assess the percentile error in the calculations. The near-field accuracy of less than 5% is achieved for an oblique incident angle at 45 .
Introduction
The optical response, which is technically referred to as "scattering of objects by an incident beam," is of a paramount importance, yet only a few analytical solutions of some simple geometries such as spheres and layers exist. Thus, many realistic optical problems can be only analyzed through numerical calculations. The correctness of numerical calculations were commonly verified through the comparison of the computed far-field response to the well-known analytical solutions given by the Mie theory. The sources of errors in the calculations can result from the discretization, interpolation, numerical dispersion, reflections from the computed domain boundaries and the transformation of the computed near-field to the far-field. Although the errors can be small and controlled, even the analytical Mie solution requires the numerical calculations of the spherical basis functions. We believe that the numerical codes verified using the comparison of the far-field response to that of the Mie calculations includes errors in the near-to-far-field transformation and the calculations of the spherical polynomials. With these two errors included in the calculation, we cannot be sure about the accuracy of the finite-difference time-domain (FDTD) computation. These two errors can be removed by stepping two-step backwards. First, the comparison needs to be done in the near-field level. Second, rather than using the Mie calculations, the transfer-matrix method for stratified layers can be used, which requires no numerical approximation. Definition of the stratified layers is given below.
Objects are typically resting in a homogenous medium. However, many engineered objects do not remain resting in mid-air or water. These objects are typically supported by layers such as thin-films in nanophotonics and grounds in microwave radar applications. The optical properties of the layers are only isotropic in the plane parallel to the films. In other words, the optical properties will be constant throughout the planes parallel to the films and this kind of layers are called stratified layers.
The reason why the comparisons were mostly done in the far-field is as follows. Scattering calculations were mostly used to analyze the absorption/reflectance of a specimen as a function of the scattering angles and input incident wave conditions. Local fields obtained from the calculations were transformed by the near-to-far-field transformation to understand the optical response at the target location which is typically much far away from the specimen. For this kind of usage, the requirement of the spatial resolution in the field calculations is not high. Because of this reason, most numerical calculations were verified with analytic far-field calculations and the local-field errors were not closely examined. However for nanophotonic applications such as plasmonic trapping where small particles are trapped nearby nanoholes and pulled towards the nanohole until mechanical contact is made, the exact spatial and temporal resolution of the field calculations are very crucial. In other words, the particle is often touching the substrate and if the field calculations are not co-aligned with the location of the solid boundary, the computed forces can be far from the true physics. In this study, we directly compare the computed field calculations point by point to the analytic solution to assess the errors of the calculation.
In conjunction to the space, one has to choose the domain where the electromagnetic equation is formulated, that can be either the time or frequency domain. There are two popular methods: the FDTD method and the Finite-Element method. The former method done in the time domain is appropriate for performing multiple spectral response in a single run and the latter method is mostly done in the frequency domain. In this paper, we will be only concerned with the FDTD method. Many materials have optical properties that are a function of frequency and because FDTD is formulated in the time domain, much efforts need to be put to transform the optical properties to the time domain.
Another important consideration that need to be made in the FDTD is how to inject the incident beams to the difference equations that are repeatedly executed for each time step. There are two popular methods to introduce the beam. The first is the "Total Field/Scattered Field" (TF/SF) where an imaginary closed loop is used to inject the incident beam into the total field and the incident beam is reversely subtracted from the scattered field. Each field is then time stepped in a manner without considering the incident beams. The second is the "Scattered Field," (SF) where the time derivative of the incident beam is injected throughout the space except those regions outside the scatterer.
TF/SF requires immediate injection of the incident field adjacent to the TF/SF boundary. So the requirement of incident field calculation is minimal. SF requires injection at the scattering region. Thus SF needs to have a complete knowledge of the incident beam that often needs to be cached in a memory buffer for speed purposes. TF/SF uses less computation steps as well as less memory than the SF. SF needs more memory that is often required to store the incident field values for at least one period of the incident beam. The benefit of SF method is that there is no need for the incident beam to propagate numerically, because all incident field values are known and thus no phase errors due to numerical dispersion will result. Because we wanted the best calculation accuracy, we have used SF in this paper.
Authors have either used an analytical solution [1] , or an auxiliary difference equation [2] to account for this incident beam that runs in parallel to the difference equations. When an object as well as the stratified layers are added in the medium, the calculated incident pattern was used to scatter the added object and layers. Olkkonen [3] used a different approach in defining the incident pattern. In stratified layers, the only optical material variation lies in the direction orthogonal to the layers. And when a beam is incident to the stratified layers, the resulting total field pattern will be also only dependent in the direction orthogonal to the layers. He regarded this "total field pattern" as the incident pattern. This is very different from conventional term for an incident beam and "considers the layers as part of a medium." This treatment has an important consequence because the layers become part of the "whole medium" that includes the layers as well as the open spaces above and below the layers. The incident beam that originates in the open space enters into multiple refractions and reflections at optical properties discontinuities, resulting in a complex incident pattern, even for a starting plane wave of a single frequency. When an object is introduced in this domain driven by this incident pattern, the resulting change in the field is regarded as the scattering field. Notice this approach produces awkward object modeling. For example, when a slit is modeled, the shape of the slit needs to be modeled with optical property of the surrounding medium. Thus the interpretation is a slit shaped object with the optical property negative to the embedded layer is placed in a space with an electromagnetic field obtained from calculating the total field of the stratified layers subject to the original incident field. The driving incident pattern was obtained using transmittance matrix approach that considers the complex sum of multiple reflections and refractions. The calculation of the incident field was performed once and used as a look up table in the calculation run.
Treating the stratified layers as scatterers is conceptually easier because the incident beam is identical to the natural "incident beam" that is injected to the scene. In addition, this approach has been used in most researches in the TF/SF methods [4] . Most researches in the scattering field calculation of stratified layers were done using TF/SF and to our best knowledge above mentioned work by Olkkonen is the only work that used the SF (pure-scattering) method. In this paper, we propose a new SF method for stratified layers that does not use the additional auxiliary calculations based on the transfer matrix method. Instead, the incident beam will be identical to the natural "incident beam." We used a dispersive gold layer to demonstrate the feasibility of the proposed method for dispersive materials. To avoid the problem of reflection from the terminating ends of the stratified layer, we used the Bloch periodic boundary condition.
Scattered Field Formulation
We introduce a new scattered field formulation that regards stratified layers and possibly additional scatterers all uniformly as scatterers. In other words all objects other than the medium are consistently considered as scatterers. Based on the linearity of Maxwell's equations we can divide the electric and magnetic fields into the incident and scattered fields
Assuming non-magnetic and non-conductive materials, the Maxwell's curl equations for the incident-field are
" medium ¼ electric permittivity of the medium medium ¼ magnetic permeability of the medium:
It is also assumed that medium is non-polarizable. Similarly the Maxwell's curl equations for the total-field are
The permittivity of the polarizable scatterer when the frequency of the incident field is at infinite frequency is " ¼ " 1 " 0 , where " 0 is the permittivity of the free space. For non-polarizable, " ¼ " r " 0 where " r is the relative permittivity. Combining (1)-(3), we can get
For practical materials, À medium % 0, and thus, we only need to consider regions where " À " medium is not "0." This fact can be leveraged and the cached incident fields need only be saved at the grid points that are near and inside the scatterers.
Dispersive Optical Property
There are many models for the polarization current, and we used the Drude and the Lorentz model. First, the Drude model is
and the Lorentz model is
J p is the result by combining the Drude and the Lorentz model
The parameters [5] of the combined Drude-Lorentz model are For each time step, the auxiliary difference form of (5) and (6) is used to update the polarization current and input to (4) through (7).
Bloch Periodic Boundary Condition
Numerical analysis necessitates the use of a finite problem space and much efforts are devoted for clean truncation of the space with specialized boundary conditions such as perfectly matched layers. These boundaries must be designed so that they do not reflect any incoming beams. There exist excellent absorbing layers for objects in an isotropic medium, but these only cover problems related to an isolated body suspended in a medium. Conventional absorbing layers that are designed for an isotropic medium cannot be used for stratified layers. One solution was proposed by Chen and Xu [4] by making the impedance of PML collinear to that of the stratified layer and at the same time making the PML to be decaying the scattering amplitude along the direction outwards from the PML. This is not a simple problem because when the dielectric constant has an imaginary number as it is true in the case of gold, the total amplitude will decay as the wave travels but the scattering amplitude will rise. If the scattering amplitude increases as it travels in the medium, we cannot expect the reflection to be negligible. We are currently investigating whether the Chen and Xu method can be applied in this situation. For this paper, we chose a simpler approach of truncating in the direction of the stratified layers by using a periodic boundary condition.
We have implemented the Bloch periodic boundary condition using the Sine-Cosine method by Harms et al. [6] . This boundary is used to terminate the stratified layers. The electric and magnetic field is computed using a complex number and after each time step of updating the electric and magnetic field, the field values immediately adjacent to the edges of the periodic direction are used to extrapolate the missing field values. Fig. 1 shows this extrapolation. The field value at the left edge is updated using the field value one spatial steps away from the right edge using the equation shown in Fig. 1 . L x is the distance between the two points and the wave number is k x ¼ ð2=Þ sin . is the incident angle, and is the wavelength of the incident beam in the medium. Note that k x does not change in the stratified layers.
In terms of the grid spacing, the minimum allowable period distance would be two and the maximum allowable would be two less than the total number of grids in the direction of the periodicity. We have checked the effect of period distance to the FDTD computation and found that the error to be less than 10 À6 for the spatial resolution of =500 in all period distances. We set L x to the maximum allowable value.
Convolution Perfect Matched Layers
For the direction orthogonal to the stratified layers, we have implemented the Convolution PML [7] . The complex stretching variable will be that proposed by Kuzuoglu and Mittra [8] . This is given as
The parameters have constraints such that i ! 1, i > 0 and i > 0. The choice of the parameters can be tricky. Physically speaking, i and i absorb evanescent waves, and i provides attenuation of propagating waves in the i axis. To avoid numerical reflections within the PML, the i and i need to be gradually increasing from the PML/medium interface towards the PML termination
i;max is the maximum in the i axis, and m is the polynomial order where 3 was used. d and t are the distance from the PML/medium interface and the thickness of the PML, respectively. For i , we have
i;max is the maximum i in the i axis and m is the polynomial order where 1 was used. In case of a PML of 10 cells, we get
where is the impedance of the medium. Ái is the grid size in the i axis. By choosing i;max , i;max = i;opt , i;max , m, and m the PML parameters are fully defined. Fig. 2 illustrates the spatial smoothing of i , i and i .
As mentioned above, choices of parameters i;max , i;max = i;opt , i;max , in the convolutional PML can be tricky. We have used the values of 2.0, 0.75, 0.05, and after experimenting with several range of values. We have not intended to optimize these values.
Error Metric
The correctness of the calculations can be verified through the comparison with analytic solutions. For stratified layers, the analytic solution using the transfer matrix [1] is well known. The analytic total field is simply the sum of the incident and the reflected wave, where the latter can be computed using the scattering matrix. The scattering matrix can be obtained by concatenating two interface matrices and one layer matrix for the example case of a single gold layer used in the results section. The scattering matrix formulation was borrowed from the work of Pettersson et al. [1] and the explicit form shown in the Appendix is simply a special case when there is a single layer. In principal there is no difference in the standard (scattering) transfer method and the explicit algebraic form that we have used. In other words, all errors were compared to the standard transfer matrix method. We have provided the analytic solution for a single layer in the Appendix for completeness and also because the paper [1] has some errors in the equations. Fig. 3 illustrates the electric field response on a 100 nm gold layer incident by 45 p-polarized beam. The surrounding medium is water and the gold layer extends from 0 towards 100 nm. Notice the discontinuity at the gold entrance (0 nm) and exit (100 nm) as shown in Fig. 3(b) .
Electromagnetic field can be represented using an amplitude, phase and frequency. For field enhancement and optical trapping, amplitude is most important. Thus, we define the error metric using the following equation:
Three probe points were selected on the incident surface. At these points, the electric field in the z-direction (beam propagation) is discontinuous as explained previously. The purpose of using this point is to see how well this discontinuous field value is computed.
Results
For simplicity, we choose a single layer of gold film (100 nm) immersed in water subject to an incident beam at an angle of 45 to verify our computation. The problem space is shown in Fig. 4 . The spectrum of the incident beam ranges from 500 nm to 1100 nm, and we have compared the numerical solution to the analytical solution calculated using the transfer matrix method given in the Appendix. The results using spatial resolution of the corresponding wavelength divided by 500 are illustrated in Fig. 5 .
We can see from Fig. 5(a) that the error reaches up to 5% at 1000 $ 1100 nm range for E x . Other than that, the error is bounded below 5%. We also note that the location of the probe points in the direction of the stratified layer does not give much difference above 650 nm. The problem is in E z where the error reaches up to 100%, as shown in Fig. 5(b) . When the electric field is in the y -direction (s-polarized), we obtained the resulting error plots shown in Fig. 5(c) . The error is well contained below 5% and the tendency is that the error increases with the increase of wavelength. This is contrary to the intuition that low frequency wavelength would result in better result because the fluctuation of the field is less.
We revisit the plot of E z and this time rather than obtaining the E z value at the probe location, we sought the maximum field value by searching in the z direction. This search is justifiable because for gold, the intensity is maximum at the gold/medium interface. The resulting error values by adjusting the probe location in the z direction is shown in Fig. 6(a) . Notice the error now is well contained below 2.5%. Fig. 6(b) illustrates the amount of offset distance we moved from the probe location to find the maximum. This value increases as the wavelength increases. This is due to the fact that the spatial resolution of the simulation was set by dividing the incident wavelength by the system selected divisor which was 500. Thus, the spatial resolution at 500 nm is 1 nm. However, it is 2 nm at 1000 nm.
In summary, the error was less than 5%. The computational cost using the FDTD was typically about 20 minutes for a single run on a PC equipped with two Intel Xeon processers running at , incident on a 100 nm gold layer immersed in water. Electric field error of (c) E y in s-polarized beam incident on a 100 nm gold layer immersed in water. The wavelength shown is measured in vacuum. Notice in the case of (b) and (c), there are no variations in the calculated field values in the x axis (in the direction of the layer) as sampled at the left, center, and right probe locations. , incident on a 100 nm gold layer immersed in water. The wavelength shown is measured in vacuum.
Conclusion
In this paper, we have shown a scattered field based on FDTD formulation of dispersive stratified layers. The formulation is simple and a unified approach is given towards the stratified layers. In other words, stratified layers are just regarded as any another scatterers. There is no special treatment of the stratified layers from other scattering objects. The result is that no auxiliary routine based on the transfer matrix is required to run in parallel to the electromagnetic field update. The purpose of our work is not to compute the electromagnetic response of stratified layers. Numerical methods such as FDTD have no match in terms of speed and accuracy for computing the scattering on stratified layers, no matter how many layers are there. The real strength is in the ability to compute the electromagnetic response when the problem geometry is not simple such as holes or scattering objects are embedded in the stratified layers. Our formulation treats all objects, regardless if they are holes, scatterers, or stratified layers, as "scatterers." Thus, the representation is versatile enough to encompass all compositions in terms of shapes and materials.
We have also compared the resulting calculations in the near-field where most previous researches have done so in the far-field. The correct computation, in terms of spatial as well as temporal in the near-field is crucial for emerging nanophotonic applications such as plasmonic trapping where the field discontinuity in the optical material discontinuity needs to be precisely known spatially. We have shown the discontinuous nature of the electric field value at the interface between the medium and the layer and provided a way to control this error through searching in the direction orthogonal to the interface.
With the new scattered field FDTD formulation and the controlled error in the medium and object interface, we believe accurate modeling of electromagnetic physics in the near-field of the interfaces will be possible. Applications that will immediately benefit from this contribution includes plasmonics and optical trapping.
Appendix Analytical Solutions of a Thin Film Immersed in a Medium
Given the indices of refraction of three layers 0, 1, and 2 as n 0 , n 1 , and n 2 , with thickness of the middle layer 1 as d1, the electromagnetic field response from a planar wave of certain polarization, incident at an angle 0 , can be determined as follows.
First, we define three values: q 0 ; q 1 ; q 2 q 0 ¼ n 0 cos 0 ; q 1 ¼ To get the x and z components, we need cosine and sine values of the refraction angles 1 and 2 in medium 1 and 2. First, Snell's law gives n 0 sin 0 ¼ n 1 sin 1 ; n 1 sin 1 ¼ n 2 sin 2 :
(A.4)
