Abstract. Beginning with Devaney, several authors have studied transcendental entire functions for which every point in the escaping set can be connected to infinity by a curve in the escaping set. Such curves are often called Devaney hairs. We show that, in many cases, every point in such a curve, apart from possibly a finite endpoint of the curve, belongs to the fast escaping set. We also give an example of a Devaney hair which lies in a logarithmic tract of a transcendental entire function and contains no fast escaping points.
Introduction
Let f : C → C be a transcendental entire function and denote by f n , n ∈ N , the nth iterate of f . The Fatou set F (f ) is defined to be the set of points z ∈ C such that (f n ) n∈N forms a normal family in some neighborhood of z. The complement of F (f ) is called the Julia set J(f ) of f . An introduction to the properties of these sets can be found in [3] . This paper concerns the escaping set of f , defined as follows:
For a general transcendental entire function f , this set was first studied by Eremenko [9] who proved that I(f ) ∩ J(f ) = ∅, J(f ) = ∂I(f ) and also that all components of I(f ) are unbounded. Eremenko then asked whether it is also true that all components of I(f ) are unbounded. Further, he asked whether a stronger statement is true, namely whether every point in I(f ) can be joined to infinity by a curve in I(f ). This second question is related to a question of Fatou [11] as to whether there are infinitely many curves to infinity in I(f ) ∩ J(f ). One family for which the answer to all of these questions is 'yes' is the family of functions defined by f (z) = λe z , for 0 < λ < 1/e. For such functions, it was shown by Devaney and Tangerman [8] that F (f ) is a completely invariant immediate attracting basin and J(f ) is a so called 'Cantor bouquet' consisting of uncountably many disjoint simple curves, each with one finite endpoint and the other endpoint at ∞. The set I(f ) consists of the open curves (without endpoints) together with some of their finite endpoints; see [13] and [15] . These open curves are known to be contained in the set of points that 'zip to infinity' [20] defined by Z(f ) = {z ∈ I(f ) : 1 n ln ln |f n (z)| → ∞ as n → ∞}.
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It was shown by Rempe [15, Theorem 1.4] that there are endpoints of such curves that escape to infinity at each possible rate. These curves are often referred to as 'Devaney hairs'.
In this paper, we define a Devaney hair of a transcendental meromorphic function f to be a simple curve γ : [0, ∞) → J(f ) such that γ((0, ∞)) ⊂ I(f ) and (a) for each t > 0, f n → ∞ as n → ∞ uniformly on γ([t, ∞)); (b) for each n ∈ N, f n (γ) is a simple curve connecting f n (γ(0)) to ∞.
Note that there are several alternative definitions of a Devaney hair that have been used by other authors. Our definition is closely related to the definition of a ray tail given in [19] -a ray tail is a Devaney hair for which γ(0) ∈ I(f ) and f n → ∞ as n → ∞ uniformly on γ([0, ∞)).
The exponential functions belong to the Eremenko-Lyubich class, defined as B = {f : f is a transcendental entire function and sing(f −1 ) is bounded}, where the set sing(f −1 ) consists of the critical values and the finite asymptotic values of f . It was shown by Eremenko and Lyubich [10] that I(f ) ⊂ J(f ) for every function f in the class B. Several authors have studied functions in the class B and it is now known that, for many functions in this class, the escaping set has properties similar to those described above for the exponential family. The most general result known of this type is the following, proved in [19] . Theorem 1.1. Let f be a finite composition of functions of finite order in the class B and let z 0 ∈ I(f ). Then z 0 can be connected to ∞ by a simple curve γ ⊂ I(f ) such that f n → ∞ uniformly on γ.
Remarks. 1. In Section 2 we outline the proof of Theorem 1.1; from the proof it is clear that the curve γ is unique and that, for some k ∈ N, the curve f k (γ) is a Devaney hair in the sense defined above. Clearly, for any function satisfying the hypotheses of Theorem 1.1, the answers to both of Eremenko's questions and to Fatou's question is yes. It is shown, however, in [19] that there exists a function in the class B for which all the pathconnected components of I(f ) are points and so, for this function, the answer to the stronger form of Eremenko's question is no. However, the answer to the weaker form of Eremenko's question for this function is yes by a result of Rempe [16] who showed that all the components of I(f ) are unbounded whenever
Barański [1] also studied functions of finite order in the class B but with the extra condition that sing(f −1 ) is contained in a compact subset of the immediate basin of an attracting fixed point of f . With this extra condition he was able to prove the stronger result that J(f ) consists of a family of disjoint curves with similar properties to the exponential functions studied by Devaney.
Here we show that points on the curves obtained in Theorem 1.1, with the possible exception of the endpoints, escape to infinity 'as fast as possible'. More precisely we show that these points belong to the fast escaping set defined by
Here,
and R is any value with R > min z∈J(f ) |z|. Note that A(f ) is independent of the value of R.
The set A(f ) was introduced by Bergweiler and Hinkkanen in [5] and has many strong properties -for example, it was shown in [18] that all the components of A(f ) are unbounded. Note that A(f ) is a subset of the set Z(f ) defined earlier; see [5] .
The main result of this paper is the following; for completeness, we include the conclusions of Theorem 1.1 in this result. Theorem 1.2. Let f be a finite composition of functions of finite order in the class B and let z 0 ∈ I(f ). Then z 0 can be connected to ∞ by a simple curve γ ⊂ I(f ) such that
Theorem 1.2 states that all points on the curves in Theorem 1.1, except possibly endpoints, are fast escaping. We can also use Theorem 1.2 to show that, for certain functions outside the class B, the escaping set meets the Julia set in curves all points of which, except possibly endpoints, are fast escaping.
where π(z) = e az , a = 0, and g is a transcendental entire function which is a self map of C * = C \ {0}. If g is a finite composition of functions of finite order in the class B, g has an attracting fixed point at 0, and sing(g −1 ) is contained in a compact subset of the immediate basin of attraction of g containing 0, then (a) J(f ) consists of a family of disjoint curves tending to ∞, each homeomorphic to [0, ∞); (b) I(f )∩J(f ) consists of the disjoint curves comprising J(f ), omitting some of their endpoints; each of these curves, except possibly its endpoint, is contained in A(f ).
Remarks. 1. Any transcendental entire function which is a self-map of C * is of the form g(z) = z m exp h(z), where m ∈ N and h is non-constant entire. Thus the functions covered by Theorem 1.3 are all of the form f (z) = mz + h(e az ), where m ∈ N, a = 0 and h is non-constant entire.
2. Since sing(g −1 ) is contained in a compact subset of the immediate basin of attraction of g containing 0, this immediate basin of attraction is the only Fatou component of g; see [2, page 396] . Therefore, the Fatou set of f is a completely invariant Baker domain that contains sing(f −1 ).
The plan of the paper is as follows. In Section 2 we describe the background to Theorem 1.2 and include a summary of the main steps in the proof of Theorem 1.1 since these ideas are used in our proofs. In Section 3 we give the proof of Theorem 1.2. In Section 4 we prove Theorem 1.3 and show that it applies to various families of functions, including the function f (z) = z + 1 + e −z studied by Fatou in [11] . In Section 5 we show that the conclusions of Theorem 1.2 also hold for many functions of infinite order in the class B, and in Section 6 we give an example of a Devaney hair which lies in a logarithmic tract of a transcendental entire function of infinite order and contains no fast escaping points.
Background
Theorem 1.1 was proved in [19] by using logarithmic transforms of functions in the class B. Here we introduce the techniques involved in that proof.
Let f be a function in the class B, let D denote a bounded Jordan domain such that sing(f
It is known that each component V of {z : f (z) ∈ W } is a logarithmic tract; that is, V is simply connected and f : V → W is a universal covering. The main tool used by Eremenko and Lyubich in [10] to study such functions was a logarithmic change of variable. Let H = exp −1 (W ). The map exp : H → W is also a universal covering and so there exists a biholomorphic map G :
Since we can define F on exp
Following the notation used in [19] we denote the domain of F by T and refer to the components of T as the tracts of F . As stated in [19] , the function F : T → H has the following properties. The class of functions F : T → H, for which F , T and H have these properties, is denoted by B log .
Remarks. 1. Functions in the class B log are sometimes assumed to be periodic -see, for example, [17] . In this paper (and also in [19] ) this assumption is not made.
2. Functions in the class B log do not have to be logarithmic transforms of functions in the class B. For example, suppose that f is any meromorphic function with a logarithmic tract V . Then a function F ∈ B log with domain exp −1 (V ) can be defined as above. As before, the function F is said to be a logarithmic transform of f . The iteration of meromorphic functions with a logarithmic tract is discussed in [6] . In later sections, we include remarks to indicate how our results can be generalised to meromorphic functions with a logarithmic tract V . These generalisations concern the sets
, for all n ∈ N}, where R is sufficiently large and M V (r, f ) = max z∈V,|z|=R |f (z)|. (We use the notation A ′ (f, V ) in order to maintain consistency with [6] where A(f, V ) is used to denote the union of the set A ′ (f, V ) together with all its pre-images.)
The following key property of functions in the class B log was proved first by Eremenko and Lyubich [10] for logarithmic transforms of functions in the class B. It enabled them to prove that if f is in the class B then I(f ) ⊂ J(f ).
Lemma 2.1. Let F : T → H be a function in the class B log with H ⊃ {w : Re w > R}. Then, for each w ∈ T with Re F (w) > R,
It follows from Lemma 2.1 that if F : T → H is in B log then there exists
We say that a function F : T → H in the class B log is normalised if H is the right half-plane H = {w : Re w > 0} and (2.1) holds for all w ∈ T . We denote the class of all such functions by B n log . Note that we can pass from any function F ∈ B log to a normalised one by restricting F to T ′ = F −1 ({w : Re w > R 0 }), where R 0 is as above, and applying the change of variable ζ = w − R 0 . For this reason, it is usually no loss of generality to assume that F ∈ B n log . For any function F ∈ B log , we define the escaping set of F to be I(F ) = {w ∈ T : F n (w) ∈ T , for all n ∈ N, and Re
This is a subset of the Julia set of F defined by
We define the fast escaping set of F by
where M(r, F ) = max
Re w=r
Re F (w), and R is any value so large that M(r, F ) > r for r ≥ R. Note that M(r, F ) is an increasing function of r by the maximum principle so, with this definition, A(F ) is independent of R. Now suppose that f ∈ B and that F : exp
; this follows from (2.1) using the same argument as that used by Eremenko and Lyubich in [10] 
Similar statements are true if f is a transcendental meromorphic function with a logarithmic tract V , and F ∈ B log (respectively B n log ) with domain exp −1 (V ) is a logarithmic transform of f .
If w ∈ J(F ) then, for each n ≥ 0, F n (w) ∈ T n for some tract T n . We say that s = T 0 T 1 T 2 . . . is the (external) address (or itinerary) of w. The shift operator σ acts on an external address as follows: if s = T 0 T 1 T 2 . . ., then σ(s) = T 1 T 2 . . .. Note that if a point w has address s then F k (w) has address σ k (s). We denote the set of escaping points of F with the same address by I s (F ) = {w ∈ I(F ) : w has address s}.
Similarly, we define J s (F ) = {w : F n (w) ∈ T , for all n ≥ 0, and w has address s}.
We now outline the key steps in the proof of Theorem 1.1, given in [19] . A key concept in the proof of Theorem 1.1 is the idea of a linear head-start condition.
Definition 2.1. Let F ∈ B log . Then F satisfies a linear head-start condition with constants K > 1 and M > 0 if,
(2) for each address s and each pair of distinct points w, ζ ∈ J s (F ), there exists N ∈ N such that either
Remark. We use t + to denote max{t, 0}.
When F ∈ B log satisfies this linear head-start condition, we can define a simple ordering on points in J s (F ) -we say that
By using topological arguments, it is shown in [19] that all the components of J s (F ) are curves for which the topological ordering agrees with the ordering given by the linear head-start condition. The following result is proved in [19, 
proof of Theorem 4.2].
Lemma 2.2. Let F ∈ B log and suppose that F satisfies a linear head-start con-
In [19, Proposition 5.4] it is shown that a function F ∈ B n log satisfies a linear head-start condition, for some K > 1 and M > 0, whenever all the tracts of F have uniformly bounded slope and uniformly bounded wiggling. These concepts are defined as follows.
Definition 2.2. Let F ∈ B log . A tract T of F has bounded slope with constants α, β > 0 if
If all the tracts of F have bounded slope for these constants, then we say that the tracts have uniformly bounded slope and F ∈ B log (α, β). If F is normalised then we say that F ∈ B n log (α, β). Definition 2.3. Let F ∈ B log . A tract T of F has bounded wiggling with constants K ′ > 1 and µ > 0 if, for each point w 0 ∈ T , every point w on the hyperbolic geodesic of T that connects w 0 to ∞ satisfies
If all the tracts of F have bounded wiggling for these constants, then we say that the tracts have uniformly bounded wiggling.
It is shown in [19, Theorem 5.6 ] that if F is a function of finite order in the class B n log then the tracts of F have uniformly bounded slope and uniformly bounded wiggling, and so F satisfies a linear head-start condition. It is further shown in [19, Lemma 5.7] that any finite composition of functions in B n log whose tracts have uniformly bounded slope and uniformly bounded wiggling also satisfies a linear head-start condition.
A function F ∈ B log is said to have finite order if
So, if f ∈ B has finite order and F is a logarithmic transform of f , then F also has finite order. Thus, for each function f satisfying the hypotheses of Theorem 1.1, there is a logarithmic transform F of f satisfying a linear head-start condition. Now suppose that f is any function in the class B such that a logarithmic transform F of f satisfies a linear head-start condition. Recall that if z 0 ∈ I(f ) then there exists N ∈ N such that f N (z 0 ) ∈ exp I(F ). So, by Lemma 2.2, there exists k ∈ N such that f N +k (z 0 ) is connected to ∞ by a curve exp Γ in I(f ) on which f n (z) → ∞ uniformly. Thus z 0 is connected to ∞ by a curve γ in I(f ) on which f n (z) → ∞ uniformly. This proves Theorem 1.1. Further, it shows that the conclusions of Theorem 1.1 hold whenever f is a function in the class B for which a logarithmic transform of f satisfies a linear head-start condition.
We end this section with two results about the class B n log that will be useful in the proof of Theorem 1.2. Note that both of these results use the fact that, for a function F ∈ B n log , if w belongs to a tract of F , then Re F (w) > 0. They also both include a condition to the effect that there exist α, β > 0 such that, if T is a tract of F and w, ζ ∈ T then
Note that this condition is automatically satisfied if F (w) and F (ζ) both lie in a tract with bounded slope with constants α, β > 0.
The first result is part of [19, Lemma 5.2] .
Lemma 2.3. Let F ∈ B n log and let α, β > 0. Let T be a tract of F and suppose that w, ζ ∈ T satisfy
(a) There exists δ = δ(α, β) so large that, if |w − ζ| ≥ δ, then
have the same address and |w − ζ| ≥ ∆, then, for all n ∈ N,
The next result follows from [19, Proposition 5.4 , proof that (b) implies (c)].
Lemma 2.4. Let F ∈ B n log , let T be a tract of F with bounded wiggling, with constants K ′ > 1 and µ > 0, let K > 1, let α, β > 0 and let δ(α, β) be the constant given in Lemma 2.3. There exists a constant M > δ(α, β) depending only on the constants K ′ , µ, α, β, K such that, if w, ζ ∈ T with
Re w > K(Re ζ)
Proof of Theorem 1.2
We deduce Theorem 1.2 from a result concerning functions in the class B n log . Here we define a Devaney hair of a function F ∈ B log to be a simple curve
Parts (a) and (b) of the following theorem follow from the results in [19] that we described in Section 2; we include them here for completeness. 
We begin by proving the following lemma.
Lemma 3.2. Let F ∈ B n log , let K > 1 and let α, β > 0. Let T be a tract of F with bounded wiggling, with constants K ′ > 1 and µ > 0, and let M > 0 be the constant given by Lemma 2.4. There exists a constant ε > 0, depending only on K, such that, if w, ζ ∈ T ,
Proof. By (3.1), we have
By Lemma 2.4, we have Re F (w) > Re F (ζ). So, since M > δ(α, β) and, by (3.1), |w − ζ| > M, it follows from Lemma 2.3(a) and (3.3) that
The result now follows on taking ε = 1 16π
The next result follows from Lemma 3.2. 
where ω(t) = exp(εt).
Proof. Let w 
) to ∞ within a single tract of F , on which Re F n (w) → ∞ uniformly. We assume k to be so large that
Re w = 0, 1 ≤ i ≤ p}. It follows that, for each n ≥ k and 1 ≤ i ≤ p, the curve (3.5)
lies entirely in a single tract of the function F i+1 . (Here, we take F p+1 = F 1 .) We now let w 0 = F k (w ′ 0 ) and let w 1 ∈ Γ \ {w 0 } so that w 1 ≻ w 0 . Thus w 0 , w 1 ∈ I(F ). By hypothesis, there exist α, β > 0, K ′ > 1 and µ > 0 such that the tracts of F i , 1 ≤ i ≤ p, have bounded slope, with constants α, β, and bounded wiggling, with constants K ′ , µ. Further, the tracts of F have bounded slope with constants α, β.
Since w 1 ≻ w 0 with respect to a linear head-start condition for F , there exist
Now let M be the constant given by Lemma 2.4 and ∆ be the constant given by Lemma 2.3(b). It follows from (3.6) and the fact that w 0 ∈ I(F ) that there exists N 0 ≥ N + 1 such that Re F N 0 −1 (w 1 ) ≥ Re F N 0 −1 (w 0 ) and also
Re
Further
Then, since F i ∈ B n log (α, β), for 1 ≤ i ≤ p, it follows from (3.5) that we can start from (3.7) and apply Lemma 2.4 repeatedly to deduce that (3.9) Re
for n ∈ N, m ≥ N 0 and 1 ≤ i ≤ p. Finally, we apply Lemma 3.2 repeatedly with
for n ∈ N and 1 ≤ i ≤ p. In view of (3.8), this shows that there exists ε > 0 such that, if n ∈ N and m ≥ N 0 , then
We now show how Theorem 3.1 follows from Corollary 3.3.
Proof of Theorem 3.1. Let F be a finite composition of functions F i , 1 ≤ i ≤ p, of finite order in the class B n log . Then, as noted in Section 2, the tracts of F i have uniformly bounded slope and uniformly bounded wiggling, and so we can apply Corollary 3.3. Now let w 1 ∈ Γ \ {w 0 }, where Γ and w 0 are as described in Corollary 3.3. In order to prove Theorem 3.1, it is sufficient to show that w 1 ∈ A(F ).
We begin by noting that, since each function F i , 1 ≤ i ≤ p, has finite order, there exist δ > 0 and r 0 > 0, such that r < M(r, F i ) ≤ exp(δr), for r ≥ r 0 , 1 ≤ i ≤ p.
So, for n ∈ N,
where Ω(r) = exp(δr).
The next lemma compares the iterative behaviours of the functions ω and Ω.
Lemma 3.4. Let ω(r) = exp(εr) and Ω(r) = exp(δr), where δ > ε > 0. Then, for each r > 0, there exists R > 0 such that
Proof. Put s = 2δ/ε and take R ≥ max{sr, 2 ε ln s} so large that ω(t) ≥ t, for t ≥ R. Then, since s > 1, it is sufficient to show that
The inequality (3.11) follows by induction: it clearly holds for n = 1 and if it holds for n = k, then
Thus w 1 ∈ A(F ), as required.
Proof of Theorem 1.2. Theorem 1.2 follows from Theorem 3.1 since the logarithmic transform of a function of finite order in the class B is a function of finite order in the class B log . Further, if z 0 ∈ I(f ), and F is a logarithmic transform of f , then there exists N ∈ N such that f N (z 0 ) = exp(w ′ 0 ), for some w ′ 0 ∈ I(F ). Thus z 0 can be connected to ∞ by a simple curve γ ⊂ I(f ) which is a pullback under f N +k of exp Γ, where Γ is as in Theorem 3.1. The result now follows from the fact that exp A(F ) ⊂ A(f ) and from the complete invariance of A(f ).
Remark. Similarly, Theorem 3.1 can be used to show that, if f is an entire function of finite order with a logarithmic tract V and z 0 ∈ I(f, V ), then z 0 can be connected to ∞ by a curve γ ⊂ I(f, V ) such that γ \ {z 0 } ⊂ A(f ).
Proof of Theorem 1.3 and examples
We begin this section by proving Theorem 1.3. 
so all points, except possibly the endpoints, of the corresponding curves γ n , n ∈ Z, lie in A(f ) and hence lie in I(f ) ∩ J(f ). Since some of the endpoints of these components of J(f ) do not lie in I(f ), because J(f ) must include the repelling periodic cycles of f , the proof of part (b) is complete. by taking π(z) = e −z and g(w) = e −λ we −w . Then g is a transcendental entire function of order 1 which is a self map of C * and it has an attracting fixed point at 0. In this case sing(g −1 ) consists of the asymptotic value 0 and the critical value e −1−λ . To see that this critical value must lie in the immediate basin of 0, we observe that if it does not, then the branch of g −1 which maps 0 to 0 can be analytically continued to the whole of the basin, as in [7, proof of Theorem 2.2], which is impossible. Theorem 1.3 can also be applied to some functions of the form
by taking π(z) = e −z and g(w) = e −λ w m e −w . Then g is a transcendental entire function of order 1 which is a self map of C * and it has a super-attracting fixed point at 0. In this case sing(g 
Fast escaping curves for functions of infinite order
Let f be a function in the class B and let F denote a logarithmic transform of f in the class B n log . As described in Section 2, it was shown in [19] that the conclusion of Theorem 1.1 holds whenever F satisfies a linear head-start condition and that such a condition is satisfied whenever the tracts of F have uniformly bounded slope and uniformly bounded wiggling. In particular, F satisfies such a condition if f has finite order.
There are, however, many functions of infinite order in the class B for which the tracts of F have uniformly bounded slope and uniformly bounded wiggling; for example, the functions studied in [21] and [22] are of this type. It is natural to ask whether the conclusion of Theorem 1.2 also holds for such functions. In this section we show that this is the case provided that the tracts of F satisfy a further geometric condition (which holds for the functions studied in [21] and [22] ). In the next section we give an example which shows that it is necessary to impose an extra condition of this type.
We first introduce some notation. Let F ∈ B log and let T be a tract of F . If ζ ∈ T and a > Re ζ, then L ζ,a denotes the unique component of {w : Re w = a} ∩ T that separates ζ from ∞ (in T ) and that can be joined to ζ by a path lying, apart from its endpoints, in {w : Re w < a} ∩ T . Note that L ζ,a is a cross cut of T and ζ lies in the closure of the bounded component of T \ L ζ,a .
We now introduce the notion of a gulf of a tract of F -the terminology is motivated by the definition of a gulf of a tract of f given in [10] .
Definition 5.1. Let F ∈ B n log , let T be a tract of F and let p denote the point in ∂T for which F (p) = 0.
(a) Let ζ ∈ T . We say that ζ belongs to a gulf of T if there exists a > max{Re ζ, Re p} such that L ζ,a does not separate p from ∞. If all the tracts of F have bounded gulfs for the constant C, then we say that the tracts have uniformly bounded gulfs.
Parts (a) and (b) of the following theorem follow from the results in [19] that we described in Section 2; we include them here for completeness. 2. It follows from Theorem 5.1 that, if f is a meromorphic function with a logarithmic tract V , such that a logarithmic transform F ∈ B n log of f has tracts of bounded slope, bounded wiggling and bounded gulfs, and z 0 ∈ I(f, V ), then z 0 can be connected to ∞ by a curve γ ⊂ I(f, V ) such that γ \ {z 0 } ⊂ A ′ (f, V ). 3. The result in Remark 2 implies that if f ∈ B, f has exactly one tract and z 0 ∈ I(f ), then z 0 can be connected to ∞ by a curve γ ⊂ I(f ) such that γ \ {z 0 } ⊂ A(f ). If f has more than one tract, then an analogous result holds but the conclusion has to be phrased in terms of points that tend to infinity as fast as possible with respect to a particular sequence of tracts of f . Note that such points may not belong to A(f ); see [6, end of Section 4] . It is also possible to obtain results concerning points which tend to infinity as fast as possible with respect to a given address -we hope to return to this idea in future work.
In order to prove Theorem 5.1, we begin by proving two preliminary results. The first concerns functions with bounded gulfs and bounded wiggling. Proof. Suppose that a > 2K ′ max{C, µ}A and put a ′ = a/(2K ′ ). To prove part (a), we assume (for a contradiction) that ζ ∈ T and Re ζ = A, and L ζ,a = L p,a . Since T has bounded gulfs with constant C,
Let T p,a denote the bounded component of T \ L p,a and U p,a denote its unbounded component. Since L ζ,a = L p,a , the cross cut L ζ,a must belong to either
This implies that
for otherwise any curve from ζ to L ζ,a must cross L p,a , contrary to the definition of L ζ,a . It follows from (5.3) that
for otherwise any curve from L ζ,a ′ to ζ must cross L p,a and so contain points w such that Re w = a > a ′ , contrary to the definition of L ζ,a .
It follows from (5.1) and (5.4) that any geodesic from L p,a to ∞ passes through L ζ,a ′ , so by bounded wiggling we have
To prove part (b), let ζ denote a point in {w : Re w = A} ∩ T for which Re F (ζ) = max w∈T,Re w=A Re F (w). Once again let T p,a denote the bounded component of T \ L p,a . Note that the boundary of T p,a consists of L p,a together with part of the boundary of T . Since Re F (w) = 0 for w ∈ ∂T , and Re F (w) > 0 for w ∈ T , it follows that The second preliminary result is based on Ahlfors' distortion theorem.
Lemma 5.3. Let F ∈ B n log , let T be a tract of F and let p denote the point in ∂T for which F (p) = 0. If a > Re p and b > a + 4π then
Proof 
and so, by the definition of g,
and so the result holds if b > a + 4π.
We are now in a position to prove Theorem 5.1.
Proof of Theorem 5.1. Let F be a function satisfying the conditions of Theorem 5.1, let w 
) and let w 1 denote a point in Γ with w 1 ≻ w 0 . In order to prove Theorem 5.1, it is sufficient to show that w 1 ∈ A(F ).
The following result is the main step in the proof of Theorem 5.1.
Lemma 5.4. Let w 1 be as described above. There exist N 1 ∈ N and ε ∈ (0, 1) such that, for all n ≥ N 1 ,
Proof. Recall that the tracts of F have bounded slope with constants α, β > 0, bounded wiggling with constants K ′ > 1 and µ > 0, and bounded gulfs with constant C > 1. Also, the tracts of F are translates of each other by 2nπi, n ∈ Z, and so, for each tract T , max w∈T,Re w=r Re F (w) = M(r, F ).
Let T n denote the tract of F containing F n (w 1 ) and let p n denote the point in ∂T n for which F (p n ) = 0. Note that all the points p n are vertical translates of each other. We begin by applying Lemma 5.3 to the tract T n with a n = 1 4K ′ Re F n (w 1 ) and b n = 1 2K ′ Re F n (w 1 ).
Since w 1 ∈ I(F ), the hypotheses of Lemma 5.3 are satisfied provided that n is sufficiently large. We now take w bn ∈ L pn,bn and w an ∈ L pn,an to be points on the unbounded curve F n (Γ). To see that this is possible, note that F n (w 0
so that, for n sufficiently large, we can apply Lemma 2.3(a) to F n (w 1 ) and F n (w 0 ) to deduce that
Since w 0 ∈ I(F ) and w an , w bn ≻ F n (w 0 ), it follows from Lemma 5.3 that, if n is sufficiently large, then
(b n − a n ) − 4π). Now take c = (4(α + 2)) −1 . It follows from (5.8) and the fact that
that, for large n,
Since all points on the curve F n (Γ) have the same address, F (w bn ) and F (w an ) both belong to the same tract of F , which has bounded slope with constants α and β. Thus, by Definition 2.2,
We deduce that, for large n,
Otherwise, by (5.9) and (5.10), we have, for large n,
which is a contradiction. Now let D be the constant from Lemma 5.2. Since w 1 ∈ I(F ), for n sufficiently large we have a n /D > max{Re p n , 1} and so, by Lemma 5.2, there exists w ′ an ∈ L pn,an such that Re F (w ′ an ) ≥ M(a n /D, F ). We now apply Lemma 5.3 again but this time we replace w an by the point w ′ an . Since a n → ∞ and hence |F (w ′ an )| → ∞ as n → ∞, it follows from Lemma 5.3 that, if n is sufficiently large, then
Together with (5.11) this implies that, if n is sufficiently large, then
(b n − a n )).
Note that, for large n, the part of
. This, however, is impossible for large n since w 1 ∈ I(F ) and T has bounded wiggling with constants K ′ and µ.
Thus, for large n, we can choose w bn ∈ L pn,bn ∩ F n (Γ) such that F n (w 1 ) is in the tail of F n (Γ) from w bn to ∞. So, if K > 1 and M > 0 are chosen so that F satisfies a linear head-start condition for K and M, then, for large n,
It follows from (5.12) and (5.13) that, for n sufficiently large,
The result now follows on taking ε = 1 4DK ′ , since
Finally, we show that the conclusion of Theorem 5.1 follows easily from Lemma 5.4. We first choose N 1 ∈ N and ε ∈ (0, 1) to satisfy Lemma 5.4. We then choose r 1 > 0 and N 2 ≥ N 1 such that (5.14)
M(r, F ) > r for r ≥ r 1 and Re
Arguing by induction, it follows from (5.14) and Lemma 5.4 that
and so w 1 ∈ A(F ) as required.
Slow Devaney hairs
In this section we define a function F ∈ B n log such that F has a Devaney hair that is disjoint from A(F ). All the tracts of F are translates of each other by 2nπi, for some n ∈ Z, and have bounded slope and bounded wiggling. This shows that an additional assumption, such as bounded gulfs, is indeed necessary in Theorem 5.1. We also construct a transcendental entire function which has a logarithmic transform with these properties.
The function F is 2πi-periodic and the domain of F consists of a tract T ⊂ {z ∈ H : Im z ∈ (−π, π)} and all 2πiZ-translates of T . Thus it is sufficient to specify the domain T and a conformal isomorphism F : T → H.
The tract T is determined by an increasing sequence (r k ) k≥0 of real numbers with r k > r k−1 + 1 and r 0 > 1, and a second sequence (ε k ) k≥0 of positive real numbers, as illustrated in Figure 1 . Figure 1 . Construction of the tract T .
To be precise, T consists of all points u + iv, where u > 1/2 and |v| < π, subject to the following restrictions for all k ≥ 0. (We also use the convention that r −1 = −∞.)
Remark. The boundary of T is not a Jordan curve, and hence formally speaking the 2πi-periodic extension of a conformal isomorphism F : T → H to T = T + 2πiZ does not belong to B n log . However, it will be clear from the construction that this defect is easily remedied by restricting F to the set F −1 ({w : Re w > ε}), for some 0 < ε < 1/2.
Note that T is symmetric about the real axis and has bounded slope and bounded wiggling. We choose F : T → H to be the unique conformal isomorphism with F (1) = 1 and F (∞) = ∞. Note that F maps the interval [1, ∞) to itself, that 1 is the unique real fixed point of F , and that this fixed point is repelling. (To see this, apply the Schwarz lemma to the inverse branch F −1 : H → T .) It follows that F (u) > u and u ∈ I(F ) for all u > 1; in particular, [1, ∞) is a Devaney hair of F .
In addition to the sequences (r k ) k≥0 and (ε k ) k≥0 , the definition of T also involves sequences (u k ) k≥0 and (w k ) k≥0 , where u k ∈ R and w k = u k + 2πi/3. It is not difficult to show that it is possible to choose these sequences in such a way that, for each k ≥ 0,
(We give the details in Proposition 6.3 below.) These properties imply that (1, ∞) ⊂ I(F ) \ A(F ), as we now show.
Lemma 6.1. Let F : T → H belong to the class B n log . Suppose that a tract T of F contains an interval [a 0 , ∞) of the real axis, and that F is real; that is, T is symmetric with respect to the real axis and F (z) = F (z).
Assume that there are sequences u k ∈ R and w k ∈ T , with u k → ∞ and u k = Re w k , that satisfy properties (b) and (c) above. Then R ∩ A(F ) = ∅. Further, there exists a ∈ R such that [a, ∞) is a Devaney hair. Thus F has a Devaney hair that is disjoint from A(F ).
Proof. We first show that R ∩ A(F ) = ∅. Since, for k ≥ 0, we have
we must have
On the other hand, it follows from (b) that, for k, j ≥ 0,
Now, let u ∈ R and let k denote the smallest integer for which u k > u. Let L ∈ N and set n = L + 2k. Then, by (6.1) and (6.2),
It follows that u does not belong to A(F ), as claimed. We conclude the proof by noting that it follows from Lemma 5.3 that there exists a > 0 such that [a, ∞) ∈ I(F ). Further, F n (w) → ∞ uniformly on [a, ∞) and F n ([a, ∞)) is a simple curve connecting F n (a) to ∞. Hence [a, ∞) is a Devaney hair that does not intersect A(F ).
We now use Arakelian's theorem to prove that there exists a transcendental entire function such that a logarithmic transform of this function satisfies the hypotheses of Lemma 6.1. It seems likely that such a function can also be constructed to lie in the class B, by using a similar argument to that in [19, Section 7] , but we will not show this here. Proof. Let the tract T and the function F : T → H be as described before Lemma 6.1, where the sequences (r k ), (ε k ), (u k ) and (w k ) are chosen in such a way that
(Again, we show that this is possible in Proposition 6.3.)
Letf : exp T → {z : |z| > 1} be defined byf(exp w) = exp F (w), and let f be the restriction off to
Now, the complement of A is connected and locally connected at ∞. Thus, by Arakelian's theorem [12, page 142] , there is an entire function h : C → C such that |f (z) − h(z)| < 1/4, for all z ∈ A. Since f is real, we may also assume that h is real (otherwise, consider the map (h(z) + h(z))/2 instead).
Let V be the component of h −1 ({z : |z| > 3/2}) that is contained in A and contains some infinite piece of the positive real axis. Since A contains no zeros of h, the set V is simply connected by the minimum principle. LetT be the component of exp −1 (V ) contained in T . There is a holomorphic map H :T → {w : Re w > ln(3/2)} with exp •H = h • exp. By our choice of h, we have
Note that H is a proper map: indeed, Re H(w) → ln(3/2) as w → ∂T , while (6.3) implies that H(w) → ∞ as w → ∞. So H has a well-defined degree, and it is easy to see that this degree is one. Indeed, if γ is a simple closed loop iñ T , sufficiently close to the boundary, then it follows from (6.3) that H(γ) winds exactly once around the point 1.
So H is a conformal isomorphism, and in particular V is a logarithmic tract of h. We denote the 2πi-periodic extension of H also by H. Then H ∈ B log is a logarithmic transform of h, which is not normalised. By (6.3), and properties (a ′ ), (b ′ ) and (c ′ ), the map H satisfies properties (b) and (c), for sufficiently large k. Thus, by Lemma 6.1, H has a Devaney hair [a, ∞) ⊂ R that does not intersect A(H). It follows that [e a , ∞) is a Devaney hair of h that does not intersect A ′ (h, V ).
Remark. It is in fact possible to construct a transcendental entire function g with a logarithmic tract V such that V contains a component C of J(g) that is a Devaney hair of g with C ∩ A ′ (g, V ) = ∅. In order to do this, we define g(z) = h(z)/λ and consider a tract V of h, where h and V are as in the proof of Theorem 6.2 and λ > max{3/2, M(5/4, h)}. This ensures that {z : |z| ≤ 5/4} ⊂ F (g) and also that V is a tract of g with ∂V ⊂ F (g). We then set G(w) = H(w) − L, where L = ln λ and denote the 2πi-periodic extension of G by G. The function G is of disjoint type; that is, the tracts of G are contained in the image of G and so, arguing as in the proof of [19, Theorem 5.10] , it can be shown that there exists a ∈ R such that [a, ∞) is a component of J(G). Further, by Lemma 6.1, [a, ∞) is a Devaney hair and [a, ∞) ∩ A(G) = ∅. Then, because G is of disjoint type and ∂V ⊂ F (g), it can be shown that C = [e a , ∞) is a component of J(g) that is a Devaney hair of g with C ∩ A ′ (g, V ) = ∅.
To conclude the section, we show that the tract T can indeed be chosen with the desired properties. Proposition 6.3. Let (δ k ) k≥0 , (η k ) k≥0 and (θ k ) k≥0 be arbitrary sequences of positive real numbers. Then there exist sequences (r k ) k≥0 , (ε k ) k≥0 and (u k ) k≥0 with u k ∈ T , for k ≥ 0, such that, if T and F are as described before Lemma 6.1, and w k = u k + 2πi/3, then (A) u k , F (u k ) ∈ (r k−1 + 2, r k − 1 − δ k ); (B) u k+1 > F (r k − 1) + η k ; (C) Re F (w k ) > u k+1 + θ k .
Proof. For a hyperbolic domain U, let dist U (., .) denote hyperbolic distance in U and ρ U (.) denote hyperbolic density in U; see [7] , for example. Since the curve [1, ∞) is a hyperbolic geodesic in T , we have log(F (u)) = dist H (1, F (u)) = dist T (1, u) = , for w ∈ T.
Therefore we can easily estimate the behaviour of F in an initial segment of the tract, independently of the choices of r k and ε k for large k.
More precisely, these estimates for ρ T (.) show that if u ∈ [1, ∞) and u ≥ r k , for k ≥ −1, then there exist finite positive numbers b(u) and B(u) depending on r j and ε j , for 0 ≤ j ≤ k, such that
for all possible choices of r j and ε j , j > k, for which r k+1 > u + 1. Moreover b(u) → ∞ as ε k → 0. Note that B(u) ≥ F (u) ≥ u for all u ≥ 1.
Also note that, for k ≥ 0, we can connect w k to r k + 1 in T by a curve of length (r k + 1) − u k + 2π/3 < 3r k that has distance at least 1/2 from ∂T . Hence the hyperbolic distance from w k to r k + 1 is at most 12r k . We can use this observation to bound the real part of F (w k ) from below in terms of F (r k + 1). Indeed, dist T (w k , r k + 1) = dist H (F (w k ), F (r k + 1)) ≥ log(F (r k + 1)/Re F (w k )), and hence Re F (w k ) ≥ F (r k + 1) exp(−12r k ).
We now define the sequences u k , r k and ε k inductively. We begin by choosing u 0 = 1 and r 0 > δ 0 + 2.
If we have defined r j and u j for 0 ≤ j ≤ k, and ε j for 0 ≤ j < k, then we choose (in order), u k+1 so that Remark. Note that the proof shows that the sequences δ k , η k and θ k could also be allowed to depend on previous values of r j , ε j and u j . More precisely, they can depend on the values u j , j ≤ k, and on r j and ε j , j < k. Additionally, η k may also depend on r k , and θ k on r k and u k+1 .
