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Abstract 
Model-Based Systems Engineering (MBSE) continues to mature into a popular approach as systems become more complex.  
Integrating MBSE architectural diagrams with external simulations that model a variety of different domains allows designers to 
perform sophisticated engineering design and analysis. To better understand how these external models support design decisions, 
we can leverage the statistical methods of design of experiments to identify insights into a complex system design problem.  These 
insights include identifying the most important design parameters, the nature of their behaviour, their synergies between them, their 
diminishing or increasing rates of change, and thresholds that achieve a desired level of effectiveness. The purpose of this paper is 
to propose a MBSE methodology that captures the insights identified during an experimental design study within the integrated 
system model while applying the MBSE approach. 
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1.0 Introduction 
The purpose of this paper is to introduce a methodology that merges the Model-Based System Engineering (MBSE) 
approach with the statistical methods of experimental design in order to explore a larger design space early in the 
system life-cycle. The MBSE approach is gaining popularity and is expected to become a common state of practice in 
the near future (1).  According to the International Council of Systems Engineering (INCOSE), MBSE is a 
methodology characterized by a collection of processes, methods, and tools used to support systems engineering  
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design in a “model-based” context (1). MBSE is a new paradigm that supports the specification, analysis, design, and 
verification of a complex system using an integrated system model with a dedicated tool. Some of the key benefits to 
the MBSE approach include investigating requirement compliance to system elements within the architecture, change 
impact assessments on requirement changes, and conducting trade space analysis for alternative architectural 
configurations during the conceptual design phase (2). The three pillars of MBSE involve a modeling language, a 
methodology, and modeling tool (3). A common language used by system engineers is the System Modeling Language 
(SysML); SysML is a visual language with a common semantic and notation standard that facilitates MBSE (4). An 
MBSE methodology is a road map of design tasks that is applied to a specific domain or organization. A modeling 
tool is a software application that conforms to one or more modeling language and integrates all modeling artifacts 
into a cohesive system reference model.  This paper proposes a MBSE methodology that incorporates design of 
experiments as a means to capture insights into a complex system design problem. 
A key limitation of SysML is that it is only descriptive in nature and cannot produce analytical results to inform 
system effectiveness. SysML uses nine diagrams to express the structural and behavioral elements of an architecture 
along with the requirements and parametric constraints that define a feasible system configuration. The parametric 
diagrams allow the modeler to incorporate mathematical equations that a tool can solve as a system of equations but 
they are limited to simple expressions. In order to achieve the full benefit of the MBSE approach the systems 
engineering community must also rely on external models that capture more sophisticated analysis across a wide 
variety of domains.  These models may include operational simulation models that evaluate the effectiveness of a 
system within a mission context, first-order engineering models that evaluate the physical characteristics of the system, 
life-cycle cost models, reliability models, and many more. Without these external models, a systems engineer cannot 
properly assess the performance, cost, and risk associated with each design alternative.  
In order to understand a system’s effectiveness during the conceptual design phase we must rely on operational 
models and simulations; depending on the model fidelity, these simulations can take days or weeks to run. For 
example, the United States Department of Defence (DoD) uses operational models to simulate combat in order to test 
war plans, decide what equipment to acquire, study doctrine and potential operational concepts, and much more, see 
http://www.msco.mil/ and (5). The general state-of-practice when conducting a simulation study is to perform brute 
force model runs on a small set of baseline and excursions with different design parameter settings. Despite recent 
breakthroughs in computational capabilities, a petaflop computer cannot effectively explore a high-dimensional 
system design study. For example, if we wanted to explore 100 design parameters at a high and low setting, assuming 
that a simulation runs as fast as a single operation, it would take 40 million years to complete one replication of the 
experiment (6). To overcome these challenges, we must leverage the statistical methods of efficient experimental 
design.  
The field of Design of Experiments (DOE) allows us to efficiently explore a high-dimensional system design 
problem in a feasible amount of time.  Recent developments in DOE allow analysts to explore a large number of 
design parameters; for example, we are now able to study 100 continuous factors with only 101 experiments  (7). 
After performing the experiment, we can develop statistical metamodels, or mathematical equations that approximate 
the input output behavior of a simulation model; the metamodel then becomes a surrogate of the simulation. The 
simulation outputs are measures of effectiveness (MOE) that allow designers to evaluate system alternatives. These 
surrogate metamodels allow the analyst to explore a wider range of design parameters in order to identify the ones 
that drive system behavior with respect to multiple MOEs and reveal the critical tradespace decisions.  In addition, 
insights gleaned from the metamodels can reveal the impact of system design configurations on multiple measures of 
effectiveness across different mission context scenarios. These insights can then refine the MBSE system model with 
additional derived requirements and design parameter setting that satisfy or verify system requirements. 
In the sections that follow, we describe our methodology and show how it supports the MBSE approach. Section 2 
discusses related work, section 3 describes the types of insights we can capture within the design space when we apply 
the methods of DOE. Section 4 discusses the technical approach needed to implement the methodology. Section 5 
reveals some of the emerging results from a representative use case and section 6 outlines our future research efforts 
and summarizes the results. 
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2.0  Related Work 
Integrating external models with SysML diagrams is an active research area with many opportunities for 
improvement. The SysML parametric diagrams can support simulation-based design with composable object 
technology to perform engineering analysis; Peak et al (8) (9) demonstrates how to integrate engineering analysis 
models with system architectural design models expressed in SysML to increase modeling effectiveness.  Huang (10) 
explores the automatic generation of simulation models directly from the SysML diagrams.  Johnston et al (11) 
presents a formal approach for mapping SysML diagrams to Modelica, an equation-based, object-oriented behavioral 
simulation language that models system dynamics. To bridge the gap between system engineering activities and 
domain engineering analysis, Kim et al. (2) introduces a capability to generate analytical models from SysML models 
in order to perform trade studies throughout the design process. These integration efforts have allowed engineers to 
simultaneously exploit the benefits of an expressive system modeling language and external domain models to analyze 
design decisions. 
Incorporating DOE methods within a MBSE design methodology allows for the exploration of a wider range of 
alternatives. Systems engineers have previously performed experimental designs and fitted metamodels to understand 
model output landscapes that informed design decisions. An approach that used a type of design matrix called a mixed-
hypercube provided insights into the design of a manned lunar base for space exploration (12). Ridolfi et al. (13) 
proposes a methodology that incorporates DOE to explore the design space of a complex system with long model 
runs; the authors emphasize the need to create a collaborative environment where engineering domains level design 
decisions are linked to system level design decisions. The insights found using their DOE methodology allowed the 
design team to exploit synergies and highlight trade-offs during the design of an Earth-observation satellite.   
As systems become more complex, incorporating DOE methods within the MBSE approach is a natural merger 
that can reveal key insights during the design of a system. Before we present the technical approach of this merger, 
our next section first introduces the concept of DOE and explains the type of insights we can acquire during an 
exploratory experimental design study. 
 
3.0 Capturing Insights within the System Design Space 
 
3.1 Statistical Design of Experiments 
The statistical concepts of experimental design date back to the 1920’s within the agricultural domain (14) and 
since then have had applications in all areas of science. Analysts use DOE to help understand how the world works 
and have applied DOE principles primarily on physical experiments. As computers progressively became more 
powerful and accessible, experimental designs for computer simulations have become an active research area (15). A 
common goal when performing DOE is to identify a short list of influential experimental factors from a long list of 
many.  In the context of system engineering, these experimental factors are considered design parameters where the 
collection of design parameter settings defines a system architectural configuration. Identifying which design 
parameters are the key design drivers and understanding how they affect the measures of effectiveness allow the 
systems engineer to make better design decisions.  
Performing a simulation DOE involves selecting an experimental design, running computational experiments, and 
fitting a statistical metamodel that approximates the behavior of the model. The experimental design, otherwise known 
as the design matrix, is the complete specification of the design parameter setting over a set of model runs; the columns 
in the matrix represent each design parameter and the rows are the setting for each experiment. At a minimum, the 
number of experiments must be greater than the number of design parameters. Additional experiments provide more 
data within the design space and capture more system configurations. For an in-depth review of the different types of 
experimental designs used for simulation studies, see Kleijnen (16). 
After performing the experiments and assembling the output data, the engineer has a wide variety of metamodeling 
methods to choose from. The most common metamodeling method used to quantify the relationships between the 
design parameters and MOEs is to fit a parametric polynomial function using statistical regression (17).  Other 
methods include neural networks, non-linear regression, Gaussian processing, sequential bifurcation, and many more. 
Generally, polynomial regression metamodels are excellent at describing individual design parameter impacts on 
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MOEs while the other metamodeling methods mentioned earlier are better able to predict effectiveness by 
interpolating in-between simulated points.  Ultimately, the analyst must understand which methods to apply for either 
understanding or predicting model behavior.  In this paper, our focus is in understanding model behavior; therefore, 
we will demonstrate the utility of using the polynomial regression metamodeling method to gain insights during the 
early stages of systems design.  
 
3.2 Characterizing Complex Behavior with Regression Metamodels and Partition Trees 
In order to reveal the benefits of using regression, we must first define the functional form of the polynomial 
regression metamodel.  According to Myers and Montgomery (18), the second order polynomial model is the most 
common metamodel used to model real-world problems and has the following form: 
 
ݕ ൌ ߚ଴ ൅ σ ߚ௝ ௝ܺ௞௝ୀଵ ൅ σ ߚ௝௝ ௝ܺଶ௞௝ୀଵ ൅ σ σ ߚ௜௝ ௜ܺ ௝ܺ௞௝வ௜௞ିଵ௜ୀଵ ൅ ߝǡ                                                 (1) 
 
where ߚ଴is the intercept term representing the mean of the data; ߚ௝is the coefficient of the ௝ܺterm and represents a 
design parameter’s rate of change or effect on the MOE y when all other design parameters are held constant; ௝ܺଶ is 
the quadratic term for the jth design parameter, ߚ௝௝is the quadratic term’s coefficient; ௜ܺ ௝ܺ is the two-way interaction 
between the ith and jth design parameter, and ߚ௜௝is the coefficient of ௜ܺ ௝ܺ. The error term ߝ represents other sources of 
variation not accounted for by the design parameters. 
The polynomial regression model provides readily interpretable parameter ߚ coefficients that provide key insights 
into the model’s behavior. The magnitude and sign of ߚ௝,ߚ௜௝, and ߚ௝௝ , express the nature of the design parameter’s 
effect on the MOE; Table 1 describes each type of insight the coefficients provide. 
 
     Table 1. Types of Regression Coefficient Insights. 
 
Type of 
Insight 
Regression 
Coefficient Description 
Design 
Drivers ߚ௝ 
If ߚ௝ ് Ͳ then the jth design parameter has an effect on the MOE. These are the most important design 
parameters that affect the MOE. In a high-dimensional design problem, identifying the design 
parameters that are insignificant, where ߚ௝ ൌ Ͳ, is as important as finding the ones that are. These 
design drivers are responsible for determining the effectiveness of the system and should be carefully 
assessed during the design decisions. As we increase the level of the design parameter, a positive 
coefficient sign means that the MOE will increase while a negative sign means that the MOE will 
decrease. 
 
Synergies / 
Interactions ߚ௜௝ 
ߚ௜௝reveals a design parameter effect’s dependence on the setting or level of another design parameter; a 
positive ߚ௜௝ sign indicates that the two design parameters complement each other, while a negative 
ߚ௜௝sign indicates that they substitute each other. For example, the presence of a sensor and weapon 
type in a defense system may together result in vastly different effectiveness than the presence of each 
of them separately. 
 
Diminishing 
or Increasing 
Rates of 
Change 
ߚ௝௝ 
ߚ௝௝describes a nonlinear trend that indicates a design parameter’s diminishing or increasing rate of 
change on the MOE. For example, as we increase a continuous design parameter we may identify a 
“knee in the curve” that indicates a point of diminishing returns with respect to an MOE. These insights 
can save significant resources when we find design parameter settings where the return on the MOE 
levels off. A positive coefficient sign indicates an increasing rate of change while a negative sign 
indicates a diminishing rate of change. 
 
A significant limitation of the polynomial metamodel is that it can only approximate a smooth, nonlinear form and 
cannot identify a discontinuous step function that may exist within the MOE landscape.  A step function or threshold 
is an area where the MOE performance is vastly different from another area. Identifying the presence of a step function 
can lead to important insights when analyzing a system. For example, during the test and evaluation of the maximum 
allowable weight of a cargo parachute, the rate of decent may increase linearly or nonlinearly as the weight increases, 
up until a weight threshold. Once we exceed this threshold, the parachute will collapse and increase, or step up, the 
rate of decent by a significant amount. Identifying the weight threshold for a cargo parachute is, therefore, critical for 
those involved with its use. 
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Effective statistical methods that can identify thresholds are classification and regression trees, otherwise known 
as partition trees. A partition tree finds the optimal split in a data set where the distance between the two group means 
is the greatest (19). Each split occurs at a design parameter setting that separates the data into two groups, one below 
and one above the split. These splits can be interpreted as minimum or maximum design parameter thresholds that 
achieve a desired level of effectiveness. In section 5 we will show an example of an insight found using the partition 
tree method. 
 
4.0 Technical Approach 
  
This section describes the technical approach of merging DOE with the MBSE approach by discussing the tasks 
necessary to perform an experimental design simulation study.    
 
4.1 SysML Element Selections 
Our first task is to select the external models that will evaluate a system’s effectiveness in a variety of different 
domains. Each of these models has its own unique input parameters and output MOEs. Some, if not all, of the model 
input parameters can be directly related to system design parameters that define the alternative configurations. These 
design parameters are the structural and behavioral system elements defined within the MBSE system model. For 
example, design parameters could be value properties within a structural block definition depicted in a Block 
Definition Diagram.  
After establishing the design parameters to explore within the domain model, we then define the design space by 
selecting the low and high settings for continuous parameters, the number of levels for discrete parameters, and the 
categories for the categorical parameters. Designers should carefully select these ranges and categories so that they 
are feasible design solutions with respect to each of the design parameter.  Subsequent analysis will determine which 
combinations of design parameter settings will be infeasible; for example, it is possible to design a vehicle with a 
maximum speed of 120 miles per hour but the vehicle’s weight will constrain this speed. Carefully selecting the design 
space allows for a wider variety of design alternative to identify the key trade decisions.  
Our next task is to select the type of experimental design or design matrix. There are a variety of experimental 
design types that are used for different purposes. Space-filling designs are particularly useful for simulation studies 
because they allow the analyst to find interesting behavior throughout the design space.  In addition, designs that allow 
for a mix of continuous, discrete, and categorical factors are important for system simulation studies due to the large 
number and type of design parameters.  MacCalman (7) proposes new types of space-filling designs that are well 
suited for operational simulation models that help inform complex system design studies.  Once we select the 
experimental design, we then scale the matrix so that each column spans the selected ranges and categories of each 
model input parameter.   
 
4.2 Execution 
To execute the experimental design study, we must have a mechanism that programmatically changes the model 
input parameter setting for each experiment in the design matrix.  Engineers have used the concept of a “wrapper” to 
encapsulate software applications that change input parameter settings and integrate with other tools (20). See 
http://harvest.nps.edu/software.html under Data Farming Tools for a software application that provides a mechanism 
that changes model input parameter settings.  
Despite our use of efficient experimental designs, depending on the model run length, we may need to leverage 
High Performance Computer (HPC) clusters to execute the experiments, especially if they require multiple 
replications.  To execute the runs on an HPC we need a queuing mechanism that enforces scheduling policies and 
priority schemes while monitoring computer resource availability; see http://www.cs.wisc.edu/condor/ for an open-source 
distributed computing environment that handles the scheduling and managing of simulation runs. After completing 
the runs, output data is stored in a variety of different ways. A post-processing script is often necessary to extract the 
desired MOE from a data log of events that occurs during the simulation run. The design matrix and MOE results are 
then imported into a statistical software package to perform exploratory analysis and fit metamodels. 
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5.0 Emerging Results 
 
5.1 Background 
Our research supports the US Army Engineer Research Development Center (ERDC) Engineered Resilient System 
(ERS) Architecture program. The purpose of the program is to provide computational technologies and processes to 
better inform trade decisions during the acquisition process (21). The intent of the ERS Architecture is to construct 
and maintain a data thread of design decisions that will break the barriers between the operators, engineers, 
logisticians, acquisition experts and others allowing multiple communities of interest to collaborate during a system’s 
lifecycle. Our goal is to demonstrate how the ERS Architecture can increase the number of trade considerations by 
leveraging the methods of experimental design. We will demonstrate, using a representative use case, a procedural 
workflow that merges state-of-the-art efficient experimental designs with the MBSE approach. 
Our representative use case examined the trade decisions associated with future Infantry Squad technologies that 
will enhance our force’s ability to achieve overmatch against our enemies. We view the Infantry Squad as a system 
with an architecture consisting of nine soldiers carrying a collection of weapons and equipment; each soldier is 
classified as a rifleman, an automatic rifleman, or a grenadier depending on the type of weapon they are assigned.  
Figure 1 is a block definition diagram that shows the structural components of the Infantry Squad technological 
enhancements. The block definition diagram has 9 structural block components with a total of 42 value properties. 
These value properties are the design parameters that define the Infantry Squad alternative configurations.  
 
 
 
Fig. 1. Block definition diagram of the squad technology enhancements. Included in  
each block are the value properties that represent the system design parameters. 
 
Our preliminary analysis explored a cordon and search use case with an agent-based simulation to model an Infantry 
Squad patrolling a village. Figure 2 shows a use case diagram for the cordon and search scenario and the extended use 
cases that may be executed during the scenario. We can further express the use cases with SysML Activity, State 
Machine, and Sequence Diagrams to provide the specifications for the simulation scenario development. The agent-
based simulation we used was Map Aware Nonuniform Automata (MANA) (22).  MANA has the ability to model 
agents with a variety of weapons, sensors, communication devices, and behavioral propensities in order to study a 
combat scenario.  
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Fig. 2. Cordon and search use case diagram. 
 
5.2 Capturing analytical insights 
Our example focused on a lethality requirement that states “the soldier shall neutralize the enemy threats.” The 
simulation output we used as a MOE to assess the effectiveness of lethality was the number of enemy casualties, 
otherwise known as red killed in action (redKIA). To perform the experiment, we utilized a custom built space-filling 
design with 42 columns and 300 rows (7); each column contained the value settings for each design parameter. The 
low settings of the design parameters represented the baseline squad architecture that currently exists. The high 
settings represented the maximum capability increase with respect to each design parameter. Because the simulation 
is a stochastic model we performed 30 replications for each experiment for a total of 9,000 runs. After performing the 
experiments on a high performance computer and post-processing the output data, the design matrix and MOE were 
imported into a statistical package to fit a polynomial regression metamodel. 
The functional form of the polynomial metamodel identified 4 critical model input parameters that impact the 
redKIA MOE; these input parameters align with design parameters that define the system configuration. The design 
parameters include technologies that improve the soldier’s field of view (SOLDIER-FieldOfView), body armor 
protection (SOLDIER-No.HitToKill), the ability to communicate by decreasing the delay between radio transmissions 
(SqdInternal-InternalCommsDelay), and the number of Unmanned Aerial Systems (No.UASs) within the squad 
architecture.  Figure 3 shows a collection of plots depicting the design parameter effects on redKIA. 
Figure 3a depicts a Pareto plot showing a sorted list of the most significant polynomial coefficients that affect the 
number of redKIA. Included in this list is an interaction between SOLDIER-FieldOfView and SqdInternal-
InternalCommsDelay and a quadratic coefficient for the No.UASs. The line in Figure 3a shows the cumulative sum of 
the coefficient estimate absolute values. An effective way to show how each design parameter impacts an MOE is 
with a prediction profiler. A prediction profiler is an analysis feature in JMPTM 11 statistical software that displays the 
partial derivatives for each design parameter in a metamodel (20). These profilers, shown in Figure 3b, display how 
changes in each design parameter or design driver impact redKIA, while the other design parameters are held constant. 
Figure 3c is an interaction matrix where each plot shows the synergies between two design parameters, one in a row 
and the other in a column. The design parameters in the columns show its effect on the MOE when the design 
parameter in the row is set at the low and high levels.  The line segments represent the low and high settings of the 
row design parameter; when the slopes of these lines are different, this means that the effect of the column design 
parameter depends on the setting of the row design parameter. For a detailed summary of how to interpret an 
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interaction plot, see Montgomery (23). Figure 3d is a partition tree with splits in the experimental data that show 
thresholds for three design parameters.  
 
 
 
Fig. 3. (a) Pareto plot of coefficient estimates that shows the mist significant design parameters; (b) Prediction profiler shows each design 
parameter’s effect on redKIA; (c) Interaction profiler shows how two design parameters interact with each other; (d) Partition tree shows 
thresholds. 
 
The insights captured from the polynomial metamodel coefficients and partition tree are summarized in Table 2.  
These insights are based on the assumptions behind the agent-based simulation model, the scenario, and the established 
ranges of the design parameters. We must remember that when a design parameter is insignificant according to the 
metamodel it does not mean it is not important within a different scenario or outside these established ranges. All 
models are abstractions of reality and must be verified and validated. Like the simulations themselves, the metamodels 
are also models that must be validated in order to provide valuable insights that help understand a complex system 
design problem.  
 
Table 2. DOE insights from the cordon and search scenario use case. 
 
Type of 
Insight Design Parameter 
Coefficient 
Sign Description 
Design Driver SOLDIER_FieldOfView Positive 
Increasing the soldier’s field of view improves the ability to neutralize the 
enemy. 
 
Design Driver SOLDIER_No.HitToKill Positive 
Increasing the soldier’s body armor effectiveness improves the ability to 
neutralize the enemy. 
 
Design Driver SqdInternal-InternalCommsDelay Negative 
Increasing the communications delay between soldiers degrades the ability to 
neutralize the enemy. 
 
Synergies / 
Interactions 
SqdInternal-
InternalCommsDelay / 
SOLDIER_FieldOfView 
Positive 
The soldier’s field of view interacts with the communications delay between 
soldiers. Increasing the communication delay degrades the ability to neutralize 
the enemy but increasing the field of view mitigates this degradation 
significantly. 
 
Diminishing 
rate of change No.UASs Negative 
Analysis indicates that there is a point of diminishing returns beyond 1 
Unmanned Aerial System. Increasing the number of UASs from 1 to 2 has 
minimal impact on lethality. 
 
Threshold SOLDIER_FieldOfView N/A Soldier field of view shall be at least 73 degrees. 
Coefficient
a b
c d
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Threshold No.UASs N/A Solider system shall incorporate at least one Unmanned Aerial System.  
Threshold SOLDIER_No.HitToKill N/A Body armor shall increase a soldier’s force protection by 25%. 
 
Now that we identified the insights we must capture them in the MBSE system model. Our goal when using external 
domain models is to support design decisions.  In order to understand the relationships between the insights, system 
model elements, and the lethality requirement we center the original requirement in Figure 4; this allows decision 
makers to focus on the relevant system components, test cases and rationale that will inform a design decision (24).  
 
 
 
Fig. 4. Insights captured within MBSE System Model. 
 
Figure 4 includes a number of different relationship types depicted as dotted arrows pointing to the lethality 
requirement. The derived relationships between the requirements in the top of Figure 4 and the lethality requirement 
are the insights identified during the experimental design analysis. The satisfy relationships show which structural 
block components satisfy the lethality requirement. The use case depicted as an oval in Figure 4 refines the text-based 
lethality requirement in order to provide a more precise representation of the need to neutralize the enemy threats 
within a specific mission context scenario. To verify that the lethality requirement is satisfied, we used an agent-based 
simulation to model the cordon and search use case. The rationale for the derived relationships is shown as a comment 
notation that points to the dotted line. Finally, there is a dependency relationship between the soldier’s field of view 
and squad internal communications delay requirements with a comment box describing the interaction between them. 
 
6.0 Conclusions 
 
6.1 Future Research 
The example in section 5 examines the effectiveness of a collection of Infantry Squad technologies with respect to 
one MOE in a single scenario. There are several other competing requirements and different scenarios that we must 
consider. Our future work will incorporate additional scenarios with over three dozen MOEs in order to create a 
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complex system design problem with multiple objectives and stakeholder views.  Our intent is to demonstrate the 
utility of capturing insights directly from the polynomial metamodel coefficients into the MBSE system model. By 
capturing insights with respect to multiple MOEs we can create a means to illuminate the tradespace in order to 
improve design decisions. The demonstration will allow us to refine the MBSE methodology and recommend 
implementation mechanisms within the ERS Architecture. 
 
6.2 Summary 
The SysML diagrams alone cannot perform the sophisticated engineering analysis needed to understand the 
effectiveness of a system. We must rely on external models that evaluate the operational effectiveness, design 
feasibility, cost relationships, and other domain areas. Often times our external domain models have long runs times 
requiring us to carefully select the experimental settings so that we do not waste computational resources. The methods 
of DOE allow systems engineers to efficiently explore the design space in order to identify the most significant design 
drivers, the nature of their impact, the synergies between them, their diminishing or increasing rates of change, and 
thresholds that achieve a desired level of effectiveness.  These insights, along with their rationale, are then captured 
within the MBSE integrated system model in order to support design decisions that are based on the external domain 
model analysis. 
References 
1. NDIA Systems Engineering Division. Final Report of the Model Based Engineering (MBE) Subcommittee. Arlington, VA: NDIA;  2011.  
2. Kim H, Fried D, Menegay P, Soremekun G, Oster C. Application of Integrated Modeling and Analysis to Development of Complex Systems.          
2013 Conf Syst Eng Res. 2013;16(0):98–107.  
3. Delligatti L. SysML Distilled: A Brief Guide to the Systems Modeling Language. 1 edition. Upper Saddle River, NJ: Addison-Wesley 
Professional; 2013.  
4. Friedenthal S, Moore A, Steiner R. A Practical Guide to SysML, Second Edition: The Systems Modeling Language. 2nd ed. Morgan 
Kaufmann; 2011. 
5. NATIONAL RESEARCH COUNCIL. Defense modeling, simulation, and analysis: Meeting the challenge committee on modeling and 
simulation for defense transformation. The National Academies Press.; 2006.  
6. Sanchez SM, Wan H. Better than a petaflop: The power of efficient experimental design. Winter Simulation Conference (WSC); 2009. 
7. MacCalman A. D. Flexible space-filling designs for complex system simulations. DTIC Document; 2013. Available from: 
http://oai.dtic.mil/oai/oai?verb=getRecord&metadataPrefix=html&identifier=ADA585718 
8. Peak RS, Burkhart RM, Friedenthal SA, Wilson MW, Bajaj M, Kim I. Simulation-based design using sysml-part1: a parametrics primer. 
INCOSE Intl Symp San Diaego CA. 2007;  
9. Peak, Russel S., Burkhart RM, Friedenthal, Sanford A., Wilson, Miyako W., Bajaj, Manas, Kim I. Simulation-based design using SysML part 
2: celebrating diversity by example. INCOSE Intl Symp San Diego. 2007;  
10. Huang E, Ramamurthy R, McGinnis LF. System and simulation modeling using SysML. Proceedings of the 39th conference on Winter 
simulation. 2007. p. 796–803.  
11. Johnson T, Kerzhner A, Paredis CJJ, Burkhart R. Integrating Models and Simulations of Continuous Dynamics Into SysML. J Comput Inf Sci 
Eng. 2011 Dec 21;12(1):011002–011002.  
12. Ridolfi G, Mooij E, Cardile D, Corpino S, Ferrari G. A methodology for system-of-systems design in support of the engineering team. Acta 
Astronaut. 2012 Apr;73:88–99.  
13. Ridolfi G, Mooij E, Corpino S. Complex-Systems Design Methodology for Systems-Engineering Collaborative Environment. In: Cogan B, 
editor. Systems Engineering - Practice and Theory. InTech; 2012. Available from: http://www.intechopen.com/books/systems-engineering-
practice-and-theory/complex-systems-design-methodology-for-systems-engineering-collaborative-environment 
14. Fisher RA. Statistical Methods for Research Workers. Biol Monogr Man Ser Edinb Scotl Oliver Boyd. 1925;  
15. Kleijnen JPC. Design and Analysis of Simulation Experiments. 1st Edition. Springer; 2010.  
16. Kleijnen JP., Sanchez SM, Lucas TW, Cioppa TM. A user’s guide to the brave new world of designing simulation experiments. Inf J Comput. 
2005;17(3):263–89.  
17. Barton R. Simulation metamodels (D.J. Medeiros, E.F. Watson, J.S. Carson, and M.S. Manivannan, Eds.). Proc 1998 Winter Simul Conf 
Piscataway NJ IEEE. 1998;1:167–74.  
18. Myers RH, Montgomery DC, Anderson-Cook CM. Response Surface Methodology: Process and Product Optimization Using Designed 
Experiments. 3rd ed. Wiley; 2009.  
19. Loh W-Y. Classification and regression trees. Wiley Interdiscip Rev Data Min Knowl Discov. 2011 Jan;1(1):14–23.  
20. Woyak S. Simulation Driven design: Creating an Environment for Managing Simulation Tools, Processes, and Data. retrieved from Phoenix 
Integration web site: http://www.phoenix-int.com/documents/pdf/white_papers/simulation-driven-design.pdf; 2010 Mar.  
21. Goerger SR, Madni AM, Eslinger OJ. Engineered Resilient Systems: A DoD Perspective. 2014 Conf Syst Eng Res. 2014;28(0):865–72.  
22. McIntosh GC, Galligan DP, Anderson MA, Lauren MK. MANA version 4 user manual. New Zealand Defence Technology Agency; 2007.  
23. Montgomery DC. Design and Analysis of Experiments. 7th ed. Wiley; 2008.  
24. Russell M. Using MBSE to Enhance System Design Decision Making. Procedia Comput Sci. 2012;8:188–93.  
