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Abstract. The Riemann hypothesis is proved by quantum-extending the zeta
Riemann function to a quantum mapping between quantum 1-spheres with
quantum algebra A = C, in the sense of A. Pra´staro [19, 20]. Algebraic topo-
logic properties of quantum-complex manifolds and suitable bordism groups
of morphisms in the category QC of quantum-complex manifolds are utilized.
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1. Introduction
“when David Hilbert was asked .”
“what he would do if he were to be revived in five hundred years,”
“he replied,”
“I would ask, Has somebody proven the Riemann hypothesis ?”
“Hopefully, by that time, the answer will be, Yes, of course ! ” [23]
The Riemann hypothesis is the conjecture concerning the zeta Riemann function
ζ(s), formulated by B. Riemann in 1859 [22]. (See also [2, 23].) The difficulty to
prove this conjecture is related to the fact that ζ(s) has been given in a some cryptic
way as complex continuation of hyperharmonic series and characterized by means of
a functional equation that in a sense caches its properties about the identifications
of zeros. In order to look to the actual status of research on this special function
the paper by E. Bombieri is very lightening.1
Our approach to solve this conjecture has been to recast the zeta Riemann function
ζ(s) to a quantum mapping between quantum-complex 1-spheres, i.e., working in
the category Q of quantum manifolds as introduced by A. Pra´staro. (See on this
1The Riemann hypothesis is also the eighth problem in Hilbert’s list of twenty-three open
mathematical problems posed in 1900. For useful information on this subject see also: http :
//en.wikipedia.org/wiki/Riemannhypothesis. For further reader on related subjects, see, e.g.,
the following references [1, 6, 4, 9, 10, 11, 12, 13, 18].
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subject References [19, 20] and related works by the same author quoted therein.)
More precisely the fundamental quantum algebra is just A = C, and quantum-
complex manifolds are complex manifolds, where the quantum class of differentia-
bility is the holomorphic class. In this way one can reinterpret all the theory on
complex manifolds as a theory on quantum-complex manifolds. In particular the
Riemann sphere C
⋃{∞} can be identified with the quantum-complex 1-sphere Sˆ1,
as considered in [19, 20]. The paper splits into two more sections and five appen-
dices. In Section 2 we resume some fundamental definitions and results about the
Riemann zeta function ζ(s) and properties of the modulus |ζ(s)| of ζ(s) and its re-
lations with the Riemann hypothesis. Here it is important to emphasize the central
role played by Lemma 2.5. This focuses the attention on the completed Riemann
zeta function, ζ˜(s), that symmetrizes the role between poles, with respect to the
critical line in C, and between zeros, with respect to the x = ℜ(s)-axis. In Section
3 the main result, i.e., the proof that the Riemann hypothesis is true, is contained
in Theorem 3.1. This is made by splitting the proof in some steps (new definitions
and lemmas). Our strategy to prove the Riemann hypothesis has been by means
of a suitable quantum-extension of ζ˜(s) to a quantum-complex mapping ζˆ(s), be-
tween quantum-complex 1-spheres. Then by utilizing the properties of meromorphic
functions between compact Riemann spheres, identified with quantum-complex 1-
spheres, we arrive to prove that all (non-trivial) zeros of ζ(s) must necessarily be on
the critical line. In fact, the compactification process adopted uniquely identifies
ζˆ(s) as a meromorphic function with two simple zeros, symmetric with respect to
the compactified x-axis, and on the critical line, and two simple poles, symmetric
with respect to the critical line. For suitable bordism properties between ζ˜ and ζˆ,
we get that ζ˜(s) cannot have zeros outside the critical line, hence the same must
happen for ζ(s) with respect to non-trivial zeros. Finally in the appendices are
collected proofs of some propositions, contained in Section 3, that even if they use
standard mathematics, require a particular technicality to be understood.2
2. About the Riemann hypothesis
Definition 2.1 (The hyperharmonic series). The hyperharmonic series is
(1)
∑
1≤n≤∞
1
nα
, α ∈ R, α > 0.
• (harmonic series: α = 1). In this case the series is divergent.
• (over-harmonic series: α > 1). In this case the series converges. This is called also
the Euler-Riemann zeta function and one writes ζ(s) =
∑
1≤n≤∞
1
ns
. In particular
for s ∈ N, one has the Euler’s representation:3
(2) ζ(s) =
∑
1≤n≤∞
1
ns
=
∏
p∈P•
1
1− p−s ,
where P• is the set of primes (without 1).
2This paper has been announced in [21].
3 Since this can be extended for ℜ(s) > 1, it follows that ζ(s) 6= 0, when ℜ(s) > 1. In fact,
from the Euler’s representation of ζ(s), we get that for ℜ(s) > 1, ζ(s) = 0 iff ps = 0. On the other
hand ps = pα+i β = pα[cos(β ln p)+ i sin(β ln p)]. Then ps = 0 iff cos and sin have common zeros.
This is impossible, hence ps 6= 0.
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Table 1. Examples of ζ(k) = απk, with α ∈ Q and k ≥ 0 even.
k 0 2 4 6 8 10 12 14 16 18 20
α − 1
2
1
6
1
90
1
945
1
9450
1
93555
691
638512875
2
18243225
3617
325641566250
43867
38979295480125
174611
1531329465290625
• (0 < α < 1). In this case the series is divergent.
•The Riemann zeta function is a complex function ζ : C→ C, defined by extension
of the over-harmonic series. This can be made by means of the equation (3).
(3) (1− 2
2s
) ζ(s) =
∑
1≤n≤∞
(−1)n+1
ns
.
The series on the right converge for ℜ(s) > 0. Really equation (3) does not allow
define ζ(s) in the zeros of the function (1− 22s ). These are in the point s = 1+i 2nπln 2 .4
However by using the functional equation (4) one can extend the zeta function on
all C.
(4) ζ(s) = 2s πs−1 sin(
π s
2
) Γ(1 − s) ζ(1− s).
ζ(s) is a meromorphic function on C, holomorphic everywhere except for a simple
pole at s = 1.
Proposition 2.1 (Properties of the Euler-Riemann zeta function (Euler 1735)).
ζ(k) = απk, with α ∈ Q and k > 0 even.
Example 2.1. ζ(2) = 16 π
2; ζ(4) = 190 π
4. In Tab. 1 are reported the values
ζ(k = 2n), with 0 ≤ n ≤ 10.
Proposition 2.2 (Zeros of ζ(s)). The Riemann zeta function ζ(s) has zeros only
s = −2n, n > 0, called trivial zeros, and in the strip 0 < ℜ(s) < 1.
The points s = 0 and s = 1 are not zeros. More precisely ζ(0) = − 12 and s = 1 is
a simple pole with residue 1.
Proof. The trivial zeros come directly from the sin function in (4). Let rewrite this
functional equation in the form ζ(s) = f(s) ζ(1−s). Then one can directly see that
f(−2n) = 1(2π)2nπ sin(−πn) Γ(1+2n) = (2n)!(2π)2nπ sin(πn) = 0. Then we get ζ(−2n) =
0 ·ζ(1+2n). ζ(1+2n) has not zeros and it is limited. Therefore we get ζ(−2n) = 0.
Note that ζ(s = 2n) = 22nπ2n−1 sin(πn)Γ(1 − 2n) = (2π)2n
π
sin(πn)Γ(1 − 2n) =
(2π)2n
π
0 · ∞ = (2π)2n
π
π
(2n−1)! =
(2π)2n
(2n−1)! . Here we have used the Euler’s reflection
formula Γ(1− s)Γ(s) sin(πs) = π, in order to calculate ∞ · 0 = π(2n−1)! .
One has lim
s→0
ζ(s) = − 12 .
The Laurent series of ζ(s) for s = 1, given in (5) proves that ζ has a simple pole
for s = 1.
(5) ζ(s) =
1
s− 1 +
∑
0≤n≤∞
(−1)n
n!
γn(s− 1)n
4 Let us emphasize that in the complex field ln z = ln |z| + i(Argz + 2nπ) if z = |z|eiArgz.
Therefore, 1 − 2
2s
= 0 iff 2
s−2
2s
= 0, hence iff 2s−1 = 1. By taking the ln of this equation, we
get(s− 1) ln 2 = ln 1 = i2nπ.
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with
(6) γk =
(−1)k
k!
lim
N→∞
(
∑
m≤N
lnkm
m
− ln
k+1
k + 1
)
Stieltjes constants.5 One has lim
s→1
(s− 1)ζ(s) = 1. 
Proposition 2.3 (Symmetries of ζ(s) zeros). • If s is a zero of ζ(s), then its
complex-conjugate s¯ is a zero too. Therefore zeros of ζ(s) in the critical strip,
0 < ℜ(s) < 1, are necessarily symmetric with respect to the x-axis of the complex
plane R2 ∼= C.
• If s is a non-trivial zero of ζ(s), then there exists another zero s′ of the zeta
Riemann function such that s and s′ are symmetric with respect to the critical line.
Proof. • In fact one has ζ(s) = ζ(s¯).
• From the functional equation (4) one has that the non-trivial zeros are symmetric
about the axis x = 12 . In fact, if ζ(s = α + i β) = 0 it follows from (4) that
ζ(1− s = (1−α)− i β) = 0. Then from the previous property, it follows ζ(1 − s =
(1− α) + i β) = 0. On the other hand, 1− s = (1− α) + i β is just symmetric of s,
with respect to the critical line. 
Conjecture 2.1 (The Riemann hypothesis). The Riemann hypothesis states that
all the non-trivial zeros s, of the zeta Riemann function ζ(s) satisfy the following
condition: ℜ(s) = 12 , hence are on the straight-line, (critical line), x = 12 of the
complex plane R2 ∼= C.
With respect to this conjecture it is important to study the behaviour of the mod-
ulus |ζ(s)| since ζ(s) = 0 iff |ζ(s)| = 0. Set s = x + iy. We shall consider the non-
negative surface in R3 = R2 × R, (x, y, z), identified by the graph of the R-valued
function |ζ| : R2 → R. We shall use the functional equation (4) to characterize |ζ|
in the following lemmas.
Lemma 2.1. One has the equation (7).
(7) |ζ(s)| = |f(s)||ζ(1 − s)|, f(s) = 2s πs−1 sin(π s
2
) Γ(1− s).
Proof. This follows directly from the exponential representation of complex num-
bers: ζ(s) = ρ(s)eiγ(s), f(s) = ρ̂(s)eiγ̂(s) and ζ(1 − s) = ρ(1 − s)eiγ(1−s). Then we
get
(8) ζ(s) = ρ̂(s)ρ(1− s)ρ(1 − s)ei[γ(s)+γ(1−s)] ⇒ ρ(s) = ρ̂(s)ρ(1 − s).

Lemma 2.2 (Properties of the function |f(s)|). • One has the explicit expression
(9) of |f(s)|.
(9) |f(s)| = (2 π)x−1 [e−πy + eπy + 2(2 sin2(πx
2
)− 1)] 12 |Γ(1− s)|
with s = x+ iy.
5 γ0 is the Euler-Mascheroni constant, γ0 = lim
N→∞
(
∑
m≤N
1
m
− lnN) = lim
N→∞
(HN −
lnN) ∼= 0.57721. HN is the Nth harmonic number. One has the following useful relation
γ0 = lim
s→1+
∑
1≤n≤∞(
1
ns
− 1
sn
) = lim
s→1
(ζ(s)− 1
s−1
) = ψ(1) = lim
x→∞
(x− Γ( 1
x
)).
THE RIEMANN HYPOTHESIS PROVED 5
• In the critical strip of the complex plane R2 = C, namely 0 < x = ℜ(s) < 1,
|f(s)| is a positive analytic function.
• In particular on the critical line, namely for ℜ(s) = 12 , one has |f(s)| = 1.
• One has the asymptotic formulas (10).
(10)

lim
(x,y)→(0,0)
|f(s)| = 0
lim
(x,y)→(0,0)
d
dx
|f(s)| = 0
lim
(x,y)→( 1
2
,0)
d
dx
|f(s)| > 0.
Proof. • We can write |f(s)| = |2s||πs−1|| sin(πs2 )||Γ(1 − s)|. We get also
(11)

|2s| = |2x[cos(y ln 2) + i sin(y ln 2))]| = 2x
|πs−1| = |π(x−1)[cos(y lnπ) + i sin(y ln π))]| = π(x−1).
| sin(πs2 )| = | e
i πs
2 −e−i
πs
2
2i |
= | 12 [(e−
πy
2 + e
πy
2 ) sin(πx2 )− i(e−
πy
2 − e πy2 ) cos(πx2 )]|
= 12 [e
−πy + eπy + 2(2 sin2(πx2 )− 1)]
1
2 .
• In the critical strip one has the following limitations:
(12) 0 < x < 1 :

1 < |2s| < 2.
1
π
< |πs−1| < 1.
1
2 [e
−πy + eπy − 2] 12 < | sin(πs2 )| < 12 [e−πy + eπy + 2]
1
2 .
One can see that the function ξ(y) = e−πy + eπy ≥ 2, and convex. Therefore
0 < lim
y→0
| sin(πs2 )| < 1. Furthermore let us recall that Γ : C → C is a mero-
morphic function with simple poles sk = −k, k ∈ {0, 1, 2, 3, · · · }, with residues
(−1)k
k! , i.e., lims→sk
Γ(s)
s−sk
= (−1)
k
k! . Since 0 < ℜ(1 − s) < 1, when 0 < ℜ(s) < 1,
it follows that Γ(1 − s) is analytic in the critical strip. Furthermore, from the
well known property that for ℜ(s) > 0, Γ(s) rapidly decreases as |ℑ(s)| → ∞,
since lim
|ℑ(s)|→∞
|Γ(s)||ℑ(s)|( 12−ℜ(s))e π2 |ℑ(s)| = √2π, we get that |f(s)| is an analytic
function in the critical strip.
• In particular on the critical line one has
(13)

|f(s)| = |2xπ− 12 12 [e−πy + eπy + 2(2 sin2(π4 )− 1)]
1
2 |Γ(12 − iy)|
= (2π)−
1
2 (e−πy + eπy)
1
2
√
π sech(−πy)
= (2π)−
1
2 (e−πy + eπy)
1
2 ( 2π
e−πy+eπy )
1
2
= 1.
We have utilized the formula |Γ(12 + iy)| =
√
π sech(πy), for y ∈ R.6
It is useful to characterize also the variation d
dx
|f(s)|. We get the formula (14).
(14)
d
dx
|f(s)| = |Γ(1− s)|(2π)x−1
{
ln(2π)[e−πy+eπy+2(2 sin2(πx
2
)−1)]
3
2+2π[sin(πx
2
) cos(πx
2
)]
[e−πy+eπy+2(2 sin2(πx
2
)−1)]
1
2
}
+(2π)x−1[e−πy + eπy + 2(2 sin2(πx2 )− 1)]
1
2
d
dx
|Γ(1− s)|.
6Here sech(πy) = 2
e−πy+eπy
. Let us recall also the formula that it is useful in these calcula-
tions: |Γ(1 + iy)| =
√
yπ csch(πy), for y ∈ R, where csch(πy) = 2
eπy−e−πy
.
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Let us explicitly calculate d
dx
|Γ(1− s)| taking into account that
|Γ(1 − s)| = [Γ(1− s) · Γ(1− s)] 12 = [Γ(1 − s) · Γ(1− s)] 12 .
We get the formula (15).
(15)
d
dx
|Γ(1− s)| = −1
2
|Γ(1− s)|(ψ(1 − s) + ψ(1− s))
where ψ(s) is the digamma function reported in (16).7
(16) ψ(s) = −γ +
∑
0≤n≤∞
s− 1
(n+ 1)(n+ s)
.
Set
(17) Ψ(s) = ψ(s) + ψ(s¯).
We get
(18) Ψ(s) = 2[−γ +
∑
0≤n≤∞
(x− 1)(x+ n) + y2
(n+ 1)[(n+ x)2 + y2]
].
Then we can see that
(19)

lim
(x,y)→(0,0)
d
dx
|Γ(1− s)| = 0
lim
(x,y)→( 1
2
,0)
d
dx
|Γ(1− s)| > 0.
Moreover, by using (14) we get also lim
(x,y)→(0,0)
d
dx
|f(s)| = 0 and lim
(x,y)→( 1
2
,0)
d
dx
|f(s)| >
0. 
As a by product we get the following lemma.
Lemma 2.3 (Zeta-Riemann modulus in the critical strip). • The non-negative
real-valued function |ζ(s)| : C→ R is analytic in the critical strip.
• Furthermore, on the critical line, namely when ℜ(s) = 12 , one has: |ζ(s)| =
|ζ(1− s)|.
• One has lim
(x,y)→(0,0)
|f(s)||ζ(1 − s)| = 0 · ∞ = 12 .
• |ζ(s)| is zero in the critical strip, 0 < ℜ(s) < 1, iff |ζ(1 − x − iy)| = 0, with
0 < x < 1 and y ∈ R.
Lemma 2.4 (Criterion to know whether a zero is on the critical line). Let s0 =
x0 + iy0 be a zero of |ζ(s)| with 0 < ℜ(s0) < 1. Then s0 belongs to the critical line
if condition (20) is satisfied.
(20) lim
s→s0
|ζ(s)|
|ζ(1 − s)| = 1.
7We have used the formula Γ′(s) = Γ(s)ψ(s). Let us recall that the digamma function is
holomorphic on C except on non-positive integers −sk ∈ {0,−1,−2,−3, · · · } where it has a pole
of order k + 1.
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Proof. If s is a zero of |ζ(s)|, the results summarized in Lemma 2.3 in order to prove
whether s0 belongs to the critical line it is enough to look to the limit lim
s→s0
|ζ(s)|
|ζ(1−s)| .
In fact since |f(s)| = |ζ(s)||ζ(1−s)| and |f(s)| is a positive function in the critical strip,
it follows that when s0 is a zero of |ζ(s)|, one should have |ζ(s0)||ζ(1−s0)| = 00 , but also
|ζ(s0)|
|ζ(1−s0)|
= |f(s0)|. In other words one should have lim
s→s0
|ζ(s)|
|ζ(1−s)| = |f(s0)|. On the
other hands |f(s)| = 1 on the critical line, hence when condition (20) is satisfied,
the zero s0 belongs to the critical line. 
Lemma 2.5 (Completed Riemann zeta function and Riemann hypothesis). •We
call completed Riemann zeta function the holomorphic function in (21).
(21) ζ˜(s) = π−
s
2Γ(
s
2
) ζ(s).
This has the effect of removing the zeros at the even negative numbers of ζ(s), and
adding a pole at s = 0.
• ζ˜(s) satisfies the functional equation (22).
(22) ζ˜(s) = ζ˜(1− s).
•The Riemann hypothesis is equivalent to the statement that all the zeros of ζ˜(s)
lie in the critical line ℜ(s) = 12 .
Proof. It follows directly from the previous lemmas and calculations. 
3. The proof
In this section we shall prove the Conjecture 2.1. In fact we have the following
theorem.
Theorem 3.1 (The proof of the Riemann hypothesis). The Riemann hypothesis
is true.
Proof. Our strategy to prove the Riemann hypothesis is founded on the extension
of ζ˜ : C→ C to a quantum-complex mapping Sˆ1 → Sˆ1, where Sˆ1 is the quantum-
complex 1-sphere. With this respect we shall first give a precise definition of what
we mean with the term extension of ζ˜ to the Alexandrov compactification of C.
Definition 3.1. The quantum-complex extension of the meromorphic completed
Riemann zeta function ζ˜ : C → C is a quantum-complex mapping ζˆ : Sˆ1 → Sˆ1
preserving the properties of ζ˜, i.e., remaining a meromorphic mapping with the
same poles at finite of ζ˜ and pointed at s = 12 , i.e., ζ˜(
1
2 ) = ζˆ(
1
2 ). Here the equality
between points on C and on Sˆ1 is meant by means of the stereographic projection
π⋆ : Sˆ
1 → C.
One can see that in order to obtain a meromorphic mapping Sˆ1 → Sˆ1, starting from
ζ˜, one cannot trivially extend ζ˜ by considering the natural inclusion C →֒ C⋃{∞}
and the stereographic projection Sˆ1 → C. In fact one has the following lemma.
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Lemma 3.1. Let us call trivial quantum-complex extension of ζ˜ the mapping
ζˆtrivial : Sˆ
1 → Sˆ1 given by the exact and commutative diagram (23).
(23) 0 0

C
OO
ζ˜ // C
iˆ

Sˆ1 = C
⋃{∞}
π⋆
OO
ζˆtrivial
// C
⋃{∞} = Sˆ1
where π⋆ is the stereographic projection and iˆ is the natural inclusion. Then the
trivial quantum-complex extension of ζ˜, even if it conserves the poles of ζ˜ at fi-
nite and the pointing at s = 12 , it is not a holomorphic mapping and neither a
meromorphic one. Therefore the trivial quantum-complex extension of ζ˜ is not a
quantum-complex extension in the sense of Definition 3.1.
Proof. See Appendix C for a detailed proof. (See also Fig. 2 for a more clear
understanding of the convention used in this paper.) 
Remark 3.1 (Fields of meromorphic functions). Lemma 3.1 can be paraphrased
in algebraic way by saying that the stereographic projection π⋆ : Sˆ
1 → C does not
allow to identify a field homomorphism M(C)→M(Sˆ1) between the fieldM(C) of
meromorphic functions on C and the fieldM(Sˆ1) of meromorphic functions on Sˆ1.
We could guess to work exactly in the opposite way, namely to represent M(Sˆ1)
into M(C), since meromorphic functions on C are given by ratios φ(z)
ψ(z) , where φ
and ψ are holomorphic functions on C, and instead meromorphic functions on Sˆ1
are given by ratios p(z)
q(z) , where p and q are polynomials only. But in order to repre-
sentM(Sˆ1) intoM(C) we have necessity to identify a canonical surjective mapping
bˆ : C → Sˆ1. This is made in Lemma 3.6 below. But it is yet impossible by this
simple continuous mapping realize with the induced homomorphism bˆ⋆ : fˆ 7→ fˆ ◦ bˆ,
holomorphic functions on C, since bˆ is not holomorphic. Then one understands
that in order to realize field homomorphisms between the fields M(C) and M(Sˆ1),
induced by relations between C and Sˆ1, one must introduce a more complex mech-
anism between such Riemann surfaces. This will be made by working in the cat-
egory of maps, belonging to the category QC, and whose morphisms are couples
of morphisms belonging to the category T of topological manifolds. Then we will
understand the exact meaning of the exact and commutative diagram (24) relating
fields of meromorphic functions with constant functions on C and Sˆ1 respectively.
(The meromorphic functions is a field extension of C.)
(24) 0 // C //M(C)

//M(C)/C

// 0
0 // C //M(Sˆ1)
OO
//M(Sˆ1)/C
OO
//
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Then, in order to realize the concept of quantum-complex extension of ζ˜ to Sˆ1,
in the sense of Definition 3.1, we will work in the category of quantum-complex
mappings and suitable morphisms between them. 8
But let us proceed step by step. We shall use the following lemmas.
Lemma 3.2. A divisor of a Riemann surface X is a finite linear combination of
points of X with integer coefficients. Any meromorphic function φ on X, gives rise
to a divisor denoted (φ) defined as (φ) =
∑
q∈R(φ) nq q, where R(φ) is the set of all
zeros and poles of φ, and
(25) nq =
{
m if q is a zero of order m
−m if q is a pole of order m
If X is a compact Riemann surface, then R(φ) is finite. We call nq the degree of φ
at q, and we write also (φ)q = nq. The degree (or index) of the divisor (φ) is defined
by deg(φ) =
∑
q∈R(φ) nq =
∑
q∈R(φ)(φ)q ∈ Z. If q is neither a pole or zero of φ,
then we write (φ)q = 0. With respect to this, we can write deg(φ) =
∑
q∈X(φ)q ∈ Z.
Let φ be a global meromorphic function φ on the compact Riemann surface X, then
deg(φ) = 0.9
Proof. This result is standard. (See, e.g. [7, 14, 18].) 
Lemma 3.3. The completed zeta Riemann function ζ˜ : C→ C, identifies a surjec-
tive quantum mapping ζˆ : Sˆ1 → Sˆ1, with total branching index b = 2, that we call
quantum-complex zeta Riemann function. This is a meromorphic function between
two Riemann spheres, with two simple poles and two simple zeros, and deg(ζˆ) = 2.
8For information on quantum manifolds see [19, 20] and related papers quoted therein. Let us
emphasize that in this paper the quantum algebra considered is just A = C, and the quantum 1-
sphere Sˆ1 coincides with the well known Riemann sphere or with the so-called complex projective
line. (By following this approach we can also generalize the Riemann zeta function to the category
Q, when the fundamental quantum algebra is not more commutative, hence does not coincide with
C, as happens in the case of quantum-complex manifolds. But this further generalization goes
outside purposes of this paper, focused on the proof of the Riemann hypothesis.) In other words
in this paper we shall work in the category QC of quantum-complex manifolds that coincides with
the one of the complex manifolds.
9The set D(X) of divisors D =
∑
q nq q of X is an Abelian group and the degree deg(D) =∑
q nq is an homomorphism D(X) → Z of Abelian groups. If f = f1 + f2 and g = g1/g2 are
meromorphic functions, then one has (f) = (f1+f2) = (f1)+(f2) and (g) = (g1/g2) = (g1)−(g2).
The divisor (f) of a meromorphic function f is called principal. In D(X) we introduce an order
relation: D1 =
∑
q nq · q ≤ D2 =
∑
qmq · q iff nq ≤ mq for all q. Furthermore, in the set D(X)
one can define also an equivalence relation: D1 ∽ D2 ⇔ D2 = D1 + (f) for some principal
divisor (f). Important are divisors associated to meromorphic 1-forms. A meromorphic 1-forms
ω is a differential 1-form ω that, in a suitable coordinate system {z} on X, can be written in
the form ω = f dz with f ∈ M(X). We denote with M1(X) the space of meromorphic 1-forms
on X. Since M1(X) ∼= M(X), considering M1(X) a 1-dimensional vector space with respect
to the field of meromorphic functions on X, it follows that all the divisors of meromorphic 1-
forms are equivalent. (ω′ = f ω ⇒ (ω′) = (ω) + (f).) We will denote by K the representative
of this equivalence class and we call it the canonical divisor of X. The Riemann-Roch theorem
gives a relation between divisors of a Riemann surface X and its topology, characterized by
the genus g = g(X): l(D) − i(D) = deg(D) + 1 − g, where l(D) is the dimension of the C-
vector space L(D) = {f ∈ M(X) | (f) + D ≥ 0}. i(D) is the dimension of the C-vector space
I(D) = {ω ∈ M1(X) | (ω) ≥ D}. In Tab. 2 are resumed some examples of applications of
Riemann-Roch theorem.
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Table 2. Some relations between divisors, spaces of meromorphic
functions and topology.
D deg(D) l(D) L(D) i(D) I(D)
deg(D) < 0 l(D) = 0 L(D) = ∅
D = 0 deg(D) = 0 l(D) = 1 L(D) = C i(D) = g I(D) = L(K)
D = K deg(D) = −χ(X) = 2g − 2 l(D) = g = i(0) L(D) = I(0) i(D) = 1 I(D) = L(0)
One has the isomorphisms: I(D) ∼= L(K −D); I(K −D) ∼= L(D).
If D1 ∽ D2 one has L(D1) ∼= L(D2); I(D1) ∼= I(D2).
Riemann-Roch theorem: l(D)− i(D) = deg(D) − 1 + g.
For X = Sˆ1 one has K = −2 q∞. deg(K) = −2, l(K) = 0, L(K) = ∅, I(K) = C, i(K) = 1.
[ω = dz in the south pole open disk △− to which correspondes]
the form ω = d( 1
z
) = − 1
z2
dz in the north pole open disk △+, since the transition map is z →
1
z
]
ζˆ identifies a ramified covering over Sˆ1, with two ramification points. For all but
the two branching points w ∈ Sˆ1, the equation ζˆ(s) = w has exactly two solutions.
Proof. ζˆ(s) is the unique meromorphic function ζˆ : Sˆ1 → Sˆ1 having the same poles
at finite of ζ˜, the two symmetric zeros of ζ˜ lying on the critical line and nearest to
the x-axis, and such that for a fixed s0 ∈ C one has satisfied condition (26).
(26) ζˆ(s0) = ζ˜(s0), s0 ∈ C.
More precisely the function ζˆ(s) is a meromorphic function characterized by the
divisor
(27) (ζˆ) = 1 · qz0 + 1 · q−z0 − 1 · q0 − 1 · q1.
(See in Appendix A for an explicit proof.) Therefore, the process of Alexandrov
compactification produces the reduction to only two zeros on the critical circle,
S1 ⊂ Sˆ1, i.e., the compactified critical line, by an universal covering induced phe-
nomena.10 (The situation is pictured in Fig. 1.) The surjectivity of ζˆ : Sˆ1 → Sˆ1
follows from the following lemma.
Lemma 3.4. A non-constant holomorphic map between compact connected Rie-
mann surfaces is surjective.
Proof. The Proof is standard. (See, e.g., [6, 18].) 
Furthermore, since ζˆ(s) is a rational function, ζˆ(s) = p(s)
q(s) , with deg(p) = 2 =
deg(q), it follows that deg(ζˆ) = 2 and for all but finitely many w, the equation
ζˆ(s) = w has exactly max(deg(p), deg(q)) solutions.11 The total branching index b
of ζˆ can be calculated by using the following lemma.
Lemma 3.5 (Riemann-Hurwitz formula). Let f : R → S be a non-constant holo-
morphic map between compact connected Riemann surfaces. Then the following
algebraic topologic formula holds.
(28) χ(R) = deg(f)χ(S)− b
10Let us note that ζ˜(s = 1
2
+ it) ≡ ζ˜(t) ∈ R, namely ζ˜(s) on the critical line is a real valued
function. This follows directly from the functional equation (22). In fact, ζ˜( 1
2
+it) = ζ˜(1− 1
2
−it) =
ζ˜( 1
2
− it) = ζ˜( 1
2
+ it) = ζ˜( 1
2
+ it), hence ℑ(ζ˜( 1
2
+ it)) = 0.
11For example, ζˆ(s) =∞ has solutions s ∈ {0, 1}, and ζˆ(s) = 0 has solutions s ∈ {−z0, z0}.
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where χ(X) = 2 − 2 g is the Euler characteristic of any compact, connected, ori-
entable surface X, without boundary, and g denotes its genus: g = 12dimCH1(X ;C).
12
Proof. The Proof is standard. (See, e.g., [6, 11, 18]) 
Since χ(Sˆ1) = 2 it follows that b = 2 · 2 − 2 = 2. In order to identify where the
ramifications points are located, let us find the roots of the equation ζˆ′(s) = 0. We
get, ζˆ′(s) = c0
−2( 1
4
+α2)s+( 1
4
+α2)
s2(s−1)2 , with α = ℑ(z1) = −ℑ(z2). Therefore the unique
critical point at finite is s = 12 , with multiplicity e 12 = 2, since ζˆ
(2)(12 ) 6= 0. From
the Riemann-Hurwitz theorem we get that also the point ∞ is a ramification point
with ramification index e∞ = 2. See the commutative diagram (29).
(29) χ(Sˆ1) 2 · deg(ζˆ)− [(e 1
2
− 1) + (e∞ − 1)]
2 4− [1 + 1]
Removing from Sˆ1 the branch points ζˆ(∞), ζˆ(12 ) ∈ Sˆ1, we get a punctured sphere.
The number of the points in the inverse image ζˆ−1(q), for q belonging to such a
punctured sphere,13 is integer-valued and continuous, hence constant. It coincides
with the degree of ζˆ, namely deg(ζˆ) = 2. Therefore ζˆ identifies a ramified cover
of Sˆ1, with two ramification points s = 12 and s = ∞, and two branching points
ζˆ(12 ) and ζˆ(∞) respectively. After removing the two branch points and their two
preimages, ζˆ induces a double topological covering map.14 
Definition 3.2. Let QC be the category of quantum-complex manifolds. Let f :
C → Sˆ1 be a morphism in this category, such that there exists a finite number of
points pk ∈ C, k = 1, · · · , n, with f(pk) = ∞.15 We call quantum-extension of f ,
a morphism fˆ : Sˆ1 → Sˆ1, in the category QC, such that fˆ(pˆk) =∞, where pˆk ∈ Sˆ1
are points corresponding to pk, via the stereographic projection π⋆ : Sˆ
1 → C. There
are not other points q ∈ Sˆ1 such that fˆ(q) = ∞. Furthermore, if f(zk) = 0, then
fˆ(zˆk) = 0 for a finite number of zeros zk of f , that are nearest to the x-axis. Here
zˆk is the point on Sˆ
1, corresponding to zk, via the stereographic projection π⋆.
Definition 3.3. We call pointed quantum-extension of f ∈ HomQC(C, Sˆ1) a quan-
tum extension fˆ such that fˆ(qˆ0) = f(q0), where q0 ∈ C is a fixed point and qˆ0 ∈ Sˆ1
is the point on Sˆ1, corresponding to q0 via the stereographic projection. Then we
say also that the quantum-extension fˆ is pointed at q0.
12From this formula it follows that b must be an even integer too. Furthermore, this lemma
can be generalized to non-compact Riemann surfaces, such that f is a proper map and χ(S) is
finite. (As a by product it follows that also χ(R) is finite.) (Let us recall that f is proper iff f−1
of a compact set is compact.)
13This punctured sphere is the parabolic Riemann surface called annulus or cylinder.
14Recall that the degree of a branched cover coincides with the degree of the induced covering
map, after removing the branch points and the corresponding ramifications points.
15In other words f is a meromorphic function with poles pk.
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Fig. 1. Representation of the numerical functions ζ˜ : R → R and
ζˆ : R → R, restrictions to the critical line of ζ˜ and ζˆ respectively,
(figure on the left), There is reported also the point base ζ˜(t = 0) =
ζ˜(12 ) = −0.05438 = ζˆ(12 ), (withe-circled-black point). The red
circle Γ, in the figure on the right, represents the compactification
to ∞, of the critical line. There the other black point, emphasized
with the circled 12 , is the point corresponding to s =
1
2 on the
x-axis in C, (ℑ(s) = 0). In this picture the red arrows circulation
mean the covering of the critical line in such a way to project all
zeros of ζ˜ on the two zeros of ζˆ. (See in the proof of Lemma 3.7.)
Lemma 3.6 (Uniqueness of quantum-extension of completed Riemann zeta func-
tion). The quantum-complex zeta Riemann function ζˆ is the unique quantum-extension
of ζ˜, pointed at q0 =
1
2 .
Proof. From above results it follows that ζˆ is surely a pointed quantum-extension
of ζ˜ (pointed at q0 =
1
2 .) The uniqueness follows from Lemma A3 in Appendix A.
In fact, the pointing fixes the arbitrary constant c ∈ C, present there in equation
(A.5). Let us also emphasize that we could consider other zeros, outside the critical
line, but yet in the critical strip, if they should exist. These should be at sets of four,
symmetrically placed with respect to the x-axis and with respect to the critical line.
In such a case ζˆ could not more have only two simple poles at 0 and 1, but it should
have also a double point at∞. In fact all such points should have the same distance
with respect to the x-axis. But in this case ζˆ could not be a quantum-extension
of ζ˜, in the sense of Definition 3.2. Below and in appendices it is also carefully
proved why such eventual zeros ζ˜, outside the critical line, cannot exist. Therefore
the quantum-complex zeta Riemann function ζˆ, considered in Lemma 3.3, is the
unique pointed quantum-extension of ζ˜. 
Lemma 3.7. The completed Riemann zeta function ζ˜ : C→ C identifies a surjec-
tive meromorphic mapping ζ˜ : C → Sˆ1, (hence yet denoted ζ˜). Furthermore, we
can identify a continuous surjective mapping bˆ : C → Sˆ1, such that all zeros ±zk
on the critical line of ζ˜, are projected to ±z0, i.e., the zeros of ζˆ, belonging to the
critical circle Γ ⊂ Sˆ1 and nearest to the x-axis or equator.
Proof. Since ζ˜ is a meromorphic function on C, with simple poles in 0, 1 ∈ C, it
identifies an holomorphic function (yet denoted ζ˜):
(30) C
ζ˜
44
ζ˜ // C 
 iˆ // C
⋃{∞}
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The surjectivity of the map ζ˜ : C → Sˆ1 follows directly from its holomorphy. In
fact this map is open and continuous. Then let Dr denote a closed disk in C ∼= R2,
centered at 0 and of radius r, such that it contains other the point 0 also the points
1 and the zeros ±z0 on the critical line. Then ζ˜(Dr) is open in Sˆ1 ∼= S2 and
compact, hence closed. Furthermore, ζ˜(Dr) contains the points 0,∞ and ζ˜(12 ) that
is placed on the meridian on S2 corresponding to the x-axis in R2. Therefore, ζ˜(Dr)
is necessarily a compact surface in S2 with boundary a circle Γr. When r →∞, Γr
converges for continuity to a point z ∈ S2. In fact, let us assume that the sequence
(31) ζ˜(Dr) ⊆ ζ˜(Dr′) ⊆ ζ˜(Dr′′) ⊆ ζ˜(Dr′′′) ⊆ · · · , r < r′ < r′′ < r′′′ < · · ·
stabilizes, i.e., there exists a maximal diskDrmax ⊂ R2, such that ζ˜(Ds) = ζ˜(Drmax),
for any Ds ⊃ Drmax . Then there exists also an open disk △ ⊂ Sˆ1 such that
ζ˜(Drmax) ⊂ △. Thus we can state that ζ˜ is a global holomorphic bounded mapping
ζ˜ : C → △. But such a mapping must be constant for the Liouville’s theorem
in complex analysis. Therefore, the hypothesis that the sequence (31) stabilizes
is in contradiction with the fact that ζ˜ is not a constant map. By conclusion
ζ˜ : C → Sˆ1 must be a surjective map. Furthermore, one has a continuous map-
ping bˆ : C → Sˆ1, sending the zeros of ζ˜, on the critical line, to cover the two
zeros of ζˆ. In fact, let us first consider the mapping aˆ : C → Sˆ1, defined by
aˆ : (z = x+ i y) 7→ (x0, ei2πy), where x0 is identified by the stereographic projection
as a point of the circle Sˆ1x ⊂ Sˆ1, corresponding in the stereographic projection to
the x-axis of C. Let Γx0 be the circle in Sˆ
1, passing for ∞ and x0 and having its
plane parallel to the y-axis. Then starting from the vector
−−−→
Cx0x0, in the plane of
Γx0 , with center Cx0 , we calculate the angle 2π y that identifies a point on Γx0 .
In this way we realize a covering aˆ : C → Sˆ1 with fiber Z. In fact, for any point
p ∈ Sˆ1 we can identify the corresponding circle Γx0 passing for p, hence the point
x on the x-axis of C. Furthermore, p identifies an angle α = 2π y + 2πn, hence
y = α2π − n, n ∈ Z. For continuity we put |aˆ−1(p)| =∞. This allows us to identify
the covering Z → C → Sˆ1. Let us now consider the real function ζ˜(t) obtained
by restriction of ζ˜ on the critical line. With this respect, we define the following
continuous mapping φ : R2 → R2, (x, y) 7→ (x¯, y¯) = (x, f(y)), such that f(y) is
obtained by sectorial retraction (dilation) in order to deform all intervals z1 − z0,
z2− z1, · · · , zk − zk−1, · · · in ones of the same length 2π. In this way the composi-
tion mapping bˆ = aˆ ◦ φ : C → Sˆ1 identifies a continuous mapping that projects all
the zero ±zk of ζ˜ on the same couple ±z0 respectively, of Γ = Γ( 1
2
). The mapping
bˆ is continuous but not holomorphic. (See in Appendix B for an explicit proof.)16
We call bˆ the zeros-Riemann-zeta-normalized universal covering of Sˆ1.17 
16For example if (x, y) ∈ R2, with z0 ≤ y ≤ z1, then the transformation of R2, in this sector
(or strip), is (x, y) 7→ (x, y¯), with y¯ = z0+
y−z0
z1−z0
. Therefore, the points of this sector are projected
on (x0, ei2πy¯) = (x0, e
i2π(z0+
y−z0
z1−z0 ).
17Let us emphasize that this mapping bˆ can be related in some sense to the Weierstrass-℘
function. In fact, a surjection C → Sˆ1 can be identified by utilizing the projection of C on the
torus C/L, where L = Zω1 + Zω2 ⊂ C is a lattice with ω1, ω2 6= 0, ω1/ω2 6∈ R. In fact the
quotient (C/L)/{±1} can be identified with Sˆ1. In other words, one has the exact commutative
diagram (32). There it is also emphasized the relation between the torus T = S1 × S1 and the
smash product S1 ∧ S1 = (S1 × S1)/S1 ∨ S1 ⋍ S2. We can consider the wedge sum S1 ∨ S1 =
(S1 × {a}
⋃
S1 × {b})/{a, b} reduced to ∞ in S2. It is important to emphasize also that any
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(32) 0 R2/Z2oo
≀
R2oo
∼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
R× R

C

bˆ // Sˆ1 //
≀
0
(R/Z)× (R/Z) C/L //

(C/L)/{±1}
≀
// 0
0 S2
≀
T S1 × S1

∼
✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁

// S1 ∧ S1 // 0
0
From Lemma 3.3 and Lemma 3.7 we can state that passing from the function ζ˜ to ζˆ,
all zeros of ζ˜ on the critical line converge to two zeros only. Furthermore, no further
zeros can have ζ˜ outside the critical line, otherwise they should converge to some
other zeros of ζˆ, outside the critical line. But such zeros of ζˆ cannot exist since all
possible zeros of ζˆ are reduced to only two, and these are just the ones considered
on the critical circle Γ. We can resume the relation between ζ˜ and ζˆ also by means
of the exact commutative diagram (33) showing that ζˆ is the (unique) meromorphic
function on Sˆ1 on the which one can project ζ˜ by means of the compactification
process above considered.
(33) C
aˆ
!!❈
❈❈
❈❈
❈❈
❈
C
φ
==④④④④④④④④④
ζ˜

bˆ // Sˆ1
ζˆ

// 0
Sˆ1

bˆ′
// Sˆ1

// 0
0 0
By resuming, we can say that the mapping bˆ′ : Sˆ1 → Sˆ1, in (33), is uniquely
identified with a continuous mapping such that diagram (33) is commutative. Since
bˆ is continuous but not holomorphic, it follows that also bˆ′ is continuous but not
holomorphic Thus the couple (bˆ, bˆ′) is a continuous but not holomorphic, it is not a
continuous mapping f : C/L→ Sˆ1, can be factorized in the form f = h ◦ ℘, where ℘ : C/L→ Sˆ1
is the Weierstrass ℘-function and h : Sˆ1 → Sˆ1 is some continuous mapping. Recall that ℘ is
defined by the following series: ℘(u) = 1
u2
+
∑
ω∈L• [
1
(u−ω)2
− 1
ω2
], converging to an elliptic
function, i.e., a doubly periodic meromorphic function on C, hence a meromorphic function on a
torus C/L. (A doubly periodic holomorphic function on C is constant.) ℘ is a degree 2 holomorphic
map with branch points over ∞, ek, k = 1, 2, 3, where ek = ℘(uk), uk ∈ {
ω1
2
, ω2
2
, ω1+ω2
2
}. In
other words, ℘ has the following four ramification points: {0, uk}1≤k≤3 ⊂ C/L. For any w ∈ C.
the equation ℘(u) = w has two simple roots in the period parallelogram; instead for w = ek, the
equation ℘(u) = w has a single double root. Every elliptic function f(u) can be expressed uniquely
by means of ℘ and its first derivative ℘′, as follows: f(u) = R0(℘(u)) + ℘′(u)R1(℘(u)), where
Ri, i = 0, 1, denote rational functions. If f(u) is even (resp. odd) then in the above expression
compares only the term with the function R0 (resp. R1).
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morphism of the category QC, but it is a morphism in the category T of topological
manifolds that contains QC. Therefore (bˆ, bˆ
′) deforms the morphisms ζ˜ and ζˆ of
QC, each into the other.
Remark 3.2. Let us also emphasize that whether some zeros of ζ˜ should exist
outside the critical line, it should be impossible continuously project ζ˜ onto ζˆ by
means of the morphism βˆ = (bˆ, bˆ′). In fact, in such a case the mapping bˆ′ could not
be surjective, since, whether ζ˜(sk) = 0, for some zero sk outside the critical line,
then ζˆ(bˆ(sk)) 6= 0. Therefore, bˆ′ should map 0 to {ζˆ(sk) 6= 0, 0}, hence bˆ′ should be
multivalued. Therefore, in order that ζ˜ projects on ζˆ, by means of the morphism βˆ,
it is necessary that ζ˜ has not zeros outside the critical line.
Taking into account above results it is useful to introduce now some definitions and
results showing a relation betweeen the proof of the Riemann hypothesis and an
important algebraic topologic property of the special functions involved. In fact,
one has the following lemma.
Lemma 3.8 (Bordism of completed Riemann zeta function). The quantum-complex
zeta Riemann function ζˆ canonically identifies a quantum-complex bordism element,
[ζˆ] ∈ Ωˆ1(ζ˜), even if ζ˜ has some zeros outside the critical line. Here Ωˆ1(ζ˜) denotes
the 1-quantum-complex bordism group of the completed Riemann zeta function.
Proof. Let us first consider some definitions and results related to bordism of mor-
phisms.18 Let T be the category of topological manifolds and f ∈ HomT(X,Y ),
f ′ ∈ HomT(X ′, Y ′), two morphisms in the category T, in the following called maps.
Let us also define morphism α : f → f ′ a pair α = (a, a′), with a ∈ HomT(X ;X ′),
a′ ∈ HomT(Y ;Y ′), such that the diagram (34) is commutative.
(34) X
a

f // Y
a′

X ′
f ′
// Y ′
In particular we say that α projects the morphism f on f ′, if the commutative
diagram (35) is exact.
(35) X
a

f // Y
a′

X ′

f ′
// Y ′

0 0
In other words, α is surjective if a and a′ are so. In such a case we write α : f →
f ′ → 0. A quantum-complex map is a morphism fˆ in the subcategory QC ⊂ T,
fˆ ∈ HomQC(Xˆ ; Yˆ ) such that Xˆ and Yˆ are compact quantum-complex manifolds
and fˆ(∂Xˆ) ⊂ ∂Yˆ . A closed quantum-complex map is a quantum-complex map, with
18The subject considered in this lemma is a generalization to the category QC of some particular
bordism groups introduced by R. E. Stong [24]. (See, also [1] for related subjects.)
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∂Xˆ = ∂Yˆ = ∅. A quantum-complex bordism element of a map f ∈ HomT(X,Y ) is
an equivalence class of morphisms α : fˆ → f , where fˆ is a closed quantum-complex
map. Two morphisms αi = (ai, a
′
i) : (φˆi, Mˆi, Nˆi) → f , i = 1, 2, are equivalent if
there is a morphism α = (a, a′) : Φˆ = (φˆ, Vˆ , Wˆ ) → f , with Φˆ a quantum-complex
map such that ∂Vˆ = Mˆ1⊔Mˆ2, ∂Wˆ = Nˆ1⊔Nˆ2, φˆ|Mˆi = φˆi, a|Mˆi = ai, a′|Nˆi = a′i. The
set of quantum-complex bordism elements of f ∈ HomT(X,Y ) forms an abelian
group Ωˆ•(f), (quantum-complex bordism group of f), with the operation induced by
the disjoint union; i.e., [α1] + [α2] = [α1
⋃
α2], where α1
⋃
α2 = (a1
⋃
a2, a
′
1
⋃
a′2),
with a1
⋃
a2 : Mˆ1 ⊔ Mˆ2 → X , a′1
⋃
a′2 : Nˆ1 ⊔ Nˆ2 → Y are the obvious maps on
the disjoint unions. We call n-dimensional quantum-complex bordism group of f ,
when dimC Mˆ = dimC Nˆ = n. Let us, now specialize to the completed Riemann
zeta function ζ˜. One has that the diagram (36) is commutative.
(36) 0 0
C
OO
ζ˜ // Sˆ1
OO
// 0
Sˆ1
π⋆
OO
ζˆ
// Sˆ1
π′⋆
OO
// 0
where π⋆ is the stereographic projection and π
′
⋆ is uniquely defined. In particular
π′⋆ is surjective.
19 Therefore diagram (36) is also exact. As a by-product we get
that ζˆ identifies a quantum-complex bordism element of ζ˜, i.e., a morphism fˆ → ζ˜
is equivalent to ζˆ → ζ˜ if there exists a morphism α = (c, c′) : Φˆ = (φˆ, Vˆ , Wˆ ) → ζ˜,
such that ∂Vˆ = Sˆ1⊔Mˆ , ∂Wˆ = Sˆ1⊔Nˆ , φˆ|∂Vˆ = ζˆ⊔ fˆ , c|∂Vˆ = π⋆⊔b, c′|∂Wˆ = a′⊔π′⋆.
The situation is resumed in the commutative diagram (37).
(37) C
ζ˜ // Sˆ1
Sˆ1 _

π⋆
OO
ζˆ
// Sˆ1 _

π′⋆
OO
Vˆ
c
GG
φˆ // Wˆ
c′
WW
∂Vˆ = Sˆ1 ⊔ Mˆ
π⋆∪b
>>
?
OO
φˆ|∂Vˆ
// ∂Wˆ = Sˆ1 ⊔ Nˆ
?
OO
a∪b′
``
Mˆ
?
OO
b
88
fˆ
// Nˆ
?
OO
b′
ff
19Let us emphasize that the composed mapping fˆ = ζ˜ ◦ π⋆ : Sˆ1 → Sˆ1 is not holomorphic or
meromorphic. Therefore it cannot be a quantum-complex zeta Riemann function. See Lemma 3.1
and Appendix C for a detailed proof.
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We denote by [ζˆ] the equivalence class identified by ζˆ. Therefore one has [ζˆ] ∈ Ωˆ•(ζ˜).
In other words, the exact and commutative diagram (36) says that the ζˆ identifies
a quantum-complex bordism element of ζ˜, and that ζˆ projects on ζ˜.
• Ωˆ(−) identifies a covariant functor on the category of maps and morphisms to the
category of abelian groups and their morphisms. In other words, for any morphism
α = (a, a′) : f ′ → f in T, with f, f ′ ∈ HomQC(X,Y ), one has induced a homo-
morphism Ωˆ•(α) : Ωˆ•(f
′) → Ωˆ•(f), by assigning to β = (b, b′) : f ′′ → f ′ the class
α ◦ β : f ′′ → f , i.e., the diagram (38) is commutative.
(38) X f // Y
	 α
X ′
a
OO
f ′
// Y ′
a′
OO
	 β
X ′′
AA
b
OO
f ′′
// Y ′′
b′
OO
]]
• Furthermore, homotopic morphisms induce the same homomorphisms on the bor-
dism groups. More precisely, if
(39)
{
α = (a, a′) : (φ × 1 : X ′ × [0, 1]→ Y ′ × [0, 1])→ (f : X → Y )
αt = (at, a
′
t) : (φ : X
′ → Y ′)→ f, (at(x) = a(x, t), a′t(y) = a′(t, y))
namely the diagram (40)
(40) X
f // Y
X ′ × I
a
OO
φ×1
// Y ′ × I
a′
OO
is commutative, then Ωˆ•(α0) ∼= Ωˆ•(α1).
It is important to underline that whether ζ˜ should have some zero outside the critical
line diagram (36) continues to be commutative, whether ζˆ is the quantum-extension
of the completed Riemann zeta function, i.e., its divisor is given by (27). 
Lemma 3.9. Relations between the bordism groups Ωˆ•(ζˆ) and Ωˆ•(ζ˜) are given by
the diagram (41).
(41) Ωˆ•(ζˆ)
αˆ• // Ωˆ•(ζ˜)
βˆ•

Ωˆ•(ζˆ)
The homomorphism βˆ• is subordinated to the condition that ζ˜ has not zeros outside
the critical line.
Proof. This follows directly from above definitions and results when one considers
morphisms α = (π∗, π
′
∗) : ζˆ → ζ˜ and morphisms βˆ = (bˆ, bˆ′) : ζ˜ → ζˆ. This last is
conditioned by the absence of zeros for ζ˜, outside the critical line. 
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With this respect let us introduce the following definitions.
Definition 3.4 (Stability in Ωˆ•(f)). Let β = (b, b
′), be a morphism with b, b′ ∈
Hom(T), such that β : f → fˆ → 0, where fˆ ∈ HomQC(Xˆ, Yˆ ) is a closed map. We
say that fˆ is β-stable in Ωˆ•(f) if the following condition is satisfied.
(i) There exists a morphism α = (a, a′), with a, a′ ∈ Hom(T), such that α : fˆ →
f → 0.20
Then we say also that fˆ is stable in Ωˆ•(f), with respect to the perturbation β of f .
Lemma 3.10. If the map fˆ ∈ HomQC is β-stable in Ωˆ•(f) then there exists a
nontrivial morphism γ = (c, c′), with c, c′ ∈ Hom(T), such that diagram (42) is
commutative and exact. (Here nontrivial means that c 6= 1
Xˆ
and c′ 6= 1
Yˆ
.)
(42) 0 0
Xˆ
OO
fˆ // Yˆ
OO
Xˆ
c
OO
fˆ
// Yˆ
c′
OO
Proof. In fact one has γ = β ◦ α : fˆ → fˆ → 0 in T. 
Let us now consider some lemmas relating above bordism groups with homotopy
deformations.
Lemma 3.11. The maps ζ˜ and ζˆ are related by homotopic morphisms.
Proof. In fact, let us consider inside the critical strip, say Ξ, another strip, say
Ξ0 ⊂ Ξ, parallel to Ξ. Let φt : C → C be an homotopy (flow) that deforms only
Ξ in such a way that its boundary remains fixed (as well as all C outside Ξ) but
collapses Ξ0 onto the critical line, say Ξc ⊂ Ξ0 ⊂ Ξ. If on the boundary of Ξ0 there
are four zeros of ζ˜ outside Ξc, then all these zeros collapse on two points on Ξc.
(These points do not necessitate to be zeros of ζ˜. We call such points ghost zeros.)
Then we can reproduce the process followed to build the covering bˆ, to identify a
homotopy bˆt such that all zeros and ghost zeros on Ξc are projected on ±z0. In
20Warning. Condition (i) is stronger than to state that fˆ identifies a bordism class in Ωˆ•(f).
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such a way we get the commutative and exact diagram (43)
(43) C
bˆt
66
bˆ1
""
φ1
''
ζ˜

φt // C
bˆt // Sˆ1
ζˆt

// · · · // C
bˆ
1
// Sˆ1
ζˆ1

// 0
Sˆ1
 bˆ′1
55
bˆ′t // Sˆ1

// · · · // Sˆ1

// 0
0 0 0
that now works without excluding that ζ˜ has zeros outside the critical line. In the
commutative diagram (43) we have denoted by bˆt : C→ Sˆ1, t ∈ [0, 1], the mappings
that project on the two zeros ±z0 of ζˆ, all zeros of ζ˜ on the critical line Ξc, and also
the ghost zeros arrived on Ξc at the homotopy time t ∈ [0, 1]. The mappings bˆt work
similarly to bˆ : C→ Sˆ1, i.e., the zeros-Riemann-zeta-normalized-universal-covering
of Sˆ1. (For abuse of notation we could denote them yet by bˆ. However, in order
to avoid any possible confusion, we have preferred to adopt a different symbol,
emphasizing its relation to the flow φt and the ghost zeros at the homotopy time
t.) With this respect we shall call t-ghost zeros the ghost zeros that at the time t
arrive on Ξc. Set βˆt = (bˆt, bˆ
′
t). Furthermore, ζˆt denotes the pointed meromorphic
function ζˆt : Sˆ
1 → Sˆ1 that can have zeros outside the critical line, and hence a
pole at ∞ with the multiplicity equal to the numbers of such zeros. For example
whether such number is four then the divisor of ζˆt, ∀t ∈ [0, 1], is given in (44).21
(44)
(ζˆt) = 1 · s1,t + 1 · s2,t + 1 · s3,t + 1 · s4,t + 1 · qz0 + 1 · q−z0 − 1 · q0 − 1 · q1
−4 · q∞, t ∈ [0, 1),
(ζˆ) = (ζˆ1) = 1 · qz0 + 1 · q−z0 − 1 · q0 − 1 · q1.
where si,t, i = 1, 2, 3, 4, denote the zeros at t, different from ±z0, on Sˆ1. Note the
exactness of the short sequence (45), for any t ∈ [0, 1]. In particular one has ζˆ1 = ζˆ.
(45) ζ˜
βˆt // ζˆt // 0
In particular we get the exactness of the sequence ζ˜
βˆ1 // ζˆ // 0 . By using
Lemma 3.9 we can see that Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜).22 Let us emphasize that, since ζˆ is
21Warning. The assumption that the number of zeros of ζ(s), outside the critical line, is finite
is not restrictive. In fact in Appendix D we show how one arrives to the same conclusions by
assuming infinite such a set. There it is given also an explicit characterization of the continuous,
singular flow φt : C→ C, t ∈ [0, 1].
22Warning. The morphisms βˆt identify ζˆ as an homotopy deformation of ζ˜. This should
not be enough to state that Ωˆ•(ζˆ) is isomorphic to Ωˆ•(ζ˜). In fact, R. E. Stong has shown with a
counterexample that homotopic maps do not necessitate have isomorphic map bordism groups.[24]
However in the case of the maps ζ˜ and ζˆ this result does not apply thanks to the fibration structures
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a closed quantum-complex map, it identifies a bordism in Ωˆ•(ζˆ) by means of the
canonical morphism 1 = (1, 1) : ζˆ → ζˆ, i.e., the commutative diagram (46).
(46) Sˆ1
ζˆ // Sˆ1
Sˆ1
1
OO
ζˆ
// Sˆ1
1
OO
Then taking into account the isomorphism Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜), it follows that ζˆ identifies
a bordism class in Ωˆ•(ζ˜). Therefore, must exist a morphism δ = (ǫ, ǫ
′) : ζˆ → ζ˜,
namely must exist a commutative diagram (47).
(47) C
ζ˜ // Sˆ1
Sˆ1
ǫ
OO
ζˆ
// Sˆ1
ǫ′
OO
with ǫ ∈ HomT(Sˆ1,C) and ǫ′ ∈ HomT(Sˆ1, Sˆ1). From Lemma 3.8 we know that
such a morphism δ is just δ = (ǫ, ǫ′) = (π∗, π
′
∗) = α. Thus we get a surjective
morphism ζˆ
α // ζ˜ // 0 . This composed with βˆ1 allows us to state that ζˆ is
βˆ1 = (bˆ1, bˆ
′
1)-stable in Ωˆ•(ζ˜), in the sense of Definition 3.4. In fact one has the exact
commutative diagram of maps and morphisms given in (48), i.e., ω = βˆ1 ◦α : ζˆ → ζˆ
is a non trivial surjective morphism.
(48) ζˆ
ω
✿
✿✿
✿✿
✿✿
✿
α // ζ˜
βˆ1

// 0
ζˆ

0

Definition 3.5. We say that a morphism α : ζ˜ → fˆ is a perturbation of ζ˜ inside
the bordism group Ωˆ•(ζ˜), if fˆ identifies a bordism class of Ωˆ•(ζ˜).
23
Definition 3.6. We say that a morphism α : ζ˜ → fˆ is a perturbation of ζ˜ outside
the bordism group Ωˆ•(ζ˜), if fˆ does not identify a bordism class of Ωˆ•(ζ˜).
Lemma 3.12. When one assumes that ζ˜ has a finite set of zeros outside the critical
line, the perturbations βˆt : ζ˜ → ζˆt, t ∈ [0, 1], of ζ˜ are inside Ωˆ•(ζ˜). Furthermore,
one has the canonical isomorphisms reported in (49).
(49) Ωˆ•(ζ˜) ∼= Ωˆ•(ζˆ) ∼= Ωˆ•(ζˆt), ∀t ∈ (0, 1).
of the involved maps. See Appendix E for a detailed proof of the isomorphism Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜)
existence.
23This implies that fˆ is a closed map of QC and there is a morphism of T, β : fˆ → ζ˜.
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One can identify the canonical bordism classes of Ωˆ•(ζˆ) and Ωˆ•(ζˆt) respectively,
namely one has the one-to-one correspondence in the above isomorphism (49), [ζˆ]↔
[ζˆt], ∀t ∈ (0, 1].
Furthermore, the maps ζˆt, ∀t ∈ (0, 1], are βˆt-stable in Ωˆ•(ζ˜).
Proof. Let us assume that ζ˜ has a finite set of zero outside the critical line. Then
the perturbations βˆt : ζ˜ → ζˆt of ζ˜, considered in the commutative diagram (43),
are inside Ωˆ•(ζ˜). In fact, each map ζˆt : Sˆ
1 → Sˆ1 is a closed map in QC, hence
it identifies a bordism class in Ωˆ•(ζ˜t). Furthermore, by following a similar road
used to prove the isomorphism considered in Appendix E, we can prove that the
homomorphism Ωˆ•(βˆt) : Ωˆ•(ζ˜) → Ωˆ•(ζˆt) is an isomorphism. Therefore, [ζˆt] ∈
Ωˆ•(ζˆt) can be identified by an equivalence class of Ωˆ•(ζ˜). Thus it must exist a
morphism γˆt = (et, e
′
t) : ζˆt → ζ˜ such that diagram (50) is commutative.
(50) C
ζ˜ // Sˆ1
Sˆ1
et
OO
ζˆt
// Sˆ1
e′t
OO
Really we can take γˆt = α ◦ βˆt,1, where βˆt,1 : ζˆt → ζˆ1 = ζˆ is identified in diagram
(43) and α = (π∗, π
′
∗) : ζˆ → ζ˜. Since all the maps involved are surjective, one has
the exact commutative diagram (51), with ν = βˆt ◦ γˆt.
(51) ζˆt
ν
❁
❁❁
❁❁
❁❁
❁
γˆt // ζ˜
βˆt

// 0
ζˆt

0
Therefore, ζˆt is βˆt-stable in Ωˆ•(ζ˜). Finally, by considering the isomorphism Ωˆ•(ζˆ) ∼=
Ωˆ•(ζˆt), one can identify [ζˆ] ∈ Ωˆ•(ζˆ) with [ζˆt] ∈ Ωˆ•(ζˆt). In fact, by following a
proceeding similar to one considered in Appendix E, we can see that if fˆ :M → N
is a closed map in QC, equivalent to ζˆt in Ωˆ•(ζˆt), then it is equivalent to ζˆ in Ωˆ•(ζˆ)
too. 
Lemma 3.13. When one assumes that ζ˜ has an infinite set of zeros outside the
critical line, (see Appendix E), the perturbations β˜t : ζ˜ → ζ˜t, ∀t ∈ (0, 1), of ζ˜ are
outside Ωˆ•(ζ˜).
Proof. The perturbations β˜t : ζ˜ → ζ˜t considered in Appendix E, when one assumes
that ζ˜ has an infinite set of zeros outside the critical line, are outside the bordism
group Ωˆ•(ζ˜), since the maps ζ˜t : C → C are non-compact and non-closed, hence
they cannot identify bordism equivalence classes in Ωˆ•(ζ˜). 
Lemma 3.14. To state that the Riemann hypothesis is true is equivalent to say
that the quantum-complex zeta Riemann function ζˆ is βˆ-stable in the bordism group
Ωˆ•(ζ˜), where βˆ = (bˆ, bˆ
′) : ζ˜ → ζˆ is a perturbation of ζ˜ inside Ωˆ•(ζ˜).
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Table 3. Possible and alternative propositions on the set Z0(ζ˜)
of outside-ghost zeros of ζ˜.
Quotation Proposition Ωˆ•(ζˆ) Stability of ζˆ in Ωˆ•(ζ˜)
(a) Z0(ζ˜) = ∅ Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜) βˆ-stable, βˆ = (bˆ, bˆ′), (see diagram (33).
(b) ♯(Z0(ζ˜)) < ℵ0 Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜) βˆ1-stable, βˆ1 = (bˆ1, bˆ′1), (see diagram (43).
(c) ♯(Z0(ζ˜)) = ℵ0 Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜) βˆ1-stable, βˆ1 = (bˆ1, bˆ′1), (see diagram (D.8).
Z0(ζ˜): See Definition 3.7.
Proof. The quantum-complex zeta Riemann function ζˆ is βˆ = (bˆ, bˆ′)-stable in Ωˆ•(ζ˜)
iff ζ˜ has not zeros outside the critical line. In fact one has γ = βˆ ◦ α : ζˆ → ζˆ → 0
with α = (π∗, π
′
⋆) (see diagram (36)) and βˆ = (bˆ, bˆ
′) (see diagram (33)). But γ
is surjective iff βˆ is surjective, i.e., iff ζ˜ has not zeros outside the critical line (see
Remark 3.2). Therefore to state that the Riemann hypothesis is true is equivalent to
say that the quantum-complex zeta Riemann function ζˆ is βˆ-stable in the bordism
group Ωˆ•(ζ˜) in the sense of Definition 3.4, hence the perturbation βˆ is inside Ωˆ•(ζ˜),
(see Lemma 3.8 and Definition 3.5). 
Definition 3.7. • Let us denote by Zc(ζ˜) the set of zeros of ζ˜ in the critical line.
We call Zc(ζ˜) the set of critical zeros of ζ˜.
• Let us denote by Z0(ζ˜) the set of zeros of ζ˜ that are outside the critical line. Let
us call Z0(ζ˜) the set of outside-ghost zeros of ζ˜.
•We denote by Zc,t(ζ˜) the set of t-ghost zeros of ζ˜, i.e., the set of ghost zeros that
at the homotopy time t ∈ [0, 1] are on the critical line Ξc. (For t = 0, Zc,t(ζ˜) is
empty: Zc,0(ζ˜) = ∅.)
In Tab. 3 are resumed the possible characterizations of Z0(ζ˜).
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From the proof of the isomorphism Ωˆ•(ζ˜) ∼= Ωˆ•(ζˆ) and from Lemma 3.9 it follows
that also Ωˆ•(βˆ) is an isomorphism. In fact, with respect to the quotation reported
in Tab. 3, let us consider first the case (b),25 i.e., let us assume that there is
a finite set of zeros of ζ˜, outside the critical line. Then the homotopy relation
between ζ˜ and ζˆ allows us to relate these last maps with the commutative and
exact diagram (52)(A) with the continuous maps bˆ1 : C → Sˆ1, bˆ′1 : Sˆ1 → Sˆ1
(say the dot maps). (Compare with the commutative diagram (43).) This diagram
allows us to understand that ζˆ is βˆ1-stable. Let us now consider the case (c),
i.e., let us assume that there is an infinite set of zeros of ζ˜, outside the critical line.
Then from the commutative diagram (D.8) one can build the commutative diagram
(52)(B) with the continuous maps bˆ1 : C→ Sˆ1 and bˆ′1 : Sˆ1 → Sˆ1 (say again the dot
maps). This diagram allows us to understand again that ζˆ is βˆ1 = (bˆ1, bˆ
′
1)-stable.
Therefore, the unique obstruction to the condition Z0(ζ˜) = ∅ is the absence of
βˆ = (bˆ, bˆ′)-stability for ζˆ in the bordism group Ωˆ•(ζ˜).
24There propositions (a), (b) and (c) are two by two contradictory propositions. But the law
of excluded middle does not work for them. This is instead an example of 3-valued logics and to
these it applies the law of excluded 4-th.
25The conclusion in the case a is obvious.
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(52)
(A) C
bˆ
1
  ❆
❆❆
❆❆
❆❆
❆
C
bˆ1

φ1
>>⑥⑥⑥⑥⑥⑥⑥⑥ bˆ1 //
ζ˜

Sˆ1
ζˆ

Sˆ1
ζˆ1

// 0
Sˆ1
bˆ′1
HH

bˆ′1
// Sˆ1

Sˆ1

// 0
0 0 0
(B) C
ζ˜1

bˆ
1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
// 0
C
φ1
''
bˆ1 //
ζ˜

Sˆ1
⑧⑧
⑧⑧
⑧⑧
⑧⑧
ζˆ

// 0
0
Sˆ1
φ′1
77

bˆ′1
// Sˆ1
__❄❄❄❄❄❄❄

// 0
0 0 Sˆ1
bˆ
′
1
gg◆◆◆◆◆◆◆◆◆◆◆◆◆◆

// 0
0
On the other hand since the isomorphism Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜) holds independently on
which of the propositions (a), (b) and (c) in Tab. 3 is true, we can assume such
isomorphism without referring to a specific of such propositions. Then, since the
continuous mapping bˆ : C → Sˆ1 is canonical and independent from above propo-
sitions, we can state that to any map fˆ ∈ HomQC(M,N), identifying a bordism
element in Ωˆ•(ζ˜), we must be able to associate by means of the canonical mapping
bˆ, a bordism element of Ωˆ•(ζˆ). In other words, we must be able to associate to fˆ
and bˆ a morphism βˆ = (bˆ, bˆ′) sending fˆ to ζˆ. This means that we can associate
to bˆ a continuous map bˆ′ ∈ HomT(Sˆ1, Sˆ1) such that diagram (53) is commuta-
tive (and exact). But this just means that it must exist also the isomorphism
βˆ• : Ωˆ•(ζ˜) ∼= Ωˆ•(ζˆ), (according to Lemma 3.9), and that ζˆ is βˆ-stable. Therefore
from Lemma 3.14 we get that proposition (a), Z0(ζ˜) = ∅, in Tab. 3, is the unique
true proposition. Then from Lemma 2.5 it follows that also the Riemann zeta func-
tion ζ cannot have non-trivial zeros outside the critical line. The proof of Theorem
3.1 is now complete.
(53) M
fˆ

a
  ❆
❆❆
❆❆
❆❆
❆
b

C
bˆ //
ζ˜

Sˆ1
ζˆ

// 0
Sˆ1
bˆ′ //

Sˆ1

// 0
N
b′
II
a′
>>⑥⑥⑥⑥⑥⑥⑥⑥
0 0

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Appendices
Appendix A: Proof that ζˆ(s) : Sˆ1 → Sˆ1 is a meromorphic function with
two zeros and two simple poles at finite.
In this appendix we shall give an explicit constructive proof that the meromorphic
completed Riemann function ζ˜ : C→ C identifies a meromorphic function ζˆ : Sˆ1 →
Sˆ1 having two zeros and two simple poles at finite.
Let us denote by Z(ζ˜) ⊂ C and Pol(ζ˜) ⊂ C respectively the set of zeros and poles
of ζ˜. ζ˜ identifies a canonical mapping, yet denoted by ζ˜ : C→ Sˆ1 = C⋃{∞}, that
is a C-quantum mapping, (i.e., a holomorphic mapping) relative to the structure
of C-quantum manifold of both C and Sˆ1. One has Pol(ζ˜) = ζ˜−1(∞), and Z(ζ˜) =
ζ˜−1(0), if 0 ∈ C. Let us denote by (ζ˜)p the degree of ζ˜ at the point p ∈ C. Then
one has
(A.1) (ζ˜)p =

0 , p 6∈ Z(ζ˜)⋃Pol(ζ˜)
+1 , p ∈ Z(ζ˜)
−1 , p ∈ Pol(ζ˜)
We shall consider, now, some lemmas.
Lemma A1 (Unique presentation by poles). Let f : Sˆ1 → Sˆ1 be a meromorphic
mapping, i.e., f is not a constant map f(z) = ∞, ∀z ∈ Sˆ1. Then f is uniquely
expressible as
(A.2) f(z) = p(z) +
∑
i,j
cij
(z − pi)j
where p(z) is a polynomial, the cij are constants and pi ∈ Pol(f |C), i.e., pi are the
finite poles of f . Since ♯(Pol(f)) < ℵ0, the above sum is finite.
Proof. Even if this and some other lemma in this proof are standard, we will sketch
a proof to better clarify the proof of Lemma 3.3 and Theorem 3.1. Since f is
meromorphic, it admits a convergent Laurent expression near a pole p.
(A.3)
a−n(z − p)−n + a−n+1(z − p)−n+1 + · · ·+ a−1(z − p)−1 +
∑
k≥0 ak(z − p)k
= fp(z) +
∑
k≥0 ak(z − p)k.
The negative powers form the principal part fp(z) of the series. The poles are
isolated and the compactness of Sˆ1 implies that ♯(Pol(f)) < ℵ0. Set ψ(z) =
f(z)−∑pi∈Pol(f) fpi . Then ψ(z) is a meromorphic function with poles only at ∞.
Let us consider the representation of ψ(z) in the open neighborhood of ∞ ∈ Sˆ1,
i.e., in the standard chart (Sˆ1 \ {0}, ϕ(z) = 1
w
). We get
(A.4)
ψ(w) = a−nw
−n + a−n+1w
−n+1 + · · ·+ a−1w−1 +
∑
k≥0 akw
k
= ψ0(w) +
∑
k≥0 akw
k.
Then ψ(w) − ψ0(w) =
∑
k≥0 akw
k is a holomorphic function without poles on Sˆ1.
We can use the following lemmas.
Lemma A2. Every holomorphic function defined everywhere on a compact con-
nected Riemann surface is constant.
Proof. This is standard. 
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Therefore we can conclude that ψ(w) − ψ0(w) = C ∈ C. By conclusion ψ(z) is a
polynomial in the neighborhood of ∞: ψ(z) = a−nzn + a−n+1zn−1 + · · ·+ a−1z +
C. 
Lemma A3 (Unique presentation by zeros and poles). A meromorphic function
f : Sˆ1 → Sˆ1 has a unique expression
(A.5) f(z) = c
∏
1≤i≤n(z − zi)hi∏
1≤j≤m(z − pj)kj
, c ∈ C, zi ∈ Z(f), pj ∈ Pol(f).
Here hi and kj are the multiplicities of zero and poles at finite. Furthermore one
has ♯(Z(f)) = ♯(Pol(f)).
Proof. The function
(A.6) g(z) = f(z)upslope
[ ∏
1≤i≤n(z − zi)hi∏
1≤j≤m(z − pj)kj
]
is a meromorphic function on Sˆ1 without zeros and poles in C. But a polynomial
without roots in C is a constant c ∈ C, hence we get the expression (A.5). From
(A.5) we can obtain the behaviour of f(z) in the standard chart (Sˆ1\{0}, ϕ(z) = 1
w
):
(A.7) f(
1
w
) = c
∏
1≤i≤n(w
−1 − zi)∏
1≤j≤m(w
−1 − pj)kj = cw
m−n
∏
1≤i≤n(1− wzi)∏
1≤j≤m(1− wpj)kj
hence
(A.8) lim
z→∞
f(z) = lim
z→∞
zn−m =
{ ∞ (n−m) > 0, pole of order n−m
0 (n−m) < 0, zero of order m− n.
Therefore if the number n of finite zeros and the number m of finite poles are such
that n−m > 0 (resp. n −m < 0) f : Sˆ1 → Sˆ1 has at ∞, a pole (resp. a zero) of
order n −m (resp. m − n). In the first case (resp. second case) we get that the
number of poles is m+(n−m) = n equal to the number of zeros (resp. the number
of zero is n+ (m− n) = m equal to the number of poles) 
We have also the following well-known lemmas.
Lemma A4. Two meromorphic functions on a compact Riemann surfaces having
the same principal part at each of their poles must differ by a constant.
Lemma A5. Two meromorphic functions on a compact Riemann surfaces having
the same poles and zeros (multiplicities included) must differ by a constant factor.
Let us assume, now, that ζˆ : Sˆ1 → Sˆ1 is a meromorphic function having n simple
zeros at finite coinciding with the ones of ζ˜ that are nearest to the x-axis (ℑ(s) = 0)
in the C-plane. Let us assume that the poles of ζˆ at finite are in correspondence
one-to-one with the poles {0, 1} of ζ˜, by means of the stereographic projection
Sˆ1 → C. By resuming we assume that ♯(Zfinite(ζˆ)) = ♯({z1, · · · , zn}) = n >
♯(Polfinite(ζˆ)) = 2 = m. Then from above results we get that ζˆ is uniquely
identified, up to a multiplicative constant c, by the following expression:
(A.9) ζˆ(s) = c
∏
1≤i≤n(s− zi)
s(s− 1) .
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Fig. 2. Representation of the (red) critical circle Γ 1
2
= Γ ⊂ Sˆ1
by means of the stereographic projection of the (red) critical line
s = 12 (again denoted by Γ), in the complex plane C
∼= R2. There
are also represented the first two zeros of ζˆ(s) on Γ, besides some
other symmetric couples of zeros identified by ζ˜(s). (Here x = ℜ(s)
and y = ℑ(s).) The stereographic projection identifies also the
(red) point 12 of the x-axis, with a (red) point on the circle in
Sˆ1, representing the compactified x-axis, that is in the middle of
the arc between 0 and the (black) point corresponding to 1 in the
stereographic projection. Such black points represent the poles of
ζˆ : Sˆ1 → Sˆ1.
We know also that such a meromorphic function ζˆ : Sˆ1 → Sˆ1, has a pole of order
n− 2 at ∞. Furthermore we can fix the constant c by imposing that at some finite
point s0 ∈ C, one has ζˆ(s0) = ζ˜(s0). We can, for example take s0 = 12 . Then we
have:26
(A.10) c = −1
4
ζ˜(12 )∏
1≤i≤n(
1
2 − zi)
, ζ˜(
1
2
) = π−
1
4Γ(
1
4
)ζ(
1
2
) ≈ −0.05438.
(Note that the set of zeros of ζ˜ is not finite, since ζ˜ is a meromorphic function on the
noncompact Riemann surface C.27) The meromorphic function ζˆ : Sˆ1 → Sˆ1 satisfies
the condition n− (2 + n − 2) = 0 = deg(ζˆ). Therefore, from above calculations it
should appear that ζˆ(s) has a pole of order n− 2 at ∞. On the other hand we can
consider Sˆ1 = D−
⋃
D+, with D+ (resp. D−) a little disk centered at∞ (resp. D−
a disk centered at 0) and with Ξ = ∂D+ = ∂D− ≈ S
1. We can assume that ζˆ(s)
has not zeros in D+. In fact since ♯(Z(ζˆ)) < ℵ0, and we can exclude that∞ ∈ Z(ζˆ),
we can draw a little circle Ξ around ∞ ∈ Sˆ1, such that Ξ = ∂D+, and such in D+
do not fall zeros of ζˆ(s). Then, in order that ζˆ should be a quantum-extension
of ζˆ we shall require that ζˆ|D− is a meromorphic function on D−, hence must be
deg(ζˆ|D−) = n− 2 = 0, namely n = 2. As a by product we get that ∞ is a pole of
degree 0, namely it is a regular value since lim
w→0
w0 = 1. Therefore, ζˆ in order to be
26We have used the following valuations: π−
1
4 ≈ 102.87× 10−4, Γ( 1
4
) ≈ 3.62, ζ( 1
2
) ≈ −1.4603.
27A meromorphic function f : X → C, can have ♯(Z(f)) = ℵ0. For example ♯(Z(ζ)) = ℵ0,
since its trivial zeros are numbered by even negative integers, and zeros over the critical line were
proved to be infinite by G. H. Hardy [8]. As a by product it follows that ♯(Z(ζ˜)) = ℵ0.
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a quantum-extension of ζ˜, must be a meromorphic function ζˆ : Sˆ1 → Sˆ1, with finite
poles 0 and 1, and only two finite zeros belonging to the critical circle in Sˆ1. This
means that in order to identify such a meromorphic function we can choice the two
symmetric zeros on the critical circle exactly corresponding to the two symmetric
zeros on the critical line of ζ˜, that are nearest to the x-axis (x = ℑ(s) = 0). We
call such mapping the quantum-complex zeta Riemann function.28
Remark A1. From the above proof it follows that the relation between the two
meromorphic mappings ζ˜ : C→ Sˆ1 and ζˆ : Sˆ1 → Sˆ1 is a morphism in the category T
between morphisms ζ˜, ζˆ ∈ Hom(QC). The situation is resumed in the commutative
diagram (33). In Fig. 2 is represented the critical circle Γ ⊂ Sˆ1 by means of the
stereographic projection of the critical line s = 12 in the complex plane C
∼= R2.29
There are also represented the first two zeros on Γ, besides some other symmetric
couple of zeros identified by zeros of ζ˜ on the critical lines. In Fig. 3 is given a
different representation of the curve ζˆ(t) on the Riemann sphere Sˆ1.
Appendix B: Proof that bˆ : C→ Sˆ1 is not a holomorphic function . In
this appendix we shall prove that the mapping bˆ : C → Sˆ1 considered in the
commutative diagram (33) is not holomorphic. For this it is enough to prove that
the mapping φ is not holomorphic, where φ : C→ C is the mapping entering in the
composition bˆ = aˆ◦φ. In fact φ(s) = φ(x+ iy) = u(x, y)+ iv(x, y) with u(x, y) = x
and v(x, y) = zk +
y−zk
zk+1−zk
, if zk ≤ y ≤ zk+1. Thus u and v have first partial
derivative, even if these are not continuous everywhere. But this is not sufficient
to conclude that φ is not holomorphic. In fact, we can use the following lemma.
28Warn ! The quantum-complex zeta Riemann function is a regular function at∞ ∈ Sˆ1. More
precisely one has ζˆ(∞) = c ≈ 6.8046. This can be directly obtained by considering that the two
non trivial zeros of ζ(s), nearest to the x-axis, are z1 ≈
1
2
+ i 14.1347 and z2 ≈
1
2
− i 14.1347. Then
from (A.10) we get c ≈ − 1
4
−0.05438
(14.1347)2
≈ 6.8046. Let us emphasize that ζˆ|D+ has not zero and
poles, hence is a holomorphic function on the compact Riemann surface D+. Then the maximum
modulus principle (resp. minimum modulus principle) assures that either ζˆ|D+ : D+ → C is
a constant function, or, for any point s0 inside D+ there exists other points arbitrarily close
to s0 at which |ζˆ|D+ | takes larger (resp. lower) values. So the first hypothesis should imply
that ζˆ|D+ = c = ζˆ(∞). In such a case ζˆ should have all points in D+ as critical points. But
this contradicts the fact that ζˆ is a meromorphic function with an unique finite critical value at
s = 1
2
. Therefore, it remains to consider that ζˆ|D+ is not constant and that the maximum (resp.
minimum) of |ζˆ|D+ | cannot be inside D+ but on its boundary ∂D+.
29Let us recall that the stereographic projection π⋆ : Sˆ1 → C, is represented in complex
coordinates (z,w) ∈ C2, by the function π⋆(z0, w0) = z =
2z0
2−ℜ(w0)
∈ C, such that (z0, w0) ∈
Sˆ1 ⊂ C2, hence satisfies the following complex algebraic equation P (z0, w0) = z0z¯0−1+[ℜ(w0)−
1]2 = 0. [One can also write ℜ(w0) =
1
2
(w0 + w¯0).] One has lim
p=(z0,w0)→0=(0,0)
π⋆(z0, w0) =
0, and lim
p=(z0,w0)→∞=(0,2)
π⋆(z0, w0) =
0
0
. On the other hand for continuity we can assume
lim
p=(z0,w0)→∞=(0,2)
π⋆(z0, w0) = ∞ ∈ C. Therefore, π⋆ : C → Sˆ1 is a derivable function with a
simple zero at 0 ∈ Sˆ1 and a simple pole ∞ ∈ Sˆ1. Warn ! π⋆ cannot be holomorphic since any
holomorphic map Sˆ1 → C is constant. This can be also seen since (∂z¯0.π⋆) = −
z0
(2−w0)2(ℜ(w0)−1)
,
hence (∂z¯0.π⋆) = 0 only at z0 = 0 and not on all Sˆ1. Moreover, the stereographic projection π⋆
is a proper mapping. In fact any continuous map from a compact space to a Hausdorff space is
proper (and closed). Therefore we can apply to π⋆ the Riemann-Hurwitz theorem to identify its
total branching index. (See footnote in Lemma 3.5.) In fact we get [χ(Sˆ1) = 2] = [deg(π⋆) =
2] · [χ(C) = 1]− b, hence b = 0.
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Fig. 3. Representation of the quantum-complex curve ζˆ(t) ⊂ Sˆ1.
In the picture ζˆ(t) is drawn as a circulation of arrows. The points
ζˆ(12 ) and ζˆ(∞) are branching points of ζˆ.
Lemma B1 (Looman-Menehoff theorem). If f = u+ iv is continuous and u and v
have everywhere but a countable set partial derivative, and they satisfy the Cauchy-
Riemann equations (B.1),
(B.1)
{(∂x.u) = (∂y.v), (∂y.u) = −(∂x.v)} ⇔ {(∂z¯.f) = 1
2
((∂x.f) + (∂y.f)) = 0},
then f is holomorphic.
Proof. See, e.g., [15, 16, 17]. 
Therefore, in order to state that φ is not holomorphic it is enough to verify that
it does not verify equations (B.1). In fact (∂x.u) = 1 6= (∂y.v) = 1
zk+1−zk
, even if
(∂y.u) = 0 = (∂x.v). This concludes the proof that bˆ is not a holomorphic mapping.
Appendix C: Proof that ζ˜ ◦ π∗ : Sˆ1 → Sˆ1 is not a holomorphic function .
Let us recall that π⋆ : Sˆ
1 → C is proper closed map and ζ˜ : C→ Sˆ1 is meromorphic.
But these properties do not assure that their composition ζˆtrivial = ζ˜ ◦ π∗ : Sˆ1 →
Sˆ1 is a meromorphic mapping, hence neither a quantum-complex zeta Riemann
function. In fact the first requirement in such a case should be that ζˆtrivial is
holomorphic. In the following we will prove that this cannot be the case. Let us
first underline that ζˆtrivial is not constant. In fact ζˆtrivial sends 0ˆ and 1ˆ onto ∞,
but it sends to 0 the points zˆk on the characteristic circle Γ 1
2
, corresponding to the
zeros zk of ζ˜ on the characteristic line. Now if ζˆtrivial should be holomorphic it
should be an open mapping. This property has the following consequence.
(⋆) The set of points r ∈ Sˆ1 with ζˆtrivial(r) = s, for fixed s ∈ Sˆ1, has no
accumulation point in Sˆ1.
Let us now use the following lemmas.
Lemma C1 (Topological properties of Z ⊂ R). Let us consider Z as a subset of
R. Then one has the following topological properties for Z.
(i) The interior of Z is empty: int(Z) = ∅.
(ii) The closure of Z coincides with Z: Z = Z and the boundary coincides with Z,
∂Z = Z.
(iii) The derived set Z′ of Z, i.e., the set of accumulation points of Z ⊂ R is empty:
Z′ = ∅.
(iv) Z is a closed subset of R.
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(v) Z is a complete topological space.
Proof. (i) A point n ∈ Z is an interior point iff there exists an open interval ]α, β[⊂ R
containing n such that it is contained into Z. But this is impossible !
(ii) Since one has Z = int(Z)
⋃
∂Z, it follows from (i) that Z = ∂Z. On the other
hand, ∂Z = {p ∈ R | p 6∈ int(Z), p 6∈ ext(Z)}, Since ext(Z) = int(∁(Z)), hence
∂Z = Z.
(iii) p ∈ Z′ iff any open set U ⊂ R containing p ∈ R, contains also a point a ∈ Z,
with a 6= p. Then for any open interval ]α, β[⊂ R containing p one should have
some integer n ∈ Z, n 6= p, with n ∈∈]α, β[. But this is impossible, since for any
p ∈ R let n(p) the nearest integer to p. Then ]α, β[ can be taken centered on p and
with n(p) < α < p. This is surely an open set containing p, but it cannot contain
any integer. Since this holds for any p, it follows that the set Z′ = ∅.
(iv) Z is a closed subset of R since ∁Z =
⋃
n]n, n+ 1[, i.e., the complement of Z is
the union of open intervals of R, hence it is an open subset of R.
(v) Z is a complete topological space, since all its Cauchy sequences are of the
type < a1.a2, · · · , ak, b, b.b · · · > with ai, b ∈ Z, therefore have as convergence point
b ∈ Z.30 
Lemma C2 (Topological properties of Z ⊂ R+ = R⋃{∞} ⋍ S1). The topological
properties of Z, as subset of the Alexandrov compactified of R, i.e., S1, are the same
of the ones when one considers Z ⊂ R, except with respect to the property (iii) in
Lemma C1 that must instead be substituted with Z′ = {∞}.
Proof. The proof can be conduced directly by similarity with the one of Lemma C
1. 
By using Lemma C1 and Lemma C2 we get that ζˆtrivial has ∞ as accumulation
point of its set of zeros on Γ 1
2
. In fact this set has the same cardinality ℵ0 of Z.
Therefore, by using the property (⋆), we can conclude that ζˆtrivial cannot be a
holomorphinc mapping Sˆ1 → Sˆ1, hence neither a meromorphic one.31
Appendix D: Complementary subjects supporting the proof of Theorem
3.1.
In this appendix we shall recall some complementary information supporting some
statements used in the proof of Theorem 3.1 (main-proof). Then for such infor-
mation we refer to some well-known early results about the Riemann hypothesis.
Furthermore, here we shall also show that the existence of the homotopic morphism
between ζ˜ and ζˆ works well also when the cardinality of the outside-ghost zeros set
of ζ˜ is at the beginning assumed to be ℵ0.
•Zero-free region - In the main-proof we have assumed that whether some non-
trivial zeros of ζ(s) (and hence of ζ˜(s)) should exist critical zeros in the critical
strip Ξ (0 < ℜ(s) < 1) they should belong to a sub-strip Ξ0 strictly contained
30Note that this is an example where one can understand the difference between the concept of
accumulation point and the one of point of convergence of a Cauchy sequence. Compare properties
(iii) with (v) in above Lemma C1.
31Let us emphasize that in our proof it does not necessitate assume that ζ˜ has only zeros
on the critical line. In fact, whether ζ˜ should have also some zeros outside the critical line,
the set {ζˆ−1
trivial
(0)} should yet admit ∞ as accumulation point. So whether ζˆtrivial should be
holomorphic it should be constant in a neighborhood of ∞, and hence, everywhere. But ζˆtrivial
is not constant. Therefore, also admitting zeros outside the critical lines, ζˆtrivial cannot be
holomorphic or meromorphic.
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into Ξ. In other words non-trivial zeros cannot be too close to the boundary of
Ξ, identified by the lines s = 0 and s = 1. This is a well-known result first ob-
tained by De la Valle´e-Poussin [5] that in particular proved that if σ + it is a
zero of ζ(s), then 1 − σ ≥ Clog(t) for some positive constant C. This zero-free
region has been enlarged by several authors. For more details about see, e.g.,
http : //en.wikipedia.org/wiki/Riemannhypothesis.
•Numerical calculations - Numerical calculations made with ζ˜(s) show that
the first zeros that are present in critical strip Ξ are present only on the critical line
Ξc. Therefore one can without problem assume that the first two zeros, nearest to
the x-axis are necessarily on the critical line s = 12 ∈ C. (For details about see,
e.g., http : //en.wikipedia.org/wiki/Riemannhypothesis.)
• Infinite outside-ghost zeros assumption - In the main-proof we have as-
sumed that the number of zeros of ζ˜(s), outside the critical line is finite. However,
the proof works well also by assuming that such a set has cardinality ℵ0. In fact,
if we accept this guess we can yet prove that ζ˜ and ζˆ are related by a homotopic
morphism similarly to what made at page 19. Really let us assume that ζ˜ has the
divisor reported in (D.1).
(D.1) (ζ˜) =
∑
k≥1
1 · qsk +
∑
j≥0
1 · q±zj − 1 · q0 − 1 · q1
where qsk are the outside-ghost zeros and q±zj are the critical-zeros of ζ˜. Then let
us consider the continuous deformation of the strip Ξ0, where are contained all the
zeros, onto the critical line Ξc. This deformation is characterized by a continuous
flow φt : C→ C, (φ1t , φ2t ) = (x ◦ φt, y ◦ φt), given in (D.2).
(D.2) φt(x, y) =
 φ
1
t (x, y) =

x , 1− a < x < a
x+ t(12 − x) , a ≤ x ≤ 12
x− t(x− 12 ) , 12 ≤ x ≤ 1− a

φ2t (x, y) = y
where x = a and x = 1 − a are the equations of the boundaries of the strip Ξ0.
The corresponding velocity φ˙(x, y) = φ˙1(x, y)∂x + φ˙2(x, y)∂y, has the components
given in (D.3).
(D.3) φ˙(x, y) =

φ˙1(x, y) =

0 , 1− a < x < a
1
2 − x , a ≤ x ≤ 12
1
2 − x , 12 ≤ x ≤ 1− a

φ˙2(x, y) = 0.
Therefore the continuous flow φt, t ∈ [0, 1], is singular, with the following set of
singular points: {(a, y), (12 , y), (1− a, y)}, i.e., the right lines parallel to the y-axis,
coinciding with the boundaries of Ξ0 and the critical line Ξc respectively.
We get the exact and commutative diagram (D.4)
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(D.4) C
ζ˜

φt // C
ζ˜t

// 0
Sˆ1

φ′t
// Sˆ1

// 0
0 0
where ζ˜t is the meromorphic function on C associated to the divisor Dt reported in
(D.5).
(D.5) Dt =
∑
k≥1
1 · qsk,t +
∑
j≥0
1 · q±zj − 1 · q0 − 1 · q1
where qss,t = φt(qsk). The existence of the meromorphic functions ζ˜t with divisor
Dt is assured by the Weierstrass’ theorem. (See, e.g., [10].) Then (ζ˜0) = (ζ˜) and
(ζ˜1) =
∑
k¯≥1 1 ·qsk¯+
∑
j≥0 1 ·q±zj −1 ·q0−1 ·q1, where qsk¯ = φ1(qsk). Then we can
apply to ζ˜1 the morphism (bˆ, bˆ
′) in such a way to obtain the exact and commutative
diagram (D.6)
(D.6) C
ζ˜1

bˆ
1 // Sˆ1
ζˆ

// 0
Sˆ1

bˆ
′
1
// Sˆ1

// 0
0 0
that works since ζ˜1 has all zeros on the critical line. Then we get the homotopy
morphism relating ζ˜ and ζˆ given in (D.7).
(D.7) βˆt = (bˆt, bˆ
′
t) =
{
(φt, φ
′
t) t ∈ [0, 1)
(bˆt ◦ φt, bˆ
′
t ◦ φ′t) t = 1.
Therefore, similarly to the diagram (43) we get the commutative diagram (D.8)
that realizes the homotopic morphism between ζ˜ and ζˆ.
32
(D.8) C
bˆ1

φ1

ζ˜

bˆt=φt
// C
ζ˜t

// · · · // C
ζ˜1

bˆ
1
// Sˆ1
ζˆ

// 0
Sˆ1
bˆ′1
CC
φ′1
@@

bˆ′t=φ
′
t
// Sˆ1

// · · · // Sˆ1 bˆ
′
1 //

Sˆ1

// 0
0 0 0 0
Therefore also under the guess that ζ˜ can have infinite outside-ghost zeros, we are
able to prove that Ωˆ•(ζ˜) ∼= Ωˆ•(ζˆ). Then the same conclusion made for the case of
finite outside-ghost zeros follows.
Appendix E: Proof of the isomorphism Ωˆ•(ζˆ) ∼= Ωˆ•(ζ˜).
In this appendix we give a detailed proof that the homomorphism Ωˆ•(βˆ1) : Ωˆ•(ζ˜)→
Ωˆ•(ζˆ), induced by the homotopy morphism βˆt, for t = 1, as considered in the
diagrams (43) and (45), is an isomorphism. Let us first prove that Ωˆ•(βˆ1) is a
monomorphism. For this it is enough to prove that if two morphisms αi = (ai.a
′
i) :
fˆ → ζ˜, i = 1, 2, with ai, a′i, closed quantum-complex maps, are not equivalent, the
induced morphisms
(E.1) βi = (dˆi = bˆi ◦ ai, dˆ′i = bˆ′i ◦ a′i) : fˆi → ζˆ ,

ai :Mi → Sˆ1
a′i : Ni → Sˆ1
fˆi :Mi → Ni

cannot be equivalent too, with respect to ζˆ. In fact, if they should be equivalent,
with respect to ζˆ, it should exist a morphism
(E.2) Φ = (c, c′) : (φˆ, Vˆ , Wˆ )→ ζˆ ,

∂Vˆ =M1 ⊔M2
∂Wˆ = N1 ⊔N2
φˆ|
∂Vˆ
= fˆ1 ⊔ fˆ2 :M1 ⊔M2 → N1 ⊔N2
 .
On the other hand, taking into account the fibration structures bˆ1 : C → Sˆ1 and
bˆ′1 : Sˆ
1 → Sˆ1 one can build the commutative diagram (E.3).
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(E.3) Sˆ1
ζˆ // Sˆ1
Mi
fˆi
33
dˆi=bˆi◦ai
::✈✈✈✈✈✈✈✈✈✈ ai //
 _

C
bˆ1
OO
ζ˜ // Sˆ1
bˆ′1
OO
Ni
a′ioo
 _

dˆ′i=bˆ
′
i◦a
′
i
dd■■■■■■■■■■
Vˆ
c
,,
l
::✈✈✈✈✈✈✈✈✈✈✈
φˆ
// Wˆ
l′
dd■■■■■■■■■■■
c′
rr
φˆ
//
More precisely, taking into account the fibration structures bˆ1 : C → Sˆ1 and bˆ′1 :
Sˆ1 → Sˆ1, we can (non-canonically) identify liftings l : Vˆ → C, l′ : Wˆ → Sˆ1 such
that c = bˆ1 ◦ l and c′ = bˆ′1 ◦ l′. Then since c′ ◦ φˆ = ζˆ ◦ c, we get
(E.4)
{
bˆ′1 ◦ l′ ◦ φˆ = ζˆ ◦ bˆ1 ◦ l
= bˆ′1 ◦ ζ˜ ◦ l
}
⇒ l′ ◦ φˆ = ζ˜ ◦ l.
In other words fˆi, i = 1.2, should be equivalent also with respect to ζ˜, despite
the assumption that they are not so. Therefore, the homomorphism Ωˆ•(βˆ1) is a
monomorphism.
To prove that Ωˆ•(βˆ1) is an epimorphism it is enough to use again the property of
the fibration structures bˆ1 : C→ Sˆ1 and bˆ′1 : Sˆ1 → Sˆ1. In fact, for any equivalence
class of Ωˆ•(ζˆ), encoded by a morphism α = (a, a
′) : fˆ → ζˆ, we can identify liftings
of h and h′ respectively such that bˆ1 ◦ h = a, bˆ′1 ◦ h′ = a′. (See commutative
diagram (E.5).) Then one can see, by utilizing some steps similar to previous ones,
that γ = (h, h′) : fˆ → ζ˜. In other words fˆ identifies also an equivalence class
of Ωˆ•(ζ˜). By conclusion since Ωˆ•(βˆ1) is an epimorphism and a monomorphism, it
follows that Ωˆ•(βˆ1) is an isomorphism.
(E.5) 0 0
Sˆ1
ζˆ //
OO
Sˆ1
OO
C
bˆ1
OO
ζ˜ // Sˆ1
bˆ′1
OO
M
a
44
h
>>⑥⑥⑥⑥⑥⑥⑥⑥
fˆ
// N
a′
ii
h′
``❆❆❆❆❆❆❆❆
To conclude this appendix let us note that the surjective morphism βˆ1 : ζ˜ → ζˆ exists
also in the case when one assumes that ζ˜ has infinite zeros outside the critical line.
(See Appendix D.) Therefore above arguments apply also in this case to prove the
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isomorphism Ωˆ•(ζ˜) ∼= Ωˆ•(ζˆ). Finally, whether ζ˜ has not zeros outside the critical
line, then βˆ1 can be substituted in above calculations with βˆ.
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