ADIOLOGY REPORTS in most medical settings are generally dictated by the radiologists and then transc¡ by a human transcriptionist, resulting in a text report. The radiologist then finalizes the transcribed report after reviewing it and assuring the accuracy of the text. Time delays between the various stages of this process usually mean that the final reports are available only after several hours or more have passed following interpretation of the examination.
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The emergence of automatic speech recognition software has suggested that all reading rooms operate in the direct dictation mode without involving the human transc¡ When used in conjunction with electronic systems for managing the text information (radiology information system IRIS]) and image information (picture archiving and communication system [PACS] ), speech recognition software may allow all finalized radiology examinations to be delivered to clinicians within minutes of interpretation by the radiologist.
Early speech recognition software products required the user to speak in a discontinuous manner, so that each individual word could be identified and transcribed. 1-70verall accuracy, as determined in one study of a discrete speech recognition system, was reported to be 97.6%. 7 The requirement for discontinuous speech made these products impractical for routine use in a high-volume radiology reading room. Newer products allow the user to speak in a more natural, continuous manner) Our aims in the current work include measurement of the accuracy of one continuous speech recognition product, investigation of the impact on accuracy of the gender of the speaker and status of the speaker asa native or non-native English speaker, and evaluation of the potential for routine clinical use of the system for radiology report transcription.
METHODS
IBM MedSpeak/Radiology software, version 1.1 (IBM Corporate Offices, Annonk, NY) was evaluated. This software allows continuous speech to be transcribed to text as it is spoken. Six speakers, three males and three females, familiar with medical and radiological terrninology participated in the study. Two of the speakers were non-native English speakers. Each speaker performed the minimum enrollment (training) procedure, and dictated a set of 12 preselected reports. The reports included neurologic and body imaging examinations performed with six different imaging modalities.
Once the o¡ and dictated reports were compared, each discrepancy was classified as one of four different error types. Class 0 errors involved no change in meaning with respect to the original repon text, and the transcribed text was grammatically correct. Class 1 errors also involved no change in meaning, but the transcribed text was grammatically incorrect. Class 2 errors were those in which the meaning of the transcribed report text was different than that of the original report text, but the error was judged to be obvious. Class 3 errors also involved a change in meaning as compared with the original report text, but the error was judged not to be obvious. In general, a single error could consist of either a single word, or a multiword phrase.
Once the errors were classified, error rates for three categories of error were computed for each dictated report by dividing the total number of errors qualifying for each category by the total number of words in the report. "Overall errors" included all four error classes (class 0, 1, 2, and 3). "Significant errors" included only class 2 and class 3 errors. "Subtle significant errors" included only class 3 errors. The dependence of the error rates on imaging modality, native English speaker status, and gender were evaluated by performing t tests using a 95% confidence level.
RESULTS
No statistically significant differences between the overall error rates for the different types of reports were observed and thus the error rates for each speaker and error class pooled across modality were computed. Pooling across the entire group of six speakers, the error rates of overall errors, significant errors, and subtle significant errors were found to be 10.3% + 3.3%, 7.8% _+ 3.4%, and 1.2% _+ 1.6%, respectively.
The native English speaker error rates are all lower than the corresponding error rates for nonnative English speakers, and these differences were found to be statistically significant for the overall and significant errors (P = .009 and P = .008, respectively). The error rates for the male and female speaker groups were found to exhibit no statistically significant differences.
DISCUSSION AND CONCLUSlONS
The overall error rate in the current study was found to be 10.3% ---3.3%. This compares with the 2.4% error rate reported by Herman for a discrete speech recognition system. 7 Differences in error definition and accounting between the two studies may contribute to the difference in reported accuracy. Taking the reported discrete speech results at face value, however, it appears that the convenience and efficiency of continuous speech has been included at the expense of an approximately fourfold increase in overall error rate.
The rate of significant errors was found to be 7.8% _+ 3.4% (still approximately three times greater than the overall error tate previously reported for the discrete speech system). On average, the number of significant errors in an 87-word report (the observed mean word length of our test set of reports) would be about 7. The rate of subtle significant errors was computed to be 1.2% ___ 1.6%. On average, the number of subtle significant errors in an 87-word report would be about 1. Statistically significant differences in the accuracy were observed for the overall and significant errors asa function of the native English speaker status, although the error rates were fairly similar to one another. No statistically significant differences were seen between the male and female speaker groups.
Our evaluation methodology was useful for evaluating speech recognition accuracy, and was sensitive to subtle accuracy differences between groups of speakers. The speech recognition software is approximately 90% accurate, overall. Routine use of this system throughout a radiology practice is currently limited more by practical implementation issues than speech recognition accuracy. These practical implementation issues include the convenience of the existing transcription operation to the radiologists, the convenience of the computer-based transcription system, the current examination turnaround time to the clinical physicians, and the presence of other electronic systems such as RIS and PACS. However, applications in niche areas such as the emergency room may benefit from use of the system. It is expected that the use these systems interfaced with RIS and PACS will remove the major practical impediments to routine applications.
