This review provides a complete technical description of the CyberKnife ® VSI™ System, the latest addition to the CyberKnife product family, which was released in September 2009. This review updates the previous technical reviews of the original system version published in the late 1990s. Technical developments over the last decade have impacted virtually every aspect of the CyberKnife System. These developments have increased the geometric accuracy of the system and have enhanced the dosimetric accuracy and quality of treatment, with advanced inverse treatment planning algorithms, rapid Monte Carlo dose calculation, and post-processing tools that allow trade-offs between treatment efficiency and dosimetric quality to be explored. This review provides a system overview with detailed descriptions of key subsystems. A detailed review of studies of geometric accuracy is also included, reporting a wide range of experiments involving phantom tests and patient data. Finally, the relationship between technical developments and the greatly increased range of clinical applications they have allowed is reviewed briefly.
Introduction
The CyberKnife ® Robotic Radiosurgery System (Accuray Incorporated, Sunnyvale, CA, USA) has undergone almost twenty years of technical development from its conception (1) to its most recent version, the CyberKnife VSI TM System, the first of which was installed in April 2010. The CyberKnife System, as described in a series of technical papers in the late 1990s (2-7), began as a frameless alternative to existing stereotactic radiosurgery systems such as the Gamma Knife (Elekta AB, Stockholm, Sweden) and conventional linear accelerators (LINACs) equipped with head frames and stereotactic beam collimators. In the original CyberKnife configuration, a LINAC mounted on a robotic manipulator delivered many independently targeted (non-isocentric) and non-coplanar treatment beams with high precision under continual X-ray image guidance. This basic concept remains unchanged, but significant improvements and additions to the system technology implemented in the last decade have made the early technical publications obsolete (Table I and Figure 1) , and more recent reviews have either provided limited technical detail (8, 9) , or focused principally on commissioning and quality assurance (10, 11) . The most recent complete technical system overview was published outside the peer-reviewed literature (12), and described the CyberKnife System version that was current in 2008 (version 8.0), which was subsequently updated in 2009 (version 8.5) and 2010 (CyberKnife VSI System, which uses system version 9.0) to include new functionality. This review provides a complete technical description of the CyberKnife VSI System as it is comprised in 2010.
The technologies described in this review are employed every day by clinicians worldwide to treat brain (13-17), spine (18-23), lung (24-28), prostate (29-32), Technology in Cancer Research & Treatment, Volume 9, Number 5, October 2010 liver (33) (34) (35) , head and neck (36) (37) (38) (39) (40) and other extracranial sites (41, 42) . This review is intended to provide both clinicians and researchers with the most recent technical details on the complete system; thus, all major system components are described in some detail. Because geometric treatment delivery accuracy is critical to radiosurgery, this review also provides a detailed summary of studies of system accuracy. Finally, we briefly review the relationship between technical and clinical developments that have taken place over the last decade.
Treatment Procedure Overview

Treatment Planning
Treatment planning begins with obtaining one or more threedimensional (3D) images that allows the target volume and nearby organs at risk (OARs) to be visualized. Once acquired the 3D images are transferred to the MultiPlan® Treatment Planning System (TPS) via a dedicated database server. The minimum requirement is for a volumetric CT study, from which a 3D patient model is generated and within which treatment beams are positioned. Each beam is described by a vector linking a source point and a direction point. In principle, an infinite number of both source and direction points can be achieved with the delivery system. In practice, the beam geometry is constrained to a practical size during treatment planning using a finite set of candidate beams. The source point is the position of the LINAC focal spot. The direction point is usually within the target volume defined by the user using the imaging datasets. Each source point is a node and the complete set of nodes is a path set. Different path sets are constructed to provide a range of non-coplanar beam directions for intraand extra-cranial treatment sites ( Figure 2 ). All non-coplanar beam directions are achieved without moving the patient. The appropriate path set for each patient is selected manually at the start of the treatment planning process. The number of nodes in the different path sets ranges from 23 to 133.
Direction points are determined automatically based on the beam generation mode, which is either isocentric or non-isocentric. The isocentric mode allows the user to position one or more pseudo-isocenters within the patient model resulting in one candidate beam from each node to each pseudoisocenter. The non-isocentric mode takes advantage of the ability of the robotic manipulator to direct each beam at a unique point within the patient, without any need to reposition the patient between beams, by generating a large number of direction points (typically 1,000-6,000) semi-randomly within the target volume and distributes these uniformly among the nodes to form the candidate beam set. The user can choose to prevent candidate beams from passing through OARs, which can be a method to minimize the dose delivered to small radiosensitive structures such as the lens of the eye or the thyroid gland. The user then selects between one and three fixed collimator sizes, or between one and twelve Iris Collimator field sizes, which are assigned to subsets of the candidate beam set. The isocentric mode produces dose distributions comprised of approximately spherical dose clouds around each pseudo-isocenter similar to those in other radiosurgery systems using circular collimators. The non-isocentric mode represents a very different treatment geometry which is more similar to those achieved using multiple pencil beams. From a single node, a modulated fluence pattern can be delivered using multiple beams directed at unique points within the target volume, each of which has an independent field size and beam weight ( Figure 3 ).
The optimal set of relative weighting factors for the candidate beam set (i.e., the dose delivered per beam) is obtained by inverse planning methods that are described later. After optimization the 3D patient model includes the position and orientation of each treatment beam in a stereotactic coordinate system defined by the target anatomy itself or an internal surrogate fixed relative to it (i.e., in target space), together with the field size and monitor unit (MU) setting of each beam. This information is stored as part of a treatment plan and is transferred to the treatment delivery system via the database server.
Treatment Delivery
Beam alignment at the time of treatment is based on automatic registration of digitally reconstructed radiographs (DRRs) generated from the 3D patient model, with live images acquired using the X-ray imaging system in the treatment room. This results in two independent transformations, one for each of the live image and DRR pairs, which are combined and converted into a 3D transformation by geometric backprojection.
Since the geometry of the X-ray imaging system relative to the treatment room is known (i.e., in room space) this transformation allows the transformation between room and target space to be obtained. Moreover, since the geometry of the couch and robotic manipulator are known in room space, this transformation allows the pose (i.e., position and orientation) of each treatment beam relative to the target volume that was simulated on the TPS to be achieved during treatment.
At the start of every treatment, the X-ray image guidance system aligns the patient using an adjustable treatment table. Table 1 ). The most obvious changes between the two systems shown are the robotic manipulator, the positions of the X-ray image detectors, the couch design, and the addition of the boom-mounted stereo camera and the Xchange Robotic Collimator Changer fixed room obstacles or a 'safety zone' surrounding the couch and patient. At each node, the manipulator is used to re-orient the LINAC such that each beam originating at the node can be delivered.
Image acquisition, target localization, and alignment corrections are repeated continually during treatment delivery, typically every 30-60 s; the imaging interval can be adjusted during treatment based on the stability of the target position. The robotic manipulator compensates for small translations and rotations based on the corrections obtained from the most recently acquired image pair; large translations and rotations automatically pause the treatment and prompt the operator to reposition the patient before proceeding. The repositioning can be performed automatically using the RoboCouch table for all translations and rotations, or automatically using the five-axis table for all translations and rotations except the yaw angle. Dose placement accuracy is assured by imaging and correcting beam aim frequently throughout each treatment fraction. No stereotactic frame is required, and one need not assume that motion will not occur after initial patient setup. For targets that move due to respiration an additional tracking system enables beams to move in real time to follow the target while the patient breathes freely.
Both a five-axis table and a six-axis RoboCouch ® Patient Positioning System, shown in Figure 1b , are available. With the five-axis table the sixth correction (yaw angle) can be applied manually. The purpose of this initial alignment is to reduce the corrections that will be required from the robotic manipulator below maximum limits, which are ±10 mm or ±25 mm in each direction and ±1° to ±5° about each axis depending on the tracking mode, path set, and couch design. After the patient is aligned within these limits, the image guidance system determines the additional translational and rotational corrections needed to precisely align each treatment beam. These corrections are relayed to the robotic manipulator and used to automatically compensate for small target movements by repositioning the LINAC, i.e., fine alignment is achieved uniquely by adjusting the beam position and orientation relative to the patient and not the patient relative to the beam.
During treatment, the robot moves in sequence through the nodes selected during treatment planning. An optimized path traversal algorithm allows the manipulator to travel only between nodes at which one or more treatment beams are to be delivered, or through the minimum number of additional zerodose nodes required to prevent the robot trajectory intersecting The system is preconfigured with a range of path sets for intracranial and extracranial treatments, including the large general purpose path sets shown here, path sets with anatomy specific nodes (e.g., for treatment of prostate cancer or trigeminal neuralgia), and path sets with smaller numbers of nodes to minimize treatment time by reducing the amount of robot motion. All path sets provide a non-coplanar beam geometry. The appropriate selection is made manually based on the treatment type.
Major Subsystems
Treatment Delivery System Hardware LINAC: The LINAC uses an X-band cavity magnetron and a standing wave, side-coupled accelerating waveguide, to produce a 6 MV X-ray treatment beam with a dose-rate of 1000 cGy/min. The compact design allows a configuration that does not require a bending magnet. There is also no beam flattening filter. Secondary collimation is provided using twelve fixed circular collimators with diameters ranging from 0.5-6 cm. These collimators can be fitted manually or automatically using the Xchange® Robotic Collimator Changer. Alternatively, the Iris TM Variable Aperture Collimator (Figure 4) allows the same set of twelve field sizes to be achieved with a single variable aperture, and therefore provides the flexibility to apply any field size at any beam position without the need to swap collimators during treatment (43). Dosimetric calibration of such small circular beams is complicated by the effects of steep dose gradients and electronic disequilibrium that are beyond the scope of this review to describe. However, calibration methods designed specifically for small and non-standard fields are the subject of a recently proposed dosimetric formalism (44), the application of which to the CyberKnife System has been shown to result in calibration uncertainties equivalent to those observed in standard large beams (45).
Robotic Manipulator:
The LINAC is mounted on a KR240-2 (Series 2000) robotic manipulator (Kuka Roboter GmbH, Augsburg, Germany) that has a manufacturer specification for position repeatability of better than 0.12 mm, and has six degrees of freedom, allowing it to position the LINAC within a large three-dimensional (3D) workspace around the patient with high precision. The robotic manipulator allows each treatment beam to be directed at a unique point in space (i.e., there is no isocenter) and also removes any coplanar constraint on the beam geometry. This geometric flexibility means that the vault in which the system is installed requires a larger primary barrier than is typical for a gantry-mounted LINAC because the beam directions are much less constrained. As an option, the system can be installed in a 'gantry vault' configuration in which the beam directions are restricted to respect the limitations of a conventional vault primary barrier on the side walls, with the option of allowing additional beams incident on the inferior wall if this is adequately shielded. The robotic manipulator compensates for changes in target position and orientation during treatment by adjusting the beam Figure 3 : A lung treatment plan generated using a non-isocentric candidate beam set and multiple field sizes. Inspection of the beam geometry (A) shows that multiple beams originate at most nodes, and these beams have variable field sizes and beam weights (indicated by the length of the cones). The effect of this fluence-modulated dose distribution delivered from each node is to achieve a highly conformal dose distribution with the irregular target volume, and the combination of beams from a large non-coplanar workspace allows a steep dose gradient in all directions to be achieved (b-C). In this case the isodoses shown are 60 Gy (prescription), 50 Gy, 40 Gy, 30 Gy, 20 Gy, 10 Gy, and 5 Gy. The conformality index of the prescription isodose is 1.13, and the maximum dose at 2 cm from the edge of the PTV is 23 Gy. remove the distortion associated with the 45° angle between each detector and the imaging beam central axis (10). The X-ray generators support a range of energies up to 150 kVp.
Stereo Camera System:
The positions of optical markers, attached to the patient during treatment, are measured continuously by a stereo camera system mounted on a boom arm attached to the ceiling. There are three CCD cameras within this system. In combination with the X-ray imaging system, this enables the robotic manipulator to track tumors that move with respiration using the Synchrony® Respiratory Tracking System. When not in use, the boom arm can be moved out of the way; exact repositioning of the boom arm is not required.
Treatment Delivery System Software
Image Registration Algorithms 6D Skull Tracking: This method can be used for intracranial targets as well as head and neck targets that are considered to be fixed relative to the skull. Image registration is performed using high contrast bone information contained within the entire field of view. Each 2D registration is performed in multiple stages, using two image similarity measures and several search methods. The resulting 2D transformations for each orthogonal projection are combined and backprojected to determine the 3D rigid transformation that aligns the position and orientation of the skull in the treatment planning CT image with the treatment delivery coordinate system. Fu & Kuduvalli describe this algorithm in detail (46).
Xsight® Spine Tracking:
This method can be used for targets located anywhere in the spine, or targets located near the spine and considered to be fixed relative to it. As with the skull tracking method, image registration is based on high contrast bone information. For spine tracking, however, image processing filters are applied to enhance the skeletal structures in both the DRR and the treatment X-ray images. This improves estimation of local displacements for these structures. Optionally, the DRRs can be generated by restricting attenuation to voxels within a region surrounding the spine such that the DRRs represent only spine anatomy and do not include image artifacts from tissue motion or from non-spinal bony anatomy such as the rib cage. Registration is performed in a region of interest (ROI) that generally includes the vertebra of interest plus the two adjacent vertebrae. The local displacement vector that aligns a point in the DRR image with the corresponding point in the X-ray image is estimated at each node point in a grid laid over the ROI. A small region or block surrounding the node point in the DRR image is compared with regions in the X-ray image. Block matching, which position and orientation rather than by moving the patient. This improves alignment accuracy since the manipulator can be moved with greater precision than the patient, who cannot be considered to act as a rigid body attached to the couch. This has guided much of the innovation for the system, i.e., to adjust the beam aim to the target rather than bringing the target in line with the beam.
X-ray Imaging System: Two diagnostic X-ray sources are mounted to the ceiling and illuminate two X-ray detectors by projecting square X-ray fields at 45° from vertical. At the point where the central axes of these beams intersect, the X-ray field size is approximately 15 × 15 cm. The flat panel X-ray detectors, which are mounted flush with the floor, consist of cesium-iodide scintillator deposited directly on amorphous silicon photodiodes and generate high-resolution digital images (1,024 × 1,024 pixels with 16-bit resolution). The X-ray sources and detectors are rigidly fixed, and their projection geometry is calibrated and known in the treatment room coordinate system. Software corrections are applied to Figure 4 : Schematic of the Iris Variable Aperture Collimator highlighting the primary mechanical components. The Iris Collimator contains 12 triangular collimator segments, oriented to define a dodecagon-shaped beam aperture. The 12 segments are divided into 2 banks of 6 segments that are mounted in series, with the 2 banks rotated by 30 degrees relative to each other. This geometry provides an effectively circular beam shape. The design avoids inter-segment leakage without using a tongue-and-groove system because the inter-segment gaps in each bank are covered by the body of a segment in the other bank. Each segment is mounted on a linear bearing; thus, rotational movement of the collimator mounting plate is converted into linear movement of the inner aperture surface for each segment allowing all 12 segments to be driven by a single motor. The aperture can be nearly completely closed (it is limited to 0.025 cm) or opened to a maximum size of 6.8 cm (projected at 80 cm distance). In practice the largest usable opening is constrained by the aperture of the primary collimator. Although the aperture size of the Iris Collimator is essentially continuously variable up to a maximum size 6.8 cm, its use in the CyberKnife System is currently restricted to 12 collimator sizes corresponding to the sizes of the 12 fixed collimators, ranging from 0.5-6 cm, that are available with the CyberKnife System.
Fiducial Marker Tracking:
This method can be used for soft tissue targets that are not fixed relative to the skull or spine (e.g., prostate, pancreas, liver), including lung tumors for which the Xsight lung tracking method is unsuitable. Radiopaque fiducial markers are implanted in or adjacent to the lesion being treated to provide an internal frame of reference. Cylindrical gold seeds are often used, with dimensions of 0.8-1.2 mm in diameter and 3-6 mm in length. Fiducial markers are often implanted percutaneously under image guidance. Implantation in the lung can also be performed bronchoscopically (52, 53) . Between three and five fiducial markers are typically implanted, and in most instances the treatment planning CT scan is acquired a week or more after implantation to allow the fiducial marker positions to stabilize. Fiducial markers are identified in the planning CT scan and therefore their positions are known in the DRR images. Image registration is based on alignment of these known DRR positions with the marker locations extracted from the treatment X-ray images. This process is described in detail elsewhere (54-56). An assessment of potential marker migration is made automatically by determining individual marker misalignment after registration, allowing individual markers to be omitted from the registration calculation if necessary.
Adaptive Image Acquisition Algorithms
The interval between successive image acquisitions and alignment corrections is adapted throughout each treatment fraction based on the intra-fraction stability of the target position and orientation. Generally, the user specifies a maximum interval between image acquisitions at the start of treatment delivery. Before each treatment beam is delivered the time elapsed since the most recent X-ray alignment images were acquired is compared against this limit, and if it is exceeded then a new set of alignment images are acquired and corrections applied before the beam is delivered. The current translational and rotational corrections are displayed numerically on the delivery console, and the history of all corrections observed during the treatment is displayed graphically. Using this information the user is able to adjust the imaging interval during treatment so that the alignment correction frequency is higher when the target position is more variable, and vice versa. In addition, the user is able to manually interrupt the treatment at any time to perform image acquisition.
An extension of this concept for prostate treatment is the InTempo TM Adaptive Imaging System, the intent of which is to automatically increase the frequency of alignment corrections during periods of rapid target motion ( Figure 5 ). Here, the user specifies a 'maximum image age' at the start of treatment delivery. Before each treatment beam is delivered the time elapsed since the most recent X-ray alignment image was acquired plus the estimated time required to deliver is essentially the estimation of local displacements of skeletal structure, is performed in a multi-resolution approach to increase efficiency and robustness. The position (translation) and orientation (rotation) of the skeletal anatomy, and thus the target, is computed from the resulting local displacement fields between the X-ray image and the DRR image. Details of this algorithm have been described elsewhere (47) (48) (49) .
Xsight Lung Tracking:
This method can be used to track tumors located within the lung without the use of implanted fiducial markers. The lung tracking approach differs from other tracking methods in that patient alignment and tumor tracking are performed in two stages rather than one. Xsight Lung Tracking begins with global patient alignment, including both position and orientation, using the region of the spine nearest the lung tumor. Global alignment happens only once, at the beginning of treatment. After the patient is globally aligned, the treatment couch moves the patient from the spine alignment center to the tumor treatment center (these are defined during treatment planning). After this movement, the tumor will be close to the reference position around which it will move during breathing. Direct tumor tracking is performed by image registration of the tumor region in the DRRs to the corresponding region in the treatment X-ray images. Specifically, the image intensity pattern of the tumor region in the DRR is matched to the most similar region in the X-ray image. A matching window for the tumor is defined based on the tumor silhouette in each projection. The registration process is conducted separately for each projection, resulting in 2D translations for each projection; the 3D tumor translation is determined by backprojection of the 2D translations. This requires that the image intensity pattern of the tumor is distinguishable from other objects in the image, which requires the tumor to have sufficient contrast relative to the surrounding region. The two primary factors that determine tumor visibility are size (which influences contrast) and location (which can influence contrast if the tumor is superimposed in the X-ray image on radiopaque structures such as the spine or mediastinum). The tracking algorithm works best for tumors larger than 15 mm in diameter that are located in the peripheral and apex lung regions. Retrospective analysis of clinical image data for more than 100 patients suggests that the Xsight Lung Tracking system may be appropriate for treating slightly more than 50% of lung radiosurgery candidates (50). The treatment planning system also provides a quality review of the tracking DRRs to help confirm patient eligibility for lung tracking. This tracking method can be combined with the respiratory tracking system described later. The original algorithm is described in detail by Fu et al., (51) . Recent enhancements include DRRs generated from local tumor neighborhoods, an automatic preferred projection epipolar constraint, tumor template matching allowing for in-plane rotations, and automatic X-ray image enhancement (50). maximum image age is automatically set to its minimum limit of 15 s, or treatment is paused, at the user's discretion.
Synchrony Respiratory Motion Tracking System
The Synchrony Respiratory Tracking System provides realtime tracking for tumors that move with respiration. Alignment of each treatment beam with the moving target is maintained by moving the beam dynamically during treatment, achieving a 100% duty cycle while the patient breathes normally throughout treatment without the need for breath-holding.
the next beam (i.e., the estimated image age) is compared against this limit; if the limit is exceeded then a new set of alignment images are acquired and corrections are applied before the beam is delivered. In addition to the maximum image age, maximum thresholds on inter-image translational and rotational changes are also set. Whenever new images are acquired the change in target position from the previous set of images is compared against these thresholds. If the position change is lower than the thresholds then treatment continues as normal, but if either threshold is exceeded (thereby indicating a high degree of motion of the target) then either the Figure 5 : The treatment delivery graphical user interface (GUI) during a prostate treatment using fiducial marker tracking and the InTempo adaptive imaging algorithm. The section labeled 'couch corrections' (to the right of the X-ray images) shows the target's actual position relative to its ideal aligned position. These offsets are compensated for by realigning the beam with the target using the robotic manipulator. At the base of the screen, the history of translational (left side) and rotational (right side) corrections applied during this treatment fraction are shown. The position corrections are inferior-superior (blue), anteriorposterior (green), left-right (red), and total 3D offset (black). The rotation corrections are pitch (red), roll (blue), and yaw (green), with the sum of all angular offsets shown in black. During this treatment the first seven images are acquired with a maximum image age of 30 s. Between images 6 and 7 the prostate moves by about 3 mm, which automatically triggers the maximum image age to be reduced to 15 s, resulting in more frequent position corrections being applied (note reduced interval between images 7-12). Importantly in this case, a baseline shift in the pitch angle of 2-3° is observed during the first four minutes of treatment that would have been missed if intra-fraction corrections were not applied. With correction, this rotation is reduced to a more randomly distributed inter-correction error of about 1° on average.
can be sent directly to the robotic manipulator. However, communication latencies along with robotic manipulator and LINAC inertia cause delays, which total 115 ms in the current system; if the present time target position estimate is sent to the robot, there will be a lag in the robotic manipulator's motion. A pre dictor is used to compensate for these delays using the history of the target movement. The current predictor uses a hybrid model that generates multiple predictions at each instant, together with a heuristic method for selecting between them. The predictor is adaptive and is designed to respond quickly to changes in the breathing pattern and target movement. The output of the predictor is passed through a smoothing filter before it is sent to the robot as a position command. Further details are described in Sayeh et al., (58) .
Inter-and intra-fraction respiratory motion changes are common and well reported (59) (60) (61) . By generating the correlation model at the beginning of every treatment, inter-fraction variability is accounted for. However, since the target motion typically changes during treatment it is important to check and update the model during treatment. This is accomplished by acquiring additional X-ray images periodically during treatment. The target position predicted by the model is compared with the actual position determined from the images. The correlation model error, which is the dis tance between the predicted and actual positions, is computed and displayed graphically. If the error is larger than a predefined value, the treatment is automatically paused; the model can then be checked with additional X-ray image acquisitions or completely regenerated. If the model accuracy is adequate, the newly acquired data point is used to update the model. Thus, the correlation model adapts to gradual changes in target position and motion during treatment. The maximum number of model data points is 15. If there are already 15 data points, the new data point is added and the oldest data point is deleted.
Treatment Planning System Software
Multimodality Image Registration and Volume Definition Algorithms
A volumetric CT scan is required by the X-ray image-guided tracking system, and for the 3D patient model needed to simulate the non-coplanar treatment beam geometry. Up to three additional 3D image sets can be loaded simultaneously and registered to this CT scan, e.g., MR, PET, 3D rotational angiography, or additional CT images. Image registration and fusion can be performed by maximization of mutual information (62, 63), by aligning manually identified anatomic landmarks or semi-automatically determined fiducial marker positions, or by manual alignment. Target volumes, organs at risk, and other structures can be defined on any of these images in any of the cardinal image planes. In addition, male
The primary system concept is a correlation between tumor position and external marker position. To minimize radiographic imaging exposure, episodic imaging is combined with continuous measurement of an external breathing signal (57). At the start of treatment, the tumor position is determined at multiple discrete time points by acquiring orthogonal X-ray images and using either the fiducial marker or Xsight Lung tracking methods described above. A linear, quadratic, or constrained fourth order polynomial correlation model is generated by fitting the tumor positions at different phases of the breathing cycle to the simultaneous external marker positions. To ensure that the full motion range within the breathing cycle is evenly sampled, the X-ray imaging system can be automatically triggered based on the external breathing signal. An important feature of this method is its ability to fit different models to the inhalation and exhalation phases. During treatment, the internal tumor position is estimated from the external marker positions using the cor relation model, and this information is used to move the linear accelerator dynamically with the target.
Three optical markers attached to a vest worn by the patient are used to provide the external signal. Light -emitting diodes (LEDs) transmit light through optical fibers that terminate at each marker. This approach was chosen over directly attaching LEDs to the vest to avoid the presence of copper wire in the X-ray images. The optical markers are sequentially strobed and a stereo camera system measures their 3D positions continuously at a frequency of approximately 30 Hz.
A schematic block diagram of this system is shown in Figure 6 . There is a separate correlation model for each ex ternal marker (each of which is in fact composed of three independent models, describing the correlation of external marker position with internal target superior-inferior, anterior-posterior, and left-right position, respectively). Each model provides an estimate of the target position, and these individual estimates are averaged to get the final position estimate. Ideally, this value 
where x j is the MU setting of beam j, δ i is the deviation from the i th user specified maximum or minimum dose goal and Ω i is the weighting factor associated with this objective. This function is minimized by optimizing the MU settings of all candidate beams using the Simplex method, which finds the global minimum cost function value. Optionally, any of these minimum and maximum dose goals can be defined as fixed constraints such that the solution must satisfy them. Similarly, fixed constraints can be defined for maximum MU per beam and per node, and for minimum MU per beam. A limitation of this method is the possibility to define an infeasible problem, in which the combination of minimum and maximum fixed constraints prevents a solution from being possible. For example, there might be no solution that meets both the maximum dose fixed constraint on an OAR and the minimum dose fixed constraint on the PTV if these structures are adjacent and the difference between the constraints is too large. In addition, there is no progress update during optimization, so the user is unable to assess whether the solution is developing as desired, or whether to interrupt and modify the problem. A further limitation, in common with all approaches in which the multiple conflicting optimization goals are combined in a single cost function and then optimized simultaneously, is that the solution is highly dependent on the manually selected weighting factors, and these cannot generally be set intuitively. In practice these two limitations mean that this method is usually performed in multiple iterations until a feasible problem is specified that results in a clinically acceptable dose distribution.
Iterative Optimization: The problem of infeasibility was overcome with the introduction of the Iterative Optimization algorithm, by removing fixed constraints. In this approach the cost function is formulated as a weighted sum of maximum and minimum dose deviations from user defined goals. The optimum set of beam weights is achieved through an iterative search strategy similar to gradient descent. Initially, each candidate beam is assigned an MU setting based on the ratio of the total dose it delivers to all points within the target volume relative to all points within the patient (the larger this ratio, the larger the initial MU setting). The iterative algorithm then considers the effect of increasing and decreasing the MU setting by a fixed increment of each beam in turn, and retains the setting that gives the largest reduction in cost function. When no further reduction is possible by altering any beam weight, the increment is reduced and the process repeats. The algorithm also incorporates beam retargeting, where a proportion of the candidate beams with zero MU are pelvic anatomy (prostate, bladder, rectum, seminal vesicles, and femoral heads) can be contoured using a shape modelbased segmentation algorithm with minimal user interaction.
Dose Calculation Algorithms
A ray-tracing algorithm provides a fast dose calculation method based on measured beam data look-up. Heterogeneity correction is performed using effective path length, and obliquity correction is performed by casting multiple rays within each beam. Alternatively, a Monte Carlo dose calculation algorithm uses a measurement-based virtual source representation of the LINAC head to simulate each treatment beam. The algorithm, which is implemented in parallel, performs treatment plan dose calculations in generally less than five minutes for a calculation uncertainty of 2% on the standard TPS hardware, which has 8 processors. The dose and random uncertainty at each voxel is calculated, and the raw dose distribution can be smoothed using a range of filters. This algorithm has been described by Ma et al., (64) and has been compared against measurements in heterogeneous phantoms (65-67). The Monte Carlo dose calculation can be used as the basis of plan optimization, therefore this algorithm minimizes both the dose calculation and optimization convergence errors in situations where the ray tracing algorithm can not provide sufficient accuracy, e.g., in lung tumor treatments. Dose calculation for lung radiosurgery using relatively simple algorithms such as ray tracing or pencil beam convolution provide only an estimate of the effect of the increased electron range in low density lung tissue on PTV and OAR doses. Now that more accurate dose calculation is possible with Monte Carlo algorithms, differences between the doses actually delivered and previously estimated, and the clinical and research consequences of these differences, are being evaluated (68, 69).
Beam Weight Optimization Algorithms
This is performed in a two-step process. First, candidate beams are generated and their dose distribution is calculated. Second, the relative weight of each beam is optimized by minimizing a cost function defined by the similarity of the resulting dose distribution to dosimetric and MU goals specified by the user. This approach can be considered as a form of direct aperture optimization, since there is no simplified bixel representation of the candidate beams during optimization. Currently three algorithms are available for the second part of this procedure, which are described below in historical order.
Simplex Optimization:
The original optimization method formulated the cost function, F, as a weighted sum of the deviations from user specified maximum and minimum dose MU. The optimization problem is formulated as a series of steps. At each step a cost function corresponding to just one clinical objective is defined, and this is minimized subject to existing dose and MU constraints using the Simplex method. The possible objectives are to optimize minimum dose, optimize dose coverage (maximize the integral dose below a user defined goal), optimize homogeneity (maximize the integral dose below the maximum dose fixed constraint), optimize conformality (minimize the maximum dose to a shell structure surrounding the target), optimize maximum dose, optimize mean dose (minimize the integral dose above a user defined goal), and optimize total MU setting. Each objective can only be applied to a single structure in any optimization step, except for total MU which is not linked to any structure. The result of each step is applied, with optional relaxation, as an additional constraint to be respected by all subsequent steps. Therefore, the optimization process involves contractive constraint mapping, with the available solution space reducing at each step. In contrast to the simultaneous optimization of multiple objectives used in both previous algorithms, this approach has several advantages:
• Numerical weighting factors are not needed. Instead, clinical judgment is used more directly to place the optimization steps in order of clinical priority • The result of each step cannot be degraded during any later step beyond the optional relaxation applied to it. Therefore the solution progresses predictably retargeted at areas of low dose within the target volume to form new candidate beams. In addition to avoiding infeasible problems, this approach has the advantage of providing feedback in the form of an isodose display and dose-volume histogram (DVH) updates at the end of each iteration. In common with the Simplex algorithm though, the reliance on simultaneous optimization of multiple conflicting dose objectives requires the use of non-intuitive manual weighting factors. In addition, the lack of maximum MU constraints, or a total MU term within the cost function, tends to deliver solutions with a significantly larger number of beams and total MU than achieved with the Simplex algorithm, and the absence of maximum fixed dose constraints means that achieving acceptable maximum doses to OARs is more difficult.
Sequential Optimization: This method retains the main advantages of the Simplex method: i) global minimum value for the cost function is achieved, ii) limitation and optimization of total MU, iii) maximum dose fixed constraints can be used; and the advantages of the Iterative method: i) interactive feedback during optimization, and ii) avoiding infeasible optimization problems. At the same time, this method avoids the need for manual weighting factors to signify the importance of conflicting goals in the cost function. The method is an example of stepwise multi-criteria optimization, and the underlying approach is described in detail elsewhere (70). The process starts with user defined fixed constraints on maximum dose for each target volume and OAR, and for maximum MU per beam, per node, and total Step 1 (solid lines) maximizes the PTV coverage by the 100% prescription isodose.
Step 2 (dashed lines) minimizes the mean rectal dose.
Step 3 (crosses) minimizes the mean bladder dose.
Step 4 (circles) reduces the number of beams from 303 to 173. This example illustrates the predictable nature of the plan improvement at each step because the optimization objective achieved at each step is not degraded by any subsequent step. settings of the remaining beams such that the original prescription dose is delivered. Since at this point the great majority of candidate beams have zero MU, and all of these are removed in the beam reduction step, the subsequent reoptimization is much faster than the initial optimization. The 'Node Reduction' tool orders nodes in terms of the total MU, or the total of MU multiplied by the beam area, of all beams at each node in the current solution (the latter method is designed to bias the algorithm to retain nodes where larger beam sizes are used). Nodes are removed in order from the bottom of this list until the number of nodes in the candidate beam set is equal to a user-defined value, and then the sequential optimization script is repeated with this reduced candidate beam-set.
Finally, the 'Time Reduction' tool employs a combination of these approaches to reduce the treatment time to an explicit user-defined goal. An iterative procedure removes beams and nodes at each step according to hard-coded heuristics and the sequential optimization script is repeated. After each step, the treatment time is estimated, including time for beam-on, robot motion, image acquisition and processing, and a nonspecific 'set-up' time defined by the user. If the estimated treatment time is greater than the goal time then a further iteration is performed. This algorithm automatically adds new candidate beams after the beam and node reduction in order to increase the solution space available with each reduced node-set. Iterations continue until either the treatment time goal or a minimum number of nodes, or beams, is achieved. The result of each iteration is stored as part of a solution history, which enables the trade-offs between treatment time and dosimetric plan quality to be quickly evaluated at any iteration, and the clinically optimal treatment plan to be selected.
• The solution at each step is guaranteed to be feasible, because constraints are based on results achieved in previous steps (i.e., it is impossible to specify an optimization problem which has no solution) • This method enables efficient evaluation of the trade-offs between clinical objectives because the result at each step is limited only by the constraints obtained in previous steps, and the binding constraints are easily identified.
Taken together, these advantages allow for a more systematic approach to treatment planning than is possible through the iterative variation of multiple weighting factors (70).
Once an appropriate sequence of optimization steps is identified, they can be stored as a script and applied to similar, future clinical cases. Such scripts can substantially reduce planning time for both typical and challenging cases and potentially allow higher quality treatment plans to be generated consistently (71). An example of an optimization script, including use of the beam reduction tool described in the next section, is shown in Figure 7 .
Treatment Efficiency Optimization Algorithms
In the Sequential Optimization algorithm, three post-processing tools are provided that enable the user to evaluate trade-offs between treatment efficiency and dosimetric quality in order to obtain a clinically optimal treatment plan. The 'Beam Reduction' tool removes all beams with an MU setting lower than a user-defined threshold from the set of candidate beams in the current solution, and then at the user's discretion either repeats the sequential optimization script with this reduced beam-set or simply rescales the MU Figure 8 : The ball cube test object and radiochromic films that are used for TSE measurements with the CyberKnife System. (A) The test object components, including the films with laser cut notches to facilitate their assembly within the ball cube. (b) The test object assembled, with the films sandwiched between the four block segments. The purpose of the laser cutting and the complex clip arrangement used to assemble the device is to obtain a measurement precision that is better than the sub-millimeter tolerance applied to the results of this test. In addition to the test object, anthropomorphic phantoms into which the object is placed to enable testing of the full range of tracking modes, and software to analyze the scanned films, are available from the vendor. position (the geometric center of the target). Therefore, the measurement includes sources of uncertainty present in the entire treatment process, from image acquisition to treatment delivery.
Published results of these tests for the skull tracking, fiducial tracking, Xsight Spine, and Xsight Lung tracking methods are summarized in Table II . It should be noted that the skull tracking results presented by Chang et al., (73) were obtained with the earliest version of the skull tracking algorithm that did not correct for the effect of skull rotation on beam alignment (see Table I ). Data obtained from this same unit after upgrade to the current 6D tracking algorithm is included in the study by Main et al., (74) , and shows a significant improvement. A dependence on CT slice interval was observed, with mean TSE worsening by 0.7 mm when the slice interval increased from 1.25 mm to 3.75 mm (73), presumably owing to an increase in the superior-inferior localization uncertainty. For fiducial tracking, theoretical studies also demonstrate an improvement in tracking accuracy with increasing numbers of fiducial markers, although this becomes insignificant when the number exceeds five (75).
Clinical Data-based Accuracy Measurements without Respiratory Motion
The above tests were performed using static phantoms, and therefore the results do not include the impact of residual intra-fraction patient movement between successive X-ray image acquisitions on targeting accuracy. Hoogeman et al., (76) analyzed tracking information stored in treatment log files to study the intra-fraction target motion of 57 patients treated for intracranial, head and neck, and spinal indications. All treatments involved non-invasive immobilization including carefully fitted thermoplastic masks and head rests (for intracranial, head and neck, and upper spine targets), and vacuum formed bags (for spine targets). Spine patients were treated in either a supine or prone position. Alignment X-ray
Geometric Accuracy
Phantom-based Accuracy Measurements without Respiratory Motion
While the accuracy of each component in the treatment process that contributes to geometric accuracy can be tested independently, it is most meaningful to assess the total system error (TSE) of treatment planning and delivery, an error measure that was first developed for testing the accuracy of frame-based stereotactic surgery and was originally termed total clinically relevant error (72). The TSE can be measured using a hidden test object containing two radiochromic films positioned orthogonally within a spherical target structure that is placed within an anthropomorphic phantom ( Figure  8) . The phantom is subjected to the entire treatment process (CT scan, target volume delineation, plan generation, treatment delivery) including all data transfer steps. A treatment plan is designed to conformally treat the target structure, and the phantom is aligned and treated in the same manner as a patient. The TSE is the radial offset between the center of the dose distribution measured from the film and its intended Table III Effect of intra-fraction motion on translational and rotational alignment offsets for intracranial and spine treatments with the patient in a supine position. Rotational offsets were calculated separately about the superior-inferior, left-right, and anterior-posterior axes and the ranges are shown. The data for 30 minute elapsed time are calculated by linear extrapolation of Hoogeman et al., data, based on the trend observed in that study (89). The Murphy study (77) analyzed the spine data by anatomical level, and the ranges are shown. Note also that the effect of couch movements on calculated offset was considered in (89) but ignored in (77), which means that the offsets presented for elapsed times of 15-45 minutes in (77) are underestimated to some degree.
Elapsed Time (minutes)
Systematic Intra-fraction offset from initial position (2 SD) 3D Translational Offset ( (77). Although these patients were all treated in 1999-2002 using older versions of the tracking algorithms, and the method of analysis is different than that described by Hoogeman et al, the resulting systematic translational offsets observed over an imaging period of 1-2 minutes was only slightly greater, being 0.4-0.6 mm (Table III ). These studies demonstrate that the systematic residual alignment error over the interval between alignment corrections for intracranial and spine patients during CyberKnife treatment is small, which is not the case when intra-fraction motion is ignored.
Random offsets during treatment due to intra-fraction motion, which have a much smaller dosimetric impact than systematic errors (78), were analyzed as the population mean of the standard deviations observed within each treatment fraction about the mean position during that treatment. This was found to be less dependent on the interval between image acquisitions than the systematic offsets (76). The mean 3D random translational offsets quantified in this manner were approximately 0.3 mm and 0.7 mm for intracranial and supine spine, respectively, over an imaging period of 1-2 minutes in the Hoogeman et al., study (76) , but larger values of 1.0 mm and 1.2-1.3 mm were found for the same treatment sites in the study using older data (77). The most recent analysis of random alignment error during spine treatment with the CyberKnife System due to target motion between images was performed by logfile analysis of 260 patients, with an average imaging interval of 1.5 minutes (79). This showed the mean inter-image 3D shift in target position to be 0.5 mm, but this was not reduced into systematic and random components in the analysis. Moreover, this study found the dosimetric implications of these offsets in the worst case to be a decrease in target volume covered by the prescription dose of 1.7%, and an increase in the spinal cord covered by the 8 Gy tolerance dose of 0.05 cm 3 . One small study of 6 patients has shown larger offsets, and larger dosimetric consequences due to these offsets (80). The reason for differences between this images were acquired every 1-2 minutes during treatment, and the translation and rotation offsets were obtained from treatment logfiles. By comparing the offsets at each instant against those calculated at some previous time, intra-fraction motion was evaluated as a function of the elapsed time between image acquisitions.
Using this approach the uncorrected intra-fraction motion (i.e., assuming that alignment corrections were not performed using the CyberKnife System) was calculated over varying periods of up to 15 minutes. The maximum translational offset observed in any direction over a 15-minute period was 3.8, 4.3, and 12.3 mm for the intracranial, supine spine, and prone spine cases, respectively. Respiratory motion was noted as the cause of the larger offsets for the prone patients.
Considering only the supine data, the systematic 3D translational and rotational offsets, quantified as two standard deviations (SD) above the population mean, are shown in Table III . These data demonstrate that the difference between initial target position and mean target position during the subsequent 15-minute period is frequently more than 1 mm, and may be as high as 1.6 mm to 2.4 mm for any individual patient in this population. Table III also shows the estimated systematic offsets that would be expected with a 30-minute period are double these values, based on an observed trend for these offsets to increase linearly with time (76).
It can be seen that ignoring intra-fraction motion will lead to systematic translational errors in beam alignment of 1-5 mm for a substantial proportion of patients, assuming that the target volume is at the center of the skull or spine and the time between alignment image acquisition and the end of treatment delivery is 15-30 minutes. If the target is displaced from the center then additional alignment errors occur because of the systematic rotational offsets of up to 0.6°-2.0° about each major axis. By comparison, the systematic translational offset observed over the CyberKnife inter-image period of 1-2 min (after each of which beam aim was corrected by the system) was <0.2 and <0.4 mm (2 SD) for intracranial and supine spine cases, respectively, and the systematic rotational offset was <0.15 degrees (2 SD) in each rotation direction experiments, clinically realistic motion waveforms have been based on the motion of real lung tumors with implanted fiducial markers observed using fluoroscopic imaging from multiple directions (61, 83). The first multi-center study of this type (84) reported the additional radial offset observed relative to the static TSE result (Table IV) . This study was conducted using the first release of the Synchrony System which has subsequently been improved (e.g., by the use of nonlinear models to better characterize tumor-marker motions exhibiting non-zero phase differences, increasing the maximum number of correlation model data-points from 10 to 15, and improving the prediction algorithm). Data obtained with more recent versions of the Synchrony System are also included in Table IV (85) (86) (87) .
In addition to shifting the dose centroid, respiratory motion may blur the dose distribution (i.e., reduce the steepness of the dose gradient around the target). This effect was studied using the technique described above. The distance between the 20% and 80% isodose lines was measured in the superiorinferior direction (the axis of greatest motion) at the edges of the target (86, 87). Motion-induced blurring was quantified by the change in the 20-80% isodose distance for treatments with and without motion. The results demonstrate no additional blurring with linear motion, while extreme nonlinear correlation (30 degree phase difference between object and external marker motions) resulted in ≤ 1 mm blurring. This compares to blurring of more than 8 mm when no respiratory tracking was used. A similar experiment has been conducted using a treatment plan with far greater isodose line complexity than typically encountered clinically. Treatment was delivered using simulated respiratory motion with and without Synchrony respiratory tracking; the amplitude of motion was 20 mm, the motion pattern was a sin 2 (ωt) waveform, and study and the studies described above are not clear, but are discussed by Fürweger et al., (79) .
Of the treatment sites that do not move significantly due to respiration, the prostate is perhaps that with the greatest potential for large intra-fraction motion (81). Xie et al., performed a logfile-based study, similar to those described above, of intra-fraction prostate motion observed in 21 patients and 105 treatment fractions with the CyberKnife System (82). They concluded that with an imaging interval of 30 s, the target translation between images would be <1 mm in 90% of instances, and if the interval was increased to 60 s this proportion decreased to 81%. The data suggests that since motion patterns are highly variable between patients, and over time for the same patient, longer imaging intervals would be acceptable at some periods during treatment and shorter intervals would be of benefit during other periods, but these patterns are hard to predict. The InTempo prostate tracking method described previously is an attempt to provide such functionality by automatically adjusting the interval between alignment corrections based on the recent history of inter-fraction motion, with a minimum interval of just 15 s. An analysis of the efficacy of this method has not yet been performed, but the logfile method used in all of these studies could be easily applied.
Phantom-based Accuracy Measurements with Respiratory Motion
For targets that move due to respiration the TSE test method has been adapted for the Synchrony System by placing the test phantom on a motion table which moves continuously during treatment to simulate respiratory motion. For these Figure 9 : Dose distributions for simulated respiratory motion with (right) and without (left) the use of Synchrony tracking. The underlying black curves are isodose lines generated by the treatment planning system. The colored curves are the same isodose lines measured after treatment delivery with respiratory motion. The isodose lines are displayed in 0.5 Gy increments, with the highest isodose line being 4.0 Gy. The scale is defined by the length of a side of the square dosimetry film, which is 6.3 cm. The amplitude of motion was 20 mm, the motion pattern was a sin 2 (ωt) waveform, and the period was 7 s. These results show isodose line distance to agreement to be generally better than 1 mm, with a maximum displacement of 2 mm. continuous recordings of internal tumor and external marker positions. This data was used to simulate a CyberKnife treatment with Synchrony tracking. The continuous internal tumor position data was used to compute the continuous correlation model error. The use of the linear correlation model achieved low correlation model error in all cases. In the cases with hysteresis, the quadratic model provided some additional improvement in tracking accuracy. The authors concluded that the "combined use of internal and external markers allow the robot to accurately follow tumor motion even in the case of irregularities in breathing patterns". The chest wall and internal target motion for two of these patients was replicated using a sophisticated respiratory motion phantom (92). One patient exhibited a significant phase difference between chest wall and tumor motion, and both exhibited irregular motion amplitude, period, and baseline. For each patient, a treatment plan was delivered twice, once to a static phantom, and once to the phantom during patient specific motion with Synchrony respiratory tracking. The dose distributions measured using radiochromic film for the static and moving treatment cases were compared using a Gamma analysis with a pass criterion of 3% dose difference and 3 mm distance to agreement, which was based on the uncertainty in film calibration and alignment. The proportion of pixels meeting this criterion was ≥ 97% for both patients.
Finally, Wong et al., (93) employed an independent optical tracking system to study the accuracy of individual beam alignment to an artificial moving target. The target and external marker motions were based on motions recorded during three patient treatments. Their equipment allowed the tracking error to be measured as the difference in distance and orientation of the secondary collimator to the target from the average value at all times during treatment delivery. The overall tracking precision, defined as the mean over all beams of the standard deviation of distance and angle observed for each individual beam, was ≤0.6 mm and <0.08 degrees for the three sets of patient motion data.
Clinical Overview
The developments of the CyberKnife System described in this review have resulted in substantial improvements in dose calculation accuracy, treatment plan optimality, treatment delivery geometric accuracy, treatment time, and the range of body sites that are technically accessible to treatment. Most recently, technical developments included in the CyberKnife VSI System have for the first time made practical the delivery of more extended fractionation schemes (such as those common to IMRT).
Clinical development over the years (most of it generated by CyberKnife users themselves) has both prompted technical innovation and has been enabled by it. Early intracranial outcomes (94) prompted improvements in skull tracking (6) that the period was 7 s. The results show isodose line agreement to be generally better than 1 mm, with a maximum displacement of 2 mm (Figure 9 ).
Clinical Data-based Accuracy Measurements with Respiratory Motion
Additional accuracy tests have been performed by retrospective analysis of clinical data. As mentioned previously the correlation model is checked and updated regularly by acquiring additional X-ray images. The correlation model error, which is the distance between the model-based predicted and image-based actual positions, is stored in a log file. This error is a measure of the accuracy of Synchrony tracking in an actual clinical application. In one report, the log files from 14 patients treated at three CyberKnife centers were collected and analyzed (88). The average of 510 correlation error values contained in these log files was 1.4 ± 1.0 mm (mean ± SD). A linear correlation model was used for all cases. More recently, Hoogeman et al., (89) has performed a more comprehensive analysis of the error log files corresponding to 158 lung treatment fractions (49 tumors in 44 patients), in which both linear and quadratic correlation models were used. The mean correlation and prediction model errors in each cardinal direction were assessed during treatment delivery for each fraction. The overall population mean of these mean values was found to be very close to zero (0.0-0.2 mm combined error due to both models), and perhaps more importantly the variation in this mean offset across all treatment fractions was also very low; 0.6 mm (2 SD) in each direction in the correlation model error and 0.0 mm (2 SD) in the prediction model error, which indicates that the systematic tracking error due to modeling uncertainties is small in every patient in this series. The Hoogeman study results place an upper limit on the correlation and prediction model errors that would be expected with the current system version in 2010. The Synchrony version used in that study did not include features standard in the current version such as automatic image acquisition which triggers the X-ray imaging system using the external marker signal in order to more uniformly sample the breathing cycle, the addition of a constrained 4 th order polynomial to the set of available correlation models, or the newest hybrid predictor which uses improved prediction models and selection heuristics compared with the hybrid predictor used in the study (this early version is described in (90)). Initial investigations of the current hybrid predictor using a subset of the patient data from the Hoogeman study shows that the instantaneous prediction errors are reduced by 20-30% in comparison with the hybrid results presented in the study. Seppenwoolde et al., (60) examined the correlation model error for eight lung cancer patients treated with respiratory gating (91). All of these patients had simultaneous and supported development of a wide range of intracranial applications that are helping to validate the newest skull-tracking algorithm (46). The desire to treat spinal lesions (95) lead to the development of fiducial tracking algorithms (75), which both set the stage for further spinal treatments (e.g., Gerszten et al., (23) ) and continued growth of extracranial applications outside the central nervous system (96-98), as well as providing inspiration for the development of the fiducial-free Xsight Spine Tracking system (49). As treatments extended to tumors in organs that move with respiration (97, 98), Synchrony tracking was introduced and tested in phantom studies (60, 93) and in clinical practice (89). Today researchers worldwide are employing the technologies described in this review in daily clinical practice to treat brain (13-17), spine (18-22), lung (24-27), prostate (29-32), liver (33) (34) (35) , pancreas (99, 100), head & neck (36-40), and emerging applications such as breast (41) and other extracranial sites (42). The total number of patients treated has increased from just 30 in 1999 to over 90,000 in 2010.
Summary
Notwithstanding the technological developments described in this review, it is important to note that the underlying design principles of the CyberKnife System have not changed. Specifically, the CyberKnife System allows the key aspects of radiosurgery to be applied to targets throughout the body.
Those key aspects are:
(a) Minimization of the CTV-to-PTV margin. This is made possible by high accuracy of treatment beam alignment and delivery, achieved through the combination of an X-ray image guidance system, which enables frameless stereotactic targeting for all body sites; a robotic manipulator, which enables each beam to be aligned to the target volume rather than moving the patient to align the target volume to each beam; and continual image guidance and alignment correction throughout every treatment fraction, such that there is no dependence on an absence of intrafraction motion. Motion management strategies have been developed and optimized for different applications. (b) Minimization of the treated and irradiated volumes. This requires high dose conformality and steep dose gradients in all directions which are achieved through the combination of a robotic manipulator, which enables routine use of large numbers of non-isocentric, non-coplanar beams individually targeted at unique points within the patient without the need to reposition the patient for each beam; variable collimation, enabling multiple field sizes to be combined within each treatment such that a complex dose distribution can be constructed from a set of independently targeted and sized pencil beams; and powerful plan optimization algorithms, which select optimal beam weights, beam directions and field sizes.
