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We study quantum annealing of pure and random transverse Ising chains that are coupled to boson baths, using a
novel numerical method based on the combination of the quasi-adiabatic propagator path integral (QUAPI) and the
matrix product state (MPS) formalisms. We present numerical results on systems up to 64 spins and conclude that the
baths disturb quantum annealing of pure and random Ising chains. The numerical method to compute the reduced density
matrix is described in detail.
1. Introduction
Controlling the time evolution of a quantum many-body
system has been an important issue for decades in condensed
matter physics, quantum physics, statistical physics, informa-
tion science, and engineering. Today’s swell in the study of
this issue stems partly from recent advances in quantum com-
puting technology. In particular, the appearance of quantum
annealing processor has stimulated research interests quite
strongly. Although the quantum annealing processor has not
been as useful as a conventional computer so far, it has at-
tracted quite a lot of hopes that the first practical quantum
computer using quantum annealing should appear soon.
One of the biggest problems associated with the quantum
annealing processor is that no one has known the theoretical
power of it so far. Quantum annealing was proposed origi-
nally by assuming an isolated interacting spin system.1, 2) The
power of quantum annealing in an isolated system has been
studied for the last two decades and clarified to some extent.3)
The simplest model of quantum annealing with the trans-
verse field is apt to fail in solving typical problems such as
3-Satisfiability because of a first-order quantum phase transi-
tion and/or a localization phenomena of the wave function.4)
In realistic situations, however, the system which quantum an-
nealing is applied to cannot be isolated from but must be in-
evitably open to an environment. This is true as for the current
quantum annealing processor made by D-Wave System Inc. It
adopts superconducting flux qubits as physical spins, which
are coupled with an environment through a fluctuation in the
potential energy of a flux caused by the normal current flow-
ing across the Josephson junction. In fact, the current quantum
annealing processor shows properties that are different from
the ideal quantum annealing.7) Therefore it is inevitably im-
portant to consider an open system coupled to an environment
in order to clarify the power of quantum annealing processors.
The study of time evolution in an open quantum system is
significant in the context different from quantum computation
as well. The time evolution of a closed (i.e., isolated) quantum
many-body system with driving has been studied intensively
and a lot of theoretical and experimental progresses have been
attained in the last few decades. On the other hand, as we lack
analytical or numerical tools that are useful to solve many-
body problems with an environment, an open quantum many-
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body system has not been understood as much as a closed
system. An open system, however, is with no doubt as sig-
nifant as a closed system. In fact, time evolution of an open
system has started receiving attentions independently of quan-
tum computation. Thus the interests in the time evolution of
an open quantum many-body system are growing in the wide
range of communities.
In the present paper, we focus on the transverse Ising chain
coupled to bosonic baths. This model is standard and has
been studied in some earlier works. The single spin version
of it was studied extensively by Leggett et al.8) thirty years
ago. An accurate numerical method, named the quasiadiabatic
propagator path integral (QUAPI), was developed to study the
time evolution of a single spin coupled to a bosonic bath by
Makarov and Makri in 1994.9) After that, QUAPI was ap-
plied to study the Landau-Zener model coupled to an envi-
ronment by Nalbach and Thorwart12) in 2009. The time evo-
lution of a driven many-spin system coupled to a bosonic bath
was first studied by Patane` et al.,14, 15) where modified Kibble-
Zurek scalings were discussed. The Kibble-Zurek scaling in
the presence of baths has been also studied by Nalbach et al.16)
and Dutta et al.17) The pure transverse Ising chain coupled to a
bosonic chain has been studied in the context of quantum an-
nealing by Smelyanskiy et al.18) and Arceci et al.19) recently.
Quantum annealing of random transverse Ising models in an
environment has been studied in Refs. 7, 20–22, for the pur-
pose to clarify the performance of D-Wave’s quantum anneal-
ing processors.
Most of these theoretical studies on many-spin systems
coupled to bosonic baths have assumed the so-called Born-
Markov (BM) approximation and/or an integrable spin sys-
tem. The BM approximation is expected to be valid for weak
coupling limit between the system and the environment. It
however involves a drawback that the approximation is un-
controllable, namely, one cannot improve the accuacy of the
approximation systematically. We resort to neither the BM ap-
proximation nor the integrability of a spin system. We instead
develop a novel method that is based on the QUAPI and the
matrix product state (MPS) formalism. Our method employs
approximations in a controllable manner and one can attain
the exact result in an appropriate limit. The accessble size
of the system reaches N ∼ 102. Our method is applicable
to one-dimensional quantum systems with bosonic baths. The
1
ar
X
iv
:1
80
9.
09
82
7v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
6 S
ep
 20
18
J. Phys. Soc. Jpn. SPECIAL TOPICS
present paper is devoted to describe this method and to present
some results obtained using it.
This paper is organizaed as follows. We introduce the trans-
verse Ising model coupled to bosonic baths in Sec. 2. Some of
the numerical results are presented in Sec. 3, where we men-
tion how an error after quantum annealing is influenced by a
bosonic environment. The numerical method is descirbed in
detail in Sec. 4. Performing the partial trace in the density op-
erator with respect to the bosonic degree of freedom of the
baths, we obtain the QUAPI formula for the reduced density
matrix. We provide an expression for it in Sec. 4.1. In order
to compute the time evolution of the reduced density matrix
in systems with more than 10 spins, we needs a trick to avoid
an exponential increase in the number of states. We introduce
the MPS formalism to reduce the number of bases in Sec. 4.2.
We conclude the present paper in Sec. 5
2. Model
We consider the transverse Ising chain coupled to bosonic
baths. The Hamiltonian is composed of HS, HB and Hint, rep-
resenting the spin system, the baths, and the interaction be-
tween them, respectively:
H(t) = HS(t) + HB + Hint. (1)
The system is the transverse Ising chain that is written as
HS(t) = −
N∑
j=1
J j(t)σzjσ
z
j+1 − h(t)
N∑
j=1
σxj , (2)
where σαj (α = x, z) are the Pauli’s matrices at site j and N
is the number of sites. The spin-spin coupling constant and
the transverse field are denoted by J j(t) and h(t), respectively.
We focus on spatially uniform h(t) for simplicity, though it is
possible to consider nonuniform h(t). It is noted that J j(t) and
h(t) may depend on time. We assume the open boundary con-
dition. In standard quantum annealing, one considers HS(t)
such that h(0)  J j(0) and h(τ)  J j(τ) for a given runtime
τ, namely, the transverse field initially dominates the Hamil-
tonian while the Hamiltonian coincides with the Ising Hamil-
tonian finally. The solution of the optimization to be solved is
encoded into the ground state of this Ising Hamiltonian. If the
system is isolated and the change speed of the Hamiltonian is
sufficiently slow, an adiabatic time evolution from the simple
ground state of HS(0) to HS(τ) brings us the solution.
The baths are collections of harmonic oscillators whose
Hamiltonian is written as
HB =
N∑
j=1
∑
a
ωab
†
jab ja, (3)
where a stands for the mode of harmonic oscillators. b ja and
b†ja are the bosonic creation and annihilation operators for the
site j and the mode a. ωa is the enregy of the harmonic oscil-
lator in the unit of ~ = 1. We assume that each site has own
bath independently.
The interaction between the spin system and the environ-
ment is given by
Hint =
N∑
j=1
σzj
∑
a
λ ja
(
b†ja + b ja
)
, (4)
where λ ja determines the strength of the interaction. This in-
teraction Hamiltnoian implies that each spin couples with own
bath independently. We note that one may in general consider
coupling between σαj with α = x as well as z and the bath.
In fact, several previous studies14–17, 23) have considered cou-
pling through σxj , since this assumption makes the model a
free fermionic model through the Jordan-Wigner transforma-
tion. However, it has been know that the coupling through σzj
is dominant over σxj
24, 25) in the system of superconducting
flux qubits of which the D-Wave’s quantum annealing pro-
cessor is composed. Hence, in the present paper, we focus our
attention on the coupling through σzj and consider Eq. (4).
For the spectrum of the bosonic baths, we define the spec-
tral density as
J(ω) =
∑
a
λ2jaδ(ω − ωa), (5)
where δ(ω−ωa) stands for the Dirac’s delta function. We then
assume a continuous spectral density as
J(ω) = g2ωse−ω/ωcθ(ω), (6)
and s = 1, namely, the Ohmic spectral density thoughout
this paper for the sake of simplicity. Here g2 and ωc are the
coupling constant, between the spin system and the bath, and
the cutoff frequency of the spectrum of the bath, respectively.
θ(ω) is the Heaviside’s step function.
Now, we introduce the time-evolution operatorU(t) of the
composite system that obeys the Schro¨dinger equation
i
d
dt
U(t) = H(t)U(t), (7)
andUS(t) of the system andUB(t) of the bath as
i
d
dt
US(t) = HS(t)US(t) (8)
UB(t) = e−iHBtUB(0) (9)
Using these operators, we define
Uint(t) = U†B(t)U†S(t)U(t). (10)
One can easily see that this obeys
i
d
dt
Uint(t) = HIint(t)Uint(t), (11)
where HIint(t) is the interaction picture of Hint defined by
HIint(t) = U†B(t)U†S(t)HintUS(t)UB(t). (12)
The density operator is defined by
ρ(t) = U(t)ρinU†(t), (13)
We assume the initial condition as follows.
ρ(0) = ρin, ρin = |Ψin〉〈Ψin| ⊗ e
−βHB
ZB
, (14)
US(0) = 1, UB(0) = 1, Uint(0) = 1, (15)
where |Ψin〉 is the (given) ground state of HS(0), β is the in-
verse temperature of the bath, and ZB is the partition func-
tion with respect to the bath, which is explicitly written as
ZB = TrBe−βHB =
∏
j,a(1 − e−βωa )−1. Note that TrB stands for
the trace with respect to the bosonic degree of freedom.
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The reduced density operator is defined by
ρS(t) = TrBρ(t). (16)
Using Eqs. (10) and (13), this writes as
ρS(t) = US(t) TrB
(
Uint(t)ρinU†int(t)
)
U†S(t) (17)
To summarize the setup of the time evolution, our compos-
ite system is initially in the product state of the ground state
of HS(0) and the thermal equilibrium state of HB at inverse
temperature β. The spin system and the baths starts to inter-
act at t = 0, and the composite system evolves according to
H(t) = HS(t) + HB + Hint. The physical quantity of the spin
system at t > 0 is determined through the reduced density
operator ρS(t).
3. Results
In this section, we present results on the kink density for
pure and random Ising chains computed by our method. Note
that the results on the closed system (namely, g = 0) were ob-
tained by solving the time-dependent Bogoliubov-de Gennes
equation for the equivalent free fermion model.26)
The kink density is defined by
n :=
N−1∑
j=1
TrS
1 − σzjσzj+12 ρS(τ)
 , (18)
where TrS represents the trace with respect to the spin degree
of freedom, τ is the final time, N is the number of spins in the
system. This quantity vanishes when the spins are perfectly
aligned along the z axis in the spin space. Hence the kink den-
sity is a measure that quantifies the deviation from the perfect
ferromagnetic state.
We recall here that we assume that in our model the bosonic
operators couple to the longitudinal spin σzj. This assump-
tion breaks the integrability of the transverse Ising chain
and has not been considered in the previous studies for one-
dimensional system. Therefore the results we present below
are entirely new.
3.1 Pure Ising chain
We first consider quantum annealing of the pure Ising chain
described by the Hamiltonian
HS(t) = − t
τ
N−1∑
j=1
σzjσ
z
j+1 −
(
1 − t
τ
) N∑
j=1
σxj , (19)
where τ denotes the runtime of quantum annealing and the
time t evolves from 0 to τ. Since this Hamiltonian coincides
with the pure ferromanetic Ising chain at t = τ, the kink den-
sity measures an error of quantum annealing. We show nu-
merical results on this model with N = 64 in the present sub-
section.
Let us first consider the dependence of the kink density on
the coupling strength between the system and the bath. We
present results at T = 0 in Fig. 1. The kink denisty at T = 0
increases with inceasing g, implying that coupling to the baths
never reduces an error of quantum annealing compared to the
closed system even if the temperature of the baths is zero. On
the other hand, the kink density decays monotonically with
increasing τ for a fixed g. The slope of this decay becomes
smaller for larger g. It is not clear from our results whether
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Fig. 1. Kink density for the N = 64 spin system with several g’s at zero
temperature. The other parameters are chosen as ωc = 5, ∆t = 0.1, and
lc = 100. The numbers of states, Dt and Ds, kept in the MPS representa-
tion are at most 128. The kink density for g > 0 is never below the value of
isolated system (namely, g = 0) and grows with increasing g at fixed τ. The
monotonically decaying behavior with increasing τ is found for all g’s we
studied.
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Fig. 2. Kink density for the N = 64 spin system with several g’s at T = 2.
The other parameters are the same as Fig. 1. The kink density grows with g,
but has a minimum as a function of τ. The value of τ where the kink density
is minimized decreses with increasing g. The results for g ≥ 0.05 suggest that
the kink densities for different g’s converge with increasing τ.
the kink density vanishes for τ→ ∞ when T = 0 and g , 0.
Figure 2 shows the dependence of the kink density on g at
T = 2. One finds that, at this temperature, the kink density
turns to an increase with increasing τ for large τ. We guess
that it should be true even for g = 0.001 if one has more data
for much larger τ’s. The minimum position of the kink density
moves to a smaller τ with increasing g. This is because the
coherence time in which the system keeps unaffected by the
bath is shorter for larger g. Interestingly, the result for g = 0.2
suggests that the kink density decreases again with increasing
τ for very long τ. A similar phenomenon has been pointed by
Amin in Ref. 21 and explained by the equilibration with the
bath. We have not yet confirmed whether the equilibration is
true or not. This point is an open issue to be studied.
Figure 3 shows results on the temperature dependence of
the kink density for the system-bath coupling fixed at g =
3
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Fig. 3. Kink density for the N = 64 spin system and several temperatures
with g = 0.01. The other parameters are the same as Fig. 1. The kink density
decays with increasing τ for small τ, while it grows with τ for long τ at
T ≥ 2. At T = 1, it is not clear that the kink density grows for long τ. The
lower the temperature is, the smaller the kink density is. The kink density is
never below the value for the closed system (g = 0).
0.01. One finds that the kink density starts to grow for long τ
at T ≥ 2, involving a minimum as a function of τ. This min-
imum shifts to larger τ for lower temperature. It is not clear
from the figure whether there is a minimum at T = 1. Any-
way, as shown in Fig. 1, the minimum disappears when T = 0.
Quite recently, Arceci et al. showed that the minimum at a cer-
tain finite τ is a global minimum when T is sufficiently high,
but it is in turn a local one with decreasing the temperature,
and disappears finally for sufficiently low T .19) Although we
have not confirmed such transitions, there is no conflict be-
tween our results and previous ones.
3.2 Disordered Ising chain
We here consider quatnum annealing of the disordered
Ising chain described by the Hamiltonian
HS(t) = − t
τ
N−1∑
j=1
J jσzjσ j+1 −
(
1 − t
τ
) N∑
j=1
σxj , (20)
where the coupling constants J j’s are assumed to be cho-
sen randomly from the uniform distribution between 0 and 2.
Same as the pure Ising chain, the disordered Ising chain con-
sidered here has the ferromagnetic ground state and hence the
kink density serves to measure an error of quantum annealing.
Although the present disordered Ising chain has a trivial
ground state, excited states or dynamics are nontrivial and
hence this model has drawn a lot of attentions from the quan-
tum annealing community as well as statistical physics com-
munity.27–32) The excited states of the present system are char-
acterized by the Anderson localization when the model is
switched to a free fermoin model through the Jordan-Wigner
transformation. It is a quite interesting problem to inquire
into how the localized state is influenced by the baths. As for
quantum annealing, the localization nature of excited states
might change quantum annealing dynamics from the pure
case. Hence, it is quit important to consider a random model
in the context of quantum annealing. Here we present a few
results on a single instance of this model with N = 64 spins.
Figure 4 shows the results on the kink density for temper-
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Fig. 4. Kink density for a single instance of the disorderd Ising chain with
N = 64 spins. The temperature of the bath is set at T = 0, 1, and 2. The other
parameters are g = 0.01, ωc = 5, ∆t = 0.1, and lc = 100. Dt and Ds are up to
64. The kink density at T = 0 is very close to that for the closed system. With
increasing the temperature, the kink density grows and shows a minimum as
a function of τ.
atures T = 0, 1, and 2. The system-bath coupling is fixed at
g = 0.01. The behavior of the kink density is qualitatively
the same as the pure Ising chain. The kink density is never
smaller than that for the closed system even at T = 0. With
increasing the temperature, it grows and has a minimum as a
function of τ for T = 1 and 2. The influence of environment
looks qualitatively the same in pure and random Ising chains
on this result.
To summarize the results on the pure and random Ising
chains, coupling to baths never reduces an error after quan-
tum annealing from the isolated system, even if the tempera-
ture of the baths is zero. The negative influence on quantum
annealing is more pronounced with increasing the coupling
strength g between the system and the baths as well as with
increasing the temperature of the baths. The kink density de-
cays with increasing the annealing runtime in the limit of low
temperature, while it has a minimum when T is sufficiently
high.
4. Method
In the present section, we describe the numerical method to
compute the reduced density matrix of Eq. (17) in detail. The
equation of motion of ρS(t) is too complicated to solve even
for a single spin in general. When the coupling constant g2
is sufficietly small compared to the other energy scales in the
model, the Born-Markov (BM) approximation is often applied
to reduce the difficulty of the problem. Briefly mentioning,
the BM approximation neglects the order of g4 and higher or-
der terms in the equation of motion, and replaces the reduced
density operator of the past (ρS(s) with s < t) with the current
one (ρS(t)).33) The resulting equation, called as the Redfield
equation, is less complicated than the original one. However,
there are a few problems on this equation or approximation.
(i) The reduced density operator obtained with the BM ap-
proximation has no guarantee that it preserves the unitarity
TrS ρS(t) = 1, where TrS means the trace with respect to the
system’s degree of freedom. (ii) The approximation cannot
be improved in the framework of the BM approximation. (iii)
The Redfield equation reduces to a linear differential equation
4
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for 22N unknown complex functions of t. Therefore the com-
putational cost increases exponentially with the number N of
spins and this method is restricted to small N up to N ∼ 10.
The first and the third problems might be cured by the so-
called Lindblad approximation. This prescription, however,
makes the second problem more serious.
In the present study, we develop a novel numerical method
in order to avoid the problem of the BM approximation. Our
approach is based on the path integral and utilizes the MPS
formalism, in which the unitarity of the trace is preserved. It
includes a sort of approximation, but the accuracy of the result
can be improved systematically. Moreover, systems with N ∼
102 spins are accessible. One limitation of our method is that
it is suitable only for one dimensional system, as is the case
with the DMRG of a closed system. We describe this method
in the following subsections.
4.1 QUAPI
We are going to compute the matrix elements of ρS(t), start-
ing from Eq. (17). At first we focus on the trace with respect
to the bosonic degree of freedom. This trace can be done by
performing the path integral of the bosonic degree of freedom.
In order to perform the path integral, we apply the Trotter de-
composition toUint(t). Letting M be the Trotter number such
that t = M∆t, the Trotter decomposition yields
Uint(t = M∆t)
=
[
e−iH
I
int(M∆t)
∆t
2 e−iH
I
int((M−1)∆t) ∆t2
]
× · · ·
×
[
e−iH
I
int(∆t)
∆t
2 e−iH
I
int(0)
∆t
2
]
+ O(∆t3)
= e−iH
I
int(M∆t)
∆t
2 e−iH
I
int((M−1)∆t)∆t · · · e−iHIint(∆t)∆te−iHIint(0) ∆t2
+O(∆t3). (21)
Each exponential operator can be written as
e−iH
I
int(l∆t)∆t
= U†S(l∆t)
∏
j,a
e−i∆tσ
z
jλ jab
†
jae
iωal∆t
e−i∆tσ
z
jλ jab jae
−iωal∆t
e−
1
2∆t
2λ2ja

×US(l∆t), (22)
where l = 1, · · · ,M − 1. Note an identity eA+B = eAeBe−[A,B]/2
for a couple of operators A and B satifying [A, B] ∈ R, and
the relation eiHBl∆tb jae−iHBl∆t = b jae−iωal∆t. Inserting the com-
pleteness relation made from the product of an eigenstate of
σzj and the coherent state of bosons between the right-sided
square bracket and US(t) in Eq. (21), one obtains the path
integral representation for Eq. (17). Fortunately, the path in-
tegral over the bosonic coherent-state parameter is Gaussian
and can be performed. See Appendix A for details. The re-
sult, after taking the continuous limit of the spectral density,
is given as follows:
ρS(t = M∆t)
∣∣∣∣
σ1,M ···σN,M ;τ1,M ···τN,M
:= 〈σM |ρS(M∆t)|τM〉
 N
∑
σ1,0=±1
∑
τ1,0=±1
· · ·
∑
σN,M−1=±1
∑
τN,M−1=±1
exp (H)Ψ0,
(23)
where |σM〉 and |τM〉 are eigenstates of σzj with eigenvalues
σ j,M and τ j,M ( j = 1, 2, · · · ,N), respectively. The effective
Hamiltonian H is divided into two parts as H = HS +Hint,
where HS comes from the isolated spin system and Hint is
from the interaction between the spin system and the baths.
They are defined by
HS =
− i∆t
8
M∑
l=1
(
3Hzl (σl) + H
z
l−1(σl) + H
z
l (σl−1) + 3H
z
l−1(σl−1)
)
+
i∆t
8
M∑
l=1
(
3Hzl (τl) + H
z
l−1(τl) + H
z
l (τl−1) + 3H
z
l−1(τl−1)
)
+
M∑
l=1
N∑
j=1
γlσ j,lσ j,l−1 + γ∗l τ j,lτ j,l−1 (24)
Hint = ∆t2
N∑
j=1
[
+L
M∑
l=0
σ j,lτ j,l
−
∑
M≥l>m≥0
{
K((l − m)∆t)σ j,lσ j,m + K∗((l − m)∆t)τ j,lτ j,m
}
+
∑
M≥l>m≥0
{
K((l − m)∆t)σ j,lτ j,m + K∗((l − m)∆t)τ j,lσ j,m
}]
,
(25)
respectively. We remark that σ j,0, σ j,M , τ j,0, and τ j,M with j =
1, 2, · · · ,N in Hint must be multiplied by the factor 12 . Hzl (~σ)
in Eq. (24) denotes the Ising-model part in HS(t) that is written
as
Hzl (σm) = −
N∑
j=1
J j(l∆t)σ j,mσ j+1,m, (26)
and γl is defined by
γl =
1
2
log
cos[{h(l∆t) + h((l − 1)∆t)}∆t2 ]
i sin[{h(l∆t) + h((l − 1)∆t)}∆t2 ]
. (27)
L in Eq. (25) is defined by
L =
∫ ∞
0
J(ω)
1 + e−βω
1 − e−βω dω, (28)
and K((l − m)∆t) is defined by
K((l − m)∆t) =
∫ ∞
0
J(ω)
e−iω(l−m)∆t + e−βω+iω(l−m)∆t
1 − e−βω dω. (29)
The effecitve wave function Ψ0 comes from the initial spin
state, which is written as
Ψ0 = 〈σ0|Ψin〉〈Ψin|τ0〉. (30)
The normalization factor N is given by
N = exp
[
−N
(
M − 1
2
)
L∆t2
]
(31)
5
J. Phys. Soc. Jpn. SPECIAL TOPICS
layer for
layer for
space
tim
e
(a)
Fig. 5. Lattice and bond structures of a double-layered two-dimensional
model represented by H . Dots and lines represent Ising spins and interac-
tions, respectively. Nearest neighbor interactions within each layer comes
from HS of a closed system, while interlayar and intralayer long-range in-
teractions along time direction within the same spatial site are brought from
the system-bath coupling. The interlayer interactions and the long-range in-
teractions are not present between different spatial sites. Note that only a part
of the lines for long-range interactions are drawn.
×
M∏
l=1
N∏
j=1
∣∣∣∣∣ i2 sin [{h j(l∆t) + h j((l − 1)∆t)}∆t]
∣∣∣∣∣ ,
which is necessary to have TrSρS(M∆t) = 1.
One can see from Eqs. (24) and (25) that the effective
Hamiltonian H is equivalent to a double-layered (1+1)-
dimensional Ising model. If the system-bath coupling is ab-
sent, each layer is decoupled from the other and the inter-
actions between different times work only between nearest
neighbors within the same spatial site, see Eq. (24). In the
presence of the system-bath coupling, however, Hint brings
interlayer as well as intralayer long-range interactions along
the time axis within the same spatial site. Figure 5 shows in-
teractions inH schematically.
We note that the long-range interactions induced by the
system-bath coupling do work within a spatial site. They
never work between spatially sparated spins. Moreover, the
long-range interactions as well as the interlayer interactions
are uniform in space. This is obvious from Eq. (25) because
their interaction constants do not depend on the site index for
space. These properties are used when we construct a numer-
ical computation method.
The behavior of the long-range interactions given by K(t)
along the time direction is shown in Fig. 6. The real part de-
cays with t from a large positive value. It goes down below
zero for low temperatures, while it decreases monotonically
towards zero for high temperatures. For long times, it decays
as 1/t2 for T = 0 and 1/t for T > 0. The imaginary part, on
the other hand, is independent of the tempratures. It decreases
from zero at first with t and then turns into an increase up to
zero. One can show that the decay for long times is as 1/t2.
Now, in order to obtain the matrix elements of the re-
duced density matrix, it is necessary to perform the trace of
exp(H)Ψ0 with respect to σ j,l and τ j,l with j = 1, 2, · · · ,N
and l = 0, 1, · · · ,M − 1. The brute-force method is use-
less for this computation, since eNM terms must be summed
up. This computation is reminiscent of the transfer matrix
0.5 1.0 1.5 2.0
t
10
20
30
Re{K(t)}
T = 2
T = 1
T = 0.5
T = 0
(a)
0.5 1.0 1.5 2.0
t
-20
-15
-10
-5
Im{K(t)}
0
(b)
Fig. 6. The interaction constant K(t) of the long-range interactions along
the time direction. (a) The real part of K(t) for temperatures, T = 0, 0.5, 1,
and 2. It turns out that the real part decays with t. One can show that Re{K(t)}
vanishes as 1/t2 when T = 0 and as 1/t when T > 0 for large t. (b) The
imaginary part of K(t). The imaginary part is independent of the temperature.
It deceases raplidly from zero, takes a minimum and vanishes with t. One
can show that Im{K(t)} vanishes as 1/t3 for large t. For both figures, we fixed
ωc = 5.
(a) (b)
tim
e
Fig. 7. (a) A ladder of Ising spins along the time direction with a fixed
spatial site. (b) Chain of pseudospins represented by elliptics. Pseudospin is
a composite of two Ising spins,σ jl and τ jl, with the same indices. Interactions
due to the systems-bath couping and the transverse field are shown by lines
in both pictures.
method in the computation of the partition function of the
two-dimensional Ising model or that of the time evolution of
the transverse Ising model in one dimension. However, the
presence of the long-range interaction along the time direc-
tion makes the problem complicated. In the next subsection,
we introduce a matrix product state representation to facilitate
this computation for large M and N.
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4.2 MPS representation
4.2.1 The time direction
Let us focus on a ladder of Ising spins along the time di-
rection with a fixed spatial site, which consists of σ j,l and
τ j,l with a fixed j and l = 0, 1, · · ·M. The interaction origi-
nated from the system-bath coupling works between any pair
of Ising spins in this ladder and is restricted inside the ladder,
see Fig. 7(a). In addition, there are nearest neighbor interac-
tions due to the transverse field. Now we group σ j,l and τ j,l
with the same l (and j as well) and define a pseudospin by this
composite. Remark that this pseudospin has four states. Then
the ladder of Ising spins is seen as a chain of pseudospins as
shown in Fig. 7(b).
Let S j,l denote the state of a pseudospin, such as S j,l =
(1 − σ j,l)/2 + 2{(1 − τ j,l)/2} for instance. Using this variable,
the factor of exp(Hint) for the spatial site j is written as
ψS j,0S j,1···S j,M := exp
[ M∑
l=1
(
γlσ j,lσ j,l−1 + γ∗l τ j,lτ j,l−1
)
+∆t2
[
L
M∑
l=0
σ j,lτ j,l
−
∑
M≥l>m≥0
{
K((l − m)∆t)σ j,lσ j,m + K∗((l − m)∆t)τ j,lτ j,m
}
+
∑
M≥l>m≥0
{
K((l − m)∆t)σ j,lτ j,m + K∗((l − m)∆t)τ j,lσ j,m
}]]
.
(32)
This can be seen as a wave function for a one-dimensional
array of M pseudospins with the basis S j,0, S j,1, · · · , S j,M , and
written in the form of a MPS as
ψS j,0S j,1···S j,M =
∑
ζ1,··· ,ζM−1
ψS j,0ζ1u
(1)
S j,1ζ2;ζ1
u(2)S j,2ζ3;ζ2 · · · u
(M−1)
S j,M−1S j,M ;ζM−1 ,
(33)
where u(l)S j,lζl+1;ζl (l = 1, 2, · · · ,M − 1) and ψS j,0ζ1 are defined as
follows.
Omitting the site index j the singular value decompo-
sition for ψS 0S 1···S M defined the right-sided unitary matrix
u(M−1)S M−1ζM ;ζM−1 :
ψS 0S 1···S M =
∑
ζM−1
φ(M−1)S 0S 1···S M−2ζM−1
√
λ(M−1)ζM−1 u
(M−1)
S M−1S M ;ζM−1 , (34)
where φ(M−1)S 0S 1···S M−2ζM−1 is a unitary matrix and
√
λ(M−1)ζM−1 is the
singular value. Similarly, the singular value decomposition for
φ(l) defines ul−1S l−1ζl;ζl−1 and the singular value
√
λ(l−1)ζl−1 as
φ(l)S 0···S l−1ζl =
∑
ζl−1
φS 0···S l−2ζl−1
√
λ(l−1)ζl−1 u
(l−1)
S l−1ζl;ζl−1 , (35)
with l = M − 1,M − 2, · · · , 2. Finally, we define ψS 0ζ1 as
ψS 0ζ1 := φ
(1)
S 0ζ1
√
λ(1)ζ1 . (36)
We assume that the singular values
√
λ(l)ζ (l = 1, 2, · · · ) are
ordered as λ(l)1 ≥ λ(l)2 ≥ · · · . As is usual in one-dimensional
systems, the singular value decays rapidly with l. In a prac-
tical situation, we introduce a maximum number Dt for the
matrix dimension of u and discard u(l)S lζl+1;ll with ll > Dt, so
that the error due to tiny singular values becomes negligible
without having the matrix size exponetially large. As a result,
the matrix product state representation by Eq. (33) reduces
the size of ψS 0S 1···S M from 4M to 4D2t (M − 1) + 4Dt ≈ 4D2t M.
This exponential reduction is the greatest merit of the MPS
representation.
In order to implement the singular value decompositions in
Eqs. (34) and (35), one needs to take into account all elements
of ψS 0S 1···S M which causes a cost exponential in M. To avoid
this cost, we introduce the cutoff lc in the range of the inter-
action K(t) such that K(l∆t) = 0 for l > lc. Since K(t) decays
with t, this approximation does not give rise to serious error if
one choose as large lc as lc∆t  1. Thanks to the interaction
cutoff, one can neglect the variables Sm with m < l − lc in the
computation of u(l).
4.2.2 Transfer matrix method
Having obtained the MPS representation for a chain of
pseudospins along the time direction, one can perform the
trace for the spin degee of freedom. This computation can
be accomplished using the numerical transfer matrix method
combined with the MPS representation.
We define a factor B[ j,m]S j,mS j+1,m for a horizontal bond in Fig. 5
bitween spatial sites j and j + 1 ( j = 1, 2, · · · ,N − 1) and
temporal site l. It is explicitly written as
B[ j,0]S j,0S j+1,0 (37)
= exp
{
i∆t
8
(
J j(∆t) + 3J j(0)
) (
σ j,0σ j+1,0 − τ j,0τ j+1,0
)}
,
B[ j,l]S j,lS j+1,l
= exp
{
i∆t
8
(
6J j(l∆t) + J j((l − 1)∆t) + J j((l + 1)∆t)
)
×
(
σ j,mσ j+1,m − τ j,mτ j+1,m
)}
, (38)
B[ j,M]S j,MS j+1,M
= exp
{
i∆t
8
(
3J j(M∆t) + J j((M − 1)∆t)
)
×
(
σ j,Mσ j+1,M − τ j,Mτ j+1,M
)}
, (39)
where l = 1, 2, · · · ,M − 1 in Eq. (38). Using the notation
of the quasispins, the reduced density matrix we are going to
compute is expressed as
ρS(M∆t)
∣∣∣∣
σ1,M ···σN,M ;τ1,M ···τN,M
= N
N−1∏
j=1
B[ j,M]S j,MS j+1,M
∑
S 1,M−1···S N,M−1
N−1∏
j=1
B[ j,M−1]S j,M−1S j+1,M−1
× · · ·
∑
S 1,1···S N,1
N−1∏
j=1
B[ j,1]S j,1S j+1,1
∑
S 1,0···S N,0
N−1∏
j=1
B[ j,0]S j,0S j+1,0
×
N∏
j=1
ψS j,0S j,1···S j,M . (40)
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Note that ψS j,0S j,1···S j,M is written as Eq. (33).
Let us first consider the trace with respect to S 1,0 and S 2,0.
This can be done only by taking ψS 1,0ζ1,1 , ψS 2,0ζ2,1 , ψS 3,0ζ3,1 ,
B[1,0]S 1,0S 2,0 , and B
[2,0]
S 2,0S 3,0
into account. We define
χ(2,1)ζ1,1ζ2,1S 3,0ζ3,1 :=
∑
S 1,0,S 2,0
B[1,0]S 1,0S 2,0B
[2,0]
S 2,0S 3,0
ψS 1,0ζ1,1ψS 2,0ζ2,1ψS 3,0ζ3,1 .
(41)
This can be written in a MPS form as follows.
χ(2,1)ζ1,1ζ2,1S 3,0ζ3,1 =
∑
p2,1
v(2,1)ζ1,1ζ2,1;p2,1
√
κ(2,1)p2,1 w
(3,0)
S 3,0ζ3,1;p2,1
, (42)
where v(2,1) and w(3,0) are the left and right-handed unitary
matrices of the singular value decomposition and
√
κ(2,1)p is
the singular value. Defining
ϕ(2,1)p2,1S 3,0ζ3,1 :=
∑
ζ1,1,ζ2,1
(v(2,1)ζ1,1ζ2,1;p2,1 )
∗χ(2,1)ζ1,1ζ2,1S 3,0ζ2,1 =
√
κ(2,1)p2,1 w
(3,0)
S 3,0ζ3,1;p2,1
,
(43)
Eq. (42) is arranged into
χ(2,1)ζ1,1ζ2,1S 3,0ζ3,1 =
∑
p2,1
v(2,1)ζ1,1ζ2,1;p2,1ϕ
(2,1)
p2,1S 3,0ζ3,1
. (44)
Next, we consider the trace with respect to S 3,0, multiplying
Eq. (44) by B[3,0]S 3,0S 4,0 and ψS 4,0ζ4,1 . Let us define χ
(3,1)
p2,1ζ3,1S 4,0ζ4,1
as
χ(3,1)p2,1ζ3,1S 4,0ζ4,1 :=
∑
S 3,0
B[3,0]S 3,0S 4,0ϕ
(2,1)
p2,1S 3,0ζ3,1
ψS 4,0ζ4,1 . (45)
The singular value decomposition leads us to the following
MPS representation:
χ(3,1)p2,1ζ3,1S 4,0ζ4,1 =
∑
p3,1
v(3,1)p2,1ζ3,1;p3,1ϕ
(3,1)
p3,1S 4,0ζ4,1
, (46)
where v(3,1) is the left-handed unitary matrices associated with
the singular value decomposition of χ(3,1) and ϕ(3,1)p3,1S 4,0ζ4,1 is de-
fined in the same manner as Eq. (43). Repeating this proce-
dure till j = N − 2, we obtain v( j,1) with j = 2, 3, · · · ,N − 2.
Finally we carry out the trace with respect to S N−1,0 and S N,0,
defining
χ(N−1,1)pN−2,1ζN−1,1ζN,1 :=
∑
S N−1,0,S N,0
B[N−1,0]S N−1,0S N,0ϕ
(N−2,1)
pN−2,1S N−1,0ζN−1,1ψS 4,0ζ4,1 ,
(47)
which in turn writes as
χ(N−1,1)pN−2,1ζN−1,1ζN,1 =
∑
pN−1,1
v(N−1,1)pN−2,1ζN−1,1;pN−1,1ϕ
(N−1,1)
pN−1,1ζN,1 . (48)
Thus we obtain∑
S 1,0···S N,0
N−1∏
j=1
B[ j,0]S j,0S j+1,0
N∏
j=1
ψS j,0S j,1···S j,M
=
∑
p2,1,p3,1,··· ,pN−1,1
v(2,1)ζ1,1ζ2,1;p2,1v
(3,1)
p2,1ζ3,1;p3,1
· · · v(N−1,1)pN−2,1ζN−1,1;pN−1,1ϕ
(N−1,1)
pN−1,1ζN,1
=: Λ(1)ζ1,1ζ2,1···ζN,1 . (49)
By means of this procedure, one can easily obtain another
MPS representation as follows:
Λ
(1)
ζ1,1ζ2,1···ζN,1 =
∑
q2,1,q3,1··· ,qN−1,1
ϕ˜(1,1)ζ1,1q2,1
×w˜(2,1)ζ2,1q3,1;q2,1 · · · w˜
(N−2,1)
ζN−2,1qN−1,1;qN−2,1w˜
(N−1,1)
ζN−1,1lN,1;qN−1,1 ,(50)
where w˜( j,1)’s and ϕ˜(1,1)ζ1,1q2,1 are the right-handed unitary matrices
associated with the singular value decompositions.∑
pN−1,1
v(N−1,1)pN−2,1ζN−1,1;pN−1,1ϕ
(N−1,1)
pN−1,1ζN,1
=
∑
qN−1,1
v˜(N−2,1)pN−2,1;qN−1,1
√
κ˜(N−1,1)qN−1,1 w˜
(N−1)
ζN−1,1ζN,1;qN−1,1
=:
∑
qN−1,1
ϕ˜(N−1,1)pN−2,1qN−1,1w˜
(N−1,1)
ζN−1,1ζN,1;qN−1,1 , (51)
and∑
p j,1
v( j,1)p j−1,1ζ j,1;p j,1 ϕ˜
( j,1)
p j,1q j+1,1 =
∑
q j,1
v˜( j−1,1)p j−1,1;q j,1
√
κ˜
( j,1)
q j,1
w˜( j,1)ζ j,1q j+1,1;q j,1
=:
∑
q j,1
ϕ˜
( j−1,1)
p j−1,1q j,1w˜
( j,1)
ζ j,1q j+1,1;q j,1
(52)
for j = N − 2,N − 3, · · · , 2.
Now we move on to the trace on S j,1 with j = 1, 2, · · ·N. To
this end, one must consider u(1)S 1,1ζ1,2;ζ1,1 · · · u
(1)
S N,1ζN,2;ζN,1
. Suppose
that λ(2)ζ1,2···ζN,2 is written as
Λ
(2)
ζ1,2···ζN,2 :=
∑
S 1,1,··· ,S N,1
N−1∏
j=1
B[ j,1]S j,1S j+1,1
∑
ζ1,1···ζN,1
Λ
(1)
ζ1,1···ζN,1
×u(1)S 1,1ζ1,2;ζ1,1 · · · u
(1)
S N,1ζN,2;ζN,1
. (53)
This factor can be written in the MPS form by performing
the traces on S j,1 with j = 1, 2, · · · ,N and the singular value
decompositions recursively.
Λ
(2)
ζ1,2···ζN,2 =
∑
p2,2,p3,2··· ,pN−1,2
v(2,2)ζ1,2ζ2,2;p2,2v
(3,2)
ζ2,2ζ3,2;p3,2
· · · v(N−1,2)pN−2,2ζN−1,2;pN−1,2
×ϕ˜(N−1,2)pN−1,2lN,2 , (54)
where v( j,2) and ϕ( j,2)with j = 2, · · · ,N−1 are defined through
the singular value decompositions as follows:∑
S 1,1,S 2,1
∑
ζ1,1,ζ2,1,ζ3,1
∑
q2,1,q3,1
ϕ˜(1,1)ζ1,1q2,1w˜
(2,1)
ζ2,1q3,1;q2,1
w˜(3,1)ζ3,1q4,1;q3,1B
[1,1]
S 1,1S 2,1
B[2,1]S 2,1S 3,1
×u(1)S 1,1ζ1,2;ζ1,1u
(1)
S 2,1ζ2,2;ζ2,1
u(1)S 3,1ζ3,2;ζ3,1
=
∑
p2,2
v(2,2)ζ1,2ζ2,2;p2,2
√
κ(2,2)p2,2 w
(3,1)
S 3,1ζ3,2q4,1;p2,2
=:
∑
p2,2
v(2,2)ζ1,2ζ2,2;p2,2ϕ
(2,2)
p2,2S 3,1ζ3,2q4,1
, (55)
∑
S j,1
∑
l j+1,1
∑
q j+1,1
ϕp j−1,1S j,1ζ j,2q j+1,1w˜
( j+1,1)
ζ j+1,1q j+2,1;q j+1,1
B[ j,1]S j,1S j+1,1u
(1)
S j+1,1ζ j+1,2;ζ j+1,1
=
∑
p j,2
v( j,2)p j−1,2ζ j,2;p j,2
√
κ
( j,2)
p j,2 w
( j+1,1)
S j+1,1ζ j+1,2q j+2,1;p j,2
=:
∑
p j,2
v( j,2)p j−1,2ζ j,2;p j,2ϕ
( j,2)
p j,2S j+1,1ζ j+1,2q j+2,1
( j = 3, · · · ,N − 2), (56)
∑
S N−1,1S N,1
∑
ζN,1
ϕ(N−2,2)pN−2,1S N−1,1ζN−1,2ζN,1B
[N−1,1]
S N−1,1S N,1u
(1)
S N,1ζN,2;ζN,1
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=
∑
pN−1,2
v(N−1,2)pN−2,2ζN−1,2;pN−1,2
√
κ(N−1,2)pN−1,2 w
(N,1)
ζN,2;pN−1,2
=:
∑
pN−1,2
v(N−1,2)pN−2,2ζN−1,2;pN−1,2ϕ
(N−1,2)
pN−1,2ζN,2 . (57)
Equation (54) is arranged into another MPS form in a similar
manner to obtain Eq. (50) from Eq. (49) as
Λ
(2)
ζ1,2···ζN,2 =
∑
q2,2,q3,2··· ,qN−1,2
ϕ˜(1,2)ζ1,2q2,2 (58)
×w˜(2,2)ζ2,2q3,2;q2,2 · · · w˜
(N−2,2)
ζN−2,2qN−1,2;qN−2,2w˜
(N−1,2)
ζN−1,2ζN,2;qN−1,2 .
Repeating the same procedure from Eq. (53) to (59),
one can accomplish the trace with respect to S jl with j =
1, 2, · · · ,N and l = 2, · · · ,M − 1 to have
Λ
(M)
S 1,M ···S N,M =
∑
q2,M ,··· ,qN−1,M
ϕ˜(1,M)S 1,Mq2,M (59)
×w˜(2,M)S 2,Mq3,M ;q2,M · · · w˜
(N−2,M)
S N−2,MqN−1,M ;qN−2,M w˜
(N−1,M)
S N−1,MS N,M ;qN−1,M .
We finally take into account B[ j,M]S j,MS j+1,M and obtain
ΛS 1,M ···S N,M :=
N−1∏
j=1
B[ j,M]S j,MS j+1,MΛ
(M)
S 1,M ···S N,M
=
∑
p2,p3,··· ,pN−1
v(2)S 1,MS 2,M ;p2v
(3)
p2S 3,M ;p3
· · · v(N−1)pN−2S N−1,M ;pN−1ϕ
(N−1)
pN−1S N,M ,
(60)
where v( j) and ϕ(N) are defined through the singular value de-
compositions as follows:∑
q2,Mq3,M
B[1,M]S 1,MS 2,MB
[2,M]
S 2,MS 3,M
ϕ˜S 1,Mq2,M w˜
(2,M)
S 2,Mq3,M ;q2,M
w˜(3,M)S 3,Mq4,M ;q3,M
=
∑
p2
v(2)S 1,MS 2,M ;p2
√
κp2w
(3)
S 3,Mq4,M ;p2
=:
∑
p2
v(2)S 1,MS 2,M ;p2ϕ
(2)
p2S 3,Mq4,M
, (61)
∑
q j+1,M
B[ j,M]S j,MS j+1,Mϕ
( j−1)
p j−1S j,Mq j+1,M w˜
( j+1,M)
S j+1,Mq j+2,M ;q j+1,M
=
∑
p j
v( j)p j−1S j,M ;p j
√
κp jw
( j+1)
S j+1,Mq j+2,M ;p j
=:
∑
p j
v( j)p j−1S j,M ;p jϕ
( j)
p jS j+1,Mq j+2,M
( j = 3, · · · ,N − 2).
(62)
Equation (60) is the very MPS formula that we want.
Using Eq. (60), one can compute several quantities. As-
suming S j,M = (1 −σ j,M)/2 + 2{(1 − τ j,M)/2}, the trace of the
reduced density matrix is written as
TrS (ρS(t = M∆t)) =
∑
σ1,M ,··· ,σN,M
ρS(M∆t)
∣∣∣∣
σ1,M ···σN,M ;σ1,M ···σN,M
= N
∑
S 1,M=0,3
· · ·
∑
S N,M=0,3
ΛS 1,M ···S N,M . (63)
The energy expectation value at t = M∆t is given by
TrS (HSρS(M∆t)) (64)
= −
N−1∑
j=1
J j(M∆t)TrS
(
σzjσ
z
j+1ρS(M∆t)
)
−h(M∆t)
N∑
j=1
TrS
(
σxjρS(M∆t)
)
= −
N−1∑
j=1
J j(M∆t)
∑
S 1,M=0,3
· · ·
∑
S N,M=0,3
(−1)S j,M+S j+1,MΛS 1,M ···S N,M
−h(M∆t)
N∑
j=1
∑
S 1,M=0,3
· · ·
∑
S j,M=1,2
· · ·
∑
S N,M=0,3
ΛS 1,M ···S N,M .
(65)
Finally, the ground-state probability that the ground state of
the system at time t = M∆t is found in the state after time
evolution is given by
PG = TrS (|ΨG〉〈ΨGρS(M∆t)) = 〈ΨG|ρS(M∆t)|ΨG〉, (66)
where |ΨG〉 denotes the ground state of HS(t = M∆t). Note
that, if there are degenerated ground states at t = M∆t, it
is necessary to add the above quantities computed for each
ground state. For instance, when the ground states are the fully
polarized states along the σz axis, the ground-state probability
is written simply as
PG = Λ00···0 + Λ33···3. (67)
We comment on the matrix dimension of v( jl), v˜( jl), w( jl)
and w˜( jl), or the range of indices p jl and q jl in other words.
Speaking regorously, the maximum of matrix size grows ex-
ponentially with the number of spin N. However, in a practical
situation, the matrix dimension is restricted to a number Ds,
omitting the bases corresponding vanishingly small singular
values. The faster the singular value decays with increasing
its index, the smaller Ds can be. Note that the singular values
are ordered in a descending way. Therefore the decaying be-
havior of the singular values is crucial to the present method.
In fact, it has been well known that, due to the area law of the
entanglement entropy, Ds can be made so small in the com-
putation of the ground state in one dimensional system. As
for our problem of a time-dependent open system in one di-
mension, although there is no theoretical ground by now, we
expect that an acceptable Ds to the numerical computation
suffices to obtain an accurate result.
4.3 Test on a single spin
Let us first look through a single spin for the sake of a test of
our method. We consider the Landau-Zener model coupled to
a bosonic bath. The Hamiltonian for the spin system is given
by
HLZ(t) = −vt2 σ
z − 1
2
σx, (68)
where v denotes the velocity of driving. The Hamiltonians for
the bath and the system-bath coupling are given by Eq. (3)
and (4) with omission of j.
The well-known solution of the Landau-Zener model with-
out the bath is described briefly as follows. Let | ↑〉 and | ↓〉
be the eigenstates of σz with the eigenvalues +1 and −1, re-
spectively. Assuming the initial condition |ψ(t = −∞)〉 = | ↓〉
which is the ground state of HLZ(t = −∞), the ground state
9
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Fig. 8. Grouns state probability as a function of the sweep velocity v in
the Landau-Zener model coupled to a bath. We set the initial time and final
time as tin = −40v and tfin = +40v and the initial state at the ground state at
tin. Other parameters used in computation are shown in the panel. The cutoff
in the range of the interaction along the time direction and the maximum
number of states kept in the MPS representation are fixed at lc = 40 and
Dt = 12. PLZG and P
T→∞
G denote the ground state probability of the isolated
Landau-Zener model and that of the Landau-Zener model coupled to the bath
with infinite temperature. The results for finite temperatures are obtained by
the QUAPI-MPS method. With increasing the tempereture of the bath, the
ground state probability decreases from PLZG down to P
T→∞
G . The results for
finite temperatures are quantitatively consistent with those in Ref. 12.
probability denoted by PG that the system remains in the
ground state at t = +∞ is given by PLZG = 1 − exp(−pi/2v).
In the presence of the bath, however, the analytic solution
is not known in general, except for the zero temperature and
the high temperature limit. In the high temperature limit, PG
is modified as PT→∞G =
1
2 (1 − exp(−pi/v)).34) Figure 8 shows
numerical results using our QUAPI-MPS method. For per-
forming the simulation, we fixed parameters as g = 0.0282,
ωc = 10, and ∆t = 0.1. The initial time and final time are set
as tin = −40v and tfin = +40v, respectively. The initial state is
set at the ground state of HLZ(tin). The cutoff in the range of
interaction along the time direction and the maximum number
of states kept in the MPS representation are fixed at lc = 40
and Dt = 12, respectively. The ground state probability de-
creases with increasing the temperature from PLZG down to
PT→∞G . A similar calculation has been done by Nalbach and
Thorwart,12) who implemented QUAPI without MPS. Our re-
sults are quantitatively consistent with their results.
4.4 Test on eight spins
We next consider quantum annealing of the pure Ising chain
with eight spins. The Hamiltonian is given by Eq. (19). Fig-
ure 9 shows the ground-state probability PG that the ground
states are found in the final state at t = τ. We fixed ωc = 5,
∆t = 0.025, g = 0.01, and lc = 100. The numbers of states
kept fot the MPS representation are set as Dt = 20 and
Ds = 80. When T = 0, PG is almost identical with the values
for the closed system (g = 0). When T > 0, PG is lower than
T = 0, and increases with increasing τ for small τ but turns
into a decrease for large τ. This behavior of PG with respect to
τ for finite temperatures is universal as shown above for larger
systems. This is understood as follows. When τ is small, quan-
tum annealing ends before the system is influenced by the
 0
 0.2
 0.4
 0.6
 0.8
 1
 10-2  10-1
PG
N = 8
g = 0.01
T = 2
T = 1
T = 0 & closed
Fig. 9. Ground-state probability at the final time t = τ. Parameters are fixed
as N = 8, g = 0.01, ωc = 5, ∆t = 0.025, and lc = 100. The numbers
of states in the MPS representation are chosen as Dt = 20 and Ds ≤ 80.
Results for the closed system were obtained by solving the time-dependent
Bogoliubov-de Gennes equation for the equivalent free fermion model. The
result at T = 0 is identical to that for the closed system (i.e., g = 0). With
increasing the temperature, the ground-state probability decreases. When T >
0, the ground-state probability increases with increasing τ for small τ, and
decreases with τ for large τ.
bath. However, when τ is large, the influence by the bath is
strong so that PG is lowered.
As mentioned in Sec. 1, the exact computation of the time-
dependent reduced density matrix is too difficult to achieve
even in N = 8 spin systems. Hence it is difficult to compare
results by our method to exact ones. Here we focus on the per-
turbative expansion with respect to the system-bath coupling
g2. As shown in Appendix B, the ground-state probability at
final time t = τ is written up to the order of g2 as
PG(g) ≈ PG(0) + g2P2, (69)
P2 :=
∑
ΨG
[∫ τ
0
∫ τ
0
dt2dt1K(t2 − t1)
×
N∑
j=1
〈ΨG|US(τ)σzIj (t1)|Ψin〉〈Ψin|σzIj (t2)U†S(τ)|ΨG〉
−
∫ τ
0
dt2
∫ t2
0
dt1
(
K(t2 − t1)
×
N∑
j=1
〈ΨG|US(τ)σzIj (t2)σzIj (t1)|Ψin〉〈Ψin|U†S|ΨG〉 + c.c.
)]
,
(70)
where σzIj (t) := U†S(t)σzjUS(t) is the interaction picture of σzj,
and the summation with respect to ΨG implies the summa-
tion over the two fully polarized ground states of HS(τ). When
N = 8, the quantity P2 can be accurately computed by solving
the Schro¨dinger equation directly. For instance, we estimated
P2 = −670.30±0.02 for T = 2 and ωc = 5, by discretizing the
integrals over t1 and t2 and extrapolating the data to the contin-
uous limit. Figure 10 shows the comparison between QUAPI-
MPS and the perturbative expansion. For QUAPI-MPS, we
chose ∆t = 0.1, lc = 100, Dt = 12 and Ds = 64. One can see
that the extrapolated value of (PG(g) − PG(0))/g2 by QUAPI-
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Fig. 10. Deviation of the ground-state probability from the value for the
closed system (g = 0) as a function of g. Symbols are obtained by QUAPI-
MPS method. The solid curve represents a fit of QUAPI-MPS data by a+bg2+
cg4. The intercept is estimated as a = 699 ± 7. The dassed line represents
P2 = 670. The extrapolation of QUAPI-MPS data to g = 0 provides an
excellent agreement with the perturbative calculation. Both methods share
parameters N = 8, T = 2, ωc = 5, and τ = 30. We fixed ∆t = 0.1, lc = 100,
Dt = 12 and Ds = 64 for QUAPI-MPS.
MPS to g = 0 agrees excellently with P2 obtained by the
perturbative calculation.
5. Concluding remarks
We showed numerical results on quantum annealing of pure
and random Ising chains coupled to bosonic baths. When the
system-bath coupling is weak (g = 0.01), the baths with zero
temperature hardly influences quantum annealing. However,
even if the temperature of the bath is zero, the bath hin-
ders quantum annealing with strengthening the system-bath
coupling at least in the pure system. This result is nontriv-
ial bacause the dissipation due to a sufficiently low tempera-
ture may suppress the nonadiabatic excitation during the time
evolution. Our result implies that this does not happen. Al-
though the kink density is larger than the closed situation, it
decreases monotonically with increasing the annealing time
τ even though the system-bath coupling is not weak when-
ever the temperature is zero. This does not mean, however,
that one can get the solution with probability one by infinitely
slow quantum annealing. This is because, when the system-
bath coupling is not weak, the system does not necessarily
equilibriate at its ground state even if the bath is at the ground
state initially. Such a picture is different when the temperature
is finite. When T > 0, the kink density first decays and then
turns to an increase with increasing the annealing time τ. This
is a universal feature for pure and random systems.
In the present paper, we gave an explanation of our QUAPI-
MPS method for the numerical computation of the reduced
density matrix. Advantages of the present method are as fol-
lows. (i) It does not rely on the Born-Markov approximation.
Therefore one can apply it to a strong system-bath coupling.
(ii) The approximations used in the method, the Trotter de-
composition, the limited matrix dimension, and the cutoff in
the interaction range along the time direction, is controllable
in the sense that one can improve these approximations by
changing parameters. (iii) The accessible system size is up to
N ∼ 102. The complexity of the present method scales as a
polynomial in N and M, where M stands for the Trotter num-
ber. (iv) One can engage the infinite size scheme in present
method. Then one can apply the QUAPI-MPS method to the
infinite size, if the system is homogeneous. (v) The extention
of the present method to other type of spin-spin interactions as
well as spin-boson interactions is possible. The disadvantage
of the present method, on the other hand, is that it should not
work if a kind of the entanglement entropy computed by the
(square of) singular values obeys so-called the volume law.
We are not sure so far when this happens, though we have
not encountered this in studying quantum annealing of Ising
chains. It is an important open issue to determine the limita-
tion of the present method.
The study of the time evolution of an open quantum many-
body system is important with no doubt in the development
of near-term quantum computers. In order to confirm the cor-
rectness of the operation, the comparison of experimental re-
sults with numerical calculation is necessary. Moreover, nu-
merical study may provide suggestions on designing a novel
quantum computation, such as a dissipation assisted quantum
computation.18) The present method will be useful for many
such studies. Apart from the issue of quantum computer, a
lot of interesting problems remain to be solved regarding the
time evolution of an open quantum many-body system. In the
present paper, we have not discussed scaling properties of the
kink density, that are associated with the Kibble-Zurek mech-
anism. The modification of the Kibble-Zurek scaling in an
open system is an urgent issue. Another problem is the re-
laxation or thermalization of a quantum many-body system
coupled to an environment. It is interesting to ask what the
steady state or the equilibrium state of an open quantum sys-
tem is in the presence of driving, such as a quantum quench.
We believe that our method should mark the beginning of a
new era in the study of open quantum many-body systems.
One of the authors (S.S.) acknowledges fruitful discus-
sions with L. Arceci, S. Barbarino, and G. E. Santoro. The
present work was partly supported by JSPS KAKENHI, Japan
through Grant No. 26400402.
Appendix A: Path integral
In this appendix, we derive the QUAPI formula, Eq. (23),
for the reduced density matrix.
The reduced density operator ρS(t) is written using the
time-evolution operators as
ρS(t) = US(t)TrB
(
Uint(t)ρinU†int(t)
)
U†S(t). (A·1)
Applying the Trotter decomposition, Uint(t = M∆t) can be
written up to the order of (∆t)2 as
Uint(M∆t) (A·2)
 e−iH
I
int(M∆t)
∆t
2 e−iH
I
int((M−1)∆t)∆t · · · e−iHIint(∆t)∆te−iHIint(0) ∆t2 ,
and each exponential operator is written as
e−iH
I
int(l∆t)∆t
= U†S(l∆t)
∏
j,a
e−i∆tσ
z
jλ jab
†
jae
iωal∆t
e−i∆tσ
z
jλ jab jae
−iωal∆t
e−
1
2∆t
2λ2ja

×US(l∆t). (A·3)
See Eqs. (21) and (22).
Now we introduce the coherent state |z} of the boson oper-
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ator b ja in such a way that
b ja|z} = z ja|z} ∀ j, a, (A·4)
{z|z′} =
∏
j,a
ez
∗
jaz
′
ja . (A·5)
Using the notation for the basis |σ〉 of the spin state such that
σzj|σ〉 = σ j|σ〉, (A·6)
the completeness relation is given by
1 =
∑
σ
|σ〉〈σ| ⊗
∫ ∏
j,a
Dz jae−z∗jaz ja |z}{z|, (A·7)
where the summation is taken over σ1, · · · , σN and Dz ja :=
(2pi)−1dz jadz∗ja. Inserting the completeness relation between
the right square bracket andUS(l∆t) in Eq. (A·3), one obtains
the path-integral representation of ρS(M∆t) as follows:
〈σM |ρS(M∆t)|τM〉 
∑
σ0
∑
σ1
· · ·
∑
σM−1
∑
τ0
∑
τ1
· · ·
∑
τM−1
×〈σM |US(M∆t)U†S((M − t)∆t)|σM−1〉 × · · ·
×〈σ1|US(∆t)U†S(0)|σ0〉〈σ0|Ψin〉
×〈Ψin|τ0〉〈τ0|US(0)U†S(∆t)|τ1〉 × · · ·
×〈τM−1|US((M − 1)∆t)U†S(M∆t)|τM〉
×
∏
j,a
∫
Dz ja
M∏
l=0
Dz(l)jaDw(l)ja
× exp
[
−
(
(M − 1) + 1
2
)
∆t2λ2ja − z†Az − z†xσ − y†σ z
−w†Aw − w†yτ − x′†w
−z∗jaz ja − z(0)∗ja z(0)ja − w(0)∗ja w(0)ja + z(0)∗ja w(0)ja e−βω ja
−i∆t
2
λ jaeiωaM∆tσ jMz∗ja − i
∆t
2
λ jaσ j0z
(0)
ja
+i
∆t
2
λ jae−iωaM∆tτ jMz ja + i
∆t
2
λ jaτ j0w
(0)
ja
]
, (A·8)
where we defined
z =

z(M)ja
...
z(1)ja
 , w =

w(M)ja
...
w(1)ja
 , (A·9)
A =

1 −1
1 −1
1
. . .
−1
1

, (A·10)
xσ =

i∆tλ jaeiω ja(M−1)∆tσ jM−1
...
i∆tλ jaeiω ja∆tσ j1
i∆t2 λ jaσ j0 − z(0)ja
 , (A·11)
yσ =

−i∆t2 λ jaeiω jaM∆tσ jM − z ja−i∆tλ jaeiω ja(M−1)∆tσ jM−1
...
−i∆eiω ja∆tσ j1
 , (A·12)
and
x′τ =

i∆tλ jaeiω ja(M−1)∆tτ jM−1
...
i∆tλ jaeiω ja∆tτ j1
i∆t2 λ jaτ j0 − w(0)ja
 . (A·13)
Since the integrals over z’s and w’s are Gaussian, they are
performed analytically. The result is given by
〈σM |ρS(M∆t)|τM〉 
∑
σ0
∑
σ1
· · ·
∑
σM−1
∑
τ0
∑
τ1
· · ·
∑
τM−1
×〈σM |US(M∆t)U†S((M − t)∆t)|σM−1〉 × · · ·
×〈σ1|US(∆t)U†S(0)|σ0〉〈σ0|Ψin〉
×〈Ψin|τ0〉〈τ0|US(0)U†S(∆t)|τ1〉 × · · ·
×〈τM−1|US((M − 1)∆t)U†S(M∆t)|τM〉
N∏
j=1
exp
[
−
(
M − 1 + 1
2
)
∆2L + ∆t2L
M∑
l=0
σ j,lτ j,l
−∆t2
∑
M≥l>m≥0
K((l − m)∆t)σ j,lσ j,m
−∆t2
∑
M≥l>m≥0
K∗((l − m)∆t)τ j,lτ j,m
+∆t2
∑
M≥l>m≥0
K∗((l − m)∆t)σ j,lτ j,m
+∆t2
∑
M≥l>m≥0
K((l − m)∆t)τ j,lσ j,m
]
, (A·14)
where L and K(t) are defined by Eqs. (28) and (29), respec-
tively. We remark that σ j,0, σ j,M , τ j,0, and τ j,M with j =
1, · · · ,N must be multiplied by the factor 12 in the above equa-
tion.
We move on to the spin degree of freedom. One can notice
that the productUS(l∆t)U†S((l−1)∆t) is the time evolution op-
erator from t = (l − 1)∆t to t = l∆t. Applying the symmmetric
decomposition for the exponential operator, one obtains
US(l∆t)U†S((l − 1)∆t) = e−iHS(l∆t)
∆t
2 e−iHS((l−1)∆t)
∆t
2 + O(∆t3).
(A·15)
Using the notation Hzl = −
∑N−1
j=1 J j(l∆t)σ
z
jσ
z
j+1 and H
x
l =
−∑Nj=1 h(l∆t)σxj , an exponential operator can be further de-
composed as
e−HS(l∆t)
∆t
2 = e−iH
z
l
∆t
4 e−iH
x
l
∆t
2 e−iH
z
l
∆t
2 + O(∆t3). (A·16)
Therefore Eq. (A·15) can be arranged into
US(l∆t)U†S((l − 1)∆t)
 e−
i
4 H
z
l ∆te−
i
2 H
x
l ∆te−
i
4 H
z
l ∆te−
i
4 H
z
l−1∆te−
i
2 H
x
l−1∆te−
i
4 H
z
l−1∆t
 e−
i
8 (3H
z
l +H
z
l−1)∆te−
i
2 (H
x
l +H
x
l−1)∆te−
i
8 (H
z
l +3H
z
l−1)∆t (A·17)
up to the order ∆t2, where we note
e−
i
2 H
x
l ∆te−
i
4 (H
z
l +H
z
l−1)∆te−
i
2 H
x
l−1∆t (A·18)
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= e−
i
8 (H
z
l +H
z
l−1)∆te−
i
2 (H
x
l +H
x
l−1)∆te−
i
8 (H
z
l +H
z
l−1)∆t + O(∆t3).
The matrix element of Eq. (A·17) is written as
〈σl|US(l∆t)US((l − 1)∆t)|σl−1〉
 e−
i
8 (3H
z
l (σl)+H
z
l−1(σl))∆t〈σl|e− i2 (Hxl +Hxl−1)∆t |σl−1〉
×e− i8 (Hzl (σl−1)+3Hzl−1(σl−1))
=
N∏
j=1
(
i
2
sin 2
h(l∆t) + h((l − 1)∆t)
2
∆t
) 1
2
× exp
[
− i
8
(
3Hzl (σl) + H
z
l−1(σl)∆t
)
− i
8
(
Hzl (σl−1) + H
z
l−1(σl−1)∆t
)
+
N∑
j=1
γlσ jlσ jl−1
]
,
(A·19)
where Hzl (σm) = −
∑N−1
j=1 J j(l∆t)σ j,mσ j+1,m and γl is defined
by Eq. (27). Substituting Eq. (A·19) for the matrix elements
in Eq. (A·14), one obtains Eq. (23).
Appendix B: Perturbation expansion of the reduced
density matrix
In this appendix, we describe the perturbation expantion of
the reduced density matrix up to the second order with respect
to the system-bath coupling.
As mentioned in Sec. 2, we decompose the time evolution
operatorU(t) asU(t) = US(t)UB(t)Uint(t), whereUS(t) and
UB(t) are the time-evolution operatores for the isolated sys-
tem and the bath, respectively. ThenUint(t) obeys an equation
i
d
dt
Uint(t) = HIint(t)Uint(t), (B·1)
where HIint(t) = U†B(t)U†S(t)HintUS(t)UB(t) is the interac-
tion picture of Hint. We hereafter assume US(0) = UB(0) =
Uint(0) = 1. Now we consider the perturbation expansion of
Uint up to the second order in Hint as
Uint(t) ≈ 1 +U(1)int (t) +U(2)int (t), (B·2)
U(1)int (t) = −i
∫ t
0
dt1HIint(t1), (B·3)
U(2)int (t) = (−i)2
∫ t
0
dt2
∫ t2
0
dt1HIint(t2)H
I
int(t1). (B·4)
The density matrix is defined by ρ(t) = U(t)ρinU†(t). We
assume the initial condition: ρ(0) = ρin and ρin = |Ψin〉〈Ψin| ⊗
e−βHB/ZB, where |Ψin〉 denotes the initial state of the system, β
is the inverse temperature of the bath, HB is the Hamiltonian
of the bath, and ZB = TrBe−βHB . Using Eqs. (B·2)-(B·4), the
density matrix is expanded into the perturbation series up to
the second order as
ρ(t) ≈ US(t)UB(t)ρinU†B(t)U†S(t)
+US(t)UB(t)
(
U(1)int (t)ρin + ρintU(1)†int (t)
)
U†S(t)U†B(t)
+US(t)UB(t)
(
U(1)int (t)ρinU(1)†int
+ U(2)(t)ρin + ρintU(2)†int (t)
)
U†S(t)U†B(t).
(B·5)
The perturbation expansion of the reduced density matrix
ρS(t) := TrBρ(t) is obtained by taking the trace with re-
spect to the degree of freedom of the bath. Now we assume
the Hamiltonians HB and Hint in Eqs. (3) and (4), and the
Ohmic spectral density defined by Eqs. (5) and (6). Noting
TrB(U(1)int ρin) = TrB(ρinU(1)int ) = 0 and the kernel function K(t)
defined by Eq. (29), we obtain
ρS(t) ≈ US(t)|Ψin〉〈Ψin|U†S(t)
+
∫ t
0
dt2
∫ t
0
dt1K(t2 − t1)
×
N∑
j=1
US(t)σzIj (t1)|Ψin〉〈Ψin|σzIj (t2)U†S(t)
−
∫ t
0
dt2
∫ t2
0
dt1
(
K(t2 − t1)
×
N∑
j=1
US(t)σzIj (t2)σzIj (t1)|Ψin〉〈Ψin|U†S(t) + h.c.
)
,
(B·6)
where σzIj (t) := U†S(t)σzjUS(t) denotes the interaction pic-
ture of σzj. We note that the matrix elements US(t) can be
numerically computed for small systems with N up to about
N = 10 by solving the Schro¨dinger equation. Using them,
one can evaluate the matrix elements of the right-hand side of
Eq. (B·6) through a discrete approximation on integrals.
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