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Abstract
We introduced a non-symmetric tensor product of any two states
or any two representations of Cuntz-Krieger algebras associated with a
certain non-cocommutative comultiplication in previous our work. In
this paper, we show that a certain set of KMS states is closed with
respect to the tensor product. From this, we obtain formulae of tensor
product of type III factor representations of Cuntz-Krieger algebras
which is different from results of the tensor product of factors of type
III.
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1 Introduction
We have studied states and representations of operator algebras. KMS states
over Cuntz-Krieger algebras with respect to certain one-parameter automor-
phism groups are known [10, 13]. GNS representations by such KMS states
induce type III factor representations of Cuntz-Krieger algebras [26]. On
the other hand, we introduced a non-symmetric tensor product of any two
states or any two representations of Cuntz-Krieger algebras associated with
a certain non-cocommutative comultiplication [25]. From these, we investi-
gate the tensor product of two KMS states or their GNS representations of
Cuntz-Krieger algebras in this paper. In consequence, we obtain formulae of
tensor product of type III factor representations of Cuntz-Krieger algebras.
∗e-mail: kawamura@kurims.kyoto-u.ac.jp.
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Remark that this is not a study of the tensor product of “factors” of type
III but that of a certain non-symmetric tensor product of type III “factor
representations.”
1.1 Motivation
From studies of branching laws of a certain class of representations of Cuntz
algebras [20, 21, 22], we found a non-symmetric tensor product of repre-
sentations of Cuntz algebras [23]. Subsequently, this tensor product was
explained by the C∗-bialgebra which is defined by the direct sum of all
Cuntz algebras [24]. Furthermore such a construction of C∗-bialgebra was
generalized to Cuntz-Krieger algebras [25]. The essential tool of the con-
struction is a certain set of embeddings among Cuntz-Krieger algebras. We
explain this as follows.
A matrix A is nondegenerate if any column and any row are not zero.
For 2 ≤ n < ∞, let Mn({0, 1}) denote the set of all nondegenerate n × n
matrices with entries 0 or 1 and define M ≡ ∪nMn({0, 1}). For A ∈M, let
OA denote the Cuntz-Krieger algebra by A [6]. For A,B ∈ M, let A ⊠ B
denote the Kronecker product of A and B [7]. ThenM is closed with respect
to ⊠. We can construct a set {ϕA,B : A,B ∈M} such that ϕA,B is a unital
∗-embedding of OA⊠B into OA ⊗OB and
(ϕA,B ⊗ idC) ◦ ϕA⊠B,C = (idA ⊗ ϕB,C) ◦ ϕA,B⊠C (A,B,C ∈M) (1.1)
where idX denotes the identity map of OX for X = A,C and OA ⊗ OB
means the minimal tensor product of OA and OB . We will give the explicit
definition of these embeddings in § 1.2.
From the set ϕ ≡ {ϕA,B : A,B ∈M}, we can define associative tensor
products of states or representations as follows. Let SA denote the set of all
states over OA. For ρ1 ∈ SA and ρ2 ∈ SB , define ρ1 ⊗ϕ ρ2 ∈ SA⊠B by
ρ1 ⊗ϕ ρ2 ≡ (ρ1 ⊗ ρ2) ◦ ϕA,B. (1.2)
From (1.1), we see that
(ρ1 ⊗ϕ ρ2)⊗ϕ ρ3 = ρ1 ⊗ϕ (ρ2 ⊗ϕ ρ3) (ρ1, ρ2, ρ3 ∈ S∗)
where S∗ ≡
⋃
A∈M SA. In consequence, S∗ is a semigroup with respect to
the operation ⊗ϕ. Let RepOA denote the class of all unital ∗-representations
of OA. As is the case with states, we can define the associative operation
⊗ϕ on the class R∗ ≡
⋃
A∈MRepOA:
⊗ϕ : R∗ × R∗ → R∗.
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We show properties of ⊗ϕ as follows: For two representations π1, π2 of a
C∗-algebra A, if π1 and π2 are unitarily equivalent (resp. quasi-equivalent),
then we write π1 ≃ π2 (resp. π1 ≈ π2).
(i) For πi, π
′
i ∈ R∗, if πi ≃ π
′
i for each i = 1, 2, then π1 ⊗ϕ π2 ≃ π
′
1 ⊗ϕ π
′
2.
From this, ⊗ϕ is well-defined on the set
R∗ ≡
⋃
A∈M∗({0,1})
(RepOA/≃) (1.3)
of all unitary equivalence classes of representations of OA’s.
(ii) The operation ⊗ϕ satisfies the distribution law with respect to the
direct sum.
(iii) The operation ⊗ϕ is non-symmetric in a strong sense, that is, there
exist A ∈M and π1, π2 ∈ RepOA such that π1 ⊗ϕ π2 6≃ π2 ⊗ϕ π1.
(iv) Even if both π1 and π2 are irreducible, π1⊗ϕπ2 is not always irreducible
(§ 4.1 of [23]).
In addition, we can show the following.
Lemma 1.1 (i) There exist A ∈ M and two factor representations π1
and π2 of OA such that π1 ⊗ϕ π2 is not a factor representation of
OA⊠A.
(ii) There exist A ∈M and π1, π2 ∈ RepOA such that π1⊗ϕπ2 6≈ π2⊗ϕπ1.
(iii) For πi, π
′
i ∈ R∗, if πi ≈ π
′
i for each i = 1, 2, then π1 ⊗ϕ π2 ≈ π
′
1 ⊗ϕ π
′
2.
(iv) There exist ρ1, ρ2 ∈ S∗ such that πρ1⊗ϕπρ2 6≈ πρ1⊗ϕρ2 where πρ denotes
the GNS representation by a state ρ.
From Lemma 1.1(i), even if both π1 and π2 are factor representations, π1⊗ϕ
π2 is not always a factor representation. From Lemma 1.1(ii), ⊗ϕ is also
non-symmetric with respect to quasi-equivalence classes. Lemma 1.1 will be
proved in § 3.4.
Our interest is to compute tensor products of concrete states or rep-
resentations of Cuntz-Krieger algebras with respect to the above operation
⊗ϕ. For the case of permutative representations of Cuntz algebras, we gave
formulae of decomposition of tensor products completely [23]. In this case,
non-type I representation never appear. In this paper, we intend to consider
tensor products of non-type I representations.
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1.2 A set of embeddings of Cuntz-Krieger algebras
In this subsection, we review a set of embeddings of Cuntz-Krieger algebras
[25]. We state that a matrix A ∈ Mn(C) is irreducible if for any i, j ∈
{1, . . . , n}, there exists k ∈ N ≡ {1, 2, 3, . . .} such that (Ak)i,j 6= 0 where
Ak = A · · ·A (k times). For 2 ≤ n <∞, letMn({0, 1}) denote the set of all
irreducible nondegenerate n× n matrices with entries 0 or 1, which is not a
permutation matrix. Define
M∗({0, 1}) ≡ ∪{Mn({0, 1}) : n ≥ 2}. (1.4)
For A = (Aij) ∈Mn(C) andB = (Bij) ∈Mm(C), define theKronecker
product A⊠B ∈Mnm(C) of A and B by
(A⊠B)m(i−1)+j,m(i′−1)+j′ ≡ Aii′Bjj′ (1.5)
for i, i
′ ∈ {1, . . . , n} and j, j′ ∈ {1, . . . ,m} [7]. If A,B ∈ M∗({0, 1}), then
A⊠B ∈ M∗({0, 1}).
For A ∈ Mn({0, 1}), let s(A)1 , . . . , s(A)n denote the canonical generators
of OA. For A ∈ Mn({0, 1}) and B ∈ Mm({0, 1}), define the map ϕA,B from
OA⊠B to the minimal tensor product OA ⊗OB by
ϕA,B(s
(A⊠B)
m(i−1)+j) ≡ s
(A)
i ⊗ s(B)j (i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}). (1.6)
Then we can verify that ϕA,B is uniquely extended to a unital ∗-embedding
of OA⊠B into OA ⊗OB . Then {ϕA,B : A,B ∈ M∗({0, 1})} satisfies (1.1).
1.3 GNS representations of Cuntz-Krieger algebras by cer-
tain states
In this subsection, we introduce an index set of states and representations
of Cuntz-Krieger algebras by [12, 26] such that it is suitable to compute the
tensor product by ⊗ϕ. We rewrite original statements as follows. Define
I0 ≡ {x ∈ R : 0 < x < 1}. For a = (a1, . . . , an) ∈ In0 , define aˆ ≡
diag(a1, . . . , an) ∈Mn(R). For A ∈ Mn({0, 1}), let aˆA denote the product
of matrices aˆ and A. Define
Λ(A) ≡ {a ∈ In0 : PFE(aˆA) = 1} (1.7)
where PFE(X) denotes the Perron-Frobenius eigenvalue of a irreducible
non-negative matrix X [1, 29]. Since
e(A) ≡ (1/cA, . . . , 1/cA) (1.8)
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belongs to Λ(A) for cA ≡ PFE(A), Λ(A) 6= ∅ for each A ∈ M∗({0, 1}).
Define R+ ≡ {x ∈ R : x > 0}. For A ∈ Mn({0, 1}) and a =
(a1, . . . , an) ∈ Λ(A), let x = (x1, . . . , xn) ∈ Rn+ denote the Perron-Frobenius
eigenvector of aˆA such that x1+· · ·+xn = 1 and let s1, . . . , sn denote canon-
ical generators of OA. Define the state ρa over OA by
ρa(sJs
∗
K) = δJKaj1 . . . ajm−1xjm (1.9)
when sJs
∗
K 6= 0 for J = (j1, . . . , jm) ∈ {1, . . . , n}m and K ∈ ∪l≥1{1, . . . , n}l
where sJ = sj1 · · · sjm . Then the following holds.
Theorem 1.2 For a ∈ Λ(A), let ̟a denote the GNS representation of OA
by ρa. Then the von Neumann algebra Ma ≡ ̟a(OA)′′ is an approxi-
mately finite dimensional (=AFD) factor of type III. Furthermore, Connes’
classification of the type of Ma [4] is given as follows:
(i) If there exist p1, . . . , pn ∈ N and 0 < λ < 1 such that the greatest
common divisor of the set {p1, . . . , pn} is 1 and a = (λp1 , . . . , λpn),
then p1, . . . , pn, λ are uniquely determined by a, and Ma is of type
IIIλ.
(ii) If assumptions in (i) do not hold, then Ma is of type III1.
In addition to Theorem 1.2, we define the positive real number λ(a) by
λ(a) ≡


λ (a is as in the case of (i)),
1 (a is as in the case of (ii)).
(1.10)
Then we can simply state that Ma is of type IIIλ(a) for each a ∈ Λ(A).
Especially, for e(A) in (1.8), λ(e(A)) = 1/cA. The condition in Theorem
1.2(ii) is easily rewritten as follows.
Lemma 1.3 For a = (a1, . . . , an) ∈ Λ(A), λ(a) = 1 if and only if there
exist i, j such that log ai/ log aj 6∈ Q.
Theorem 1.2 is nothing but a reformulation of Theorem 4.2 in [26] without
use of terminology of KMS states. Here we abbreviate one-parameter au-
tomorphism groups and inverse temperatures associated with above KMS
states for simplicity of description. These will be explained in § 3.
Remark 1.4 (i) For A = (Aij), assume Aij = 1 for each i, j. By defi-
nition, λ(a1, . . . , an) = λ(ap(1), . . . , ap(n)) for any (a1, . . . , an) ∈ Λ(A)
and any permutation p ∈ Sn. Therefore a 7→ λ(a) is not injective in
general.
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(ii) For a, b ∈ Λ(A), if λ(a) 6= λ(b), then ̟a and ̟b are not quasi-
equivalent. However, we do not know whether ̟a and ̟b are quasi-
equivalent or not even if λ(a) = λ(b).
1.4 Main theorems
In this subsection, we show our main theorems. For vectors v = (v1, . . . , vn) ∈
Cn and w = (w1, . . . , wm) ∈ Cm, define v ⊠w ∈ Cnm by
(v ⊠w)m(i−1)+j = viwj (i = 1, . . . , n, j = 1, . . . ,m). (1.11)
We see that (v ⊠w)⊠ x = v ⊠ (w ⊠ x). For M∗({0, 1}) in (1.4) and Λ(A)
in (1.7), define
Λ(∗) ≡
⋃
A∈M∗({0,1})
Λ(A). (1.12)
Then the following holds for ⊗ϕ in (1.2).
Theorem 1.5 (i) For (a, b) ∈ Λ(A) × Λ(B), a⊠ b ∈ Λ(A⊠B).
(ii) Let ρa be as in (1.9). For any a, b ∈ Λ(∗), ρa ⊗ϕ ρb = ρa⊠b.
(iii) Let ̟a be as in Theorem 1.2. For any a, b ∈ Λ(∗), ̟a ⊗ϕ ̟b is
unitarily equivalent to ̟a⊠b.
From Theorem 1.5(i), Λ(∗) is a semigroup with respect to the product ⊠.
By Theorem 1.5(ii), the set {ρa : a ∈ Λ(∗)} of all states in (1.9) is closed
with respect to ⊗ϕ, and the mapping
Λ(∗) ∋ a 7→ ρa ∈ S∗
is a semigroup homomorphism from (Λ(∗),⊠) to (S∗,⊗ϕ). From Theorem
1.5(iii), we see that
[̟a]⊗ϕ [̟b] = [̟a⊠b] (a, b ∈ Λ(∗)) (1.13)
where [π] denotes the unitary equivalence class of π ∈ R∗. From this, the
mapping
Λ(∗) ∋ a 7→ [̟a] ∈ R∗
is also a semigroup homomorphism from (Λ(∗),⊠) to (R∗,⊗ϕ) for R∗ in
(1.3).
Next, we consider the type of ̟a ⊗ϕ ̟b. From Theorem 1.5(iii),
(̟a⊗ϕ̟b)(OA⊠B)
′′
is also an AFD factor of type IIIλ for 0 < λ ≤ 1. From
Theorem 1.2 and 1.5(iii), the following holds.
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Corollary 1.6 Let λ(a) be as in (1.10). Then (̟a ⊗ϕ ̟b)(OA⊠B)
′′
is an
AFD factor of type IIIλ(a⊠b) for each a, b ∈ Λ(∗).
Remark that
λ(a⊠ b) = λ(b⊠ a) (a, b ∈ Λ(∗)) (1.14)
by definition.
From Corollary 1.6, the following holds.
Corollary 1.7 For e(A) in (1.8), ̟e(A) ⊗ϕ ̟e(B) is of type III 1
cAcB
for
each A,B ∈ M∗({0, 1}).
Remark 1.8 (i) From Corollary 1.6, we see that the type of the tensor
product ̟a ⊗ϕ ̟b is obtained by computing λ(a ⊠ b) for given a, b.
However, it is not easy. Remark that λ(a⊠b) 6= λ(a) ·λ(b) in general.
(ii) From Lemma 1.1, we see that Theorem 1.5(iii), (1.14) and Corollary
1.7 are special cases of tensor product of factor representations.
(iii) We compare our results with those of tensor products of type IIIλ
factors. Let Nλ denote the AFD factors of type IIIλ for 0 < λ < 1.
Then the following holds for any λ:
Nλ ⊗Nλ ∼= Nλ.
We explain this in Appendix A. On the other hand, πλ ⊗ϕ πλ is of
type IIIλ2 when πλ = ̟e(A) and λ = 1/cA from Corollary 1.7.
(iv) The tensor product ⊗ϕ in (1.2) was originally introduced such that
it makes sense among permutative representations of Cuntz-Krieger
algebras [25] but it was not constructed as an operation among KMS
states or type III representations. However, Theorem 1.5 sounds too
good. It glance at a certain system below. We consider a relation
between ⊗ϕ and ⊠ in Appendix B.
(v) Any KMS state in [26] is written as ρa in (1.9) for a certain a ∈ Λ(∗).
This will be proved in § 3.4.
(vi) In this paper, we treat special KMS states over Cuntz-Krieger algebras
but not general KMS states. We do not know tensor products of
general cases. A slightly general case is considered in § 3.5.
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In § 2, we review states and representations of C∗-algebras. In § 3, we
review KMS states over Cuntz-Krieger algebras and prove main theorems
in § 1.4. In § 4, we will compute tensor products of type III representa-
tions of Cuntz algebras. In § 5, we will show formulae of tensor powers of
representations.
2 States and representations of C∗-algebras
In this section, we review states and representations of C∗-algebras.
2.1 Equivalences and the type of a representation
We review factor representations, two equivalences of representations and
the type of a representation [2, 8, 27, 32].
Let A be a C∗-algebra. A nondegenerate representation (H, π) of A is
called a factor (or primary or factorial) representation if π(A)′′ is a factor.
For two representations π1 and π2 of A, we state that π1 and π2 are unitar-
ily equivalent (or spatially equivalent) if there exists a unitary u such that
π2(x) = uπ1(x)u
∗ for each x ∈ A; π1 and π2 are quasi-equivalent if there
exists a ∗-isomorphism f from π1(A)′′ to π2(A)′′ such that f(π1(x)) = π2(x)
for each x ∈ A; π1 and π2 are disjoint if no subrepresentation of π1 is equiv-
alent to a subrepresentation of π2.
Let ≃ and ≈ be as in § 1.1. We review known results as follows:
For two representations π1 and π2, π1 ≈ π2 if and only if π1 ≃ π2 up to
multiplicity. Especially, when π1 and π2 are irreducible, π1 ≈ π2 if and only
π1 ≃ π2. Two factor representations are either disjoint or quasi-equivalent.
Any irreducible representation is a factor representation. For a set {πi} of
pairwise disjoint representations of a C∗-algebra A, (⊕πi)(A)′′ = ⊕πi(A)′′ .
A nondegenerate representation π of a C∗-algebra A is said to be (pure)
type X if π(A)′′ is of type X for X=I, II, III, II1, II∞. The type of a
representation is invariant under quasi-equivalence.
Lemma 2.1 ([8], § 5.6.6) Let π1, π2 be two representations of a C∗-algebra
in separable spaces and assume that π1 or π2 is of type III. Then π1 ≈ π2
implies π1 ≃ π2.
2.2 KMS states
In this subsection, we review basic facts of KMS states according to [3].
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Definition 2.2 (i) Let (A,R, τ) be a C∗-dynamical system. The state
ρ over A is a τ -KMS state at value β ∈ R, or a (τ, β)-KMS state,
if ρ(aτiβ(b)) = ρ(ba) for all a, b in a norm dense, τ -invariant ∗-
subalgebra of A. We call β the inverse temperature of ρ.
(ii) A state ρ over a C∗-algebra A is a KMS state if there exists an action
τ of R on A and β ∈ R such that ρ is a (τ, β)-KMS state.
Note that a (τθt, β)-KMS state coincides with a (τθ′ t, β
′
)-KMS state when
θβ = θ
′
β
′
. From this, (τγt, γ
−1β)-KMS state ρ is independent in the choice
of γ ∈ R \ {0}.
A state ρ is a factor state (or factorial state or primary state) if the
GNS representation of ρ is a factor representation [2, 8]. Let Kβ(τ) denote
the set of all (τ, β)-KMS states. For ρ ∈ Kβ(τ), ρ is an extremal point of
Kβ(τ) if and only if ρ is a factor state. From this, if (τ, β)-KMS state exists
uniquely, then it is a factor state.
We prepare a lemma about C∗-subalgebras and their representations.
Lemma 2.3 ([14], Remark 4.2) Let ρ be a KMS state over a unital C∗-
algebra B and let C be a unital C∗-subalgebra of B. Let πρ and πρ|C denote
the GNS representations of B and C with respect to ρ and ρ|C , respectively.
Then (πρ)|C and πρ|C are quasi-equivalent.
3 KMS states over Cuntz-Krieger algebras
We review KMS states and their GNS representations of Cuntz-Krieger al-
gebras in this section. Proofs of main theorems in § 1.4 will be given in §
3.4. Let Mn({0, 1}) and M∗({0, 1}) be as in § 1.1 and (1.4), respectively.
3.1 Perron-Frobenius theorem
If a non-negative matrix A is irreducible, the Perron-Frobenius theorem
guarantees the existence of the strictly positive eigenvector with respect to
the simple root a of the characteristic polynomial such that a ≥ |b| for any
other eigenvalue b. From the Perron-Frobenius theorem, the statement at
the beginning of § 1.3 is rewritten as follows.
Lemma 3.1 For any A ∈ Mn({0, 1}) and ω = (ω1, . . . , ωn),∈ Rn+, there
exists unique β > 0 such that the vector
a ≡ (e−βω1 , . . . , e−βωn) (3.1)
belongs to Λ(A) in (1.7).
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3.2 Cuntz-Krieger algebras
For A = (Aij) ∈Mn({0, 1}), OA is the Cuntz-Krieger algebra by A if OA is
a C∗-algebra which is universally generated by partial isometries s1, . . . , sn
and they satisfy s∗i si =
∑n
j=1Aijsjs
∗
j for i = 1, . . . , n and
∑n
i=1 sis
∗
i = I [6].
The C∗-algebra OA is simple if and only if A ∈ M∗({0, 1}). For ⊠ in (1.5),
if both OA and OB are simple, then so is OA⊠B.
For methods to construct representations of OA, see [17, 18, 19]. For
type I representations (especially, irreducible representations) of OA, see
[18]. There exists no type II representation of OA when OA is simple be-
cause OA is purely infinite ([28], Rørdam, Proposition 4.4.2) and a purely
infinite C∗-algebra has no nondegenerate lower semicontinuous trace ([2],
Proposition V.2.2.29). For embeddings of Cuntz-Krieger algebras, see [16].
3.3 KMS states over Cuntz-Krieger algebras
According to [13, 26], we review certain KMS states and their representations
of Cuntz-Krieger algebras. For ω = (ω1, . . . , ωn) ∈ Rn+ and t ∈ R, define
the ∗-automorphism αωt of OA by
αωt (si) ≡ e
√−1ωitsi (i = 1, . . . , n). (3.2)
Then αω is a one-parameter automorphism group of OA.
Theorem 3.2 ([13], Proposition 18.3, Theorem 18.5) Assume that A ∈
Mn({0, 1}) and αω is as in (3.2). Choose β > 0 for A and ω is as in Lemma
3.1. Then an αω-KMS state φω over OA with an inverse temperature β is
given as follows:
φω(sJs
∗
K) = δJKe
−βωj1 · · · e−βωjm−1xjm (3.3)
when sJs
∗
K 6= 0 for J = (j1, . . . , jm) ∈ {1, . . . , n}m and K ∈ ∪l≥1{1, . . . , n}l
where x = (x1, . . . , xn) is the Perron-Frobenius eigenvector of aˆA for a in
Lemma 3.1 such that x1 + · · ·+ xn = 1. Furthermore, an αω-KMS state is
unique and β is also unique.
Theorem 3.3 ([26], Theorem 4.2) In addition to assumptions in Theorem
3.2, let πφω denote the GNS representation of OA by φω, M ≡ πφω (OA)
′′
and let G denote the closed subgroup of the additive group R generated by
βωi for all i.
(i) If ωi/ωj ∈ Q for all i, j ∈ {1, . . . , n}, then M is an AFD factor of type
IIIλ for λ = e
−r, where G = rZ for some r ∈ R+.
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(ii) If ωi/ωj 6∈ Q for some i, j ∈ {1, . . . , n}, then M is an AFD factor of
type III1.
3.4 Proofs of main theorems
We prove main theorems in this subsection.
Proof of Lemma 1.1. (i) Let π12 be a representation ofO2 with a cyclic vector
Ω such that π12(s1s2)Ω = Ω. Then such a representation exists uniquely up
to unitary equivalence and it is irreducible. Let P2(12) denote the unitary
equivalence class of π12. By § 4.1 in [23], the irreducible decomposition
of k times tensor power P2(12)
⊗ϕk of P2(12) is multiplicity-free with 2k−1
irreducible components for each k ≥ 1. Since P2(12) is irreducible, it is a
(class of) factor representation. However, P2(12)
⊗ϕk is not when k ≥ 2.
(ii) For i = 1, . . . , n, let πi be a representation of On with a cyclic vector
Ωi such that πi(si)Ωi = Ωi. Then such a representation exists uniquely
up to unitary equivalence and it is irreducible. Furthermore πi 6≃ πj when
i 6= j. Let Pn(i) denote the unitary equivalence class of πi. By § 4.1 in
[23], P2(1) ⊗ϕ P2(2) = P4(2) and P2(2) ⊗ϕ P2(1) = P4(3). Since both P4(2)
and P4(3) are irreducible and P4(2) 6≃ P4(3), P4(2) 6≈ P4(3). Hence the
statement holds.
(iii) By the definition of ⊗ϕ, the statement holds.
(iv) Let π12 and Ω be as in the proof of (i). Assume ‖Ω‖ = 1. Define the
state ρ over O2 by ρ ≡ 〈Ω|π12(·)Ω〉. Then we see that
ρ⊗ϕ ρ = 〈Ω ⊗ Ω|(π12 ⊗ϕ π12)(·)Ω ⊗ Ω〉.
On the other hand, π12 ⊗ϕ π12 has just two irreducible components and is
multiplicity-free, and π12 ≃ πρ. On the other hand, πρ⊗ϕρ is irreducible.
Hence the statement holds.
Remark that the statement in § 3.2 of [23] is wrong. In general, (πρ1⊗ϕπρ2)|K
and πρ1⊗ϕρ2 are unitarily equivalent where K denotes the cyclic representa-
tion space with the tensor product Ωρ1 ⊗ Ωρ2 of GNS cyclic vectors as the
cyclic vector.
Proof of Theorem 1.5. (i) For any A ∈Mn(C), B ∈Mm(C) and x ∈ Cn,y ∈
Cm, we see that x̂⊠ y(A ⊠ B) = xˆA ⊠ yˆB ∈ Mnm(C) and (A ⊠ B)(x ⊠
y) = Ax ⊠ By ∈ Cnm. From these, if x and y are the Perron-Frobenius
eigenvectors of aˆA and bˆB, respectively, then x⊠y is also that of the matrix
aˆA⊠ bˆB. From this, the statement holds.
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(ii) From (i), ρa⊠b is well-defined. By definitions of ⊗ϕ and ρa, the state-
ment is verified directly.
(iii) For a = (a1, . . . , an) ∈ Λ(A), define ω ≡ (− log a1, . . . ,− log an). Then
ρa in (1.9) coincides with φ
ω in (3.3) and the inverse temperature 1. There-
fore ρa is the unique (α
ω , 1)-KMS state over OA.
Assume that a ∈ Λ(A) and b ∈ Λ(B). Let C ≡ ϕA,B(OA⊠B), B ≡
OA ⊗OB and ρ ≡ ρa ⊗ ρb. Then ρ is a state over the unital C∗-algebra B.
By the definition of ⊗ϕ, ρa ⊗ϕ ρb = ρ|C . From (ii), ρa⊠b = ρ|C . By this
and the definition of ̟a,
̟a⊠b = πρ|C .
On the other hand, ̟a ⊗ϕ ̟b = (̟a ⊗̟b)|C . Since ̟a ⊗̟b is unitarily
equivalent to the GNS representation πρ of B by ρ, we can identify πρ with
̟a ⊗̟b. Hence
̟a ⊗ϕ ̟b = (πρ)|C .
From Lemma 2.3, ̟a ⊗ϕ ̟b ≈ ̟a⊠b. By Theorem 1.2 and Lemma 2.1,
the statement holds.
In Theorem 3.2, let a be as in (3.1). Then a belongs to Λ(A) in (1.7).
We see that ρa in (1.9) coincides with φ
ω in (3.3). From this and the proof
of Theorem 1.5(ii), the set of all KMS states in Theorem 3.3 coincides with
the set {ρa : a ∈ Λ(∗)}.
Proof of Corollary 1.7. Since cA⊠B = cAcB , e(A⊠B) = e(A)⊠ e(B). This
implies the statement.
3.5 Tensor products of general KMS states
We consider the sufficient condition such that the tensor product of two
(slightly) general KMS states is also a KMS state.
Lemma 3.4 Let (OAi ,R, α(i)) be a C∗-dynamical system and let ρi be an
α(i)-KMS state over OAi with an inverse temperature βi 6= 0 such that the
KMS condition holds on an α(i)-invariant dense ∗-subalgebra Bi of OAi for
i = 1, 2. We assume the following conditions:
(i) there exists a dense ∗-subalgebra C of OA1⊠A2 such that ϕA1,A2(C) is
included in the algebraic tensor product B1 ⊙B2 where ϕA1,A2 is as in
(1.6),
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(ii) (α(1) ⊗ α(2))(ϕA1,A2(C)) ⊂ ϕA1,A2(C).
Define the action α(1) ⊗ϕ α(2) of R on OA1⊗A2 by
(α(1) ⊗ϕ α(2))t ≡ ϕ−1A1,A2 ◦ (α
(1)
β1t
⊗ α(2)β2t) ◦ ϕA1,A2 (t ∈ R).
Then ρ1 ⊗ϕ ρ2 is an α(1) ⊗ϕ α(2)-KMS state over OA1⊠A2 with an inverse
temperature 1.
Proof. Let x, y ∈ C. By assumption, there exist x′1, . . . , x
′
l, y
′
1, . . . , y
′
k ∈
B1 and x′′1 , . . . , x
′′
l , y
′′
1 , . . . , y
′′
k ∈ B2 such that ϕA1,A2(x) =
∑
i x
′
i ⊗ x
′′
i and
ϕA1,A2(y) =
∑
i y
′
i ⊗ y
′′
i . Then we can verify that
(ρ1 ⊗ϕ ρ2)(x (α(1) ⊗ϕ α(2))t(y)) =
∑
i,j
ρ1(x
′
iα
(1)
β1t
(y
′
j)) ρ2(x
′′
i α
(2)
β2t
(y
′′
j )) (3.4)
for each t ∈ R. On the other hand,∑
i,j
ρ1(y
′
jx
′
i) ρ2(y
′′
j x
′′
i ) = (ρ1 ⊗ϕ ρ2)(yx). (3.5)
We obtain the KMS condition for ρ1⊗ϕρ2 on C by taking the limit t→
√−1
in (3.4).
From the definition of ϕA,B in (1.6) and Lemma 3.4, the following holds.
Corollary 3.5 In addition to Lemma 3.4, if B1 and B2 are ∗-subalgebras
generated by canonical generators of OA1 and OA2 , respectively, then C
can be taken as the dense ∗-subalgebra generated by canonical generators
of OA1⊠A2.
4 Cases of Cuntz algebras
We show cases of Cuntz algebras in this section.
4.1 KMS states over On
GNS representations of KMS states over Cuntz algebras were studied by
[14]. We rewrite them as special cases of Cuntz-Krieger algebras. For n ≥ 2,
let Int∆n−1 denote the interior of the n − 1-simplex, that is, Int∆n−1 ≡
{(a1, . . . , an) ∈ Rn :
∑n
j=1 aj = 1, ai > 0 for all i}. Define Fn ∈ Mn({0, 1})
by
(Fn)ij = 1 (i, j = 1, . . . , n). (4.1)
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Let Λ(A) be as in (1.7). Then we see that Λ(Fn) ⊂ Int∆n−1. Since an
eigenvalue of aˆFn is 0 or 1 for each a ∈ Int∆n−1, the following holds.
Lemma 4.1 ([14], § 2.1) For each n ≥ 2, Λ(Fn) = Int∆n−1.
For a finite set {p1, . . . , pn} of natural numbers, let gcd{p1, . . . , pn}
denote the greatest common divisor of {p1, . . . , pn}. From Theorem 1.2 and
Lemma 4.1, the following holds.
Proposition 4.2 If p1, . . . , pn ∈ N and λ > 0 satisfy that gcd{p1, . . . , pn} =
1 and
λp1 + · · ·+ λpn = 1,
then the representation ̟(λp1 ,...,λpn) of On is of type IIIλ.
From Proposition 4.2, λ is an algebraic number when ̟a is of type IIIλ.
This was pointed out by Theorem 4.7(ii) in [14].
For a ∈ Λ(Fn), a is also the Perron-Frobenius eigenvector of aˆFn which
satisfies the assumption for x in (1.9). Hence the KMS state ρa over On in
(1.9) is given as follows:
ρa(sJs
∗
K) = δJKaJ (J,K ∈ ∪l≥0{1, . . . , n}l) (4.2)
where s1, . . . , sn denote canonical generators of On and aJ ≡ aj1 · · · ajm
when J = (j1, . . . , jm). This type state is called quasi-free [11]. Especially,
when a = ( 1n , . . . ,
1
n), we write ρ
(n) as ρa. Then the following holds:
(i) ([3], Example 5.3.27) ρ(n)(sJs
∗
K) = δJ,Kn
−|J | for J,K ∈ ∪l≥0{1, . . . , n}l
where |J | ≡ k for J = (j1, . . . , jk).
(ii) ρ(n) ⊗ϕ ρ(m) = ρ(nm) for each n,m ≥ 2.
4.2 Formulae of tensor product
We show several formulae of tensor products of (unitary equivalence classes
of) representations of Cuntz algebras in this subsection. From Corollary 1.6,
the essential computation is reduced to that of λ(a ⊠ b). For Fn in (4.1),
we compute λ(a⊠ b) for a, b ∈ Λ(Fn).
Example 4.3 We consider the case of O2. Define a, b, c ∈ Λ(F2) by
a =
(
1
3
,
2
3
)
, b =
(
1
2
,
1
2
)
, c =
(√5− 1
2
,
{√5− 1
2
}2)
.
From Theorem 1.2 and Lemma 1.3, λ(a) = 1, λ(b) = 12 and λ(c) =
√
5−1
2 .
Hence ̟a, ̟b and ̟c are of type III1, III1
2
,III√5−1
2
, respectively.
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(i) Since a ⊠ b = (16 ,
1
6 ,
1
3 ,
1
3 ) and log
1
6/ log
1
3 6∈ Q, ̟a ⊗ϕ ̟b is of type
III1.
(ii) Since b⊠c = (
√
5−1
4 ,
(
√
5−1)2
8 ,
√
5−1
4 ,
(
√
5−1)2
8 ) and log
√
5−1
4 / log(
(
√
5−1)2
8 ) 6∈
Q, ̟b ⊗ϕ ̟c is of type III1.
Furthermore, we show the following.
Proposition 4.4 For any n,m ≥ 2, there exists {an : n ≥ 2} such that
an ∈ Λ(Fn), both ̟an and ̟an ⊗ϕ̟am are of type III1 for each n,m ≥ 2.
Proof. We prepare the following fact:
If k is an odd integer greater than equal 3, then log k/ log k2 6∈ Q. (4.3)
This can be proved by reduction to absurdity.
For n ≥ 2, define an ∈ Λ(Fn) by
an ≡


( 1
n+ 1
, . . . ,
1
n+ 1︸ ︷︷ ︸
n−1 times
,
2
n+ 1
)
when n is even,
( 1
n+ 2
, . . . ,
1
n+ 2︸ ︷︷ ︸
n−2 times
,
2
n+ 2
,
2
n+ 2
)
when n is odd.
From Theorem 1.2(ii), Lemma 1.3 and (4.3), ̟an is of type III1 for each
n ≥ 2. By definition, there exists an odd integer k which is greater than
equal 9, and any component of an ⊠ am is
1
k or
2
k or
4
k . From Lemma 1.3
and (4.3), λ(an ⊠ am) = 1. Since ̟an ⊗ϕ ̟am is of type IIIλ(an⊠am), the
statement holds.
5 Tensor powers of representations
We consider the power of tensor product (= tensor power) of representations
in this section. For a (unitary equivalence class of) representation π of OA,
let π⊗ϕk denote π ⊗ϕ · · · ⊗ϕ π (k times). For a ∈ Λ(A), let λ(a) be as
in (1.10). From Corollary 1.6, ̟
⊗ϕk
a is of type IIIλ(a⊠k) for k ≥ 1 where
a⊠k ≡ a⊠ · · ·⊠a (k times). Remark that λ(a⊠k) 6= λ(a)k in general. From
Corollary 1.7, ̟
⊗ϕk
e(A) is of type III(1/cA)k for each k ≥ 1.
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5.1 Tensor powers of type III1 factor representations
Proposition 5.1 For any A ∈ M∗({0, 1}) and a ∈ Λ(A), if ̟a is of type
III1, then ̟
⊗ϕk
a is also of type III1 for each k ≥ 1.
Proof. Assume a = (a1, . . . , an). By assumption and Lemma 1.3, there
exist i, j such that log ai/ log aj 6∈ Q. On the other hand, aki and akj always
appear as components of a⊠k. Then log aki / log a
k
j = log ai/ log aj 6∈ Q.
From this, λ(a⊠k) = 1 for any k ≥ 1. Hence the statement holds.
5.2 Periodicity of the tensor power of a representation of O2
We show formulae of tensor power of representations ofO2 in this subsection.
For Λ(∗) in (1.7) and Fn in (4.1), let Λ2 ≡ Λ(F2). From Lemma 4.1, Λ2 =
{(x, 1 − x) ∈ R2+ : 0 < x < 1}. For a ∈ Λ2, let ρa be as in (4.2). For any
(a, b) ∈ Λ2, let ̟(a,b) denote the GNS representation of O2 by ρ(a,b). We
compute the type of ̟
⊗ϕk
(a,b).
Proposition 5.2 If x > 0 and p, q ∈ N satisfy that
gcd{p, q} = 1 and xp + xq = 1,
then ̟
⊗ϕk
(xp,xq) is of type IIIxr for each k ≥ 1 where
r ≡ gcd{|p − q|, k}
and we define gcd{k, 0} ≡ k for convenience.
Proof. Since̟
⊗ϕk
(a,b) is of type IIIλ((a,b)⊠k), we compute λ((a, b)
⊠k) as follows.
Let a = (xp, xq). Assume p = q. Since gcd{p, q} = 1, (p, q) = (1, 1). Then
a⊠k = (xk, . . . , xk). Therefore λ(a⊠k) = xk. Hence the statement holds.
Assume t ≡ p−q > 0 and r ≡ gcd{k, t}. By assumption, gcd{t, q} = 1.
Then we can write k = rk0 and t = rt0 for some k0, t0 ∈ N such that
gcd{k0, t0} = 1. For any component of a⊠k, there exists i ∈ {0, . . . , k} such
that it is written as xpi+q(k−i). Define li ≡ pi + q(k − i) for i = 0, . . . , k.
Since li = (t0i+ qk0)r, li can be divided by r for any i. Especially, we can
verify that gcd{l0, l1} = r. Therefore gcd{l0, l1, . . . , lk} = r. In consequence,
there exist m1, . . . ,m2k ∈ N such that gcd{m1, . . . ,m2k} = 1 and a⊠k =
(ym1 , . . . , ym2k ) for y ≡ xr. This implies the statement.
As is the case with p− q > 0, the case p− q < 0 can be proved.
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Example 5.3 (i) If p ∈ N and x ∈ R+ satisfy
xp+1 + xp − 1 = 0,
then ̟
⊗ϕk
(xp+1,xp)
is of type IIIx for each k ∈N. Especially, when p = 1,
{̟
((
√
5−1
2
)2,
√
5−1
2
)
}⊗ϕk is of type III√5−1
2
for each k ≥ 1.
(ii) Let x be a (unique) positive solution of the equation x3 + x − 1 = 0.
If a = (x, x3), then
̟
⊗ϕk
a is


of type IIIx (k is odd),
of type IIIx2 (k is even).
(iii) Let x be the positive real solution of the equation
x11 + x5 − 1 = 0.
Define a = (x11, x5). Then
̟
⊗ϕk
a is


of type IIIx6 (k ≡ 0 mod 6),
of type IIIx3 (k ≡ 3 mod 6),
of type IIIx2 (k ≡ 2 mod 6),
of type IIIx (otherwise).
In consequence, the tensor power has periodicity arising from the pe-
riodicity of the function N ∋ k 7→ gcd{a, k} when a ≥ 1.
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Appendix
A Tensor products of type III factors
We review tensor products of type III factors. In general the tensor product
of two type III factors is also a type III factor. Therefore the tensor product
of a type IIIλ factor and a type IIIµ factor for 0 ≤ λ, µ ≤ 1 is also a type
IIIν factor for a certain 0 ≤ ν ≤ 1. We roughly write this as follows:
IIIλ ⊗ IIIµ = IIIν (A.1)
However such ν is not uniquely determined from given λ, µ in general [5].
Consequently, (A.1) makes no sense and the parameter 0 ≤ λ ≤ 1 of Connes’
classification of type III factors is not compatible with the tensor product
of factors in general.
Exceptionally, when the L.H.S. in (A.1) is the tensor product of AFD
type III factors, ν is uniquely determined from given 0 < λ, µ ≤ 1 in (A.1)
as follows ([2], III.3.1.14):
ν =


τ
(
0 < λ, µ < 1, and there exists (p, q) ∈ N2 such that
gcd{p, q} = 1 and (λ, µ) = (τp, τ q)
)
,
1 (otherwise).
B Several kinds of tensor product of representa-
tions
We review basic facts of tensor product of representations. First, we remark
that there are non-negligible differences between group theory and algebra
theory with respect to terminologies of tensor product of representations.
In order to explain this, we start with tensor products of representations in
group theory.
For a representation πi of a group Gi for i = 1, 2, define the repre-
sentation π1 ⊗out π2 of G1 × G2 by (π1 ⊗out π2)(g1, g2) ≡ π1(g1) ⊗ π2(g2)
for (g1, g2) ∈ G1 × G2. The representation π1 ⊗out π2 is called the outer
tensor product of representations of π1 and π2 [31]. In addition, when
G1 = G2 = G, let ι denote the diagonal embedding of G into G × G.
Then
π1 ⊗inn π2 ≡ (π1 ⊗out π2) ◦ ι
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is called the inner tensor product (or Kronecker product [30]) of π1 and π2,
that is, (π1 ⊗inn π2)(g) = π1(g)⊗inn π2(g) for g ∈ G. In usual, π1 ⊗inn π2 is
written as π1 ⊗ π2 and the inner tensor product of representations is called
the tensor product of representations for simplicity of description. Almost
always, the tensor product of representations in group theory means the
inner tensor product of representations.
On the other hand, for a representation πi of an algebras Ai for i = 1, 2,
the tensor product representation π1 ⊗ π2 of π1 and π2 is uniquely defined
as the outer tensor product representation of π1 and π2 for A1⊗A2 because
there is no way to define the inner tensor product for algebras in general.
Especially, the tensor product of representations means the outer tensor
product representation in the theory of operator algebras in usual.
If an algebra A has a (coassociative) comultiplication ∆ ∈ Hom(A,A⊗
A) [15], then we can define the (associative) inner tensor product (or the
Kronecker product [9]) of representations π1 and π2 of A by
π1 ⊗inn π2 ≡ (π1 ⊗ π2) ◦∆.
Remark that the operation ⊗inn depends on the choice of ∆ in this case.
Here we omit topological problems of tensor product of topological algebras
for simplification.
At the last, we see that the product ⊠ of vectors in (1.11) can be
regarded as the “Kronecker product of diagonal matrices”. From Theorem
1.5, the “Kronecker product⊠ of vectors” and the “Kronecker product ⊗ϕ of
representations” are very close. This is an interesting accidental coincidence
of the terminology “Kronecker product.”
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