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Gita Persada Butterfly Park is the only breeding of engineered in situ butterflies in Indonesia. It is located in Lampung and has approximately 211 species of breeding butterflies. Each species of Butterflies has a different texture on its wings. The Limited ability of the human eye to distinguishing typical textures on butterfly species is the reason for conducting a research on butterfly identification based on pattern recognition. The dataset consists of 600 images of butterfly's upper wing from six species: Centhosia penthesilea, Papilio memnon, Papilio nephelus, Pachliopta aristolochiae, Papilio peranthus and Troides helena. The pre-processing stage is conducted using scaling, segmentation and grayscale methods. The GLCM method is used to recognize the characteristics of butterfly images using pixel distance ( ) = 1 and Angular direction 0 o , 45 o , 90 o and 135 o . The features used is angular second moment, contrast, homogeneity and correlation. KNN classification method in this study uses k values=1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21 and 23 based on the Rule of Thumb. The result of this study indicate that Centhosia penthesilea and Papilio nephelus classes can be classified properly compared to the other 4 classes and require a classification time of 2 seconds at each angular orientation. The highest accuracy is 91.1% with a value of = 5 in the angle of 90o and error rate=8.9%. Classification error occured because the value of the test data features is more dominant with the value of the training image features in different classes than the supposed class. Another reason is because of imperfect test data. 
Introduction
Gita Persada Butterfly Park is the only engineered in situ Butterfly Breeding in Indonesia with approximately 211 species of breeding butterflies. Butterflies belong to the insect class and have different venations in each species. Each butterfly's venation is given a name or description code to facilitate the classification of butterflies with different patterns of shapes and colour [1] . Butterfly identification was carried out to distinguish the butterfly species in the Gita Persada Butterfly Garden. Researchers usually only use their eyes as butterfly identification tools, the limitation of the human eye to distinguish unique textures in each butterfly species is the reason for conducting butterfly identification based on pattern recognition research.
This study uses the extraction of the Gray Level Co-occurrence Matrix (GLCM) feature and the K-Nearest Neighbor (KNN) classification in identifying butterfly images. The GLCM and KNN methods have been widely used in pattern recognition research, such as research Kulkarni et al [2] that recognizes human iris based on 3 types of models: Outer Circle Mask, Inner Circle Mask and ROI based 
Butterfly image collection
Collection of butterfly images obtained from Gita Persada Butterfly Park. The location where the data was taken is located on Wan Abdurrahman street, Hutan, Kecamatan Hutan, Lampung. The images of 
Scaling
The image which was originally sized 6000 × 4000 pixels was cropped to 256 × 256 pixels in order to show its characteristics. The image pixel is reduced to limit the object value to compare so it will not hamper the classification process [7] .
Segmentation
Segmentation is part of the preprocessing phase which aims to separate the foreground from the background [7] . The segmentation process is done manually using Adobe Photoshop software. The image that has gone through the segmentation process can be seen in Figure 8 . 
Grayscale
Grayscale is a process to change the color of an object into a grayish image which aims to convert all RGB (Red Green Blue) color information that has 3 image composing matrices converted to only 1 matrix [8] . This study uses 8 levels of grayish values. The gray level is simplified so that not much data is processed, because in a colour image, every pixel has three layers namely Red, Green and Blue while for the gray image, per pixel is only represented by one level of gray [9] .
GLCM feature extraction
GLCM feature extraction begins by creating a co-occurrence matrix. A co-occurrence matrix represents neighborhood relations between two pixels in an image in various orientation directions and spatial distance [10] . This matrix is formed from an image by looking at the relationship between the two pixels at a certain distance and angular orientation [11] . This matrix is used to extract texture features from an image with angular orientation 0 o (horizontal), 45 o (diagonal), 90 o (vertical), and 135 o (anti-diagonal) [12] .
The features used in this study are:
Angular Second Moment (ASM)
ASM is used to calculate the pair intensity concentration on matrices using Equation 1 .
Contrast is a measure of the distribution of matrix elements in an image, calculated using
3. Homogeneity Homogeneity or Inverse Difference Moment (IDM) shows the homogeneity of an image that has a similar degree of gray, calculated using Equation 3 .
(3)
Correlation
Correlation is a measure of linear dependence between gray level values in an image, calculated using Equation 4 .
Description: = Values in row i and column j in the GLCM matrix = Gray level in the image = Position or location (index) value on the row in the GLCM matrix = Position or location (index) value in the column in the GLCM matrix , = Mean and Standard Deviation on the GLCM matrix μ j , σ j = Mean and Standard Deviation on the vertical GLCM matrix
KNN classification
Classification is the process of finding a model (or function) that describes and distinguishes classes of data or concepts that aim to be used to predict classes from objects whose class labels are unknown [13] . KNN is a method for identifying objects based on the most similar data (nearest neighbors) with the specified number of k and classifying them into new classes [14] . KNN has attributes that are initialized as k, the number of neighbor values referred to the KNN classification, the number k values are positive integers, small and odd numbers [11] . The KNN classification algorithm predicts the test sample category according to the training sample k which is the nearest neighbor to the test sample, and puts it into the category that has the largest probability category [15] . k value in the KNN classification is obtained using the Rule of Thumb rule in Equation 5, resulting k value 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, and 23 .
Description:
= Number of nearest neighbors to be selected = number of datasets used
The stages of classification using the KNN method in this study are as follows:
1. Determine the value of k (number of nearest neighbors to be selected) 2. Calculate the distance between classified data with all training data using euclidean distance (Equation 6) ,
Description: ( , ) = Euclidean distance = Training data point = Testing data point 3. Sort the distance formed ascending 4. Determine the nearest distance k 5. Pair the appropriate class 6. Find class with the the highest k nearest neighbors and set the class as the data class to be evaluated.
Calculation of accuracy level
Calculation of accuracy is one of the important things in pattern recognition. This process is carried out as one of the evaluation benchmarks in a system. Accuracy level measurement can be used in various ways one of which is to use the Detection Rate. The Detection Rate Equation is represented as follows (Equation 7) [16] ,
Description: TP (True Positive) = Data predicted is true TN (True Negative) = Data predicted is wrong 7). Table 1 shows the accuracy of each experimen. It can be seen from the table that the highest accuracy rate is 91.1% at an angular orientation of 90 o with a value of k = 5. The lowest accuracy rate of 83.8% is obtained at an angular orientation of 0 o with k value = 13, 15, 17, 19, 21, and 23. The difference in accuracy level at each angular orientation shown in Table 1 can be seen in the graphs in Figure 9 Figure 9 shows the accuracy level of each k value with the angular orientation of 0 o . The highest accuracy is obtained at k = 1, 3, and 5 which is 88.3%, while the lowest accuracy is obtained at k = 13, 15, 17, 19, 21, and 23 which is 83.8%. Figure 10 shows the accuracy level of each k value with an angular orientation of 45 o . The highest accuracy is obtained at k = 1 and 5 that is equal to 89.4%, while the lowest accuracy is obtained at k = 21 and 23 that is equal to 84.4%. Figure 11 shows the accuracy level of each k value with angular orientation 90 o . The highest accuracy is obtained at a value of k = 5 that is equal to 91.1%, while the lowest accuracy is obtained at a value of k = 21 and 23 that is equal to 87.7%. Figure 12 shows the accuracy level of each k value with an angular orientation of 135 o . The highest accuracy is obtained at values k = 1 and 3 that is equal to 90.5%, while the lowest accuracy is obtained at values k = 21 and 23 that is equal to 85%. The butterfly identification system using GLCM feature extraction and KNN classification uses at the same time 420 butterfly images at the training data extraction stage, 180 butterfly images for the extraction stage of testing data, and 180 butterfly images at the classified testing data classification stage in each direction of the angle. The time required to run the process is shown in Table 2 and Table 3 . The test results at four accuracy level at each angular direction (Table 1 ) of the KNN classification results experience changes in the level of accuracy that tends to be unstable in each experiment due to the value of k. The third experiment had the best accuracy rate of 91.1% with k value = 5. The confusion matrix table was used to present the image test classified by the KNN method shown in Table 4 . 
Result and Discussion

Recall
Recall is the level of success of the system in finding back information. The recall value can be calculated using Equation 8 [11] ,
Description: TPi = Positive data detected as correct in the i-class FNi = Positive data detected as negative data in the i-class l = Number of the classes 2. Precision Precision is the level of accuracy between the information requested by the user and the answers provided by the system. The precision value can be calculated using Equation 9 [11] .
Description: TPi = Positive data detected as correct in the i-class FPi = Negative data detected as positive in the i-class l = Number of the classes 3. Accuracy
Accuracy is the level of closeness between the predicted value of the system and the actual value. Accuracy can be calculated using Equation 10 [11] .
Description: TPi = Positive data detected as correct in the i-class TNi = Negative data detected as correct in the i-class FPi = Negative data detected as positive in the i-class FNi = Positive data detected as negative in the i-class l = Number of the classes 4. Error Rate Error Rate is the level of error that occurs in the classification of test data. Error rate can be calculated using Equation 11 [11] . Error Rate = 100% − Accuracy (11) The best level of search effectiveness was found in the Troides helena class with a recall value of 100%, while the lowest level of search effectiveness was in the Papilio nephelus class with a recall value of 81.1%. The high recall value indicates that the system is more effective in separating the butterfly classes properly in large numbers, that made Troides helena Class more effective in finding its class compared to the Papilio nephelus class.
The precision value is used to measure the accuracy of the system in displaying the information desired by the user according to the answers given. Based on Table 5 , the precision value of the best butterfly class is in the class of Cethosia penthesilea and Papilio nephelus with an accuracy level of 100%, which means the testing data of the Cethosia penthesilea class and Papilio nephelus class were all correctly detected. Identification errors can occur because there are testing data that have features adjacent to features in other classes, shown in Figure 13 . Figure 13 shows that there is a test data distribution of Papilio memnon which was not identified correctly. Identification errors can occur because the image features value of the Papilio memnon test data to the number of nearest neighbors 5 (k = 5) is more dominant than it to the Papilio peranthus class, based on the results of the euclidean distance calculation on the Papilio memnon test data using Equation 6 shown in Table 6 . Figure 14) was not correctly identified, so it was classified as the Papilio peranthus class. Figure 14 shows that the image of the Papilio memnon test data (a) was incorrectly classified because the image of the Papilio memnon test data was more dominant to the Papilio peranthus class (b) (based on Table 6 ) than to the Papilio memnon class. Other Papilio memnon test data that were misclassified are shown in Figure 15 . Figure 15 . Imperfect test data of Papilio memnon class Figure 15 shows that there are imperfect Papilio memnon class test data due to lack of lighting in Figure 15 (a), (b), (c), (d), and (e) resulting in Papilio memnon test data that is not properly classified.
Conclusions
The conclusion obtained based on research that has been done is the method of extracting the Gray Level Co-Occurrence Matrix (GLCM) feature and the K-Nearest Neighbor (KNN) classification has been successfully implemented in the butterfly pattern recognition process with the highest accuracy rate of 91.1% and errors classification of 8.9% and in the angular orientation testing of 90 o with k = 5. Misclassification occurs because the value of the features in the test image is more dominant with the value of the training image features in a different class compared to the class that should be. Beside that, there are some imperfect test data. Other reason is that the system can recognize the Cethosia penthesilea and Papilio nephelus class with 100% accuracy, and it also can conduct data search in the Troides helena class more effectively with the highest recall value of 100% compare to the Cethosia penthesilea, Papilio memnon, Papilio nephelus, Pachliopta aristolochiae and Papilio peranthus Class.
For further research, there should be more number of butterfly image dataset used in order to improve accuracy. It is also important to increase the scope of the butterfly class so that the system can classify other butterfly types and develop a butterfly pattern recognition process using the feature extraction method and other classification methods. Taking pictures of butterflies also requires adequate lighting and uses different angles, such as using the lower wing angle and the angle when they had not flap their wings
