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E> Previous researchers have proposed extensions of logic programming to deal 
with true negation and defeasible reasoning. Ordered Logic ((9£:) achieves 
both such goals by allowing rules with negated heads in the context of an 
inheritance hierarchy. As a result, (9£: is inherently nonmonotonic. 
Another area of interest in logic programming is that dealing with the 
semantics of negation. Recent research focuses on both declarative and con- 
structive characterizations of stable models. A peculiarity of this semantics 
is that a program may have several alternative models (even none), each 
corresponding to a possible view of the world. This endows logic program- 
ming with the power to express don't-care nondeterminism in a purely 
declarative framework. 
This paper describes a stable model semantics (SMS °L) and its com- 
putation for ordered logic programs. SMS vL is given both in a model- 
theoretic and a constructive fashion. Based on the latter, an effective 
method is proposed for computing (9£: stable models. An interesting aspect 
of the proposed approach is that ordered logic programming can simulate 
Datalog under the total stable model semantics. This clearly provides o- 
lidity to our proposal. Moreover, the SMS °£ computation method is an 
effective way to compute the stable model semantics of Datalog programs. 
The computational complexity of the main reasoning tasks in SMS °L is 
also investigated. <~ 
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1. INTRODUCTION 
Considerable research as been conducted in the last few years in the area of non- 
monotonic reasoning [9], with the objective of providing a precise mathematical 
theory of human commonsense r asoning (which is usually not monotonic). As a 
result, various different nonmonotonic logics have been developed [14, 42, 43, 45-47, 
50, 55, 63]. The peculiarity of a nonmonotonic logic is that additional information 
may invalidate old conclusions, unlike classical logic which is inherently monotonic. 
A recent proposal in this area is represented by Ordered Logic (0£) [30, 31, 
36, 38], where nonmonotonicity is obtained by allowing true negation (i.e., the 
possibility of explicitly stating the falsity of atoms) in the context of an inheritance 
hierarchy (which assigns different levels of reliability to rules). 0£ can be regarded 
as an extension of Datalog [68] to deal with true negation and defeasible reasoning. 
0£ represents the formal basis of KIWIS [2, 28, 33, 34], a deductive nvironment 
developed in the context of the ESPRIT project EP2424 KIWIS. 
In this paper, we propose a stable model semantics for Ordered Logic, along with 
efficient evaluation techniques based on a bottom-up model of computation. This 
semantics provides an ordered logic program with a number of possible meanings, 
each corresponding toa different view of the reality. A nice aspect of our formulation 
is that it is based on an elegant model-theoretic approach which naturally extends 
the stable model semantics of (traditional) ogic programs [22]. The computation is 
based on a nondeterministic operator which entails a bottom-up construction of the 
stable models. The algorithm for the implementation f the stable model semantics 
simulates nondeterminism through backtracking. 
To our knowledge, this is the first work which faces the problem of computing 
the stable model semantics for (9£. Laenens and Vermeir propose a stable model 
semantics for Ordered Logic in [32], but no computational issue is mentioned in 
their work. Somehow related to this paper are to be considered some works aimed 
at computing stable models of Datalog programs, such as the branch and bound 
method of Subrahmanian etal. [65], the Sacc£-Zaniolo backtracking technique [58] 
and its improved version by Leone et al. [35], the linear programming methods of 
Bell et al. [6, 7], as well as the strategy proposed by Cuadrado and Pimentel [16] 
and the algorithm of Fuentes [19]. 
2. OUTL INE OF THE WORK 
Before discussing our proposal, let us first have a somewhat closer look at Ordered 
Logic. 
An ordered logic program ("O£: program") is a set of components organized 
into an inheritance hierarchy. Each component consists of a set of rules which 
may have negative heads. As an example, consider the O/: program shown in 
Figure l(a). Here, we have three components, each consisting of a component 
identifier and a set of rules. The component identifiers are person, unemployed, 
and tom. Components are organized into a hierarchical structure, where tom is 
"lower" than unemployed which, in turn, is "lower" than person. Unlike traditional 
logic programming, rules may have negated heads. Thus, negation is considered 
as true negation, as a negative fact is true only if explicitly derived from a rule of 
the O£ program (in other terms, a negative information is considered as valuable 
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F IGURE 1. (a) The (9£: program Prom. (b) The (9£: program P,~izon. 
as a positive one). Like in the object-oriented approach, properties defined for the 
"higher" components in the hierarchy flow down to the "lower" ones. Hence, the 
contradicting conclusion tom both pays and does not pay taxes should hold in our 
case (as tom is poor and both rules -,taxPayer ~-- poor and taxPayer ~- hold for 
tom). However, this is not the case. Indeed, the "lower" rule -,taxPayer ~ poor is 
considered as a sort of refinement to the first general rule, and thus the meaning 
of the (9£ program is rather clear: tom does not pay taxes, as he is both poor and 
unemployed. That is, -~taxPayer ~ poor is preferred to the default rule taxPayer ~- 
as the hierarchy explicitly states the specificity of the former (with respect o the 
object tom). Intuitively, there is no doubt that M = {-~taxPayer, poor} is the only 
reasonable conclusion. 
A property of the above O£ program is that it provides ufficient information to 
choose exactly one from among all possible conflicting conclusions (indeed, one of 
them is more specific and, hence, can be considered preferable to any other). How- 
ever, there are (9£ programs for which the way of solving conflicts is not unique (it 
may even not exist at all). As an example, consider the (9£ program Pn~x reported 
in Figure l(b) which is a reformulation of the well-known "Nixon Diamond" [67]. 
Here, neither pacifist nor -,pacifist can be trusted more, as they are conflicts arising 
from rules, none of which is preferable to the other. Thus, there are two (perfectly 
symmetric) ways of solving this conflict, either in favor of pacifist or of its contrary 
-~pacifist. That is, any of the two possible conclusions M1 = {pacifist, goodpresident} 
and M2 = {-~pacifist} can (nondeterministically) be accepted as a possible meaning 
to be assigned to the (9£ program. 
In the following sections of this paper, we propose a Stable Model Semantics for 
(9£: programs (SMS °z, for short) which assigns each (9£: program with a number 
of models (possibly zero), one for each way conflicts can be solved. Clearly, M1 
and M2 are the two stable models of P,~ix, while M is the (unique) stable model of 
7~tom . Informally, we note that, as in (traditional) logic programming, (9£: stable 
models satisfy the basic requirement that every fact is to be "derivable" from the 
rules of the (9£: program. 
Now, there is a question: If we have a set of intended models for an (9£: program, 
when can a given literal be considered as a consequence of it? As for traditional 
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logic programming (and other nonmonotonic logics) [17, 26, 57, 62], we provide two 
versions of SMS °~. the possibility semantics, according to which a query (ground 
literal) Q is "inferrable" from an 50£: program P if it occurs in some stable model 
of 7 ) (we say that Q is P-inferrable from P), and the certainty semantics which 
requires Q occur in all stable models of 7 ~ (Q is said to be C-inferrable from P). 
Thus, three different reasoning tasks arise in the context of SMS OL. The first is 
concerned with the existence of a stable model. The second is to determine whether 
a query Q is P-inferrable (credulous reasoning) and, finally, the third task consists 
of deciding whether Q is C-inferrable (skeptical reasoning). Hereafter, by "SMS °L 
computation" we refer to the execution of any of these three tasks. 
A main contribution of this paper is the design of an effective algorithm for the 
SMS ¢)L computation. The algorithm relies on a suitable operator W~ having the 
property that every stable model of an 50£: program P is a fixpoint of it. The 
heart of the algorithm is a procedure, based on a backtracking strategy, which 
computes a (nondeterministically chosen) stable model of any dO/: program; the 
other (possible) stable models are obtained by enforcing the backtracking. The 
backtracking technique developed here may be viewed as an adaptation to O£: 
programs of the Sacc£-Zaniolo method [58] for the computation ofthe stable model 
semantics of logic programs, enhanced by suitable techniques to drastically prune 
the search space. 
An interesting aspect of our approach is that 50£: can simulate Datalog under 
the stable model semantics. To see this point, we note that, although 50£: interprets 
negation as true negation, the Closed World Assumption [9, 39, 55, 60, 68] can be 
easily simulated: it is sufficient o make it explicit by introducing a component, 
say CWA, which consists of the negation of all possible facts, and such that any 
other component is "lower" (in the inheritance hierarchy) than CWA. Intuitively, 
CWA states that a fact is false unless it is explicitly contradicted. In this way, the 
user is free to choose the predicates where the closed world assumption is to be 
applied (by selecting the literals to be included in the CWA component). Thus, the 
50£: approach to negation is more flexible compared to that of logic programming 
(where the closed world assumption is applied to all predicates) and closely mirrors 
some recent interesting proposals to closed world reasoning [24, 25], where the 
effects of closing the world can be restricted by specifying the predicates which 
may be affected by the CWA. This schema, based on CWA, suggests a simple 
way for the representation f a Datalog program D by an 50£: program. In fact, 
D can be represented as a two-level (P£: program (called the d9£: version of D) 
where the upper component is CWA (consisting of all negative ground literals) and 
the lower one coincides with D. For instance, consider the Datalog program D 
whose rules are off ~- -,on and on ~- -~off. This program can be represented by 
an 50£: program consisting of the two components CWA and program, such that 
program is "lower" than CWA. The component program consists of the rules of 
D, while CWA consists of the (negative) literals -~on and --off. Intuitively, CWA 
expresses the closed world assumption on the world {on, off}. This 50£: program 
has two Stable models, namely, (on,-~off} and {-,on, off}, which coincide with the 
stable models of D. In this paper, we show that, in general, given a Datalog 
program D and its version, say 7Pv, the stable models for D coincide with the 
O£: stable models of 7~v. Hence, SMS °L can be seen as an extension of Datalog 
stable model semantics. As an immediate consequence, the SMS °L computation 
method escribed in this paper provides an effective way to also compute the stable 
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model semantics of Datalog programs. Moreover, since CWA can be simulated and 
true negation is built in O£, even Extended Logic Programs [23, 29] are easily 
represented in Ordered Logic. 
A final problem we investigate in this paper is the complexity of both the reason- 
ing tasks in SMS °£ and the proposed algorithm. As for other nonmonotonic logics, 
these tasks are not polynomial (unless P = ALP). In particular, we show that the 
existence of a stable model and credulous reasoning are complete in the class AfT ~, 
while the third (skeptical reasoning) is complete for the dual class coal7 ~. Thus, 
they have exactly the same data-complexity of the corresponding reasoning tasks in 
the total stable model semantics of Datalog programs. This result is not surprising, 
and further confirms that SMS °L we defined can be seen as a generalization of the 
classical total stable model semantics. It turns out that the proposed algorithm 
for computing SMS ¢)L (which solves any of the above three tasks) is exponential 
(actually, it runs in single exponential time). However, there is a meaningful (:lass 
of (9l: programs for which the computation is performed in polynomial time. This 
class, which contains (only) programs having a unique stable model, includes the 
(COL: versions) of locally stratified [51] Datalog programs. 
The paper is organized as follows. The syntax of ordered logic is provided in Sec- 
tion 3. Then the basic semantic notions (interpretations, models, unfounded sets, 
etc.) are supplied in Section 4. Section 5 gives a declarative definition of stable mod- 
els, while Section 6 is devoted to the SMS vL computation. In particular, we first 
give a fixpoint characterization f stable models and, then, a constructive definition 
of them (which constitutes the formal basis for the computation of SMSOL). The 
algorithms for computing stable models and performing the three reasoning tasks 
under SMS °L are then given. Section 7 illustrates the relation between SMS °L and 
stable model semantics for classical and extended logic programs. Finally, Section 8 
discusses the complexity of SMS °L. 
3. SYNTAX OF  ORDERED LOGIC  PROGRAMS 
This section provides a formal description of ordered logic programs. 
Let the following disjoint sets be given: a set V of variables, a set H of predicates, 
a set A of constants, and a set C of component identifiers. To each p E H is 
associated a positive integer which is called the arity of p. Moreover, the set C 
of component identifiers is endowed with a binary relation < which is antireflexive 
(i.e., no pair (a,a) occurs in <), antisymmetric, and transitive. 
A term is either a constant in A or a variable in V. An atom is a (Q , . . . ,  t~), 
where a is a predicate of arity n in H and tl . . . .  ,tn are terms. 
A literal is either a positive literal p or a negative literal -~ p, where p is an 
atom. We use an upper-case l tter, say L, to denote either a positive or a negative 
literal. Two literals are complementary if they are of the form p and ~p, for some 
atom p. Given a literal L, -~.L denotes its complementary literal. Accordingly, 
given a set A of literals, ~.A denotes the set {-~.L I L E A}. 
A rule r is a statement of the form H ~-- B, where H is a literal (head of the 
rule) and B is a set of literals (body of the rule) (note that the head of a rule may 
be a negative literal). Given a rule r, we shall denote by H(r)  and B(r) the head 
and the body of r, respectively. If B(r) is empty, then r is called a fact. 
A term, an atom, a literal, or a rule is ground if no variable appears in it. 
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F IGURE 2. 
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Graphical representation f the (of. program 7 ) of Example 3.2. 
A component is a pair (c, D(c)), where c E C and D(c), the definition of c, is a 
finite set of rules. 
A knowledge base is a set of components, one for each element of C. 
Definition 3.1. Given a knowledge base ]C and a component identifier c E C, the 
ordered logic ((9£) program for c is the set of components P = {(c', D(c~)) 6 tg I 
c <~ c I or c= at}. 
Example 3.1. Let C = {c, cl,c2,c3, c4} be the set of component identifiers and 
{c < Cl,C < c3,c3 < c2, c < c2, c4 < O} the relation < defined on it. A possible 
knowledge base on C is 
tg = {(c, {t ~-- ~p}), (Cl, {-~p ~--}), (c2, {-~p ~---, q ~--}), (c3, {p ~- q}), 
(C4, {8 ~--})}. 
The (Of. program 7 ) for the component identifier c is the set of the components in 
with identifiers c, Cl, c2, and c3. 
So far, we have provided an abstract syntax for O£  programs. A concrete syntax 
could be given in analogy with the C ++ programming language, where component 
identifiers play the role of class identifiers, the < relation replaces the IS-A hierarchy, 
and the component definition substitutes for the class definition. However, in this 
paper, we shall use a graphical representation f Of. programs (as suggested in the 
following example) which has the advantage of providing an immediate visualization 
of their structure. 
Example 3.2. The graphical representation f the (9/: program/~ of Example 3.1 
is shown in Figure 2. Each component is represented by a circle with the object 
identifier inside and the rules of the definition outside. Each pair (a, b) of the 
transitive-reduction f the relation <1 is represented by an arrow from a to b. 
1 (a, b) is in the transitive-reduction f < iff a < b and ~]c such a < c and c < b. 
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To conclude this section, we informally observe that the relation < defined above 
is used to represent the inheritance hierarchy among the components of an O£: 
program. Such a hierarchy provides us with a powerful mechanism to organize 
knowledge in a modular fashion, assigning to rules different levels of reliability: 
the lower a rule is in the hierarchy, the more reliable it is. In this framework, 
components essentially play the role of collectors of rules equally reliable. Often, 
when the inheritance hierarchy is used to model an IS-A relationship, components 
can be assimilated to classes. 
4. INTERPRETAT IONS AND MODELS 
In this section, we assume that a knowledge base K: is given and a component c E C 
has been fixed. Let P be the OE program for c. 
The Universe Up of P is the set of all constants appearing in the rules in the 
components of P. The Base Bp of P is the set of all possible ground literals 
constructible from the predicates appearing in the rules of P and the constants 
occurring in Up (clearly, both Up and Bp are finite). Notice that, unlike traditional 
logic programming, the Base of an ordered logic program also contains negative 
literals (this is because both negative and positive literals are treated in a uniform 
way in ordered logic). 
Given a rule r occurring in a component of P,  a ground instance of r is a rule 
obtained from r by replacing every variable X in r by a(X), where a is a mapping 
from the variables occurring in r to the constants in Up. We denote by ground(P) 
the (finite) multiset of all possible ground instances of the rules from the compo- 
nents of P. The reason why ground(P) is a multiset is that a rule may appear in 
several different components of P, and we require the respective ground instances 
be distinct. Hence, we can define a function comp_of from ground(P) onto the 
set C of the component identifiers, associating with a ground instance P of r the 
(unique) component of r. 
Given I C_ Bp, a ground literal L is true (resp., false) w.r.t. I if L c I (resp., 
L E ~.I); if L is neither true nor false w.r.t. I, then it is undefined w.r . t . I .  By 
I, -~.I, and 7 we denote the sets of true, false, and undefined literals w.r.t. I, 
respectively (note that 7 = Bp - (I U -~.I) . 
A set X of ground literals is true (resp., false) w.r.t. I if, VL E X, L is true w.r.t. 
I (resp., 3L E X such that L is false w.r.t. I). A rule r E ground(P) is satisfied in 
I if either the head of r is true w.r.t. I or the body of r not true w.r . t . I .  Given an 
O£: program P, an interpretation for P is I C_ Bp such that IN-~.I = @ (i.e., it is a 
consistent set of literals, in the sense that no two complementary literals belong to 
I). An interpretation I is total if IU-~.I = Bp (i.e., each literal is either true of false 
w.r.t. I); otherwise, I is partial. Note that the given definition of rule satisfaction 
coincides with the classical one on total interpretations (as, if L is not true, then 
it is false); on the contrary, it does not agree with previous definitions given for 
partial interpretations in traditional logic programming [52, 18]. Indeed, in our 
case, a rule is satisfied even if its head is false and its body is not false (provided 
that the body is not true). As discussed in Example 4.4, such a definition allows 
us to naturally deal with the semantics of true negation in ordered logic. 
Next, we introduce the concept of model for an ordered logic program. Unlike 
traditional logic programming, the notion of satisfiability of a rule is not sufficient 
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at this aim, as it does not take into account he presence of explicit contradictions. 
Hence, we first present some preliminary definitions. 
Definition 4.1. Let an O£ program P and a set I c_ Bp be given. A rule r E 
ground(V) is overruled in I if there exists a rule r ~ E ground(V) such that all of 
the following conditions hold: 
1. comp_of(r') < comp_of(r), 
2. H(r )  = -~.H(r'), i.e., the heads of r and r '  axe complementary literals, 
3. B(r') C_ I .  
A rule r E ground(V) is overrulable in I if there exists a rule r '  E ground(P) 
such that conditions 1 and 2 above hold and, further, B(r  ~) N -~.I = 0 (i.e., the 
body of r '  is not false w.r.t. I). 
Example 4.1. Consider the O£ program Prom of Figure l(a), and let I = {poor} be 
given. It is clear that the rule r : taxPayer .--- is overruled in the given interpretation 
(by r '  : --,taxPayer ~ poor). Informally, this corresponds to the intuition that r '  is 
"preferable" to r in that belonging to a more specific component. In other words, 
rule r t is considered as a sort of refinement of the more general rule r. 
If we consider the interpretation I -- 0, then r is not overruled in I ,  but it is 
overrulable in I .  
Definition 4.2. Let an O£ program P and a set I C_ Bp be given. We say that a 
rule r E ground(V) is defeated in I if there exists a rule r t in ground(V) such 
that all the following conditions hold: 
1. neither comp_of(r) < comp_of(r') nor comp_of(r') < comp_of(r), 
2. H(r r) = -~.H(r), i.e., the heads of r and r ~ are complementary literals, 
3. B(r') C_ I and H(r ~) E I, 
4. r ~ is not overrulable in I. 
Example 4.2. Consider the 0£  program Pnizon of Figure l(b). The rule pacifist ~- 
is defeated in I = {-~pacifist}, while -~pacifist ~- is defeated in I = {pacifist}. For 
the (9/2 program 91 of Figure 3(a), we have that no rule is defeated w.r.t, the 
interpretation {-~p}, while the rule ~p *-- is defeated w.r.t, the interpretation {p}. 
Definition 4.3. Let I be an interpretation for an 0/2 program 9.  A rule r E 
ground(V) is effective w.r.t. I if it is neither overruled nor defeated in I and, 
further, B(r) C_ I. 
We are now ready to provide the definition of model. 
Definition 4.4. Let I be an interpretation for the 0£ program 9. We say that I is 
a model for P if every rule in ground(V) which is effective w.r.t. I is satisfied in I .  
Example 4.3. Consider the O£ program Phi=on; the interpretation M = {pacifist, 
goodpresident} is a model for it, as the only effective rule w.r.t. M, notably, pacifist ~-- 
goodpresident, is satisfied in M. Similarly, the interpretations {-~pacifist} and 
{-~pacifist, goodpvesident} are also models for Pnizon. 
The O£ program P l  of Figure 3(a) has the unique model {p}. 
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P ( "  p ~ -~ p( ' - -  
p ( - - -  p 
(a) (b) 
F IGURE 3. (a) The (9£ program Pl .  (b) The 0£ program P2. 
The interpretations {p} and {-~p} are the models for the (9£ program 7~2 of 
Figure 3(b). 
The interpretations {a, b} and {-~b} are the models for the 0£ program :P3 of 
Figure 4. 
The interpretations {a,-~b} and {-~a, b} are the models for the (9£ program 7>4 
of Figure 4. 
Observe that a model is not necessarily a total interpretation (e.g., in the example 
above, {-~pacifist} is a partial model for P,~xon); thus, in general, a model leaves 
undefined a number of literals. 
Example ~.~. Consider a slightly modified version of the program P~om, where no 
rule is associated with the component identifier tom. Since there is no evidence that 
tom is poor, the default rule taxPayer ~-- intuitively holds, as it is not invalidated 
(overruled) by the (more specific) rule for ~taxPayer. Thus, the intended meaning 
of this program is naturally represented by the set M = { taxPayer}. It is easy to 
verify that, according to our definition, M is a model, as both rules are satisfied 
(actually, as will be clear from Definition 5.2, it is the unique stable model). Note 
~ b ~m.._ --, a~ ' - "  
--, b ~ ' - -  
a(  - ,b  
b(  a b (  ~a  
(a} (b) 
F IGURE 4. (a) The 0£ program P3- (b) The (9£ program P4. 
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that M would not be a model if we adopted the definition of rule satisfiability given 
in [52, 18], as the body of -~taxPayer *- poor is undefined w.r.t. M, while the head 
is false. 
Next, we extend to ordered logic programs the notion of unfounded set defined 
for logic programs in [69]. 
Definition 4.5. Let the 0£ program 7 ) and the sets of ground literals I and X 
be given. X is an unfounded set ofP w.r.t. / i f  the following holds. For each 
L E X, for each rule r E ground(P) such that H(r) = L, either 
1. B(r) is false in I, or 
2. B(r) M X ~ O, or 
3. r is overruled in I ,  or 
4. r is defeated in I .  
Clearly, the union of two unfounded sets of P w.r.t. I is an unfounded set of 
T' w . r . t . I .  Hence, there exists the Greatest Unfounded Set of 7 ) w.r.t. I ,  denoted 
GUSp(I), which consists of the union of all unfounded sets. Next, we show that 
GUSp is a monotonic transformation. 
Proposition 4.1. Given an OE program P, GUSp is a monotonic operator 2 in 
(2~, c_). 
PROOF. Let I ,  J E 2 B~ such that I C_ J; we show that GUSp(I) C GUSp(J) by 
proving that GUSp(I) is an unfounded set w . r . t . J .  
Let L be an element of GUSp(I). Hence, by Definition 4.5, for each rule r E 
ground(P) with head L, either 
1. B(r) is false in I ,  i.e., 3 Q E B(r) such that -~.Q E I ,  or 
2. r is overruled in I ,  or 
3. r is defeated in I ,  or 
4. 3Q E B(r) such that Q E GUSp(I). 
Now, if B(r) is false in I (condition 1 above), it is clearly false in g too, as 
~.Q E I and I C_ J imply ~Q E J. Consider now the case where r is overruled 
in I (condition 2 above). Then, by Definition 4.1, there exists a ground rule r ~ 
with head -~.L such that comp_of(r') < comp_of(r) and S(r t) C I. Since I C_ J ,  
B(r ~) C J holds and, thus, r is overruled also in J. Similarly, if r is defeated in I 
(case 3 above), i.e., there exists r ~ E ground(P) with head -~.L, not overrulable in I ,  
such that B(r r) C_ I and -~.L E I. It is immediate to see that r is defeated in J too. 
Indeed, being I C_ J ,  both B(r ~) C_ J and ~.L E J hold. Moreover, since r t is not 
overrulable in I ,  it is not overrulable in J too, as -~.I C_ -~.J. Hence, we can conclude 
that GUSp(I) is an unfounded set w.r.t. J as, for each rule r E ground(P) with 
head L, either (1) B(r) is false in J ,  or (2) r is overruled in J ,  or (3) r is defeated 
in J or (4) 3 Q E B(r) such that Q E GUSp(I). [] 
2Recall that a transformation T is monotonic in a domain (D, C_) if, V I, J E D, I C J implies 
T(I) C T(J). 
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As for traditional ogic programming [58, 69], the models of an ordered logic 
program can be characterized in terms of unfounded sets. 
Proposition 4.2. Let I be an interpretation for an O~ program 7 ). I is a model 
for 7 ) if] Bp - I is an unfounded set for 7) w.r.t. I. 
P~OOF. (If-Part) We proceed by contradiction, assuming that I is not a model 
for 7) and then showing that Bp - I is not an unfounded set for 7) w.r . t . I .  Indeed, 
if I is not a model, then there exists a rule r C ground(P), neither overruled nor 
defeated in I, such that H(r) ¢ I and B(r) c I. Therefore, since H(r) is in Bp - I ,  
Bp - I is not an unfounded set, as rule r, whose head belongs to Bp - I violates 
all conditions of Definition 4.5. 
(Only-If-Part) Assume I is a model of 7). For any L E Bp - I and rule r E 
ground(7)) such that H(r)  = L, we have that r is either satisfied or overruled or 
defeated in I. If r is satisfied, then B(r) is not a subset of I (as L • I); thus, 
B(r) A (Bp - I) ~ 0. Hence, Bp - I is an unfounded set. [] 
Thus, all literals that are either false or undefined w.r.t, a given model belong 
to the greatest unfounded set. 
We conclude this section by introducing minimal models. To this end, we refer 
to the knowledge ordering, used by Fitting in [18], as positive and negative literals 
play exactly the same role in our formalism (as opposed to the truth ordering, in 
which the set of positive literals is minimized). 
Definition 4.6. Let 7) be an O£: program. A knowledge-minimal model (or, simply, 
"minimal model") M for P is a model for which there exists no other model N 
such that N is a proper subset of M. 
Example 4.5. The O/: program 7)tom of Figure l(a) has the unique minimal model 
(poor, -~taxP ayer}. 
The O/: program 7)n~xon of Figure l(b) has two minimal models, namely, (pacifist, 
goodpresident} and (-~paeifist}. 
The O/: program P l  of Figure 4 has the minimal models (-~b} and (a, b}. 
The O/: program P2 of Figure 4 has the minimal models (a,-~b} and (b,-~a}. 
The Or. program of Figure 3(b) has the minimal models (p} and (~p). 
5. STABLE MODELS 
We have seen in the previous ection that O/: programs admit, in general, a number 
of minimal models. This does not actually represent a novelty in logic programming, 
as it is well known that logic programs with negation are, in general, characterized 
by a multiplicity of minimal models [3]. Various proposals on how to select those 
that can be considered as representative of the intended meaning of a logic program 
can be found in the literature. The (total) stable model semantics [22] assigns a 
logic program with several alternative models, namely, all (minimal) models that 
are "justified," i.e., characterized by the absence of unfounded literals. Such models 
are seen as semantically equivalent, as none can be preferred to the others. Thus, 
stable model semantics provides a powerful tool to capture nondeterminism [58, 59]. 
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In this section, we provide a Stable Model Semantics for (9£: programs (SMS °£, 
for short). As we shall see, it supports the concept of "justifiability"--i.e., (9£ 
stable models do not contain unfounded literals. We note that, since negation is 
treated as true negation, justifiability means that every literal (either positive or 
negative) must be inferred from the rules of a given (9£: program. 
Before giving new concepts and definitions, we introduce the immediate conse- 
quence operator T~, for an (9£: program 50 defined as follows: 
Tp : 2 B" ---+ 2 B~" 
Tp(I) = {L e 2 s~ I 3 r e ground(50) such that H(r) = L A B(r) C_ I) .  
It is easy to see that T~ is a monotonic transformation i the complete lattice 
(2 B,', C_) and, therefore, it admits a least fixpoint. Consider now the sequence 
{Tn}, where T n is inductively defined as follows: T O = 9, T n = Tp(Tn-1). Clearly, 
{T n} is monotonically increasing. Since the Base of 50 is finite, {T n} is finitely 
bound, so that there exists a natural i such that, for each j _> i, TJ = T i. Clearly, 
T i coincides with the least fixpoint of Tp, which we denote by T~ °. It is worth 
noting that Tp(I) contains a (possibly negative) literal L if and only if it is the 
head of a rule such that every literal in its body, even if negative, is in I. That is, 
negation is considered as true negation. 
Definition 5.1. Let the (9£: program 50 and the interpretation I be given. The 
reduction of 50 w.r.t. I is p1 = {r E ground(50) I r is effective w.r.t. I ) .  
Example 5.1. For the (9£: program 5one,on and the set I = {pacifist, goodpresident), 
I 50nixo n is the set consisting of the following rules: pacifist +- and goodpresident +-- 
pacifist. 
For another example, consider the (9£: program 503 of Figure 4(a). For/1 = {~b}, 
we have 50/1 = {-~b +--}, and for/2 = {a, b}, we have 5 °/2 -- {b +-- a). 
Finally, the reduction of the (9£: program of Figure 3(b) w.r.t. {p} is {p +-- p) 
and w.r.t. {-~p} is {-~p +--}. 
In analogy with traditional logic programming, we give the following definition 
of stable model. 
Definition 5.2. Let M be a model for an (.9£: program 50. M is an (9£: stable model 
for 50 if M = T~°M (9). 
(For simplicity's ake, we made a little abuse of notation in the above definition: 
indeed, the parameter 50 M appearing in T~,°M(O) is not an O£ program, while it 
should be according to the definition of Tv. Nevertheless, this formal problem can 
easily be overcome simply by defining the reduction of 5 ° w.r.t. M as an O£: 
program, say 50', consisting of one component whose definition is 50 M, and then 
replac ing T~°M (@) by T~?(0) in Definition 5.2.) 
We point out that the above definition of stable model is very close to the classical 
one given for logic programs [22]. Intuitively, we define a stable model as a model 
"regenerating" itself--i.e., it can be computed as the least fixpoint of the immediate 
consequence operator for the O£ program obtained from the original one by remov- 
ing those rules that cannot contribute to draw conclusions. This is usually called 
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stability condition in logic programming, which essentially prescribes that every lit- 
eral in a stable model be derived by the rules of the program. Although O£ stable 
models are partial in general, in Section 7.1 we shall see that Definition 5.2 actually 
can be regarded as an extension of the classical definition of stable models [22] to 
the class of ordered logic programs. Indeed, the stable models of the ordered version 
/)9 of a Datalog program/) (see Section 7.1) coincide with the stable models for :D. 
Hereafter, we shall often say simply stable model (omitting the prefix (9£) if no 
confusion arises. 
Example 5.2. 
1. 
2. 
. 
4. 
. 
6. 
The following statements can be easily checked 
{poor,-~taxPayer} is the unique (total) stable model for/)tom; 
{pacifist, goodpresident} and {-~pacifist} are the stable models for/),~xo,~ (note 
that {-~pacifist} is partial); 
{-~b} is the unique stable model for the 0£ program/)3 of Figure 4(a); 
{-~a, b} and {a, ~b} are the stable models for the Of_. program /)4 of Fig- 
ure 4(b); 
{-~p} is the unique stable model for the O£ program of Figure 3(b); 
no stable model exists for the 0£ program/)5 of Figure 5(a). 
As the above example shows, the existence of 0£ stable models is not guaran- 
teed. It is interesting to point out that programs missing stable models can be 
characterized by a common structure. In particular, a lack of stable models occurs 
when the truth of a literal L, derivable from a rule r of a component c, (transitively) 
implies the derivation of its complement -~.L from a rule r' of a component lower 
than c. In this case, a stable model M of the program should contain L as it is 
derivable from r; but, on the other hand, M cannot contain L, since its truth im- 
plies that r gets overruled (by r'), so that the presence of L would not be justified 
in M (as r is not effective). In sum, all programs missing stable models have a 
structure very similar to the 0£ program/)5 of Figure 5(a), where the derivation 
of the truth of ~.p from rule r in cl causes that r gets overruled (by the rule in c2). 
The next two theorems prove that there is a one-to-one correspondence b tween 
stable models and unfounded-free models (that is, stable models are "justified"). 
Theorem 5.1. Let M be a stable model for an 0£  program/). Then M 0 GUS~ 
(M) = ~. 
~p 
~p 
p~- -  -~p 
(a) (b) 
F IGURE 5. (a) The Of. program/)5. (b) The 0£ program/)6. 
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PROOF. Let N = M-  GUS~ (M) be the set of literals of M that are not unfounded 
w. r . t .M .  By way of contradiction, assume that N c M and let L be a literal 
in B~,. 
Case 1. L E N; therefore, L ~ GUS~(M). Hence, there exists a rule r E 
ground(P) such that H(r) = L, B(r) C_ B~ - (-~.M U GUS~(M)) (i.e., no 
literal in the body of r is either false or unfounded) and, further, r is nei- 
ther defeated nor overruled in M. Since M is a model, by Proposition 4.2, 
-~.M C_ GUS~(M) and, hence, the condition S(r) C_ B~ - (-~.M U GUS~(M)) 
reduces to Sir  ) C_ B~,- GUS~(M). Again, by Proposition 4.2, B~,- GUS~(M) = 
M - GUS~(M) = N, so that B(r) C_ Y holds. 
Case 2. L ¢ N; therefore, L E GUS~(M) (note that L ¢ M implies L E 
GUS~(M) by Proposition 4.2). Thus, every rule with head L satisfies at least 
one of the unfoundness conditions. Hence, there exists no rule r E ground(P) 
with head L, neither defeated nor overruled in M, such that B(r) C_ N. 
On the basis of Cases 1 and 2 above, we conclude that L E N iff there exists 
r E ground(P) neither defeated nor overruled in M, such that H(r) = L, B(r) C_ N. 
Hence, N = Tp~ iN). But this contradicts the assumption that M is a stable model, 
i.e., the least fixpoint of TpM. [] 
Theorem 5.2. Let M be a model for an Of~ program P. If M n GUS~(M) = 9, 
then M is a stable model ]or P. 
PROOF. M M GUS~(M) = 0 implies that, for each L E M, there is a rule r E 
ground(P) with head L whose body B(r) is not false in M (i.e., B(r) C M U M), 
B(r) M GUS~(M) = 9, and further, it is neither defeated nor overruled in M. 
However, since M is a model, from Proposition 4.2, the condition M C_ GUS~,(M) 
follows, so that B(r) C_ M holds (otherwise, L would be in GUS~(M)). Thus, r 
is effective w.r.t. M and, hence, r E pM. On the other hand, for each effective 
rule r E ground(P) (thus, r E pM) with head L, L E M holds, as M is a model 
by hypothesis. We can immediately recognize that M is a fixpoint of TpM. Thus, 
it remains to show that it is the least fixpoint of TpM. To this end, we prove 
that no proper subset of M is a fixpoint of TpM. By way of contradiction, assume 
N -= TpM(N) and N c M. We next show that M-  g C_ GUS~(M), thus 
contradicting the hypothesis M N GUS~(M) = 9. To this end, let L be a literal 
in M - N and r E ground(P) a rule with head L. Case 1: Assume first that r 
is effective w.r.t. M (note that there exists at least one effective rule with head L, 
as L E M and M is a fixpoint of TpM). Since B(r) C_ M holds by definition of 
effectiveness, the condition B(r) M (M - N) ~ 0 must be verified; otherwise (i.e., 
B(r) C_ N), L would belong to N (a contradiction), being N a fixpoint of TpM. 
Therefore, for each effective rule r w.r.t. M, with head L, B(r) M (M - N) ~ 0 
holds. Case 2: Consider now the case where r is not effective (w.r.t. M). Thus, r 
is either defeated or overruled in M, or the body B(r) is not true w. r . t .M .  From 
the latter condition, by Proposition 4.2, B(r) n GUS~(M) follows. 
Therefore, from Cases 1 and 2 above, it turns out that, for each rule r E 
ground(P) with head L, either r is defeated or overruled in M, or B(r) n (GUSp 
(M) U M - N) ~ 9. And since L was taken to be an arbitrary literal in M - N, 
STABLE MODELS AND THEIR COMPUTATION FOR {~ 19 
we can conclude that GUSp(M) U M - N is an unfounded set of P w.r.t. M and, 
hence, so is M - N (GUSp(M) being the greatest unfounded set). [] 
Corollary 5.1. Let M be a model for an OE program P. Then, M is a stable 
model for P iff Bp - M = GUS~(M). 
PROOF. Immediate from Proposition 4.2 and Theorems 5.1 and 5.2. [] 
Thus, even if a stable model M is partial in general, all undefined atoms are 
unfounded w.r.t. M (actually, by Proposition 4.2, this property holds for any 
model). However, unlike traditional ogic programming, an unfounded atom a 
cannot be stated false, since true negation requires its complement -,a be derivable. 
The following statement provides an important characterization f any stable 
model M for P. That is, the literals that are in M are precisely those that can be 
derived by the effective rules (w.r.t. M) of ground(P). 
Corollary 5.2. Let M be a stable model for an OE~ program P. Then, L E M iff 
there exists r E ground(P) such that H(r)  = L and r is effective w.r.t. M.  
PROOF. (If-Part) Since M is a model, r is satisfied w.r.t. M. Thus, being 
B(r) C M (by definition of effectiveness), L is in M. 
(Only-If-Part) Let L be a literal in M. Thus, by Theorem 5.1, L ¢ GUSp(M).  
Thus, by Definition 4.5, there exists a rule r E ground(P), neither defeated nor 
overruled in M, such that B(r) N GUSp(M) = 0. But then, by Corollary 5.1, 
B(r)  C_ M.  It turns out that r is effective w.r . t .M.  [] 
The property stated in Corollary 5.2 is an adaptation to OL: programs of the 
notion of "supportedness" defined for traditional logic programs by Apt et al. in [3]. 
In [41], Marek and Subrahmanian show that (total) stable models for traditional 
logic programs are endowed with the property of supportedness. Thus, Corollary 5.2 
shows another similarity between CO/: stable model semantics and the stable model 
semantics defined by Gelfond and Lifschitz for traditional logic programs [22]. 
As an immediate consequence of Corollary 5.2, we have the following result. 
Corollary 5.3. Let M be a stable model for P. I fVL  E Bp there exists an effective 
rule r E ground(P) such that S ( r )  = L or S ( r )  = -,.L, then M is a total. 
PROOF. Immediate from Corollary 5.2. [] 
Finally, we show that the stable models of P are minimal models of P. 
Corollary 5.4. I f  M is a stable model for P, then M is a minimal model of P. 
PROOF. We show that no proper subset N of M is a model for P. Indeed, N C 
M implies Bp - N ~ Bp - M. On the other hand, from Proposition 4.2 and 
Theorem 5.1, the condition Bv - M = GUSp(M) follows. Thus, Bp - N D 
GUSp(M).  Further, from the monotonicity of GUSp, we have that GUS~(N) C 
GUSp(M). Hence, Bp - N D GUSp(N), from which, by Proposition 4.2, we 
conclude that N is not a model for P. Q 
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Each stable model can be considered as a possible intended meaning of 7). As 
for traditional logic programming [17, 57, 62], we next give two versions of SMS°Q 
the possibility semantics (or credulous emantics) and the certainty semantics (or 
skeptical semantics). 
Definition 5.3. Let 7 ) be an 0£ program and A E Bp a ground literal. Then 
1. A is a possible inference of (or A is P-in]e~'rable from) 7 ) if A is true in some 
stable model of P; 
2. A is a certain inference of (or A is C-in.ferrable from) 7) if A is true in all 
stable models of 7). 
Example 5.3. Consider the 0£  program 7)6 of Figure 5(b) consisting of three 
components with identifiers c, cl, and c2 such that c < Cl and c < c2. The rules 
associated with c are q ~ p and q *-- ~p, while the rules associated with Cl and c2 
are p ~ and ~p ~-, respectively. This O£ program has two stable models, notably, 
{p, q} and {-~p, q}. Thus, p and ~p are P-inferrable, whereas q is both C-inferrable 
and P-inferrable (from the given O£ program). 
Observe that if a program P admits no stable model, then every literal is C- 
inferrable from 7), while no literal is P-inferrable. As pointed out in [57], this 
anomaly can be eliminated by imposing the additional condition that a stable 
model exists for 7) in Definition 5.3.2. However, our version of certain inference 
mimicks the entailment operator of classical ogic where everything is derivable 
from inconsistent programs (an OL: program is to be considered inconsistent if it 
admits no stable model). 
6. COMPUTING SMS v£ 
Thus, as for the classical nonmonotonic formalisms [43, 45, 47, 50, 55], three im- 
portant decision problems corresponding to three different reasoning tasks arise in 
the context of stable models semantics [1, 26, 17, 57, 62]: 
1. The first is to decide whether an O£ program 7) has a stable model at all. 
2. The second, called credulous reasoning, is to determine whether a query 
(ground literal) Q is P-inferrable, i.e., it is true in at least one stable model 
of 7 ) . 
3. The third problem, called the skeptical reasoning, consists of deciding whether 
a given query Q is C-inferrable, i.e., Q is true in all stable models of 7). 
Hereafter, "SMS °£ computation" is used to refer to the performance of any of 
the above tasks. 
In this section, we first give a (declarative) fixpoint semantics which characterizes 
stable models as certain fixpoints of a suitable operator W~. Then, we provide 
a constructive semantics of O£ stable models which tells us how to (efficiently) 
navigate among the fixpoints of W~ to select hose that are stable models. Finally, 
based on this formal basis, we propose an algorithm for the SMS °£ computation. 
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6.1. A Fixpoint Definition of Stable Models 
Now that we have the appropriate declarative concepts, we provide a fixpoint se- 
mantics of stable models. We next define the transformation Wp. As will be shown 
next, W~provides the ground for the computation ofstable models. 
Definition 6.1. Let P be an O/2 program. We define the transformation 
Wp : 2 B~ --* 2 B~" 
Wp(I) = T~(I) A -~. GUSp(I). 
Informally, for an interpretation I, Wp (I) consists of all literals that are derivable 
from P by Tp, whose complement is unfounded. Observe that the Wp operator 
differs from the analog operator defined for traditional logic programs in [69] as 
intersection is replacing union. This reflects the different roles played by the notion 
of unfounded set in the two cases, as already mentioned in the previous ection. 
Indeed, in traditional logic programming, union is used because the GUSv "imple- 
ments" the CWA, as all literals that are unfounded are definitely not derivable and, 
as a consequence, are false (by CWA). On the contrary, since in O/: true negation 
is used (rather than CWA), unfounded atoms cannot be simply stated false (i.e., 
union cannot be used in the definition of Wp(I)). On the other hand, intersection 
guarantees that a literal L is inferred only if its complement is unfounded (i.e., -~.L 
is definitely not derivable from the program). Intuitively, this prevents us from 
deriving contradictory conclusions. The validity of this choice is confirmed by the 
results hown in [36]. There, it is proven that the W~ operator generalizes the clas- 
sical Wp [69] to ordered logic since, on the ordered version Pv of a Datalog program 
D (see Section 7.1), we have that Wpv(I ) coincides with Wv(I)  (this justifies the 
choice of "Wp" to denote our operator). 
Clearly, Wp is monotonic in the complete lattice (2 B~, C_). Therefore, it admits 
a least fixpoint. Let us consider now the sequence {Wn}neN inductively defined 
as follows: W ° = 0, W '~ = WT:,(Wn-X). Since the Base of P is finite, {W n} is 
upper bounded, so that there exists a natural i such that, for each j _> i, W j = W i. 
Clearly, W i coincides with the least fixpoint of Wp, which we denote by W~(O). 
We next provide a number of results stating the relationship between the Wv 
operator and the stable models of P. 
Proposition 6.1. Let M be a stable model for an OF~ program P. Then M = 
W~,( M). 
PROOF. By Corollary 5.2, L E M iff there exists r E ground(P), with head L, 
which is effective w.r.t .M. The effectiveness of r implies B(r) C_ M. Further, by 
Proposition 4.2, -~.L E GUSp(M)) (as -~.M C_ GUSp(M)). Hence, 
M = {L e Bp ] 3r • ground(P),H(r) = L,B(r)  C M,-~.L • GUST~(M)}, 
i .e . ,  M = W~(M). [] 
Proposition 6.1 states that any stable model can be computed as a fixpoint of 
the W~ operator. Unfortunately, not every fixpoint of W~, is a stable model. 
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Example 6.1. Consider the OZ: program of Figure 3(b). It is easy to realize that 
{p} is a fixpoint of W~, but it is not a stable model (see Example 5.2). 
Thus, we need to state conditions allowing us to recognize whether M = Wp (M) 
is a stable model. To this end, we next provide the basic definition of possibly-true 
facts. 
Definition 6.2. Let an OZ: program/9 and a set I C_ B~ be given. An undefined 
ground literal L E 7 is possibly-true w.r.t. I if there exists r E ground(79) with 
head L such that 
1. B(r) C_ I, and 
2. r is not overruled in I. 
We denote PTp(I) the set of possibly-true facts of 79 w. r . t . I .  
Example 6.2. For the OZ: program 794 of Figure 4, the set of possibly-true facts 
w.r.t. 0 is {-~a,-~b}, while for the program of Figure 5(a), the set of possibly-true 
facts w.r.t. 0 is {-~p}. 
We next relate unfounded-free fixpoints of WT~, possibly-true facts, and stable 
models. 
Theorem 6.1. Let M be an interpretation for an 0£  program 79 such that M = Wp 
(M) and M n GUSp(M)=0. Then, M is a stable model for79 iff PT~,(M)=0. 
PROOF. (If-Part) Since M is unfounded-free by hypothesis, by virtue of The- 
orem 5.2, it is sufficient to prove that M is a model. Now, by definition of 
Wp, M = W~,(M) implies that, for each L E M, ~.L E GUS~(M). Hence, 
-~.M C_ GUSr,(M) holds. Further, PTv(M) = 0 implies that for each L E M and 
every rule r with H(r) = L, either B(r) ~= M (i.e., B(r) M (-~.M U M) ~ 0) or r is 
overruled in M (see Definition 6.2). Then, M is an unfounded set w. r . t .M.  Thus, 
we have that -MU -~.M C_ GUSp(M) holds. In particular, MU ~.M = GUSp(M), 
as M M GUSp(M) = $ holds by hypothesis (from which GUSv,(M) C_C_ M U -~.M). 
Thus, by Proposition 4.2, M is a model. 
(Only-If-Part) Let M be a stable model for 79; we prove that PT~,(M) = 0 holds. 
We first show that M M GUS~(M) = 0 implies PT~(M) N GUS~(M) = 0. To this 
end, consider L E PTp(M). Then, there exists a rule r E ground(79) with head 
L e M such that B(r) C_ M and r is not overruled in M (see Definition 6.2). Since 
M M GUSp(M) = 0 (by hypothesis), we have that B(r)__M GUSp(M) = 0. Further, 
as -~.L ~ M (otherwise, L E -~.M and, hence, L ¢ M), r is not defeated in M. 
Hence, L ¢ GUS~(M), from which PTp(M) M GUS-p(M) = $ follows. 
Now, by Corollary 5.1, M is a stable model implies B~ -M C_ GUSp(M). Recall- 
ing that PTT~(M) C_ -M (see Definition 6.2), it turns out that PTp(M) C_ GUSp(M). 
Thus, since we have shown that PTp(M) M GUS~(M) = 0, it immediately follows 
that PTp(M) = 0. [] 
6.2. A Constructive Definition of Stable Models 
The propositions shown in the previous ection indicate that, to determine a stable 
model, we can "navigate" through the unfounded-free fixpoints of the W~ operator 
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and then check whether the associated set of possibly-true facts is empty. In this 
section, we show how to "navigate," that is, we provide a constructive way to 
determine stable models. Both the soundness and completeness of the proposed 
approach will be shown. 
We start by showing a further property of the W~ operator. 
Proposition 6.2. Let ~ be an OE program and M a stable model for 7 ~. Then 
w (o) c M. 
PROOF. By Proposition 6.1, any stable model is a fixpoint of Wp. Since W~(0) is 
contained in any fixpoint of Wp, it is clearly contained in any stable model of ~o. [] 
Thus, W~(0) is a subset of every stable model of ~o. Note that, in general, 
W~(0) is not a model; however, if W~°(0) is a model, then it is the unique stable 
model (by the minimality of the stable models, cf. Corollary 5.4). 
Hence, to determine a stable model, we have to move beyond W~°(0), towards 
new unfounded-free fixpoints of Wp. Let us show how this can be done first using 
an example. 
Example 6.3. Consider the 0£ program P4 of Figure 4(b). It can be easily rec- 
ognized that W~(0) = 0. Further, we have seen in Example 6.2 that PTp2(O ) = 
{~a,-~b} holds. Hence, by Theorem 6.1, the empty set is not a stable model for 
P2- Now, assuming the possibly-true literal ~a is true, we compute the sequence 
I0 = {~a}, I1 = W~2(Io) O Io = {~a,b}, 12 = Wp~(I1) U 11 = I1. From Ex- 
ample 5.2, we know I1 to be a stable model. Likewise, by assuming the truth 
of -~b, the stable model {a,-~b} is generated (see Example 5.2). Observe that 
PTp2 ({~a, b}) = PTp2 ({a,-~b}) = 0. 
Let us now take the OL: program P3 of Figure 5(a). Here, we have that W~ (0) -- 
0 and PTp 3 (0) = {-~p}. Then, assuming -~p, we compute the sequence I0 -- {~p}, 
I1 = W~,3(Io) U Io = {~p,p}, 12 -- W~,~(I1) U I1 -- I1. Clearly, 11 is not a s tab le  
model as it is not an interpretation. 
The above example shows how possibly-true facts play a central role in the 
computation of stable models. In fact, they not only provide a means to check 
whether a justified fixpoint of Wp is a stable model, but they Mso provide the basis 
from which selecting literals to "force" the computation of Wp beyond W~'Q(0), i.e., 
according to Theorem 6.1, towards new unf0unded-free fixpoints of Wp. 
We are now in a position to define the nondeterministic ransformation Vp which 
will allow us to compute stable models. 
Definition 6.3. Let P be an OL: program. Define the nondeterministic ransfor- 
mation Vp as follows: 
V~ : 2 B~ ~ 2 2Bp 
{I U W~,(I)} if W~,(I) u I # I 
Vp(I) = {IU {A} [A • PTp(I)} otherwise. 
Thus, if I # W~(I) 0 I, then V~,(I) is the singleton {Wv(I) U I}; otherwise, 
Vp(I) is the family of sets of ground literals I U {A}, one for each possibly-true fact 
A • PTv(I). 
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Definition 6.4. A deterministic computation of 9, denoted C~, is a sequence of 
sets of ground literals inductively defined as follows: V°  = 0,. . . ,  V~v = J, 
i - -1  i > 0, where J • Vv(V~ ). The set ~'p of all deterministic computations i  the 
nondeterministic computation of 7>. 
Let 5rp be the nondeterministic computation of 7> and Cp any element of it. 
It can be easily recognized that C~ is monotonically increasing. Since the Base 
of 7 > is finite, C~ is upper bounded, so that there exists a natural k such that 
V~ -- Vk,  for each j > k. We denote Vkp by V~: Note that V~X~, is such 
that Vp(V~,) -- {V~} (see Definition 6.3). We further remark that there exists a 
natural i _> 0 such that: (1) V~ = W~(0), for each C~ • ~'~,, and (2) for any pair 
! 3 J of deterministic computations Cv and C~ in ~'~, V~ = V~,, for each 0 < j < i. 
. . . . .  ~' 7> . - -  - -  
A tree-hke representation f the nondetermmlstm computation of 7> is sketched 
in Figure 6. Here, a path Hc~ from the root to a leaf represents he deterministic 
computation Cp. Each node of Hc~ corresponds to an element of Cp. Consecutive 
nodes of 1-Ivy correspond to consecutive elements of C~. The leaf of Hey is V~. 
We distinguish between two kinds of nodes of Cv: (i) choice nodes (denoted by 
white circles in Figure 6), each representing an interpretation I of C~, such that 
I = W~,(I) U I (thus, according to Definition 6.3, V~,(I) is the set {I U {A} ] A • 
P T~(I)}), and (ii) simple nodes (denoted by gray circles in Figure 6), representing 
the remaining elements of C~. Thus, a choice node may have several (possibly 
zero) edges departing from it, while a simple node has exactly one outcoming edge. 
As we shall see later, the leaf V~ is a choice node (see Lemma 6.1). We remark 
that the first choice node in the tree corresponds to W~°(0)(thus, all deterministic 
computations coincide before such a node). In Figure 6, dashed lines are used to 
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sketch paths consisting of only simple nodes. In the following, we shall refer to such 
a tree as the SMS v£ tree. 
Definition 6.5. Let C~, be a deterministic computation. If V~ n -~.V~ = 0 and 
-,.V~ C_ GUSp(V~) (i.e., V~ is consistent and its false literals are unfounded), 
then Cp is a successful computation; otherwise, it is a failed computation. 
Next, we show that, if M is a stable model for 7), then there exists a successful 
computation Cp such that M -- V~, and vice versa. That is, the set of stable 
models coincides with the set of all V~ such that Cp is a successful computation. 
Thus, stable models appear as leaves in the SMS °L tree. Paths corresponding to
successful (resp. failed) computations are called success (resp. failure) paths. In 
the following, we shall often refer to a successful (resp. failed) computation as a 
success (resp. failure) path. Thus, computing a stable model for 7 ) corresponds to 
searching for a success path in the SMS oL tree. 
Lemma 6.1. Let a deterministic computation Cp and I C_ Bp be given. If I = V~,  
then both Wp(I) C I and PTp(I) = 0 hold. 
PROOF. I = V~ only if V~,(I) = {I} (by definition of V~). On the other hand, 
by Definition 6.3, VT~(I) = {I} iff W~,(I) U I = I and PT~,(I) = 0. [] 
Theorem 6.2. Let Cp be a successful computation. Then V~ is a stable model 
for 7). 
PROOF. We first prove V~ N GUSp(V~) = O and then V~X~ = W~(V~). Since 
PTp(V~) = 0 holds by Lemma 6.1, the statement immediately follows from The- 
orem 6.1. 
1) V~ n GUSp(V~) = 0. This statement is proved by induction on the number 
i of elements of C~, (recall that Cp is inductively defined as follows: V°  = 0, 
V~ = J, where J E Vp(V~l), i  > 0). In particular, we prove that, for each 
natural i, V3~ n GUSp(V~) = 0. 
Basis(i = 0). Trivial, as V~ = 0. 
Induction(i > 0). Assuming now that V~ 1 n GUSp(V~) = 0 (inductive hy- 
pothesis), we demonstrate hat V~ N GUSp(V~) = 0. It is sufficient o prove 
that (V~ - V~ 1) n GUSp(V~) = 0. Let L be a literal in V~ - V~ 1 (the 
~ 1 case V~ = V~ is obvious). We proceed by contradiction, .assuming that L E 
GUSp(V~). Now, from the definition of C~,, we have that V~ is an element of • ~, . *J:o 
V~,(V~ 1) which, from the definition of V~,, is e i ther  W.p(V~'-I)uv~i-1 or V'i-lc~ U{A}, 
i - -1  where A e PT~,(V~I). Therefore, L e V'~cp - V'i-lc~ iff either: (a) L e W~(V~, ), 
or (b) L e PT~,(V~I). 
(a) L c Wp(V~I).  Thus, there exists r E ground(7)) such that H(r) = L, 
B(r) C_ V~ 1, and -~.L c GUSp(V~-~I). 
(b) L E PTp(V~-~ 1) (i.e., L is a possibly-true fact). Hence, by Definition 6.2, 
there exists a ground rule r with head L such that B(r) C_ V~-~ 1 and, 
further, r is not overruled in V~ 1. 
Thus, in both cases, there exists r E ground(7)) with head L such that B(r) C_ V~-~ 1, 
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from which B(r) c_ follows (as V~'  C V~). Now, U~ 1 N aU~p(Y~) ~- 0 
U~ £1 i~nply B(r) M GUS~(V~) = 0. Hence, (inductive hypothesis) and B(r) C_ cp 
in order for i E GUS~(V~), r must be either defeated or overruled in V~X~. In 
the former case, we have ~.L E V~, so that a contradiction arises (as V~ is an 
interpretation by hypothesis). In the latter case, there must exist a rule r' such 
that U(r ~) . . . .  i and B(r') C_ V~ (and comp_of(r') < comp_oJ(r)). But, then, 
~.L is also in V~ as -~.L E Wp(V~) and, by Lemma 6.1, Wp(V~) C_ V~. Again, 
this contradicts the hypothesis that V~ is an interpretation, since L belongs to 
V~ too, as Cp is monotonic increasing. 
2) V~ = Wp(V~). By Lemma 6.1, it remains to prove that V~ C_ Wp(V~). 
Let L E V~. By definition of V~, two cases may hold: 
(a) either L is a possibly-true fact introduced at a certain step of the determin- 
istic computation Cp (i.e., there exists i such that L E PTp(V~)), or 
(b) L is introduced by the application of the Wp operator (i.e., there exists k 
such that L E Wp(Vck)). 
Thus, in both cases, there exists r E ground(7)) with head L such that B(r) c_ V~. 
It turns out then that L E Tp(V~). On the other hand, since Cp is a successful 
computation, -~.L E GUSp(V~) (as -~.V~ C_ GUS~(V~)). Thus, L E Tp(V~) M 
= [] 
We next show that if V~X~ = W~(0) (thus, the SMS °L tree consists of the 
unique success path C~, having W~(0)as its leaf), then V~ is the unique sta- 
ble model for 7 ) . 
Corollary 6.1. Let Cp be a successful computation. If V~ = W~(O), then V~ is 
the unique stable model for 7). 
PROOF. From Theorem 6.2, V~ is a stable model. Thus, it remains to demon- 
strate that no other stable model exists. Let N be a stable model for 7). By 
Proposition 6.1, N = Wp(N). Hence, W~'°(0) being the least fixpoint of Wp, 
W~(O) C N holds. As a consequence, since V~ = W~(0), we have that V~ c_ Y. 
Now, since N is a stable model, by Corollary 5.4, N is a minimal model for 7). 
Hence, the model V~ cannot be a proper subset of N. Therefore, V~ = N. [] 
Next, we prove the converse of Theorem 6.2, that is, if M is a stable model, then 
there exists a successful computation Cp such that M = V~. To this end, we need 
the following preliminary lemma stating that, if an interpretation I is (properly) 
contained in a stable model M, then there exists some possibly-true fact in PT~,(I) 
which belongs to M (note that, as a consequence, I C M ~ PT~(I) ~ 0). This 
result guarantees the correctness of our approach based on the notion of possibly- 
true facts. 
Lemma 6.2. Let M be a stable model for a program 7). If I C M, then PT~,(I) N 
M#¢. 
PROOF. Preliminarily observe that, since M is a model, (M - I) (7 -7.1 = ~ (as M 
is contradiction-free). Thus, M - I C_ 7 (note that, (M - I) C_ (7 U -~.I)). 
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Now, by contradiction, assume that PTp(I) A M = 0 (i.e., PT~(I) c_ Bp - M). 
Then, PTT,(I) C (--.MUM); thus, by Proposition 4.2, PTT,(I) C_ GUS~(M) follows. 
We next show that also 7 (of which PTp(I) is a subset by definition) is such 
that 7 C GUSp(M). To this end, let Y = I - PTp(I). Thus, for each L E Y, 
each rule r E ground(P) with head L is such that either: (1) B(r) is not true in 
I, or (2) r is overruled in I (as L ¢ PTp(I)). If r is overruled (case 2), then it is 
so in M, as I C M. If B(r) is not true in I (case 1), then either B(r) A -~.I ~ ~, 
and thus B(r) A ~.M ~ 0 (as I C M), or B(r) A 7.1 = 0, and thus B(r) A7 ~ ~. 
In such a case, there exists L' E B(r) such that either L' E PT~,(I) (recall that 
PTp(I) C_ I), and thus L' E GUSp(M) (as PTp(I) C_ GUSp(M)), or L' E Y. 
We can immediately recognize that GUSp(M) U Y is an unfounded set w.r.t. M, 
and then, since GUSp(M) is the greatest unfounded set, Y C GUSp(M) follows. 
Hence, since Y = 7 -  PT~(I) and PTp(I) C_ GUSv(M), -[ c_ GU~S,(M). But then, 
by Theorem 5.1, the condition 7 A M = ~ holds and, since M - I C I,  we conclude 
that M = I (a contradiction). [] 
Theorem 6.3. Let M be a stable model for an (9£ program P. Then M = V'°~c,, 
for some successful computation Cp. 
PROOF. Let us inductively define the following sequence of families of sets of 
ground literals: 12 0 = {0}, 12 i = {J [ J E V~(K) and K E ~)i-1}. Note that, for 
each natural i, ])i consists of all V, ~ such that Cp is a deterministic computation C~, 
in 5rp. Therefore, there exists an upper bound to the so-defined sequence, denoted 
by l: °°, consisting of all V2°cp such that Cp E ~'p. We now show by induction that, 
for each i, there exists J E Y' such that J C M. Therefore, there exists Cp E ~p 
such that V2 ° C M. C~, - -  
Basis i = O. Trivial. 
Induction i > 0. Let K E ])i such that K C M. Obviously, K corresponds 
to either a simple node or a choice node in the SMS °L tree. In the former case, 
we have that Vp(K) (which is a subset of l) i+1) is equal to {W~(K) U K} (see 
Definition 6.3). It is easy to verify that J = Wp(K) U K is a subset of M, as 
K C_ M and M = Wp(M)UM (recall that Wp(K) C_ Wp(M) as Wp is monotonic). 
In the latter case, we have to consider two possibilities: K = M or K C M. If 
K = M, then W~,(K) UK  = K and PTp(K) = ~ (see Lemma 6.1). Hence, by 
Definition 6.3, V~,(K) = {K} and, therefore, K E ]2 i+1 (thus, the inductive step 
is proven as K _C M). Otherwise (i.e., K c M), by Lemma 6.2, there exists an 
element L of PTp(K) such that L belongs to M. Hence, since Vp(K) = {KU{A} [ 
A E PTp(K)}, there exists J E 1 :~+1 such that J = K U {L}. Clearly, J C_ M; 
thus, the induction is proven. 
Thus, we have shown that there exists a deterministic computation Cp E .7:~ 
such that V2~c. C_ M. By Lemma 6.1, PTp(V~) -- 0. Therefore, by virtue of 
Lemma 6.2, VP°c, cannot be a proper subset of M. Hence, V. ~c. = M. On the other 
hand, by Corollary 5.1, -~.M C_ GUSp(M) (i.e., -7.V2°c, C_ GUSp(V~)). Hence, C~ 
is a successful computation (see Definition 6.5). [] 
Thus, Theorems 6.2 and 6.3 provide the grounds for the computation ofthe stable 
model Semantics of ordered logic programs. Indeed, they ensure the soundness and 
the completeness, respectively, for our computation strategy (described in the next 
section). 
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However, to effectively perform a successful computation, it remains to specify 
how to compute the greatest unfounded set, so far only declaratively defined. Fol- 
lowing [34, 36], we next provide a method which is based on a constructive definition 
of its complement. 
Definition 6.6; Let I be an interpretation for an (9£ program 7 ), and let X be a 
set of ground literals. We define 
F I :  2 Bp --* 2 B~ 
FI(X) = {L [ 3 r 6 ground(P) s.t. g ( r )  = L A S( r )  C_ X A S(r )  N -~.I = @ A 
r is neither overruled nor defeated in I.} 
Proposition 6.3. Let I be an interpretation for an 0[~ program 7 ~. Then 
1. the FI operator admits the least fixpoint F~(0) in (2 Bp, C); 
z. cuSp(z )  = B~ - Uo(0). 
PROOF. Claim 1. We prove that F1 is a monotonic operator in the finite com- 
plete lattice (2 B~', c_); then, the existence of the least fixpoint F~ ° (0) of FI follows 
from [66]. 
Let X, Y 6 2 B~ such that X _C Y. We show that any element in F~(X) is also 
in FI(Y). If L 6 FI(X), then, from Definition 4.5, there exists a rule r 6 ground(P) 
with head L, such that: (i) B(r) C_ X,  (ii) B(r) A -~.I = 0, and (iii) r is neither 
overruled nor defeated in I. Since X c_ Y, (i) implies B(r) C_ Y. Therefore, L is in 
FI (Y), as both conditions (ii) and (iii) are also satisfied for Y in that they depend 
on I only (they are independent of the argument of FI). Hence, FI is monotonic, 
and there exists its least fixpoint that we denote by F~°(0). 
Claim 2. We have to prove that: (a) F~(0) does not contain any literal in 
GUSp (I), and (b) the set of the literals which are not in F~ (O) is an unfounded set. 
(a) F~°(0) n GUSP(I) = O. 
Consider the sequence K0 = 0, Kn = FI(K,~_I) obtained by iterating the Dr 
operator starting from the empty set. Clearly, this sequence is monotonic, and 
reaches a limit K °¢ which coincides with the least fixpoint of Ft. Therefore, to 
prove that F~(0) does not contain any literal in GUSp(I), it is sufficient o prove 
that each term K ,  of the sequence is disjoint from GUSp(I). We proceed by 
induction on the index n of the sequence. 
The proof is trivial if n = 0 (basis of the induction). Assuming now that Kn-1 
does not contain any literal in GUS~(I) (inductive hypothesis), we show also that 
Kn is disjoint from GUSp(I). Indeed, if L E Kn = F I (K,_ I ) ,  then, from Def- 
inition 4.5, there exists a rule r with head L such that: (i) B(r) C_ K , -1 ,  (ii) 
B(r) n -~.I = 0, and (iii) r is neither overruled nor defeated in I. Rule r contra- 
dicts all conditions of Definition 4.5. More precisely: (i) B(r) C_ Kn-1 contradicts 
condition 2 as, for the inductive hypothesis, K,~-I is disjoint from GUSp(I), (ii) 
B(r) n -~.I = @ contradicts condition 1, and (iii) r is neither overruled nor de- 
feated in I clearly contradicts conditions 3 and 4. Hence, no element L of K ,  is 
in CUSp(I). 
(b) the set A = (B;D - r~°(O)) is an unfounded set. 
Let L 6 A; then each rule with head L satisfies (at least) one of the unfounded- 
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ness conditions of Definition 4.5. Indeed, since L is not in F~(0), then, from Defini- 
tion 4.5, for each rule r with head L: (i) either B(r) is not a subset of F~(q}) (thus, 
condition 2 is satisfied, as B(r) contains an element in A), or (ii) B(r) N -~.I ~ 0 
(thus, condition 1 is satisfied), or (iii) r is either overruled or defeated in I (thus, 
conditions 3 and 4 are satisfied). [] 
Corollary 6.2. Let I be an interpretation for P. Then, Wp(I) = Tp(I)--~.F~(O). 
PROOF. By Definition 6.1 and Proposition 6.3, Wp(I) = Tp(I) O-~.(Bp - F~(0)) 
follows. Now, it can be easily recognized that --.(Bp -F~(O))  = -~.Bp - -~.F~(O), 
and since Bp = -~.Bp (as Bv is the set of all ground literals), it turns out that 
W~,(I) = Tp( I )N(Bp -~.F~(0) .  Now, from set theory, we have that Tp( I )N(Bp - 
-~.F~°(0)) is equal to (Tp(I) n B~,) - (Tp(I) N -~.F~(O)), and since Tp(I) C Bp, 
Wp(I)  = Tp(I) - (Tp(I) n -~.F~(0)) follows. Again, from set theory, we finally 
derive Wp(I) = Tp(I) - ~.F~(O). [] 
6.3. A Backtracking Algorithm for the SMS °c Computation 
In this subsection, we provide an algorithm for computing any of the three decision 
problems corresponding to the mentioned reasoning tasks arising in the context of 
(9/: stable models semantics. As we shall see, the results of the previous section 
supply the formal basis for such a computation. 
The algorithm shown in Figure 7 accomplishes the SMS °L computation for 
the input O£ program P. In particular, the first task (existentia 0 is performed 
by calling the procedure Exists_Stable (see Figure 8) which returns two output 
parameters: stable and M. If stable is true, then M is a (nondeterministically 
chosen) stable model of the 0£  program P, otherwise, there is no stable model for 
P. The other two tasks are carried out by the Boolean functions P-inferrable and 
C-inferrable (see Figure 8) which take as input a query (i.e., a ground literal) Q 
and return the value true if Q is P-inferrable or C-inferrable from P, respectively. 
Observe that OL-program and SetOfLiterals are data types representing sets of rules 
and of ground literals, respectively, while Literal is a data type storing a ground 
literal. 
The procedure Exists_Stable, as well as the two functions P-inferrable and C- 
inferrable of Figure 8, rely on the procedure Compute_Vp of Figure 9, which accom- 
plishes the basic task of computing one nondeterministically chosen stable model 
M of P (if any). To do this, the procedure Compute_Vp searchs for a success path 
IIc~ in the SMS °£ tree (i.e., it tries to perform a successful computation). In case 
of success, the procedure assigns the value true to the Boolean variable stable and 
returns M = V~. On the other hand, a possible search failure is indicated by the 
value false of the variable stable. Needless to say, the search strategy on the SMS °L 
tree adopted by the procedure is based on a backtracking technique, driven by the 
sets of possibly-true facts. 
To perform a successful computation, the procedure Compute_Vp repeatedly calls 
the function fixpoint_W~ (see Figure 10), passing the interpretation I as the input 
parameter. This function determines the sequence W ° = I, W ~ = W~(W ~-1) U 
W i- 1, for i > 0, where I = 0 the first time it is invoked (see Definition 6.3). Since 
this sequence is monotonically increasing and finitely bounded (recall that B~ is 
finite), it converges to a fixpoint I = Wp(I) U I in a finite number of steps. The 
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Algor i thm Cornpu~e_SMS °z" ; 
var T~: OL-program; Stable : Boolean; M, DM : SetO f Literals; 
Task : (existential,possibility, certainty); 
Query : Literal; S : stack; 
begin 
let S be initially empty; M := O; DM :~- 0; 
input (7 ~, Task); 
case Task of 
existential: Exists_Stable(Stable, M); 
if Stable 
then  output  ("A stable model for :P is", M) 
else output  (" No stable model for :P") 
possibility: input  (Query); 
i f  P-inferrable( Query) 
then  output  (Query, "is P-inferrable from •") 
else output  (Query, "is not P-inferrable from 7 ~'') 
certainty: input  (Query); 
if C-inferrable( Query )
then  output  (Query, "is C-inferrable from P")  
else output  (Query,"is not C-inferrable from 7 ~'') 
endcase 
end; 
FIGURE 7. Algorithm Compute_SMS oL. 
generic term W i-1 is computed, according to Corollary 6.2, by using the function 
fixpoint_F(I). Notice that fixpoint_Wp makes use of the function Tp which can 
be easily implemented by the relational algebra primitives (suitable techniques for 
improving efficiency can be found in [4, 68]). For the sake of presentation, we 
assume that Tp is built in. 
Suppose that a fixpoint I = Wv(I)UI has been reached (recall that I corresponds 
to a choice node in the SMS °£ tree). In case I is an interpretation (i.e., I n~. I  = 0), 
the set of possibly-true facts PTp(I) is tested to verify whether there is a choice to 
perform. If no such a choice exists, i.e., PTp(I) is empty, then a fixpoint I = V~ 
of Vp has been reached. Thus, according to Definition 6.5, a successful path has 
been found, provided that all literals which are false w.r.t. I are unfounded (i.e., 
~.I C_ GUS~(I), or, equivalently, ~.I N fixpoint_F(I) = 0; recall that fixpoint_F(I) = 
Bp - GUS~(I)), where Cp is the sequence of interpretations so far computed. 
Hence, by Theorem 6.2, I is a stable model for 7 ). Thus, the algorithm halts, as the 
exit condition of the repeat-until statement is verified (stable is true). Otherwise 
(i.e., PTp(I) ~ 0 and hence I ~ V~), a nondeterministic choice of an element 
AI of PTp(I) is performed (by using the nondeterministic function choice) and 
then added to the current interpretation I, according to Definition 6.3. Since I 
corresponds to a choice node in the SMS °£ tree, the pair (I, A1 t2 D1) is pushed 
onto the stack S, where D1 C PTp(I) is the set of the possibly-true facts already 
tried (for the interpretation I). Then, a new iteration is performed and another 
fixpoint of Wp(I)UI  is computed by function fixpoint_Wp (thus, a new choice node 
is reached in the SMS °L tree). 
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Procedure Exists_Stable(var Stable:Boolean; var M:SetOfLiterals); 
begin 
Computc_Vr (Stable, M ); 
end_procedure;  
Funct ion  P-inferrable(Q:Literal): Boolean; 
var Found : Boolean; AnotherChoice : Boolean; 
begin 
Found :--- false; 
repeat  
Compute_Vp (Stable, M); 
if Stable 
then  if Q e M 
then  Found := true 
else Backtrack( AnotherChoice, I  DI ); 
unti l  Found or -,Stable or -,AnotherChoice; 
P-inferrable:= Found; 
end_funct ion;  
Funct ion  C-inferrable(Q:Literal): Boolean; 
var Found : Boolean; AnotherChoice : Boolean; 
begin 
Found := false; 
repeat  
Comput e_ Vp (Stable, M ) ; 
i f  Stable 
then  if Q ~ M 
then  Found := true; 
else Backtrack( AnotherChoice, I DI ); 
unti l  Found or -,Stable or "~ AnotherChoice; 
C-inf errable: = -,Found; 
end_funct ion.  
F IGURE 8. Procedure Exists_Stable and functions P-inferrable and C- 
inferrable. 
In case the fixpoint I (computed by function fixpoint_Wp) is not an interpretation 
(i.e., I A -~.I ~ 0), it would be clearly useless to go further along the current path 
in the SMS °~ tree as, eventually, a failure would occur. Thus, the algorithm 
backtracks (using the procedure Backtrack of Figure 10) to the "closest" choice 
node J for which some possible choice still exists--that is, there is some element 
of PTp(J)  that has not yet been chosen (formally, FT , ( J )  - D j  ~ 0). If such a 
choice exists, then AnotherChoice is true, and then a new iteration is performed. 
Otherwise (i.e., no interpretation J is such that PTp(J)  - D j  ~ O; thus the entire 
SMS °L tree has been visited), AnotherChoice is false and the algorithm ends (thus, 
no stable model exists). 
The backtracking is implemented by using the stack S (see Figure 10) whose 
elements are pairs of the form (J, D j) where J C_ B~ is such that Wp(J)  U J -- J 
and Dj  is the set of the possibly-true facts which have already been chosen by 
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Procedure  Compute_V~,(var Stable : Boolean; var I : Interpretation); 
var AnotherChoice : Boolean; 
Procedure Backtrack(var AnotherChoice : Boolean; vat 1, Dt : SetO f Literals); (* fig. 10 *); 
Funct ion fixpoint._F( I : Interpr6ta~ion) : SetO f Literals; (* fig. 10 *); 
Funct ion fixpoint_W~(I : Interpretation) : SetO f Literals; (* fig. 10 *); 
begin (* procedure Compute_Vp *) 
Stable := false; AnotherChoic¢ := false; 
repeat 
I := fixpoint_Wp(I); 
if I n-~.I = O 
then stable := (PTp(I) = 0 A -,.I N fixpoint_F(1) = 0); 
Di := 0; AnotherChoice := (PTp(I) ~ O); 
else Backtrack( AnotherChoice, I, Dt ); 
if-~stable and AnotherChoice 
then Ai := choice( PTT~( I) - Di); 
Push(S, < I, At U DI >); 
I := IUAI ;  
until stable or -~ AnotherChoice 
endprocedure; 
F IGURE 9. Procedure Compute_VT~. 
the algorithm (in other terms, S stores the choice nodes of the SMS °L tree along 
with the outcoming paths that have already been tried). It is worth emphasizing 
again the crucial role played by possibly-true facts for restricting backtracking to 
a limited search space (the choice of a new literal for forcing the computation of a 
new fixpoint of Wp is limited to such facts instead of considering the entire Base 
of the O/: program). Notice that no backtracking is performed by the algorithm 
whenever V~ coincides with W~ (9) (thus, :P has a unique stable model). 
Finally, we note that the procedure Compute_Vp makes use of other built-in func- 
tions, namely, PTp, FI, and choice. Concerning the latter, well-known techniques 
can be used, such as those utilized in the LDL system [15]. As for the computation of
the PTp function, we just observe that it can be easily implemented by using the Tp 
operator. Indeed, for the current interpretation I, we use Tp to derive all the unde- 
fined literals that can be "drawn" from I and then discard those that have been de- 
rived by rules all overruled in I. A similar technique can be employed to compute FI. 
Proposition 6.4. The algorithm Compute_SMS °L of Figure 7 (correctly) performs 
the SMS °L computation for the input (gE program P in a finite time. 
PROOF. We have seen that the core of the algorithm is the procedure Compute_VT~ 
which nondeterministically computes a stable model (if any) of 7 ). It is immediate 
to recognize that this procedure computes V~,  for some deterministic computation 
Cp. Cp being a monotonic sequence and the base Bp finite, V~ is reached after a 
finite number of steps. We just need to note that the backtracking strategy allows 
us to perform every possible deterministic computation. 
The correctness of procedure Exists_Stable immediately stems from the correct- 
ness of Compute_VT~. 
To recognize the correctness of procedures P-inferrable and C-inferrable, we ob- 
serve that, by iteratively calling the Compute_Vp rocedure, all stable models for 
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Procedure  Backtrack(var AnotherChoice : Boolean; war I, DI : SetO f Literals); 
beg in  
AnotherChoice := false; 
whi le  S is not empty and -~AnotherChoice do 
Pop(S, < J, Dj  >) 
if PT ; ( J )  - D j  # O 
then  AnotherChoice := true; I = J; D: = D j; 
endwhi le  
endproeedure ;  
Funct ion  f ixpoint_F( l  : Interpretation) : SetOfLiterals; 
var K, J : SetOfLiterals;  
beg in  
K :=O;  
repeat  
J := K; 
K := r~(J); 
unti l  K = J; 
f ixpoint_F := K 
end funct ion  
Funct ion  f ixpoint_Wp( I : Interpretation) : SetO f Literals; 
var K, J : SetOfLiterals;  
begin  
repeat  
J : --- I ;  
g := J U Tp( J )  - -~.fixpoint_F(J); 
unti l  K = J; 
f ixpoint_Wp := K 
end funct ion  
F IGURE 10. Procedure Backtrack and functions fixpoint_Wp and fixpoint_F. 
7 ) are computed, as the backtracking mechanism simulates all possible choice func- 
tions. [] 
We refer the reader to Section 8 for a discussion on the computational complexity 
of the described algorithm. 
7. RELAT ION TO OTHER WORKS 
In this section, we investigate the relationships of SMS °£ to: (1) the stable model 
semantics for Datalog programs [22], and (2) the answer set semantics for extended 
logic programs [23]. The relationships to extended logic programs will be illustrated 
by examples, while the comparison to Datalog will be more formal, as the results 
proven in this section will be used in Section 8 to determine a lower bound to the 
data complexity of the three reasoning tasks arising in the stable model semantics 
of ordered logic programs. 
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7.1. Relation to Datalog 
In this section, we show that classical logic programming (without function symbols) 
under total-stable semantics [22] (simply "t-stable" hereafter) can be considered as 
a fragment of ordered logic programming. 
To prove the claim, we borrow from [30, 36] the representation f a Datalog 
program D (i.e., classical function-free logic program) [68] as a two-level ordered 
logic program Pv, called the ordered version olD. 7av consists of two components, 
namely, program and CWA, related by the relationship rogram < CWA. The 
definition of program is made of the rules in D, while the definition of CWA contains 
a rule of the form -~q(X1,..., Xn) for each predicate q appearing in D, where n 
is the arity of q and X1, . . . ,  X,~ are distinct variables (the above rule is called 
the closed world assumption for q). The intuition behind such a representation 
is the following: the higher object CWA corresponds to an explicit closed world 
declaration establishing that a fact is false unless explicitly contradicted. 
Example 7.1. The C9/: program 7)4 of Figure 4 is the ordered version of the Datalog 
program {a ~-- -~b, b ~- ~a}. 
Now, we have the following important result. 
Theorem 7.1. Let l) be a Datalog program and 7av be the ordered logic version of 
T). Given a model M for ~), M is a t-stable model for l) if and only if M is an 
Of, stable model for the program Pv. 
PROOF. It is easy to see that M is a model for :D if and only if M is a total model 
for the (.9£ program Pv. Moreover, from [69] (cf. Theorem 5.4), M is a t-stable 
model for T) iff M = Wz)(M), where Wv is the classical well-founded operator (cf. 
[69] Definition 3.3). 
On the other hand, due to the simple form of :Pz), by virtue of Proposition 6.1 and 
Theorem 6.1, a model M for Pv is an (9£ stable model for 7)z) iff M = W~v(M ).
Furthermore, from [36] (cf. Proposition 5.1), for each interpretation M, Wpv (M) -- 
Wv(M) holds. 3 
Therefore, we have: M t-stable model of/3 iff M = Wv(M) iff M = W~v(M) 
iff M (91: stable model for Pv. 
(A direct detailed proof of the theorem can be found in [10].) [] 
The above proposition provides solidity to our formulation of the 0£  stable 
model semantics, as it can be seen as an extension of the stable model seman- 
tics of Datalog. An interesting consequence of this result is that the algorithm 
Compute_SMS provides an effective way to compute the total stable semantics of 
Datalog programs (i.e., any of the three reasoning tasks mentioned in the previous 
section). To this end, given a Datalog program D, we just need to construct its 
ordered version 7)v and then apply to it the Compute_SMS °~ algorithm. Propo- 
sition 6.4 and Theorem 7.1 guarantee both the soundness and the completeness of 
the proposed approach. 
3Observe that, on the ordered logic version of Datalog programs, our W~v operator coincides 
with the analog operator defined in [36]. 
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Proposition 7.1. Let D be a Datalog program and 7~z) its ordered version. Then, 
the algorithm Compute_SMS °L, with input 7~, (correctly) computes the total 
stable semantics of D. 
PROOF. Immediate from Proposition 6.4 and Theorem 7.1. [] 
Clearly, a real use of the algorithm Compute_SMS °L for Datalog should take into 
account he particular (simple) form of 7~z~ which allows us to introduce several op- 
timizations. Anyway, it is interesting to evidentiate some analogies between our 
algorithm and the methods proposed in [58, 65] for the computation of the stable 
model semantics of Datalog programs. We preliminarily observe that in the SMS °L 
computation of the ordered version :Pz) of a Datalog program, no positive literal 
is "possibly-true" on the fixpoints of W~,v, since a positive literal derivable w.r.t. 
I necessarily belongs to Wpv(I ) (its complement is unfounded, being.overruled). 
Therefore, as the algorithm presented in [58], the Compute_SMS °L algorithm is 
based on a backtracking strategy, where negative literals are assumed to draw pos- 
itive conclusions. However, an important advantage of Compute_SMS °L over the 
backtracking fixpoint of [58] is that Compute_SMS °L first computes W~(0)  (which 
coincides with the well-founded model of D [36]), thus limiting the backtracking 
only to the literals which are undefined in the well-founded semantics. 
The branch and bound algorithm presented in [65] shares with Compute_SMS °L
the peculiarity of computing the well-founded model first, applying the branch 
and bound technique only to the atoms undefined in the well-founded semantics. 
However, unlike Compute_SMS °£, such an algorithm does not restrict he search to 
possibly-true literals making both positive and negative assumptions, thus dealing 
with a larger search space. On the other hand, this algorithm includes a number 
of fine optimizations which are not considered by Compute_SMS oL. 
7.2. Relation to Extended Logic Programs 
In [23], Gelfond and Lifschitz propose to include classical negation in logic programs 
in order to also deal with incomplete information. They define extended logic pro- 
grams as logic programs where two negation symbols may occur: not for negation 
as failure and -~ for classical negation. The semantics of an extended program is 
defined by a number of answer sets, which generalize the notion of stable model to 
this framework. 
It can be easily recognized that extended logic programs have a direct counter- 
part within the O/: formalism. Indeed, classical negation is directly featured by 
O/:, and negation as failure can be mimicked as shown in the preceding section. 
This correspondence an be formally proven: In [23], it is proven that every ex- 
tended logic program can be equivalently represented by a normal logic program 
under stable model semantics; it turns out that, by virtue of Theorem 7.1, every 
extended logic program can be represented in O£. Thus, we do not need to exhibit 
a direct translation from extended logic programs into O£: programs. Rather, we 
like to discuss the differences between the two languages w.r.t, the suitability of 
representing commonsense r asoning. 
Extended logic programming is a useful extension of traditional logic program- 
ming, since several facts of commonsense r asoning can be represented by logic 
programs more easily when classical negation is available (cf. [23, 5]). However, a 
limit of this extension is that it ducks the issue of resolving conflicts--these often 
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Animal ) -~ flies 
Bird ) flies ~ ~ Mammal 
-~ flies ~ flies 
FIGURE 11. The Of-. Knowledge Base ]~animal. 
occur when negated heads are allowed in logic programs. Indeed, in commonsense 
reasoning, it is often the case that support for a can be eliminated by (more reliable) 
support for ~a, thus resolving the conflict. 
Ordered logic overcomes this drawback, as the ordering between the components 
allows one to specify the more reliable rules in favor of which possible conflicts are 
to be resolved. 
We next show a few examples where the explicit resolution of conflicts do al- 
low O£ to represent real world situations more naturally than extended logic 
programming. 
Consider the following (part of the) classification of animals: birds and mammals 
are animals, penguins and albatross are birds, bats and elephants are mammals. 
The common knowledge about the "can fly" property on the above classes is: (a) 
most classes of animals do not fly, (b) birds usually fly, (c) mammals do not fly in 
general, (d) even if a penguin is a bird, a penguin cannot fly, (e) even if a bat is a 
mammal, a bat can fly. 
The above knowledge can be easily modeled in C0£ by the O£ knowledge base 
]~animal illustrated in Figure 11. Intuitively, the knowledge base is built as follows. 
To each class of animals is associated a component in ]Canimal. Following the 
classical scheme of default reasoning, we have specified the "can fly" property on 
the higher classes of the hierarchy; then, this property has been restated only on 
the subclasses which do not agree with the general rule. 
It is easy to see that ]~animal correctly models the above-described commo- 
nense knowledge. Indeed, the O£ program of each component (i.e., animal) in 
the hierarchy has a unique stable model where the "can fly" property is defined 
to be either true or false, according to the real situation. For instance, the pro- 
gram 7)penguin for penguin contains the following rules: sl: -~flies +- (inherited 
from the component AnimaO, s2: flies +-- (inherited from Birds), s3: ~flies +- 
(defined in its own component penguin). Ppenguin has a unique stable model 
Mpenguin = {-~flies} (note that the more specific rule s3 overrules 2). Similarly, 
program 7~bat = {-~flies *--, flies ~-} has a unique stable model Mbat = {flies}, as 
the rule flies ~-- defined on bat overrules the default rule -~flies ~-- inherited from An- 
imal. The unique stable models for elephant and albatross are  Malbatros -= {flies} 
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animo ( X ) bird(X) 
animal(X) *-- mammal(X)  
 rd( X) ,-- penguin(X) 
bird(X) ~ albatross(X) 
mammal(X)  ~ elephant(X) 
mammal(X)  ~ bat(X). 
r l  : 
r2 : 
--,flies(X) 4--- animal(X), not ab(rl, X)  
f l ies(X)  *--- bird(X), not ab(r2, X)  
f l ies(X)  , -  bat(X) 
ab(rl, X) ,-- bird(X) 
ab(rl, X) ,-- bat(X) 
ab(r2, X)  ~-- penguin(X) 
(a) : ISA  - hierarchy (b) : the "can fly" rules 
F IGURE 12. The extended logic program for the animal classification. 
and Melephant = {-~flies}, respectively. Thus, ]Canimal correctly models the "can 
fly" property of the animal hierarchy in a simple and natural fashion. 
To represent this situation by extended logic programs, we have to model the 
ISA hierarchy first. To this end, we specify the rules shown in Figure 12(a). Second, 
we have to define the animals able to fly. To this end, we cannot simply "reason 
by default" as in 0£,  since we cannot specify the different levels of reliability of 
the rules (which would allow us to solve conflicts). Thus, we have to include some 
additional predicates which allow us to avoid the derivation of conflicting literals. 
We obtain the rules in Figure 12(b). It is easily seen that the extended logic program 
in Figure 12 correctly models the real situation. 
A comparison of the two programs of Figures 11 and 12 should confirm our 
feeling about the capability of O£: to better provide (compared to extended logic 
programming) support for representation f defeasible reasoning. 
Before concluding, we briefly discuss an alternative semantics proposed for ex- 
tended logic programs by Kowalsky and Sadri in [29]. According to this semantics, 
conflicts are always solved in favor of negative literals which are considered excep- 
tions. This approach allows some form of default reasoning and overcomes ome 
drawbacks of extended logic programming highlighted above. Comparing this work 
with ordered logic, we note that OZ: permits us to easily represent multilevel excep- 
tions (i.e., exceptions to exceptions, etc.), while [29] can explicitly deal only with 
one level of exceptions (the representation f further levels of exceptions requires 
us to introduce additional predicates as for [23]). 
8. ON THE COMPUTATIONAL COMPLEXITY  OF SMS °L 
We conclude this paper by discussing the complexity of the proposed semantics. 
In particular, we first investigate the complexity of the main reasoning tasks (see 
Section 6.3), and then, in light of these results, we discuss the efficiency of the 
Compute_SMS algorithm. We assume the reader be familiar with the basic con- 
cepts of complexity theory. The reader is referred to [20, 48] for a thorough intro- 
duction to this field. 
To achieve this goal, we rely on the results of the previous section showing 
that classical logic programming under total-stable semantics [22] (simply t-stable 
hereafter) can be considered as a fragment of ordered logic programming, as there 
is a one-to-one correspondence b tween the t-stable models of a logic program D 
and the stable models of the (polynomially computable) OE version Pv of D. In 
38 F. BUCCAFURRI ET AL. 
this way, since we know that the three reasoning tasks for t-stable semantics are 
hard for the classes AlT), AlP, and coAlP, respectively [43, 44, 57, 61, 62], we obtain 
lower complexity bounds for our reasoning tasks. Then, we show that these lower 
bounds are tight, strengthening the complexity results to completeness results for 
the classes AlT), AlT), and coAlT), respectively. 
Observe that, by virtue of Theorem 7.1, the existence of t-stable model, skeptical 
reasoning, and credulous reasoning for classical logic programming are polynomially 
transformable to the corresponding reasoning tasks for ordered logic programming. 
By using this result, we shall next exactly determine the complexity of the three 
reasoning tasks for ordered logic programming. 
Before supplying the complexity results, it is worth pointing out that, as usual 
in the deductive database framework, we shall study data complexity [13, 57, 62, 
70]. The (0£:) program is thought of as consisting of two parts, a database of facts 
(extensional database, EDB for short) and a set of rules for inferring additional 
information (intensional database, IDB for short). Thus, data complexity is defined 
as follows: for a fixed set of rules, measure the complexity as a function of the size 
of the EDB. 
We recall that, while measuring data complexity, since the set of rules is fixed, 
the arity of the predicates is upper bounded by a constant; thus, the size of an 
interpretation is polynomial in the size of the EDB (its size is bounded by IEDBI k, 
where the constant k is the maximum arity of the predicates, and IEDBI denotes 
the size of the extensional database). 
Once we defined the criterion for measuring the computational complexity, we 
are ready to provide the complexity results. 
The first result, preliminary for the subsequent proofs, shows that, as for Datalog 
programs [22], the recognition of stable models can be done in polynomial time. 
Proposition 8.1. Deciding whether a subset M of B~, is a stable model for an 
ordered logic program 7 ) is polynomial. 
PROOF. To check that M is a stable model, according to Definitions 5.1 and 5.2, 
we have to: (1) control that M is an interpretation (i.e., it is consistent), (2) 
build the reduction pM of 7) w.r.t. M, (3) compute T~M (0), and (4) control that 
M = T~M (9). Since each of the four steps above is polynomial, 4 the check that M 
is a stable model of 7) can be done in polynomial time. [] 
Proposition 8.2. Deciding whether an ordered logic program has a stable model is 
AlP-complete. 
PROOF. Membership in Af7). In order to show that an ordered logic program P 
has a stable model, we may guess a subset M C B~ nondeterministically and check 
that it is stable. By Proposition 8.1, the check that M is a stable model of 7) can 
be done in polynomial time. Hence, the problem lies in AlP. 
Hardness for AlP. By virtue of Theorem 7.1, the problem of deciding whether 
a classical logic program has a stable model is polynomially transformable to the 
problem of deciding whether an ordered logic program has a stable model. The 
4Note that the sizes of both M and PM are polynomial in the size of the EDB. 
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former problem has been proven to be AlP-hard [8, 43, 57]. 5 Hence, the latter is 
AfT)-hard as well. [] 
Proposition 8.3 (Credulous reasoning). Deciding whether a query Q is true w.r.t. 
some stable model of an ordered logic program 7 ) is AfT)-complete. 
PROOF. Membership in ]~f7). To show that Q is true w.r.t, some stable model of 
an ordered logic program P, we may guess a subset M C Bp nondeterministically 
and check that it is stable and that Q E M. From Proposition 8.1, the check that 
M is a stable model is polynomial; further,the test Q c M is polynomial as well. 
Hence, the problem is in Alp. 
Hardness for Alp. Again by virtue of Theorem 7.1, credulous reasoning for 
classical ogic programming is polynomially transformable to credulous reasoning 
for ordered logic programming. Since the former problem is Alp-hard [44, 57], the 
latter is Alp-hard as well. [] 
Proposition 8.4 (Skeptical reasoning). Deciding whether a query Q is true w.r.t. 
all stable models of an ordered logic program 7 ) is co.hfT)-complete. 
PROOF. Membership in coAf7 ). Skeptical reasoning for Of. is the complementary 
of the problem pl: Does there exist a stable model M of P such that Q ¢ M ? 
By following the same schema adopted to prove membership in AlP for credulous 
reasoning (see Proposition 8.3), we can easily see that pl is in A/'7 ). The comple- 
mentary problem of skeptical reasoning thus lies in AlP; hence, skeptical reasoning 
is in coAfP. 
Hardness for coAfP. From Theorem 7.1, skeptical reasoning for classical ogic 
programming is polynomially transformable to skeptical reasoning for ordered logic 
programming. The former problem is coAf7)-hard [44, 61, 62], whereas the latter is 
coAfP-hard as well. [] 
Hence, each reasoning task in the stable model semantics of O/: has exactly the 
same data-complexity of the corresponding reasoning task in the total stable model 
semantics of Datalog programs. This result is not surprising, and confirms the 
intuition that the semantics we defined can be seen as an extension of the classical 
total stable model semantics to the class of ordered logic programs. 
We close the section with some remarks on the efficiency of the Compute_Vp 
algorithm. 
It is easy to see that, for a fixed IDB, the Compute_Vp algorithm runs in polyno- 
mial space in the size of the EDB, as the algorithm explores one path of the SMS °£ 
tree at a time and every path (i.e., every deterministic computation) has [Bp[ 2 as 
an upper bound (which is polynomial in [EDB[). 
Concerning temporal complexity, the algorithm runs in single exponential time 
in the size of the EDB as, in the worst case, all possible choices have to be performed 
and the entire SMS °£ tree is to be explored. However, observe that Compute_Vp 
implicitly solves the problem of determining the existence of a stable model which, 
SActually, some of the complexity results that we cite for classical stable model semantics have 
been proven for propositional logic programs; however, it is immediately recognized that they 
extend to the data complexity of Datalog programs. 
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according to Proposition 8.2, is AlP-hard. Thus, unless P = Af:P, exponential time 
is needed. 
Nevertheless, there is a meaningful class of O£: programs for which the SMS °£ 
computation is polynomial, namely, those for which V~ = W~ (0) (that, according 
to Corollary 6.1, have a unique stable model). Indeed, W~(0) is computed (in 
polynomial time) by a call to the fixpoint_Wr function (see Figure 9), then the 
algorithm successfully terminates as PTT~(W~°(O)) = 0. 
Stratified ordered logic programs, described in [34, 36], are in such a polyno- 
mial class. Intuitively, a stratified O£: program shows a two-level structure: the 
definition of a property belongs to a certain component, while the exceptions (i.e., 
contradicting rules) belong only to its subcomponents (i.e., components that are 
"lower" in the hierarchy). Thus, conflicts can be solved only in one way (i.e., in 
favor of exceptions); there is no choice to be made, and the O£: program admits 
a unique stable model 6. For instance, the O£: program Pto,~ (see Figure l(a)) is 
stratified, as the exceptions to the general property taxPayer, defined on person, 
belong only to unemployed which is a subcomponent of person. On the contrary, 
the (9/: program Pn~x (see Figure l(b)) is not stratified, as there is no relation- 
ship between quaker and republican that contains the contradicting rules pacifist 
and -,pacifist. Indeed, 7)tom has a unique stable model (see Example 5.2), while 
Pn~x admits two stable models (nevertheless, note that stratification is sufficient 
to ensure uniqueness of stable models, but it is not a necessary condition). Hence, 
on a stratified (9/: program P, the Compute_Vr algorithm allows us to determine 
both possibility and certainty inferences in polynomial time. Moreover, since the 
O£: version Pv of a stratified Datalog program D is a stratified logic program [34, 
36], the Compute_V~ algorithm also works in polynomial time for stratified Datalog 
programs [3]. Actually, the class of Datalog programs where our algorithm runs in 
polynomial time is larger than the class of stratified programs. Indeed, from the re- 
sults in [36], it is easily seen that, in the (9/: version of a Datalog program, our Wp 
operator coincides with the traditional Wp operator [69]. Thus, the Compute_V~, 
algorithm terminates in polynomial time on all the ((9£: versions of) Datalog pro- 
grams having a total well-founded model. For instance, the algorithm also runs in 
polynomial time also on locally stratified [51], weakly stratified [54], and modularly 
stratified [56] Datalog programs. 
Work partially supported by the EC-US project "DEUS EX MACHINA" and by a MURST grant 
(40~o share) under the project "Sistemi formali e strumenti per basi di dati evolute". 
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