Abstract-Deep convolutional neural networks (CNNs) have achieved remarkable results in image processing tasks. However, their high expression ability risks overfitting. Consequently, data augmentation techniques have been proposed to prevent overfitting while enriching datasets. Recent CNN architectures with more parameters are rendering traditional data augmentation techniques insufficient. In this study, we propose a new data augmentation technique called random image cropping and patching (RICAP) which randomly crops four images and patches them to create a new training image. Moreover, RICAP mixes the class labels of the four images, resulting in an advantage similar to label smoothing. We evaluated RICAP with current stateof-the-art CNNs (e.g., the shake-shake regularization model) by comparison with competitive data augmentation techniques such as cutout and mixup. RICAP achieves a new state-of-the-art test error of 2.19% on CIFAR-10. We also confirmed that deep CNNs with RICAP achieve better results on classification tasks using CIFAR-100 and ImageNet and an image-caption retrieval task using Microsoft COCO.
I. INTRODUCTION
Deep convolutional neural networks (CNNs) [1] have led to significant achievement in the fields of image classification and image processing owing to their numerous parameters and rich expression ability [2] , [3] . A recent study demonstrated that the performance of CNNs is logarithmically proportional to the number of training samples [4] . Conversely, without enough training samples, CNNs with numerous parameters have a risk of overfitting because they memorize detailed features of training images that cannot be generalized [2] , [5] . Since collecting numerous samples is prohibitively costly, data augmentation methods have been commonly used [6] , [7] . Data augmentation increases the variety of images by manipulating them in several ways such as flipping, resizing, and random cropping [8] - [11] . Color jitter changes the brightness, contrast, and saturation, and color translating alternates intensities of RGB channels using principal component analysis (PCA) [12] . Dropout [13] is a common data augmentation technique that injects noise into an image by dropping pixels. Unlike conventional data augmentation techniques, dropout can disturb and mask the features of original images. Many recent studies have proposed new CNN architectures that have many more parameters [14] - [18] , and the above traditional data augmentation techniques have become insufficient. Fig. 1 . Conceptual explanation of the proposed random image cropping and patching (RICAP) data augmentation. Four training images are randomly cropped as denoted by the red shaded areas, and patched to construct a new training image (at center). The size of the final image is identical to that of the original one (e.g., 32 × 32 for the CIFAR dataset [8] ). These images are collected from the training set of the ImageNet dataset [23] .
Therefore, nowadays, new data augmentation techniques have attracted increasing attention [19] - [21] . Cutout [19] randomly masks a square region in an image at every training step and thus changes the apparent features. Cutout is an extension of dropout that can achieve better performance. Random erasing [20] also masks a subregion in an image like cutout. Unlike cutout, it randomly determines whether to mask a region as well as the size and aspect ratio of the masked region. Mixup [21] alpha-blends two images to form a new image, regularizing the CNN to favor simple linear behavior in-between training images. In addition to an increase in the variety of images, mixup behaves like class label smoothing as it mixes the class labels of two images with the ratio λ : 1 − λ [22] . These new data augmentation techniques have been applied to modern deep CNNs and have broken records, demonstrating the importance of data augmentation.
In this study, as a further advancement in data augmentation, we propose a novel method called random image cropping and patching (RICAP). RICAP crops four training images and patches them to construct a new training image; it selects images and determines the cropping sizes randomly, where the size of the final image is identical to that of the original image. A conceptual explanation is shown in Fig. 1 . RICAP also mixes class labels of the four images with ratios proportional arXiv:1811.09030v1 [cs.CV] 22 Nov 2018 to the areas of the four images like label smoothing in mixup. Compared to mixup, RICAP has three clear distinctions: it mixes images spatially, it uses partial images by cropping, and it does not create features that are absent in the original dataset except for boundary patching.
We introduce the detailed algorithm of RICAP in Section III-A and explain its conceptual contributions in Section III-B. We apply RICAP to existing deep CNNs and evaluate them on the classification tasks using the CIFAR-10, CIFAR-100 [8] , and ImageNet [23] datasets in Sections IV-A, IV-B and IV-C. The experimental results demonstrate that RICAP outperforms existing data augmentation techniques, In particular, RICAP achieves a new state-of-the-art performance on CIFAR-10 classification task. Furthermore, we visualize the region where the model focuses attention using class activation mapping [24] in Section IV-D, demonstrating that RICAP makes CNNs focus attention on various objects and features in an image, in other words, RICAP prevents CNNs from overfitting to specific features. In addition, we confirm that RICAP works well fpr an image-caption retrieval task using Microsoft COCO dataset [25] in Section IV-E. We describe the ablation study performed in Section IV-F and make further comparison of RICAP with mixup in Section IV-G.
Limited preliminary results can be found in a recent conference proceeding [26] .
II. RELATED WORKS RICAP is a novel data augmentation technique and can be applied to deep CNNs in the same manner as conventional techniques. In addition, RICAP is related to the class label smoothing technique. In this section, we explain related works on data augmentation and label smoothing.
A. Data Augmentation
Data augmentation increases the variety of training samples and prevents overfitting [6] , [7] . A deep CNN, AlexNet [12] , used random cropping and horizontal flipping for evaluation on the CIFAR dataset [8] . Random cropping prevents a CNN from overfitting to specific features by changing the apparent features in an image. Horizontal flipping doubles the variation in an image with specific orientations, such as a side-view of an airplane. AlexNet also performed principal component analysis (PCA) on a set of RGB values to alter the intensities of the RGB channels for evaluation on the ImageNet dataset [23] . They added multiples of the found principal components to each image. This type of color translation is useful for colorful objects, such as flowers. Facebook AI Research employed another method of color translation called color jitter for the reimplementation of ResNet [11] available at https://github.com/facebook/fb.resnet.torch. Color jitter randomly changes the brightness, contrast, and saturation of an image instead of the RGB channels. These traditional data augmentation techniques play an important role in training deep CNNs. However, the number of parameters is evergrowing and the risk of overfitting is also ever-increasing as many studies propose new network architectures [14] - [18] following ResNet [11] . Therefore, data augmentation techniques have attracted further attention.
Dropout [13] is a data augmentation technique that disturbs and masks the original information of given data by dropping pixels. Pixel dropping functions as injection of noise into an image [27] . It makes the CNN robust to noisy images and contributes to generalization rather than enriching the dataset.
Cutout randomly masks a square region in an image at every training step [19] . It is an extension of dropout, where masking of regions behaves like injected noise and makes CNNs robust to noisy images. In addition, cutout can mask the entire main part of an object in an image, such as the face of a cat. In this case, CNNs need to learn other parts that are usually ignored, such as the tail of the cat. This prevents deep CNNs from overfitting to features of the main part of an object. A similar method, random erasing, has been proposed [20] . It also masks a certain area of an image but has clear differences; it randomly determines whether to mask a region as well as the size and aspect ratio of the masked region.
Mixup alpha-blends two images to construct a new training image [21] . Mixup can train deep CNNs on convex combinations of pairs of training samples and their labels, and enables deep CNNs to favor a simple linear behavior inbetween training samples. This behavior makes the prediction confidence transit linearly from one class to another class, thus providing smoother estimation and margin maximization. Alpha-blending not only increases the variety of training images but also works like adversarial perturbation [28] . Thereby, mixup makes deep CNNs robust to adversarial examples and stabilizes the training of generative adversarial networks. In addition, it behaves similar to class label smoothing by mixing class labels with the ratio λ : 1 − λ [22] . We explain label smoothing in detail below.
AutoAugment [29] is a framework exploring the best hyperparameters of existing data augmentations using reinforcement learning [30] . It achieved significant results on the CIFAR-10 classification and proved the importance of data augmentation for the learning of deep CNN.
B. Label Smoothing
In classification tasks, class labels are often expressed as probabilities of 0 and 1. Deep CNNs commonly employ the softmax function, which never predicts an exact probability of 0 and 1. Thus, deep CNNs continue to learn increasingly larger weight parameters and make an unjustly high confidence. Label smoothing sets the class probabilities to intermediate values, such as 0.9 and 0.8. It prevents the endless pursuit of hard 0 and 1 probabilities for the estimated classes and enables the weight parameters to converge to certain values without discouraging correct classification [22] . Mixup mixes class labels of the blended images with the ratio λ : 1 − λ and has a similar contribution to label smoothing [21] .
III. PROPOSED METHOD A. Random Image Cropping and Patching (RICAP)
In this study, we propose a novel data augmentation technique called random image cropping and patching (RICAP) for deep convolutional neural networks (CNNs). The conceptual explanation of RICAP is shown in Fig. 1 . It consists of three data manipulation steps. First, four images are randomly selected from the training set. Second, the images are cropped separately. Third, the cropped images are patched to create a new image. Despite this simple procedure, RICAP increases the variety of images drastically and prevents overfitting of deep CNNs having numerous parameters. The class labels of the four images are mixed with ratios proportional to the image areas. This label mixing works as label smoothing and prevents the endless pursuit of the hard 0 and 1 probabilities in deep CNNs using the softmax function. A more specific explanation of the implementation is shown in Fig. 2 . We randomly select four images k ∈ {1, 2, 3, 4} from the training set and patch them on the upper left, upper right, lower left, and lower right regions. I x and I y denote the width and height of the original training image, respectively. (w, h) is the boundary position which gives the size and position of each cropped image. We choose this boundary position (w, h) in every training step from beta distributions as below.
where β ∈ (0, ∞) is a hyperparameter and round(·) is the rounding function. Once we determine the boundary position (w, h), we automatically obtain the cropping sizes (w k , h k ) of the images k, i.e., w 1 = w 3 = w, w 2 = w 4 = I x − w, h 1 = h 2 = h, and h 3 = h 4 = I y − h. For cropping the four images k following the sizes (w k , h k ), we randomly determine the positions (x k , y k ) of the upper left corners of the cropped areas as
Finally, we define the target label c by mixing one-hot coded class labels c k of the four patched images with ratios W i proportional to their areas in the new constructed image;
where w k h k is the area of the cropped image k and I x I y is the area of the original image. The hyperparameter β determines the distribution of boundary position. If β is large, the boundary position (w, h) tends to be close to the center of a patched image and the target class probabilities c often have values close to 0.25. RICAP encounters a risk of excessive label smoothing, discouraging correct classification. If β is small, the boundary position (w, h) tends to be close to the four corners of the patched image and the target class probabilities c often have 0 or 1 probabilities. Especially, with β = 0, RICAP does not augment images but provides original images. With β = 1.0, the boundary position (w, h) is distributed uniformly over the patched images. For reproduction, we provide a Python code of RICAP in Algorithm 1 in Appendix.
B. Concept of RICAP
RICAP shares concepts with cutout, mixup, and label smoothing, and potentially overcomes their shortcomings.
Cutout masks a subregion of an image and RICAP crops a subregion of an image. Both change the apparent features of the image at every training step. However, masking in cutout simply reduces the amount of available features in each sample. Conversely, the proposed RICAP patches images, and hence the whole region of a patched image produces features contributing to the training.
Mixup employs an alpha-blend (i.e., blending of pixel intensity), while RICAP patches four cropped images, which can be regarded as a spatial blend. By alpha-blending two images, mixup generates pixel-level features that original images never produce, drastically increasing the variety of features that a CNN has to learn and potentially disturbing the training. Conversely, images patched by the RICAP method always produce pixel-level features that original images also produce except for boundary patching.
When the boundary position (w, h) is close to the four corners, a cropped area becomes small and occasionally depicts no object. RICAP does not check whether an object is in the cropped area. Even if an object is absent in the cropped area, a CNN learns other objects from the other cropped areas and enjoys the benefits of label smoothing.
IV. EXPERIMENTS AND RESULTS
To evaluate the performance of RICAP, we apply it to deep CNNs and evaluate on the CIFAR-10, CIFAR-100, and ImageNet datasets in Sections IV-A, IV-B and IV-C. We visualize the regions in which the CNN focuses attention to understand the operation of RICAP in Section IV-D. In addition to classification, we evaluate RICAP on an imagecaption retrieval task in Section IV-E. Also, we perform an ablation study in Section IV-F and a further comparison of RICAP with mixup in Section IV-G.
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A. Classification of CIFAR-10 and CIFAR-100
In this section, we show the application of RICAP to an existing deep CNN and evaluate it on the classification tasks of the CIFAR-10 and CIFAR-100 datasets [8] . CIFAR-10 and CIFAR-100 consist of 32 × 32 RGB images of objects in natural scenes. 50, 000 images are used for training and 10, 000 for evaluation. Each image is manually assigned one of the 10 class labels in CIFAR-10 and one of the 100 in CIFAR-100. The number of images per class is thus reduced in CIFAR-100. Based on previous studies [31] - [33] , we normalized each channel of all images to zero mean and unit variance as preprocessing. We also employed 4-pixel padding on each side, 32 × 32 random cropping, and random flipping in the horizontal direction as conventional data augmentation techniques.
We used a residual network called WideResNet [15] . We used an architecture called WideResNet 28-10, which consists of 28 convolution layers with a widen factor of 10 and employs dropout with a drop probability of p = 0.3 in the intermediate layers. This architecture achieved the highest accuracy on the CIFAR datasets in the original study [15] .
The hyperparameters were set to be the same as those used in the original study. Batch normalization [34] and ReLU activation function [35] were used. The weight parameters were initialized following the He algorithm [36] . The weight parameters were updated using the momentum SGD algorithm with a momentum parameter of 0.9 and weight decay of 10
over 200 epochs with batches of 128 images. The learning rate was initialized to 0.1, and then, it was reduced to 0.02, 0.004 and 0.0008 at the 60th, 120th and 160th epochs, respectively.
We evaluated RICAP with WideResNet to explore the best value of the hyperparameter β. I x and I y were 32 for the CIFAR datasets. Figure 3 shows the results on CIFAR-10 and CIFAR-100. The baselines denote the results of the WideResNet without RICAP. For both CIFAR-10 and CIFAR-100, β = 0.3 resulted the best test error rates. With an excessively large β, we obtained worse results than the baseline, which suggests the negative influence of excessive label smoothing. With decreasing β, the performance converged to the baseline results. We also summarized the results of RICAP in Table I as well as the results of competitive methods: dropout [13] , cutout [19] , random erasing [20] , and mixup [21] . Com- petitive results denoted by † symbols were obtained from our experiments and the other results were cited from the original studies. In our experiments, each value following the ± symbol was the standard deviation over three runs. Recall that WideResNet usually employs dropout in intermediate layers.
As the dropout data augmentation, we added dropout to the input layer for comparison. The drop probability was set to p = 0.2 according to the original study [13] . For other competitive methods, we set the hyperparameters to values with which the CNNs achieved the best results in the original studies: cutout size 16 × 16 (CIFAR-10) and 8 × 8 (CIFAR-100) for cutout and α = 1.0 for mixup. RICAP clearly outperformed the competitive methods.
B. Classification of ImageNet
In this section, we evaluate RICAP on the classification task of the ImageNet dataset [23] . ImageNet consists of 1.28 million training images and 50,000 validation images. Each image is given one of 1,000 class labels. We normalized each channel of all images to zero mean and unit variance as preprocessing. We also employed random resizing, random 224 × 224 cropping, color jitter, lighting, and random flipping in the horizontal direction following previous studies [15] , [21] .
To evaluate RICAP, we applied it to the WideResNet 50-2-bottleneck architecture, consisting of 50 convolution layers using bottleneck residual blocks with a widen factor of 2 and dropout with a drop probability of p = 0.3 in intermediate layers [15] . This architecture achieved the highest accuracy on ImageNet in the original study [15] . The hyperparameters and other conditions were the same as those used in the baseline study. WideResNet 50-2-bottleneck was trained using the momentum SGD algorithm with a momentum parameter of 0.9 and weight decay of 10 −4 over 100 or 200 epochs with batches of 256 images. The learning rate was initialized to 0.1, and then, it was reduced to 0.01, 0.001 and 0.0001 at the 30th, 60th, and 90th-epoch, respectively, in the case of 100 epoch training. The learning rate was reduced at the 65th, 130th, and 190th-epoch, respectively, in the case of 200 epoch training. For our RICAP, we used the hyperparameter β = 0.3 according to the results of Section. IV-A. itive methods: cutout [19] and mixup [21] . Competitive results denoted by † symbols were obtained from our experiments and the other results are cited from the original studies. We used α = 0.2 for mixup according to the original study. Cutout did not attempt to apply cutout to the ImageNet dataset. It used a cutout size of 8 × 8 for the CIFAR-10, in which an image has a size of 32 × 32. Since a preprocessed image in the ImageNet dataset has a size of 224 × 224, we multiplied the cutout size by 7 (224/32) to apply cutout to the ImageNet dataset. RICAP clearly outperformed the baseline and competitive methods in the case of 100 epoch training, and was superior or competitive to the others in the case of 200 epoch training. Compared to RICAP, cutout and mixup require a longer training to get results better than the baseline. This is because, as mentioned in Section III-B, cutout reduces the amount of available features in each and mixup generates pixel-level features that original images never produce.
Mixup requires careful adjustment of the hyperparameter; the best hyperparameter value is α = 1.0 for the CIFAR datasets and α = 0.2 for the ImageNet dataset. An inappropriate hyperparameter reduces performance significantly [21] . On the other hand, RICAP with the hyperparameter β = 0.3 achieved significant results in both the CIFAR and ImageNet datasets. Futhermore, the bottom panels in Fig. 3 show the robustness of RICAP to the hyperparameter value.
C. Classification by Other Architectures
We also evaluated RICAP with DenseNet [16] , the pyramidal ResNet [17] , and the shake-shake regularization model [37] on the CIFAR-10 dataset [8] . For the DenseNet, we used the architecture DenseNetBC 190-40; as the name implies, it consists of 190 convolution layers using bottleneck residual blocks with a growing rate of 40. For the pyramidal ResNet, we used the architecture Pyramidal ResNet 272-200, which consists of 272 convolution layers using bottleneck residual blocks with a widening factor of 200. For the shake-shake regularization model, we used the architecture ShakeShake 26 2×96d; this is a ResNet with 26 convolution layers and 2×96d channels with shake-shake image regularization. These architectures achieved the best results in the original studies. We applied data normalization and data augmentation in the same way as Section. IV-A. The hyperparameters were the same as those in the original studies [16] , [17] , [37] . We summarized the results in Table III . We used the hyperparameter β = 0.3 according to the results of Section. IV-A. RICAP outperformed the competitive methods. In particular, the shake-shake regularization model with RICAP achieved a test error rate of 2.19%; this is a new record on the CIFAR-10 classification among the studies under the same conditions [16] , [17] , [19] - [21] , [37] 1 . These results also indicate that RICAP is applicable to various CNN architectures and the appropriate hyperparameter does not depend on the CNN architectures.
D. Visualization of Feature Learning by RICAP
One of the most serious overfitting of a CNN arises when classifying images according a limited set of features and ignoring others. For example, if a CNN classifies cat images according to features of the cats' face, it fails to classify an image that depicts a cats' back. Since RICAP collects and crops four images randomly, each image provides a different cropped region in every training step. This is expected to support the CNN in using a wider variety of features from the same image and to prevent the CNN from overfitting to features of a specific region.
To verify this hypothesis, we visualized the regions in which a CNN focuses much attention using the Class Activation Mapping (CAM) [24] . The CAM expects a CNN to have a global average pooling layer to obtain the spatial average of the feature map before the final output layer. The CAM calculates the regional importance by projecting back the output (typically, the correct label) to the feature map. Figure 4 shows the CAMs of the WideResNet 50-2-bottleneck with and without RICAP. This model was trained in the previous ImageNet experiments in Section IV-B. The top row shows the input images. The middle row denoted as the baseline shows the CAMs of WideResNet without RICAP. WideResNet focuses attention on limited regions of objects in the first to sixth columns: the shell of a turtle and the faces of animals. WideResNet focuses attention on objects in the foreground and ignores objects in the background in the seventh and tenth columns. The bottom row shows the CAMs of WideResNet with RICAP. WideResNet focuses attention on the whole bodies of animals in the first to sixth columns and objects in the foreground and background in the seventh to tenth columns. These results demonstrate that RICAP prevents the CNN from overfitting to specific features.
In addition, we visualized the CAMs of the WideResNet using the images that RICAP cropped and patched in Fig. 5 . The leftmost column shows the input images. The second to fifth columns show the CAMs obtained by projecting back the labels corresponding to the upper left, upper right, lower left, and lower right image patches, respectively. The CAMs demonstrated that WideResNet focuses attention on the object corresponding to each given label correctly, even though the depicted objects were extremely cropped. Moreover, we confirmed that WideResNet automatically learns to ignore the boundary patching caused by RICAP and potentially becomes robust to occlusion and cutting off.
E. Evaluation on Image-Caption Retrieval
Image-Caption Retrieval: In this section, we evaluate RICAP with a task other than classification, i.e., image-caption retrieval. For image-caption retrieval, the main goal is to retrieve the most relevant image for a given caption and to retrieve the most relevant caption for a given image. A dataset contains pairs of images i n and captions c n . An image i n is considered the most relevant to the paired caption c n and vice versa. A relevant pair (i n , c n ) is called positive, and an irrelevant pair (i n , c m ) (m = n) is called negative. The performance is often evaluated using recall at K (denoted as R@K) and M ed r.
A common approach for image-caption retrieval is called visual-semantic embeddings (VSE) [38] . Typically, a CNN encodes an image into a vector representation and a recurrent neural network (RNN) encodes a caption to another vector representation. The neural networks are jointly trained to build a similarity function that gives higher scores to positive pairs than negative pairs. VSE++ [39] employed a ResNet152 [11] as the image encoder and a GRU [38] as the caption encoder and achieved remarkable results. We used VSE++ as a baseline of our experiments.
First, we introduce the case without RICAP. An image i n is fed to the image encoder ResN et(·) and encoded to a baseline RICAP input images 
A caption c n is fed to the caption encoder GRU (·) and encoded to a representation v cn as
VSE++ S(·, ·) defines the similarity S n between the pair (i n , c n ) as
Refer to the original study [39] for a more detailed implementation. Application RICAP to VSE++: With RICAP, we propose a new training procedure for the image encoder. We randomly selected four images i m , i n , i o , and i p and created a new image i ricap as the cropping and patching procedure in Section. III. As a paired caption representation, we obtained the average of the relevant caption representations like the label smoothing. The specific procedure was as follows. We fed the paired captions c m , c n , c o , and c p individually to the caption encoder and encoded them into the representations v cm , v cn , v co , and v cp , respectively. Next, we averaged the caption representations v cm , v cn , v co , and v cp with ratios proportional to the areas of the cropped images and obtained the mixed vector v cricap as
where W k is the area ratio of the image k as in Eq. (1). Here, we used the vector representation v cricap as the one positively paired with the vector representation v iricap and obtained the similarity S ricap between this pair. In short, we used the following similarity to train the image encoder;
We treated the remaining vector representations v c k for k / ∈ {m, n, o, p} as negative pairs. Note that we used the ordinary similarity S n to train the caption encoder.
Experiments and Results:
We used the same experimental settings as in the original study of VSE++ [39] . We used the Microsoft COCO dataset [25] ; 113, 287 images for training model and 1, 000 images for validation. We summarized the score averaged over 5 folds of 1, 000 test images.
The ResNet was pre-trained using the ImageNet dataset, and the final layer was replaced with a new fully-connected layer. For the first 30 epochs, the layers in the ResNet except for the final layer were fixed. The GRU and the final layer of the ResNet were updated using the Adam optimizer [40] using a mini-batch size of 128 with the hyperparameter α = 0.0002 for the first 15 epochs and then α = 0.00002 for the other 15 epochs. Next, the whole model was fine-tuned for the additional 15 epochs with α = 0.00002. Table IV summarizes the results; RICAP improved the performance of VSE++. This result demonstrated that RICAP is directly applicable to image processing tasks other than classification.
F. Ablation Study
RICAP is composed of two manipulations: image mixing and label mixing. For image mixing, RICAP randomly selects, crops, and patches four images to construct a new training image. For label mixing, RICAP mixes class labels with ratios proportional to the areas of four images. In this section, we evaluated the contributions of these two manipulations using WideResNet 28-10 and the CIFAR-10 and CIFAR-100 datasets [8] as in Section. IV-A. Data normalization, data augmentation, and the hyperparameters were also the same as those used in Section. IV-A. We chose the hyperparameter β of RICAP from {0.1, 0.3, 1.0}. The results are summarized in Table. V.
First, we performed image mixing without label mixing. We used the class label of the patched image that had the largest area as the target class label, i.e., c = c k for k = arg max k ∈{1,2,3,4} W k instead of Eq. (1). Using only image mixing, WideResNet achieved much better results than the baseline but was not competitive in the case with label mixing.
Second, we performed label mixing without image mixing. In this case, we used the boundary position to calculate only the ratio of label mixing and we used the original image with the largest probability as the training sample. WideResNet achieved much worse results, demonstrating the harmful influence of extreme label smoothing.
We conclude that both image and label mixing jointly play an important role in RICAP.
G. Comparison with Mixup of four Images
RICAP patches four images spatially and mixes class labels using the areas of the patched images. One can find a similarity between RICAP and mixup; mixup alpha-blends two images and mixes their class labels using the alpha value. The main difference between these two methods is that between spatially patching and alpha-blending. Another difference is the number of mixed images: four for RICAP and two for mixup.
Here, as a simple extension of mixup, we evaluated mixup that mixes four images and call it 4-mixup. In this experiment, we used the WideResNet 28-10 and the CIFAR-10 and CIFAR-100 datasets [8] as in Section. IV-A. Data normalization, data augmentation, and hyperparameters were also the same as those used in Section. IV-A. The alpha values were chosen in the same way as RICAP with the hyperparameter β.
We summarized the results in Table V . While 4-mixup had better results than the baseline, it had worse results than both the original mixup and RICAP. Increasing the number of images cannot improve the performance of mixup. This suggests that RICAP owes its high performance not to the number of images or to the ability to utilize four images.
V. CONCLUSION
In this study, we proposed a novel data augmentation method called random image cropping and patching (RI-CAP) to improve the accuracy of the image classification. RICAP selects four training images randomly, crops them randomly, and patches them to construct a new training image. Experimental results demonstrated that RICAP improves the classification accuracy of various network architectures for various datasets by increasing the variety of training images and preventing overfitting. The visualization results demonstrated that RICAP prevents deep CNNs from overfitting to the most apparent features. The results on the image-caption retrieval task demonstrated that RICAP is applicable to image processing tasks other than classification.
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