We consider the effect of interactions on electrons confined to two dimensions at Landau level filling ν = 2, with the specific aim to determine the range of parameters where the fully polarized state is stable. We calculate the charge and the spin density collective modes in random phase approximation (RPA) including vertex corrections (also known as time dependent Hartree Fock), and treating the Landau level mixing accurately within the subspace of a single particle hole pair. It is found that the spin wave excitation mode of the fully polarized state has a roton minimum which deepens as a result of the interaction induced Landau level mixing, and the energy of the roton vanishes at a critical Zeeman energy signaling an instability of the fully polarized state at still lower Zeeman energies. The feasibility of the experimental observation of the roton minimum in the spin wave mode and its softening will be discussed. The spin and charge density collective modes of the unpolarized state are also considered, and a phase diagram for the ν = 2 state as a function of r S and the Zeeman energy is obtained.
I. INTRODUCTION
The interplay between the electron's spin degree of freedom and the inter-electron interaction has been of interest in the condensed matter physics, in particular in the jellium model where the neutralizing background is taken to be rigid and uniform. The relative strength of the interaction is conventionally measured through the parameter r S which is the interparticle distance measured in units of the Bohr radius a B ≡ ǫh 2 /me 2 , ǫ being the dielectric constant and m the band mass of electron. For electrons confined to two dimensions, which will be our focus in this paper, we have
where ρ is the two-dimensional density of electrons. The interaction strength is enhanced relative to the kinetic energy as the system becomes more dilute, i.e., as r S increases. It has been predicted that as r S is increased, the electron liquid eventually becomes spontaneously spin polarized to gain in the exchange energy, ultimately going into a Wigner Crystal at r S ≈ 37 [1] .
The two-dimensional electron systems, obtained experimentally at the interface of two semiconductors, constitute an almost ideal realization of the jellium model for several reasons. Samples with mobility in access of 10 million cm 2 /Vs are available [2] , minizing the effect of disorder. Furthermore, the density of electrons, which controls the strength of the interaction relative to the kinetic energy, can be varied by a factor of 20 [2, 3] . We will consider electrons in the presence of a magnetic field, specifically, at filling factor ν = 2, which is a particularly clean test case for the kind of physics in which we are interested. There are three relevant energy scales here:hω C =heB/mc is the cyclotron energy, V C = e 2 /ǫl 0 is the typical Coulomb energy, l 0 = hc/eB being the magnetic length, and E Z is the Zeeman splitting energy which is the Zeeman energy cost necessary for a single spin flip. (To an extent, the Zeeman and the cyclotron energies can be varied independently by application of the magnetic field at an angle; while the former depends on the total magnetic field, the latter is determined by the normal component only.) The ground state is known in two limits. Whenhω C dominates, the ground state is a spin singlet, with 0↑ and 0↓ Landau levels fully occupied. On the other hand, when E Z is the largest energy, the ground state is fully polarized; when the Coulomb interaction is not strong enough to cause substantial Landau level mixing (i.e., in the limit of E Z >>hω C >> V C ), the ground state has 0↑ and 1↑ Landau levels occupied. When the ground state is described in terms of filled Landau levels, we will denote it by (N↑: N↓), where N↑ and N↓ are the numbers of occupied Landau levels for up and down spin electrons. The possible filled Landau level states at ν = 2 are then (1 : 1) and (2 : 0), the unpolarized and the fully polarized states, respectively. Our interest will be in situations when V C becomes comparable to or greater than the cyclotron energy. This again corresponds to r S ≥ 1, where at ν = 2, r S can be seen to be given by
and is clearly a measure of the strength of the interaction relative to the cyclotron energy.
Here, Landau level mixing becomes crucial and may destabilize the above states. Our principal goal will be to determine the phase diagram of the fully polarized and the unpolarized states (2 : 0) and (1 : 1).
Our work has been motivated by the recent experiments of Eriksson et al. [3] where they investigate by inelastic light scattering both the spin and the charge density collective modes at ν = 2 for samples with r S as large as 6, corresponding to densities as low as ρ = 0.9 × 10 10 cm −2 . They find a qualitative change in the number and the character of collective modes at approximately r S ≈ 2. This was interpreted in a Landau Fermi liquid approach, where the magnetic field was treated as a perturbation on the zero field Fermi liquid. However, the Fermi liquid approach, which is suitable at small magnetic field, is not an obviously valid starting point for the problem at hand, and other approaches are desirable. A comparison between the ground state energies of the unpolarized and the fully polarized Hartree Fock state shows that a transition between them takes place at r S ≈ 2.1 for E Z = 0, as we will see in Sec.V. This raises the question: Is the ground state at large r S fully polarized? If true, this would indeed be an interesting example of an interaction driven ferromagnetism.
If it is indeed fully polarized, is the (2 : 0) state a reasonable starting point for its study?
Besides being fully polarized, (2 : 0) incorporates the effect of Landau level mixing, albeit in a very special manner, through promoting all electrons in 0↓ to 1↑.
A reliable treatment of Landau level mixing lies at the crux of the problem. We shall incorporate Landau level mixing in a perturbative time-dependent Hartree-Fock scheme,
i.e., by incorporating vertex corrections through ladder diagrams in the random phase approximation (RPA). The most crucial approximation in our calculations will be a restriction to the subspace of a single-particle hole pair; within this subspace, however, the Landau level mixing is treated accurately. Clearly, this approach is not quantitatively valid except at small r S , but we believe that it gives an insight into the physics even when r S is not small. For a better quantitative description at large r S , it would be important to deal with screening by more than one particle-hole pair, but that is outside the scope of the present paper.
As mentioned above, there certainly are parameters for which the fully polarized (2 : 0) state describes the actual ground state; in particular, it may occur even when r S is large provided that the Zeeman energy is sufficiently strong. Our approach here will be to take it as the starting point and investigate the regime of its stability by calculating the dispersion of the charge and the spin density collective modes. The collective modes have a simple interpretation when the Landau level mixing is negligible (V C /hω C → 0). The lowest charge density excitation mode corresponds to the excitation of one electron from 1↑ to 2↑ Landau level. The kinetic energy change of any collective mode is well defined when the Landau level mixing is weak, and will be used to label the various modes (this notation will be used even when the Landau level mixing is significant, by looking at the evolution of the modes from small to large r S ). The 1↑→2↑ mode will be referred to as the m = 1 mode.
For spin-density excitation, there are three modes of primary interest, corresponding to excitations 0↑→0↓, 1↑→1↓, and 1↑→0↓ which are depicted schematically in (a), (b), and (c) in Fig.1 respectively. The first two are m = 0 modes and the last one is m = −1 mode. These are of course coupled, and a diagonalization of the problem produces the usual spin-wave excitation mode, with the energy approaching the Zeeman splitting in the long wave length limit, in accordance with the Goldstone theorem, as well as two massive spindensity modes. Our principal result is that while the charge density collective mode shows no instability, the spin-density collective mode develops a deep roton minimum in the presence of substantial Landau level mixing and becomes soft in certain parameter regimes. (Indeed, as r S is increased, there will eventually also be an instability in the charge density channel, indicating the formation of a Wigner crystal, but we have not explored this question since our perturbation theory is not valid at very large r S .) Both the existence of the roton minimum and its softening as the Zeeman energy is reduced are experimentally testable predictions of our theory. The phase diagram thus obtained later is shown in Fig.2 . It is instructive to compare it with the phase diagram in the absence of interactions, which consists of the fully polarized state (2 : 0) for E Z >hω C and the unpolarized state (1 : 1) for E Z <hω C with a transition taking place at precisely E Z =hω C . At small r S , interactions make the (2 : 0) state more stable, indicated by the fact that it survives even for E Z <hω C . However, at large r S , E Z >hω C is required to stabilize the fully polarized state. It is noteworthy that at small E Z , the fully polarized state is found to be unstable at arbitrary r S . We also consider the collective modes of (1 : 1), expected to be valid at small E Z and r S . It becomes unstable as r S is increased, consistent with an earlier conclusion of MacDonald [9] .
What about the state at large r S but small Zeeman energy? As discovered in our study, here the ν = 2 state is not described by either of the two aforementioned Hartree Fock states. The finite wave vector spin-wave instability of the fully polarized state suggests that it is some kind of spin density wave state. It is not possible to be more definitive about it based on our present study. Of course, at extremely large r S , when V C is much larger than the cyclotron energy, our calculation is unreliable, but indicates that even if a fully polarized state occurs, as expected based on the zero field result, it will most likely not be described by the (2 : 0) Hartree Fock state.
There have been many theoretical studies of the collective excitations of integer quantum Hall effect (IQHE) states in the past, but, to our knowledge, the spin-density wave excitations of the fully polarized (2 : 0) state have not been considered previously. For other collective modes, our results reduce to the earlier results in appropriate limits. If possible transitions of the electron and hole between different Landau levels are ignored and if self-energy corrections are omitted, the problem of collective excitation is reduced to determining the binding energy of two oppositely charged particles strictly confined in their respective Landau levels [4] . In this case the wave function for the bound state is independent of interaction potential, and is uniquely determined by the wave vector k. The transition of the electron and hole or the recombination of the particle-hole pair has been considered in the random phase approximation(RPA) [5, 6] . Later the RPA was incorporated with the self-energy correction and the binding energy term by Kallin and Halperin [7] where a number of interesting collective excitations from the unpolarized and the partially polarized ground state were considered in the absence of Landau level mixing (valid when hω C >> V C ). The Landau level mixing was considered by MacDonald in Ref [9] , treating the mixing matrix elements between various modes as small parameters and applying a second order perturbation theory. Our calculation will be formulated in terms of diagrams, following Kallin and Halperin in Ref. [7] , and will be performed with a full treatment of the mixing matrix elements within the subspace of a single particle-hole pair at any given instant. The diagrammatic formulation of the problem is presented in detail in Sec.II below.
In Sec.III we describe the diagrammatic formalism used to compute dispersion curves of the collective excitation from the fully polarized ground state at ν = 2. We will concentrate on the spin density excitation which will be responsible for an instability of the IQHE state in the parameter regime under consideration. Similarly, Sec.IV is devoted to the collective excitations of the unpolarized ground state at ν = 2. Dispersion curves of the spin density excitation is computed for various values of r S and Zeeman splitting energy, E Z . The phase diagram as a function of r S and E Z is obtained in Sec.V by determining the critical E Z at which the energy of the spin density excitation vanishes. From the phase diagram we will learn that for large r S and small E Z neither the fully polarized nor the unpolarized state is stable against a spin-density wave state. The paper is concluded in Sec.VI, where we also discuss the implications of our study for the fractional quantum Hall effect (FQHE).
II. DIAGRAMMATIC FORMALISM OF COLLECTIVE EXCITATION
A. Algebra in the symmetric gauge
Even though the choice of gauge does not affect physical quantities, we find it convenient to use the symmetric gauge. We will start by establishing the basic algebra in the symmetric gauge closely following Ref. [8] .
The Hamiltonian for an electron moving in a two dimensional space under a perpendicular magnetic field is given by
where the kinetic momentum is written down as
When the magnetic field is uniform, we can use a convenient algebraic method analogous to the solution by the ladder operator of the one-dimensional harmonic oscillator. In order to construct the algebraic formalism we first note that the x and y components of the kinetic momentum are canonically conjugate coordinates:
From the commutation relationship between π x and π y we can define a ladder operator so that the ladder operator and its Hermitian conjugate satisfy the same commutation relation as those of the one-dimensional harmonic oscillator. That is,
where
The Hamiltonian can now be written in the form of a one-dimensional harmonic oscillator.
Therefore the eigenvalues arehω C (n + 1/2) where n is a non-negative integer which is known as the Landau level index. The eigenstates, however, cannot be fully determined by the Landau level index alone because the energy does not depend on the coordinates of the cyclotron orbit center, indicating a degeneracy of the Landau level. Let us define
which is convetionally known as the guiding-center operator. The x and y components of the guiding-center operator are canonically conjugate coordinates similar to those of the kinetic momentum.
[
Therefore we can define another ladder operator by
which satisfies
and
The fact that the ladder operator b commutes with the Hamiltonian shows that the degeneracy of the lowest Landau level is actually related to the positioning of the guiding-center coordinate. Since we identify two independent sets of ladder operators in a two-dimensional space, the full set of eigenstates can be generated by repeatedly applying raising operators on the ground state:
For a magnetic field pointing in the positive z direction, the vector potential in the symmetric gauge is given by
and the ladder operators may be written in terms of z(≡ x + iy) as follows.
with the Hamiltonian given by
Here and in the rest of the paper, we use the convention thath = c = e = l 0 = 1, as well as the Area= 1. In particular, this implies that the total number of flux quanta piercing the system, N φ = 1 2π
.
Up to this point we have concentrated on the single particle Hamiltonian. In order to compute concrete physical quantities with the interaction treated perturbatively, we will need to use certain matrix elements and their various properties, which we now list [8] .
• Plane Wave Matrix Elements
The matrix element of a plane wave exp(−i k · r) is given by
where, for n β > n α , L n β −nα nα is the associated Laguerre polynomial, defined as:
For n β < n α we define:
Eq.(21) can be evaluated first by rewriting k · r = (κz +κz)/2, expressing z andz in terms of the ladder operators, and moving all annihilation operators to the right using
• Matrix Products
One of the most important properties of the matrix g mm ′ (κ) is its product
This can be derived by using the definition in Eq. (22) and the completeness of the ladder operator eigenstates.
• Eigenfunctions in the Symmetric Gauge Similar to duality of the position-space and momentum-space in the one-dimensional harmonic oscillator, we have the orbital wave function closely related to the plane-wave matrix element.
To derive this, first note that where |0, 0 is given by
which is annihilated by both a and b. The eigenfunction for a general n and m is therefore given by
Now write e −zz/4 = e zz/4 e −zz/2 and use
Defining t = zz/2 = r 2 /2 one gets
which reduces to Eq. (26) with the standard definition of the associated Laguerre polynomial.
• Trace
The trace of g mm ′ (κ) is a constant because the charge density of a completely filled Landau level is a constant.
where A stands for the area of system and therefore N φ /A is 1/2π.
Using the definition of g mm ′ (κ), Eq. (22), and properties of the Laguerre polynomial we find the transpose and complex conjugate as follows.
• Transpose
• Complex Conjugateḡ
• Orthogonality
The final property we will use is the orthogonality between the plane-wave matrix elements which will be useful in computing the self-energy:
B. Response function
The response function is a very important quantity from which we can deduce many physical observables assuming linear response. In particular, the collective excitations correspond to the poles of the response function. In order to calculate the response function we use the zero temperature limit of the Matsubara formalism [12] , using the standard analytic continuation (iω → ω + iδ) in order to get the retarded response function. We will describe below in detail only the charge-density response function, since the spin-density response function can be obtained with a straightforward modification. The charge-density response function is related to the density-density correlation function as follows:
where the density operator,ρ( k, τ ), is given in the symmetric gauge bŷ
The actual computation of the density response function is performed in the perturbation theory. Assuming at any given time there is a single particle-hole pair in the system, we write the response function which is depicted by the Feynman diagram in Fig.3 .
where the vertex function Γ mαm β nαn β (k, iω) satisfies the following equation: 
and the Green function is given by
where n is the Landau level index of the electron or hole and µ 0 is the chemical potential which is halfway between the highest occupied Landau level and the lowest unoccupied Landau level. We note that the Green function is fully dressed, containing the self energy (Σ) correction, and is also independent of the m quantum number. In general the self energy Σ is a very complicated function of k and ω, but it turns out that in this system the self energy is real and depends on just the Landau level index but not k and ω. We will use this result below, postponing the explicit derivation to the next section.
Plugging the explicit form of Green function into Eq. (39) gives
and it is assumed that the self energy does not modify the Fermi level significantly but moves the position of the pole in the denominator of Eq.(41).
In order to solve the vertex equation, Eq.(38), we first eliminate the angular momentum index by defining a new vertex function Γ nαn β (k, iω):
Eq. (44) 
Similarly, the density response function can be written in terms of the new vertex func-
The third term on the right hand side of Eq.(45) contains a formal expression for the Coulomb-potential matrix elements between the wave function Φ κ nαn β ( r 1 , r 2 ) and r 2 ) which prove to be the eigenfunctions of the two-body Hamiltonian for oppositely charged particles confined in the Landau levels (n α , n β ) and (n α ′ , n β ′ ), respectively [7] . Therefore, following Kallin and Halperin, we will call it the binding energy. The second term in Eq.(45) has the physical interpretation of the exchange energy of particle-hole pair which is the only term in the usual RPA. For convenience let us define n αβ = n α − n β , and denote the binding energy and the exchange energy as V
Then Eq. (45) becomes
The Green function D nα,n β contains a factor θ(n 0 + 1/2 − n β ) − θ(n 0 + 1/2 − n α ) which vanishes for certain choices of (n α , n β ). However, these choices co not contribute to χ in Eq. (47). Therefore, restricting to only those values of (n α , n β ) for which D nα,n β is non-zero, we transform the equation into an associated set of linear equations:
(Note that here D 
can be viewed as a matrix element of M if we consider the set of indices (n α n β ) to be a collective index. Therefore we write Eq.(51) in the following form:
Inverting the matrix M amounts to solving the vertex equation. That is,
where M −1 is the inverse matrix of M. Finally, we obtain the density response function in terms of the matrix M.
Since the summation of the Landau level indices should be performed over all the possible states, the number of terms is actually infinite. However, it is possible to obtain an accurate estimate keeping a reasonably small number of terms.
C. Collective excitation
The collective excitations are the poles of the response function, which, from Eq.(56), correspond to energies for which the inverse of M becomes singular, that is to say, when
We carry out detailed computations of the binding energy, RPA energy and self energy in order to explicitly evaluate the dispersion curve of the collective excitation. We start with the binding energy.
• Binding energy (Ladder diagram contribution)
The explicit form of Φ 
Following Kallin and Halperin, the wave function Φ κ nα,n β ( r 1 , r 2 ) can be shown to be an eigenstate of the following Hamiltonian where the particles 1 and 2 are projected onto the Landau levels with indices n α and n β respectively.
where π 1 ( π 2 ) is the kinetic momentum for the particle 1 (2), v arb (r) is an arbitrary (attractive) potential andP nα,n β is the operator projecting the particles onto the Landau levels with indices n α and n β . One can prove that Φ κ nα,n β ( r 1 , r 2 ) is the eigenfunction ofĤ by computing the overlap between v arb (| r 1 − r 2 |) × Φ κ nα,n β ( r 1 , r 2 ) and any arbitrary basis state in the projected Hilbert space, for exampleφ nαmγ ( r 1 )φ n β m δ ( r 2 ). Then we note that it is proportional to the overlap between Φ κ nα,n β ( r 1 , r 2 ) andφ nαmγ ( r 1 )φ n β m δ ( r 2 ). Of course, the proportionality constant is the eigenvalue which is equal to the binding energy previously defined in Eq.(49) in the case of n α ′ = n α and n β ′ = n β . Now let us get the explicit formula for the binding energy.
where L m n is an associated Laguerre polynomial. By using the fact 2π 0 dθe i(x cos θ+nθ) = 2πi n J n (x) we perform the angle integrations to get the final formula:
where n αβ = n α − n β , n αβ ′ = n α ′ − n β ′ and J n is a Bessel function and θ k is the angle of k measured from the x-axis.
• Random phase approximation energy (Bubble diagram contribution)
The exchange energy from the RPA is rather straightforward to calculate since there is no integration involved. The explicit form is given by
Incidentally, a comparison between Eq.(61) and Eq.(62) reveals that U
have the same phase factor, e i(n αβ −n αβ ′ )θ k . Therefore the phase factor can be eliminated in a consistent way, which is expected because the system is uniform and isotropic.
• Self energy
The last diagram in the Fig.3 is the self-energy contribution to the "full" Green function.
As before, a single particle-hole pair is assumed, which is reflected in the Feynman diagram through the unscreened Coulomb line. The corresponding Dyson equation is solved in the conventional way:
In the above equation the explicit form of the single particle eigenstate, Eq.(26), and the plane-wave matrix product formula, Eq.(25), have been used. It is convenient for the computation of integrals to change the variables from r 1 and r 2 to the center of mass coordinate R and the relative coordinate r. In the form of a complex number R ↔ Z ≡ (z 1 + z 2 )/2 and
The angular momentum index m α is naturally eliminated after the integration over the center-of-mass coordinate by using Eq.(34). The plane-wave matrix product formula has also been used when we proceed from the third step to the fourth step. Using
(x) one can finally write down the self energy as follows:
D. Spin degree of freedom
In order to see what modifications need to be made in the above analysis to include the spin degree of freedom, it is instructive to recall the physical meaning of the three parts of the collective exciton energy. The binding energy due to the ladder diagram is the direct interaction between the excited electron and the hole. Therefore it will not be affected by the presence of the spin degree of freedom. On the other hand, the RPA energy is the exchange energy between the excited electron and the hole. So it will vanish if the excited electron has a different spin than the hole, as in the case of the spin density excitation. In other words the electron-hole pair with the same spin cannot recombine through the Coulomb potential. In the case of the charge density excitation, however, the RPA energy depends on the polarization of the ground state. We have computed the RPA energy in the previous section assuming that all the electrons have the same spin, which corresponds to the fully polarized state. If the ground state is unpolarized, the RPA energy will be twice as large as that of the fully polarized state simply because the particle-hole pair can be created and annihilated as either a spin-up or spin-down pair. Formally speaking, the vertex equation, Eq.(38), will have two identical RPA terms for a given set of indices. The self energy term is due to the exchange energy between a given electron and the rest of electrons in the system while there is no direct term because we assume a neutralizing positive charge background.
Since it is an exchange term, we have to include only the interaction between the electrons with the same spin. Therefore Eq.(67) is generalized to include the spin degree of freedom as follows: and n(σ) is the index of the highest Landau level occupied by the electron with spin σ.
Using this new self energy one can rewrite Eq.(41) as follows:
where the chemical potential µ(σ) was defined earlier, and the Zeeman coupling is included through the term σE z .
E. Solutions for the pole of the response function
Computing the dispersion curve of collective excitations for a general r S requires solving the equation for the pole of the response function, Eq.(57). In the limit r S → 0, when there is no Landau level mixing, the matrix has a block diagonal form since collective modes with different kinetic energies do not couple, and each block, which has a finite dimension, can be diagonalized separately to obtain the collective mode energies [7] . At non-zero values of r S , however, the full matrix must be diagonalized. Strictly speaking, the matrix M in Eq.(57) is of infinite dimension, but in practice, we work with a finite size matrix, keeping a sufficient number of Landau levels to ensure a convergence of the collective mode energy.
For the lowest energy collective modes, which are our primary concern, and for r S < 6, we find that it is adequate to work with M of dimension of up to 20.
We also find it useful to convert the Eq. (57) into an eigenvalue equation, the solution of which can be obtained using standard linear algebraic methods. In this formulation it is natural to define an effective Hamiltonian to be the matrix in the eigenvalue problem. The details of the procedure are discussed in the remainder of this section.
For convenience we write down Eq.(56) here after the analytic continuation.
For an arbitrary set of indices (n α , n β ) where n α is greater than n β , there is a reversed set (n β , n α ) whose kinetic energy cost is negative. The mode described by the reversed set of Landau level indices was called a negative-energy mode by MacDonald because of its negative kinetic energy cost. [9] . MacDonald considered mixing between positive and negative energy modes as well as between the positive energy modes in second-order perturbation theory in order to compute the collective excitations at general r S in the spin unpolarized ground state.
In the present work we directly solve the pole equation, Eq.(57), instead of approximating it to the second-order. In computing the lowest lying mode it is especially important to consider mixing with the negative-energy modes since the lowest positive-energy mode is energetically closest to the negative-energy modes.
In order to make our discussion concrete and transparent, let us explicitly write down the matrix elements in the case of the full spin polarization. If
and n β ′ < µ 0 , Eq.(52) is written, after the analytic continuation, as follows:
If the order of the indices is reversed, we get
Therefore the matrix M defined in Eq.(53) and its counterpart with reversed indices are
where we set θ k = 0 without loss of generality and therefore V
The sign in front of the second term in Eq.(75) can be interpreted so that the negativeenergy mode has the angle of wave vector equal to π: for the negative-energy mode θ k = π in the phase factor of V In any case we realize that the pole equation, Eq.(57), is not an eigenvalue equation
as it stands because of the sign change in ω for the negative-energy mode. But it can be transformed to an eigenvalue equation as follows. Let us denote M in terms of sub-matrices. 
Now one can define an effective Hamiltonian matrix H(k) usingM (k, ω).
Therefore Eq.(77) amounts to the eigenvalue equation of the effective Hamiltonian matrix H, which, however, is not a Hermitian matrix because of the sign change.
Solving the eigenvalue equation of a non-Hermitian matrix is complicated by the fact that the eigenvalues of a non-Hermitian matrix can be highly sensitive to small changes in the matrix elements [13] . The sensitivity of eigenvalues to rounding errors during the execution of some algorithms can be reduced by the procedure of balancing. The idea of balancing is to use similarity transformations to make corresponding rows and columns of a matrix have comparable norms, thus reducing the overall norm of the matrix while leaving the eigenvalues unchanged. Then the general strategy for finding the eigenvalues of a matrix is to reduce the matrix to a simpler form, and perform an iterative procedure on the simplified matrix. The simpler structure we use is called the Hessenberg form. An upper Hessenberg matrix has zeros everywhere below the diagonal except for the first subdiagonal row. Then one can find the eigenvalues by applying the QR algorithm repeatedly to the Hessenberg form until convergence is reached.
Finally, we mention that even though the above formalism has been developed for a general situation, we will concentrate on the physics at ν = 2 in the following sections taking the Coulomb potential as the interaction. When the finite thickness effect of the 2D system is of interest, one can replace the Coulomb potential by an effective potential such as the Stern-Howard potential [10, 11] .
III. COLLECTIVE EXCITATIONS OF THE FULLY POLARIZED IQHE STATE
AT ν = 2
Equipped with the explicit formulas for the binding energy, the RPA energy and the self energy, we compute the dispersion curves of the collective excitation from the fully polarized ground state. First we study the large B field limit, i.e. the small r S limit, where the (time-dependent) Hatree-Fock approximation is valid. In the small r S limit the effective Hamiltonian H defined in Eq. (79) is already block-diagonalized so that only the matrix elements within the Hilbert subspace of the same kinetic energy survive. The offdiagonal terms due to the interaction energy become negligible compared to the kinetic energy. Therefore the pole equation is simple to solve in this case. For an arbitrary value of r S the Hamiltonian is generally complicated and needs to be diagonalized over whole Hilbert space.
When we consider the small r S limit, the integrals we encounter in Eq.(61), Eq.(62) and Eq.(67) can be expressed in terms of f n (α, β) and g n (α), defined as follows:
where n is an integer. The explicit functional forms of f n (α, β) and g n (α) are categorized into ones with even n or with odd n:
(83) and I 0 is a modified Bessel function. Similarly,
A. Charge density excitations
Since the lowest mode in the energy spectrum is most relevant, we consider the mode where an electron is taken from the (n = 1) Landau level and promoted to the (n = 2)
Landau level without flipping the spin in order to obtain a charge density excitation. Since its kinetic energy ishω, we will call the mode the m = 1 mode. As discussed before, this mode is not mixed with other modes in the limit of small r S , i.e., the matrix M is already diagonal. For the lowest charge density excitation we have the following equation:
In the above equation we defined dimensionless matrix elements so that
Let us denote the solution of the pole equation as ∆(k) from now on. Then the dispersion curve of the lowest charge density excitation is given by
As explained earlier, Landau level mixing in the non-zero r S regime is included by diagonalizing the effective Hamiltonian defined in Eq.(79). Using the term m = 1 mode for the sake of convenience to indicate the lowest charge density excitation in the fully polarized state at a general r S , we plot their dispersion curves in Fig.4 which shows that the charge density excitation modes do not exhibit any sign of an instability in the parameter range of r S considered here. A non-trivial check of our calculations is to make sure that the collective excitations computed within our approximation satisfy the exact Kohn's theorem which states that the m = 1 mode energy must approach ω C as k → 0 [14] . Fig.4 shows that Kohn's theorem is satisfied not only for the pure mode but also the mode with Landau level mixing in general r S . Incidentally, the Zeeman coupling will not affect the dispersion curves because the spin is not flipped.
B. Spin density excitations
Following the convention used in the previous sections, we indicate the excitation modes in terms of m, the kinetic energy of the mode in units ofhω C in the limit of small r S . We shall see that, unlike the charge density excitation, the lowest lying spin excitation can be either m = −1 mode or the lower one of the two m = 0 modes, depending on the value of r S . The m = −1 mode describes the process whereby an electron in the n = 1 Landau level is demoted to the n = 0 Landau level with its spin reversed, whereas the m = 0 mode has an electron with its spin flipped in the same Landau level. In the latter case, there are two possible modes: spin density excitation within n = 1 Landau level or n = 0 Landau level. At small r S the m = −1 mode the lowest excitation while for large r S the lowest spin density excitation is a m = 0 mode. Also, without the Zeeman coupling, the spin reversed mode always causes an instability of the fully polarized (2:0) state. A determination of the Zeeman splitting energy E Z required to make the (2:0) state stable for general r S will be one of the main goals when we try to obtain the phase diagram of the spin polarization as a function of r S and E Z . The dispersion curves of the pure spin density excitation, however, can be computed in the limit of small r S without recourse to the actual value of E Z . We assume that it is large enough to stablize the excitation because the Zeeman energy is just a constant shift in this limit.
• m = −1 mode
As in the case of the charge density excitation, we first solve the pole equation in the small r S limit to get the pure mode without any Landau level mixing. With matrix elements
the solution is
The dispersion curve of this m = −1 mode is plotted in Fig.5 .
• m = 0 modes and the spin wave mode
Since there are two possible m = 0 modes, the pole equation becomes a matrix equation even in the small r S limit:
The matrix elements are given by
Since spontaneous symmetry breaking occurs in the fully polarized state, there must be a spin-wave Goldstone mode whose energy approaches the unshifted Zeeman splitting energy in the long wavelength limit. Similar to the case of the charge density excitation it is important to check if the spin density excitations computed within our approximation satisfy this exact theorem. When we take the k → 0 limit of Eq. (93) 
The solutions are
This confirms the existence of a Goldstone (spin-wave) mode. Furthermore it can be shown that the massless spin-wave mode exists with an arbitrary potential and Landau level mixing within our approximation. The dispersion curves of the two m = 0 modes are also plotted in Fig.5 along with that of m = −1 mode.
As before, the dispersion curves for general r S and E Z are obtained from diagonalization of the effective Hamiltonian. We take the dispersion curves at r S = 1.0 and 3.0 as examples and plot them in Fig.6 to illustrate the qualitative difference between the small and large r S regimes. We will sometimes use the term Goldstone mode in order to indicate spin-wave excitation mode for general r S since its energy approaches E Z as k goes to zero. We will also use the term m = −1 mode for the lowest excitation for small r S since it has the lowest energy in the limit of vanishing r S . The physical implications and the corresponding phase diagram will be discussed in more details in the later section.
IV. COLLECTIVE EXCITATIONS FROM THE UNPOLARIZED IQHE STATE
The collective excitations in the spin unpolarized state are computed in this section in complete analogy with the previous section. First, let us consider the small r S limit with zero E Z . The energy of the lowest charge density excitation is
And the energy of the lowest spin density exciation is
The dispersion curves of the above pure modes are plotted in Fig.7 . We can use Kohn's theorem to check if our approximation is reasonable. Fig.7 shows that the energy of charge density excitation approach ω C as k → 0. Since the charge density excitation does not show any instability, we will concentrate only on the spin density excitation to obtain the phase boundary which is the critical Zeeman splitting energy needed for the stable excitation. 
V. THE PHASE DIAGRAM
The phase diagram of the state at ν = 2 can be obtained at two levels of sophistication.
A. Phase diagram in Hartree Fock approximation
The simplest approximation is that of non-interacting electrons. In this case, the phase boundary is given simply by E Z =hω C , as shown in Fig.9 . As we shall see, this is sensible only in the limit of r S → 0; interactions modify the phase diagram substantially elsewhere.
In the simplest approximation, interaction can be incorporated by comparing the energies of the fully polarized and unpolarized ground states in the Hatree-Fock approximation, that is, by assuming that the ground state contains either 0↑ and 0↓ Landau levels fully occupied or 0↑ and 1↑. The contributions of the kinetic energy and the Zeeman coupling to the ground state energy are straightforward. The exchange interaction energy in the HartreeFock approximation can be evaluated in terms of the self-energy defined in the previous section. The self-energy Σ n(σ) n is the exchange interaction between an electron in the Landau level with index n and all the other electrons with the same spin. The exchange interaction energy per particle is then the sum of the self-energies for all electrons divided by two times the number of electrons where the factor of two prevents a double counting. That is to say,
Therefore the ground state energy per particle is
The average energy of the fully polarized ground state is
Similarly the average energy of the unpolarized ground state is
The phase boundary is given by the solution of the following equation:
Therefore the critical E Z /hω C as a function of r S is
shown in Fig.9 .
B. Phase diagram from collective mode instability
The phase diagram obtained by a comparison of the energies of the Hartree Fock states is not fully reliable for two reasons. First, it neglects Landau level mixing, which is crucial for the issue of interest here. Secondly, it does not allow for the possibility of other states in the phase diagram. Therefore, it is more appropriate to look for instabilities of the two states by asking when one of the collective modes becomes soft. Indeed, a first order phase transition may (and likely will) occur even before the collective mode energy approaches zero, but we believe that the phase diagram obtained by considering instabilities ought to be reliable qualitatively and even semi-quantitatively.
As noted previously, there is no instability in the charge density wave collective mode in the parameter range considered here. We have determined the onset of the spin density collective mode instability both in the fully polarized and the unpolarized states by varying r S and E Z , as shown in Fig.6 and Fig.8 . Fig.9 shows the phase diagram thus obtained. The following features are noteworthy.
(i) The nature of instability is different depending on whether r S is small or large. At small r S , where the interactions are negligible and the physics is dictated by the Zeeman energy, the lowest energy spin-density excitation is clearly the m = −1 mode. This continues to be the case for r S < ∼ 2; here the m = −1 spin-density mode is responsible for the instability of the (2:0) state, as shown in Fig.6 . However, for r S > ∼ 2, interactions are sufficiently strong that the spin-wave mode becomes the lowest energy mode and causes the instability. One way to understand why the m = 0 spin wave mode has lower energy at large r S than the m = −1 mode is because whereas the former has an energy equal to E Z in the long wave length limit no matter what r S , as guaranteed by the Goldstone theorem, the energy of the latter is determined by the interactions.
(ii) At small r S , the interactions make the fully polarized (2:0) state more stable as compared to the non-interacting problem, as evidenced by the fact that the transition out of it takes place at a Zeeman energy smaller thanhω C . This is precisely as expected from the exchange physics, as also captured by the Hartree-Fock phase diagram. (iv) For the unpolarized state, the lowest spin density excitation is the m = 1 mode at all r S , the long wavelength limit of the excitation energy of which is fixed to behω C − E Z independent of r S . Here also, the instability occurs through a roton, which becomes deeper as the r S is increased (and interactions become stronger). Since a spin flip is favored by exchange, the energy of the m = 1 mode decreases with increasing r S , consistent with the feature that the critical E Z in this case is monotonically decreasing as a function of r S , as is shown in Fig.2 .
(v) At small r S there is a small region in Fig.2 where the two phases coexist. This clearly is an artifact of various approximations involved in our calculation, and implies that the actual locations of the phase boundaries cannot be taken too seriously. As mentioned earlier, a first order transition is likely to occur before the roton energy vanishes.
(vi) At large r S and small E Z , the ground state is derived neither from (2:0) nor from (1:1). Since we find a finite wave vector instability in the spin density wave excitation, it is natural to expect that the state here has a spin-density wave state. Further work will be required to establish the nature of this state in more detail.
VI. CONCLUSION
The principal outcome of our calculations is the phase diagram in Fig.9 which shows the regions where the fully polarized and the unpolarized Hatree Fock states (2:0) and (1:1) are valid. We believe that it should be possible to investigate the roton minimum in the spin-wave excitation of the fully polarized state as well as its instability in inelastic light scattering experiments.
Another situation where similar physics may apply is in the case of composite fermions [15] at effective filling factor ν * = 2, which corresponds to the electron filling factor ν = 2/5.
It is easier in this case to see a transition between the fully polarized and the unpolarized states because the effective cyclotron energy for composite fermions is substantially small compared to the cyclotron energy of electrons, which makes it possible to obtain E Z comparable to or larger than the effective cyclotron energy in tilted field experiments. The critical Zeeman energy at the transition was calculated by Park and Jain by comparing the ground state energies [16] , in reasonable agreement with the experiments of Kukushkin, von Klitzing, and Eberl [18] . Park and Jain also estimated a mass for composite fermions, the "polarization mass" by equating the critical Zeeman energy to the effective cyclotron energy.
There is one subtlety though. In the case of composite fermions both the effective cyclotron energy and the effective interactions derive from the same underlying energy, namely the Coulomb interaction between the electrons, and therefore neither the interactions between composite fermions nor a mixing between composite fermion Landau levels can, in principle, be neglected in any realistic limit. These would provide a correction to the mass obtained in Ref. [16] . However, we note that the mass was reliable to no more than 20-30%, and the corrections may be negligible compared to that.
Interestingly, there is experimental evidence [17, 18] 
