The diabetes population is expected to at least double in the next 25 years, and the cost of treating the disease will nearly triple as hospitalizations associated with diabetes continue to rise. 1,2 Hyperglycemia in the hospital environment is associated with higher rates of complications, longer lengths of stay, and higher mortality rates. 3-10 Improved glucose management has been demonstrated to reduce length of stay and improve morbidity and mortality outcomes, although reports vary on the intensity with which inpatient glucose control should be maintained. [11] [12] [13] [14] [15] [16] In the current environment of increased reporting of quality outcomes, it remains critically important for health care systems to have the capacity to monitor glucose management and to set appropriate targets to minimize complications and costs. Health care systems across the nation face serious challenges when managing blood glucose levels in high-risk, hospitalized patients, and often this care is suboptimal. 17, 18 Although standardized, evidence-based protocols and team management models have the potential to improve care delivery and quality outcomes in glucose management, there nevertheless remain formidable barriers to the systemwide implementation of these approaches. Moreover, a standardized metric is needed to assess and 564992D STXXX10.1177/1932296814564992Journal of Diabetes Science and TechnologyKoziol et al research-article2014 Abstract Background: Hyperglycemia and glucose variability in the hospital environment are associated with higher rates of complications, longer lengths of stay, and mortality. Standardized metrics are needed to assess the efficacy and safety of glucose management interventions.
compare the efficacy and safety of these glucose management interventions.
The Society for Hospital Medicine provides guidelines for tracking glucose control in the hospital environment, but these have not been adopted consistently across health systems. 19, 20 The most commonly used metrics include a day-or stay-weighted mean of glucose values using point-of-care (POC) measurements. 21 These averages provide summaries of glucose control, but may fail to fully capture important aspects of individual patient experiences, such as hyper-or hypoglycemic events, and/or glucose variability. Indeed, glucose variability has been linked with mortality, and thus has been proposed as an important indicator of blood glucose management. 22 Nevertheless, as Eslami et al 22 point out, commonly used measures of variability (eg, standard deviation [SD] , mean amplitude of glycemic excursions [MAGE], glycemic lability index) also have limitations, due variously to underlying asymmetric distributions of blood glucose values, sampling frequency, or severity of illness.
Scripps, one of the largest health systems in San Diego County, manages 4 hospitals on 5 campuses and 2 integrated medical groups, and is affiliated with over 1500 primary care physicians and specialists. In partnership with the Scripps Whittier Diabetes Institute (SWDI), Scripps has invested significant resources to developing a systemwide glucose management program. 23, 24 In 2009, Scripps established a robust glucometric data reporting system that included the ability to determine rates of "well-managed days" (ie, days in which no more than 1 reading is outside the window of 70 to 180 mg/ dL) based on hospital POC glucose testing. Adding a measure of rate to identify frequent glucose excursions can provide added information on where to target intervention efforts to provide support mechanisms and fine-tune algorithms to more rapidly bring blood glucose values into well-managed ranges. The purpose of this article is to introduce a simple metric of glucose variability: glucose excursion rate. This metric is examined using data from a 2-year observational study of glucose management conducted at Scripps. For exploratory purposes, we also examine age, gender, ethnicity, and illness severity as predictors of glucose variability.
Methods

Participants and Setting
Glucometric data from Scripps Memorial Encinitas Hospital were collected from 2009 to 2011. Located in north-coastal San Diego, Scripps Memorial Encinitas has 158 beds, over 1260 employees, and 680 physicians and serves an average of 7000 unique admissions per year. The admission rate for ICD-9 codes of diabetes (250.xx) was 21% in 2010. Standard approaches to glucose management were in place during the data collection period, and no new interventions were introduced. Specifically, the target glucose range was 70 mg/dL to 180 mg/dL; excursions <70 mg/dL or >180 mg/dL triggered active intervention. Interventions included use of a standardized hypoglycemia protocol or changes to insulin regimen as directed by the attending physician to return glucose levels to the target range. All patients admitted between 2009 and 2011 and who underwent POC glucose testing over at least a 24-hour period were included in this study (N = 2024).
Data Collection
Patients' glucose levels were monitored an average of 4 times/ day in the hospital using Sure Step Hospital System, LifeScan Inc (Milipitas, CA). A Telcor interface transferred data to the Sunquest lab reporting system, and then data were sent to the electronic medical records (EMRs) to be extracted. The first 24 hours of glucose measurements were excluded from the analysis to reduce the influence of preadmission glucose control on excursion rate calculations. Predictor variables (ie, age, gender, ethnicity, severity of illness index), BMI, and primary reason for admission (both for descriptive purposes) were extracted from the Electronic Data Warehouse, which aggregates data from the EMR (GE Centricity).
Measures
Glucose Excursion Rate. Figure 1 depicts the time course of glucose levels of 2 prototypical patients monitored over the course of a 3-day hospitalization. The day-weighted mean of glucose values 21 can be conceptualized as an area under the curve (AUC) determination, as extensively used in pharmacology: in the absence of a parametric model of glucose measurements over time, the AUC may be calculated from the trapezoid rule, which intrinsically provides the appropriate weighting of the measurements over time. Judged solely by weighted mean glucose levels, patient B evinces glucose control (weighted mean = 148.1 mg/dL), whereas patient A does not (weighted mean = 170.8 mg/dL) (see Figure 1 ). Note, however, that patient B's glucose levels are widely variable, including 3 excursions > 180 mg/dL, and 1 < 70 mg/dL. If we rely on measures of variability, then the (unweighted) SD of patient A's glucose values is 2.84, with interquartile range (IQR) 169.2 to 173.0 mg/dL, compared to patient B's (unweighted) SD of 42.9, and IQR 124.8 to 161.8 mg/dL. This information about glucose variability is clinically relevant, but would not be captured with an exclusive reliance on mean levels. On the other hand, even these measures of spread will not necessarily reflect the frequency of excursions of glucose levels into hyper-or hypoglycemic ranges.
We therefore suggest counts of distinct excursions in glucose levels from the normal range to critical ranges (eg, >180 or <70 mg/dL) as a complementary measure of glucose control. Formally, an excursion is defined as a transition from the target zone to the hyper-or hypoglycemic range. Following an excursion, a subsequent reading in the hyperor hypoglycemic zone reflects a continuation of the same excursion-that is, if 2 consecutive measurements are >180 mg/dL (or both <70 mg/dL), this is considered 1 excursion. However, once values return to the target range (70-180 mg/ dL), a subsequent reading in the hyper-or hypoglycemic zone is considered a separate excursion. Note, comparing patients' counts of excursions can be misleading if patients are monitored for dramatically different lengths of time (as might occur if lengths of hospitalization are quite disparate across patients). Hence we also extract from Figure 1 another critical source of information-that is, length of time that the patient was monitored. Numbers of excursions and length of observation time lead naturally to the determination Table 1 . Severity of illness was quantified using the 4-level all patient-refined diagnosis-related groups (APR-DRGs). The APR-DRGs expand the basic DRG structure by adding 2 sets of subclasses to each base APR-DRG. Each subclass set consists of 4 subclasses: 1 addresses patient differences relating to severity of illness and the other addresses differences in risk of mortality. Severity of illness is defined as the extent of physiologic decompensation or organ system loss of function. Risk of mortality is defined as the likelihood of dying. Statistical techniques that accommodate categorical data are appropriate when incorporating the APR-DRG severity and risk of mortality subclasses as covariates in statistical analyses. The severity of illness is assigned by the APR-DRG grouper software once the necessary data have been entered by Health Information (see http://hcup-us.ahrq.gov/db/nation/ nis/grp031_aprdrg_meth_ovrview.pdf, accessed September 21, 2014).
Statistical Analyses
The comparison of glucose excursion rates can be effected by means of a straightforward statistical technique, Poisson regression. Poisson regression is similar to linear regression, except that the dependent variable is a count (here, number of excursions) rather than a continuous variable, and there is a quantity called an "offset" (in our setting, the natural logarithm of the length of observation time) that is incorporated into the regression scheme, so as to adjust the counts for differing lengths of observation. As with linear regression, Poisson regression easily incorporates both continuous variables (eg, age) and categorical variables (eg, ethnicity, gender, severity of illness) as predictors. Poisson regression is naturally invoked with count data as the dependent variable. Nevertheless, generalizations of Poisson regression exist, if counts exhibit "extra-Poisson variability." Such would exist, for example, if individual counts are Poisson-distributed, but the Poisson parameter varies across individuals according to a gamma distribution. The resulting counts have a negative binomial distribution, and, accordingly, negative binomial regression would be utilized for subsequent analyses assessing how counts vary with potential predictor variables.
In settings where there are an excess of zero counts, 2 further generalizations of regression with count outcomes are available, namely, zero-inflated Poisson regression and zero-inflated negative binomial inflation. For each fitted model, we determined log likelihoods and used the Akaike information criterion (AIC) 25 as a rigorous model selection criterion. Likelihoods [and log likelihoods] are numerically maximized during model fitting, whereas the AIC is a measure of information loss with a given model. Hence preferred models have larger likelihoods, or minimal AIC values. To aid further with model selection, we also calculated Vuong statistics 26 for assessing whether the zeroinflated models were significant improvements over their non-zero-inflated counterparts. All models were fitted in Stata version 12 (StataCorp, College Station, TX).
We fit 4 regression models to the individual patient excursion counts: Poisson regression, negative binomial regression, zero-inflated Poisson regression, and zero-inflated negative binomial regression. Our putative predictors (main effects) were gender, ethnicity, illness severity, and age, both for the counts and for the inflation variables in the cases of the zero-inflated models. We also incorporated an offset variable to accommodate variance in length of stay. Optimal model selection was determined by AIC measures as explained above, supplemented with Vuong statistics.
Results
Descriptives
Descriptive statistics for the 2024 patients included in this study are shown in Table 1 . Patients were predominantly male (51.2%), Caucasian (86.0%), and elderly (median age 72, range 19-100 years). Obesity was prevalent: about 32% of patients were overweight (BMI = 25.0-29.9), and 33% of patients were obese (BMI ≥ 30). Median length of hospitalization was 5.0 days (range, 0.8-139.4 days).
Glucose Excursion Rates
Across the 2024 patients, the unadjusted (crude) rate of excursions <70 mg/dL was 0.043/24 hours (430 excursions / 10 044.96 patient-days), and the unadjusted rates of excursions > 180 mg/dL was 0.456/24 hours (4583 excursions / 10 044.96 patient-days). Due to the relative paucity of excursions <70 mg/ dL, we will henceforth focus on excursions >180 mg/dL, and investigate suitable models for these excursions.
The crude rates obscure significant patient-to-patient variability in individual excursion rates. In Figure 2 we present a histogram of individual excursion rates for all 2024 patients. From this figure, it should be immediately apparent that there are an excess of zero rates in our cohort, the implication being that zero-inflated models are likely to be more appropriate than their non-zero-inflated counterparts.
Prediction Models
We present summary statistics from these 4 models in Table 2 . In general, models with larger log likelihoods (smaller negative log likelihoods) and smaller AICs are preferable. In addition, we calculated Vuong tests for comparing the Poisson model with the zero-inflated Poisson model (z = 5.78, P < .0001), and for comparing the negative binomial model with the zero-inflated negative binomial model (z = 4.12, P < .0001). From these statistics as well as Figure 2 , the zero-inflate negative binomial model best fit the clinical data; hence we chose to limit consideration to this model, and examined parameter estimation within this model more closely.
In the statistical appendix, we present details concerning our final zero-inflated negative binomial model: of the initial variables we had entered into consideration, we found that only severity of illness was a significant predictor of inflation (excess zeros), and both age and severity of illness were significant predictors of excursion rates. To illustrate the associations of age and severity of illness with excursions, we present histograms of excursion rates in Figures 3 and 4 , and summary statistics in Tables 3 and 4 . With regard to excess zeros, note the monotone trend in Table 3 : as severity of illness increases, the proportion of zero excursions decreases. In contrast, the proportion of zero excursions appears unrelated to age (Table 4 ). Excursion rates evince a different pattern: excursion rates do not increase with increasing severity of illness, but tend to be slightly smaller for major and extreme severity of illness compared to mild or moderate illness severity. Nor do excursion rates vary in a monotone fashion with age, although the general pattern is a reduction in excursion rates from the first age quartile (19 to 59) through the last age quartile (83 to 100).
Discussion
Despite an increased awareness of the importance of effective inpatient diabetes management, little is known about glucose control in hospitals. Furthermore, many hospitals across the nation have developed glucose management protocols, yet are unable to determine their effectiveness. This article examined "glucose excursion rate" as a metric of glucose variability that might be used systematically and in a complementary fashion with day-weighted glucose means across patients and health systems to evaluate interventions established to improve glucose management. In contrast to a day-or stay-weighted mean, an excursion indicates an event that may trigger an intervention (see Figure 1 ). Some literature has indicated that acute fluctuations of glucose around a mean value activates the oxidative stress cascade and may contribute to longer-term deleterious effects. [27] [28] [29] [30] [31] [32] [33] Excursion rates also offer advantages over existing variability indices (eg, MAGE, IQR, SD, glycemic lability), in that the latter do not capture the frequency of unique excursions into hyper-or hypoglycemic ranges. Previous research also indicates that current glucose variability indicators are sensitive to the asymmetric distribution of blood glucose values and sampling frequency, and/or may merely reflect illness severity. 22 Thus, utilizing a metric that better captures glucose variability may allow more consistent analysis of patient outcomes across hospitals and health systems.
Findings suggested that zero-inflated negative binomial models are appropriate for regression analyses of glucose excursion rates. An immediate implication of this model is that there is a subset of patients who are not at risk for excursions during hospitalization; the other patients evince heterogeneity in excursion rates, overdispersed relative to a Poisson distribution of excursions. Exploratory analyses of these models indicated that severity of illness was a significant predictor of inflation ("zero excursion"); as expected, patients with higher severity of illness were more likely to exhibit 1 or more excursion(s) than those with relatively lower illness severity. However, the story is less clear among the subset of patients with 1 or more excursion(s). Contrary to predictions, in this group, the rate of excursions decreased with increasing age and increasing illness severity. Associations of sex and ethnicity with excursion rate were not statistically significant. Although the direction of these findings complicates interpretation, it is possible that patients admitted with type 1 diabetes and diabetic ketoacidosis were younger and exhibited higher excursion rates. Another potential explanation is that, on average, as age increases diabetes becomes easier to manage. For illness severity, it is possible that the more severe patients will be monitored more closely in the hospital, thus leading to lower excursion rates. Nonetheless, further research is needed to better understand these unexpected findings. Several limitations should be considered in the interpretation of these findings. First, due to the observational nature of this study, blood glucose monitoring was not necessarily comprehensive, and we may have missed individual patient excursions. Future studies should consider more systematic daily monitoring schemes, for example through the use of continuous glucose monitors. Next, this analysis was based on 1 hospital sample and examined a single metric of glucose variability. Moving forward, research should examine the utility of the glucose excursion rate metric in other (diverse) health care systems for crossvalidation purposes. Studies that investigate the additive value of glucose excursion rates over and above the information conveyed by patient-day-weighted means, and/or compare the proposed glucose excursion rate metric against other measures of glucose variability would also represent valuable additions to the literature. Additional predictors of glucose variability (eg, diabetes diagnosis) also warrant consideration as well as evaluating the hospital and longerterm outcomes related to the glucose excursion rates.
Identifying an association between glucose excursion rates and clinical outcomes was beyond the scope of this article but should be included in subsequent studies. Moreover, investigating these research questions across multiple inpatient sites and validating this metric separately in type 1 and type 2 diabetes would add value to the findings.
Conclusions
The overwhelming majority of hospitalizations for patients with diabetes occur for treatment of comorbid conditions, and frequently, abnormal glucose trends are missed or masked during the hospitalization. Patients with newly recognized hyperglycemia, poorly controlled glucose levels, and/or or high glucose variability have a higher rate of mortality during their hospitalization. 3 Although further research is needed, available findings suggest that minimizing glucose variability may have positive implications for micro-and, to some extent, macrovascular diabetic complications (for a review, see Krishna et al 34 ). Using glucometrics reports with complementary measures will identify these patients more accurately and potentially flag them as higher risk patients requiring more intensive follow up. The proposed metric, glucose excursion rate, depicts the frequency of hypo-or hyperglycemic events-that is, an aspect of blood glucose management that is not captured by current indicators of average glucose or glucose variability. This metric may better inform our care, but more research is needed before it can be used to leverage improvements in clinical care. Having a glucose management team and protocols in place to lower glucose levels during the hospitalization and, possibly even more important, educating the patient on the fact that he or she has diabetes and must follow up the care of his or her diabetes postdischarge are support systems that can be added as resources for the identified higher risk patients and may have an impact on the morbidity and mortality outcomes of the associated conditions. Systematic approaches to glucose reporting and management in the hospital environment offer "windows of opportunity" to improve diabetes care when patients with diabetes are hospitalized for other conditions, to improve diabetes self-care instruction before discharge, and to address important knowledge deficits in the patient and his or her family.
Statistical Appendix
In this appendix, we describe our model fitting in Stata 12.
We begin with the command executed in Stata for fitting our summary zero-inflated negative binomial regression model:
.zinb CntExcGT180 c.Age##i.SevIllness, inflate(i.SevIllness, offset(day_offset)) offset(day_offset) irr vuong zip allbaselevels Let us parse this command, as follows.
Our data set contains variables With zinb, we are requesting a zero-inflated negative binomial regression model for counts of excursions > 180 (dependent variable) with an offset, the day_offset variable; effectively, we are analyzing rates of excursions over 24 hours as our dependent variable.
The term c.Age##i.SevIllness in the command is denoting a model for the rates with main effects Age (continuous), Severity of Illness (categorical variable, 4 levels), as well as interaction terms between Age and the levels of SevIllness.
The term inflate(i.SevIllness, offset (day_offset)) is specifying a logit model for the inflated zeros, with 1 main effect (severity of Illness, categorical) and the offset day_offset.
We are also requesting rate ratios with irr (incidence rate ratio, in Stata's terminology). In this regard, the rate ratios are determined relative to the base levels of the factors. Other options include zip, the likelihood ratio test for comparing the zero-inflated Poisson with the zero-inflated negative binomial, and vuong, the Vuong statistic for comparing the zero-inflated negative binomial model with the standard negative binomial model (no inflation).
Here is some Stata output. Initially, Stata presents a model summary, as follows:
Zero-inflated negative binomial regression Number of obs = 2024 Nonzero obs = 1347 Zero obs = 677
Inflation model = logit LR chi2(7) = 42.82 Log likelihood = -3488.156 Prob > chi2 = 0.0000
Stata has fit a zero-inflated negative binomial regression model with 2024 observations (patients), of whom 677 had no excursions > 180 mg/dL, and 1347 had 1 or more excursions. The inflation model (model for the excess zeroes) is a logit model for predicting whether a patient will be a zero (no excursions) or not. The log likelihood for the fitted model is -3488.156, and the log likelihood for the null model (no predictors) is -3509.564 (not shown); the likelihood ratio chi-square statistic for assessing whether the fitted model is an improvement over the null model is -2 * (-3509.564 -(-3488.156)) = 42.82 with 7 degrees of freedom; the P value associated with this likelihood ratio test is < .0001. The fitted model represents a significant improvement over the null model. Next, Stata outputs parameter estimates, as follows: 
Likelihood-ratio test of alpha = 0: chibar2(01) = 308.95 Pr> = chibar2 = 0.0000 Vuong test of zinb vs standard negative binomial: z = 3.95 Pr>z = 0.0000
The top part of this table relates to the full model for rates of excursions > 180 mg/dL. IRR denotes the incidence rate ratio, as before. Stata is presenting the rate ratios (IRR), the standard errors of these estimates, the corresponding z statistics (IRR/st.err.), the 2-sided P values attending these z statistics (denoted P>|z|), and 95% confidence intervals for the IRR coefficients.
The IRR corresponding to Age is .98, indicating a decrease in excursion rates with increasing age: for each unit (1 year) increase in age, the rate of excursions is estimated as .98 the previous year's rate.
Recall that Sevillness is treated as a categorical variable in this model, with mild severity of illness ( category 1) as the baseline, followed by moderate (category 2), major (category 3), or extreme (category 4). In the full model, the estimated rate of excursions > 180 mg/dL for moderate severity is .74 the baseline rate, .38 of the baseline rate for major severity, and .19 the baseline rate for extreme severity.
We have also included interaction terms, SevIllness#Age, in the regression model, as these allow fine-tuning of rate estimates.
The constant term, denoted cons, is the predicted rate of excursions if all of the other predictor variables in the model are evaluated at 0.
The second part of this table, with the heading inflate, refers to the logistic model predicting whether a patient is an excess zero. Here, there is only 1 predictor, severity of illness, and the coefficients represent factor changes in the log odds of being an excessive zero (no excursions). That is, the log odds of being an excessive zero would decrease by 1.42 for moderate severity relative to mild severity (baseline), by 1.01 for major severity relative to baseline, and by 2.19 for extreme severity relative to baseline. Informally, a patient is more likely to have excursions as severity of illness increases.
At the bottom of the output, the likelihood ratio test of alpha = 0 is assessing whether there is a significant improvement of fit with a zero-inflated negative binomial model compared to a zero-inflated Poisson model (alpha = 0). The likelihood ratio test is a chi-square statistic, with 1 degree of freedom. Clearly, the negative binomial represents a significant improvement over the Poisson.
Also at the bottom, the Vuong test suggests that the zeroinflated negative binomial model is a significant improvement over a standard (non-zero-inflated) negative binomial model.
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