We prove that the (homological version of the) generalized Goncharov invariant of locally symmetric spaces determines their generalized Neumann-Yang invariant.
Introduction
Let M be an odd-dimensional locally symmetric space of noncompact type, with vol (M ) < ∞, which is either compact or of rank one. We compare two invariants: the generalized Goncharov invariant and the generalized Neumann-Yang invariant, and we show that the former determines the latter.
In [7] , Walter D. Neumann and Jun Yang constructed an invariant of finite-volume hyperbolic 3-manifolds which lives in the Bloch group B (C), and from which volume and Chern-Simons invariant can be recaptured. On the other hand, Alexander Goncharov [5] constructed an invariant of odd-dimensional hyperbolic manifolds and representations of their fundamental groups. (In particular he considered the half-spinor representations.) This invariant lives in K * Q ⊗ Q and the volume can be recaptured by means of the Borel regulator. In [6] , we generalized Goncharov's construction to finitevolume locally symmetric spaces of noncompact type Γ\G/K (either closed or locally rank one symmetric) and representations ρ : G → GL (N, C). We constructed an invariant γ (M ) ∈ H d GL N, Q ; Q and a projection π : H d GL Q ; Q → K d Q ⊗ Q yielding an invariant γ (M ) := π (γ (M )) ∈ K d Q ⊗ Q, and we analyzed in which cases the obtained invariant γ (M ) is nontrivial resp. trivial. (The nontriviality of γ (M ) turned out to depend only on the representation ρ : G → GL (N, C). Again, if γ (M ) = 0, then vol (M ) can be recaptured from γ (M ) by application of the Borel regulator.)
Here we show that the natural evaluation map ev from H * (GL (N, C)) to the generalized pre-Bloch groups maps γ (M ) to the natural generalization of the Neumann-Yang invariant β (M ). The latter invariant is defined using ideal fundamental cycles. Although Corollary 2 seems to be well-known to the experts, at least for the case of closed manifolds, we could not locate a reference. This paper makes essential use of the definition of the Goncharov invariant for cusped manifolds ( [6, Section 4] and as such is a continuation and extension of [6] . We decided to publish it separately because [6] already has a considerable length. The paper is organized as follows: Section 2 states the definitions of the Goncharov invariant and the (generalized) Neumann-Yang invariant. Section 3 provides a chain mapΨ from relative chains to ideal chains which, in particular, sends relative fundamental cycles to ideal fundamental cycles. This is used in Section 4 to prove Theorem 1.
Definitions

Goncharov invariant
Group homology. For a group G, its classifying space (with respect to the discrete topology on G) is the simplicial set BG defined as follows:
-the set of k-simplices of BG is
-the boundary operators are defined by
. . , g k−1 ).
-the degeneracy maps are defined by s j (g 1 , . . . , g k ) = (g 1 , . . . , g j , 1, g j+1 , . . . , g k ). C k (BG) is the free abelian group freely generated by S k (BG). Let ∂ :
For an abelian group R, the group homology H * (G; R) = H simp * (BG; R) is the homology of (C * (BG) ⊗ Z R, ∂ ⊗ 1). If Γ = π 1 M for an aspherical space M , then H simp * (BΓ; R) = H * (M ; R). In particular, this is the case if M is a locally symmetric space of noncompact type.
Homological Goncharov invariant of closed manifolds. Let M d = Γ\G/K be a closed, orientable, connected, locally symmetric space of noncompact type, and ρ : (In [6] , γ (M ) was considered as an element of H d (BGL (C) ; Q). Moreover, in Section 2.5. of [6] we constructed a projection
In this paper we will, except for Corollary 2, only use the homological invariant γ (M ). The same remark applies to cusped manifolds below.) Homological Goncharov invariant of cusped manifolds. We recall some notation from [6, Section 4.2]: For a continuous mapping : A 1∪ . . .∪A s → X we define the disjoint cone
If X is a CW-complex and A 1 , . . . , A s are disjoint sub-CW-complexes, then clearly
in degrees * ≥ 2. Similarly, for a simplicial mapping of simplicial sets
to be the quasi-simplicial set whose q-simplices are either q-simplices in Y or cones over q − 1-simplices in some B i , with the natural boundary operator. 
This is proved in [6, Proposition 2].
2 Our assumptions imply that π 1 ∂ i M injects into π 1 M , cf. [6] , Observation 1. In particular, if we fix x 0 ∈ M and x i ∈ ∂ i M for i = 1, . . . , s, then we obtain (using some path from x 0 to x i ) isomorphisms of π 1 (∂ i M, x i ) with subgroups Γ i of Γ= π 1 (M, x 0 ), for i = 1, . . . , s, and we will assume these isomorphisms to be fixed.
Moreover, since M and all ∂ i M are aspherical (this follows from [4] ), there is an isomorphism
Neumann-Yang invariant
The following definitions are given in [7, Section 8] 
for any permutation τ of {0, . . . , q} and ii) (z 0 , . . . , z q ) = 0 whenever z i = z j for some i = j.
The operator ∂ :
and linear extension. Let G = Isom M . We define the generalized pre-Bloch group of
b) We define the generalized pre-Bloch groups of C as
Relation to classical Bloch group. In particular P 2 3 (C) = P 3 H 3 is the classical pre-Bloch group P (C) ( [7] [8]).
One should note that Neumann and Yang [7] considered C * ∂ ∞ H 3 as the free abelian group generated by tuples of distinct points in ∂ ∞ H 3 . We will denote this group by C nd * ∂ ∞ H 3 , the superscript standing for 'nondegenerate'. It is easy to see that the inclusion C nd *
.) The definition of the pre-Bloch group ([7, Definition 2.1]) is easily seen to be equivalent to
Definition 2. Let M be a manifold of nonpositive sectional curvature, M its universal covering with deck group
This is well-defined because all lifts of σ are in the Γ-orbit ofσ. If G/K is a rank one symmetric space of noncompact type and ρ : G → SL (N, C) a representation, then upon conjugation we can assume that ρ maps K to SU (N ), inducing a smooth map ρ : G/K → SL (N, C) /SU (N ) and a continuous ρ-equivariant map ρ ∞ :
In [7] , the invariant β (M ) of hyperbolic 3-manifolds M was defined by means of degree one ideal triangulations. To circumvent the question whether M admits such a triangulation we give an a priori weaker definition and we will show in Section 3 that this one agrees with the Neumann-Yang definition.
The notion of 'proper ideal fundamental cycle' is defined in Definition 6. 
ii) If M = G/K is a rank one symmetric space of noncompact type, and if ρ : G → SL (N, C) is a representation, then we define
We will show in Section 3.4 that β (M ) is well defined, that is, independent of the chosen proper ideal fundamental cycle.
Some results of Neumann-Yang. Let M be a compact, orientable, connected dmanifold with boundary such that M := M − ∂M is a Riemannian manifold of negative sectional curvature and finite volume. In [7] it was shown that there is an isomorphism
for Γ = π 1 M acting by deck transformations. Although this was stated in [7] for hyperbolic 3-manifolds, the proof in [7] only requires that M is a negatively curved manifold of dimension d ≥ 3, as we shall indicate now. (This isomorphism will be used in the proof of well-definedness of β (M ).)
The reason the argument from [7] works in this general context is the following elementary fact about discrete isometry groups in negative curvature: If M is a simply connected manifold of negative sectional curvature, if Γ ⊂ Isom M is discrete of finite covolume, and x ∈ ∂ ∞ M is not a cusp of Γ, then Stab (x) = {γ ∈ Γ : γx = x} is an infinite cyclic group. Proof: If Stab (x) contained loxodromic isometries γ 1 , γ 2 with F ix (γ 1 ) = {x, y 1 } and F ix (γ 2 ) = {x, y 2 } for y 1 = y 2 , then [γ 1 , γ 2 ] ∈ Γ would be a parabolic isometry with fixed point x, contradicting the assumption that x is not a cusp of Γ. Hence all elements of Stab (x) have a common fixed point y = x and fix the geodesic from x to y. Thus Stab (x) is a discrete subgroup of R, hence infinite cyclic.
The first isomorphism can be derived by the same argument as in the proof of [3, Theorem V.1.3]. Namely, C * M /C * ∂ M is acyclic except in degree 1, where its cokernel
In particular, if
Proof:
sum of H i of the isotropy groups for the orbits of Γ on
The homology of a cyclic group vanishes for i ≥ 2, hence
Proof: ([7, Proposition 3.2]) Consider the spectral sequence with
The isotropy group of a pair of points is infinite cyclic or trivial, that is of homological dimension at most 1, hence
In [7, Lemma 3.3] it is proven that d 1 is injective for hyperbolic 3-manifolds. The proof uses only the fact that stabilizers of points and stabilizers of pairs of points in ∂ ∞ M are infinitely cyclic or trivial. By the observation above this is true for any negatively curved manifold, hence the proof of [7] 
3 C is the set of cusps of Γ. If C, then H * (Γ, C) is understood to be H * (Γ, Z), that is in this case we claim an isomorphism H * (M ; Z) ≃ H * (Γ; Z) ≃ H * Γ, ∂∞ M .
Recall that, for a G-set Ω, H * (G, Ω) is defined as the homology of P * ⊗ ZG Z, where
is a ZG-projective resolution of JΩ := ker ZΩ → Z , the kernel of the augmentation map. 
, there is a unique straight ideal simplex str (v 0 , . . . , v q ) with these vertices. We call this simplex a genuine straight simplex resp. a proper ideal straight simplex if all vertices belong to M resp. all vertices belong to ∂ ∞ M . In the sequel, ∆ n is the standard n-simplex and ∆ n 0 its set of vertices. 
there is an ideal straight simplexσ : There is a chain isomorphism EM : C simp * (BΓ) → C str,x0 * (M ), essentially due to Eilenberg-MacLane (cf. Section 2.1 in [6] ).
Definition 5. Let M be an orientable smooth
Homology invariance of deg for closed manifolds.
, then it is a consequence of the Sard Lemma that almost every y ∈ M is not contained in ∪ 
be an ideal degree one triangulation of a finite volume hyperbolic 3-manifold as in [7] . Then deg y (z) = 1 for all y ∈ ∪ 
Mapping fundamental cycles to ideal fundamental cycles
Cusped manifolds
Assumption A: Let M be a manifold with boundary components
Assume
that M is a Riemannian manifold of nonpositive sectional curvature of finite volume and that the universal covering M is a visibility manifold ([2, Definition 9.28]).
Let π : M → M be the canonical projection, and let x 0 ∈ M , x 0 = π (x 0 ), and c 0 ∈ ∂ ∞ M be fixed. Let x i ∈ ∂ i M for i = 1, . . . , s and fix (using a path from x 0 to x i ) an identification of
which acts on M ).
Remark: A rank one symmetric space of noncompact type is a visibility manifold. If Assumption A holds, then it follows from [4] that there are c 1 , . . . , c s ∈ ∂ ∞ M such that we have a continuous projection
If a vertex ofσ is in γc i for some γ ∈ Γ, 1 ≤ i ≤ s, then we call the corresponding vertex of σ = p (σ) an ideal vertex. All other vertices of σ are called interior vertices. Let
be the subcomplex freely generated by the straight simplices for which -either all vertices are in x 0 , -or the last vertex is in Γc i for some 1 ≤ i ≤ s, all other vertices are in x 0 , and the homotopy classes of all edges between interior vertices belong to the image of Γ i in Γ. 
Lemma 4. ([6], Lemma 8a) If Assumption A holds, then
C str,x0 * (M ) ∼ = C simp * (DCone (∪ s i=1 BΓ i → BΓ)) .
Homology invariance of
sends the relative homology class of z to deg y (z). In particular deg y (z) depends only on the homology class 
Proof:
If σ ∈Ĉ str,x0 * (M ) has all vertices in x 0 , that is if σ ∈ C str,x0 * (M ), then we letΨ (σ) := Ψ (σ), where Ψ is defined by Lemma 3.
In the other case σ lifts to a q-simplexσ : ∆ q → M ∪ ∂ ∞ M whose last vertex v q is γc i for some γ ∈ Γ, 1 ≤ i ≤ s and we have ∂ q σ ∈ C str,x0 n−1 (M ). Then we definê Ψ (σ) := p (τ ) ∈ C str,c0 n (M ) , whereτ is the unique straight q-simplex with last vertex γc 0 and with ∂ qτ = Ψ (∂ qσ ).
Ψ is a chain map, henceΨ (∂σ) = ∂Ψ (σ) whenever all vertices of σ are interior vertices. In the other case, if σ lifts toσ with v q = γc i , then we haveΨ (∂ q σ) = Ψ (∂ q σ) = ∂ q Ψ (σ) = ∂ qΨ (σ) and, for 0 ≤ j ≤ q − 1,Ψ (∂ j σ) = p (κ), whereκ is the straight q − 1-simplex with last vertex γc 0 and with ∂ q−1κ = Ψ (∂ j ∂ qσ ) = ∂ j Ψ (∂ qσ ), hence p (κ) = ∂ jΨ (σ). ThusΨ is a chain map.
Again, since deg depends only on the homology class, it suffices to prove deg Ψ (z) = 1 for some ideal fundamental cycle z. Choose some ideal fundamental cycle with all interior vertices in some point x = x 0 , thenΨ (z) = z, which implies deg Ψ (z) = 1. QED As a side remark, unrelated to the rest of the paper, we observe that a construction analogous to the proof of Lemma 5 proves the possibility of an alternative definition of the simplicial volume for hyperbolic manifolds. The simplicial volume of a compact, orientable, connected manifold M , as defined by Gromov, is
is an ideal fundamental cycle}, then we can apply a similar construction to map any relative fundamental cycle to an ideal fundamental cycle, thus proving M ideal ≤ M , ∂M whenever M = M − ∂M is nonpositively curved. Moreover, if M is hyperbolic, then each ideal simplex has volume at most V n , thus the ideal simplicial volume can not be bigger than 
Well-definedness of β (M)
If M is a compact, orientable, connected manifold such that its interior admits a metric of negative sectional curvature, then there exists an ideal fundamental cycle. Indeed, one can take some triangulation 
Proof: By assumption and Definition 6, we have 
where str (c 0 , . . . , c n ) is the unique proper ideal straight simplex with these vertices, is by Stokes Theorem a (nontrivial) chain map and satisfies of course Algvol • cr = algvol.
By Corollary 1 we have H
is a null set, thus can be neglected for integration
QED
Evaluation
Let M = G/K be a symmetric space of noncompact type. Fix some c 0 ∈ ∂ ∞ M . We define the evaluation map
It is straightforward to check that ev G,c0 extends linearly to a chain map, thus it induces a homomorphism ev G,c0 * :
(BG) and by ev G,Γ1,...,Γs,c0,c1,...,cs (Cone (γ 1 , . . . , γ n−1 )) = (c 0 ,
..,Γs,c0,c1,...,cs is a chain map, as can be shown by a straightforward calculation. Indeed, for j = 0 it is immediate from the definition that ∂ j ev (Cone (γ 1 , . . . , γ n−1 )) = ev (∂ j (Cone (γ 1 , . . . , γ n−1 )), and for j = 0 we have (omitting the indices of ev) (γ 1 , . . . , γ n−1 )) , where the second equality uses the definition of the tensor product (and that G acts trivially on Z), and the third equality is true because of γ 1 ∈ Γ i ⊂ Stab (c i ). 
i 1 is the obvious inclusion and i 2 = id ⊗ id. Thus the third square commutes. Φ is the isomorphism given by Lemma 4. If σ ∈Ĉ str,x0 * (M ) has all vertices on x 0 , then it lifts to a simplexσ in M with verticesx 0 , γ 1x0 , γ 1 γ 2x0 , . . . , γ 1 . . . γ nx0 and (by
