We consider a probit model without covariates, but the latent Gaussian variables having compound symmetry covariance structure with a single parameter characterizing the common correlation. We study the parameter estimation problem under such one-parameter probit models. As a surprise, we demonstrate that the likelihood function does not yield consistent estimates for the correlation. We then formally prove the parameter's nonestimability by deriving a non-vanishing minimax lower bound. This counter-intuitive phenomenon provides an interesting insight that one bit information of the latent Gaussian variables is not sufficient to consistently recover their correlation. On the other hand, we further show that trinary data generated from the Gaussian variables can consistently estimate the correlation with parametric convergence rate. Hence we reveal a phase transition phenomenon regarding the discretization of latent Gaussian variables while preserving the estimability of the correlation.
Problem statement
We consider a simple one-parameter probit model under dependency. The observed binary data (A 1 , . . . , A n ) is generated by thresholding a multivariate Gaussian vector with compound symmetry covariance structure:
A i = 1(X i > 0), i = 1, . . . , n, (X 1 , . . . , X n ) ∼ N (0, Σ),
(1) Σ ii = 1, Σ ij = a * , i = 1, . . . , n, j = 1, . . . , n, i = j.
where ∅ is the empty set. The formulation (2) automatically enforces the symmetry constraint X ij = X ji which is required for modeling undirected networks. In this case, the dependencies among edges that share common nodes and those which do not are characterized by two different parameters. To fix idea, we will focus on the simplified model (1). Nevertheless, our analysis will shed lights on general probit modeling of networks. We start by investigating the likelihood approach for estimating a * and indicating its infeasibility. We then formally prove the nonestimability of a * under model (1) and provide a solution to make the estimation possible. Finally we discuss some implications of our results regarding binary data modeling.
Likelihood methods
Since model (1) takes a simple parametric form, our first attempt is to check if the maximum likelihood estimate is consistent. Before that we give an alternative formulation of the model that will be useful in later discussions.
Lemma 1. Model (1) can be reformulated as
where Y 1 , . . . , Y n , Y are independently and identically distributed as N (0, 1).
Let Φ(·) be the cumulative distribution function of N (0, 1),Ā = n −1 n i=1 A i , and F n (z) =Ā log Φ (a) 1/2 (1 − a) −1/2 z + (1 −Ā) log Φ − (a) 1/2 (1 − a) −1/2 z .
According to Lemma 1, we can write down the likelihood function,
Ideally, we hope a properly normalized L n (a; {A i }) converges to a deterministic function whose maximizer is a = a * . But the following result says this is not the case. Proposition 1. Under the model formulation (3), for any a ∈ (0, 1), with probability 1,
Proposition 1 is essentially a first order Laplacian approximation. It shows that the normalized log-likelihood function in (4) does not converge to a deterministic function, and more interestingly the limiting function is invariant of a for a ∈ (0, 1). Figure 1 illustrates the normalized log-likelihood function curves when a * = 0.3, 0.5 and the sample size n = 1000. It is clear that the functions are pretty flat in most of (0, 1). Interestingly, the functions have a sharp transition at around a = 0. This can be justified by a straightforward calculation showing n −1 log L n (0; {A i }) → − log 2 ≈ −0.693. Hence the limit at a = 0 is deterministic and does not even depend on a * . Figure 1: Plots of normalized log-likelihood functions under model (1). The left plot is for a * = 0.3, n = 1000 and the right one is for a * = 0.5, n = 1000. Both plots are made by one realization of {A i } n i=1 .
While the normalized likelihood function converges (in first order) to an unfavorable object, it does not necessarily mean that likelihood based estimates are not consistent, because the higher order terms in the limiting function may contain useful information for the parameter of interest. Unfortunately, this is not true either, as demonstrated below by a second order analysis of the likelihood function.
Proposition 2. Under the model formulation (3), for any a ∈ (0, 1), as n → ∞,
where ψ(·) is the probability density function of N (0, 1).
Proposition 2 can be considered as a second order Laplacian approximation result. Proposition 1 shows that the first order term of L n (a; {A i }) is exponentially small. According to Proposition 2, after L n (a; {A i }) is scaled by a fully datadependent and exponentially small term exp(−n(Ā logĀ + (1 −Ā) log(1 −Ā))), the dominating term is of order n −1/2 . Moreover, the number a comes into play in the precise constant of the second order term of L n (a; {A i }), and the constant attains maximum at a max = a * Y 2 (a * Y 2 + 1 − a * ) −1 . If we replace Y 2 with its expectation, then a max would equal a * . However, since the second order term is a random function of a, we may not expect maximum likelihood estimate to be consistent for a * ∈ (0, 1).
3 Nonestimability of a * The preceding discussions in Section 2 indicate that the likelihood approach may not yield consistent estimates for a * . Since model (1) is a simple parametric model, it may further imply no consistent estimates exist. Indeed, this is formally proved in the theorem below. 
where T is any measurable function and the expectation E a * is taken over {A i } n i=1 .
Remark 1. Theorem 1 reveals that no consistent estimates of a * exist even when the parameter space only consists of two elements. At first glance, this result seems counter-intuitive. The model (1) has a simple structure with a single parameter, but there is no way to reliably estimate the parameter from infinite components of the data sequence. On the other hand, if the observation is the hidden sequence (X 1 , . . . , X n ) instead of (A 1 , . . . , A n ), n 1/2 -consistent estimates can be easily constructed. For instance, denote Z i = X 2i−1 − X 2i , i = 1, . . . , n/2. Lemma 1 implies that Z 1 , . . . , Z n/2 are independently and identically distributed as N (0, 2(1 − a * )). Hence 1 − n −1 n/2 i=1 Z 2 i is n 1/2 -consistent for a * . Remark 2. One might argue that it is the strong dependency in {A i } n i=1 causing the issue. If the dependency can be somehow weakened, will a * become estimable? For example, we can consider a * = ρ n a * 0 with a * 0 a constant and ρ n → 0, and ask if there is any estimateâ n such thatâ n − a * = o(ρ n ). With a similar proof as the one for Theorem 1, it is possible to show
Hence a * remains nonestimable.
A solution
The arguments in the last two paragraphs suggest that the nonestimability of a * in model (1) is due to the thresholding operation in the binary data generating process. Specifically, a * is estimable from (X 1 , . . . , X n ), but the thresholding on X i to produce A i results in loss of too much information, to be able to consistently estimate a * . In a nutshell, one bit information of each X i is not sufficient to recover the common correlation among them. Interestingly, we demonstrate below that in fact a little more than one bit of information is enough to obtain n 1/2 -consistent estimates. Given two constants
That is, for every i = 1, . . . , n, instead of observing the sign of X i , we know which one of the three intervals {I j } 3 j=1 X i belongs to. When t 1 = t 2 = 0, it reduces to the model (1). The theorem below gives one n 1/2 -consistent estimate.
Theorem 2. For all t 1 < t 2 , consider the estimatê Remark 3. Following the preceding discussion, we can further consider a general setting where there exist S (S ≥ 3) consecutive intervals {I j } S j=1 and A i represents which interval X i falls into. It is not hard to show that n 1/2 -consistent estimate for a * can be constructed in a similar way as in (5). At a high level, we may consider the observed sequence
. Theorems 1 and 2 together characterize a phase transition regarding the estimability of a * . That is, a * is estimable if and only if S ≥ 3. 
Estimates

Consistent estimates by trinary data
Figure 2: Plots of average and standard deviation ofâ n in (5) over 1000 repetitions. We set t 1 = −1, t 2 = 1. The upper plot is for a * = 0.3, and the lower one is for a * = 0.1.
Discussion
We have revealed an interesting phenomenon regarding the estimability of a single parameter in a simple probit model. Several important directions are left open. For instance, suppose the latent vector (X 1 , . . . , X n ) is modeled by the Gaussian copula family (Klaassen et al., 1997; Tsukahara, 2005) with the parameter Σ having compound symmetry covariance structure as in (1). What can we say about the estimability of a * ? As another example, consider the covariance matrix Σ in (1) is replaced by the more general one in (2) in network modeling. It is clear that both a * and b * are nonestimable from the one bit information of (X 1 , . . . , X n ). The question is how much more information is needed to consistently estimate them.
Would the phase transition phenomenon we discussed in Remark 3 continue to hold?
Our results also have a few insightful implications. For example, modeling a dependent exchangeable binary sequence is subtle. We have shown that it is even impossible to do inference under a simple one-parameter model. Regarding binary network modeling, it might not be desirable to assume dependency among all the edges. Furthermore, converting a weighted network to a binary one may lose substantial information for the sake of parameter estimation.
Recall that Φ(·), ψ(·) are the cumulative distribution function and probability density function of a standard normal respectively, and Φ −1 (·) is the inverse function of Φ(·). We will use the following notations extensively,
We also use f (n) ∝ g(n) to mean f (n) and g(n) are of the same order. The next section collects a few useful lemmas that will be applied in the later proofs.
B Useful lemmas
Lemma 2. The following holds
Proof. Part (i) can be easily verified. Parts (ii) and (iii) can be shown by using the tail probability Φ(z) ∝ ψ(z)(−z −1 + z −3 ), as z → −∞. Part (iv) is due to the fact that the second derivative of log(Φ(z)) is negative for any z ∈ R and goes to zero only when z → ∞. Part (v) is taken from (2.6) in Wong (2001) with minor change.
Lemma 3. Consider model (1), as n → ∞,
Proof. The proof is a direct adaption from the calculations of the integral (2.1) in Wong (2001) . We hence do not repeat the arguments.
Lemma 4. Consider model (1), as n → ∞,
Proof. From Lemma 2 part (v), it is straightforward to confirm that
So there exists C 1 > 0 such that 0 < (Φ −1 (Ā)) 2 ≤ −C 1 log[(1 −Ā)Ā] for 0 <Ā < 1. Hence it suffices to show E[− log((1 −Ā)Ā)1(0 <Ā < 1)] is bounded. From the model formulation (3), it is easy to see that
We thus focus on bounding E[− logĀ1(0 <Ā < 1)]. For notational simplicity, we denote
First,
Also, for large n,
where we have used Hoeffding's inequality in (a), and the inequality ψ 2 (x) ≤ Φ(−x) ≤ ψ(x) for large x > 0 in (b). Hence we obtain log n×pr(Ā ≤ p(Y )/2) = o(1). The proof will be completed if we can show
C Proof of Proposition 1
Proof. It is straightforward to verify that z * = arg max z F n (z) when 0 <Ā < 1.
Hence we can readily have the upper bound, if
Regarding the lower bound, if 0 <Ā < 1 there exists an absolute constant
where (a) is by a Taylor expansion and (b) is due to Lemma 2 part (ii). Lemma 1 from the main text implies thatĀ → Φ((a * /(1 − a * )) 1/2 Y ), almost surely. Hence, almost surely as n → ∞,
These results combined with the upper and lower bounds in (6) and (7) completes the proof.
D Proof of Proposition 2
Proof. We first restrict our analysis to the case 0 <Ā < 1. We have
We focus on the first integral above. Lemma 2 part (i) says that F n (z) is strictly concave. Hence F n (z) is increasing in (−∞, z * ). By a change of variable F n (z * )− F n (z) =z we obtain
dz.
Based on the Taylor expansions
with z 1 , z 2 ∈ [z, z * ], the following holds
Next we bound the second term on the right-hand side of (8). With a few calculations we get
According to Lemma 2 part (ii) and (iv), there exist absolute constants C 1 , C 2 > 0 such that for any
Then using the expansions we had about F n (z * ) − F n (z) and F n (z) in (9), we can obtain
where C 3 is a positive constant only depending on a. To bound the other term in (10), we need take the Taylor expansions to a higher order,
Plugging the above expansions together with
in the numerator of the second term in (10) and use F n (z) = F n (z 2 )(z − z * ) in the denominator, it is not hard to obtain
where the positive constants C 4 , C 5 , C 6 , C 7 only depend on a. To derive (a) we have used Lemma 2 part (ii) (iii), and (b) is due to (11). Combining the above upper bound with (10) and (12) gives
Therefore,
So far we have shown that if 0 <Ā < 1,
The upper bound (15) and the factĀ → Φ((a * ) 1/2 (1−a * ) −1/2 Y ) ∈ (0, 1) together show that all the terms except J on the right-hand side of the above equation are of O p (n −1 ). The remaining of the proof is to bound J. Denoting
By Hoeffding's inequality, for any > 0
Proof. Denote A = (A 1 , . . . , A n ) ∈ R n . The proof follows the general framework of deriving minimax lower bound in Tsybakov (2008) . To make it self-contained, we include the standard steps of reducing the problem of lower bounding the estimation error to upper bounding the Kullback-Leibler divergence D KL (pr a 1 ||pr a 2 ) between pr a 1 (A) and pr a 2 (A). For a given estimator T (A), define a classifier χ T (A) = arg min a * ∈{a 1 ,a 2 } |T (A) − a * |, and denote a general classifier by χ(A). Then,
where step (a) follows by Markov's inequality; the term inf χ pr a * (χ(A) = a * ) in (b) is interpreted as Bayes error rate by assuming a * is uniform on {a 1 , a 2 }; and (c) is from Lemma 2.6 in Tsybakov (2008) . In the rest of the proof, we aim to upper bound D KL (pr a 1 ||pr a 2 ) for large n. According to Lemma 3, it can be directly verified that
So for now we only need consider the case 0 <Ā < 1. Lemma 2 part (iii) yields
with an absolute constant C 0 > 0. Hence for any given ∈ (0, ∞) and z ∈ [z * − , z * + ],
We then have
(1 − a)
where (a) is from Taylor expansion, (b) holds since F n (z) is concave and attains maximum at z = z * , and (c) is by choosing = −F n (z * )(1 − a) 3/2 (2C 0 a 3/2 ) −1 . It is clear that the upper bound (16) holds for any a ∈ (0, 1). In the following, we use z * a for z * to clarify the dependence of z * on a. Combining (16) with the lower bound (7) we obtain for large n, 
≤ exp((z * a 2 ) 2 /2)(C 5 (−F n (z * a 1 )) −3/2 + C 4 (−F n (z * a 1 )) −1/2 ) (e) ≤ C 6 exp((z * a 2 ) 2 /2)(−F n (z *
where C i (1 ≤ i ≤ 6) are positive constants only possibly depending on a 1 and a 2 , (d) is due to the simple fact that sup x≥0 x exp(−x 2 ) < ∞, and (e) holds since (−F n (z * a 1 )) −1/2 ≤ c(−F n (z * a 1 )) −3/2 implied by Lemma 2 part (ii). Based on the bound (17), to upper bound D KL (pr a 1 ||pr a 2 ) = E a 1 (log(pr a 1 (A)/pr a 2 (A))), it is sufficient to show E a 1 [(z * a 1 ) 2 1(0 <Ā < 1)] = O(1) and E a 1 [| log(−F n (z * a 2 )|1(0 < A < 1)] = O(1). This has been proved in Lemma 4.
E.1 Proof of Theorem 2
Proof. Denote H(u, v) = 1 − t 1 − t 2 Φ −1 (u) + Φ −1 (v) 2 1(0 < u, v < 1).
Then it is straightforward to shoŵ a n = H(Ā (1) ,Ā (3) ), a * = H(Φ((t 1 −(a * ) 1/2 Y )/(1−a * ) 1/2 ), Φ((−t 2 +(a * ) 1/2 Y )/(1−a * ) 1/2 )).
A direct application of Hoeffding's inequality yields
Then using the delta method leads toâ n − a * = O p (n −1/2 ).
