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Abstract—In this paper, we propose a framework for coordi-
nating distributed energy resources (DERs) connected to a power
distribution system, the model of which is not completely known,
so that they collectively provide a specified amount of active
power to the bulk power system, while respecting distribution line
capacity limits. The proposed framework consists of (i) a linear
time-varying input-output (IO) system model that represents
the relation between the DER active power injections (inputs),
and the total active power exchanged between the distribution
and bulk power systems (output); (ii) an estimator that aims
to estimate the IO model parameters, and (iii) a controller that
determines the optimal DER active power injections so the power
exchanged between both systems equals to the specified amount
at a minimum generating cost.
We formulate the estimation problem as a box-constrained
quadratic program and solve it using the projected gradient
descent algorithm. To resolve the potential issue of collinearity
in the measurements, we introduce random perturbations in
the DER active power injections during the estimation process.
Using the estimated IO model, the optimal DER coordination
problem to be solved by the controller can be formulated as
a convex optimization problem, which can be solved easily.
The effectiveness of the framework is validated via numerical
simulations using the IEEE 123-bus distribution test feeder.
Index Terms—data-driven, distributed energy resource, co-
ordination, active power provision, projected gradient descent,
parameter estimation.
I. INTRODUCTION
IN the modernization that electric power systems arecurrently undergoing, one goal is to massively integrate
distributed energy resources (DERs) into power distribution
systems [1]. These DERs, which include distributed generation
resources, energy storage, demand response resources, and
typically have small capacities, may be coordinated so as to
collectively provide grid support services, e.g., reactive power
support for voltage control [2]–[4], and active power control
for frequency regulation [5]–[7].
In this paper, we focus on the problem of coordinating the
response of a set of DERs in a lossy power distribution system
so that they collectively provide some amount of active power
to the bulk power system, e.g., in the form of demand response.
Specifically, the DERs will be requested to collectively provide
in real-time a certain amount of active power at the bus where
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the power distribution system is interconnected with the bulk
power system. In order for the DERs to fulfill such request, it
is necessary to develop appropriate schemes that explicitly take
into consideration the losses incurred. One way to include the
losses in the problem formulation is to utilize a power-flow-
like model of the power distribution system obtained offline.
However, such a model may not be available or if so, it may
not be accurate [8]–[10].
As an alternative to the aforementioned model-based ap-
proach, data-driven approaches have been demonstrated to be
very effective in such situations where models are not readily
available [9]–[16]. The fundamental idea behind data-driven
approaches is to describe the system behavior by a linear
time-varying (LTV) input-output (IO) model, and estimate the
parameters of this model via regression using measurements of
pertinent variables [11], [12]. Many previous works have ap-
plied data-driven approaches to power system problems, both
in a steady-state setting [9], [10], [13], [14], and a dynamical
setting [15], [16]. For example, in [9], the authors developed
a data-driven framework to estimate linear sensitivity distribu-
tion factors such as injection shifting factors [13]; they further
proposed a data efficient sparse representation to estimate these
sensitivities [13]. This framework was later tailored to the
problem of estimating the power flow Jacobian [10]. In [14],
the authors used the estimation framework proposed in [9]
to solve the security constrained economic dispatch problem.
Data-driven approaches have also been applied successfully to
develop power systems stabilizers [15], and damping controls
[16]. We refer interested readers to [17] for an overview of
data-driven approaches and their applications in a variety of
other areas.
Yet, due to the collinearity in the measurements [18], the
regression problem may be ill-conditioned, thus resulting in
large estimation errors [19]. Though numerical approaches
such as locally weighted ridge regression [18] and noise-
assisted ensemble regression [19] can be used to mitigate the
impacts of collinearity, there is no theoretical guarantee on
the estimation errors. In this paper, we pursue the data-driven
approach to develop a framework for coordinating the response
of a set of DERs. The proposed framework consists of three
components, namely (i) a model of the system describing the
relation between the variables of interest to the problem, i.e.,
DER active power injections and power exchanged between
the distribution and bulk power systems, (ii) an estimator,
which provides estimates of the parameters that populate the
model in (i); and (iii) a controller that uses the model in
(i) with the parameters estimated via (ii) to determine the
2active power injection set-points of the DERs. Specifically,
an LTV IO model is adopted as the system model to capture
the relation between the DER active power injections (inputs),
and the total active power exchange (output).
The parameters in this model are estimated by the estimator
via the solution of a box-constrained quadratic program,
obtained by using the projected gradient descent (PGD) al-
gorithm. Inspired by ideas in power system model identifi-
cation [20], [21], we introduce random perturbations in the
DER active power injections during the estimation process to
resolve the potential issue of collinearity in the measurements
used by the estimator. We show that the estimation algorithm
converges almost surely (a.s.) under some mild conditions, i.e.,
the estimated parameters converge to their true values, and
the total provided active power also converges to the required
amount. Using the estimated IO model, the optimal DER
coordination problem (ODCP) to be solved by the controller
can be formulated as a convex optimization problem, which
can be solved easily. The major contributions of this paper
are the data-driven coordination framework, the algorithm to
solve the estimation problem, and its convergence analysis.
The remainder of this paper is organized as follows. Sec-
tion II describes the power distribution system model and the
ODCP of interest. Section III describes the components of the
data-driven DER coordination framework. A description of the
algorithm used in the framework, as well as its convergence
analysis, is provided in Section IV. The proposed framework
is illustrated and validated via numerical simulations on the
IEEE 123-bus test feeder in Section V. Concluding remarks
are presented in Section VI.
II. PRELIMINARIES
In this section, we introduce the power distribution system
model adopted in this work. We then discuss the DER coor-
dination problem of interest.
A. Power Distribution System Model
Consider a power distribution system represented by a
directed graph that consists of a set of buses indexed by the el-
ements in the set N = {0, 1, · · · , N}, and a set of distribution
lines indexed by the elements in the set L = {1, 2, · · · , L}.
Each line ℓ ∈ L is associated with a tuple (i, j) ∈ N × N ,
where i is the sending end and j is the receiving end of a
line, with the direction from i to j defined to be positive.
Assume bus 0 corresponds to a substation bus, which is the
only connection of the power distribution system to the bulk
power system. Further, assume that bus 0 is an infinite bus
that maintains a constant voltage magnitude. Without loss
of generality, assume there is at most one DER and/or load
at each bus, except bus 0, which does not have any DER
or load. Let N g = {1, · · · , n} denote the DER index set.
Throughout this paper, DERs are assumed to be controllable.
Uncontrollable DERs are modeled as negative loads.
Let pdi and q
d
i respectively denote the active and reactive
power loads at bus i, i ∈ N , and define pd = [pd1, · · · , pdN ],
and qd = [qd1 , · · · , qdN ]⊤. Let pgi and qgi respectively denote the
active and reactive power injections from DER i, i ∈ N g , and
define pg = [pg1, · · · , pgn]⊤, and qg = [qg1 , · · · , qgn]⊤. Let pgi
and p
g
i respectively denote the minimum and maximum active
power that can be provided by DER i, i ∈ N g , and define
pg = [pg
1
, · · · , pg
n
]⊤, and pg = [pg1, · · · , pgn]⊤. Similarly, let
qg
i
and q
g
i respectively denote the minimum and maximum
reactive power that can be provided by DER i, i ∈ N g , and
define qg = [qg
1
, · · · , qg
n
]⊤, and qg = [qg1, · · · , qgn]⊤. Let pi
denote the active power injection at bus i ∈ N , and define
p = [p1, · · · , pN ]⊤; then
p = Cpg − pd, (1)
where C ∈ RN×n is the matrix that maps the DER indices
to the buses. The entry at the ith row, j th column of C is 1 if
DER j is at bus i.
Let M˜ = [Miℓ] ∈(N+1)×L, with Miℓ = 1 and Mjℓ = −1 if
line ℓ starts from bus i and ends at bus j, and all other entries
equal to zero. Let M denote the (N ×L)-dimensional matrix
that results from removing the first row in M˜ . We first make
the following assumption:
Assumption 1. The power distribution system is radial.
Under Assumption 1, L = N , and M is invertible. Let fℓ
denote the active power that flows from the sending end to the
receiving end of line ℓ ∈ L, and define f = [f1, · · · , fL]⊤.
Let f ℓ denote maximum power flows on line ℓ ∈ L, and define
f = [f1, · · · , fL]⊤. Then f can be approximately computed
from p as follows:
f ≈M−1p =M−1(Cpg − pd). (2)
We would like to point out that Assumption 1 allows us to ap-
proximately compute the active power flow on the distribution
lines. It is, however, not a necessary condition for the analysis
to be done in the rest of the paper.
Let y denote the active power exchanged between the
distribution and bulk power systems via bus 0, defined to be
positive if the flow is from the substation to the bulk power
system. Conceptually, y can be represented as a function of
pg, qg, pd, qd. Note also qg is typically set according to
some specific reactive power control rules to achieve certain
objectives such as constant voltage magnitude or constant
power factor [7], and thus is a function of pg,pd, qd. Then, y
can be written as a function of pg,pd, qd as follows:
y = h(pg,pd, qd), (3)
where h(·) captures the impacts from both the physical laws
as well as reactive power control. We emphasize that although
the voltage control problem is not explicitly modeled in this
paper, we assume certain voltage control schemes exist in the
power distribution system such that the voltage profile will
be maintained within an acceptable range. Indeed, voltage
control schemes may have a significant impact on h. We refer
interested readers to [7] for a detailed analysis on the impacts
of voltage control schemes.
Note that the explicit form of h is difficult to obtain;
however, we can make the following assumption on h:
Assumption 2. The function h is differentiable and its first
order partial derivatives with respect to pg belong to [b1, b1],
3where b1, b1 are some known constants. In addition,
∂h
∂pg
is a
Lipschitz function, i.e., there exists b2 > 0 such that∥∥∥∥ ∂h∂pg
∣∣∣∣
a
− ∂h
∂pg
∣∣∣∣
b
∥∥∥∥ ≤ b2‖a− b‖,
where a, b ∈ [pg,pg], and ‖·‖ denotes the L2-norm.
Assumption 2 implies that, for fixed loads, the rate of
change in y is bounded for bounded changes in the DER
active power injections. In addition, the total active power
provided to the bulk power system will increase when more
active power is injected in the power distribution system. This
assumption holds when the system is at a normal operating
condition without line congestions.
B. Optimal DER Coordination Problem
The DERs in the distribution system can collectively pro-
vide active power to the bulk power system as quantified by the
power exchange between both systems at the substation bus.
For example, the DERs can provide demand response services
or frequency regulation services to the bulk power system; in
both cases, the DERs need to be coordinated in such a way that
the total active power provided to the bulk power system, y,
tracks some pre-specified value, denoted by y⋆. The objective
of the ODCP is to determine the DER active power injections,
pg , that minimize some cost function, e.g., one that reflects
the cost of active power provision, while respecting to the
following constraints:
[C1.] the active power exchanged between the distribution and
bulk power systems via bus 0, y, tracks some pre-
specified value y⋆;
[C2.] the active power injection from each DER i, i ∈ N g ,
does not exceed its corresponding capacity limits, i.e.,
pg ≤ pg ≤ pg;
[C3.] the power flow on each line ℓ, ℓ ∈ L, does not exceed its
maximum capacity, i.e., −f ≤ f ≤ f .
Note that while constraint C2 is a hard constraint that cannot
be violated, constraint C3 may be allowed to be violated
slightly for a short period. The ODCP can be formulated as
the following optimization problem:
minimize
pg∈[pg,pg ]
c(pg),
subject to
h(pg,pd, qd) = y⋆, (4a)
−f ≤M−1(Cpg − pd) ≤ f , (4b)
where c(·) denotes the cost function of the active power
injections. This problem is difficult, however, when the model
describing the power exchange with the bulk power system,
as captured by h, is unknown. In this paper, we will resort to
a data-driven approach to tackle this problem.
III. DER COORDINATION FRAMEWORK
In this section, we describe the building blocks of the
proposed framework; namely an LTV IO model, an estimator,
and a controller.
time
controller solves ODCP
time
iterations in estimation process
estimator updates sensitivities
Fig. 1. Timescale separation of actions taken.
A. Overview
The DER coordination framework consists of three com-
ponents, namely (i) an LTC model of the system describing
the relation between y and u, (ii) an estimator that provides
estimates of the parameters—the so-called sensitivity vector—
that populate the model in (i); and (iii) a controller that uses the
model in (i) with the parameters estimated via (ii) to solve the
ODCP. This framework works on two timescales—a slow one
and a fast one, as illustrated in Fig. 1. On the slow timescale,
the controller determines the DER active power injection
set-points by solving the ODCP periodically. The sensitivity
vector is also updated by the estimator periodically. However,
during each update of the sensitivity vector, the estimator
needs to take actions in several iterations on a fast timescale.
Since the sensitivity vector may not change significantly in a
short time, it is used in the ODCP for several time instants
before it is updated again. Before we proceed to presenting
the detailed components in the proposed framework, we make
the following assumption:
Assumption 3. pd and qd are constant during the estimation
process; therefore, changes in y that occur across iterations in
the estimation process depend only on changes in pg .
Remark 1. Assumption 3 allows us to determine the impacts of
the DER active power injections on the output. When the load
variability is significant enough so that it cannot be neglected
during the estimation process, it becomes necessary to measure
the loads and determine their impacts on the output as well.
This is beyond the scope of the paper, and therefore we will
leave it as future work.
B. Input-Output System Model
For notational simplicity in the later development, define
u = pg, u = pg , u = pg , and pi = [(pd)⊤, (qd)⊤]⊤; then,
(3) can be written as:
y = h(u,pi). (5)
Unless otherwise noted, throughout this paper, x[k] denotes
the value that some variable x takes at iteration k. It follows
from (5) and Assumption 2 that y[k−1] = h(u[k−1],pi) and
y[k] = h(u[k],pi). Then, by the Mean Value Theorem, there
4exists ak ∈ [0, 1] and u˜[k] = aku[k] + (1− ak)u[k− 1] such
that
y[k]− y[k − 1] = h(u[k],pi)− h(u[k − 1],pi)
= φ[k]⊤(u[k]− u[k − 1]),
where φ[k]⊤ = [φ1[k], · · · , φn[k]] = ∂h
∂u
∣∣∣∣
u˜[k]
,1 is referred
to as the sensitivity vector at iteration k. It follows from
Assumption 3 that φi[k] ∈ [b1, b1], i = 1, · · · , n. Therefore,
at any iteration k, (5) can be transformed into the following
equivalent LTV IO model:
y[k] = y[k − 1] + φ[k]⊤(u[k]− u[k − 1]). (6)
C. Estimator On Fast Timescale
As illustrated in Fig. 1, the estimator updates the sensitivity
vector across several iterations on the fast timescale. At itera-
tion k, the objective of the estimator is to obtain an estimate
of φ[k], denoted by φˆ[k], using measurements collected up to
iteration k, i.e., y[k − 1],u[k− 1], y[k− 2],u[k− 2], · · · ; we
formulate this estimation problem as follows:
φˆ[k] = argmin
φˆ∈B
Je(φˆ) =
1
2
(y[k − 1]− yˆ[k − 1])2,
subject to
yˆ[k − 1] = y[k − 2] + φˆ⊤(u[k − 1]− u[k − 2]), (7)
where B = [b1, b1]n, Je(·) is the cost function of the estimator,
and yˆ[k−1] is the value of y[k−1] estimated by the IO model
at iteration k. Essentially, (7) aims to find φˆ that minimizes
the squared error between the estimated value and the true
value of y. Then, φˆ[k] is used in the controller to determine
the control for the next time instant.
During the estimation process, it is still necessary to track
the output target. Therefore, at each iteration, the control is
set based on the solution to the following problem:
u[k] = argmin
u∈U
Jc(u) =
1
2
(y⋆ − yˆ[k])2,
subject to
yˆ[k] = y[k − 1] + φˆ[k]⊤(u − u[k − 1]), (8)
where U = [u,u], and Jc(·) is the cost function. Note that
φˆ[k] is used in (8) to predict the value of y[k] for a given
u. Different from the ODCP, the objective of the controller
during the estimation process is that the output tracks the target
and there may exist multiple solutions to this problem. This
objective is chosen such that the DER active power injections
behave in a way that can improve the estimation accuracy, as
will be shown later in Section IV.
1We adopt the convention that the partial derivative of a scalar function
with respect to a vector is a row vector.
D. Controller On Slow Timescale
As illustrated in Fig. 1, the controller solves the ODCP to
determine the least-cost active power set-points for DERs on
the slow timescale. Meanwhile, it also forces the DERs to
inject random active power perturbations at each iteration on
the fast timescale. The ODCP to be solved by the controller
is as follows:
minimize
pg∈[pg,pg ]
c(pg),
subject to
y + φˆ⊤(pg − p˜g) = y⋆, (9a)
−f ≤M−1(Cpg − pd) ≤ f , (9b)
where y is the output and p˜g is the DER active power injection
vector at the beginning of the current time instant, and φˆ is the
up-to-date sensitivity vector. When c is a convex function, (9)
is a convex problem and therefore can be solved easily with
convergence guarantees. Note that this formulation is obtained
by replacing (4a) in (4) by the estimated IO model.
IV. ESTIMATION ALGORITHM AND ITS CONVERGENCE
The ODCP can be solved using existing algorithms for
convex optimization and thus we do not discuss it in more
details here. In this section, we focus on the problem faced by
the estimator and propose a PGD based algorithm to solve
it. We then provide convergence results for the proposed
algorithm.
A. Estimation Algorithm
We first describe the basic workflow of the proposed al-
gorithm. Each iteration consists of an estimation step and
a control step. At the beginning of iteration k, y[k − 1] is
available to the estimator, which uses it to update the estimate
of the sensitivity vector. The updated estimate of the sensitivity
vector, φˆ[k], is then used in the controller to determine the
control, u[k]. Then, the DERs are instructed to change their
active power injection set-points based on u[k]. At time
instant k+1, the estimation and control iterations are repeated
once y[k] becomes available. The sequential process described
above, which happens on the fast timescale, is illustrated as
follows:
· · ·u[k − 1]→ y[k − 1]→ φˆ︸ ︷︷ ︸
estimation step
control step︷ ︸︸ ︷
[k]→ u[k]→ y[k]→ φˆ[k + 1] · · ·
Problems (7) and (8) can be solved using the PGD method
(see, e.g., [22]). Let PV1→V2 denote the projection operator
from a vector space V1 to its (arbitrary) subspace V2, i.e.,
PV1→V2(v1) = argmin
v2∈V2
‖v2 − v1‖,
where v1 ∈ V1. For ease of notation, when the vector space to
which v1 belongs is unambiguous, we simply write PV2(v1)
instead of PV1→V2(v1).
Define the tracking error at iteration k as e[k] = y[k]− y⋆.
In addition, define ∆y[k] = y[k] − y[k − 1] and ∆u[k] =
5Algorithm 1: Estimation Algorithm
Input:
y: output
y⋆: output tracking target
δ: maximum allowed tracking error
φˆ0: initial estimate of sensitivity vector
u0: initial DER active power injection set-point
Output:
u: DER active power injection set-point
φˆ: estimate of sensitivity vector
Initialization: set φˆ[0] = φˆ0, u[−1] = u[0] = u0, obtain
measurement of y[−1], set k = 1
while |e[k]| > δ do
obtain new measurement of y[k − 1]
compute e[k − 1] = y[k − 1]− y⋆
compute ∆y[k − 1] = y[k − 1]− y[k − 2]
compute ∆u[k − 1] = u[k − 1]− u[k − 2]
update the sensitivity vector estimate according to
φˆ[k] =PB
(
φˆ[k − 1]− αk∆u[k − 1]
(∆u[k − 1]⊤φˆ[k − 1]−∆y[k − 1])
)
update the control vector, u, according to
u[k] = PU
(
u[k − 1]− βke[k − 1]W [k]φˆ[k]
)
change DER active power injections to u[k]
set k = k + 1
end
u[k] − u[k − 1]. The partial derivative vector of Je(φˆ) with
respect to φˆ is
∂Je(φˆ)
∂φˆ
= ∆u[k − 1](∆u[k − 1]⊤φˆ−∆y[k − 1]), (10)
and that of Jc(u) with respect to u is
∂Jc(u)
∂u
= φˆ[k](φˆ[k]⊤(u− u[k − 1]) + e[k − 1]). (11)
Instead of solving both (7) and (8) to completion, we iterate
the PGD algorithm that would solve them for one step at
each iteration. Specifically, at iteration k, we evaluate the new
gradient at φˆ[k − 1] and u[k − 1] and iterate once. Thus, by
using (10) and (11), the update rules for φˆ and u, respectively,
are
φˆ[k] =PB
(
φˆ[k − 1]− αk∆u[k − 1]
(∆u[k − 1]⊤φˆ[k − 1]−∆y[k − 1])
)
, (12)
u[k] = PU
(
u[k − 1]− βke[k − 1]φˆ[k]
)
, (13)
where αk > 0 and βk > 0 are the estimation and control step
sizes at iteration k.
In order to resolve the potential issue of collinearity in the
measurements used by the estimator, we introduce random
perturbations during the estimation process. Define W [k] =
diag(w1[k], . . . , wn[k]), where wi[k]’s are independent ran-
dom variables that follow a Bernoulli distribution with a
probability parameter of 0.5. Then, the control update rule
in (13) is modified, resulting in:
u[k] = PU
(
u[k − 1]− βke[k − 1]W [k]φˆ[k]
)
. (14)
Intuitively, this means that at each iteration, the control of
each DER is updated with a probability of 0.5. The random
perturbation in the control is key to establish convergence of
the parameter estimation process. The estimation algorithm,
along with its initialization, is summarized in Algorithm 1,
where u0 is the vector of DER active power injections at the
beginning of the time instant at which the estimation starts
and φˆ0 is the up-to-date estimate of the sensitivity vector at
the beginning of the same time instant.
B. Convergence Analysis
The main convergence result for the control step during the
estimation process is stated next.
Theorem 1. Using the estimation update rule in (12) and
the control update rule in (14) with βk ∈ ( ǫb2
1
, 1
nb
2
1
), where
0 < ǫ <
b2
1
nb
2
1
is a given parameter, the system attains one of
the following equilibria: 1) e[k] converges to 0 a.s.; 2) e[k]
converges to some positive constant and u[k] stays at u; 3)
e[k] converges to some negative constant and u[k] stays at
u. In all cases, limk→∞∆u[k] = 0n, where 0n ∈ Rn is an
all-zeros vector.
Theorem 1 shows something intuitive, i.e., the tracking error
will be positive (negative) if the requested active power is less
(more) than the minimum (maximum) amount of active power
the DERs can provide; otherwise, the tracking error goes to
zero a.s.
We note that ǫ has a direct impact on the convergence rate of
the control algorithm. This is more obvious in a deterministic
setting, when the control update rule in (13) is used instead
of the one in (14). A result on the convergence rate is given
in the following corollary.
Corollary 1. Assume u[k] 6= u and u[k] 6= u, ∀k ∈ N.
Using the estimation update rule in (12) and the control update
rule in (13) with βk ∈ ( ǫb2
1
, 1
nb
2
1
), where ǫ > 0 is a given
parameter, e[k] converges to 0 at a rate smaller that 1− ǫ, i.e.,∣∣∣ e[k]e[k−1] ∣∣∣ < 1− ǫ.
We refer the readers to Appendix A for detailed proofs of
the convergence results above.
Next, we establish the convergence of the estimation step.
Define the estimation error vector at iteration k as ε[k] =
φˆ[k]−φ[k]. Since both φˆ[k] and φ[k] are bounded, ε[k] is also
bounded. Define ∆φ[k] = φ[k]− φ[k − 1]. The convergence
result for the estimation step is stated next.
Theorem 2. Using the estimation update rule in (12) and
the control update rule (14), with αk+1 =
2
‖∆u[k]‖2 , βk ∈
( ǫ
nb2
1
, 1
nb
2
1
), where 0 < ǫ <
b2
1
b
2
1
is a given parameter, if
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Fig. 2. IEEE 123-bus distribution test feeder.
u[k] ∈ (u,u) and e[k] 6= 0, ∀k ∈ N, then ‖ε[k]‖ converges
to 0 a.s.
The intuition is that the estimation error goes to zero if
the system can be continuously excited (guaranteed by the
condition u[k] ∈ (u,u) and e[k] 6= 0, ∀k ∈ N).
We refer the readers to Appendix B for detailed proofs of
the convergence result above.
V. NUMERICAL SIMULATIONS
In this section, we illustrate the application of the proposed
DER coordination framework and validate the theoretical
results presented earlier. From a practical point of view,
the timescale separation illustrated in Fig. 1 is critical for
the applicability of the proposed framework. Specifically, the
estimation process needs to be much faster than the timescale
governing the load changes. The DERs, which are typically
power electronics interfaced, can respond very quickly, on a
timescale of millisecond to second [23]. In this simulation, we
set the duration between two iterations to be 100 millisecond.
We will show later that under this setup, the requirements on
the time separation can be reasonably met.
A modified three-phase balanced IEEE 123-bus distribution
test feeder from [24] (see Fig. 2 for the one-line diagram) is
used for all numerical simulations. This balanced test feeder
has a total active power load of 3000 kW, and a total reactive
power load of 1575 kVAr. DERs are added at buses 19, 26,
38, 49, 56, 64, 78, 89, 99. We assume each DER can output
active power from 0 kW to 100 kW. Therefore, the maximum
DER active power injections accounts for 30% of the nominal
loads. To illustrate the impacts of reactive power control, we
assume all DERs operate at unity power factor except DERs at
buses 78 and 89, which are assumed to have enough reactive
power capacity and maintain a constant voltage magnitude of
0.95 p.u. Yet, we would like to emphasize that the proposed
algorithm is agnostic to the underlying reactive power control
scheme and also works under other reactive power control
schemes. In addition, to validate the effectiveness of the
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Fig. 3. DER active power injections for βk = 0.02 and y
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= −3000 kW
in Case I. (Legends indicate DER buses.)
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Fig. 4. Tracking error for βk = 0.02 under various tracking targets in Case
I. (Legends indicate values of y⋆.)
proposed algorithm under different operating conditions of the
power distribution system, we assume there are some uncon-
trollable renewable energy resources in the power distribution
system, which are modeled as negative loads. The underlying
nonlinear power flow problem is solved using Matpower [25].
In all subsequent simulations, we set b1 = 0.8, b1 = 1.2,
which are reasonable values for real power systems. Intuitively,
these values indicate that the percentage of active power losses
will be no larger than 20% of the total active power injections.
Note that the exact value of b2 is not necessary. Under this
simulation setting, as given in Theorem 1, the upper bound of
the control step size is 1
nb
2
1
≈ 0.0694.
We note that comprehensive simulations including the two
timescales can be done using data such as ones adopted in [26].
However, since the ODCP to be solved on the slow timescale
is a standard problem, we will mainly focus on simulations
for the fast timescale, where our major contributions lie.
A. Case I
In this case, we assume the power distribution system is
importing energy from the bulk power system with y =
−3110 kW. This corresponds to the situation where the
uncontrollable renewable energy resources are not generating
more active power than that needed by the loads. In addition,
we set φˆ0 = 1n and u
0 = 0n, where 1n ∈ Rn is an all-ones
vector.
1) Tracking Performance During Estimation: For y⋆ =
−3000 kW and a constant step size βk = 0.02, the DER active
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Fig. 5. Tracking error for y⋆ = −3000 kW and various constant control step
sizes in Case I. (Legends indicate values of βk .)
TABLE I
ESTIMATED SENSITIVITIES IN CASE I AFTER 60 ITERATIONS
bus 19 26 38 49 56
true 1.0394 1.0413 1.0426 1.0454 1.0467
estimate 1.0342 1.0390 1.0440 1.0468 1.0421
bus 64 78 89 99
true 1.0702 1.0703 1.0749 1.0711
estimate 1.0696 1.0697 1.0817 1.0702
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Fig. 6. MAE of estimation errors with βk = 0.02 in Case I. (Legends indicate
the values of initial estimates.)
power injections are shown in Fig. 3. The non-smoothness in
the active power profiles is caused by the random perturbation
imposed on the control step. Also as shown in Fig. 4, the
convergence rate of the tracking error is not affected by the
tracking target, i.e., the total active power required from the
bulk power system. The tracking error e[k] under various
constant control step sizes is shown in Fig. 5. As expected,
a larger step size will reduce the tracking error faster than a
small step size.
2) Estimation Accuracy: With βk = 0.02 and y
⋆ =
−3000 kW, true and estimated sensitivities are compared in
Table I and the mean absolute error (MAE) of estimation
errors, i.e.,
∑n
i=1 |εi[k]|
N
, is plotted in Fig. 6. The estimated sen-
sitivities are very close to their true values after 60 steps, which
corresponds to 6 s. Note that φˆ0 has an important impact on
the convergence of the sensitivity estimation algorithm. As can
be seen from Fig. 6, when the initial values of the estimated
sensitivities are set to 1.05, which is closer to their true values,
it takes much less time to obtain a small estimation error.
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Fig. 7. MAE of estimation errors with βk = 0.02 under various estimation
step sizes in Case I. (Legends indicate values of αk .)
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(Legends indicate values of βk.)
While the estimation step size, αk, in the proposed algo-
rithm is adaptive, we also investigate the case when αk is
chosen to be constant. Figure 7 shows the MAE of estimation
error under various constant estimation step sizes. As can be
seen from Fig. 7, the MAE of estimation will converge to
some non-zero constant under constant estimation step sizes.
The impact of the control step sizes on the estimation
accuracy is also investigated. Figure 8 shows the MAE of
estimation errors under various control step sizes. With a large
control step size, the tracking error converges to 0 quickly,
leading to a situation where the system cannot get sufficient
excitation and consequently, the estimation errors cannot be
further reduced.
B. Case II
In this case, we assume the power distribution system is
exporting energy to the bulk power system with y = 1000 kW.
This corresponds to the situation where the uncontrollable
renewable energy resources are generating much more active
power than that needed by the loads. We set φˆ0 = 1n and
u0 = 0n.
1) Tracking Performance During Estimation: Using a con-
stant step size βk = 0.02, the convergence rate of the tracking
error under various tracking target is shown in Fig. 9. Similar
to results in Case I, the convergence rate is not affected by
the tracking target.
2) Estimation Accuracy: With βk = 0.02 and y
⋆ =
1100 kW, true and estimated sensitivities are compared in
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Fig. 9. Tracking error for βk = 0.02 under various tracking targets in Case
II. (Legends indicate values of y⋆.)
TABLE II
ESTIMATED SENSITIVITIES IN CASE II AFTER 60 ITERATIONS
bus 19 26 38 49 56
true 0.9533 0.9526 0.9518 0.9509 0.9254
estimate 0.9588 0.9512 0.9497 0.9475 0.9285
bus 64 78 89 99
true 0.8872 0.8477 0.8488 0.8700
estimate 0.8854 0.8536 0.8396 0.8707
0.0 2.0 4.0 6.0 8.0 10.0
time (s)
0.00
0.02
0.04
0.06
0.08
M
A
E
(p
.u
./
p
.u
.)
Fig. 10. MAE of estimation errors with βk = 0.02 in Case II.
Table II and the MAE of estimation errors is plotted in Fig. 10,
respectively. Similar to the results in Case I, the estimated sen-
sitivities are very close to their true values after 60 steps. This
verifies that the proposed estimation algorithm can effectively
estimate the sensitivities under different operating conditions
of the power distribution system.
We note that the performance of the proposed estimation
algorithm is independent of the number of DERs. To see this,
we simulate a case where the DER at bus 99 gets disconnected
and consequently, there are 8 DERs in the power distribution
system. The sensitivities at these 8 DER buses can still be
estimated effectively, as is shown in Fig. 11.
C. Case III
In this case, we illustrate how the proposed framework
handles line congestions. The setup is the same as Case II
except that the tracking target is y⋆ = 1500 kW. We set the
capacity limit of line (55, 56) to 40 kW to create congestion.
For simplicity, all other lines are assumed to have an infinite
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Fig. 11. MAE of estimation errors with βk = 0.02 in Case II with 8 DERs.
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Fig. 12. DER active power set-point before and after solving the ODCP in
Case III.
capacity; yet, we would like to emphasize that the proposed
framework can handle multiple line congestions. The objective
function in the ODCP is assumed to be c(pg) = ‖pg − p˜g‖2,
where p˜g is the current DER active power injection vector
as used in (9). Intuitively, this objective function will favor
the solution with the least change in the DER active power
injections.
The estimation algorithm is first ran to obtain an estimate
of the sensitivity vector. After the estimation algorithm ends,
the DER at bus 56 is generating 51.3 kW, which exceeds the
capacity limit of line (55, 56). The ODCP is run afterwards
to adjust the active power set-points of the DERs. Figure
12 shows the DER active power set-point before and after
solving the ODCP. The DER at bus 56 is dispatched down
to 40 kW, which conforms with the capacity limit of line
(55, 56). All other DERs are dispatched up such that the active
power exchanged between the distribution and bulk power
systems still equals to 1500 kW. We note that line (55, 56)
is overloaded for a short period during the estimation process
but the is quickly restored to a normal loading level after the
DER active power set-points are adjusted via the ODCP.
VI. CONCLUDING REMARKS
In this paper, we proposed a data-driven coordination frame-
work for DERs in a lossy power distribution system, the
model of which is not completely known, to collectively
provide some pre-specified amount of active power to a bulk
power system at a minimum generating cost, while respecting
distribution line capacity limits. The proposed framework
consists of a LTV IO model, an estimator, and a controller.
9We showed that using the estimation algorithm proposed
in the framework, the estimated parameters converge to the
true parameters a.s., and the total provided active power con-
verges to the required amount during the estimation process.
The data-driven nature of this framework makes it adaptive
to various system operating conditions. We validated the
effectiveness of the proposed framework through numerical
simulations on a modified version of the IEEE 123-bus test
feeder.
There are two potential directions for future work. The first
one is to develop efficient estimation algorithms for scenarios
in which the estimation process (with random perturbations)
cannot be executed on a timescale that is much faster than
the one on which the loads vary, and quantifies the impacts
of load variability on the performance of the algorithm;
this essentially relaxes Assumption 3. The second one is to
extend the proposed estimation algorithms to scenarios where
there are multiple connection buses between the distribution
system and the bulk power system, and consequently, multiple
outputs.
APPENDIX
A. Proof of Theorem 1
The convergence analysis of the control step during the
estimation process relies on the following two lemmas.
Lemma 1. There exists φ¯[k] satisfying 0n ≤ φ¯[k] ≤ φˆ[k],
such that (14) is equivalent to
u[k] = u[k − 1]− βke[k − 1]W [k]φ¯[k].
Also, φ¯[k] = 0n if and only if u[k] = u or u[k] = u.
Furthermore, if u[k] 6= u and u[k] 6= u, there exists i ∈ N g
such that φ¯i[k] = φˆi[k] ∈ [b1, b1].
Proof. If u[k−1]−βke[k−1]W [k]φˆ[k] ∈ U , then we simply
set φ¯[k] = φˆ[k]. Without loss of generality, first consider the
case where the following holds for some i ∈ N g:
ui[k − 1]− βke[k − 1]wi[k]φˆi[k] > ui. (A.1)
Then, e[k−1] < 0 and wi[k] > 0 since otherwise (A.1) cannot
not hold. Therefore,
ui[k] = PU(ui[k − 1]− βke[k − 1]wi[k]φˆi[k]) = ui. (A.2)
Let φ¯i[k] =
ui[k−1]−ui
βke[k−1]wi[k]
; by definition, φ¯i[k] = 0 if and only
if ui[k − 1] = ui. Then, we have that:
ui[k] = ui[k − 1]− βke[k − 1]wi[k]φ¯i[k]. (A.3)
If follows from (A.1), (A.2), and (A.3) that
βke[k − 1]φˆi[k]wi[k] < βke[k − 1]φ¯i[k]wi[k], (A.4)
which leads to 0 ≤ φ¯i[k] < φˆi[k]. A similar argument can be
used to for the case where ui[k−1]−βke[k−1]wi[k]φˆi[k] < ui
and for some i ∈ N g .
If u[k] 6= u and u[k] 6= u, then there exists i ∈ N g such
that ui < ui[k] < ui, which implies
ui[k] = ui[k − 1]− βke[k − 1]wi[k]φˆi[k]. (A.5)
Therefore, φ¯i[k] = φˆi[k]. Consequently, φ¯i[k] = φˆi[k] ∈
[b1, b1]. It can be easily seen that if U is sufficiently large
and no DER hits its capacity limits, then φ¯[k] = φˆ[k].
Lemma 2. Let Xk, k = 1, 2, · · · , be independently identically
distributed (i.i.d.) random variables. Assume Xk > 0 and
E [Xk] ∈ (0, 1), where E denotes expectation. Let Yk =∏k
i=1Xi. Then, limk→∞ Yk = 0 a.s.
Proof. Note that Yk = exp
{∑k
i=1 logXi
}
. By the Strong
Law of Large Numbers (see Proposition 2.15 in [27]), we
have that
lim
k→∞
k∑
i=1
1
k
logXi = E [logX1] , a.s. (A.6)
By Jensen’s inequality (see Theorem 2.18 in [27]), we have
that
E [logX1] ≤ logE [X1] < 0. (A.7)
Therefore,
lim
k→∞
k∑
i=1
k
1
k
logXi = −∞, a.s., (A.8)
which leads to
lim
k→∞
Yk = lim
k→∞
exp
{
k∑
i=1
k
1
k
logXi
}
= exp
{
lim
k→∞
k∑
i=1
k
1
k
logXi
}
= 0, a.s.; (A.9)
this completes the proof.
Using Lemma 1 and Lemma 2, we can prove the Theorem
1 as follows:
Proof. By (6), we have that
e[k]− e[k − 1] = φ[k]⊤∆u[k]. (A.10)
By Lemma 1, we have that
∆u[k] = −βke[k − 1]W [k]φ¯[k], (A.11)
where 0n ≤ φ¯[k] ≤ φˆ[k]. Substituting (A.11) into (A.10)
leads to
e[k] = (1− βkφ[k]⊤W [k]φ¯[k])e[k − 1]. (A.12)
Define ρk = 1− βkφ[k]⊤W [k]φ¯[k], then
e[k] = e[0]
k∏
i=1
ρi. (A.13)
By Assumption 3, 0 < b1 ≤ φi[k] ≤ b1. In addition, it follows
from Lemma 1 that 0 ≤ φ¯i[k] ≤ φˆi[k] ≤ b1. Therefore,
φ[k]⊤W [k]φ¯[k] can be bounded as follows:
0 ≤ φ[k]⊤W [k]φ¯[k] =
n∑
i=1
wi[k]φi[k]φ¯i[k] ≤ nb21. (A.14)
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Since βk <
1
nb
2
1
, then all e[k] has the same sign for all k
(positive if e[0] > 0, and negative otherwise). As a result, the
entries of ∆u[k] always have the same sign by (A.11).
(a) If e[k] = 0 for some k ∈ N, then ∆u[k + 1] = 0n. The
control and estimation algorithms will stop updating according
to (12) and (14). In this case, u[k] may equal to u or u or
neither, and the system attains an equilibrium.
(b) Now suppose e[k] 6= 0, ∀k ∈ N. Since the increments of
u always have the same sign, the entries of u cannot hit their
bounds in different directions, i.e., some hit their lower bounds
while others hit their upper bounds.
(b.1) If u[k] = u for some iteration k, then e[k] > 0, ∀k ∈ N.
By (14), we have that
u[k + 1] = PU (u− βke[k]W [k + 1]φˆ[k + 1]) = u. (A.15)
Thus, ∆u[k + 1] = 0n, which leads to e[k + 1] = e[k] by
(A.10). Therefore, u will equal to u and e[k′] = e[k] > 0 for
all k′ > k.
Similarly, when u[k] = u, u will be equal to u, and e will
be equal to e[k] < 0 in all future time intervals. The system
attains an equilibrium in both cases.
(b.2) If u[k] 6= u and u[k] 6= u, ∀k ∈ N, by Lemma 1, there
exists i ∈ N g such that φ¯i[k] ∈ [b1, b1]. Then,
φ[k]⊤W [k]φ¯[k] =
n∑
i=1
φi[k]φ¯i[k]wi[k] ≥ b21wi[k]. (A.16)
Thus, by using (A.14) and (A.16), it follows that ρk ∈ [1 −
βknb
2
1, 1−βkb21wi[k]]. Define ρk = 1− ǫwi[k], then ρk equals
to 1− ǫ or 1, each with probability 0.5, and E [ρk] = 1− ǫ2 ∈
(0, 1). Note that 0 < ǫ <
b2
1
nb
2
1
implies ρk > 0. By Lemma 2,
lim
k→∞
k∏
i=1
ρi = 0, a.s. (A.17)
When βk ∈ ( ǫb2
1
, 1
nb
2
1
), 0 ≤ ρk ≤ ρk. Then, in an a.s. sense,
lim
k→∞
|e[k]| = |e[0]| lim
k→∞
k∏
i=1
ρi ≤ |e[0]| lim
k→∞
k∏
i=1
ρi = 0.
(A.18)
Since |e[k]| ≥ 0, limk→∞ |e[k]| = 0 a.s. In addition, by
(A.11), limk→∞∆u[k] = 0n a.s.
Remark 2. If U is sufficiently large and no DER hits the
capacity limits, then φ¯[k] = φˆ[k] and φ[k]⊤W [k]φ¯[k] ≥
b21
∑n
i=1 wi[k]. Following a similar argument as in part (b.2)
in the proof of Theorem 1, we can show e[k] converges to 0
a.s. when βk ∈ ( ǫnb2
1
, 1
nb
2
1
), where 0 < ǫ <
b2
1
b
2
1
.
Following a similar argument, Corollary 1 can be proved as
follows:
Proof. When the control update rule in (13) is used instead of
the one in (14),
e[k] = (1− βkφ[k]⊤φ¯[k])e[k − 1]. (A.19)
If u[k] 6= u and u[k] 6= u, φ[k]⊤φ¯[k] = φi[k]φ¯i[k] ≥ b21.
Define ρk = 1 − βkφ[k]⊤φ¯[k]. When βk ∈ ( ǫb2
1
, 1
nb
2
1
), ρk <
1− ǫ. Therefore,
∣∣∣ e[k]e[k−1] ∣∣∣ = ρk < 1− ǫ.
B. Proof of Theorem 2
The convergence analysis of the estimation step uses some
convergence results for ∆φ[k], which are presented next.
Lemma 3. Let Xk, k = 1, 2, · · · , be i.i.d. random variables
that take value 1 with probability 0.5, or some constant x ∈
(0, 1), also with probability 0.5. Let Yk =
∏k
i=1Xi and Z =∑∞
i=1 Yi. Then, Z is bounded a.s.
Proof. Let K denote the maximum number of 1’s that appears
continuously in the sequence {Xk}; then, the sequence {Yk}
will have a new (smaller) value at most after K+1 steps. We
claim Z is unbounded only if K is infinite. Suppose Xj = x,
andXk = 1 for k = j+1, · · · , j+m, then Yj = Yj+1 = · · · =
Yj+m and
∑j+m
i=j Yj = (m+ 1)Yj ≤ (K + 1)Yj . Therefore,
Z =
∞∑
i=1
Yi ≤ (K + 1)
∞∑
i=0
xi =
K + 1
1− x . (A.20)
It follows from (A.20) that Z is unbounded
only if K is infinite. However, P {M =∞} ≤
P {Xi+1 = · · · = Xi+K = 1, for some i} = 12∞ = 0,
where P denotes probability. Thus, Z is bounded a.s.
Lemma 4. Using estimation update rule (12) and control
update rule (14), with βk ∈ ( ǫnb2
1
, 1
nb
2
1
), where 0 < ǫ <
b2
1
b
2
1
is a given parameter, then
lim
k→∞
‖∆φ[k]‖ = 0, a.s. (A.21)
and
∞∑
k=1
‖∆φ[k]‖ <∞, a.s. (A.22)
Proof. If follows from the proof of Theorem 1 that the entries
of ∆u[k] always have the same sign. First consider the case
where∆u[k] ≥ 0n for all k ∈ N. Note that φ[k]⊤ = ∂h
∂u
∣∣∣∣
u˜[k]
,
where u˜[k] = aku[k]+ (1− ak)u[k− 1] with ak ∈ [0, 1], i.e.,
u[k − 1] ≤ u˜[k] ≤ u[k]. Similarly, φ[k − 1]⊤ = ∂h
∂u
∣∣∣∣
u˜[k−1]
,
where u[k− 2] ≤ u˜[k− 1] ≤ u[k− 1]. Thus, by Assumption
3, we have that
‖∆φ[k]‖ ≤ b2‖u˜[k]− u˜[k − 1]‖
≤ b2‖u[k]− u[k − 2]‖
= b2‖∆u[k] + ∆u[k − 1]‖
≤ b2(‖∆u[k]‖+ ‖∆u[k − 1]‖). (A.23)
Since limk→∞‖∆u[k]‖ = 0 a.s. by Theorem 1, as a result,
limk→∞(‖∆u[k]‖+ ‖∆u[k − 1]‖) = 0 a.s., which gives
lim
k→∞
‖∆φ[k]‖ = 0, a.s. (A.24)
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Assume u[k] = 0n for all k < 0, then we have that
∞∑
k=1
‖∆φ[k]‖ ≤
∞∑
k=1
b2(‖∆u[k]‖+ ‖∆u[k − 1]‖)
≤ 2b2
∞∑
k=0
‖∆u[k]‖
≤ 2b2
∞∑
k=0
‖βkW [k]φˆ[k]e[k − 1]‖
≤ 2b2
nb
2
1
√
nb1
∞∑
k=0
|e[k − 1]|
=
2b2√
nb1
∞∑
k=−1
|e[k]|. (A.25)
Recall that ρk equals to 1− ǫ or 1, each with probability 0.5,
where ρk is defined in the proof of Theorem 1. Therefore,
by Lemma 3,
∑∞
k=1
∏k
i=1 ρi is bounded a.s. When βk ∈
( ǫ
b2
1
, 1
nb
2
1
), 0 ≤ ρk ≤ ρk, and
∞∑
k=0
|e[k]| = |e[0]|(1 +
∞∑
k=1
k∏
i=1
ρi) ≤ |e[0]|(1 +
∞∑
k=1
k∏
i=1
ρi).
(A.26)
As a result,
∑∞
k=−1 |e[k]| is bounded a.s. since |e[−1]| is also
bounded. The case where ∆u[k] ≤ 0n for all k ∈ N can be
proved similarly.
The convergence analysis of the estimation step also relies
on the following lemma (see Theorem 1 in [28]).
Lemma 5. Let Xk, Yk, Zk, k = 1, 2, · · · , be non-negative
variables in R such that
∑∞
k=0 Yk < ∞, and Xk+1 ≤ Xk +
Yk − Zk, then Xk converges and
∑∞
k=0 Zk <∞.
Using Lemma 4 and Lemma 5, Theorem 2 can then be
proved as follows:
Proof. Consider an arbitrary sample path. Without loss of
generality, assume e[k] < 0, it follows from Theorem 1 that
e[k] < 0, ∀k ∈ N. Since u[k] ∈ (u,u), ∀k ∈ N, (14) becomes
∆u[k] = −βke[k − 1]W [k]φˆ[k]. (A.27)
It follows from (6) and (12) that
φˆ[k + 1] = PB(φˆ[k]− αk+1∆u[k]∆u[k]⊤ε[k]). (A.28)
By definition, the estimation error at iteration k is
ε[k + 1] = PB(φˆ[k]− αk+1∆u[k]∆u[k]⊤ε[k])− φ[k + 1].
(A.29)
Since φ[k + 1] = PB(φ[k + 1]), by the non-expansiveness of
the projection operation (see Proposition 1.1.9 in [29]), then
‖ε[k + 1]‖ ≤ ‖ε[k]− αk+1∆u[k]∆u[k]⊤ε[k]−∆φ[k + 1]‖
≤ ‖ε[k]− αk+1∆u[k]∆u[k]⊤ε[k]‖+ ‖∆φ[k + 1]‖.
(A.30)
Let g(αk+1) = ‖ε[k] − αk+1∆u[k]∆u[k]⊤ε[k]‖2; then, g
attains its minimum at αk+1 =
1
‖∆u[k]‖2 , which is
‖ε[k]‖2 − (ε[k]⊤ ∆u[k]‖∆u[k]‖)
2 = ‖ε[k]‖2 − (ε[k]⊤ W [k]φˆ[k]‖W [k]φˆ[k]‖)
2.
(A.31)
Define cos θk =
ε[k]⊤
‖ε[k]‖
W [k]φˆ[k]
‖W [k]φˆ[k]‖
. Consequently, g(αk+1) =
(1− sin2 θk)‖ε[k]‖2, and
‖ε[k + 1]‖ ≤ | sin θk|‖ε[k]‖+ ‖∆φ[k + 1]‖. (A.32)
Let Xk = ‖ε[k]‖, Yk = ‖∆φ[k + 1]‖, and Zk =
(1 − | sin θk|)‖ε[k]‖. Then, Xk+1 ≤ Xk + Yk − Zk. Also,∑∞
k=0 Yk =
∑∞
k=1‖∆φ[k]‖ <∞ by Lemma 4. Therefore, by
Lemma 5, ‖ε[k]‖ converges, and∑∞k=1(1−| sin θk|)‖ε[k]‖ <
∞, which further implies limk→∞(1 − | sin θk|)‖ε[k]‖ = 0.
Let ε⋆ denote the limit of ‖ε[k]‖; then,
lim
k→∞
| sin θk|‖ε[k]‖ = lim
k→∞
(| sin θk| − 1)‖ε[k]‖+ lim
k→∞
‖ε[k]‖
= ε⋆. (A.33)
Next, we show ε⋆ = 0 by contradiction. Assume ε⋆ > 0.
Since both ‖ε[k]‖ and | sin θk|‖ε[k]‖ converges to ε⋆,
lim
k→∞
| sin θk| = limk→∞ | sin θk|‖ε[k]‖
limk→∞‖ε[k]‖ = 1, (A.34)
which implies | cos θk| converges to 0. Since ‖ε[k]‖ and
‖W [k]φˆ[k]‖ are bounded, then |ε[k]⊤W [k]φˆ[k]| converges to
0. Define Ei[k] = {wj [k] = 1 if j = i, wj [k] = 0 otherwise};
then P {Ei[k]} = 12n . Consequently,
∑∞
k=1 P {Ei[k]} =
∞. Also note that Ei[k], k ∈ N, are independent.
By the Borel-Cantelli Lemma (see Lemma 1.3 in [27]),
P {Ei[k] infinitely often} = 1; therefore, there are infinitely
many time instants that wi[k] = 1 and wj [k] = 0
for all j 6= i. Let Ki denote the set of such time in-
stants. Then |ε[k]⊤W [k]φˆ[k]| = |εi[k]φˆi[k]| for k ∈ Ki.
The sequence {|εi[k]φˆi[k]|, k ∈ Ki} is a subsequence of
{|ε[k]⊤W [k]φˆ[k]|}; therefore, it also converges to 0. Note
that φˆ[k] > 0; thus, εi[k] converges to 0. Since i is arbitrary,
we conclude that ‖ε‖[k] converges to 0, which implies ε⋆ = 0,
contradiction. Since this result holds for all sample paths, then
we conclude that ‖ε[k]‖ converges to 0 a.s.
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