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A SOLUTION TO THE REAL MULTIPLICATION PROGRAM IN
POSITIVE CHARACTERISTIC II: QUANTUM DRINFELD
MODULES AND RAY CLASS FIELDS
L. DEMANGOS AND T.M. GENDRON
Abstract. This is the second in a series of two papers presenting a solution to
Manin’s Real Multiplication program [10] in positive characteristic. If K is a
quadratic and real extension of Fq(T ) and OK is the integral closure of Fq[T ] in
K, we associate to each modulus M ⊂ OK the unit narrow ray class field K
M:
a class field containing the narrow ray class field, whose class group contains an
additional contribution coming from O×
K
. For f ∈ K a fundamental unit, we
introduce the associated quantum Drinfeld module ρqt
f
of f : a generalization
of Drinfeld module whose elements are multi-points. The main theorem of the
paper is that
KM = HOK (Tr(ρ
qt
f
[M]),Tr(ρqt
f−1
[M]))
where HOK is the Hilbert class field of OK and Tr(ρ
qt
f
[M]), Tr(ρqt
f−1
[M]) are
the groups of traces of M torsion points of ρqt
f
, ρqt
f−1
.
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Introduction
In [6] an explicit description was given of the Hilbert class fieldHOK associated to
the integral closure OK of A = Fq[T ] in a real quadratic extension K of k = Fq(T ).
By real, we mean that K ⊂ k∞ = the analytic completion of k with respect to the
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valuation associated to ∞ ∈ P1. This explicit description of HOK was given using
the values of a multivalued, modular invariant function
jqt : k∞⊸ k∞
called the quantum modular invariant.
For f ∈ k∞, jqt(f) is defined as follows: one first introduces for ε > 0 the Fq
vector space of ε diophantine approximations of f :
Λε(f) =
{
a ∈ A| |af − a⊥| < ε for some a⊥ ∈ A} .(1)
Using Λε(f), one may define the analogs of Eisenstein series, which in turn are
used to define the ε modular invariant jε(f). Then j
qt(f) is defined as the set of
limit points of the sequence {jε(f)} as ε→ 0. See §2 of [6].
Let ΣK → P1 be the degree 2 morphism of curves inducingK/k, let∞1,∞2 ∈ ΣK
be the points over ∞ and let A∞1 ⊂ OK be the Dedekind domain of functions
regular outside of ∞1. Then for f ∈ OK − k ⊂ k∞ a unit, we may identify
jqt(f) = {j(a0), . . . , j(ad−1)},
where Z = {a0, . . . , ad−1} is a cyclic subgroup of the ideal class group ClA∞1 and
j(a) is the j-invariant of the ideal class a. See Theorem 4 of [6]. The main result is
Theorem 8 of [6] which provides the explicit description
HOK = K(N(j
qt(f))), N(jqt(f)) :=
d−1∏
i=0
j(ai).
Now given an ideal M ⊂ OK , we introduce the associated unit narrow ray class
field
KM/HOK ,
a finite extension of the usual narrow ray class field of M whose class group con-
tains an additional contribution coming from O×K . The family of such extensions
is cofinal in the family of all abelian extensions which split completely over the
places ∞1,∞2 ∈ ΣK . The main result of this paper consists of giving an explicit
description of KM over HOK .
The explicit description is made using certain multivalues of the quantum expo-
nential functions
expqtf , exp
qt
f−1 : C∞⊸ C∞
associated to f and its inverse f−1 (here C∞ is the analog of the complex numbers
in function field arithmetic). These multivalues may in turn be identified with the
groups
ρ
qt
f [M], ρ
qt
f−1 [M]
of quantum M torsion points of the quantum Drinfeld modules ρqtf , ρ
qt
f−1 asso-
ciated to f, f−1. The latter are multivalued generalizations of Drinfeld mod-
ules, in which the corresponding notion of modular invariant is given by jqt(f) =
jqt(f−1). A point of a quantum Drinfeld module is multivalued, of the shape
zqt = {z0, . . . , zd−1}. Then if we denote by Tr(zqt) the sum of the multi-components
of zqt, we prove
Theorem. For every M ⊂ OK ,
KM = HOK
(
Tr(ρqtf [M]),Tr(ρ
qt
f−1 [M])
)
.
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See Theorems 4, 5 and 6. The statement of the Theorem may be seen to be in
complete analogy with that part of the Fueter-Weber Theorem [16] which treats
narrow ray class fields of a complex quadratic extension of Q: whose explicit de-
scriptions use values of Weber functions at torsion points of an elliptic curve. The
Theorem above, together with the main theorem of [6], thus gives a solution to the
Real Multiplication program of Manin [10] for global function fields, in the style of
the Fueter-Weber Theorem.
We now give a section by section summary of the contents of this paper.
In §1, we introduce the quantum exponential
expqtf : C∞ ⊸ C∞,
which would in theory be defined – in a manner analogous to the definition of
jqt(f) – as a limit of exponentials expΛε(f)(z) associated to the vector spaces of
ε diophantine approximations (1). Unlike the situation for jqt(f), however, the
expΛε(f)(z) limit to the trivial identity function, so a renormalization scheme is
called for. This may be accomplished by replacing Λε(f) by
Λ˘ε(f) := ξεΛε(f)
where ξε is the analog of the transcendental factor that one uses to rescale rank 1
Drinfeld modules in order to make them sign normalized [9]. If we write eε(z) for
the exponential associated to Λ˘ε(f) and denote by ei the exponential of the sign
normalized lattice Λi := ξiai, then we prove (see Theorem 1) that
expqtf (z) := limε→0
eε(z) = {e0(z), . . . , ed−1(z)}.
The result of §1 suggests that one may build a notion of quantum Drinfeld
module based on expqtf . The key point here is the observation that Λ˘ε(f) is nearly
an A∞1 module: for any α ∈ A∞1 , αΛ˘ε(f) is nearly contained in Λ˘ε(f) i.e. it is
contained in Λ˘ε(f) after quotienting by the Fq vector space of δ small elements
Zδ = {z ∈ C∞| |z| < δ}
for some δ whose size depends only on ε and α. See (10) of §2. Using this, one
may assert, roughly speaking, the existence of additive polynomials ρε,α so that
the diagram
C∞/Λ˘ε(f)
α·
✲ C∞/Λ˘ε(f)
C∞
eε
❄
ρε,α
✲ C∞,
eε
❄
nearly commutes. More precisely, the domains of the exponentials must be re-
stricted along an exhaustion of C∞/Λ˘ε(f) by compacta, and the commutativity is
understood modulo Zδ for δ depending on the size of the domain of the exhaustion
under consideration. As ε → 0, the δ’s may be chosen → 0 and the sizes of the
selected exhaustion domains may be chosen →∞. We thus arrive at the notion of
an approximate Drinfeld module associated to the family of sign normalized vector
spaces Λ˘ε(f). The precise formulation of this intuition is worked out in §2.
In §3, we consider the problem of taking the limit of the approximate Drinfeld
module of §2, in order to define the associated quantum Drinfeld module ρqtf . Since
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the set of values of the absolute value on k∞ is qZ, we may write every ε < 1 in the
form
ε = εN,l := q
−dN−l, l = 0, . . . , d− 1.
Then, by the results of §1, we have
lim
N→∞
Λ˘εN,l(f) = Λd−1−l.
Informally, this suggests that we define the quantum Drinfeld module associated to
f as the multivalued
ρ
qt
f = {ρ0, . . . , ρd−1},
where ρi is the rank 1 sign normalized Drinfeld module (Hayes module) having
lattice Λi. To make this precise, one needs to make sense of the multivalued notion
of quantum point. To this end, we define for N = 1, 2, . . . and l = 0, . . . , d− 2 maps
ΨN : ρεN,d−1 −→ ρεN+1,d−1 , ΦN,l : ρεN,d−1 −→ ρεN,l .
Then to each w ∈ C∞ we associate the sequence of points {wε}
wεN,l = ΦN,l ◦ ΨN−1 ◦ · · · ◦ Ψ1(w)
and define
wqt := lim
ε→0
wε.
If we denote by Φi the additive polynomial associated to the ideal class ai with
respect to the Hayes module ρ0 (see for example [9]), then
wqt = {w0, . . . , wd−1} = {w0,Φd−1(w0), . . . ,Φ1(w0)},
where w0 = limN→∞ wεN,l ∈ ρ0 and wi ∈ ρi. See Proposition 4. Alternatively,
after replacing expqtf by a natural “multi conjugate” e˜xp
qt
f , we may realize w
qt as
the multivalue
wqt = e˜xp
qt
f (z)
for some z ∈ C∞. For any α ∈ A∞1 , the formula
ρqtα (w
qt) := {ρ0,α(w0), . . . , ρd−1,α(wd−1)}
defines an action of A∞1 on quantum points, making the set
C
qt
∞,f := {wqt| w ∈ C∞}
an A∞1 module, the quantum Drinfeld module associated to f .
In §4 we give the definition of the ray class fields that are the focus of this paper;
in what follows we assume f is a fundamental unit in OK . IfM ⊂ OK is an ideal, we
may associate [1] the narrow ray class field KMnar, where narrowness is defined with
respect to both places∞1,∞2 over∞. Likewise, if we denote m = m1 = M∩A∞1 ,
we have the narrow ray class field Kmnar. If we let K
M
nar1 be the narrow ray class
field of M narrow along ∞1 only, we obtain a diagram labeled by Galois groups
Kmnar
HA∞1 K
M
nar1
Z′
HOK
Z
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The group Z ′ is isomorphic to a direct sum Z⊕B where B consists of the subgroup
of the narrow ray class group Clmnar
∼= Gal(Kmnar/K) generated by (f) ⊂ A∞1 . The
fixed field of Z ⊂ Z ′ defines an extension
KM1 /K
M
nar1 .
Repeating the above construction using A∞2 in place of A∞1 and f
−1 in place of
f defines KM2 , the unit narrow ray class field is the compositum
KM = KM1 K
M
2 .
The remainder of the paper is devoted to giving an explicit description of KM1 .
We say that wqt ∈ Cqt∞,f is an M quantum torsion point if the component w0
of wqt is an m torsion point with respect to ρ0, or equivalently, if wi is an m
torsion point with respect to ρi for all i. In this case, the components wi belong
to Kmnar and the action by the polynomials Φi corresponds to the Galois action of
Z ∼= Gal(Kmnar/KM1 ) i.e. the components of wqt form a Z orbit. This crucial feature
is the most important consequence of our definition of quantum point. It follows
that Tr(wqt) =
∑
wi belongs to K
M
1 ; if we denote by ρ
qt
f [M] the A∞1 module of
quantum M torsion points, the trace Tr(ρqtf [M]) is a subgroup of K
M
1 and we prove
that
KM1 = HOK (Tr(ρ
qt
f [M])).
The proof of this statement is carried out in §5 for K/k elliptic, in §6 for K/k of
genus 2 and in §7 for K/k of genus > 2. Replacing ∞1 by ∞2, f by f−1, etc.,
we obtain a similar explicit expression for KM2 , and arrive at the statement of the
Theorem above.
1. Quantum Exponential
In this section, following the philosophy underlying the definition of jqt, we
associate to a unit f ∈ K a multivalued quantum exponential function
expqtf : C∞ ⊸ C∞,
whose multivalues will be used to generate ray class fields over the Hilbert class
field HOK .
In what follows we use basic notation established in [6]: Fq is the field with
q = pn elements, p a prime, k = Fq(T ), A = Fq[T ]. We recall that k is the function
field of P1; we denote by k∞ the completion of k with respect to the place ∞ ∈ P1
and by C∞ the completion of the algebraic closure k∞.
As in [6] we fix f a quadratic unit whose minimal polynomial has the shape
X2 − aX − b,(2)
where a ∈ A is assumed to be monic as a polynomial in T and b ∈ F×q . We denote
byK = k(f) the associated quadratic extension and by OK the integral closure of A
in K. The extensionK is real in the sense that it is contained in k∞ or equivalently,
if we denote by ΣK → P1 the degree 2 morphism of curves inducing K/k, there are
two places ∞1,∞2 ∈ ΣK lying over ∞ ∈ P1. We denote by A∞1 , A∞2 ⊂ OK the
Dedekind domains of functions regular outside of ∞1,∞2, respectively. We have
the explicit descriptions
A∞1 = Fq[f, fT, . . . , fT
d−1], A∞1 = Fq[f
−1, f−1T, . . . , f−1T d−1],
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where d is the degree in T of the linear coefficient a in (2). As in [6] we choose the
place∞1 and work with A∞1 ; the discussion for the choice of place∞2 is identical.
In §1 of [6] we introduced the Fq vector space
Λε(f) = {a ∈ A, ‖af‖ < ε},
where ‖x‖ = the distance of x to the nearest element of A. In [6] we gave an explicit
description of Λε(f) which we briefly recall here. Define Qn ∈ A recursively by
Q0 = 1, Q1 = a, . . . , Qn+1 = aQn + bQn−1,
where a, b are as in (2). If f∗ denotes the conjugate of f , we may assume |f | > |f∗|,
and then |f | = |a| = qd and |f∗| = q−d. Let D = a2 + 4b be the discriminant.
Using Binet’s formula
Qn =
fn+1 − (f∗)n+1√
D
, n = 0, 1, . . . ,(3)
one may show that ‖Qnf‖ = q−(n+1)d, from which it follows that the set
B = {T d−1Q0, . . . , TQ0, Q0;T d−1Q1, . . . , TQ1, Q1; . . . }
forms an Fq basis of A. Write B(i) = {T d−1Qi, . . . , Qi} for the ith block of B and
for 0 ≤ d˜ ≤ d − 1, denote B(i)d˜ = {T d˜Qi, . . . , Qi}. Then in Lemma 1 of [6] it was
proved that
Λq−Nd−l(f) = spanFq (B(N)d−1−l,B(N + 1), . . . ).(4)
The ε exponential function is the additive function
expΛε(f)(z) = z
∏
06=λ∈Λε(f)
(
1− z
λ
)
.
Unlike the situation for the jε functions, whose ε→ 0 limit produces a non-trivial
multivalued function, we have here
lim
ε→0
expΛε(f)(z) = z,
since, by Lemma 1 of [6],
⋂
Λε(f) = 0 and limε→0 inf{|λ| | λ ∈ Λε(f)− 0} → ∞.
On the other hand, there is a natural normalization of Λε(f) by a transcendental
factor ξε ∈ C∞, defined below in (6), so that if we denote
Λ˘ε(f) := ξεΛε(f)
and
eε(z) := expΛ˘ε(f)(z) = z
∏
06=λ∈Λ˘ε(f)
(
1− z
λ
)
= ξε expΛε(f)(ξ
−1
ε z),
then the ε → 0 limit of the eε(z) will produce a nontrivial multivalued function.
The period ξε is defined according to a classical formulation which may be found
in the statement of Theorem 7.10.10 of [8]. Before proceeding further, we will need
to fix a uniformizer pi ∈ k∞.
Lemma 1. Suppose that (d, p) = 1 where p = char(K). Then there is a dth root
f1/d ∈ k∞.
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Proof. By assumption f ∈ k∞ has degT (f) = d, so we may write f as a Laurent
series in 1/T :
f = T d + ad−1T d−1 + · · ·+ a0 + a−1T−1 + · · ·+ a−iT−i + · · · ,
where ai ∈ Fq for all i ∈ Z, i < d. The fact that ad = 1 follows from our assumption
that the linear coefficient a in (2) is monic. We then search for a g ∈ k∞ such that
gd = f . The Laurent series expansion of such a g will be of the form:
g = T + b0 + b−1T−1 + · · ·+ b−lT−l + · · · .
By raising such a series to the power d we see that the equation gd = f yields an
infinite system of equations of the form
ai =
(
d
1
)
b−(d−1−i) +monomials in the b−l, l < d− 1− i, i = d− 1, d− 2, . . .
and where the term
(
d
1
)
b−(d−1−i) is the coefficient coming from products of the form
T d−1 · T−(d−1−i). Since (d1) = d 6= 0 mod p this system may be solved recursively
for b0, b−1, . . . .

In view of Lemma 1, we define
pi :=
{
f−1/d if (d, p) = 1
(fT )−1/(d+1) otherwise.
(5)
Note that in case (d, p) 6= 1, (d+1, p) = 1 and so the root (fT )1/(d+1) indeed exists
in k∞, by an argument identical to that of Lemma 1. In either case, |pi| = q−1, so
pi is a uniformizer for k∞.
Now following the statement of Theorem 7.10.10 of [8], the transcendental ele-
ment ξε ∈ C∞ is defined (up to multiplication by (q − 1)th roots of unity) by the
formula
ξq−1ε := η
−1
ε × pi−tε × uq−1ε ,(6)
where the three factors on the right hand side above are as follows.
1. Fix the sign homomorphism sgn : k×∞ → F×q given by sgn(x) = coefficient of the
leading term in the Laurent series expansion of x in T−1. Then viz. page 222 of [8],
ηε := lim
M→∞
∏
06=λ∈Λε(f),
degT (λ)=M
sgn(λ).
2. Let
Zε(u) :=
∑
06=λ∈Λε(f)
udegT (λ)
be the “norm zeta function” ofΛε(f), where u = q
−s and s ∈ C. Then the exponent
of pi is defined
tε := (q − 1)Z ′ε(1).
3. Finally, we define
uε := lim
M→∞
∏
06=λ∈Λε(f),
degT (λ)≤M
〈λ〉,
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where
〈λ〉 := λ · pi
degT (λ)
sgn(λ)
is the 1-unit part of λ.
Recall from [6] the ideals
ai = (f, fT, . . . , fT
i) ⊂ A∞1 , i = 0, 1, . . . , d− 1,
which define the order d cyclic subgroup Z ⊂ ClA∞1 = the ideal class group of A∞1 .
We may also define a period ξi for each ai as is done in [8], §7.10. Denote by ei(z) the
exponential function associated to the normalized lattice Λi := ξiai ⊂ C∞. Then
ei(z) is the exponential of the sign normalized Drinfeld module (Hayes module)
ρi with lattice Λi. See [9], [8], [17]. We define the quantum exponential function
associated to f by
expqtf : C∞⊸ C∞, exp
qt
f (z) := limε→0
eε(z)
Theorem 1. expqtf (z) = {ei(z)| i = 0, . . . , d− 1}.
The proof of Theorem 1 is a normalized (and slightly more involved) version of
that used in the proof of Theorem 4 in [6]. In particular, we will show that for
l ∈ {0, . . . , d− 1} fixed and εN,l = q−dN−l,
lim
N→∞
eεN,l(z) = ed−1−l(z).
The first step will be to relate the individual factors appearing in ξεN,l with their
counterparts appearing in the period ξd−1−l corresponding to the ideal ad−1−l,
defined up to (q − 1)th roots of unity by
ξ
q−1
d−1−l = η
−1
d−1−l × pi−td−1−l × uq−1d−1−l,
see again Theorem 7.10.10 of [8] .
Lemma 2. For ε = εN,l,
ηε = −1 = ηd−1−l.
Proof. Since
∏
c∈F×q c = −1, then using the explicit form of Λε(f) found in (4), we
see that for all M
∏
06=λ∈Λε(f),
deg(λ)=dN+M
sgn(λ) =
∏
c∈F×q

∏
06=λ∈Λε(f),
deg(λ)=dN+M
sgn(λ)=c
c
 = (−1)q
M
= −1,
giving ηε = −1. The second equality is proved similarly. 
Lemma 3. For ε = εN,l,
tε = td−1−l − d(N − 1)(q − 1).
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Proof. Using the explicit description of Λε(f) given in (4), we see that there are
q − 1 elements of degree dN (the constant multiples of QN ), q(q − 1) of degree
dN + 1, (the constant multiples of QNT ), etc., which gives (for |u| < 1)
Zε(u) = (q − 1)
(
udN + qudN+1 + · · ·+ qd−1−ludN+d−1−l + qd−lud(N+1) + qd−l+1ud(N+1)+1 + · · ·
)
= (q − 1)
(
udN + qudN+1 + · · ·+ qd−1−ludN+d−1−l + q
d−lud(N+1)
1− qu
)
.
For the ideal ad−1−l, one defines (see [8], Definition 7.8.2)
Zd−1−l(u) =
∑
06=α∈ad−1−l
udegT (α).
Using the description ad−1−l = (f, fT, . . . , fT d−1−l) we have similarly
Zd−1−l(u) = (q − 1)
(
ud + · · ·+ qd−1−lu2d−1−l + q
d−lu2d
1− qu
)
(7)
= u−(N−1)dZε(u).
Since td−1−l = (q − 1)Z ′d−1−l(1), then evaluating at u = 1 the derivative of the
equation Zε(u) = u
(N−1)dZd−1−l(u), and using the calculation
Zd−1−l(1) = (q − 1)
(
1 + · · ·+ qd−1−l + q
d−l
1− q
)
= −1,
we obtain tε = tad−1−l − d(N − 1)(q − 1). 
In what follows, we use the ‘big O’ notation
A = B +O(qC(N))
which as usual means |A−B| ≤ const · qC(N).
Lemma 4. Let ud−1−l be the 1-unit part of ξd−1−l. Then for ε = εN,l,
uε =

√
D
f ud−1−l +O(q
−2d(N+1)) if (d, p) = 1
√
D
f ud−1−l〈T 〉N−1 +O(q−2d(N+1)) otherwise.
Proof. First assume (d, p) = 1 so that pi = f−1/d. Since the leading coefficient of
the T−1 expansion of QN is always 1, sgn(QN) = 1. Then by Binet’s formula (3)
〈QN 〉 = QNpidN = f−N · f
N+1 − (f∗)N+1√
D
=
f√
D
+O(q−d(2N+2)).
Let us write
uε(M) :=
∏
06=λ∈Λε(f)
deg(λ)≤M
〈λ〉, ud−1−l(M) :=
∏
06=α∈ad−1−l
deg(α)≤M
〈α〉.
Then
uε(dN) =
∏
c∈F×q
〈cQN 〉 = 〈QN 〉q−1 =
(
f√
D
)q−1
+O(q−d(2N+2)),
where we use the fact that |f/
√
D| = 1.
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The elements of degree dN +1 are of the form c′(QNT + cQN) where c′ ∈ F×q and
c ∈ Fq. Using the fact that 〈cx〉 = 〈x〉 for all x ∈ k∞ and c ∈ F×q , and the identity
〈QNT + cQN 〉 = (T + c)pi〈QN 〉,
we have
uε(dN + 1) =

∏
c∈Fq
pi(T + c)
q−1 〈QN 〉q(q−1)
× uε(dN)
=

∏
c∈Fq
pi(T + c)
q−1 〈QN 〉q(q−1)
× 〈QN〉q−1
=
∏
c∈Fq
pi(T + c)
q−1( f√
D
)q2−1
+O(q−d(2N+2)).
On the other hand, we have 〈f〉 = 1 and 〈fT + cf〉 = pi(T + c), which gives
uε(dN + 1) = ud−1−l(d+ 1)
(
f√
D
)q2−1
+O(q−d(2N+2)).
Inductively, we see that
uε(dN +M) = ud−1−l(d+M)
(
f√
D
)qM+1−1
+O(q−d(2N+2)).
Since |f/
√
D| = 1 and qM+1 is a power of the characteristic of Fq, it follows that
lim
M→∞
(
f√
D
)qM+1−1
=
√
D
f
lim
M→∞
(
f√
D
)qM+1
=
√
D
f
.
In particular, we get
uε = ud−1−l
√
D
f
+O(q−d(2N+2)).
Now assume (d, p) 6= 1, so that the uniformizer is pi = (fT )−1/(d+1). First
observe that since by assumption sgn(f) = 1,
〈f〉 = f
(fT )d/(d+1)
=
1
piT
= 〈T 〉−1.
By Binet’s formula
〈QN〉 = pidN · f
N+1 − (f∗)N+1√
D
=
f√
D
〈T 〉−N +O(q−d(2N+2)).
This gives
uε(dN) =
(
f√
D
)q−1
〈T 〉(1−N)(q−1)ud−1−l(d),
where we are using ud−1−l(d) = 〈T 〉−(q−1). Continuing to terms of next highest
degree,
〈fT + cf〉 = pid+1(fT + cf) = 1 + c〈T 〉−1pi
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and similarly
〈QNT + cQN〉 = pidN+1(T + c) · f
N+1 − (f∗)N+1√
D
= pi(T + c)〈T 〉−N · f√
D
+O(q−d(2N+2))
= pi(T + c)〈f〉〈T 〉1−N · f√
D
+O(q−d(2N+2))
= 〈fT + cf〉〈T 〉1−N · f√
D
+O(q−d(2N+2)).
Therefore
uε(dN + 1) =

∏
c∈Fq
〈fT + cf〉
q−1 〈T 〉(1−N)q(q−1)( f√
D
)q(q−1)
×
(
f√
D
)q−1
〈T 〉(1−N)(q−1) +O(q−d(2N+2))
= ud−1−l(d+ 1)
(
f√
D
〈T 〉1−N
)q2−1
+O(q−d(2N+2)).
Inductively,
uε(dN +M) = ud−1−l(d+ 1)
(
f√
D
〈T 〉1−N
)qM+1−1
+O(q−d(2N+2)).
One then proceeds as in the case (d, p) = 1 to obtain the result in this case as
well. 
Proof of Theorem 1. We set as before ε = q−dN−l for l fixed. If (d, p) = 1, then by
taking a (q − 1)th root of (6), and applying Lemmas 2, 3, 4, we obtain
ξε = ξd−1−l
√
D
f
pid(N−1) +O(q−2d(N+1)−d(N−1))(8)
= ξd−1−l
√
D
fN
+O(q−(3N+1)d).
Otherwise, if (d, p) 6= 1, then we use pi = (fT )−1/(d+1) and obtain
ξε = ξd−1−l
√
D
f
pid(N−1)〈T 〉N−1 +O(q−(3N+1)d)(9)
= ξd−1−l
√
D
f
(fT )−(N−1)pi−(N−1)〈T 〉N−1 +O(q−(3N+1)d)
= ξd−1−l
√
D
fN
+O(q−(3N+1)d).
In either event, if we abbreviate Cε := ξε − ξd−1−l
√
D
fN , we have∣∣∣∣ξ−1ε − ξ−1d−1−l fN√D
∣∣∣∣ = ∣∣∣∣ −fNCε√Dξεξd−1−l
∣∣∣∣ ≤ const.× qdN · q−d(3N+1)|ξε|
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and since (by Lemma 3)
|ξε| = const.× |pid(N−1)| = const.× q−d(N−1)
we may write
ξ−1ε = ξ
−1
d−1−l
fN√
D
+O(q−d(N+2)).
We may now calculate:
lim
N→∞
eε(z) = lim
N→∞
ξε expΛε(f)
(
ξ−1ε z
)
= lim
N→∞
ξd−1−lf−N
√
D expΛε(f)
(
ξ−1d−1−lf
N(
√
D)−1z
)
= lim
N→∞
ξd−1−l expf−N
√
DΛε(f)
(
ξ−1d−1−lz
)
= ξd−1−l expad−1−l
(
ξ−1d−1−lz
)
= ed−1−l(z).

As a consequence of lines (8) and (9) of the proof of Theorem 1 we have
Corollary 1. limN→∞(fN/
√
D)ξεN,l = ξd−1−l
In the sequel, we will need to know the absolute value of ξε for ε = εN,l.
Proposition 1. For l = 0, . . . , d− 1,
|ξd−1−l| = q−lq
d−l−(d−1)+ 1
q−1 .
In particular,
|ξε| = q−d(N−1)−lq
d−l−(d−1)+ 1
q−1
Proof. We calculate Z ′d−1−l(1). By (7)
Zd−1−l(u) = (q − 1)
{
ud + qud+1 + · · ·+ qd−1−lu2d−1−l + q
d−lu2d
1− qu
}
so we have
Z ′d−1−l(1) = (q − 1)
{
d+ (d+ 1)q + · · ·+ (2d− 1− l)qd−1−l + 2dq
d−l(1− q) + qd−l+1
(1− q)2
}
= −d− q − · · · − qd−1−l + (2d− 1− l)qd−l + 2dq
d−l(1− q) + qd−l+1
q − 1
=
(q − 1)(−d− q − · · · − qd−1−l + (2d− 1− l)qd−l) + 2dqd−l(1− q) + qd−l+1
q − 1
=
−(q − 1)(d− 1) + (q − 1)
(
− 1− q − · · · − qd−1−l + (2d− 1− l)qd−l
)
+ 2dqd−l(1− q) + qd−l+1
q − 1
=
−(q − 1)(d− 1) + 1 + lqd−l(1− q)
q − 1
= −(d− 1)− lqd−l + 1
q − 1

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2. Algebraic Approximate A∞1-modules
Recall that in Proposition 1 of [6] it was shown that the renormalized sequence
of vector spaces
Λ̂εN,l(f) :=
√
Df−NΛεN,l(f),
where εN,l = q
−dN−l, satisfies
lim
N→∞
Λ̂εN,l(f) = ad−1−l.
For X,Y ⊂ k∞ we write X ⊂δ Y if for all x ∈ X there is y ∈ Y such that
|x − y| < δ. Then in Lemma 2 of [6] it was shown that for α ∈ A∞1 and ε = εN,l
satisfying δ = δN,l = q
−dNε < |α|−1,
αΛ̂ε(f) ⊂|α|δ Λ̂ε(f).(10)
The collections
{Λ̂ε(f)}, {D̂ε := C∞/Λ̂ε(f)}
are thus viewed as “approximate” A∞1 -modules. Based on these observations, we
defined informally the analytic quantum Drinfeld module
D̂qt := “ lim
ε→0
D̂ε(f)” = {D0 = C/a0, . . . ,Dd−1 = C/ad−1}.
See §1 of [6]. The main imprecision in this definition is that we have not said what we
mean by a “point” of D̂qt. Using the quantum exponential described in the previous
section, we shall elaborate further on this idea and develop the algebraic notion of
quantum Drinfeld module as a limit of an allied algebraic notion of approximate
A∞1 module. The latter will necessitate the introduction of a slight refinement of
the structure described in §1 of [6]: an exhaustion by compact subvector spaces,
see the discussion preceding Theorem 3. The algebraic development has the virtue
of allowing us to make precise the notion of quantum point, thus completing our
understanding of what is meant by a quantum Drinfeld module.
It will be convenient to base the subsequent development of these ideas on the
sign normalized versions of the above. Here we have the convergence of vector
spaces
lim
N→∞
Λ˘εN,l(f) = Λd−1−l = ξd−1−lad−1−l.(11)
Multiplying the approximate inclusion (10) by ξεf
ND−1/2 (which in view of Propo-
sition 1 has absolute value |ξd−1−l|) gives the approximate inclusion
αΛ˘ε(f) ⊂|α|δ Λ˘ε(f),(12)
where now δ = q−dNε|ξd−1−l| and ε is chosen small enough so that δ < |α|−1.
Given α ∈ A∞1 , by (12) we have
Λ˘ε(f) ⊂δ α−1Λ˘ε(f).
Note that the vector spaces above are discrete in C∞. Then, for ε small, there is a
well-defined sub Fq vector space of α
−1Λ˘ε(f) defined
Λ˜ε,α(f) := {x ∈ α−1Λ˘ε(f)| dist(x, Λ˘ε(f)) < δ},
where dist(x, Y ) = infy∈Y |x− y|.
Lemma 5. For sufficiently small ε, the Fq vector space quotient α
−1Λ˘ε(f)/Λ˜ε,α(f)
is finite-dimensional.
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Proof. Using (12), define˜˜
Λε,α(f) := {x ∈ Λ˘ε(f)| dist(x,αΛ˘ε(f)) < |α|δ} ⊂ Λ˘ε(f).
Note that
˜˜
Λε,α(f) is a sub Fq vector space of Λ˘ε(f). Then the statement in this
Lemma is true if and only if the dimension of
Λ˘ε(f)/
˜˜
Λε,α(f)
is finite. Indeed, multiplication by α induces an isomorphism of Fq vector spaces
α−1Λ˘ε(f)/Λ˜ε,α(f) ∼= Λ˘ε(f)/ ˜˜Λε,α(f).
To see that dimFq Λ˘ε(f)/
˜˜
Λε,α(f) < ∞ we use the fact that α is a polynomial
in f, fT, . . . , fT d−1. In what follows we write Q˘N+k = ξεQN+k and Q̂N+k =√
Df−NQN+k; note that
|Q˘N+k| = |ξd−1−l||Q̂N+k|.
Recall that we may express Qn as a rational expression involving f , f
∗ (= the
conjugate of f) and
√
D using Binet’s formula (see §1 of [6]):
Qn =
fn+1 − (f∗)−(n+1)√
D
, n = 0, 1, . . .
Then if α = f rT l, we obtain
|αQ˘N+k − Q˘N+k+rT l| = |ξd−1−l||αQ̂N+k − Q̂N+k+rT l|
= |ξd−1−l||
√
D||f r−NT lQN+k − f−NQN+k+rT l|
= |ξd−1−l||T |l|f r−(2N+k)| < |α|δ
which implies that for k large and all l ∈ {0, . . . , d − 1}, the element Q˘N+k+rT l of
Λ˘ε(f) belongs also to
˜˜
Λε,α(f). Hence
˜˜
Λε,α(f) contains all but a finite number of
the basis elements of Λ˘ε(f) and the statement follows. The result for general α
follows by a similar calculation, using the non-archimedian property of the absolute
value. 
Using Lemma 5 we can now state and prove the analog of Theorem 4.3.1 of [8]:
the latter is what is used to define the Drinfeld module structure associated to a
lattice. Let eε = expΛ˘ε(f), expΛ˜ε,α(f) be the exponential functions associated to
the vector spaces Λ˘ε(f), Λ˜ε,α(f) (i.e. defined using the usual product formulas).
Theorem 2. For all α ∈ A∞1 ,
eε(αz) = α expΛ˜ε,α(f)(z)
∏
λ∈α−1Λ˘ε(f) mod Λ˜ε,α(f)
(
1−
exp
Λ˜ε,α(f)
(z)
exp
Λ˜ε,α(f)
(λ)
)
Proof. The left and right hand sides have the same divisor, α−1Λ˘|α|ε(f), and both
have derivative ≡ α. Thus both sides are equal by an argument identical to that
found in the proof of Theorem 4.3.1 of [8]. 
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We may define then for each α ∈ A∞1 and ε sufficiently small a family of additive
polynomials
ρε,α(w) = αw
∏
λ∈α−1Λ˘ε(f) mod Λ˜ε,α(f)
(
1− w
exp
Λ˜ε,α(f)
(λ)
)
.
The idea is that the collection {ρε,α} gives rise to an approximate A∞1 module
structure isomorphic to the analytic one defined by the Λ˘ε(f). More specifically,
we consider the collection of diagrams
C∞/Λ˜ε,α(f)
α·
✲ C∞/Λ˘ε(f)
C∞
exp
Λ˜ε,α(f)
❄
ρε,α
✲ C∞,
eε
❄
(13)
commutative by Theorem 2, and interpret them as giving the desired isomorphism,
the only theoretical problem being the fact that the vertical arrows appearing in
(13) are not given by the same exponential map.
To remedy this, we first quotient out, as we did in §1 of [6], by the sub vector
spaces of δ small elements
Zδ := {z ∈ C∞| |z| < δ}.
By definition of Λ˜ε,α(f), as the set of elements of α
−1Λ˘ε(f) within δ of Λ˘ε(f), we
have
D˘ε,δ(f) := C∞/(Λ˘ε(f) + Zδ) = C∞/(Λ˜ε,α(f) + Zδ).
We have a similar equality if we replace δ by any δ˜ > δ. In particular, the top
arrow in the diagram (13) induces mod Z
δ˜
the multiplication-by-α map:
D˘
ε,δ˜(f)
α·
✲ D˘
ε,|α|δ˜(f).
For δ˜ small, the exponentials appearing in the diagram (13) take Z
δ˜
into Z
δ˜
,
Z|α|δ˜ into Z|α|δ˜ and so induce maps
exp
Λ˜ε,α(f)
: D˘
ε,δ˜(f) −→ C∞,δ˜, eε : D˘ε,|α|δ˜(f) −→ C∞,|α|δ˜,
where
C∞,δ˜ := C∞/Zδ˜, C∞,|α|δ˜ := C∞/Z|α|δ˜.
We will also introduce a filtration given by the exhaustion by the compact sub
vector spaces
D˘Mε,δ(f) ⊂ D˘ε,δ(f)
of elements having a representative in C∞ with absolute value < M . For δ˜ > δ
multiplication by α induces a map
D˘M
ε,δ˜
(f)
α·−→ D˘|α|M
ε,|α|δ˜(f).
Theorem 3. Given M > q2d, there exists ε0 > 0 as well as a constant C > 1
depending on M , such that for all ε = εN,l < ε0 and δ˜ = Cε,
exp
Λ˜ε,α(f)
(z) = eε(z) for all z ∈ D˘Mε,δ˜.
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In particular, there is a commutative diagram
D˘M
ε,δ˜
(f)
α·
✲ D˘
|α|M
ε,|α|δ˜(f)
C∞,δ˜
eε
❄ ρ
ε,δ˜,α
✲ C∞,|α|δ˜,
eε
❄
Proof. This follows from the product definitions of the exponentials and the fact
that for ε = εN,l, the discrete vector spaces Λ˜ε,α(f) and Λ˘ε(f) are uniformly close
to Λd−1−l. In the interest of completeness, we provide the details. By definition
of Λ˜ε,α(f), for all λ ∈ Λ˘ε(f) there exists ηλ ∈ C∞ with |ηλ| < δ such that
λ+ηλ ∈ Λ˜ε,α(f), and every non-zero element of the latter may be written uniquely
in this form. We may assume that z 6∈ Λ˜ε,α(f) since the statement is then trivial.
First write
| exp
Λ˜ε,α(f)
(z)− eε(z)| = | expΛ˜ε,α(f)(z)|
∣∣∣∣∣1− eε(z)exp
Λ˜ε,α(f)
(z)
∣∣∣∣∣
= | exp
Λ˜ε,α(f)
(z)|
∣∣∣∣∣∣1−
∏
06=λ∈Λ˘ε(f)
(
1− z
λ
1− z
λ+ηλ
)∣∣∣∣∣∣ .(14)
Now
1− z
λ
1− z
λ+ηλ
=
λ− z
λ+ ηλ − z
λ+ ηλ
λ
=
(
1− ηλ
λ+ ηλ − z
)(
1 +
ηλ
λ
)
and therefore
1− z
λ
1− z
λ+ηλ
= 1 +
ηλ
λ
− ηλ
λ+ ηλ − z −
η2λ
λ(λ+ ηλ − z)
= 1 +
−zηλ
λ(λ+ ηλ − z
)(15)
=: 1 + δλ(z).
Therefore:∣∣∣∣∣∣1−
∏
06=λ∈Λ˘ε(f)
(
1− z
λ
1− z
λ+ηλ
)∣∣∣∣∣∣ = |1−
∏
06=λ∈Λ˘ε(f)
(1 + δλ(z))| ≤ max
06=λ∈Λ˘ε(f)
|δλ(z)|
since |δλ(z)| < 1 for all λ and z under consideration. Hence
| exp
Λ˜ε,α(f)
(z)− eε(z)| ≤ | expΛ˜ε,α(f)(z)| max
06=λ∈Λ˘ε(f)
|δλ(z)| ≤ C1 max
06=λ∈Λ˘ε(f)
|δλ(z)|,
where C1 ≥ M is a constant bounding | expΛ˜ε,α(f)(z)| on the ball |z| < M . We
may always assume that |z| 6= |λ| for all λ by replacing z by z + λ′ for appropriate
λ′ ∈ Λ˘ε(f). If |z| < |λ| = |λ+ ηλ| for all 0 6= λ ∈ Λ˘ε(f) then by (15)
|δλ(z)| < |ηλ||λ| ;
if we let λ0 be the element of Λ˘ε(f) closest to ξd−1−lf ∈ Λd−1−l, we have
|δλ(z)| < |ηλ||λ0| < δq
−d|ξd−1−l|−1 = εq−2d|ξd−1−l|−1
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and the result follows by taking C = C1q
−2d|ξd−1−l|−1 > |ξd−1−l|−1 > 1. Other-
wise, we have |z| > |λ0| and then
|δλ(z)| ≤ M |ηλ||λ0||λ+ ηλ − z|
Since |z| is not equal to any |λ| = |λ+ ηλ|, we have
|λ+ ηλ − z| = max{|λ|, |z|} > |λ0|
and thus
|δλ(z)| < δq−2d|ξd−1−l|−2M = εq−3d|ξd−1−l|−2M
and again the result follows taking C = C1q
−3d|ξd−1−l|−2M > 1.

The commutative diagram appearing in Theorem 3 may be used to endow the
collection
{CM∞,ε,δ := eε(D˘Mε,δ(f))}
with the structure of an approximate A∞1 module isomorphic to that obtained
from the {D˘Mε,δ(f)}: where the approximate action by A∞1 is prescribed by the
collection of additive polynomials
ρα = ρε,δ,δ′,α
defined for parameters ε, δ, δ′ for which there is a map
α : D˘ε,δ(f) −→ D˘ε,δ′(f)
and for which δ > δ˜, δ′ > |α|δ˜, where δ˜ is that appearing in Theorem 3. In other
words, for such choices of parameters, we have commutative diagrams
D˘Mε,δ(f)
α·
✲ D˘
|α|M
ε,δ′ (f)
CM∞,ε,δ
eε
❄
ρα
✲ C
|α|M
∞,ε,δ′
eε
❄
in which the vertical arrows are isomorphisms. In the diagram above, we have
defined the general ρα = ρε,δ,δ′,α by composing the ρε,δ˜,α appearing in Theorem 3
by surjective maps of the form
C
|α|M
∞,ε,|α|δ˜ −→ C
|α|M
∞,ε,δ′
that are by definition the conjugations of the projections
D˘
|α|M
ε,|α|δ˜ −→ D˘
|α|M
ε,δ′
by the corresponding exponential maps. We then have for α,β ∈ A∞1 , commutative
diagrams
CM∞,ε,δ
ραβ
✲ C
|αβ|M
∞,ε,δ′′
C
|α|M
∞,ε,δ′
ρβ
✲
ρα
✲
subject to the condition that all maps in the diagram are defined. Moreover, if
M ′ > M we have inclusions
CM∞,ε,δ ⊂ CM
′
∞,ε,δ
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which may be used to augment the maps ρα to
ρα : C
M
∞,ε,δ −→ CM
′
∞,ε,δ′
provided M ′ ≥ |α|M . Using these maps, whenever we have
ρα, ρβ, ρα+β : C
M
∞,δ −→ CM
′
∞,δ′
we also have the equalities
ρα + ρβ = ρα+β.
In this way, we have arrived at the notion of an approximate Drinfeld module,
which is isomorphic to the approximate A∞1 module defined by the D˘
M
ε,δ(f).
3. The Algebraic Notion of Quantum Drinfeld Module
In this section we will make precise finally what we mean by quantum Drinfeld
module, defined informally as a limit
D˘qt(f) := “ lim
ε→0
D˘ε(f)” = {D˘0 := C∞/ξ0a0, . . . , D˘d−1 := C∞/ξd−1ad−1}.(16)
Since D˘ε(f) is uniformized by the vector space Λ˘ε(f) – a multiple of Λε(f) – it is
natural to define j(D˘ε(f)) := jε(f) (defined in §2 of [6]), and after taking limits,
j(D˘qt(f)) := jqt(f).
It remains to make the limit in (16) precise i.e. we must give a meaningful notion
of limiting point, which we will refer to as a quantum point. In order to do this
we will define connecting maps between the D˘Mε,δ(f), which are approximate A∞1
module maps, and along which the limit will be defined. There will be two types
of such maps.
Proposition 2. Fix l ∈ {0, . . . , d− 1}. Then the homothety
z 7−→ (ξεN+1,l/ξεN,l)fz
induces vector space isomorphisms
ψN,l : D˘
M
εN,l,δ
−→ D˘MεN+1,l,δ, δ > δ˜
where δ˜ = CεN,l is as in Theorem 3.
Proof. In what follows, to simplify notation, we will write
D˘ε(f) := D˘ε,δ˜(f).
It will be enough then to prove that
ψN,l : D˘εN,l(f)
∼=−→ D˘εN+1,l(f),
as the more general isomorphisms appearing in the statement are immediate con-
sequences. Note that by Proposition 1∣∣∣∣ξεN+1,lξεN,l
∣∣∣∣ |f | = q−dqd = 1.
Thus the homothety z 7→ (ξεN+1,l/ξεN,l)fz takes Zδ˜ to Zδ˜. Moreover, by Binet’s
formula, the image of Λ˘ε(f) satisfies
ξεN+1,l
ξεN,l
fΛ˘εN,l(f) =δ˜ Λ˘εN+1,l(f)
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where X =δ Y if and only if the map x 7→ y, |x− y| < δ is a well-defined bijection.
Indeed, we have for M > N , 0 ≤ j ≤ d− 1 and when M = N , 0 ≤ j ≤ d− 1− l∣∣∣∣ξεN+1,lξεN,l (ξεN,lfQMT j)− ξεN+1,lQM+1T j
∣∣∣∣ = |ξεN+1,l ||T j ||(f∗)M+1|(f∗ − f)/√D|.
Taking M = N and j = d− 1− l gives the upper bound
|ξεN+1,l |qd−1−l · q−d(N+1).
By Proposition 1 we have |ξεN+1,l | = q−Nd−lq
d−l−(d−1)+ 1
q−1 and so
|ξεN+1,l |qd−1−l · q−d(N+1) = εN,lq−(N+1)d−lq
d−l+ 1
q−1 < δ˜ = CεN,l
since C > 1. Thus the image of Λ˘εN,l(f) is equal to Λ˘εN+1,l(f) modulo Zδ˜ and we
are done. 
The following proposition records the fact that the maps defined in Proposition
2 may be iterated, yielding convergent sequences.
Proposition 3. Given z ∈ C∞, define z˘1,l to be the image of (ξε1,lf/
√
D)z in
D˘ε1,l,δ and
z˘N+1,l = ΨN,l(z˘N,l) = (ξεN+1,l/ξεN,l)f z˘N,l.
Then ξd−1−lz is the limit of the z˘N,l in the sense that for N large, the image of
ξd−1−lz in D˘εN,l,δ is equal to z˘N,l.
Proof. The point z˘N,l is the class of the homothety
(ξN,lf
N/
√
D)z
which converges to ξd−1−lz by Corollary 1. 
By conjugating by the associated exponentials we obtain isomorphisms
ΨN,l : C
M
∞,εN,l,δ −→ CM∞,εN+1,l,δ
that is
D˘MεN,l,δ(f)
ψN,l
∼=
✲ D˘MεN+1,l,δ(f)
CM∞,εN,l,δ
eεN,l
∼=
❄ ∼=
ΨN,l
✲ CM∞,εN+1,l,δ.
∼= eεN+1,l
❄
In what follows we will denote
zN,l := eεN,l(z˘N,l)(17)
which clearly converges to zd−1−l := ed−1−l(ξd−1−lz).
We would now, in theory, like to define a map
D˘εN,d−1(f) −→ D˘εN,l(f), l = 1, . . . , d− 1;
to understand the shape that such a map must take, consider the canonical mor-
phism of the limiting Hayes modules associated to Λ0, Λd−1−l induced by the (reci-
procity) action of the ideal ad−1−l = (f, fT, . . . , fT d−1−l) on ρ0 i.e. that defined
by the ∗ action of its inverse
ρ0 7→ a−1d−1−l ∗ ρ0 = al+1 ∗ ρ0 = ρd−1−l.
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In general, the ∗ action of the ideal class ai on ρ0, i = 1, . . . , d− 1, gives rise to a
morphism
Φi : ρ0 −→ ρd−i
where Φi is an additive polynomial defined to be the unique monic generator of the
principal left ideal in HA∞1 {τ} generated by the polynomials ρ0,a, a ∈ ai, where
τ is the Frobenius map x 7→ xq, x ∈ C∞. See [9]. As Φi is a morphism of Hayes
modules, we have by definition, for each α ∈ A∞1 , a commutative diagram
C∞
ρ0,α
✲ C∞
C∞
Φi
❄
ρd−i,α
✲ C∞
Φi
❄
(18)
We recall [8] that the roots of an Fq additive polynomial P form a finite Fq vector
space WP and conversely, a finite Fq vector space W defines a monic Fq additive
polynomial by
PW (x) = x
∏
06=α∈W
(x− α).
If P has a nonzero linear term, it is separable, so #WP = q
degτ P . In particular,
one sees that the g.c.d. of two separable and monic Fq additive polynomials P,Q is
the separable Fq additive polynomial whose Fq vector space of roots is WP ∩WQ:
(P,Q) = x
∏
06=α∈WP∩WQ
(x− α).
Recall the notation e0(z) = expΛ0(z).
Lemma 6. As a polynomial in the variable x, for 0 < i ≤ d− 1,
Φi(x) = x
∏
06=α∈Fq〈fT,...,fTd−i〉
(x− e0(ξ0α)) .
Proof. To ease notation we will write
Wa := {α ∈ A∞1 : ρ0,a(e0(ξ0α)) = 0}.
Then the g.c.d. of the set
{ρ0,f , . . . , ρ0,fT i}
will be the separable (being the common divisor of separable polynomials) Fq-
additive polynomial whose roots belong to the Fq-vector space
{0} ∪ {e0(ξ0α) : α ∈ Wf ∩WfT ∩ ... ∩WfT i} .
In other words
Φi(x) = x
∏
06=α∈Wf∩WfT∩...∩WfTi
(x− e0(ξ0α)) .
It thus remains for us to identify Wf ∩WfT ∩ ... ∩WfT i . By [8], Theorem 4.3.1,
WfT i = (fT
i)−1(f) mod (f).
When i = 0, we have
Wf = Fq〈1, fT, ..., fT d−1〉.
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For 0 < i < d, we claim that we may identify WfT i = (fT
i)−1(f)/(f) with
Fq〈T−i, fT−i, fT−i+1, . . . , fT d−1−i, f2T−i . . . 〉/(f)
= Fq〈T−i, fT−i, . . . , fT−1, fT, . . . , fT d−1−i, f2T−i, . . . , f2T−1〉/(f).
Since deg(fT i) = d+ i, WfT i is a d+ i dimensional Fq-vector space, and since the
set T−i, fT−i, . . . , fT−1, fT, . . . , fT d−1−i, f2T−i, . . . , f2T−1 has d+ i elements, it
suffices to show independence. However this is clear, since the elements of this set
all have distinct degrees, and (f) contains no elements having these degrees. Using
the quadratic relation f2 = af + b, we may write
f2T−i = afT−i + bT−i
where a = T d+ cd−1T d−1+ · · ·+ c1T + c0 ∈ Fq[T ] and b ∈ F×q . This shows that we
may replace f2T−i by fT d−i in our list, and we thus have:
Wf = Fq〈1, fT, . . . , fT d−1〉,
WfT = Fq〈T−1, fT−1, fT, . . . , fT d−2, fT d−1〉
...
WfT i = Fq〈T−i, fT−i, . . . , fT−1, fT, . . . , fT d−i, f2T−i+1, . . . , f2T−1〉.
We now show by induction that for i > 0,
i⋂
j=0
WfT j = Fq〈fT, ..., fT d−i〉.(19)
When i = 1, we see from the above list that Fq〈fT, . . . , fT d−1〉 ⊂ Wf ∩ WfT .
Since WfT has no constant polynomials, dim(Wf ∩ WfT ) ≤ d − 1, so it follows
that Fq〈fT, . . . , fT d−1〉 = Wf ∩WfT . Now assume that (19) is true up to i, and
consider
i+1⋂
j=0
WfT j = Fq〈fT, . . . , fT d−i〉 ∩WfT i+1 ⊃ Fq〈fT, . . . , fT d−i−1〉.
It will suffice to show that fT d−i 6∈ WfT i+1 . Now using the quadratic relation
f2 = af + b we may write the element f2T−(i+1)+1 = f2T−i ∈ WfT i+1 as
fT d−i + cd−1fT d−i−1 + . . . c1fT + c0f + bT−i
= fT d−i + cd−1fT d−i−1 + . . . c1fT + bT−i mod (f).
Then fT d−i ∈ WfT i+1 would imply that T−i ∈WfT i+1 which is false. 
In view of the discussion preceding Lemma 6, the limiting map that we are
seeking to approximate is that given by the ∗ action of a−1d−1−l = al+1 i.e. that
obtained by taking i = l+ 1:
Φl+1(x) =
∏
06=α∈Fq〈fT,...,fTd−1−l〉
(x− e0(ξ0α)) .
Thus we define
ΦN,l(x) := x
∏
06=α∈Fq〈QNT,...,QNTd−1−l〉
(x− exp
Λ˘εN,0(f)
(ξεN,0α)),
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which defines a map
ΦN,l(x) : C∞,δ −→ C∞,qd−1−lδ.
We have omitted the parameters ε,M which were used only to get a well-defined
conjugation with analytic definition. We will not show that ΦN,l(x) defines a
morphism of approximate Drinfeld modules: our purpose is, instead, to use it to
define quantum points, which we do now. First note that the uniform convergence
of vector spaces (11) implies uniform convergence on compacta of corresponding
exponentials, hence for l = 0, . . . , d− 2,
lim
N→∞
ΦN,l(x) = Φl+1(x),
uniformly on compacta.
Given z ∈ C∞ we define a sequence {wN,l} by setting
wN,d−1 = zN,d−1 and wN,l = ΦN,l(wN,d−1)
for l = 1, . . . , d− 2, where {zN,l} is the sequence defined in (17). More exactly, for
each choice N, l and appropriate choices of δ,M so that wN,d−1 ∈ CM∞,εN+1,d−1 , the
evaluation wN,l = ΦN,l(wN,d−1) is defined since CM∞,εN+1,d−1,δ ⊂ C∞,δ.
As N →∞ the admissible δ’s may be taken to → 0. For l fixed, write
wd−1−l = lim
N→∞
wN,l
if for all δ,
wd−1−l = wN,l mod Zδ
for N sufficiently large. We set
wqt := {w0, . . . , wd−1}.
Proposition 4. wqt = {w0,Φd−1(w0), . . . ,Φ1(w0)}.
Proof. By Proposition 3 the limit of the wN,d−1 exists and defines w0; the ΦN,l are
converging to Φl+1 and so wd−1−l = Φl+1(w0). 
Denote by
C
qt
∞,f := {wqt| w ∈ C∞}
the set of quantum points.
Proposition 5. For any α ∈ A∞1 , the formula
ρqtα (w
qt) := {ρ0,α(w0), . . . , ρd−1,α(wd−1)}
defines an action of A∞1 on C
qt
∞,f making the latter an A∞1 module.
Proof. It suffices to show that for any α ∈ A∞1 and wqt ∈ Cqt∞,f , ρqtα (wqt) ∈ Cqt∞,f .
This follows immediately from Proposition 4 and the fact that theΦi are morphisms
of Drinfeld modules. 
We refer to the A∞1 module C
qt
∞,f as the sign normalized quantum Drinfeld
module or quantum Hayes module associated to f , denoting it
ρqt = ρqtf := {ρ0, . . . , ρd−1}.
We will see that for certain z ∈ C∞ algebraic over K, zqt will consist of the orbit
of the Galois group of an absolute ray class field over a relative ray class field, itself
isomorphic to the group of ideal classes {a0, . . . , ad−1}. See the last paragraph of
§4.
SOLUTION TO REAL MULTIPLICATION PROGRAM II 23
We end this section by showing that the points of ρqt may be obtained as the
multivalues of the quantum exponential function with a slightly different normaliza-
tion. The need for a new normalization arises since Φl+1 ◦ e0 6= ed−1−l, contrary to
what one might hope (see for example §4.9 of [8]). To see what this normalization
should be, we note that if we write
Dl+1 =
∏
06=α∈Fq〈fT,...,fTd−1−l〉
e0(ξ0α) = −the x coefficient of Φl+1
then
ξ−10 ξd−1−l(−Dl+1)−1 ◦Φl+1 ◦ e0 ◦ ξ0ξ−1d−1−l = ed−1−l
since both sides have divisor Λd−1−l = ξd−1−lad−1−l with derivatives ≡ 1. Then if
we write
e˜xp
qt
(z) := {e0(z), e˜1(z), . . . , e˜d−1(z)},
where
e˜d−1−l = ξ0ξ−1d−1−lDl+1 ◦ ed−1−l ◦ ξ−10 ξd−1−l
then for any z ∈ C∞, e˜xpqt(z) is a quantum point in the sense defined above, since
for all l, Φl+1 ◦ e0(z) = e˜d−1−l(z).
4. Relative and Absolute Ray Class Fields
From now on we will make the following
Assumption. f ∈ OK is a fundamental unit.
This assumption was not needed in §1; it makes its first appearance in the proof
of Lemma 8.
We begin by giving the definitions of the (wide and narrow) ray class groups
and the (wide and narrow) ray class fields for OK and A∞1 . These are essentially
S-definitions in the style of Rosen [14], [15], first appearing in [12], [1] (in their
wide versions). The reader should be aware that S-definitions are ring-specific and
hence differ from the more general field-specific definitions which one encounters
in texts such as [11], [13] (which in the function field setting usually give infinite
ray class groups). In §4 of [6], there was no need to consider narrow versions of
the Hilbert class fields, since, as we noted in the beginning of that section, the
narrow class number of A∞1 is 1. In this section however, it will be necessary to
work with the narrow notions of ray class fields. In fact, we will have to work
with a slight generalization of the narrow ray class fields, the unit narrow ray class
fields, which are finite extensions of the narrow ray class fields that include in their
corresponding class groups contributions coming from f and f−1.
Let m ⊂ A∞1 be an ideal. The wide ray class group is
Cl
m
0 := I
m/Pm0
where
- Im = {a an A∞1 fractional ideal| (a,m) = 1} and
- Pm0 = {bA∞1 ∈ Im| b ≡ 1 mod m}.
We note that by definition, b ≡ 1 mod m if and only if we may write b = α/β,
α,β ∈ A∞1 each relatively prime to m, with α ≡ β mod m. The wide ray class
field is defined as the unique abelian extension
Km0 /K
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whose norm group corresponds to Clm0 via reciprocity. We have
Gal(Km0 /K)
∼= Clm0 ∼= (A∞1/m)×/F×q .
The wide ray class field Km0 may be described as the maximal extension amongst
abelian extensions Kc/K completely split at ∞1 and with conductor c ≤ m, where
the inequality is at the level of divisors. See [1], pages 98, 99.
The narrow versions of the above notions are defined in order to allow the sign
group F×q to have a Galois interpretation as well. Thus, if we denote by
P
m
nar = {bA∞1 ∈ Pm0 | b is monic and b ≡ 1 mod m}
then the narrow ray class group is defined
Cl
m
nar := I
m/Pmnar ։ Cl
m
0 .
Note that by our choice of sign function in §1, b is monic if and only if sgn(b) = 1.
We define again by reciprocity the narrow ray class field Kmnar/K. We note that
Kmnar ⊃ Km0 and
Gal(Kmnar/K)
∼= (A∞1/m)×, Gal(Kmnar/Km0 ) ∼= F×q .
We now define the counterparts of the above constructions for M ⊂ OK . The
wide ray class group is defined exactly as above:
Cl
M
0 := I
M/PM0
where
- IM = {A an OK fractional ideal| (A,M) = 1} and
- PM0 = {bOK ∈ IM| b ≡ 1 mod M}.
The narrow version takes into account that OK was defined using the two places
∞1,∞2, and requires “positivity” at both. That is, if σ ∈ Gal(K/k) is the non-
trivial element, we define
P
M
nar = {bOK ∈ PM0 | b ≡ 1 mod M and b, bσ are monic}
and then the narrow ray class group is defined
Cl
M
nar := I
M/PMnar ։ Cl
M
0 .
Then by reciprocity, we define the wide ray class field KM0 and the narrow ray class
field KMnar. The wide ray class field K
M
0 is characterized as the maximal extension
amongst abelian extensions Kc/K completely split at ∞1,∞2 and with conductor
c ≤M.
Now let m1 = M ∩ A∞1 be the contraction of M in A∞1 .
Proposition 6. Km10 ⊃ KM0 .
Proof. M and m1 define the same effective divisors of K, hence the conductor c
of Kc/K satisfies c ≤ M if and only if c ≤ m1. Therefore if Kc/K satisfies the
bound on c and splits completely at ∞1,∞2 so that Kc ⊂ KM0 , we must also have
Kc ⊂ Km10 . 
Unfortunately, it is not the case that Km1nar ⊃ KMnar; in fact there is not even
a natural map relating ray class groups Clm1nar and Cl
M
nar. This situation leads us
to define intermediate ray class fields KMnar1 ,K
M
nar2 which are “narrow” only along
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∞1 resp. ∞2: defined by the corresponding groups ClMnar1 := IM/PMnar1 , ClMnar2 :=
I
M/PMnar2 where
P
M
nar1 = {bOK ∈ PM0 | b ≡ 1 mod M and b is monic},
P
M
nar2 = {bOK ∈ PM0 | b ≡ 1 mod M and bσ is monic}.
Proposition 7. We have the following diagram of ray class fields for M, with
extensions labeled by Galois groups:
KMnar
KMnar1
F
×
q 
KMnar2
F
×
q 
KM0
F
×
q F
×
q 
HOK
Proof. To see that the Galois groups appearing are as claimed, we note first that
the sign function g 7→ sgn(g) (= coefficient of first non-zero term of the Laurent
expansion of g in T−1) descends to a well defined epimorphism sgn : PM0 −→ F×q ,
in view of the defining condition b ≡ 1 mod M for bOK ∈ PM0 . (To see that the
map is onto, one simply takes an element of M of absolute value > 1 and of sign
c ∈ F×q and adds 1 to it to obtain b ≡ 1 mod M with sign c.) Then one sees that
for i = 1, 2,
Gal(KMnari/K
M
0 )
∼= PM0 /PMnari ∼= F×q
where the last isomorphism is given by bOK 7→ sgn(b), bOK 7→ sgn(bσ) for i = 1, 2.
Similarly
Gal(KMnar/K
M
nari)
∼= PMnari/PMnar ∼= F×q .
Finally, the map
Gal(KMnar/K
M
0 )
∼= PM0 /PMnar −→ F×q × F×q , bOK 7→ (sgn(b), sgn(bσ))
is an isomorphism. In particular, this shows that KMnar is the compositum of K
M
nar1
and KMnar2 . 
In what follows, to lighten the notation we will write
m := m1.
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By an argument similar to that found in Proposition 6 we have Kmnar ⊃ KMnar1 and
hence the following diagram of field extensions labeled by Galois groups:
Kmnar
HA∞1
W
KMnar1
Z′
HOK
W ′Z
K
In the diagram Z := Gal(HA∞1/HOK ), which in §4 of [6] was identified as the
subgroup
Ker(ClA∞1 ։ ClOK ) = 〈ad−1〉 ⊂ ClA∞1 .
The group Z ′ := Gal(Kmnar/K
M
nar1) is isomorphic to
Ker(Clmnar ։ Cl
M
nar1).
The group W := Gal(Kmnar/HA∞1 ) may be identified with
Ker(Clmnar ։ ClA∞1 ) = ({bA∞1 ∈ Im| b 6≡ 1 mod m for b any monic generator} ∪ {1})/Pmnar
∼= (A∞1/m)×.
For the isomorphism appearing above, see [9].
Note 1. The subgroup F×q ⊂ (A∞1/m)× corresponds in W to both the decompo-
sition group and inertia group at ∞1. The subgroup of Clmnar corresponding to F×q
does not correspond to the multiples of 1 by F×q , which are of course all trivial.
We may similarly identify W ′ := Gal(KMnar1/HOK ) with
Ker(ClMnar1 ։ ClOK ) =
({bOK ∈ IM| b 6≡ 1 mod M for b any monic generator} ∪ {1}) /PMnar1 .
The restriction maps of Galois groups give rise to homomorphisms
ψ :W −→W ′, φ : Z ′ −→ Z.
Lemma 7. ai is relatively prime to m for i = 0, . . . , d− 1.
Proof. It will be enough to show that a0 = fA∞1 is relatively prime to m, since for
all i, ai ⊃ a0. Suppose on the contrary that (a0,m) 6= 1. Since A∞1/m is finite, its
elements are either zero divisors or units, and if f were to define a unit it would
be relatively prime to m. So f must define a nontrivial zero divisor (f 6∈ m since
f 6∈ M as the latter is a nontrivial ideal). As such there exists a ∈ A∞1 so that
af ∈ m ⊂ M. Since f is an OK unit, a ∈ M , and so a ∈ m. This contradicts f
being a nontrivial zero divisor. 
Let
B := 〈fA∞1 mod Pmnar〉.
We have
B ⊂ Ker(ψ) ∩Ker(φ) ⊂W ∩ Z ′,
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where B ⊂ Ker(ψ) since fA∞1 maps to fOK = (1) in ClMnar1 (as f is a unit in OK)
and where B ⊂ Ker(φ) since fA∞1 is a principal ideal and so becomes trivial in
ClA∞1
.
Lemma 8. Let B be as above. The restriction maps ψ : W −→W ′,φ : Z ′ −→ Z.
are epimorphisms and
B = Ker(ψ) = Ker(φ) =W ∩ Z ′.
Proof. Let αOK mod PMnar1 correspond by reciprocity to σ′ ∈ W ′. Then since
OK =
⋃
n∈N f
−nA∞1 we may write α = af
−n, for a ∈ A∞1 and n ∈ N. By
reciprocity, ψ is induced by the canonical association
bA∞1 mod P
m
nar 7−→ bOK mod PMnar1 .
Therefore if σ corresponds to aA∞1 mod P
M
nar1 via reciprocity, ψ (σ) = σ
′, hence
ψ is onto. On the other hand, since, by Lemma 7 ai ∈ Im, we have (again passing
via reciprocity to maps on ray classes)
φ (ai mod P
m
nar) = ai mod P
M
nar1 .
Thus φ is onto. Now let aA∞1 mod P
m
nar ∈ Ker(ψ). Since (narrow) ray classes
always have integral representatives ([11], page 368), without loss of generality we
may assume that a ∈ A∞1 is monic. As aA∞1 mod Pmnar ∈ Ker(ψ), aOK has a
monic generator ≡ 1 mod M, and such a generator must be a multiple of a by a
power of f . That is, there exists m ∈ Z so that a ≡ fm mod M. If m ≥ 0 this
implies a ≡ fm mod m i.e. aA∞1 ≡ fmA∞1 mod Pmnar so aA∞1 mod Pmnar ∈ B.
(Here we use the fact that fm is monic.) If m < 0 then we have af−m ≡ 1
mod M which implies af−m ≡ 1 mod m and aA∞1 mod Pmnar ∈ B again. Thus
Ker(ψ) = B. By the diagram above, this completes the proof, since Ker(φ) ⊃ B.
Indeed, let d = #Z, e = #W , d′ = #Z ′, e′ = #W ′, b = #B and b′ = #Ker(φ) ≥ b.
Then
de = dbe′ = d′e′ = db′e′
implies b′ = b, hence Ker(φ) = B.

Note that if f ≡ 1 mod m so that B = 1, then W ′ ∼=W , Z ′ ∼= Z, and
Gal(Kmnar/HOK ) ∼=W × Z.(20)
In this case, Km is the compositum of HA∞1 and K
M
nar1 .
When B 6= 1, it will be convenient to replace KMnar1 by a finite extension field
yielding a compositum diagram, which we do as follows. From the proof of the
surjectivity of φ the ai define a subgroup of Z
′ canonically isomorphic to Z, which
we also call Z. If we define
KM1 := Fix(Z) ⊃ KMnar1 ,(21)
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then we have
Km
HA∞1
W
KM1
Z
HOK
WZ
K
which is now a compositum diagram. We may define similarly KM2 by replacing
A∞1 by A∞2 and f by f
−1. Then the unit narrow ray class field associated to M
is the compositum
KM := KM1 ·KM2 ⊃ KMnar.
Clearly the unit narrow ray class fields are cofinal in the set of all relative class
fields: abelian extensions of K which split completely at ∞1,∞2. Since there is no
need to modify Kmnar, from now on we shall abreviate
Km := Kmnar.
Consider again ρi the Hayes module associated to the ideal ai. We recall that
there exists a transcendental element ξi ∈ C∞ such that ρi is isomorphic to C∞/Λi
where Λi = ξiai. The isomorphism is given by the exponential
ei : C∞ −→ C∞, ei(z) = z
∏
06=α∈ai
(
1− z
ξiα
)
.
The module of m torsion points,
ρi[m],
consists of z ∈ K ⊂ C∞ for which ρi,β(z) = 0 for all β ∈ m. By Hayes theory [9],
[8], [17], we have that for any i and any generator t ∈ ρi[m]
Km = HA∞1 (ρi[m]) = HA∞1 (t).(22)
The second equality evinces the “cyclotomic quality” of the extension Km/HA∞1 :
the generator t is the analog of a primitive root of unity and Gal(Km/HA∞1 )∼= (A∞1/m)×, exactly as is the case for cyclotomic extensions of Q. Thus Hayes’
explicit Class Field Theory may be regarded as an analog of the Kronecker-Weber
Theorem available for any global field in positive characteristic. The remainder of
this paper will be devoted to proving the analog of the first equality appearing in
(22) for KMi /HOK , i = 1, 2. The second equality in (22), not surprisingly, as OK
is a “rank 2” object, will not appear. Our theorem will then be seen to be the real
quadratic analog of the Theorem of Fueter-Weber.
We now introduce the group which will play the role of ρi[m] for the extension
KM1 /HOK (the case K
M
2 /HOK is symmetric and so will not be discussed). First,
we recall (see [9], equation (16.1)) that if t0 ∈ ρ0[m] then the action by the additive
polynomial Φi associated to ai satisfies
ti = Φi(t0) ∈ ρd−i[m],
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and if t0 is a generator of ρ0[m], then td−i is a generator of ρd−i[m]. Moreover, if
σ↔ ai via reciprocity, then tσ0 = ti. Thus the orbit set tqt = {t0, . . . , td−1} defines
a quantum point in the sense of §3. We may thus define the quantum M-torsion
of ρqt by
ρqt[M] =
{{tσ| σ ∈ Z}∣∣ t ∈ ρ0[m] for some i},
which is clearly an A∞1 submodule of the quantum Drinfeld module C
qt
∞,f . The
trace
Tr(ρqt[M]) :=
{∑
σ∈Z
tσ
∣∣∣∣∣ t ∈ ρi[m] for some i
}
is an abelian subgroup (but not an OK submodule) of KM1 since
∑
σ∈Z t
σ = TrZ(t)
where TrZ : K
m −→ KM1 is the trace map. In the sections which follow, we will
show that
KM1 = HOK (Tr(ρ
qt[M])).
Since KM is the compositum of KM1 and K
M
2 , this will lead immediately to the
explicit description of KM announced in the Introduction.
5. Generation of Ray Class Fields I: The Elliptic Case
Let KM1 be the component corresponding to ∞1 of the unit narrow ray class
field KM, which was defined in §4. In this section we prove the theorem on the
generation of KM1 in the case d = 2 i.e. when K is an elliptic function field. We
remark that when d = 1 there is nothing to prove since everything reduces to Hayes
theory, as HOK = HA∞1 and K
M
1 = K
m.
In what follows M ⊂ OK is an integral ideal, m = A∞1 ∩M the contraction
to A∞1 . Since d = 2, the Galois group Z is in bijection with the group {1 =
a0, [a1]} ⊂ ClA∞1 . Let ρi : A∞1 → HA∞1{τ} be the Hayes module associated to ai,
i = 0, 1. On the analytic side, it corresponds to the normalized lattice Λi = ξiai
where ξi ∈ C∞ is the transcendental element defined in §1. The exponential is
denoted ei : C∞ −→ C∞, defined
ei(z) = z
∏
06=λ∈Λi
(
1− z
λ
)
.
To the ideal m we may associate the torsion modules ρi[m], each of which is
equal to
ei(m
−1Λi mod Λi).
In view of this identification, we will often write t ∈ ρi[m] as t = ei(µξi), µ ∈ m−1ai
mod ai. By the Hayes explicit class field theory [9], [17]
Km = HA∞1 (ρi[m])
for any i.
The extension Km/KM1 is Galois, with Galois group
∼= Z; the action of the
non-trivial element a1 ∈ Z induces one on torsion, sending ρ0[m] to ρ1[m] via
t 7→ Φ1(t)
where Φ1 ∈ HA∞1 {τ} is the unique monic additive polynomial generating the
principal left ideal in HA∞1{τ} generated by the polynomials ρ0,a, a ∈ a1. See [8].
In Lemma 6 an explicit description of these polynomials was given. Recall, §4, that
Tr(ρqt[M]) ⊂ KM1
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denotes the group of traces of M quantum torsion points.
Theorem 4. Let K be a real elliptic function field quadratic over Fq(T ), let M ⊂
OK be an ideal. Let t ∈ Km be a W primitive, as guaranteed by (22). Then
KM1 = HOK (TrZ(t)).
In particular,
KM1 = HOK (Tr(ρ
qt[M])).
Proof. The Galois group W := Gal(Km/HA∞1 ) is by reciprocity isomorphic to
Ker(ClmA∞1 −→ ClA∞1 )
which is in turn isomorphic to (A∞1/m)
×. By definition of KM1 (as the fixed field of
Z acting on Km) we have W ∼= Gal(KM1 /HOK ) as well. Let t ∈ ρ0[m] be primitive
for Km/HA∞1 , which exists by (22). Therefore, in order to prove the Theorem, we
must show that for all 1 6= σ ∈W ,
TrZ(t)
σ 6= TrZ(t).
Suppose that σ corresponds to
bA∞1 ∈ Ker(ClmA∞1 → ClA∞1 ) ⊂ Cl
m
A∞1
,
where b is monic. By the description of the ray class group action on torsion, we
know that σ acts via the additive polynomial associated to the ideal bA∞1 and since
the latter is principal, and b is monic, this will just be the action by ρ0,b. Then
since Z and W commute with each other,
TrZ(t)
σ = ρ0,b
(
e0(µξ0) +Φ1(e0(µξ0))
)
(23)
= e0(bµξ0) +Φ1(e0(bµξ0)).
Note that in deriving (23), we used the fact that, since b corresponds to a principal
ideal in ClmA∞1 , its ∗ action on Hayes modules is trivial, and so it preserves each
torsion group ρi[m], i = 0, 1. Thus we must show that
TrZ(t)
σ − TrZ(t) = e0((b − 1)µξ0) +Φ1(e0((b− 1)µξ0)) 6= 0(24)
where the first equality is obtained using the additivity of e0 and Φ1.
By Lemma 6,
Φ1(x) = x
∏
c∈F×q
(x− e0(ξ0cfT )) .
Since t is primitive, b↔ σ acts non-trivially on t i.e. e0((b− 1)µξ0) 6= 0. Therefore
we may divide (24) out by this constant, so we are reduced to showing that∏
c∈F×q
e0
(
ξ0((b − 1)µ− cfT )
) 6= −1.(25)
Notice that if any of (b − 1)µ − cfT = 0 mod (f), the LHS of (25) is 0 and
we are done. So we may assume this is not the case. In what follows we write
expa0(z) = e(f). Then for all z,
e0(ξ0z) = ξ0e(f)(z)(26)
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so that showing (25) is equivalent to showing∏
c∈F×q
e(f)
(
(b− 1)µ− cfT ) 6= −ξ1−q0 .(27)
Now by Proposition 1, we know that
|ξ0|1−q = qq
2−2.
We will then show that∣∣∣∣∣∣
∏
c∈F×q
e(f)
(
(b− 1)µ− cfT )
∣∣∣∣∣∣ 6= qq2−2.(28)
We may choose (b − 1)µ ∈ m−1(f) mod (f) in its (f)-class so that |(b − 1)µ| <
|f2| = q4, since in (f) there are elements of absolute value q4, q5, . . . . Thus we may
reduce our considerations to two cases:
Case 1. |(b− 1)µ| < |fT | = qd+1 = q3.
For each c 6= 0 we have∣∣e(f)((b− 1)µ− cfT ))∣∣ = |(b− 1)µ− fT | ∏
06=α∈(f)
∣∣∣∣1− (b − 1)µ− fTα
∣∣∣∣
= |fT |
∏
c′∈F×q
∣∣∣∣1− fTc′f
∣∣∣∣ = q3 · qq−1 = qq+2.
Therefore, the LHS of (28) is q(q−1)(q+2) 6= qq2−2.
Case 2. |(b− 1)µ| = |fT |.
We know that for some c, (b−1)µ−cfT exhibits cancellation i.e. |(b−1)µ−cfT | <
|fT |. Without loss of generality we may assume that this happens for c = 1, i.e.
|(b− 1)µ− fT | < |fT | = |(b− 1)µ− cfT |, for all c 6= 0, 1 in Fq.
Moreover, we may choose (b−1)µ in its (f) class so that |(b−1)µ−fT | < |f | = q2:
this modification of (b−1)µmod (f) does not effect the cancellation with fT . Then
we have
|e(f)((b − 1)µ− fT )| = |(b − 1)µ− fT |
∏
06=α∈(f)
∣∣∣∣1− (b− 1)µ− fTα
∣∣∣∣(29)
= |(b − 1)µ− fT | < q2.
On the other hand, for c 6= 0, 1 we have
|e(f)((b − 1)µ− cfT )| = |(b− 1)µ− cfT |
∏
c′∈F×q
∣∣∣∣1− (b− 1)µ− cfTc′f
∣∣∣∣ = qq+2.
There are q−2 such factors on the left-hand side of (28), so if (28) were an equality,
we could solve:
|e(f)
(
(b − 1)µ− fT )| = q−(q−2)(q+2) · qq2−2 = q2,
which contradicts the result found in (29). 
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6. Generation of Ray Class Fields II: The Genus 2 Case
We treat in this section the case ofK/Fq(T ) of genus 2 (i.e. the case where d = 3)
as a way of introducing the reader to some of the arguments which will appear in
a much more technical presentation in the next section. It will also be convenient
to have already proven the cases d = 2, 3 for the general case.
Theorem 5. Let K be a real genus 2 function field quadratic over Fq(T ), let
M ⊂ OK be an ideal and let KM1 be the component of the unit narrow ray class
field associated to ∞1. Then
KM1 = HOK (Tr(ρ
qt[M])).
Note 2. In this Theorem and in Theorem 6 it is not possible for us to assert
generation by the trace of aW primitive element t ∈ Km; we will need the flexibility
given by all of Tr(ρqt[M]).
Proof. It will be enough to show that for any bA∞1 ∈ Ker(ClmA∞1 → ClA∞1 ), with
b monic, there exists t ∈ ρ0[m] for which
TrZ(t)
σ 6= TrZ(t),(30)
where σ ∈ W ∼= Gal(KM1 /HOK ) is the element corresponding to bA∞1 . If this is the
case, then HOK (Tr(ρ
qt[M])) ⊂ KM1 is not the fixed field of any nontrivial subgroup
of W , which means it coincides with KM1 . Now in the case under consideration,
TrZ(t) = t+Φ2(t) +Φ1(t),
so if we write t = e0(µξ0), (30) may be written explicitly as
0 6= e0((b− 1)µξ0) +Φ2(e0((b − 1)µξ0)) +Φ1(e0((b− 1)µξ0))(31)
= e0((b − 1)µξ0)
1 + ∏
c∈F×q
e0 (((b− 1)µ− cfT )ξ0)
+
∏
c′,c′′∈Fq
(c′,c′′) 6=(0,0)
e0
(
((b − 1)µ− c′fT − c′′fT 2)ξ0
)
 .
We begin first by taking t ∈ Km a W primitive element, as guaranteed by (22). By
primitivity, 0 6= e0((b − 1)µξ0), so this factor may be canceled from either side of
(31). Then using the identity e0(ξ0x) = ξ0e(f)(x) (see (26) in Theorem 4), it thus
remains to show that
−1 6= ξq−10
∏
06=c∈Fq
e(f)((b − 1)µ− cfT ) ×(32) 1 + ξ
q(q−1)
0
∏
c′,c′′∈Fq
c′′ 6=0
e(f)((b − 1)µ− c′fT − c′′fT 2)
 .
This will be true in all but one case, and in this exceptional event, we will modify
µ to µ˜ so that we still have 0 6= e0((b − 1)µ˜ξ0) and such that (32) holds. The
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analysis we follow breaks down according to the size of |(b − 1)µ|. Recall that by
Proposition 1,
|ξ0|q−1 = q3−2q
2
and |ξ0|q(q−1) = q3q−2q
3
.
Case 1. |(b− 1)µ| < |fT | = q4.
For any c ∈ F×q
|e(f)((b − 1)µ− cfT )| = |fT |
∏
06=c′∈Fq
∣∣∣∣1− fTc′f
∣∣∣∣ = q4 · qq−1 = qq+3(33)
and for any c′, c′′ ∈ Fq, c′′ 6= 0, we have
|e(f)((b − 1)µ− c′fT − c′′fT 2)| = |fT 2|
∏
06=c′′′∈Fq
∣∣∣∣1− fT 2c′′′f
∣∣∣∣(34)
= q5 · q2(q−1) = q2q+3.
The factor contained in braces in (32) has absolute value equal to∣∣∣∣∣∣∣∣∣ξ
q(q−1)
0
∏
c′,c′′∈Fq
c′′ 6=0
e(f)((b − 1)µ− c′fT − c′′fT 2)
∣∣∣∣∣∣∣∣∣ = q
3q−2q3 · q(2q+3)q(q−1) = qq2 ,
where we neglect the summand 1 since qq
2
> 1. Taking absolute values of either
side of (32) then gives
1 6= q3−2q2 · q(q+3)(q−1) · qq2 = q2q,
which confirms (32).
Case 2. |(b− 1)µ| = |fT 2| = q5.
We may write for c′0 6= 0,
(b − 1)µ = c′0fT 2 + c′′0fT + z + lower
where |z| < |fT |, however, since we are working with torsion elements mod (f), we
may further assume that |z| < |f | = q3. Since we will argue using only the absolute
values of either side of (32), the particular values of c′0, c
′′
0 are irrelevant, so we set
c′0 = c
′′
0 = 1: that this presents no loss of generality will be clear to the reader after
having seen the argument that follows.
Here we have
|e(f)((b− 1)µ− cfT )| = |fT 2|
∏
06=c′∈Fq
∣∣∣∣1− fT 2c′f
∣∣∣∣ = q5 · q2(q−1) = q2q+3.
We split the product occurring within the braces in (32) as
ξ
q(q−1)
0
∏
c′,c′′∈Fq
c′′ 6=0,1
e(f)((b − 1)µ− c′fT − c′′fT 2)×
 ∏
16=c′∈Fq
e(f) ((1− c′)fT + z + lower)
× e(f)(z + lower).
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The exponentials in the first product have absolute value q2q+3, as in (34), those
in the second have absolute value qq+3, as in (33). Therefore the absolute value of
the above product is
q3q−2q
3 · q(2q+3)q(q−2) · q(q+3)(q−1) · |e(f)(z + lower)| = q−(q+3) · |e(f)(z + lower)|.
(35)
On the other hand, on the right hand side of (32), the factor outside the braces
has absolute value q3−2q
2 · q(2q+3)(q−1) = qq > 1. If the inequation affirmed in (32)
were false, the absolute value of the term in braces would have to be q−q. In order
for this to happen, the product in the braces must have leading term −1, so that
its absolute value is 1. But in view of (35) this forces |e(f)(z + lower)| = qq+3. But
the latter is impossible, since |z| < q3 = |f | implies
|e(f)(z + lower)| = |z| < q3 < qq+3.
Case 3. |(b− 1)µ| = |fT | = q4.
We may write
(b− 1)µ = c′0fT + y + lower
where |y| < |f | = q3, and without loss of generality, we take c′0 = 1. Taking absolute
values of the right hand side of (32) gives
|e(f)(y+lower)|·q3−2q
2 ·q(q+3)(q−2)·max{1, q3q−2q3 ·q(2q+3)q(q−1)} = qq−3|e(f)(y+lower)|,
since q3q−2q
3 · q(2q+3)q(q−1) = qq2 > 1. If |e(f)(y+ lower)| = |y| 6= q3−q we are done.
So suppose otherwise and let us additionally assume that q 6= 2, 3. Replace µ by
µ˜ = fµ. We have
(b − 1)µ˜ = f2T + fy + lower = fy + lower mod (f),
so (b− 1)µ˜ defines a non-trivial m torsion element mod (f), since it is congruent
mod (f) to fy+lower. Indeed, the latter has absolute value |fy| ≤ q2 < |f |, and so
could not give an element of (f) (we stress that fy 6= 0 since y 6= 0). As (b− 1)µ˜ is
a non-trivial m torsion element, it follows that µ˜ is as well. In particular, µ˜ defines
t˜ := e0(µ˜ξ0) ∈ ρ0[m] − {0} for which t˜(b−1) = e0((b − 1)µ˜ξ0) 6= 0. We may now
proceed as in Case 1 to show (32) holds. When q = 2, we define instead µ˜ = fTµ.
Then modulo (f), (b− 1)µ˜ ≡ fTy + lower and the latter has absolute value q5 i.e.
(b − 1)µ˜ = c′fT 2 + lower mod (f).
The elements µ˜ and (b− 1)µ˜ are again nontrivial, and since |fTy+ lower| = |fT 2|,
we may replace (b − 1)µ˜ by fTy + lower and argue as in Case 2 to conclude (32).
When q = 3, define instead µ˜ = fT 2µ. Then modulo (f), |(b−1)µ˜| = q5, and again
we may refer to the argument of Case 2. 
7. Generation of Ray Class Fields III: General Case
In this section we prove the main theorem for genus ≥ 3 i.e. for d > 3; the cases
of genus < 3 were treated in §§5, 6.
Theorem 6. Let K be a function field quadratic and real over Fq(T ) of genus ≥ 3,
let M ⊂ OK be an ideal and let KM1 be the component of the unit narrow ray class
field associated to ∞1. Then
KM1 = HOK (Tr(ρ
qt[M])).
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Proof. Fix d > 3 and let σ ∈ W ∼= Gal(KM1 /HOK ) correspond to bA∞1 ∈ Ker(ClmA∞1 →
ClA∞1
), with b monic. As in the proof of Theorem 5, we must find t = e0(ξ0µ) ∈
ρ0[m], µ ∈ m−1(f) mod (f), such that
TrZ(t)
σ 6= TrZ(t),
or equivalently, writing tσ−id := tσ − t,
0 6= TrZ(tσ−id) = tσ−id +Φd−1(tσ−id) + · · ·+Φ1(tσ−id).(36)
We begin by assuming that t = e0(ξ0µ) is a W primitive. Note that, mod (f),
µ 6∈ (b − 1)−1 = the reciprocal ideal of (b − 1). Otherwise, we would have the
inclusion of A∞1 modules
m−1(f) mod (f) ⊂ (b− 1)−1 mod (f)
or in other words, m−1(f) ⊂ (b − 1)−1. But this implies m ⊃ (b − 1)(f), and since
m and (f) are relatively prime by Lemma 7, we must have b− 1 ∈ m, contradicting
our choice of b.
Since tσ−id 6= 0, we may divide out (36) by it. In view of the explicit description
of the additive polynomials Φi given in Lemma 6, (36) is equivalent to
−1 6=
∏
c1∈F×q
e0 (ξ0((b− 1)µ− c1fT ))
1 +
∏
c1,c2∈Fq
06=c2
e0
(
ξ0((b− 1)µ− c1fT − c2fT 2)
) ×
1 + · · ·
1 +
∏
c1,...,cd−1∈Fq
06=cd−1
e0
(
ξ0((b− 1)µ− c1fT − · · · − cd−1fT d−1)
) · · ·

 .
Rewriting using the identity e0(ξ0x) = ξ0e(f)(x), this in turn amounts to showing
−1 6=ξq−10
∏
c1∈F×q
e(f) ((b− 1)µ− c1fT )
1 + ξ(q−1)q0
∏
c1,c2∈Fq
06=c2
e(f)
(
(b− 1)µ− c1fT − c2fT 2
) ×
1 + · · ·
1 + ξ(q−1)q
d−2
0
∏
c1,...,cd−1∈Fq
06=cd−1
e(f)
(
(b − 1)µ− c1fT − · · · − cd−1fT d−1
) · · ·

 .
If we denote
Pj = ξ
(q−1)qj−1
0
∏
c1,...,cj∈Fq
06=cj
e(f)
(
(b− 1)µ− c1fT − · · · − cjfT j
)
then we may write the above inequation more concisely as
(z) − 1 6= P1 {1 + P2 {1 + · · · {1 + Pd−1} · · · }} .
We recall here by Proposition 1 that |ξ0|q−1 = qd−(d−1)q2 . As in the proof of
Theorem 5 we proceed according to the size of |(b− 1)µ|. Note that we assume
|(b − 1)µ| 6= |f | = qd and |(b− 1)µ| < |f |2 = q2d
since (b− 1)µ is taken modulo (f) = Ker(e(f)).
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Case 1. |(b− 1)µ| < qd+1 = |fT |.
Here there is no cancellation in the arguments of the exponentials appearing in
(z). Using the product formula for the exponential, we obtain
|e(f) ((b− 1)µ− c1fT ) | = qd+1 · qq−1 = qd+q,
|e(f)
(
(b− 1)µ− c1fT − c2fT 2
) | = qd+2 · q2(q−1) = qd+2q,
...
...
|e(f)
(
(b− 1)µ− c1fT − · · · − cd−1fT d−1
) | = qd+d−1 · q(d−1)(q−1) = qd+(d−1)q.
We calculate absolute values starting from the innermost term 1+ Pd−1 of (z) and
then radiate outwards. There are (q − 1)qd−2 exponential factors in Pd−1, so
|Pd−1| = q(d−(d−1)q
2)qd−2 · q(d+(d−1)q)(q−1)qd−2 = qqd−1 = |1 + Pd−1| > 1.(37)
Continuing to the next set of braces, {1 + Pd−2{1 + Pd−1}}, we see that
|Pd−2{1 + Pd−1}| = q(d−(d−1)q
2)qd−3 · q(d+(d−2)q)(q−1)qd−3 · qqd−1(38)
= q2q
d−2
= |{1 + Pd−2{1 + Pd−1}}| > 1.
Inductively, the right hand side of (z) has absolute value q(d−1)q 6= 1, which verifies
(z) in this case.
Case 2. |(b− 1)µ| = |fT d−1| = q2d−1
In this case we may assume that
(b− 1)µ = c′d−1fT d−1 + c′d−2fT d−2 + · · ·+ c′1fT + z + lower,
where |z| ≤ |f |, however since we are considering torsion elements mod (f), we
may in fact assume |z| < |f | = qd. We first assume z + lower 6≡ 0 mod (f).
Without loss of generality, we may assume that c′d−1 = · · · = c′1 = 1 (as we did
in Case 2 of the proof of Theorem 5). Here, the arguments of the exponentials
appearing in Pd−1 may present cancellation. Therefore, to calculate its absolute
value, we factorize
Pd−1 = ξ
(q−1)qd−2
0
∏
c1,...,cd−1∈Fq
0,16=cd−1
e(f)
(
(1 − cd−1)fT d−1 + · · ·+ (1− c1)fT + z + lower
)×
∏
c1,...,cd−2∈Fq
16=cd−2
e(f)
(
(1 − cd−2)fT d−2 + · · ·+ (1− c1)fT + z + lower
)×
...∏
16=c1∈Fq
e(f) ((1 − c1)fT + z + lower)×
ef (z + lower) .
Calculating absolute values of exponentials exactly as we did in Case 1, and using
the fact that |e(f) (z + lower) | = |z| since |z| < |f |, we then have
|Pd−1| = q(d−(d−1)q
2)qd−2 · q(d+(d−1)q)(q−2)qd−2 · q(d+(d−2)q)(q−1)qd−3 · · · · q(d+q)(q−1)|z|.
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The final exponent of q in the line above is calculated as follows: adding and
subtracting (d+ (d− 1)q)qd−2 to the sum of the exponents gives
−(d− 1)(qd + qd−1) + (q − 1)
{
(d+ (d− 1)q)qd−2 + (d+ (d− 2)q)qd−3 + · · ·+ (d+ 2q)q + (d+ q)
}
=
−(d− 1)(qd + qd−1) + (q − 1)
{
(d− 1)qd−1 + dqd−2 + (d− 2)qd−2 + dqd−3 + · · ·+ 2q2 + dq + q + d
}
=
−(d− 1)(qd + qd−1) + (q − 1)
{
(d− 1)qd−1 + (2d− 2)qd−2 + (2d− 3)qd−3 + · · ·+ (d+ 1)q + d
}
=
−(2d− 2)qd−2 + (q − 1)
{
(2d− 3)qd−3 + · · ·+ (d+ 1)q + d
}
=
−qd−2 − qd−3 − · · · − q − d.
We conclude that
|Pd−1| = q−q
d−2−qd−3−···−q−d|z|.
On the other hand, we have
|P1| = qd−(d−1)q
2 · q(d+(d−1)q)(q−1) = qq > 1.
So for (z) to be false, we must have
|1 + P2{1 + · · · } · · · }| = q−q < 1.
For this, we must have |P2{1 + · · · } · · · }| = 1. But
|P2| = q(d−(d−1)q
2)q · q(d+(d−1)q)q(q−1) = qq2 > 1.
Inductively, we are led to |Pd−2| = qqd−2 and hence we must have |Pd−1| = 1, which
in light of the above, implies that (since d ≥ 3)
|z| = qqd−2+qd−3+···+q+d ≥ qd > |z|,
contradiction.
If z + lower ≡ 0, then the above argument shows Pd−1 = 0 hence |1 + Pd−1| = 1
which would not allow us to contradict (z).
Case 3. |(b− 1)µ| = |fT | = qd+1.
Here (b − 1)µ = cfT + y + lower and without loss of generality we may take
c = 1. We first assume that y + lower 6≡ 0 mod (f), |y| < |f |. We have, exactly
as in Case 1, |1 + Pd−1| = qqd−1 and inductively |1 + P2{1 + · · · } · · · }| = q(d−2)q2 .
Thus if (z) were false, we must have
1 = |P1|q(d−2)q2 = qd−(d−1)q2 · q(d+q)(q−2) · q(d−2)q2 · |e(f)(y + lower)|
= q(d−2)q−d · |y|.
Note here that we can now immediately dispense with the case y + lower = 0,
which is in direct conflict with the above. So we get equality precisely when |y| =
qd−(d−2)q. If we do not, we are done. Otherwise, we replace µ by µ˜ = fµ. Then
mod (f) we have
(b− 1)µ˜ ≡ fy + lower mod (f), |fy| = q2d−(d−2)q.
Replace (b− 1)µ˜ by the (f) equivalent fy+ lower. Since we are assuming d > 3 in
this section, |fy| < |f | = qd and non zero except when d = 4 and q = 2. Indeed,
the inequality d/(d− 2) < q for all d ≥ 5 implies 2d− (d− 2)q < d. Leaving aside
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the case d = 4 and q = 2 for the moment, we see then that µ˜ is non-trivial, since
it is moved to a nontrivial element by b − 1. In particular, we may divide out the
analogue of the expression (36) obtained by replacing µ by µ˜ by e0(ξ0(b− 1)µ˜) (as
we did in the beginning of the proof of this Theorem). Therefore we may repeat all
of the above arguments replacing µ by µ˜, where the estimate |(b − 1)µ˜| < qd puts
us in the setting of Case 1. If d = 4, q = 2, then since |y| = 1,
(b − 1)µ˜ = fy + lower ≡ z + lower mod (f), |z| < |f |.
If z+ lower 6≡ 0 mod (f), we may proceed as in Case 1. Otherwise, since |z| < |f |,
we must have z + lower = 0 in which case
(b− 1)µ˜ = f(b− 1)µ ≡ 0 mod (f).
This in turn implies (b − 1)µ is an (f) torsion point i.e. (b − 1)µ ∈ A∞1 or µ ∈
(b−1)−1. But we have already shown at the beginning of the proof of this Theorem
that this cannot occur for µ a primitive generator.
Case 4. |(b− 1)µ| = |fT j| = qd+j, 1 < j < d− 1.
We again assume (b − 1)µ = fT j + · · ·+ fT + z + lower. First we note that
|P1| = qd−(d−1)q
2 · q(d+jq)(q−1) = q−q((d−1−j)q−(d−j))
which is < 1 provided (d− 1− j)q − (d − j) > 0. The latter is always true except
when j = d− 2 and q = 2: indeed for j < d− 2 we have
d− j
d− 1− j < 2 ≤ q,
and when j = d−2 one checks by hand that the inequality (d−1− j)q− (d− j) > 0
holds provided q > 2. The case j = d − 2 and q = 2 will be dealt with later so we
assume first that when j = d− 2, q > 2. Note that more generally, for k < j
|Pk| = q(d−(d−1)q
2)qk−1 · q(d+jq)(q−1)qk−1 = q−qk((d−1−j)q−(d−j)),(39)
also < 1 by our present hypothesis. Then in order to contradict (z), we require
that
|1 + P2{1 + · · · {1 + Pd−1} · · · }| = qq((d−1−j)q−(d−j)) > 1
which implies that
|P2{1 + · · · {1 + Pd−1} · · · }| = qq((d−1−j)q−(d−j)).
Inductively (and using the calculation (39)), we see that in order to contradict (z)
we must have
|1 + Pj{1 + Pj+1{· · · {1 + Pd−1} · · · }}| = |Pj{1 + Pj+1{· · · {1 + Pd−1} · · · }}|
= q(q+···+q
j−1)((d−1−j)q−(d−j)) > 1.
Starting with 1 + Pd−1 and moving outwards, we calculate (recall the analogous
calculations made in (37), (38) in Case 1)
|1 + Pj+1{1 + · · · {1 + Pd−1} · · · }| = q(d−(j+1))q
j+1
.
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To calculate |Pj|, we factor Pj exactly as we did Pd−1 in Case 2:
Pj = ξ
(q−1)qj−1
0
∏
c1,...,cj∈Fq
0,16=cj
e(f)
(
(1 − cj)fT j + · · ·+ (1− c1)fT + z + lower
)×
∏
c1,...,cj−1∈Fq
16=cj−1
e(f)
(
(1 − cj−1)fT j−1 + · · ·+ (1− c1)fT + z + lower
)×
...∏
16=c1∈Fq
e(f) ((1− c1)fT + z + lower)×
e(f) (z + lower)
So in analogy with that previous computation we obtain
|Pj | = q−q
j−1−···−q−d|e(f) (z + lower) | = q−q
j−1−···−q−d|z|.(40)
Putting everything together, we conclude that if the inequation in (z) is false, we
must have the following equality
|z| = q−(d−1−j)qj+1+((d−1−j)q−(d−j))(q+···+qj−1)+qj−1+···+q+d
= q(d−1−j)q(−q
j+qj−1−1)+d.
Notice that this implies that z 6= 0. We now replace µ by µ˜ = fµ which gives
(b− 1)µ˜ ≡ fz + lower mod (f) and
|fz + lower| = q2d−(d−1−j)q(qj−qj−1+1).
By Lemma 9 below, we are done since |fz + lower| < 1 < |f |, and this can be
handled using the argument of Case 1. What remains is the case j = d − 2 and
q = 2. Here |P1| = 1 which implies we would need
|1 + P2{1 + · · · {1 + Pd−1} · · · }| = 1
in order to contradict (z). But the latter implies either
|P2{1 + · · · {1 + Pd−1} · · · }| < 1
or
P2{1 + · · · {1 + Pd−1} · · · } = c+ lower, −1 6= c ∈ Fq.
But since q = 2, −1 = 1 and so the latter is not possible. Since in addition, by
(39), |P2| = 1, this now implies that
P3{1 + · · · {1 + Pd−1} · · · } = 1 + lower.
Inductively,
Pd−2{1 + Pd−1} = 1 + lower.
Therefore, since |Pd−1 + 1| = 22d−1 (see (37)),
|Pd−2| = 2−2
d−1
.
But we also know, by (40), that
|Pd−2| = 2−2
d−3−···−2−d|z|
or
|z| = 2−2d−1+2d−3+···+2+d
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which can be seen to be < 1 for d ≥ 4. Therefore if we replace µ by µ˜ = fµ, this
case is taken care of as well since (b−1)µ˜ ≡ fz+lower mod (f) and |fz+lower| <
|f | < |fT |, and this can be handled via the argument in Case 1. 
Lemma 9. Let d ≥ 4, 2 ≤ j ≤ d− 2 and if j = d− 2, q > 2. Then
q2d−(d−1−j)q(q
j−qj−1+1) < 1.
Proof. First consider the inequality for j = 2.
• If d = 4, j = 2 = d− 2 so we may assume here q > 2. Then
2d = 8 < 1 · 3(32 − 3 + 1) ≤ 1 · q(q2 − q + 1).
Notice that there are no more cases of j to consider for d = 4.
• If d = 5
2d = 10 < 2 · 2(22 − 2 + 1) ≤ 2 · q(q2 − q + 1).
• If d > 5
2d
d− 3 < 5 < 2(2
2 − 2 + 1) ≤ q(q2 − q + 1).
Now consider the inequality for j = d−2 and q > 2. We may assume d ≥ 5 here.
• When d = 5 we have
2d = 10 < 1 · 3(33 − 32 + 1) ≤ 1 · q(q3 − q2 + 1).
• When d > 5 we have
2d < 3 · (3d−2 − 3d−3 + 1) = 3 · (3d−3 · 2 + 1) ≤ q(qd−2 − qd−3 + 1).
Notice by the above calculations that we are done entirely with the cases d =
4, 5. We now consider the general case. The statement of the Lemma is a clear
consequence of the following:
2d < (d− 1− j)(2j+1 − 2j + 2),
which is in turn implied by
2d < (d− j − 1)(2j+1 − 2j),
or equivalently:
d < (d− j − 1)(2j − 2j−1).
Let us call f(j) := (d − 1 − j)(2j − 2j−1) − d: thus we want to show f(j) > 0 on
[3, d− 3]. When d = 6 this interval is just the point 3, and f(3) > 0. Now
f ′(j) = −(2j − 2j−1) + (d− j − 1)(2j − 2j−1) log 2.
Note that in the chosen interval 2j − 2j−1 > 0. Therefore for integral values of j,
f ′(j) ≥ 0 ⇐⇒ d− j − 1 ≥ 1/ log 2 ≈ 3.3219 ⇐⇒ j ≤ d− 5.(41)
If d = 7, (41) is false in [3, 4] and hence f(j) in decreasing there, so its enough
to check f(4) > 0, which is true. Now for d ≥ 8, f(j) has a critical point in the
interval [3, d−3]. Since the sign of f ′(j) changes from positive to negative as we pass
through the critical point from the left to the right, it follows that the minimum
occurs at one of the endpoints of the interval [3, d−3]. For j = 3, one checks f(3) =
(d−4) ·4−d > 0, and for j = d−3, we have f(d−3) = 2 · (2d−3−2d−4) = 2d−3 > 0
as well.

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