The main contribution of this paper is to propose a bootstrap method for inference on integrated volatility based on the pre-averaging approach of Jacod et al. (2009) , where the pre-averaging is done over all possible overlapping blocks of consecutive observations. The overlapping nature of the pre-averaged returns implies that these are k n -dependent with k n growing slowly with the sample size n. This motivates the application of a blockwise bootstrap method. We show that the "blocks of blocks" bootstrap method suggested by Politis and Romano (1992) (and further studied by Bühlmann and Künsch (1995) ) is valid only when volatility is constant. The failure of the blocks of blocks bootstrap is due to the heterogeneity of the squared pre-averaged returns when volatility is stochastic. To preserve both the dependence and the heterogeneity of squared pre-averaged returns, we propose a novel procedure that combines the wild bootstrap with the blocks of blocks bootstrap. We provide a proof of the first order asymptotic validity of this method for percentile intervals. Our Monte Carlo simulations show that the wild blocks of blocks bootstrap improves the finite sample properties of the existing first order asymptotic theory. We use empirical work to illustrate its use in practice.
Introduction
Estimation of integrated volatility is complicated by the existence of market microstructure noise. This noise represents the discrepancy between the true efficient price of an asset and its observed counterpart and is caused by a multitude of market microstructure effects (such as bid-ask bounds, the discreteness of price changes and the existence of rounding errors, the gradual response of prices to a block trade, the existence of data recording errors such as prices entered as zero, misplaced decimal points, etc).
Realized volatility, computed as the sum of squared intraday returns, is not consistent for integrated volatility under the presence of market microstructure noise. This has motivated the development of alternative estimators. One popular method is the pre-averaging approach first introduced by Podolskij and Vetter (2009) and further studied by Jacod et al. (2009) 
The basic underlying idea consists of first averaging out the noise by computing pre-averaged returns and then computing a realized volatility-like estimator using the pre-averaged returns. Although the pre-averaged realized volatility estimator is consistent for integrated volatility, its convergence rate is much slower than that of realized volatility and this can result in finite sample distortions that persist even at very large sample sizes. For this reason, the bootstrap is a useful alternative method of inference in this context.
In this paper, we propose a bootstrap method that can be used to estimate the distribution and the variance of the pre-averaged realized volatility estimator of Jacod et al. (2009) . Our proposal is to resample the pre-averaged returns instead of resampling the original noisy returns.
To be valid, the bootstrap needs to mimic the dependence and heterogeneity properties of the (squared) pre-averaged returns. When pre-averaging occurs over overlapping blocks of returns, as in Jacod et al. (2009) , the squared pre-averaged returns are k n -dependent, where k n denotes the block length of the interval over which the pre-averaging is done and n denotes the sample size. Since k n is proportional to √ n, k n → ∞ as n → ∞, which implies that the pre-averaged returns are strongly dependent. This suggests that a block bootstrap applied to the pre-averaged returns is appropriate and its application amounts to a "blocks of blocks" bootstrap, as proposed by Politis and Romano (1992) and further studied by Bühlmann and Künsch (1995) (see also Künsch (1989) ). Nevertheless, as we show here, such a bootstrap scheme is only consistent in our setup when volatility is constant. The reason is that squared pre-averaged returns are heterogenously distributed (in particular, their mean and variance are time-varying) and this creates a bias term in the blocks of blocks bootstrap variance estimator when volatility is stochastic. Thus, to handle both the dependence and heterogeneity of the squared pre-averaged returns, we propose a novel bootstrap approach that combines the wild bootstrap with the blocks of blocks bootstrap. We name this novel approach the wild blocks of blocks bootstrap. Our main contribution is to show that this method consistently estimates (2010) is also a recent addition to this literature). The bootstrap could also be useful for inference in the context of these estimators. Indeed, Zhang et al. (2011) showed that the asymptotic normal approximation is often inaccurate for the subsampling realized volatility estimator, whose finite sample distribution is skewed and heavy tailed. They proposed Edgeworth corrections for this estimator as a way to improve upon the standard normal approximation. Similarly, Bandi and Russell (2011) discussed the limitations of asymptotic approximations in the context of realized kernels and proposed an alternative solution. The main reason why we focus on the pre-averaging approach here is that it naturally lends itself to the bootstrap. In particular, we resample the pre-averaged returns instead of the individual returns and exploit the dependence and heterogeneity properties of the pre-averaged returns to prove the consistency of the bootstrap. In addition, the pre-averaging approach has some important advantages compared to the preceding methods, for example it can easily estimate the integrated quarticity or other functionals of volatility.
The rest of this paper is organized as follows. In the next section, we first introduce the setup, our assumptions and review the existing asymptotic theory of Jacod et al. (2009) . Section 3 contains the bootstrap results. In Section 3.1 we show that the blocks of blocks bootstrap is consistent only when volatility is constant whereas Section 3.2 describes the wild blocks of blocks bootstrap and shows its consistency under stochastic volatility and i.i.d. noise. Section 4 presents the simulation results whereas Section 5 contains an empirical application. Section 6 concludes. Two appendices are provided. Appendix A contains the tables with simulation results whereas Appendix B is a mathematical appendix with the proofs.
A word on notation. In this paper, and as usual in the bootstrap literature, P * (E * and V ar * ) denotes the probability measure (expected value and variance) induced by the bootstrap resampling, conditional on a realization of the original time series. In addition, for a sequence of bootstrap statistics Z 2 Setup, assumptions and review of existing results
Setup and assumptions
Let X denote the latent efficient log-price process defined on a probability space (
equipped with a filtration (F 0 t ) t≥0 . We model X as a Brownian semimartingale process defined by the equation
where a = (a t ) t≥0 is an adapted càdlàg drift process, σ = (σ t ) t≥0 is an adapted càdlàg volatility process and W = (W t ) t≥0 a standard Brownian motion.
The object of interest is the quadratic variation of X, i.e. the process
also known as the integrated volatility. Without loss of generality, we let t = 1 and define
s ds as the integrated volatility of X over a given time interval [0, 1], which we think of as a given day.
The presence of market frictions such as price discreteness, rounding errors, bid-ask spreads, gradual response of prices to block trades, etc, prevent us from observing the true efficient price process X. Instead, we observe a noisy price process Y , observed at time points t = i n for i = 0, . . . , n, given by
where t represents the noise term that collects all the market microstructure effects.
In order to make both X and Y measurable with respect to the filtration, we define a new probability space Ω, (F t ) t≥0 , P , which accommodates both processes. To this end, we follow Jacod et al. (2009) and assume one has a second space Ω 1 , (F 1 t ) t≥0 , P 1 , where Ω 1 denotes 1] and F 1 the product Borel-σ-field on Ω 1 . Next, let Q t be a probability measure on R (Q t is the marginal distribution of t ). P 1 denotes the product measure ⊗ t∈[0,1] Q t . The filtered probability space Ω, (F t ) t≥0 , P on which the process Y lives is then defined with Ω = Ω 0 ×Ω 1 ,
s , and P = P 0 ⊗ P 1 .
We assume that t is centered and independent, conditionally on the efficient price process X. In addition, we assume that the conditional variance of t is càdlàg. Assumption 1 below collects these assumptions.
Assumption 1.
(i) E ( t |X) = 0 and t and s are independent for all t = s, conditionally on X.
(ii) α t = E ( 2 t |X) is càdlàg and E ( 
The pre-averaged estimator and its asymptotic theory
We observe Y at regular time points i n , for i = 0, . . . , n, from which we compute n intraday returns at frequency
Given that Y = X + , we can write
where r To describe the Jacod et al. (2009) pre-averaging approach, let k n be a sequence of integers which will denote the window length over which the pre-averaging of returns is done. Similarly, let g be a weighting function on [0, 1] such that g (0) = g (1) = 0 and
2 ds > 0, and assume g is continuous and piecewise continuously differentiable with a piecewise Lipschitz derivative
g . An example of a function that satisfies these restrictions is g (x) = min (x, 1 − x) . We introduce the following additional notation. Let
and for i = 1, 2, let ψ i = φ i (0) . For instance, for g (x) = min (x, 1 − x), we have that ψ 1 = 1 and ψ 2 = 1/12.
For i = 0, . . . , n−k n +1, the pre-averaged returnsȲ i are obtained by computing the weighted sum of all consecutive 1 n -horizon returns over each block of size k n ,
The effect of pre-averaging is to reduce the impact of the noise in the pre-averaged return.
Specifically, as shown by Vetter (2008) ,
Thus, the impact of the noise is reduced the larger k n is. To get the efficient n −1/4 rate of convergence, Jacod et al. (2009) propose to choose a sequence of integers k n such that the following assumption holds.
Assumption 2. For θ ∈ (0, ∞), we have that
This choice implies that the orders of the two terms (X i and¯ i ) are balanced and equal to
Based on the pre-averaged returnsȲ i , Jacod et al. (2009) propose the following estimator of integrated volatility,
where ψ 1 and ψ 2 are as defined above.
The first term in (3) is an average of realized volatility-like estimators based on pre-averaged returns of length k n whereas the second term is a bias correction term. As discussed in Jacod et al. (2009), this bias term does not contribute to the asymptotic variance of P RV n .
In order to give the central limit theorem for P RV n , we introduce the following numbers that are associated with g,
For the simple function g (x) = min (x, 1 − x), Φ 11 = 1/6, Φ 12 = 1/96 and Φ 22 = 151/80640. Under Assumption 1 and (k n , θ) satisfying (2), Jacod et al. (2009) show that as n → ∞,
where → st denotes stable convergence, and
is the conditional variance of P RV n . To estimate V consistently, Jacod et al. (2009) proposê
Together with the CLT result (4), we have that
We can use this feasible asymptotic distribution result to build confidence intervals for integrated volatility. In particular, a two-sided feasible 100(1 − α)% level interval for 1 0 σ 2 s ds is given by:
where z 1−α/2 is such that Φ z 1−α/2 = 1 − α/2, and Φ (·) is the cumulative distribution function of the standard normal distribution. For instance, z 0.975 = 1.96 when α = 0.05.
The bootstrap
The goal of this section is to propose a bootstrap method that can be used to consistently estimate the distribution of n 1/4 P RV n − 1 0 σ 2 s ds . This justifies the construction of bootstrap percentile confidence intervals for integrated volatility. Although such intervals do not promise asymptotic refinements over confidence intervals based on the asymptotic mixed normal approximation (given by IC F eas,1−α ), they avoid the need to explicitly estimate the asymptotic variance of the pre-averaged estimator. When the variance estimator is hard to compute (as it is the case here), it is not always clear that estimating the variance is beneficial in small samples. Thus, bootstrap percentile intervals are a very attractive method in these cases.
Gonçalves and Meddahi (2009) proposed bootstrap methods for realized volatility in the absence of market microstructure noise. In their ideal setting, intraday returns r i are (conditionally on the volatility path) independent, but possibly heteroskedastic due to stochastic volatility, thus motivating the use of a wild bootstrap method.
When intraday returns are contaminated by market microstructure noise, they are no longer conditionally independent, as in Gonçalves and Meddahi (2009) . This implies that the wild bootstrap is no longer valid when applied to r i . Instead, a block bootstrap method applied to the intraday returns would seem appropriate.
One complication arises in this context: the statistic of interest is not symmetric in the observations and the block bootstrap generates blocks of observations that are conditionally independent. In particular, since the first term in P RV n is an average of the squared preaveraged returnsȲ 2 i , it depends on all the products of intraday returns inside blocks of size k n . If we generate block bootstrap intraday returns, these will be independent between blocks, implying that the bootstrap statistic may look at many pairs of intraday returns that are independent in the bootstrap world. This not only renders the analysis very complicated but can induce biases in the bootstrap estimator. To avoid this problem when dealing with statistics that are not symmetric in the underlying observations, Künsch (1989) , Politis and Romano (1992) and Bühlmann and Künsch (1995) studied the "blocks of blocks" bootstrap, where one applies the block bootstrap to appropriately pre-specified blocks of observations. In our context, the blocks of blocks bootstrap consists of applying a traditional block bootstrap to the squared pre-averaged returnsȲ 2 i . As we will see next, this approach is asymptotically valid only when volatility is constant. The reason is that when volatility is stochastic, squared pre-averaged returns are not only dependent but also heterogeneous. The block bootstrap does not capture this heterogeneity unless volatility is constant 1 . In order to capture both the time dependence and the heterogeneity inȲ 2 i , we propose a novel bootstrap procedure that combines the wild bootstrap with the block bootstrap.
Although the consistent estimator of integrated volatility is P RV n , only the first term in P RV n drives the variance of the limiting distribution of P RV n . In particular, as Jacod et al.
(2009) have shown, the second term is a bias correction term which does not contribute to the asymptotic variance (it only ensures that the estimator is well centered at the integrated volatility). For this reason, our proposal is to bootstrap only the first contribution to P RV n ,
This statistic depends only on the pre-averaged returns, to which we apply a particular bootstrap scheme. More specifically, let Ȳ * i : i = 0, 1, . . . , n − k n + 1 denote a bootstrap sample from Ȳ i : i = 0, 1, . . . , n − k n + 1 . The bootstrap analogue of P RV n is
Since we do not incorporate a bias correction term in the bootstrap world, we center P RV * n around E * P RV * n . Thus, we use the bootstrap distribution of n 1/4 P RV * n − E * P RV * n as an estimator of the distribution of n 1/4 P RV n − 1 0 σ 2 s ds . Next, we consider the blocks of blocks bootstrap approach applied to P RV n and show that it is asymptotically invalid when volatility is time-varying. This motivates a new bootstrap method that combines the wild bootstrap with the block bootstrap, which we study in the last subsection.
The blocks of blocks bootstrap
To describe this approach, let N n = n − k n + 2 denote the total number of pre-averaged returns and let b n denote the block size. We suppose that N n = J n ·b n , so that J n denotes the number of blocks of size b n one needs to draw to get N n = n − k n + 2 bootstrap observations. The blocks of blocks bootstrap generates a bootstrap resample Ȳ * i−1 : i = 1, . . . , N n by applying the moving blocks bootstrap of Künsch (1989) to the scaled pre-averaged returns Ȳ i−1 : i = 1, . . . , N n .
Letting I 1 , . . . , I Jn be i.i.d. random variables distributed uniformly on {0, 1, . . . , N n − b n },
The bootstrap analogue of P RV n is
and therefore
. We can easily show that
Similarly,
Our next result studies the convergence of V * n when b n = (p + 1) k n , for p ≥ 1.
Lemma 3.1 Suppose Assumption 1 holds and k n → ∞ as n → ∞ such that Assumption 2
denote the moving blocks bootstrap variance of n 1/4 P RV * n based on a block length equal to b n . Then,
where
and
Part a) of Lemma 3.1 shows that when the bootstrap block size b n is a fixed proportion of the pre-averaging block size k n , the blocks of blocks bootstrap variance converges in probability to V p + B p , where B p is a bias term due to the fact that volatility is time-varying. When σ is constant, B p is equal to zero for any value of p. If p → ∞ (i.e. if b n /k n → ∞ as n → ∞), then V p → V , the asymptotic variance of n 1/4 P RV n . Therefore, under this condition and assuming that σ is constant, we obtain the consistency of V * n towards V . If σ is stochastic and p → ∞, then V * n diverges to infinity since B p → ∞ as p → ∞.
Lemma 3.1 shows that the blocks of blocks bootstrap is consistent for the variance of P RV n only under constant volatility and if we let the bootstrap block size b n grow at a faster rate than the pre-averaging block size k n . This result is related to a consistency result of the blocks of blocks bootstrap established in Bühlmann and Künsch (1995) . As they showed, when the statistic of interest is an average of smooth functions of blocks of consecutive stationary strong mixing observations of size k n , where k n tends to infinity, the crucial condition for the block bootstrap to be valid is that the block size b n grows at a faster rate than k n . This is because the blocks over k n observations (which in our case correspond to the pre-averaged returns) are strongly dependent for |i − j| ≤ k n , where k n → ∞, and b n must be large enough to capture this dependence. Bühlmann and Künsch (1995) consider observations generated from a stationary strong mixing process and therefore they do not find any bias problem related to heterogeneity. Nevertheless, this becomes a problem in our context when volatility is stochastic.
Therefore, a different bootstrap method is required to handle both the time dependence and the heterogeneity of pre-averaged returns.
The wild blocks of blocks bootstrap
In this section, we propose and study the consistency of a novel bootstrap method for preaveraged returns based on overlapping blocks of k n intraday returns. It combines the blocks of blocks bootstrap with the wild bootstrap and in this manner gets rid of the bias term B p associated with the blocks of blocks bootstrap variance V * n in (6) . As in the previous section, for p ≥ 1, let b n = (p + 1) k n , and assume that J n is such that J n · b n = N n . Let η 1 , . . . , η Jn be i.i.d. random variables whose distribution is independent of the original sample. Denote by µ * q = E * η q j its q-th order moments. For j = 1, . . . , J n , let
denote the block average of the squared pre-averaged returnsȲ 2 i−1+(j−1)bn for block j. We then generate the bootstrap pre-averaged squared returns as follows,
For the last block j = J n ,B j+1 is not available and therefore we let
Our method is related to the wild bootstrap approach of Wu (1986) and Liu (1988) . More specifically, in Wu (1986) and Liu (1988) , the statistic of interest isX n , where X i is independently but heterogeneously distributed with mean µ i and variance σ
. Liu (1988) shows that the bootstrap distribution of √ n X * n −X n is consistent for the distribution of √ n X n −μ n , whereμ n = n
→ 0 (and some other regularity conditions).
Our bootstrap method can be seen as a generalization of the wild bootstrap of Wu (1986) and Liu (1988) to the k n -dependent case. In particular, here the statistic of interest is an average of blocks of observations of size k n ,
i−1 has time-varying moments and is k n -dependent (conditionally on X), i.e. Z i is independent of Z j for all |i − j| > k n .
To preserve the serial dependence, we divide the data into J n non-overlapping blocks of size b n and generate the bootstrap observations within a given block j using the same external random variable η j . This preserves the dependence within each block. When there is no dependence, we can take b n = 1, in which case our bootstrap method amounts to Liu's wild bootstrap with one difference: instead of centering each bootstrap observation Z * i around the overall mean P RV n , we center Z * i around Z i+1 . The reason for the new centering is that µ i in our context does not satisfy Liu's condition
2 → 0 (unless volatility is constant). Hence centering around P RV n does not work here. Instead, we show that centering around Z i+1 yields an asymptotically valid bootstrap method for P RV n even when volatility is stochastic.
The bootstrap data generating process (7) and (8) which we use to compute
the wild blocks of blocks bootstrap analogue of P RV n . Let
be the bootstrap analogue ofB j . Given (7), we have that for j = 1, . . . , J n − 1,
whereas from (8),B * j =B j for j = J n . This implies that we can write
We can now easily obtain the bootstrap mean and variance of P RV * n . In particular,
Our next result studies the convergence of V * n when b n = (p + 1) k n and p is either fixed such that p ≥ 1, or p → ∞. 
where V p is as defined in Lemma 3.1.
This result shows that if we let b n grow faster than k n and V ar * (η j ) = 1/2, the wild blocks bootstrap variance estimator is consistent for the asymptotic variance of P RV n under Assumptions 1 and 2. Given the consistency of the bootstrap variance estimator, we can now prove the consistency of the bootstrap distribution of n 1/4 (P RV * n − E * (P RV * n )).
Theorem 3.1 Suppose Assumption 1 holds and k n → ∞ as n → ∞ such that Assumption 2 holds. Let P RV * n be the pre-averaged realized volatility estimator based on a block length equal to b n and an external random variable
, and for any
Monte Carlo results
In this section, we compare the finite sample performance of the bootstrap with the feasible asymptotic theory for confidence intervals of integrated volatility.
We consider two data generating processes in our simulations. First, following Zhang et al. (2005), we use the one-factor stochastic volatility (SV1F) model of Heston (1993) as our data-generating process, i.e.
where ν t = σ 
We follow Huang and Tauchen (2005) and set µ = 0.03, β 0 = −1.2, β 1 = 0.04, β 2 = 1.5, α 1 = −0.00137, α 2 = −1.386, φ = 0.25, ϕ 1 = ϕ 2 = −0.3. We initialize the two factors at the start of each interval by drawing the persistent factor from its unconditional distribution, τ 10 ∼ N 0,
, and by starting the stronlgly mean-reverting factor at zero. We simulate data for the unit interval [0, 1] and normalize one second to be 1/23400, so that [0, 1] is thought to span 6.5 hours. The observed Y process is generated using an Euler scheme.
We then construct the 
. Similarly,V n as defined in (5) replaces Φ 11 , Φ 12 and Φ 22 by their Riemann approximations,
, and Tables 1 and 2 give the actual rates of 95% confidence intervals of integrated volatility for the SV1F and the SV2F models, respectively, computed over 10,000 replications. Results are presented for eight different samples sizes: n = 23400, 11700, 7800, 4680, 1560, 780, 390 and 195, corresponding to "1-second", "2-second", "3-second", "5-second", "15-second", "30-second", "1-minute" and "2-minute" frequencies.
In our simulations, bootstrap intervals use 999 bootstrap replications for each of the 10,000
Monte Carlo replications. We consider the bootstrap percentile method computed at the 95% level. To generate the bootstrap data we use the following external random variables η j ∼ i.i.d. of θ, k n is not sufficiently large to allow pre-averaging to remove the market microstructure bias. The pre-averaged estimator is biased in finite samples and this explains the finite sample distortions. In contrast, for the conservative choice of k n , results are not very sensitive to the noise magnitude. The reason is that the larger is the block size over which the pre-averaging is done, the smaller is the impact of the noise.
In all cases, the bootstrap outperforms the existing first order asymptotic theory. As expected, the average chosen block size is larger for larger sample sizes, but our results show that it is not sensitive to the noise magnitude. This is because the noise magnitude is almost irrelevant for the intensity of the autocorrelation of the square pre-averaged returns (as confirmed by simulations not reported here).
Empirical results
In this section, we implement the wild blocks of blocks bootstrap on high frequency data and compare it to the existing feasible asymptotic procedure of Jacod et al. Table 3 in Appendix A provides the number of transactions per day and the sample size for the pre-averaged returns.
To implement the pre-averaged realized volatility estimator, we select the tunning parameter θ by following the conservative rule (θ = 1, implying that k n = √ n). To choose the block size b n , we follow Politis, Romano and Wolf (1999) and use the Minimum Volatility Method (see Appendix A for details). 
Conclusion
In this paper, we propose the bootstrap as a method of inference for integrated volatility in the context of the pre-averaged realized volatility estimator proposed by Jacod et al.
(2009). We
show that the "blocks of blocks" bootstrap method suggested by Politis and Romano (1992) is valid in this context only when volatility is constant. This is due to the heterogeneity of the squared pre-averaged returns when volatility is stochastic.
To simultaneously handle the dependence and heterogeneity of the pre-averaged returns, we propose a novel bootstrap procedure that combines the wild and the blocks of blocks bootstrap. We provide a set of conditions under which this method is asymptotically valid to first order. Tables 1 and 2 report the actual coverage rates for the feasible asymptotic theory approach and for our bootstrap methods using the optimal block size by minimizing confidence interval volatility. In Table 3 we provide some statistics of GE shares in January 2011. Notes: CLT-intervals based on the Normal; Boot-intervals based on the bootstrap. 10,000 Monte Carlo trials with 999 bootstrap replications each. "Trans" denotes the number of transactions, n is the sample size used to calculate the pre-averaged realized volatility, we have sampled every Sth transaction price, so the period over which returns are calculated is roughly 15 seconds. (2008)). Formally, we derive our results under the following assumption.
Assumption 3. X satisfies equation (1) with a and σ adapted càdlàg processes such that a, σ, and X are bounded processes (implying that α is also bounded).
Notation
In the following, K denotes a constant which changes from line to line. Moreover, we follow Jacod et al. (2009) and use the following additional notation. We let
and note thatȲ i =X i +¯ i . In addition, we let
α (i+j)/n ; and
we also introduce the following random variables. For j = 1, . . . , J n , we let
where p ≥ 1 is a fixed integer; η (p) j is the normalized sum of squared pre-averaged returnsỸ i over a block of size b n = (p + 1) k n . Note that η (p) j is measurable with respect to F n j(p+1)kn , the sigma algebra generated by all F 0 j(p+1)kn/n -measurable random variables plus all variables Y s , with s < j (p + 1) k n . Finally, we let
Our bootstrap estimators depend crucially on
where J n = N n /b n is the number of non-overlapping blocks of size b n out of N n = n − k n + 2 observations on pre-averaged returns. Our first result is instrumental in proving our bootstrap results.
Lemma B.1 Suppose Assumptions 2 and 3 hold. Then, for all integer p ≥ 1, and each q > 0, we have that
Proof of Lemma B.1. Part a1). Given the definition of β (p) (j−1)(p+1)kn we can write
Given that Γ (a, p) (j−1)(p+1)kn , Γ (σ, p) (j−1)(p+1)kn and Γ (α, p) (j−1)(p+1)kn are strictly positive, for any q > 0, using the c-r inequality, we can write
It follows that
where we use Lemma 5.3 of Jacod, Podolskij and Vetter (2010) to show that each of the terms above are o (1) (given that a, σ and α are càdlàg bounded processes).
Proof of Lemma B.1. Part a2). Note that given the result of part a1) of Lemma B.1, it is sufficient to show that
By the c-r inequality, E β (2p + 1)
which is o P (1) given part a4) of Lemma B.1.
Proof of Lemma B.1. Part a6). Here, the proof contains two steps.
Step 1. We show show that
Step 2. We show show that show step 2, it is sufficient to show that
We have that Proof of Lemma B.1. Part a7). The proof follows similarly as part a5) and therefore we omit the details.
Our next result is crucial to the proofs of Lemmas 3.1 and 3.2.
Lemma B.2 Under Assumptions 1, 2 and 3, if b n = (p + 1) k n where p ≥ 1 is fixed, then a1)
Jn j=1B
Proof of Lemma B.2. Part a1). Given the definition ofB j , we have that
We show that (1) B 1n →
Starting with (1), write
We show that each of B 1. n → P 0 for = 1, 2, 3. For = 1, by Lenglart's inequality (see e.g. 
where we use the fact that N n /J n = (p + 1) k n with k n = θ √ n and rely on equation ( 
and β (p) i is as defined in (9) . It follows that
where the first term is of order O n −1/4 and the second term is o P (1) given part a6) of Lemma B.1. Finally, B 1.3n → P 0 follows immediately by Riemann's integrability of σ, the fact that 
, and
We show that each of B 2. n → P 0 for = 1, 2. Note that given the definitions of A i , c i , and the fact that k n = θ √ n, Assumption 3 implies that A i + c i ≤ K/ √ n uniformly in i. Given that b n = (p + 1) k n , it follows that ϕ j ≤ K uniformly in j. Starting with = 1, by Lenglart's inequality, it is sufficient to show that
where in particular we use the fact that B 1.2n =o P (1) and B 1.3n = o P (1) , and
. It follows that B 2.1n → P 0. Next, to show that B 2.2n → P 0, note that we can write
given that ϕ j ≤ K, and given equation ( 
where the leading term is
(12) The remainder is such that i is the average of observations in a block of size b n starting at observation (j − 1) b n . For any integer a n such that 2 ≤ a n < b n , we can decomposeB 
We can write
The proof contains two steps.
Step 1. We show that
Step 2. We show that
Step
We show that each of B a. n → P 0 for = 1, 2, 3. Starting with = 1, by Lenglart's inequality, it is sufficient to show that
where the first line uses the definition of L j ; the second line follows by the fact that Ξ 4j ≥ 0; the third line follows by Cauchy-Schwartz inequality and the fourth line uses the fact that where we can show that
given thatȲ i =X i +¯ i and given equations (5.28) and (5.38) of Jacod et al. (2009) . This shows that B a.1n → P 0. Next, to show that B a.2n → P 0, note that given the definition of L j , the fact that b n = (p + 1) k n , and by using equation (13) where we used the fact thatȲ i andȲ j are (conditionally) independent provided that |j − i| > k n . By adding and substracting appropriately, we can writeȲ We can show that ζ 1 (X, ) = 0 by relying on Assumption 1. In particular, noting that F We now proceed in two steps. In Step 1, we show that v * 1n,t → P V p +θ (p + 1) 
