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Study of Non-Uniform Channel Polarization and
Design of Polar Codes with Arbitrary Rates
Robert M. Oliveira and Rodrigo C. de Lamare
Abstract—In this paper, we present the concept of non-uniform
channel polarization and a scheme for rate-compatible polar
code construction for any codeword length using additive white
Gaussian noise (AWGN) channels and the successive cancellation
(SC) decoder. A Non-Uniform Polarization technique based on
the Gaussian Approximation (NUPGA) is developed and an
efficient rate-compatible design technique is devised to choose
the best channels for transmission by a process of re-polarization
of the codeword with the desired length. Simulations illustrate
the proposed NUPGA design against existing rate-compatible
techniques.
I. INTRODUTION
Polar codes, introduced by Arikan [1], were proved to
achieve the symmetric capacity of binary input symmetric
discrete memoryless channels (B-DMCs) under a Successive
Cancellation (SC) decoder as the codelength goes to infinity.
Polar codes are based on the phenomenon of channel polar-
ization. The channel polarization theorem states that, as the
codelengthN goes to infinity, a polarized bit-channel becomes
either a noiseless channel or a pure noise channel. The
information bits are transmitted over the noiseless bit-channels
and the pure noise bit-channels are set to zero (frozen bits).
The construction of a polar code involves the identification of
channel reliability values associated to each bit to be encoded.
This identification can be effectively performed for a code
length and a specific signal-to-noise ratio.
Among the most well-known code construction techniques
are the Bhattacharyya-based approach of Arikan [1], the
Density Evolution (DE) schemes of Mori [2], [3] and Tal [4],
the Gaussian Approximation (GA) technique of [5] and the
Polarization Weigth (PW) algorithm [6]. The Bhattacharyya
parameter-based approach that was proposed by Arikan along
with Monte-Carlo (MC) simulations to estimate bit channel
reliabilities [1]. The DE method proposed in [2] and [3] can
provide theoretical guarantees on the estimation accuracy at
a high computational cost. Extending the ideas of [2][3],
Tal [4] devised two approximation methods by which one
can get upper and lower bounds on the error probability
of each bit-channel efficiently. Since DE includes function
convolutions, its precision is limited by the complexity. A
bit-channel reliability estimation method for additive white
Gaussian noise (AWGN) channels based on GA of DE has
been proposed in [5], giving accurate results with limited
complexity. The PW algorithm [6] is a recent attempt to study
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the partial order for designing universal polar codes, which
performs as well as GA but with much lower complexity.
In [7] and [8] we have a comparative study of the per-
formance of polar codes constructed by various construction
techniques using the AWGN channel and the successive can-
cellation (SC) decoder. Construction of polar codes based on
AWGN channel and GA have been reported in [9] and [10]. In
Fig. 1, we observe that its performance is comparable to that
of the GA and MC methods. For n ≤ 8 and R = 1/2 the GA
and MC construction methods have the same result. Because
of its low complexity, the GA method is widely adopted as a
cost-effective design alternative for the construction of polar
codes and is therefore used in this work.
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Fig. 1. Number of frozen positions differing for N = 2n and R = 1/2
For a generalization of the construction of polar codes, we
recall that the code length N of standard polar codes is limited
to powers of two, i.e., N = 2n. To obtain any code length,
puncturing, shortening or extension are typically performed.
A review on puncturing and shortening techniques can be
found in [11], which include designs based on the weights of
the generator matrix [12] and a polarization-driven criterion
[13]. In practice, the design of the code is made for N = 2n
and rate-compatible code design techniques use a specified
criterion for shortening, puncturing or extension to generate
a codeword that is 2n−1 < N ′ < 2n. The noiseless channels
of the resulting codeword are then chosen so that the original
order of channel polarization is kept unchanged [13].
In this paper we present the concept of non-uniform po-
larization, which allows the construction of rate-compatible
polar codes considering the polarization of channels with arbi-
trary distribution of the Bhattacharyya parameter. The original
construction of Arikan [1] considers a unique Bhattacharyya
parameter to all channels, which we call uniform polarization.
We develop a Non-Uniform Polarization technique based on
the Gaussian Approximation (NUPGA) for designing rate-
compatible polar codes of arbitrary length. In the proposed
NUPGA technique the shortened channels are polarized for
a more efficient choice of noiseless channels. Simulations
compare the proposed NUPGA technique with existing ap-
proaches.
The rest of the paper is organized as follows. In Section
II, we present a brief introduction to polar codes, outline
our notation, and describe the encoding and SC decoding
of polar codes. In Section III, we review the principles of
polarization theory of polar codes. In Section IV, we discuss
the non-uniform polarization of polar codes and show that the
definitions in the previous section remain valid. In Section
V, we give a detailed description of the proposed NUPGA
technique along with the pseudo-code for its implementation.
We present our simulation results in Section VI and the
conclusions in Section VII.
II. POLAR CODES
In this section we present an introduction to polar codes.
Using the notation proposed by Arikan [1], we describe below
the fundamental principles of the encodes and decoder.
Given a B-DMC W : X → Y , where X = {0, 1} and Y
denotes the input and output alphabets, respectively, we define
the channel transition probabilities as W (y|x), x ∈ X , y ∈ Y .
After channel combining and splitting operations on N = 2n
independent uses of W , we get N successive uses of synthe-
sized binary input channels W
(i)
N with i = 1, 2, . . . , N . The
K more reliable sub-channels with indices in the information
set A carry information bits and the remaining sub-channels
included in the complementary set A c can be set to fixed bit
values, such as all zeros, for the symmetric channels.
A polar coding scheme is uniquely defined by three pa-
rameters: code-length N = 2n, code-rate R = K/N and
an information set A ∈ [N ] with cardinality K . The polar
encoding is performed on the constraint xN1 = u
N
1 GN , where
GN is the transform matrix of the parent code, u
N
1 ∈ {0, 1}
N
is the source block and xN1 ∈ {0, 1}
N is the code block of the
parent code. The source block uN1 is comprised of information
bits uA and frozen bits uAc . The N -dimensional transform
matrix can be recursively defined as GN = BNF
⊗n
2 , where
⊗ denotes the Kronecker product, F2 =
[
1 0
1 1
]
and BN
is the bit-reversal permutation matrix. Then, the codeword is
transmitted to the receiver through N independent channels.
Having known the past decoded bits uˆN1 = (uˆ1, . . . , uˆN)
and received sequence yN1 = (y1, . . . , yN ), the likelihood
ratio (LR) message of ui, LR(ui) =
W
(i)
N
(yN1 ,uˆ
i−1
1 |0)
W
(i)
N
(yN1 ,uˆ
i−1
1 |1)
, can be
recursively calculated under the successive cancellation (SC)
decoding algorithm [1]. Then, uˆi, an estimated value of ui,
can be computed by:
f(x) =
{
hi(y
N
1 , uˆ
i−1
1 ), if i ∈ A.
ui, if i ∈ A
c.
(1)
where hi : Y
N ×X i−1 → X is decision function:
hi(y
N
1 , uˆ
i−1
1 ) =

0, if
W
(i)
N
(yN1 ,uˆ
i−1
1 |0)
W
(i)
N
(yN1 ,uˆ
i−1
1 |1)
.
1, otherwise.
(2)
for yn1 ∈ Y
N, uˆ1
i−1 ∈ X i−1.
Let K denote the number of information bits. Let N denote
the code length of the basic polar codes, and let M denote the
code length of the shortened polar codes, whereK < M < N .
Let P denote the shortening pattern, which is the index set of
the shortened bits, and |P | = N − M denote the number
of shortened bits. The code rate R of the shortened codes is
R = K/M .
III. UNIFORM POLARIZATION CHANNEL: ARIKAN
CONSTRUCTION
In this section we present the basic concepts of channel
polarization when the identical channel is considered. Let
W : X → Y denote a general symmetric binary input
discrete memoryless channel (B-DMC), with input alphabet
X = {0, 1}, output alphabet Y , and the channel transition
probability W (y|x), x ∈ X , y ∈ Y . We write WN to
denote the channel corresponding to N uses of W : thus
WN : XN → Y N with
WN(yN1 |x
N
1 ) =
N∏
i=1
W (yi|xi) (3)
The channel mutual information with equiprobable inputs, or
symmetric capacity, is defined by [1]
I(W ) =
∑
y∈Y
∑
x∈X
1
2
W (y|x)log
W (y|x)
1
2W (y|0) +
1
2W (y|1)
(4)
and the corresponding reliability metric, the Bhattacharyya
parameter is described by [1]
Z(W ) = Z0 =
∑
y∈Y
√
W (y|0)W (y|1) (5)
For any B-DMC W , we have
log
2
1 + Z(W )
≤ I(W ) ≤
√
1 + Z(W )2 (6)
Applying the channel polarization transform for n inde-
pendent uses of W , after channel combining and splitting
operation we obtain the group of polarized channels W
(i)
n :
X → Y × X i−1, i = 1, 2, . . . , n, defined by the transition
probabilities
W (i)n (y
n
1 , u
(i−1)
1 |ui) =
∑
un
i+1∈X
n−1
1
2n−1
Wn(y
n
1 |u
n
1 ) (7)
where N = 2n is the code length.
Channel polarization is an operation by which one manu-
factures out of N independent copies of a given B-DMC W
and a second set of N channelsW
(i)
N : 1 ≤ i ≤ N that show a
polarization effect in the sense that, as N becomes large, the
symmetric capacity terms I(W
(i)
N ) tend towards 0 or 1 for all
but a vanishing fraction of indices i.
W
W
u1
u2
x1
x2
y1
y2
Fig. 2. The Channel W2
The recursion combines two independent copies of W as
shown in Figure 2 and obtains the channel W2 : X
2 → Y 2
with the transition probabilities
W2(y1, y2|u1, u2) = W (y1|u1 ⊕ u2)W (y2|u2). (8)
The construction tree used in channel polarization is shown
in Fig. 3. Note that it considers a uniform value of the
Bhattacharyya parameter that is represented in the tree by W .
W
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Fig. 3. The tree process for the recursive channel construction.
For any B-DMC W , N = 2n, n ≤ 0, 1 ≤ i ≤ N ,
the transformation (W
(i)
N ,W
(i)
N ) → (W
(2i−1)
2N ,W
(2i)
2N ) is rate-
preserving and realiability-improving in the sense that
I(W
(2i−1)
2N ) + I(W
(2i)
2N ) = 2I(W
(i)
N ) (9)
Z(W
(2i−1)
2N ) + Z(W
(2i)
2N ) ≤ 2Z(W
(i)
N ) (10)
Channel splitting moves the rate and reliability away from the
center in the sense that
I(W
(2i−1)
2N ) ≤ I(W
(i)
N ) ≤ I(W
(2i)
2N ) (11)
Z(W
(2i−1)
2N ) ≥ Z(W
(i)
N ) ≥ Z(W
(2i)
2N ) (12)
The reliability terms further satisfy
Z(W
(2i−1)
2N ) ≤ 2Z(W
(i)
N )− Z(W
(i)
N )
2 (13)
Z(W
(2i)
2N ) = Z(W
(i)
N )
2 (14)
The cumulative rate and reliability satisfy
N∑
i=1
I(W
(i)
N ) = NI(W ) (15)
N∑
i=1
Z(W
(i)
N ) ≤ NZ(W ) (16)
IV. NON-UNIFORM CHANNEL POLARIZATION
In this section, we present the proposed non-uniform chan-
nel polarization construction through the use of non-identical
channels, that is, with different Bhattacharyya parameters and
generalize the equations of Section III.
If the channels are independent but not uniform, thenW(i) :
X(i) → Y(i), as shown in Fig. 4, where we rewrite eq. (1) as
WN
′
(yN
′
1 |x
N ′
1 ) =
N ′∏
i=1
W(i)(yi|xi) (17)
W(1)
W(2)
u1
u2
x1
x2
y1
y2
Fig. 4. The non-uniform channel W2′
We consider N → N ′ with the same cardinality and in
such a way that their transition probabilities W(i)(y|x) and
W(j)(y|x) may differ if i 6= j. A non-identical channel
corresponds to a channel with different qualities. As in [1],
given any B-DMCW(i) the same definitions of the symmetric
capacity (2) and the Bhattacharyya parameter (3) are adopted
as performance measures, and rewritten as
I(W(i)) =
∑
y∈Y
∑
x∈X
1
2
W(i)(y|x)log
W(i)(y|x)
1
2W(i)(y|0) +
1
2W(i)(y|1)
(18)
Z(W(i)) =
∑
yi∈Y
√
W(i)(yi|0)W(i)(yi|1) (19)
We notice that the relation in (4) is equivalent and can be
rewritten as
log
2
1 + Z(W(i))
≤ I(W(i)) ≤
√
1 + Z(W(i))2 (20)
where (5) remains valid.
The proposed W2 channel with the transition probabilities
of (6) can be written as
W2(y1, y2|u1, u2) =W(1)(y1|u1 ⊕ u2)W(2)(y2|u2) (21)
and with the proposed transformation (W(1),W(2)) →
(W
(1)
2 ,W
(2)
2 ), we can rewrite (7) and (8) as
I(W
(1)
2 ) + I(W
(2)
2 ) = I(W(1)) + I(W(2)) (22)
Z(W
(1)
2 ) + Z(W
(2)
2 ) ≤ Z(W(1)) + Z(W(2)) (23)
The rate in (9) and the reliability in (10) are described as
I(W
(1)
2 ) ≤ I(W(1)) ≤ I(W(2)) ≤ I(W
(2)
2 ) (24)
Z(W
(1)
2 ) ≥ Z(W(1)) ≥ Z(W(2)) ≥ Z(W
(2)
2 ) (25)
The reliability terms in (11) and in (12) are rewritten as
Z(W
(1)
2 ) ≤ Z(W(1)) + Z(W(2))− Z(W(1))Z(W(2)) (26)
Z(W
(2)
2 ) = Z(W(1))Z(W(2)) (27)
The cumulative rate in (13) and the reliability in (14) are then
given by
N ′∑
i=1
I(W
(i)
N ′ ) =
N ′∑
i=1
I(W(i)) (28)
N ′∑
i=1
Z(W
(i)
N ′ ) ≤
N ′∑
i=1
Z(W(i)) (29)
V. PROPOSED NUPGA DESIGN ALGORITHM
In this section, we describe the proposed NUPGA design
algorithm which employs the proposed non-uniform channel
polarization technique and the GA approach. In the proposed
NUPGA design algorithm, the tree process for the recursive
channel polarization can be redesigned according to Fig. 5
without loss of generalization. The vector W(i) with i =
(1, . . . , N) is the input to the channel and the vector W (i)
with i = (1, . . . , N) is the output of the channel.
W(1)
W(2)
W(3)
W(4)
W(5)
W(6)
W(7)
W(8)
W
(1)
W
(2)
W
(3)
W
(4)
W
(5)
W
(6)
W
(7)
W
(8)
f function g function
Fig. 5. The full polarization tree alternative.
The channel polarization index Z(Wn) over AWGN chan-
nels is calculated using the original GA algorithm [5] with the
following recursions:{
Z(W
(2i−1)
n ) = φ−1(1− (1− φ(Z(W
(i)
n/2)))
2)
Z(W
(2i)
n ) = 2Z(W
(i)
n/2),
(30)
where
φ(x) =
{
exp(−0.4527x(0.86) + 0.0218) if 0 < x ≤ 10√
pi
x (1−
10
7x ) exp(−
x
4 ) if x > 10
(31)
With the generalization we have modified (30) in order to
make it applicable to arbitrary code lengths, with f =
Z(W
(2i−1)
N ′ ) and g = Z(W
(2i)
N ′ ) according to Fig. 5:{
Z(W
(2i−1)
N ′ ) = φ
−1(1− (1− φ(Z(W
(i)
1 )))(1 − φ(Z(W
(i)
2 ))))
Z(W
(2i)
N ′ ) = Z(W
(i)
1 )Z(W
(i)
2 ),
(32)
The proposed NUPGA algorithm can be written as a general-
ization of the PCC-3 algorithm in [7], which employs the GA
algorithm.
Algorithm 1 Proposed NUPGA Algorithm
1: INPUT: N,K,P and design-SNR EdB = (REb/No) in
dB
2: OUTPUT: F ∈ {0, 1, . . . , N − 1} with |F | = N −K
3: S = 10EdB/10 and n = log2N
4: z ∈ RN , Initialize [Z(W
(i)
1 ]
N
1 = 4S
5: Apply the shortening vector [Z(W
(i)
1 ]
N
1 = [Z(W
(i)
1 ]
N
1 and
P
6: for i = 1 to n+ 1 do
7: d = 2(i−2)
8: for b = 1 do 2(i−1) to N do
9: for k = 0 to d− 1 do
10: if Z(W
(i−1)
k+b ) = 0 or Z(W
(i−1)
k+b+d) = 0 then
11: Z(W
(i)
k+b) = Z(W
(i−1)
k+b )
12: Z(W
(i)
k+b+d) = Z(W
(i−1)
k+b+d)
end if
13: Z(W
(i)
k+b) = φ
−1(1− (1−φ(Z(W
(i−1)
k+b )))(1−
φ(Z(W
(i−1)
k+b+d))))
14: Z(W
(i)
k+b+d) = Z(W
(i−1)
k+b )Z(W
(i−1)
k+b+d)
end for
end for
end for
15: F = indices of smallest elements (z,N −K)
16: return F
As an example consider N = 4 and K = 2 and initially
the scheme without shortening. Then we have that the non-
shortening vector is P = {1, 1, 1, 1}. The expected result
for F = {0, 1, 0, 1}. Now consider the shortening vector
P = {1, 1, 1, 0}. Then, the evolved bit channel capabilities are
Z([W
(i)
N ]) = {0.21, 1.64, 2.28, 0} and the new information set
F = {0, 1, 1, 0}.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
NUPGA algorithm described in Section IV and compare it
with the shortened polar code technique of [12], which is one
of the most effective shortening techniques. We assess the Bit
Error Rate (BER) and Frame Error Rate (FER) performances
of the polar codes using BPSK for data transmission over an
AWGN channel. We consider different shortened codewords,
rates and variations of the SC decoder and the SC list (SCL)
decoder. In Fig. 6 we show the performance under SC decoder
as described in [1], whereas Fig. 7 show the performance
under SCL [14] with list size L = 16 and Fig. 8 shows the
performance under Cyclic Redundancy Check (CRC) Aided
list decoding (CA-SLC) [14] with list size L = 16 and CRC24.
In the first example, depicted in Fig. 6, we show the
performance of the original Arikan’s polar codes with length
N = 512, and their rate-compatible versions with N ′ = 320
and K = 160 using the approach of Wang [12] and the pro-
posed NUPGA technique. In Fig. 7 we show the performance
of a codeword of length N ′ = 400, K = 200 for the rate-
compatible designs and CA-SCL with L = 16. In Fig. 8 we
show the performance of a codeword of length N ′ = 400,
K = 50, CA-SCL with L = 16 and CRC with L = 24.
We can observe performance gain in all simulations, and
the gain is higher in the low rate case, shown in Fig. 8.
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Fig. 6. Performance of polar codes with N = 512 and rate-compatible
codewords with N ′ = 320 and K = 160.
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Fig. 7. Performance of polar codes with N = 400, K = 200 and CA-SCL
with L = 16.
In future works, we will consider comparisons with vari-
ous LDPC design [15], [16], [17], [18], [19] and decoding
strategies [20], [21] and will examine the integration of the
proposed NUPGA algorithm with multiple-antenna systems
[22], [23], [24] for both transmit [25], [26], [27], [28] and
receive processing [29], [30], [31], [32], [33], [34], [35], [36],
[37], [38], [39].
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Fig. 8. Performance of polar codes with N = 400 and K = 50 using
CA-SCL with L = 16 and CRC = 24.
VII. CONCLUSIONS
In this paper, we have proposed a rate-compatible scheme
for constructing polar codes for any size using a non-uniform
channel polarization technique. We have then developed the
NUPGA code design algorithm based on the non-uniform
channel polarization and the GA technique. The standard
construction based on the polarization keyword with N = 2n
is limited to the integer values n. With the proposed NUPGA
algorithm we can design polar codes for any code length.
Simulations illustrate the excellent performance of NUPGA
for short codes.
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