The phenomenon of molecular binding, where two molecules, referred to as a receptor and a ligand, bind together to form a ligand-receptor complex, is ubiquitous in biology and essential for the accurate functioning of all life-sustaining processes. The probability of a single receptor forming a complex with any one of surrounding ligand molecules at thermal equilibrium has been derived from a partition function obtained from the Gibbs-Boltzmann distribution. We extend this approach to a system consisting of receptors and ligands to derive the probability density function ( ; , ), to find bound receptor-ligand complexes at thermal equilibrium. This extension allows us to illustrate two aspects of this problem which we have not seen mentioned in existing literature, namely, a) a symmetry to be expected in the equilibrium distribution of the number of bound complexes under exchange of and and b) the number of bound complexes obtained from chemical kinetic equations has an exact correspondence to the maximum probable value of from the expression for ( ; , ). We derive the number fluctuations of and present a practically relevant numerical example of molecular sensing.
Introduction
The phenomenon of molecular binding, where two molecules, generally referred to as a receptor and a ligand, bind together to form a ligand-receptor complex, occurs ubiquitously in biological systems and is essential for the accurate functioning of many life-sustaining processes ranging from DNA transcription to immune response [1, 2] . Consequently, a great deal of work has been done to understand molecular binding not only from a qualitative but also from a quantitative perspective. Statistical mechanics concepts have been applied to this problem to provide insights into aspects of molecular binding such as the associated error rates [3, 4, 5] . From a pedagogical point of view, the receptor-ligand binding presents a simple but extremely relevant example to introduce the application of equilibrium statistical mechanics principles to analyse biological phenomena. The equilibrium occupation probability of a single receptor surrounded by ligand molecules, which is the probability that this receptor will be bound by one of the ligand molecules, has been derived from a partition function obtained using the Gibbs-Boltzmann distribution [6, 7, 8] . The resultant formula is shown to be equivalent to the one which is obtained from the chemical reaction rate equations [9] for a single receptor, thus linking the dissociation(association) constant of the ligand-receptor reaction to the energy differences between the bound and unbound states of the receptor. This problem serves as a good illustration of how statistical mechanics links macroscopic parameters such as the equilibrium dissociation constant to the microscopic, molecular level details such as the energy level difference between bound and unbound states. However, the analysis presented in these previous references is only applicable to a single receptor and does not reveal certain symmetries expected in the solution for the general case of receptors and ligands. In this article we derive the probability density function ( ; , ), which is the probability to find bound receptor-ligand complexes at thermal equilibrium with the initial receptor and ligand concentrations of and respectively. The article is divided into the following sections. In section 1, we derive the number of bound complexes, , at equilibrium using the conventional approach based on balancing of forward and backward reaction rates. Here we show that the expression for is symmetric with respect to the exchange of and and discuss why this symmetry is to be expected in this problem. In section 2, we present the partition function for a system consisting of receptors and ligands which can bind to form complexes. We show that this expression and the probability density function ( ; , ) which follows from it is also symmetric (invariant) under exchange of and . In section 3, we provide explicit expressions for ( ; , ) and show that the expression for derived from the reaction rate approach corresponds to the which maximizes ( ; , ), and not to the expectation value 〈 〉. This indicates that ( ; , ) is a skewed distribution, although the skew is not very significant. In section 4, we show that under certain regimes ( ; , ), which is a rather complicated expression, can be approximated by a binomial distribution. We then derive the number fluctuations of the bound complex and finally in section 5, we connect this problem to a practical situation involving the sensing of biomolecules in the context of the extremely important application of early diagnosis of disease conditions.
The reaction rate approach
Let us consider a system with receptors and ligands. The ligands can bind to the receptors reversibly with binding rate and unbind with a rate . The general reaction kinetic equation for such a system can be written as
where is the number of bound complexes. At steady state,
where is the number of bound complexes at steady state.
Solving Eq (2) for , we get 
One of the noteworthy differences between Eq (3) and Eq (5), besides their different forms, is symmetry with respect to exchange of and . The form of the solution (Eq (3)) is symmetric with respect to and , which is expected given that the receptors and ligands are arbitrary labels. Therefore, interchanging the labels should not affect the final expression. On the other hand, for the special cases (Eq (5)) the asymmetry comes in because we ignore the depletion of one of the species, thereby distinguishing the labels. A symmetric expression similar to the form of equation (5) can be obtained by imposing the condition 4 ≪ ( + + ) in equation 3 as
which reduces to equation (5) for | − | ≫ 0. Figure 1 shows the effects of the approximations in Eq (5) and Eq (6) in different regimes. We define relative error as
where is the general form of the number of bound receptors described in Eq (3) and ( ) represents the three approximated forms for the number of bound receptors, namely ( ) ≪ , ( ) ≫ and ( ) . The relative error is plotted with respect to the number of receptor molecules ( ) while the ligand concentration ( ) and the dissociation constant ( ) are kept constant. Therefore, changing from ≪ to ≫ covers all the possible regimes. As expected, while Eq 5(a) and Eq 5(b) are very good approximations for Eq (3) for regimes ≪ and ≫ respectively, the relative errors for both the approximations are quite significant for other regimes. Interestingly, the symmetric expression ( ) is the most accurate approximation across all regimes. 
Partition function for a system containing receptors and ligands
The number of bound complexes at equilibrium can also be calculated from equilibrium statistical mechanics using Gibbs-Boltzmann distribution. As before, we consider a system with ligands uniformly distributed in the solution and receptors attached to a surface. Similar to [6] , we imagine the solution containing the ligand molecules as a box of solution with Ω sites where each site can contain at most one ligand molecule at a given time. The number of microstates in this system can be determined by calculating the number of ways indistinguishable ligands can be distributed among the Ω free sites and binding sites. The distribution of the ligands is governed by the energy difference between the free and binding sites. If there are bound complexes at equilibrium, then ignoring the ligand-ligand and receptor-receptor interactions in the system, the partition function ( ) can be written as
where = ! !( )! , and are the energies of the Ω free sites and binding sites respectively. and = . Equation (7) can be further simplified by invoking the assumption that Ω ≫ ( − ) and
therefore
Introducing Eq (8) into Eq (7), the expression for can be simplified as
where Δ = − is the binding energy of the receptor-ligand complex.
The probability that there are bound complexes in the system can be written in terms of the partition function as,
Introducing the expression for as derived in Eq (9) and eliminating the common terms, Eq (10) gives us
Equation (11) describes the general form of ( ; , ) which is easily seen to be symmetric with respect to exchange of and and hence consistent with the reaction kinetics-based results mentioned in section 1. Obtaining a closed form expression for ( ; , ) in Eq. (11) is rather difficult as illustrated in Appendix I. However, we can obtain explicit expressions for ( ; , ) for special cases where | − | ≫ 0, i.e. for ≫ or ≪ . For instance, take the case where ≪ as considered commonly in biosensor literature [11, 12, 13] . Then, following the derivation in [6] , we can write ! ( − )! = Therefore, the partition function for this case ( ≪ ) becomes
The probability mass function ≪ ( ; , ) can also be readily obtained as
Similarly, the probability mass function for ≫ can be written by interchanging the index with in Eq (12) 
Here is defined as = .
The term ( /Ω) is the concentration of ligand molecules in the solution and the term can be mapped to the macroscopic dissociation constant . [6] For a system of volume , the dissociation constant described in section 2 can be written in terms of the macroscopic dissociation constant as = . Introducing these relations in Eq (14), the expression for ≪ ( ; , ) can be obtained as,
The Binomial distribution ( ) (1 − ) converts to a Poisson distribution for → ∞, → 0 while the product being finite. For our problem, the condition is satisfied for ≫ max( , ) i.e. if we ignore the depletion of both receptors and ligands. The binding kinetic equation for this condition reads
The steady state distribution of the bound receptors 
Equation 16 is commonly used in the case of multistep biological systems such as DNA transcription to simplify the analysis [14] . The expression is also relevant for describing systems where the number of bound complexes is extremely low compared to both ligand and receptors e.g. interaction of nonspecific ligand molecules and cell surface receptors [9] . The steady state distribution ≫ ( , ) ( ; , ) described in Eq 17 can also be derived from the chemical master equation (CME) as described in [14] .
In this section, we showed that for different constraints, the steady state solution of the binding kinetic equation leads to different probability distributions. Table 1 summarizes the analysis of this section. 
Calculation of point estimates from ( ; , ):
To compare the results obtained in section (1), we need to calculate the expected number of bound receptors from the probability mass function by calculating the average value (mean) of the distributions described in Table 1 . For the special case ≪ , we can write the mean from Eq 14 as ≪ = ≪ ( ; , ) = 1 + 1 1 + As ≪ ( ; , ) is a Binomial distribution, ≪ becomes
which is identical to Eq. 5(a) in section 2. Similarly, one can also derive Eq 5(b) from the statistical mechanics framework described here by interchanging and in eq (18) and obtaining ≫ . 
For the general case, the expression for the mean number of bound complexes can be written as
From the calculations described in Appendix I, can be written as 
where ( , , ) is the confluent hypergeometric function of the second kind. Interestingly, this is quite different from the result obtained using rate equation in Eq (3). In Fig. 2 we plotted both the general expression for in Eq (21) and the steady state general solution of binding kinetic equation (Eq 3) to numerically compare them. It is clear that while these expressions are very different algebraically, they match each other quite well numerically. The two expressions diverge marginally for ≈ . While the analytic expression for the number of bound complexes calculated using reaction kinetics approach does not match with the expectation value of obtained from its probability density function, there is an exact match between the reaction kinetics result and the mode of the probability density function. To calculate the mode of a distribution, we need to maximize the distribution with respect to . We maximize log ( ; , ) taking advantage of the monotonicity of the log function.
Introducing log in equation (11) where is the mode of the probability distribution. As explained before, Ω can be mapped to the dissociation constant described in section 2. Therefore, Eq (23) becomes
which can be solved for to obtain = ( + + ) ± ( + + ) − 4 2
Similarly, for all the special cases described in Table 1 , it can be shown that the mode of the distribution matches the result obtained from the binding kinetic equation. Therefore, the number of bound receptors at steady state ( ) derived in section 1 is the number of bound receptors one is expected to obtain experimentally with maximum probability and not the average number of bound receptors which is commonly used in the literature [14] . Then, why does the number of bound complexes obtained from reaction rate equations match the expected value of obtained from the probability distribution function ( ; , ) numerically even though their analytical expressions are quite different? To answer this, we note that all the distributions in Table 1 have their mode close to the mean irrespective of any asymmetry in the distribution. Figure 2b illustrates the point mentioned above.
Higher moments of ( ; , ):
One advantage of the equilibrium statistical mechanics method over the binding kinetic equation is that it allows us to calculate all the moments of the probability distribution function at equilibrium.
Having established that ≪ ( ; , ) is the binomial distribution for the special case of ≪ considered here, we can readily find the variance in the number of bound complexes, ≪ , as
Similarly, for ≫ , the variance can be obtained by interchanging and in Eq 26. As Although, obtaining closed form expressions for the higher moments for the general form of ( ; , ) is not possible, we can obtain a general expression for the higher moments.
To estimate the higher moments, we define a moment generating function
The moment ( ) of ( ; , ) can be obtained by calculating the partial differential of ( ) at = 1. The partial differential of ( ) at = 1 gives us
Expanding Eq (29), we get
In literature, the coefficient of in equation (30) is called Stirling's number of first kind and is denoted as ( , ) [15] . Therefore, Eq (30) can be rewritten in terms of Stirling's numbers as
The moment ( ) now can be calculated as
where ( ) = ( , ) − ∑ ( ) ( − , − ) with (0) = 1, and (1) = ( , 1)
A numerical example: Micro/Nano particle-based molecular sensors
Early, pre-symptomatic, detection of cancer is an unmet demand which can potentially save millions of lives annually [16] . Detection of a class of molecules called cytokines has been pursued as a means to achieve early detection of cancer [17] . In such sensors, a sample volume containing the target ligands interacts with a system containing receptors and the number of bound complexes translates into a physically measurable quantity such as a change in electrical conductance or optical absorbance [18] . Micro or nanoparticle-based systems have the advantage that they do not suffer from ligand transport limitations. For instance, magnetic nanoparticles can be uniformly mixed with the sample volume using external magnetic fields to ensure near-complete capture of ligands from the sample. Let us consider a sensor system comprised of particles of radius on whose surface receptor molecules are attached. Typically, the surface of the particle is saturated with a monolayer of receptor molecules. Therefore, the number of receptor molecules on each bead can be estimated to be = where is the size of a single receptor molecule which we can take to be of the order of 10 nm [19] . The number of ligand molecules is = where is the concentration of ligand molecules in the sample. Assuming the ligand molecules to be uniformly distributed among the particles, the ligand molecules per particle is / . Taking to be 100 L and to be 10 pico-molar (pM), the number of ligand molecules in the system is 6x10 8 . The number of receptors per particle, for particle size of 1 micron, is about 1.2x10 5 . As shown in Fig.3 , ligand dominated regime, i.e. ≪ , is a fairly good assumption to make under this situation where the mean, μ, and the variance, σ , of the number of bound complexes per particle can be obtained as, Taking to be around 6x10 7 , corresponding to a dissociate constant of 1 pM, one gets the relative fluctuation to be 10 -3 , which is quite small. In other words, in the regime considered here, the equilibrium statistical mechanics of receptor-ligand binding contributes very little to the overall system noise. The equilibrium binding fluctuations will only start dominating in the regime of ~ , which is likely to happen in systems attempting to detect at single molecule sensitivities and/or with highly confined systems such as a nanopore where the number of receptors will be at the single molecule level [20] . as a function of the normalized number of receptor molecules: The expression for defined in Eq 34 is valid for both ≪ and ≫ . Therefore, for | − | ≫ 0, for the Binomial assumption converges to the general expression while for ≈ , there is a significant difference. Due to computational constraints, we have taken parameters , , and of the order of 10 which is 4~5 order of magnitude lower than the actual system described above. However, the results plotted here will still be valid for the actual system as the relative fluctuation is independent of the order of magnitude. [Parameters: = 10] Appendix: Expression for ( ; , ) in the general case The summation in Eq (A1) equivalent to the partition function defined in Eq (9) for = min( , ) + 1, = − , = 1 + − , and = − . The error term can be neglected for ≫ 0 or min( , ) ≫ 0. Introducing the parameters in Eq (A1) and using the property 
