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On a Set of the First Category 
Hein Putter1 
Willem R. van Zwet2 
ABSTRACT In an analysis of the bootstrap Putter & van Zwet (1993) showed 
that under quite general circumstances, the bootstrap will work for "most" 
underlying distributions. In fact, the set of exceptional distributions for which 
the bootstrap does not work was shown to be a set D of the first category in 
the space P of all possible underlying distributions, equipped with a topol-
ogy n. Such a set of the first category is usually "small" in a topological 
sense. However, it is known that this concept of smallness may sometimes 
be deceptive and in unpleasant cases such "small" sets may in fact be quite 
large. 
Here we present a striking and hopefully amusing example of this phe-
nomenon, where the "small" subset D equals all of P. We show that as 
a result, a particular version of the bootstrap for the sample minimum will 
never work, even though our earlier results tell us that it can only fail for 
a "small" subset of underlying distributions. We also show that when we 
change the topology on P-and as a consequence employ a different resam-
pling distribution-this paradox vanishes and a satisfactory version of the 
bootstrap is obtained. This demonstrates the importance of a proper choice 
of the resampling distribution when using the bootstrap. 
20.1 Introduction 
Many of the results of asymptotic statistics cannot be established in com-
plete generality. One often has to allow the possibility that the result will 
not hold if the underlying probability distribution belongs to a small subset 
D of the collection of all possible underlying probability distributions P. 
In many concrete examples, D will turn out to be empty, but in general 
one has to take the existence of such an exceptional set into account. 
If P is a parametric model, the exceptional set D will typically be small 
in the sense that it is indexed by a set of Lebesgue measure zero in the 
Euclidean parameter space. From a technical point of view, its occurrence 
is caused by an application of a result like Egorov's or Lusin's theorem 
where exceptional sets of arbitrarily small Lebesgue measure occur. In more 
general models one could conceivably use similar tools for more general 
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measures, but it is difficult to think of a measure on P which is such that 
we can agree that a set of measure zero is indeed small in a relevant sense. 
In a recent study of resampling, we have followed a different path and 
established asymptotic results where the exceptional set is small in a topo-
logical rather than a measure-theoretic sense (Putter & van Zwet 1993) . If 
we equip the set P with a metric p, the exceptional set D in these results 
is a set of the first category in the metric space (P, p). We recall that a set 
of the first category is a countable union of nowhere dense sets, and that 
a set is nowhere dense if its closure has empty interior. Equivalently, a set 
is of the first category if it can be covered by a countable union of closed 
sets, each of which has empty interior. 
This concept of a small set was used by Le Cam as early as Le Cam (1953), 
where it is shown that superefficiency can only occur on a set of the first 
category. In a parametric setting, Le Cam was careful to point out that 
under the right conditions the exceptional set also corresponds to a set of 
Lebesgue measure zero in the parameter space. The same is true for the 
results in Putter & van Zwet (1993), as shown by Putter (1994). 
Of course the question remains whether a set of the first category is 
indeed small in any accepted sense. If (P, p) is complete, we know that 
a set of the first category is small, for example in the sense that it has a 
dense complement (cf. Dudley 1989, pp. 43-44). If (P, p) is not complete, 
then a set of the first category can be uncomfortably large: in fact we shall 
see that the entire space P may be of the first category itself. 
In this note we discuss a particular statistical model Po equipped with 
Hellinger metric H, such that (Po, H) is not complete and Po is of the first 
category in (Po, H). An application of our results on resampling shows 
that a particular version of the bootstrap will work except if the underlying 
distribution belongs to a set D of the first category. Unfortunately, it turns 
out that D = Po so that we have no guarantee that this version of the 
bootstrap will ever work, and indeed it may never do. Luckily, our analysis 
also shows that we need not despair. It turns out that our problems are 
not caused by any inherent pathology of the model Po , but by a wrong 
choice of metric on Po . If we replace H by a different, complete, metric 
and modify the construction of the bootstrap accordingly, the pathology 
disappears and we obtain a version of the bootstrap that will work for any 
P E Po . In fact the example may serve to clarify the importance of a 
correct choice of the resampling distribution when using the bootstrap. 
In Section 2 we exhibit the particular class of distributions Po which is of 
the first category in (P0 , H). In section 3 we show that this class is not an 
artificial construct, but that it is the natural model for a statistical situation 
of interest. We then proceed to make the connection with a result on the 
bootstrap in Putter & van Zwet (1993) and show that this result doesn't 
produce a satisfactory version of the bootstrap for this model. Finally we 
show that a different choice of metric on Po will resolve our problems. 
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20.2 A set of the first category 
Let us consider the class :J>0 of probability distributions P on (0, oo) which 
have distribution functions F satisfying 
(1) lim F(x) = a(P) E (O,oo). 
x!O X 
We equip :J>0 with Hellinger metric H. For distributions P, Q E :P0 , with 
densities f and g with respect to a common o--finite measure v, this is 
defined by 
(2) Proposition The set :J>0 is of the first category in (:P0 , H). 
Proof. Fork= 1, 2, ... , let Dk = 1/k and 
Bk = {P E :Po: I F(x) - F(ck) I ~ 1 for 0 < x ~ 8k}· 
X Dk 
00 
Clearly, :Po C U Bk, and since convergence in Hellinger metric implies 
k=l 
pointwise convergence of distribution functions, we see that each Bk is 
closed in (:P0 , H). It remains to be shown that no Bk contains an open set. 
Fix k and choose a distribution P E Bk with distribution function F and 
with a(P) = a. Define Gn(x) = min (n- 1, (3 + a)x), Fn = max(Gn, F), 
and let Pn be the distribution with distribution function Fn· Then a(Pn) = 
3 +a but, for n large enough, Fn(8k)/8k = F(8k)/8k ~ 1 +a because 
P E Bk· It follows that Pn rf. Bk for large n, even though Pn converges 
to P in Hellinger metric. 0 
20.3 A bootstrap fiasco 
Let :J> be a class of probability distributions on JR. We equip :J> with a 
metric p. Let X 1 , X2 , ..• be independent and identically distributed (i.i.d.) 
random variables with (unknown) common distribution P E :J>. We are 
interested in the large sample behavior of a random variable 
(3) 
Let TN(P) denote the distribution of YN under P E :P, and suppose 
that, for every P E :J>, TN(P) converges weakly to a limit distribution 
r(P). If PN = PN(X1 , ... ,XN) is an estimator of P taking values in :P, 
then TN(PN) is called a bootstrap estimator of TN(P), or of r(P), with 
resampling distribution PN. For all P and PN, the distributions TN(P), 
r(P), and TN(PN) are elements of the class ~ of all probability measures 
on JR. We equip this class with Levy distance f, or any other metric which 
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metrizes weak convergence. The bootstrap is said to work for a particular 
P E P if it is an £-consistent estimator of TN(P), i.e. if£( TN(PN ), TN(P)) 
converges to zero in probability under P. As t(TN(P), T(P)) - 0, this is 
the same as £-consistency for estimating the limit distribution T(P). 
The following two propositions are taken from Putter & van Zwet (1993). 
( 4) Proposition Suppose that 
(i) The sequence of maps TN : (P, p) --+ (:R, £) is equicontinuous on P; 
(ii) PN takes values in P and is a ,rconsistent estimator of P, i.e. 
~ p 
p(PN,P)- 0 for every PEP. 
Then the bootstrap TN(PN) works for every P E :P. 
(5) Proposition Suppose that 
(i) TN : (P, p) --+ (:R, £) is continuous for every N; 
(ii) For every PEP, TN(P) converges weakly to a limit T(P); 
(iii) PN takes values in P and is a ,rconsistent estimator of P, i.e. 
~ p 
p(PN, P)--+ 0 for every PEP. 
Then there exists a set D of the first category in (P, p) such that the 
sequence TN is equicontinuous at every P E P \ D and hence the bootstrap 
TN(PN) works for every PEP\ D. 
Usually these results are used with Hellinger distance H for p, and on closer 
inspection it often turns out that the exceptional set D may be taken to 
be empty. 
In the remainder of this paper we shall consider a specific example of this 
situation. We choose :P = P0 , the class of distributions defined in (1). For 
i.i.d. random variables X 1, ... , XN taking values in (0, oo) with common 
distribution P E :P0 , we define 
(6) 
Note that Po is a natural model for studying the large sample behavior of 
Y~, since it is precisely the class of underlying distributions for which the 
distributions TN(P) of Y~ under P converge weakly to a non-degenerate 
limit, which is an exponential distribution with parameter a(P). 
Bootstrapping the sample minimum is a problem of some notoriety as 
it is an early example where the usual choice of the empirical distribution 
PN for the resampling distribution PN does not work. To check whether 
the bootstrap with a different choice of PN will work for "most" P E :P0 , 
we may appeal to Proposition 5. In doing so, we are still free to choose 
a metric p on Po and we shall make the usual choice by taking p to be 
Hellinger distance H. Since Y~ is a function of X 1 , .. • , X N only, and 
not of P, it is easy to see that TN : (P0 , H) --+ (:R, £) is continuous for 
each N. As TN(P) converges weakly to a limit T(P) for every P E :P0 , 
Proposition 5 asserts that if PN is a Hellinger consistent estimator with 
values in Po, then the bootstrap TN(PN) will work except for P in a set 
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D of the first category in (P0 , H). The content of Proposition 2 having 
made us somewhat suspicious, we may want to investigate the nature of 
the exceptional set D where the functions TN : (Po, H) --+ (~. £) are not 
equicontinuous. Since T(P) depends on P only through a(P), and any 
P E Po may be approximated arbitrarily well in Hellinger distance by a 
sequence Pr E Po with a constant value of a(Pr) different from a(P), we 
know that the limit distribution T is nowhere continuous in P. This implies 
that the functions TN are not equicontinuous at any P E P0 , so that our 
worst suspicions are confirmed: the exceptional set D equals the entire 
set of possible distributions in this case. Our application of Proposition 5 
with p = H has therefore produced no positive information concerning this 
example at all. 
Even though Proposition 5 is vacuous in this case, it might still by a 
stroke of luck be true that the bootstrap estimate TN(PN) would work 
for most reasonable Hellinger-consistent estimators PN of P. First of all 
we note that it is indeed possible to construct an estimator of P which is 
Hellinger-consistent for every distribution P on lR which has no singular 
part (cf. Devroye & Gyorfi 1990, p. 1497). All we have to do is to assign 
probability k/N to all values which were observed k > 1 times, and add 
a kernel density estimator based on the remaining values which have only 
been observed once. Using the normal kernel we arrive at an estimator F!v 
for the distribution function F of P which is given by 
N 
(7) F'N(x) = ~ t; ( 6i1(o,xJ(Xi) + (1- 6i)~ ( x ~NXi)) 
where~ is the standard normal distribution function, 
(B) 6. = { 0 if Xi =f Xi for j =f i, 
' 1 otherwise, 
and hN --+ 0 but NhN --+ oo. Admittedly, F!v does not satisfy (1) and 
hence the corresponding estimator P!v of P does not take its values in 
:P0 as is required in Proposition 5. However this defect is easily cured by 
considering the following slight modification of F!v, 
(9) F ( ) _ { xF!v(MN)/MN N x - F!v(x) 
for 0 ~ x < MN, 
for x?: MN, 
where MN = min(X1 , ... , XN ). Clearly FN satisfies (1), and hence the 
corresponding estimator PN of P takes its values in Po and is Hellinger 
consistent for every P E Po which has no singular part. Nevertheless we 
shall see that the bootstrap TN ( PN) based on this estimator does not work 
for any P E Po. 
The bootstrap TN(PN) has distribution function 
HN(Y) = 1- (1- FN(y/N))N. 
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For P E P0 , the limit distribution r(P) is exponential with parameter 
a(P) E (O,oo), and hence the bootstrap TN(PN) will work for a particular 
P E Po if and only if 
sup IHN(Y)- [1- exp{ -a(P)y}JI~O. 
y>O 
This is easily seen to be equivalent to 
(10) 
for every y > 0. 
However, {10) cannot hold. If FN denotes the empirical distribution 
function, (7) implies that for all x, 
1 ~ 1- 8· 
FN(x) ~ N LJ 1co,xJ(Xi)[8i + TJ ~ 1/2FN(x). 
i=l 
As FN(x) = 0 for x < MN, we also find that for all x, 
FN(x) ~ 1/2FN(x). 
Hence, for every y > 0, the definition (1) ensures that as N - oo, 
P(INFN(~)- a(P)yl ~ a(P)y) ~ P(NFN(~) ~ 2a(P)y) 
~ P(NFN(~) ~ 4a(P)y) = P(z ~ 4a(P)y) +o(1) f+ 0, 
where Z has a Poisson distribution with expectation a( P)y > 0. This 
shows that (10) is false, and as a consequence, the bootstrap based on PN 
does not work for any P E P0 , and the fiasco is indeed complete. 
20.4 A bootstrap success 
Luckily, the disastrous results of the previous section also indicate quite 
clearly how the damage may be repaired. Our problems in the previous 
section originate from the fact that the parameter of the exponential limit 
distribution a(P) is not a continuous function of the underlying distribution 
P E Po with respect to Hellinger distance on P0 • Hence we should look for 
a different metric on P0 , and in view of the definition of a(P) in (1), one 
obvious candidate is a metric 1r defined by 
(11) 1r(P, Q) =sup IF(x)- G(x)l 
x>O X 
where F and G denote the distribution functions corresponding toP and Q. 
With this new metric 1r, things immediately fall into place. The metric 
space (P0 , 1r) is easily seen to be complete and hence sets of the first cat-
egory have dense complements. Clearly the exponential limit distribution 
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T(P) is continuous when viewed as a map T : (P0 , 1r) ..-. (~, l). Also, the 
sequence of distributions TN(P) of YN is equicontinuous on Po. To see this, 
note that for underlying distributions P and Q with distribution functions 
F and G, YN has distribution functions 
HN,P(Y) = 1- (1- F(yjN))N 
and 
HN,Q(Y) = 1- (1- G(yjN))N. 
Fix P E Po and 0 < t: < 1. Choose positive numbers y0 and zo such that 
4log(4/t:) 
Yo= a(P) and F(z)? 1/2a(P) z for 0 :5 z :5 zo 
and note that iaN- bNI ~ Nla- bl if 0 ~a, b ~ 1. If N? Yofzo we choose 
1r(P, Q) ~ 2~0 ~ a(:) and find 
sup IHN,P(Y)- HN,Q(Y)i =sup 1(1- F(yjN))N- (1- G(y/N))N' 
y y 
~ N sup jF(yjN)- G(yjN)i + (1- F(yofN))N + (1- G(yofN))N 
Y~Yo 
~ Yo7r(P, Q) + exp{-N F(yofN)} + exp{ -NG(yofN)} 
€ 
:5 2 + exp{ -1/2 a(P) Yo}+ exp{ -1/2 a(P) Yo+ Yo7r(P, Q)} 
€ ( € )2 € €2 € ~ 2 + 4 +exp{-1/4a(P)yo} = 2 + 16 + 4 < t:. 
On the other hand, if 1 ~ N < y0 /zo, we choose y1 such that 
1 _ F ( zoY1 ) ~ _: . 
Yo 4 
For 1r(P, Q) ~ 4~1 we find 
sup IHN,P(Y)- HN,Q(Y)i 
y 
~ Y11r(P,Q) + (1- F(yi/N))N + (1- G(yi/N))N 
~ ~ + (1- F(yi/N)) + ( 1- F(yi/N) + ~ 1r(P, Q)) 
:5 ~ + ( 1 - F ( ~~1 ) ) + ( 1 _ F ( z~~l ) + ~) :5 t: . 
Hence for every 0 < t: < 1 there exists 8 > 0 depending on P but not on 
Q, such that 1r(P, Q) :58 implies sup11 IHN,P(Y)- HN,Q(Y)i ~ t: for all N, 
which establishes the equicontinuity of {TN} on P0 . 
By Proposition 4 th:_ equicontinuity of TN : (P0 , 1r] --+ (~, l) implies 
that the bootstrap TN(PN) will work for all P E Po if PN is a 1r-consistent 
estimator of P. An example of such an estimator is the random distribution 
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PN with distribution function 
(12) for 0 ~ x < f.N for x 2: f.N , 
where FN denotes the empirical distribution function, f.N ---+ 0 but Nf.N ---+ 
oo. To see this, let F denote the distribution function corresponding to the 
underlying distribution P E :P0. Then FN(f.N )/f.N ~ a(P) if f.N ---+ 0 and 
Nf.N ---+ oo, since 
and 
It follows that, if f.N ---+ 0 and Nf.N ---+ oo as N ---+ oo, then 
sup IFN(x)- F(x)l ~ I FN(f.N) - a(P)I + sup I F(x) - a(P)I ~ 0. 
x~~N X f.N x~~N X 
Also, for every sequence 1JN ---+ 0 with 1JN > f.N, 
!FN(x)- F(x)! = sup IFN(x)- F(x)l (1) 
sup F(x)fa(P) + o ~N ~XS.TJN X ~N S.xS.TJN 
and this tends to zero in probability if N f.N ---+ oo ( cf. Chang 1955, Theo-
rem 1; see also Shorack & Wellner 1986, p. 424) . Finally, taking TJN such 
that N 1121JN ---+ oo, we have 
IFNtx)- F(x)l IFN(x)- F(x)l 0 (N-112 -1) sup ~sup = p "'N . 
x>T'/N X x 1JN 
Thus then-consistency of FN follows and we have shown 
(13) Proposition If PN is an estimator of P with distribution function 
FN given by (12), then the bootstrap estimator TN(PN) of the distribution 
TN(P) ofYj!, is consistent for all P E Po. 
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