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ON THE DE RHAM HOMOLOGY OF AFFINE VARIETIES IN
CHARACTERISTIC 0
NICOLE BRIDGLAND
Abstract. Let k be a field of characteristic 0, let S be a complete local ring with coef-
ficient field k, let k[[x1, . . . , xn]] be the ring of formal power series in variables x1, . . . , xn
with coefficients from k, let k[[x1, . . . , xn]]→ S be a k-algebra surjection and let E
•,•
• be
the associated Hodge - de Rham spectral sequence for the computation of the de Rham
homology of S. Nicholas Switala [9] proved that this spectral sequence is independent of
the surjection beginning with the E2 page, and the groups E
p,q
2 are all finite-dimensional
over k.
In this paper we extend this result to affine varieties. Namely, let Y be an affine variety
over k, let X be a non-singular affine variety over k, let Y ⊂ X be an embedding over k
and let E•,•• be the associated Hodge - de Rham spectral sequence for the computation of
the de Rham homology of Y . Then this spectral sequence is independent of the embedding
beginning with the E2 page, and the groups E
p,q
2 are all finite-dimensional over k.
1. Introduction
In [6], Hartshorne developed algebraic de Rham homology and cohomology theories
using embeddings of schemes over a field k of characteristic zero. The algebraic de Rham
homology and cohomology are known to be independent of the embedding, and both are
known to be finite-dimensional over k.
Hartshorne defined the de Rham homology of a closed subscheme Y of a smooth scheme
X over k as the hypercohomology of the de Rham complex on X with supports in Y , which
he establishes to be independent of X and the embedding. Since this is computed from the
hypercohomology of a complex, we may also compute it via a spectral sequence, known in
this case as the Hodge-de-Rham spectral sequence. The first page of this spectral sequence
is given by En−p,n−q1 = H
n−q
Y (X,Ω
n−p
X ), where Ω
•
X denotes the de Rham complex on X,
and the abutment of this spectral sequence is HdRp+q(Y ). While the abutment is known to
be independent of the embedding Y → X, the spectral sequence is not.
In [9], Switala showed the embedding-independence of the spectral sequence, starting
with the E2 page and up to degree shift, in the case where X is the spectrum of a complete
local ring. Additionally, he showed that the k-spaces appearing on the E2 page are finite
dimensional. Since these dimensions are independent of the embedding, these are invariants
associated to the variety Y . In this paper we show the corresponding results for embeddings
of affine varieties into arbitrary smooth affine varieties. Our theorem is the following:
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Theorem 1.1. Let Y be an affine variety over a field k of characteristic 0, and let Y → X
be an embedding of Y into a smooth affine variety X over k. Starting with the E2 page, the
Hodge-de-Rham spectral sequence associated to this embedding is independent of the choice
of X and embedding, up to a bidegree shift. Also, the modules appearing on the E2 page,
and hence on every Er page for r ≥ 2, are finite-dimensional k-spaces.
The precise statement of embedding-independence is as follows: given two embeddings
Y → X and Y → X ′ of an affine variety Y into smooth affine varieties X and X ′ with
dimX = s and dimX ′ = s′, there are two associated spectral sequences E•,•• and E
′•,•
• . The
theorem asserts that there is a morphism E•,•• → E
′•,•
• with bidegree shift (s
′ − s, s′ − s),
which is an isomorphism on the E2-page and later. Precise definitions of the notions
of bidegree shifts and morphisms of spectral sequences are provided in section 2 on the
preliminaries.
The results in this paper are from the author’s thesis, supervised by Gennady Lyubeznik.
We would like to thank Professor Lyubeznik both for suggesting the problem and for his
guidance and support.
2. Preliminaries
2.1. D-modules. Let k be a field of characteristic 0, and let T = k[x1, . . . , xn]. We write
D(T, k) for the subring of Endk(T ) generated by T and the differential operators δ1, . . . , δn,
where δi =
∂
∂xi
, the usual partial differentiation with respect to xi. The ring D(T, k) is
noncommutative. We may consider a filtration on D(T, k) by degree, that is F0 = k and
Fv = {k-span of monomials in the variables x1, x2, . . . , xn, δ1, δ2, . . . δn of degree ≤ v} for
v > 0. The graded ring associated to this filtration, gr D(T, k), is commutative. A filtration
on a D(T, k)-module is called good if gr M is finitely generated as a gr D(T, k)-module.
M is a finitely generated left D(T, k)-module, if and only if there is a good filtration of M
(Propositions 1.2.6 and 1.2.7 in [1]).
Given a finitely generated D(T, k)-module M , we may define the dimension of M as
the dimension of gr M as a gr D(T, k)-module. Let Γv be a good filtration of M , and
consider the Hilbert function h(v) = dimk(Γv). Hilbert proved that for large enough v,
this function agrees with a polynomial in v. The dimension ofM is defined to be the degree
of this polynomial. (More details can be found in section 1.9 of [4], where this statement
appears as Theorem 1.11, for example.)
Bernstein’s theorem states that for any finitely generated D(T, k)-moduleM , the dimen-
sion of M is bounded between n and 2n. Those finitely generated modules of dimension
n form the Bernstein class of D(T, k)-modules and are called holonomic. Holonomic mod-
ules form a full subcategory of D(T, k)-modules, closed under formation of submodules,
quotient modules, and extensions. (Prop 1.5.2 in [1])
If M is a holonomic D-module, and f is an element of T , then Mf is a holonomic D-
module (Theorem 3.4.1 in [1]). It follows by considering the Koszul complex that local
cohomology modules of a holonomic module are holonomic [7].
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2.2. Ka¨hler Differentials. Here we summarize fundamentals from [4]. Let R be a ring,
let S be an R-algebra and consider the set of R-linear derivations of S: R-linear maps
d from S to some S-module M satisfying d(ab) = ad(b) + bd(a). The module of Ka¨hler
Differentials of S over R, written ΩS/R, is the dual object to the set of k-linear derivations
of S. It is the S-module generated by {ds|s ∈ S} with relations d(ss′) = sds′ + s′ds and
d(as+ a′s′) = ads+ a′ds′ for any s and s′ in S, and any a, a′ in R. Observe that these two
relations together require that da = 0 for any element a ∈ R. We can consider d to be a
map from S to ΩS/R, and we call d the universal R-linear derivation. It has the following
universal property: given any S-module M and a derviation d′ : S → M , there exists a
unique S-linear homomorphism e : ΩS/R →M with e ◦ d = d
′.
For a simple example, consider the case in which R = k, and S = k[x1, . . . , xn]. In this
situation, ΩS/R is the S-module generated by dx1, . . . dxn.
We need two additional properties of the module ΩS/R for our results. First, we need
the conormal sequence, which gives us a relationship between the modules of differentials
for a given surjection of algebras. The following is proposition 16.3 in [4].
Proposition 2.1. If pi : T → S is an surjection of R-algebras and I is the kernel of pi,
then there is an exact sequence of S-modules
I/I2 → S ⊗T ΩT/R → ΩS/R → 0.
where the left-most map is given by the restriction of d to I, and the middle map is given
by s⊗ dt 7→ sdpi(t)
We also need to know the relationship between the formation of the module of differen-
tials and localizations, namely that they commute. This is proposition 16.9 in [4].
Proposition 2.2. Let S be a R-algebra and let U be a multiplicative subset of S. Then
ΩS[U−1]/R ∼= S[U
−1]⊗S ΩS/R
2.3. Preliminaries on de Rham cohomology. Now let S be a k-algebra, and let
Ωi(S) = ∧iΩS/k. Then there is a complex
0→ S → Ω1(S)→ Ω2(S)→ . . .
where the map from Ωp(S) to Ωp+1(S) is k-linear and sends sds1 ∧ · · · ∧ dsp to ds ∧ ds1 ∧
· · ·∧dsp. This is well-defined because of properties of derivations, and is a complex because
the usual wedge rules apply: dxi ∧ dxi = 0 for all i, and dxi ∧ dxj = −dxj ∧ dxi for all i
and j.
Let M be a D(T, k)-module, where T = k[x1, . . . , xn] as before. The de Rham complex
of M , denoted Ω•(M), is the complex
0→M → Ω1(M)→ Ω2(M)→ . . .
where Ωp(M) =M ⊗T Ω
p(T ) =
⊕
i1<i2<···<ip
Mdxi1 ∧ · · · ∧ dxip and the map from Ω
p(M)
to Ωp+1(M) sends ⊕mi1,...,ipdxi1 ∧ · · · ∧ dxip to
∑n
j=1⊕δj(mi1,...,ip)dxj ∧ dxi1 ∧ · · · ∧ dxip ,
where the direct sum on the right hand side is taken over all i1 < i2 · · · < ip and j. This
sum is an element of Ωp+1 because the usual wedge rules apply.
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The p-th de Rham cohomology of a D(T, k)-module M , denoted Hp(Ω•(M)), is the p-th
cohomology group of Ω•(M).
We will need the following theorem, which is Theorem 6.1 in chapter 1 of [1], later.
Theorem 2.1. If M is a holonomic D(T, k)-module, where T = k[x1, ..., xn] is the ring of
polynomials in variables x1, . . . , xn over k, then H
p(Ω•(M)) are finite dimensional vector
spaces over k.
2.4. Preliminaries on Spectral Sequences. The following is a synopsis of necessary
definitions and results from Weibel’s introduction to the subject [10].
Definition 2.1. A cohomology spectral sequence in an abelian category A is a family of
objects {Ep,qr } defined for all integers p, q, and for all integers r > a for some a ≥ 0, with
differential maps dp,qr : E
p,q
r → E
p+r,q−r+1
r , with the property that E
p,q
r+1 is isomorphic to
the cohomology module ker(dp,qr : E
p,q
r → E
p+r,q−r+1
r )/ im(d
p−r,q+r−1
r : E
p−r,q+r−1
r → E
p,q
r ).
The collection of objects in the spectral sequence of the form Ep,qr for fixed r, together
with their associated differentials are referred to as the Er-page of the spectral sequence.
The spectral sequence in this paper is an example of a first-quadrant spectral sequence,
so named because the only nonzero terms are those in the first quadrant. That is, Ep,qr = 0
for p < 0 or q < 0. Since for any index in the spectral sequence, one can choose r large
enough that the differentials mapping to and from Ep,qr are maps to or from positions not
in the first quadrant, such spectral sequences have the property that for any fixed p, q,
there is some r such that Ep,qk = E
p,q
r for k > r. We write E
p,q
∞ for the entry at that r.
A spectral sequence is said to converge to its abutment H∗ if Ep,q∞ give the quotients of
a finite filtration of H∗.
Double complexes are a common source of spectral sequences. Namely, let C•,• be a
first quadrant double complex (i.e. Cp,q = 0 for p < 0, or q < 0) with vertical differentials
dp,qver : Cp,q → Cp,q+1 and horizontal differentials d
p
hor : C
p,q → Cp+1,q. This yields a
spectral sequence with Ep,q0 = C
p,q and dp,q0 = d
p,q
ver where d
p,q
ver : Cp,q → Cp,q+1 is the
vertical differential of the double complex, while on the E1 page, E
p,q
1 = H
q(Cp,•), the
q-th cohomology of the p-th column, and d1 : E
p,q
1 → E
p+1,q
1 is induced by the horizontal
differential in the double complex (this is known as the column-filtered spectral sequence
of C•,•; there also is a row-filtered spectral sequence which we will not need). This spectral
sequence abuts to H•(Tot(C•,•)), the cohomology of the total complex of C•,•, in the
following sense. Let C•,•
≥t be C
•,• truncated at column t, i.e. the double subcomplex of C•,•
defined by Cp,q
≥t = C
p,q if p ≥ t and Cp,q
≥t = 0 if p < t. Then C
•,•
≥t+1 ia a double subcomplex of
C•,•
≥t and there is a filtration · · · ⊃ F
tH• ⊃ F t+1H• ⊃ . . . on H•(Tot(C•,•)), namely, F tH•
is the image of H•(Tot(C•,•≥t )) under the natural map induced by the natural inclusion
Tot(C•,•
≥t ) ⊂ Tot(C
•,•) and F tHn/F t+1Hn ∼= E
t,n−t
∞ .
Let F : A → B be a left-exact additive functor from an abelian category A to an
abelian category B and let K• be a complex in A concentrated in degrees p ≥ 0. The
hyperderived functors RqF (K•) are defined as Hq(Tot(F (L•,•))), the q-th cohomology of
the total complex of F (L•,•) where L•,• is a Cartan-Eilenberg resolution of K•; these
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hyperderived functors are independent of the particular Cartan-Eilenberg resolution. The
spectral sequence of the double complex F (L•,•) described in the preceding paragraph also
is independent of the particular Cartan-Eilenberg resolution (starting from the E1 page)
and it abuts to R•F (K•). The Ep,q1 entry is E
p,q
1 = H
q(F (Lp,•)) = RqF (Kp), the q-th
derived functor of F evaluated at Kp.
A morphism of spectral sequences f : {E•,•• } → {E
′•,•
• } consists of homomorphisms
f r : E•,•r → E
′•,•
r , that commute with the differentials in the spectral sequence.
Lemma 2.1 (Lemma 5.2.4 in [10]). Let f : {Ep,qr } → {E
′p,q
r } be a morphism of spectral
sequences such that f r0 : Ep,qr0 → E
′p,q
r0 is an isomorphism for some r0, then f
r is an
isomorphism for all r > r0. In particular f
∞ : Ep,q∞ → E
′p,q
∞ is an isomorphism.
We will also need the following Lemma, which is Lemma 2.13 in [9]:
Lemma 2.2. Let A be an Abelian category with enough injectives, B another Abelian
category, and F : A → B a left-exact additive functor. Let K• be a complex in A that is
concentrated in degrees p ≥ 0 and let L•,• be a double complex in A whose objects Lp,q are
F -acyclic. Suppose additionally that for each p, Lp,• is a resolution of Kp. Then the spectral
sequence for the hyperderived functors of F applied to K•, which starts Ep,q1 = R
qF (Kp)
and abuts to Rp+qF (K•) is isomorphic to the column-filtered spectral sequences of the
double complex F (L•,•)
Lemma 2.3 (see page 30 in [5]). A morphism of double complexes induces a morphism of
corresponding spectral sequences.
Lemma 2.4. A morphism of complexes induces a morphism of corresponding spectral
sequences for a hyperderived functor.
Proof. Let f : C• → C ′• be a morphism of complexes. Let J •,• and J ′•,• be Cartan-
Eilenberg resolutions of C• and C ′•, respectively. Then f induces a map J •,• → J ′•,• that
is unique up to homotopy (see page 33 in [5]), which induces a map F (J •,•) → F (J ′•,•)
that is unique up to homotopy. Thus from Lemma 2.3 this induces a morphism of spectral
sequences for the hyperderived functors of a functor F applied to C• and C ′•. Chain
homotopic maps induce the same morphisms on cohomology, so this is well-defined. 
We use Lemma 2.2 to construct the Hodge-de-Rham spectral sequences for our embed-
dings. Given a de Rham complex, we take injective resolutions to obtain a double complex,
and use its column-filtered spectral sequence.
Finally we recall the notion of degree-shifted morphisms of spectral sequences.
Definition 2.2 (see Definition 2.1 in [9]). Let E and E′ be two spectral sequences with
respective differentials d and d′. If a, b ∈ Z, a morphism u : E → E′ of bidegree (a, b) is
a family of morphisms up.qr : E
p,q
r → E
′p+a,q+b
r such that the u
p,q
r are compatible with the
differentials and up,qr+1 is induced on cohomology by u
p,q
r .
As is pointed out in [9] right after Definition 2.1, a degree-shifted analogue of Lemma
2.1 also holds. It is not hard to see that degree-shifted versions of Lemmas 2.3 and 2.4 hold
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as well (that is, a morphism of double complexes of bidegree (a, b) induces a morphism
of corresponding spectral sequences of the same degree, and a morphism of complexes
f : C• → C• of degree n, i.e. f sends Ct to Ct+n for every t, induces a morphism of
corresponding spectral sequences of bidegree (0, n)).
3. A morphism of spectral sequences
The main result of this section is the following.
Proposition 3.1. Let Y be an affine variety, and let Y → X be an embedding of Y into
a smooth affine variety X. Let X → An be an embedding of X into affine space. There is
a morphism of spectral sequences between the Hodge-de-Rham local hyperhomology spectral
sequence associated to the embedding Y → X, and the Hodge-de-Rham local hyperhomology
spectral sequence associated to the embedding Y → An given by the composition Y → X →
A
n. This morphism is of bidegree shift (n− s, n− s), where s = dimX.
The proof results from a series of lemmas. Throughout this section, let T be the ring
k[x1, ..., xn], the coordinate ring of A
n. Let Y = V (I) be an affine variety with an embed-
ding to a smooth affine variety X = V (J) of dimension s < n, itself embedded into SpecT ,
where J ⊂ I ⊂ T . We write R for T/J and S for T/I.
Lemma 3.1. Let Tˆ be the J-adic competion of T . The natural map T → Tˆ induces a
map of de Rham complexes Ω•(T ) → Tˆ ⊗T Ω
•(T ), given by a 7→ 1 ⊗ a. According to
Lemma 2.4, this map of complexes induces a morphism of spectral sequences corresponding
to local hypercohomology of the de Rham complex of T with support in I and the local
hypercohomology of the complex Tˆ ⊗T Ω
•(T ) with support in I. This morphism of spectral
sequences is an isomorphism starting on the E1 page and is degree-preserving, i.e it is of
bidegree shift (0,0).
Proof. Write E•,•• for the spectral sequence corresponding to local hypercohomology of
the de Rham complex of T , and E•,•• for the spectral sequence corresponding to local
hypercohomology of the complex Tˆ ⊗T Ω
•(T ). The E1 pages of these spectral sequences
consist of the modules Ep,q1 = H
q
I (T ⊗T Ω
p(T )) = HqI (T ) ⊗T Ω
p(T ) and Ep,q1 = H
q
I (Tˆ ⊗T
Ωp(T )) = HqI (Tˆ )⊗T Ω
p(T ). The map Ep,q1 → E
p,q
1 , is induced by the map H
q
I (T )→ H
q
I (Tˆ ),
which in turn is induced by the natural map T → Tˆ . This map HqI (T ) → H
q
I (Tˆ ) =
HqI (T ) ⊗T Tˆ is an isomorphism since Tˆ is J-adically complete. Thus E
p,q
1 → E
p,q
1 is an
isomorphism, so from Lemma 2.1 the map E•,•• → E
•,•
• is an isomorphism, starting on the
E1 page. 
Since Tˆ is naturally a D(T, k)-module, the complex Tˆ ⊗T Ω
•(T ) is the de Rham complex
of Tˆ .
Lemma 3.2. There exists an morphism of spectral sequences E•,•• → E˜
•,•
• of bidegree
shift (n − s, 0), where E•,•• is the local hyperhomology spectral sequence with support in I
associated to de Rham complex of Tˆ , and E˜•,•• is the local hyperhomology spectral sequence
with support in I associated to the de Rham complex of Hn−sJ (Tˆ ).
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Proof. Let J • be a minimal injective resolution of Tˆ . Since Tˆ is Gorenstein, this is the
Cousin complex C•, which is defined by C−2(Tˆ ) = 0, C−1(Tˆ ) = Tˆ , and when i ≥ 0,
Ci(Tˆ ) = ⊕(coker di−2)p, where the direct sum extends over all p of height i, and the
differentials are the canonical localization maps. These modules are D-modules, and the
maps are D-linear maps (see Lemma 2.25 in [9]).
Consider the double complex J •,• where J p,q = J q ⊗Tˆ Ω
p(Tˆ ). The columns of this
double complex are the minimal injective resolutions of Ωt and the rows are the de Rham
complexes of J t. Now in the complex ΓJ(J )
•,• given by applying the functor ΓJ(−) to
each entry, the pth row, where p = n − s, is the first nonzero row, since ht(J) is n − s.
The vertical cohomology in degree n − s of this complex is Hn−sJ (Ω
•(Tˆ )) and the vertical
cohomology in degrees > n− s is zero, since J is locally a complete intersection of height
n − s. So by performing a row shift of s − n on the double complex ΓJ(J )
•,•, we obtain
the double complex for the de Rham complex of Hn−sJ (Tˆ ), i.e. the columns are injective
resolutions of Hn−sJ (Tˆ )⊗T Ω
t and the rows are the de Rham complexes of J t. Write J •,•0
for that complex.
Now, since ΓI(ΓJ(J
p,q)) = ΓI(J
p,q), by applying ΓI to each complex we may identify
ΓI(J
•,•) with ΓI(J
•,•
0 ), by a row shift of n − s on ΓI(J
•,•). This isomorphism induces a
morphism on spectral sequences by Lemma 2.4 
We now construct a morphism between the de Rham complex of X and the de Rham
complex of Hn−sJ (Tˆ ). The morphism will be shifted in degrees by n − s, i.e. the degree i
piece of the de Rham complex of X will map to the degree i+ n− s piece of the de Rham
complex of Hn−sJ (Tˆ ). This will produce the other n − s half of the bidegree shift in the
isomorphism of spectral sequences. For this we will need a few more lemmas.
Recall that a k-algebra S is formally smooth over k if given any k-algebra A and ideal
A ⊂ A of square zero, every k-algebra map S → A/A lifts to a k-algebra map S → A (See
Definition 2.1 of chapter 17 of [3]). The basic example of a formally smooth k-algebra is the
polynomial ring k[x1, . . . , xn] (Example 2.2 in chapter 17 of [3]). We quote the following
result of Grothendieck.
Theorem 3.1 ([3] Ch. 17, 2.4). Suppose T is a formally smooth k-algebra and let J ⊂ T
be an ideal. Then R = T/J is a formally smooth k-algebra if and only if the conormal
sequence
J/J2 → ΩT/k ⊗T R→ ΩR/k → 0
is split exact.
We use this result in the proof of the following lemma.
Lemma 3.3. There exists a k-algebra homomorphism φ : R = Tˆ /J → Tˆ such that the
composition ψ ◦ φ : R→ R is the identity, where the homomorphism ψ : Tˆ → Tˆ /J ∼= R is
the natural surjection.
Proof. Since in our case the polynomial ring T = k[x1, . . . , xn] is indeed formally smooth
over k and the conormal sequence is indeed split exact (since R = T/J is locally a complete
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intersection, see Ex 17.12 in [4]), we conclude that R is formally smooth over k. Thus there
exists a lifting R→ Tˆ (Remark on pages 199-200 in [8]). 
From now on we regard Tˆ as an R-algebra via φ. We will denote the module of Ka¨hler
differentials of T as an R-algebra as ΩT/R. Next we quote the following result.
Lemma 3.4 (Lemma 10.130.11 in [3]). Let R → S be a ring map. Let I ⊂ S be an
ideal. Let n ≥ 1 be an integer. Set S′ = S/In+1. The map ΩS/R → ΩS′/R induces an
isomorphism
ΩS/R ⊗S S/I
n → ΩS′/R ⊗S′ S/I
n.
We use this result in the proof of the following lemma.
Lemma 3.5. The R-algebra structure on Tˆ induces a natural injective Tˆ -module map
Tˆ ⊗R ΩR/k → Tˆ ⊗T ΩT/k
and a direct sum decomposition
Tˆ ⊗T ΩT/k = (Tˆ ⊗R ΩR/k)⊕ P
where P is a projective Tˆ -module such that P/JP ∼= J/J2.
Proof. Let R ⊂ T/Jn+1 be the image of R = φ(R) ⊂ Tˆ under the natural surjection
Tˆ → T/Jn+1. The ring maps k → R → T/Jn+1 induce the standard exact sequence of
T/Jn+1-modules
T/Jn+1 ⊗R ΩR/k → Ω(T/Jn+1)/k → Ω(T/Jn+1)/R → 0.
Tensoring this exact sequence with T/Jn⊗T/Jn+1 and considering that the tensor product
is right exact we get the exact sequence
T/Jn ⊗R ΩR/k → T/J
n ⊗T/Jn+1 Ω(T/Jn+1)/k → T/J
n ⊗T/Jn+1 Ω(T/Jn+1)/R → 0.
According to the preceding lemma, the term in the middle is isomorphic to T/Jn ⊗T ΩT/k
while the term on the right is isomorphic to T/Jn ⊗T ΩTˆ /R (considering that Tˆ /J
n+1 ∼=
T/Jn+1). Hence the exact sequence becomes
T/Jn ⊗R ΩR/k → T/J
n ⊗T ΩT/k → T/J
n ⊗T ΩTˆ /R → 0.
We claim that the term on the right is a projective, i.e. locally free, T/Jn-module of
rank n − s, where s is the dimension of R. It is sufficient to prove this locally, so let
f ∈ R ⊂ Tˆ be an element such that Jf is a complete intersection, generated by n − s
elements z1, . . . , zn−s. In this case (T/J
n+1)f = Rf [z1, . . . , zn−s]/(z1, . . . , zn−s)
n+1 where
Rf [z1, . . . , zn−s] is the polynomial ring in n − s variables z1, . . . , zn−s over Rf . Since the
module Ω(Rf [z1,...,zn−s])/Rf is the free Rf [z1, . . . , zn−s]-module of rank n − s, we conclude
from the preceding lemma, that (T/Jn ⊗T Ω(T/Jn+1)/R)f = (T/J
n)f ⊗T Ω(Rf [z1,...,zn−s])/Rf
is the free (T/Jn)f -module of rank n− s. This proves the claim.
Since ΩR/k is a projective, i.e. locally free R-module of rank s, the module (T/J
n) ⊗R
ΩR/k is a locally free, i.e. projective T/J
n-module of rank s. Since the module in the middle
is a free module of rank n and the module on the right is a projective T/Jn-module of
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rank n− s, i.e. the rank in the middle is the sum of the two ranks at the ends, we conclude
that the map on the left is injective. Since this is a short exact sequence of projective
T/Jn-modules, it splits, i.e. we get a direct sum decomposition
T/Jn ⊗T ΩT/k = (T/J
n ⊗R ΩR/k)⊕ (T/J
n ⊗T ΩTˆ /R).
As n runs through all positive integers these direct sum decompositions form an inverse
systems in which all maps are surjective. Taking the inverse limits we get the direct sum
decomposition of J-adic completions
ΩˆT/k = (Tˆ ⊗R ΩR/k)⊕ ΩˆTˆ /R.
Since ΩT/k is a finitely generated T -module, ΩˆT/k = Tˆ ⊗T ΩT/k. The position of Tˆ ⊗RΩR/k
as a submodule in Tˆ ⊗T ΩT/k is induced by the maps on the left hand sides in the above
exact sequences which are in turn induced by the R-algebra structure of Tˆ . This proves
the first statement of the lemma.
ΩTˆ /R is not a finitely generated Tˆ -module; yet its J-adic completion ΩˆTˆ /R is the inverse
limit of projective T/Jn-modules T/Jn⊗T ΩTˆ /R of ranks n− s and all maps in this inverse
system are surjective, hence ΩˆTˆ /R is a projective Tˆ -module of rank n−s. Setting P = ΩˆTˆ /R,
this proves the direct sum decomposition statement of the lemma.
Note that P/JP = Tˆ /J ⊗Tˆ ΩˆTˆ /R = T/J ⊗T ΩTˆ /R, since all completions are the J-adic
completions. The conormal sequence
J/J2 → T/J ⊗ ΩTˆ /R → ΩR/R → 0
is split exact, from 10.130.10 in [?], since the surjection Tˆ → T/J has a right inverse by
Lemma 3.3. Since ΩR/R = 0, this implies that J/J
2 → T/J ⊗ ΩTˆ /R is an isomorphism,
and thus P/JP ∼= J/J2. 
Setting Tˆ ⊗R ΩR/k = Q we get a direct sum decomposition Tˆ ⊗T ΩT/k = Q⊕ P . Thus
if i ≥ n− s, then ∧n−sP ⊗T ∧
i−(n−s)Q is a submodule of ∧i(Tˆ ⊗T ΩT/k) = Tˆ ⊗T Ω
i(T ) (in
fact, ∧n−sP ⊗T ∧
i−(n−s)Q is a direct summand of ∧i(Tˆ ⊗T ΩT/k) = Tˆ ⊗T Ω
i(T )).
Lemma 3.6. The differential in the de Rham complex Tˆ ⊗T ΩT/k sends the submodule
∧n−sP ⊗T ∧
i−(n−s)Q of Tˆ ⊗T Ω
i(T ) to the submodule ∧n−sP ⊗T ∧
i−(n−s)+1Q of Tˆ ⊗T
Ωi+1(T ). Thus there is a subcomplex
0→ ∧n−sP → ∧n−sP ⊗T Q→ ∧
n−sP ⊗T ∧
2Q→ · · · → ∧n−sP ⊗T ∧
sQ→ 0
of the de Rham complex Tˆ ⊗T ΩR/k shifted in degrees by n− s (i.e. the degree i piece of the
subcomplex sits in the degree i+ (n− s) piece of the de Rham complex).
Proof. Since the de Rham complex commutes with localization, it is enough to prove
this statement after localization at every maximal ideal m of Tˆ . Since completion of a local
ring at the maximal ideal is faithfully flat, for every submodule L ⊂ N of a Tˆ -module N ,
we have that L˜ ∩ N = L, where L˜ is the m-adic completion of L. Hence it is enough to
prove the statement after completion with respect to m.
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Let x1, . . . , xs ∈ R generate the maximal ideal m∩R of R and let y1, . . . , yn−s ∈ J gener-
ate Jm. The m∩R-adic completion of R is the formal power series ring R
′ = k[[x1, . . . , xs]]
and the m-adic completion of Tˆ is the formal power series ring S = R′[[y1, . . . , yn−s]]. The
m-adic completion of ΩT/k, i.e. S⊗TΩT/k, is the free S-module on dx1, . . . , dxs, dy1, . . . , dyn−s
and the submodule S ⊗R ΩR/k of S ⊗T ΩT/k, whose existence is claimed in Lemma 3.5, is
the free S-submodule generated by dx1, . . . , dxs.
Set y˜ = dy1 ∧ · · · ∧ dyn−s. The module S⊗T (∧
n−sP ⊗T ∧
i−(n−s)Q) is the free S-module
on all elements dxj1 ∧ · · · ∧ dxji−(n−s) ∧ y˜ as {j1, . . . , ji−(n−s)} run through all (i− (n− s))-
element subsets of {1, . . . s}, for every i. The de Rham differential clearly sends every
dxj1 ∧ · · · ∧ dxji−(n−s) ∧ y˜ to the S-submodule of S⊗T (∧
n−sP ⊗T ∧
i−(n−s)+1Q) spanned by
all elements dxj1 ∧ · · · ∧ dxji−(n−s)+1 ∧ y˜. 
Lemma 3.7. Let M be the submodule of Hn−sJ (Tˆ ) ⊗T ∧
n−sP annihilated by J . Then
M ∼= T/J = R.
Proof. The composition of functors HomTˆ (Tˆ /J,−) = HomTˆ (Tˆ /J,ΓJ(−)) leads to the spec-
tral sequence
Ep,q2 = Ext
p
Tˆ
(Tˆ /J,HqJ(Tˆ )) =⇒ Ext
p+q
Tˆ
(Tˆ /J, Tˆ ).
Since Tˆ /J is regular, HqJ(Tˆ ) 6= 0 if and only if n− s = q. Thus the spectral sequence yields
an isomorphism
HomTˆ (Tˆ /J,H
n−s
J (Tˆ ))
∼= Extn−s
Tˆ
(Tˆ /J, Tˆ ).
Recall that P/JP ∼= J/J2. Thus there is a surjection P → J/J2. Since P is projective,
this surjection lifts to a Tˆ -linear map φ : P → J . Let J ′ ⊂ J be the image of φ. By
Nakayama’s lemma, J ′m = Jm for every maximal ideal m that contains J . We claim that
every maximal ideal of Tˆ contains J . Indeed, assume m is a maximal ideal that does not
contain J . Then m + J = Tˆ , i.e. there exist elements y ∈ J and x ∈ m with x + y = 1.
But then x = 1− y is invertible in Tˆ , for (1− y)−1 = 1+ y + y2 + y3 + · · · ∈ Tˆ . Therefore
x cannot be contained in any maximal ideal. This contradiction proves the claim. Thus
J ′m = Jm for every maximal ideal m of Tˆ , i.e. J
′ = J . In other words, the map φ : P → J
is surjective.
The map φ : P → J can be completed to a Koszul resolution ∧•P of Tˆ /J as follows:
0→ ∧n−sP → ∧n−s−1P → · · · → ∧2P → ∧P (= P )→ ∧0P (= Tˆ )→ 0
where the Tˆ -linear differential dt : ∧
tP → ∧t−1P is given by
dt(x1 ∧ · · · ∧ xt) = Σj(−1)
jφ(xj)(x1 ∧ · · · ∧ xj−1 ∧ xj+1 · · · ∧ xt).
This complex is a resolution of Tˆ /J in the sense that its 0-th homology is Tˆ /J while all
other homology groups vanish.
The module Extn−s
Tˆ
(Tˆ /J, Tˆ ) is the (n − s)th homology of the complex HomTˆ (∧
•P, Tˆ ),
i.e. it is the cokernel of the map
HomTˆ (dn−s, Tˆ ) : HomTˆ (∧
n−s−1P, Tˆ )→ HomTˆ (∧
n−sP, Tˆ ).
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The image of this map is JHomTˆ (∧
n−sP, Tˆ ), i.e.
Extn−s
Tˆ
(Tˆ /J, Tˆ ) ∼= HomTˆ (∧
n−sP, Tˆ )/JHomTˆ (∧
n−sP, Tˆ ) ∼= HomT/J(∧
n−sP/J∧n−sP, T/J).
Since ∧n−sP/(J ∧n−s P ) ∼= ∧n−s(P/JP ) = ∧n−s(J/J2), we conclude that
Extn−s
Tˆ
(Tˆ /J, Tˆ ) ∼= HomT/J(∧
n−s(J/J2), T/J).
Thus the module HomTˆ (Tˆ /J,H
n−s
J (Tˆ )), i.e. the submodule of H
n−s
J (Tˆ ) annihilated by J ,
is isomorphic to HomT/J(∧
n−s(J/J2), T/J).
Let M = HomTˆ (Tˆ /J,H
n−s
J (Tˆ ) ⊗T ∧
n−sP ), i.e. M is the submodule of Hn−sJ (Tˆ ) ⊗T
∧n−sP annihilated by J . Since the module ∧n−sP is flat over T , we conclude that
M ∼= HomTˆ (Tˆ /J,H
n−s
J (Tˆ )) ⊗T ∧
n−sP . This, as has just been proven, is isomorphic to
HomT/J (∧
n−s(J/J2), T/J) ⊗T ∧
n−sP . Since the module HomT/J(∧
n−s(J/J2), T/J) is
annihilated by J , this tensor product is isomorphic to HomT/J (∧
n−s(J/J2), T/J) ⊗T/J
(∧n−sP/J ∧n−s P ) which (since ∧n−sP/J ∧n−s P = ∧n−s(P/JP = ∧n−s(J/J2) is isomor-
phic to HomT/J(∧
n−s(J/J2), T/J)⊗T/J ⊗∧
n−s (J/J2). This last module is isomorphic to
T/J since ∧n−s(J/J2) is an invertible T/J-module and HomT/J(∧
n−s(J/J2), T/J) is the
inverse of this module in the Picard group of T/J . 
At last we are ready to prove Proposition 3.1.
Proof of Proposition 3.1. It is enough to prove that the de Rham complex of R is a
subcomplex of the de Rham complex of Hn−sJ (Tˆ ), shifted in degrees by n − s (i.e. the
degree i piece of the de Rham complex of R sits in the degree i + n − s piece of the de
Rham complex of Hn−sJ (Tˆ )).
Denote by ∧n−sP ⊗T ∧
•Q the subcomplex of Tˆ ⊗T Ω
•(T ) whose existence was proved
in Lemma 3.6. Tensoring with Hn−sJ (T ) we see that H
n−s
J (T ) ⊗T ∧
n−sP ⊗T ∧
•Q is a
subcomplex of Hn−sJ (T )⊗T Ω
•(T ) shifted in degrees by n − s (tensoring this subcomplex
results in a subcomplex because in every degree i the submodule ∧n−sP ⊗T ∧
iQ is a direct
summand of Tˆ ⊗T Ω
i+n−s(T )).
We claim that the differentials in the complex Hn−sJ (T )⊗T ∧
n−sP ⊗T ∧
•Q send elements
annihilated by J to elements annihilated by J (this is certainly not true for the differentials
in the ambient complex Hn−sJ (T )⊗T Ω
•(T )), i.e. HomT (T,H
n−s
J (T )⊗T ∧
n−sP ⊗T ∧
•Q) is
a complex. It is sufficient to show this after completion at every maximal ideal of Tˆ , in
which case (using notation from the proof of Lemma 3.6) Hn−sJ (Tˆ ) is the free R
′-module
on the monomials yi11 · · · y
in−s
n−s where i1, . . . , in−s run through all negative integers ≤ −1
and the annihilator of J in Hn−sJ (Tˆ ) is the R
′-submodule spanned by (y1 · · · yn−s)
−1. The
differentials in the complex Hn−sJ (T )⊗T ∧
n−sP ⊗T ∧
•Q involve differentiations only with
respect to x1, . . . , xs and leave the y1, . . . , yn−s alone. Thus they send the submodule
spanned by (y1 · · · yn−s)
−1 to the submodule spanned by (y1 · · · yn−s)
−1. This proves the
claim. Thus HomT (T,H
n−s
J (T )⊗T ∧
n−sP ⊗T ∧
•Q) is a complex, in fact a subcomplex of
Hn−sJ (T )⊗T ∧
n−sP ⊗T ∧
•Q.
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Lemma 3.7 shows that the degree 0 piece of this complex is isomorphic to R = T/J ,
while the formula Tˆ /J ⊗Tˆ Q = (Tˆ /J) ⊗Tˆ Tˆ ⊗R ΩR/k = Tˆ /J ⊗R ΩR/k = ΩR/k shows that
the degree 1 piece is isomorphic to ΩR/k. Thus one sees (again by going to the completion
at every maximal ideal and considering the explicit formulas for the differentials in the
subcomplex) that the differentials in this subcomplex are the differentials in Ω•(R), the de
Rham complex of R. This completes the proof of Proposition 3.1. 
4. The isomorphism on the E2 page
4.1. The isomorphism. We now show the morphism of spectral sequences found in the
previous section is an isomorphism starting at the E2 page. That is, we show the following:
Proposition 4.1. The map induced on the E2 page by the morphism of complexes in
Proposition 3.1 is an isomorphism.
The general approach is to localize, demonstrate an isomorphism on the localizations by
inducting on the difference in dimension, and then glue the local isomorphisms together.
Again, let Y → X be an embedding of Y into an arbitrary smooth affine scheme X, and
let X → An be an embedding of X as a closed subscheme of An. Let S, R and T be the
coordinate rings associated with these varieties. That is, Y = SpecS, X = SpecR, and
T = k[x1, ..., xn]. Let I be the kernel of the surjection T → S, and let J be the kernel of
the surjection T → R.
Since X is a smooth scheme, ΩR/k is locally free of rank s = dimX. Thus we may find
f1, . . . , fm ∈ R so that the SpecRfi form an open cover of SpecR, and so that for each fi
there exist yi1, . . . , yis ∈ R so dyi1, . . . , dyis generate ΩRfi/k
as a Tfi-module.
Write Yfi for SpecSfi and Xfi for SpecRfi . We show our claim first for the local case
Yfi → Xfi and then show how to extend this to the situation Y → X.
Fix some fi and say ΩRfi/k
is generated by dy1, ..., dys. We know there is an exact
sequence for differentials over k from Proposition 2.1:
Jfi/J
2
fi → Rfi ⊗Tfi ΩTfi/k
→ ΩRfi/k
→ 0,
which shows that we can extend the set of generators of ΩRfi/k
to a generating set of ΩTfi/k
by picking n− s elements dz1, ..., dzn−s with Jfi = (z1 ... zn−s).
Lemma 4.1. In this situation, we may view the Jfi-adic completion of Tfi, which we will
denote Tˆfi , as a power series ring Tˆfi
∼= (Tfi/J)[[z1, . . . , zn−s]] = Rfi [[z1, . . . , zn−s]].
Proof. Since Rfi is formally smooth over k, there exists a ring homomorphism φ : Rfi → Tˆfi
such that the composition of φ with the natural surjection Tˆfi → Tˆfi/J is the identity map
Rfi → Tˆfi/J = Rfi . Denote φ(Rfi) by Rfi . Since Tˆfi is complete and J is an ideal of
height n− s generated by z1, . . . , zn−s, it follows that Tfi = Rfi [[z1, . . . , zn−s]]. 
Lemma 4.2. The modules in the complex H•I (Tfi) have a natural structure as Tˆfi-modules.
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Proof. Since I ⊂ J , every element of those modules is killed by a power of J , so each in-
herits a Tˆfi-module structure from its Tfi structure. It’s well-known that local cohomology
commutes with completions, and it follows that each module is isomorphic to the local
cohomology of the completion as a Tˆfi-module. 
At this point we need a definition of the plus operation from [2]:
Definition 4.1. Let A be a noetherian ring, and let B = A[[z]]. The plus operation, is
the functor from the category of A-modules to the category of B-modules given by M+ =
M ⊗A (Bz/B) =M ·
1
z ⊕M ·
1
z2
⊕ · · · ⊕M · 1
zi
⊕ . . . .
Multiplication by z snds m
zi
to m
zi−1
. Thus the annihilator of z in M+ is the A-module
M · 1z . If A is a regular finitely generated k-algebra and M is a D(A, k)-module, then M+
is a D(B, k)-module (namely, ∂z sends
m
zi
to (−i) m
zi+1
).
Lemma 3.5 says that ΩB/k = (B ⊗A ΩA/k) ⊕ P and in this particular case P = Bdz,
the free module of rank one generated by dz. Hence there is a chain map of de Rham
complexes φ• : Ω•(M) → Ω•(M+), where Ω
•(M) is the de Rham complex of M in the
category of A-modules while Ω•(M+) is the de Rham complex of M+ in the category of B-
modules and the chain map sends m⊗ω ∈M⊗AΩ
i(A) to (m⊗ω) · 1zdz ∈M+⊗BΩ
i+1(B).
Thus the chain map sends Ω•(M) to the annihilator of the ideal J = (z) in the complex
P ⊗B ∧
•(B ⊗A ΩA/k), exactly as in the proof of Proposition 3.1.
Proposition 4.2. This chain map φ• : Ω•(M) → Ω•(M+) induces an isomorphism on
homology, i.e. φi∗ : h
p(Ω•(M))→ hp+1(Ω•(M+)) is an isomorphism for all p.
Proof. Consider the short exact sequence of modules
(1) 0→M+ ⊗A Ω
p−1(A)→M+ ⊗B Ω
p(B)→M+ ⊗A Ω
p(A)→ 0,
where the first map is the wedge map with dz, and the second map acts by sending dz to
0. This induces a short exact sequence on complexes, and so induces a long exact sequence
in de Rham cohomology:
· · · → hp−1(M+⊗AΩ
•(A))→ hp(M+⊗BΩ
•(B))→ hp(M+⊗AΩ
•(A))→ hp(M+⊗AΩ
•(A))→ · · ·
where the last map is the connecting homomorphism. Switala showed that the connecting
homomorphism map is the same as ∂z. (Lemma 2.22 in [9])
Hence the last map above is ∂z : hp(M+ ⊗A Ω
•(A)) → hp(M+ ⊗A Ω
•(A)). Since the
maps in the complex Ω•(A) are unaffected by z or dz, it follows that
hp(M+ ⊗A Ω
•(A)) = hp(M ⊗A Ω
•(A)) ·
1
z
⊕ hp(M ⊗A Ω
•(A)) ·
1
z2
⊕ . . . .
Therefore
ker(∂z : hp(M+ ⊗A Ω
•(A))→ hp(M+ ⊗A Ω
•(A))) = 0
and
coker(∂z : hp(M+ ⊗A Ω
•(A))→ hp(M+ ⊗A Ω
•(A))) = hp(M ⊗A Ω
•(A)) ·
1
z
.
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Therefore hp+1(Ω•(M+)) = h
p(M⊗AΩ
•(A)) and the isomorphism is induced by the chain
mapM⊗AΩ
•(A)→M+⊗BΩ
•(B) that sendsM⊗AΩ
i(A) toM⊗AΩ
i(A) · 1zdz ∈ Ω
p+1(B),
exactly as claimed. 
Nun´e˜z-Betancourt and Witt showed the following:
Lemma 4.3 (Lemma 3.9 in [2]). Let A be a noetherian ring, M an A-module, and B =
A[[x]]. For every ideal I ⊆ A any i ∈ N,
(H iI(M))+
∼= H i+1(I,x)(M ⊗A B)
Proposition 4.3. Let fi ∈ T be such that the ideal Jfi is a complete intersection, i.e. Jfi =
(z1, . . . , zn−s). Let ψ
• : Ω•(Rfi)→ Ω
•(Hn−sJ (Tfi)) be the morphism of complexes from the
proof of Proposition 3.1 and let HqI (ψ
•) : Ω•(HqI (Rfi)) → Ω
•(HqI (H
n−s
J (Tfi))) be the in-
duced morphism on the de Rham complexes of local cohomology modules. Considering
that HqI (H
n−s
J (Tfi))
∼= H
q+n−s
I (Tfi), the morphism H
n−s
I (ψ
•) induces an isomorphism on
homology, i.e. the map ψp∗ : h
p(Ω•(HqI (Rfi))) → h
p+n−s(Ω•(Hq+n−sI (Tfi))) is an isomor-
phism.
Proof. According to Lemma 4.2, after renaming Rfi as A we may replace Tfi by the
power series ring B = A[[z1, . . . , zn−s]]. Now let Bt = A[[z1, . . . , zt]] for 1 ≤ t ≤ k. Then
Bt = Bt−1[[zt]] and therefore iterating the plus construction t times we get by induction
on t that (. . . (H i(A)+)+ . . . )+ = H
i+t
(I,z1,...,zt)
(Bt).
The morphism of complexes Hn−sI (ψ
•) : Ω•(Hn−sI (A)) → Ω
•(Hn−s(I,z1,...,zn−s)(B)) is the
composition ψ•1 ◦ψ
•
2 ◦ · · · ◦ψ
•
n−s, where ψ
•
i : Ω
•(H i−1(I,z1,...,zi−1)(Bi−1))→ Ω
•(H i(I,z1,...,zi)(Bi))
is the morphism of Lemma 4.2. Since by Lemma 4.2 each morphism in the composition
induces an isomorphism on homology, so does the composition. 
We can now prove Proposition 4.1:
Proof. Let ψ• : Ω•(R) → Ω•(Hn−sJ (T )) be the morphism of complexes in Proposition
3.1. It induces a morphism ψ•fi : Ω
•(Rfi) → Ω
•(Hn−sJ (Tfi)) for every i. By proposition
4.2 this map induces an isomorphism (ψpfi)∗ : h
p(Ω•(HqI (Rfi)))→ h
p(Ω•(Hq+n−sI (Tfi))) on
homology, for all p.
For any R-module or T -module M , the Cech complex:
0→M → ⊕Mfi → · · · →Mf1...fm → 0
is exact. Hence the induced morphism of complexesHqI (ψ
•) : Ω•(HqI (R))→ Ω
•(HqI (H
n−s
J (T )))
induces (considering that HqI (H
n−s
J (T ))
∼= H
q+n−s
I (T ), a commutative diagram of com-
plexes with exact rows:
0 −−−−−→ Ω•(Hq
I
(R)) −−−−−→ ⊕Ω•(Hq
I
(Rfi )) −−−−−→ . . . −−−−−→ Ω
•(Hq
I
(Rf1···fm)) −−−−−→ 0


yψ
•


y⊕ψ
•
fi


yψ
•
f1···fm
0 −−−−−→ Ω•(Hq+n−s
I
(T )) −−−−−→ ⊕Ω•(Hq+n−s
I
(T )fi ) −−−−−→ . . . −−−−−→ Ω
•(Hq+n−s
I
(T )f1 ···fm) −−−−−→ 0
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where the vertical maps ⊕ψ•fi1 ···fij
are direct sums of localizations of the vertical map ψ•
on the very left of the diagram. We have shown that each ψ•f1···fij
induces an isomorphism
on homology. Hence so does every vertical map ⊕ψ•fi1 ···fij
.
Let K•R,j be the kernel of the chain map ⊕Ω
•(HqI (R)fi1 ···fij ))→ ⊕Ω
•(HqI (Rfi1 ···fij fij+1 ))
in the top row of the diagram and let K•T,j be the kernel of the corresponding chain map
⊕Ω•(Hq+n−sI (Tfi1 ···fij ))→ ⊕Ω
•(Hq+n−sI (Tfi1 ···fij fij+1 )) in the bottom row. Both K
•
R,j and
K•T,j are complexes and the vertical maps in the diagram induce a morphism of complexes
ψ•K,j : K
•(R, j)→ K•(T, j).
We claim that the induced maps on homology (ψpK,j)∗ : h
p(K•(R, j)) → hp(K•(T, j))
are isomorphisms for all p. To prove this claim we use descending induction on j. To
begin the induction, let j = m− 1. The above diagram induces the following commutative
diagram with short exact rows.
0 −→ K•R,m−1 −→ ⊕jΩ
•(HqI (Rf1···fij−1fij+1 ···fm)) −→ Ω
•(HqI (Rf1···fm)) −→ 0


yψ•K,m−1


y⊕jψ•1,...,j−1,j+1,...,m


yψ
•
f1···fm
0 −→ K•T,m−1 −→ ⊕jΩ
•(Hq+n−sI (Tf1···fij−1fij+1 ···fm)) −→ Ω
•(Hq+n−sI (Tf1···fm)) −→ 0
Let us write, for the sake of legibility, A•R = ⊕jΩ
•(HqI (Rf1···fij−1fij+1 ···fm)), A
•
T =
⊕jΩ
•(Hq+n−sI (Tf1···fij−1fij+1 ···fm)), and p
′ = p + n − s. Then this commutative diagram
induces the following commutative diagram where the rows are the long exact sequences
produced by the short exact sequences in the rows of the preceding diagram.
hp−1(A•R) −→ h
p−1(Ω•(Rf1···fm)) −→ h
p(K•R,m−1) −→ h
p(A•R) −→ h
p(Ω•(Rf1···fm))


y∼=


y∼=


y


y∼=


y∼=
hp
′
−1(A•T ) −→ h
p′−1(Ω•(Hn−sJ (Tf1···fm ))) −→ h
p′(K•T,m−1) −→ h
p′(A•T ) −→ h
p′(Ω•(Hn−sJ (Tf1···fm)))
The two vertical maps on the left and the two vertical maps on the right have been
shown to be isomorphisms. By the 5-lemma the map in the middle is an isomorphism as
well. This finishes the proof of the claim in the case j = m− 1.
Now let j < m−1 and assume the claim proven for j+1. Since the rows in the very first
commutative diagram in this proof are exact, we get the following commutative diagram
with exact rows, where the direct sum in the middle is over all j-element subsets of the set
{1, . . . ,m}.
0 −→ K•R,j −→ ⊕Ω
•(Rfi1 ···fij ) −→ K
•
R,j+1 −→ 0


yψ•K,j


y⊕ψ
•
fi1
···fij


yψ•K,j+1
0 −→ K•T,j −→ ⊕Ω
•(Hn−sJ (Tfi1 ···fij )) −→ K
•
T,j+1 −→ 0
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This commutative diagram induces the following commutative diagram where the rows
are the long exact sequences produced by the short exact sequences in the rows of the
preceding diagram. Again, we write p′ for p+ n− s.
hp−1(⊕Ω•(Rfi1 ···fij ) −→ h
p−1(K•R,j+1) −→ h
p(K•R,j) −→ h
p(Ω•(Rfi1 ···fij ) −→ h
p(K•R,j+1)


y∼=


y∼=


y


y∼=


y∼=
hp
′
−1(⊕Ω•(Hn−sJ (Tfi1 ···fij )) −→ h
p′−1(K•T,j+1) −→ h
p′(K•T,j) −→ h
p′(⊕Ω•(Hn−sJ (Tfi1 ···fij )) −→ h
p′(K•T,j+1)
The first and the third vertical maps in this diagram have been shown to be isomor-
phisms, while the second and the foruth vertical maps are isomorphisms by the induction
hypothesis. The 5-lemma implies that the vertical map in the middle is an isomorphism
as well. This completes the proof of the claim.
In particular, the map ψ•K,1 : K
•(R, 1) → K•(T, 1) induces for all p isomorphisms
(ψpK,1)∗ : h
p(K•(R, 1))→ hp(K•(T, 1)) on homology.
The very first commutative diagram in this proof induces the following commutative
diagram with short exact rows.
0 −→ Ω•(R) −→ ⊕Ω•(Rfi) −→ K
•
R,1 −→ 0

yψ•


y⊕ψ
•
fi


yψ•K,1
0 −→ Ω•(Hn−sJ (T )) −→ ⊕Ω
•(Hn−sJ (T )fi) −→ K
•
T,1 −→ 0
This diagram similarly produces a commutative diagram with long exact sequences se-
quences in the rows and the 5-lemma then implies that the chain map ψ• induces isomor-
phisms on homology. 
4.2. Proof of finite-dimensionality of the modules appearing on each page.
Proposition 4.4. Consider an embedding Y → X of an affine scheme Y into a smooth
affine scheme X. The modules appearing on the E2 page of the spectral sequence associated
to Y → X are finite-dimensional. These modules are finite-dimensional, and thus the
modules appearing in either sequence on any page Er, r ≥ 2 are finite-dimensional.
Proof. Due to the embedding-independence shown before, we may consider the case X =
Spec k[x1, ..., xn], and write T for k[x1, ..., xn]. Write S for the ring with Y = SpecS, and
let I be the kernel of the surjection T → S. The E1 page of the embedding is given by
Ep,q1 = H
q
Y (X,Ω
p
X), or equivalently, E
p,q
1 = H
q
I (T ⊗Ω
p(T )). T is the ring of polynomials in
n variables, so Ωp(T ) is free of rank n. Local cohomology commutes with direct sums, so
this is the same as HI(T )⊗T Ω
p(T ). Now as before, the maps in any row are the de Rham
differentials of HqI (T )⊗T Ω
•(T), so the modules on the E2 page - the cohomology objects
of these rows - are hp(HqI (T )⊗T Ω
•(T )). This shows the first part of our proposition.
The second part of the statement follows from Theorem 2.1, because HqI (T ) is a holo-
nomic D(T, k)-module. 
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