Introduction and Summary.
In this report, we attempt to answer the following questions.
1. Is the sum of independent beta (Pearson Type I) random variables distributed as a beta random variable?
2. How well is the distribution of a sum of independent betas approximated by a beta distribution?
3.
If two or more independent random variables are best fitted by one type of Pearson curve, is their sum best fitted by a Pearson curve of the same type?
Section 1 of this paper shows that the answer to the first question is "no". However, the calculations and computer simulations described in section 2 show that the sum of independent beta random variables often has a distribution which is close to a beta distribution, so that the answer to the second question is often "very well". Section 3 shows that the answer to the third question depends on the Pearson curve type of the random variables and on whether they are identically distributed. Theorem i of this section shows that the sum of independent, identically distributed random variables of Pearson Type I, II, III or VII is best fitted by a Pearson curve of the same type. This is "almost" true for the other Pearson types in a certain sense.
When the independent random variables to be added are not identically distributed, Pearson curve type is not preserved to this extent. [Oam] . It seems to be the case that the density of the sum of these betas will not be infinitely differentiable at points which can be written as the sum of some subset of the ak's. Since the density of a beta is infinitely differentiable in the interior of its interval of support, this would imply that a sum of independent betas never has a beta distribution. A rigorous proof of this claim has not been worked out, however. 
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Type IV:
Type VI: K > 1.
Type VII: 01 0, a 2 > 3
The classification of ( 1 8 2 ) pairs implied by these formulas is displayed graphically on the next two pages, which are taken from Rhind The curve is also shown on Figure 2 , where it is more obvious that it is not straight. The line labeled III is straight, however,
The kurtosis $ does not seem to be a convenient parameter for 
One can think of this y parameter as being a normalized fourth cumulant in the same way that AB 1 is a normalized third cumulant.
The Pearson curve corresponding to a given distribution is of 
B 1
This completes the necessary background remarks, so that we can finally procede to the question of interest. iid random variables. The Types VI, V, and IV are "almost" preserved in the same sense that they are "almost" determined by the ratio -81"
Thus, Type VI random variables for which 3/2 < < 2-e are preserved under addition in this sense. The same is true for Type IV random variables for which 2+c < and 0 < 81 < 1.8. Type V random variables will almost never be preserved, but the sum of two iid Type V's for which 0 < 81 < 1.8 will be very close to a Type V distribution with respect to its first four moments. The second derivative of the Type V curve is negative close to 8 1 M 0 and is positive when 81 is large, so there will be at least one point ( y 1 ,y) on the ,1% When X 1 and X 2 are not iid, matters become more complicated.
The relationship between the (01,y') and (8',g") pairs of the summands and the y) pair of the sum is not so easily described as in the iid case. The key result here will be Theorem 3, although Theorem 2 will be useful also. This and the above imply
The proof of the second assertion is similar.3 .i K 2 L 1 R, then we get strict inequality in (2) when we go up from (3) to (2). Strict inequality in (2) implies strict
when -=L holds. This shows that the "only if" part of the K2 L2
This implies inequality in (4) Beta distribution, Pearson curves, sums of independent random variables.
