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Abstract--The nterprise of system modelling is comprised of two tasks: the model 
specification and the model or parameter estimation. The model specification task 
borrows on our understanding of the system workings, as they can be manifested in a 
formal mathematical way. Therefore, it is liable to the risks of partial knowledge or 
incorrect understanding of some facets of the system function. This necessitates 
objective and exhaustive tests for the validity of the postulated models. Such an 
effective and universal test can be found in the nonparametric formulation of Wiener's 
theory for the identification of nonlinear systems. This paper discusses the "whys" 
and the "hows" of this model validation procedure, that offers, in addition, con- 
structive suggestions for model alternatives. 
1. INTRODUCTION 
In its first stage of development as a scientific discipline, system modelling has mostly 
followed the parametric approach, in which a mathematical expression containing a 
number of unknown parameters i postulated as the quantitative relation among system 
variables (model specification task), and the unknown parameters are sought to be 
estimated on the basis of observed input-output data (parameter estimation task) [1]. 
This parametric approach allows conceptual clarification of the causal relations among 
the system variables and provides insight into the functional character of the system [2]. 
The great benefits of parametric modelling, however, may turn into treacherous pitfalls if 
the postulated model is not an accurate representation of the actual situation. The 
estimation of parameters makes little sense in that case, and may lead to inconsistent 
results and meaningless or even erroneous conclusions. The task of model validation 
thus becomes an important and necessary step in parametric modelling. 
Model validation is always based on the degree of agreement between the experi- 
mentally observed and the model-predicted data. Considerable argument centers on the 
type of experimental data that can provide a conclusive test for the validity of a model. 
The issues of nonlinearity and nonstationarity as they relate to the dynamic range and 
length of the experiment fall within the perimeter of this argument. As do questions of 
high vs low frequency response and transient vs steady-state behavior of a system. 
Final ly--and most importantly--the very procedure by which the parametric model is 
constructed, is seldom based on first principles or physical laws, and in all but a few 
cases bears an artistic character borrowing on intuition and reflecting subjective judge- 
ments. 
All these portray a situation in great need of a general theory and methodology that 
can cover most cases of practical interest and provide an objective framework within 
which models can be judged for validity, placed in relative perspective and compared on 
305 
306 VASIL IS  Z.  MARMAREL IS  
important functional characteristics. We propose that this theory can be found in 
Wiener's functional expansion as has been extended and advanced by various in- 
vestigators in the course of the last twenty years [3-6]. The resulting methodology makes 
use of white-noise test inputs to obtain nonparametric models in the form of a general 
functional expansion that covers most cases of practical interest (i.e., all single-valued 
nonstationary nonlinear causal systems with finite output mean-square). 
Weiner's theory combines a general model form with an exhaustive test input (i.e., 
Gaussian white noise), and therefore provides the objective and effective means for 
parametric model validation. Methods have been developed recently that render this 
approach practicable even in the complicating presence of nonstationarities and non- 
linearities [7]. In the following, we will discuss some ways in which the nonparametric 
approach can be usefully employed for the purpose of "exhaustive and constructive 
val idation"-- i .e.,  a validation process that covers all input possibilities in terms of 
frequency and amplitude range, and suggests at the same time ways of modifying the 
originally postulated model as to bring it into agreement with the observed data. 
2. THE NONPARAMETRIC  APPROACH 
The use of a functional operator to denote the transformation of the input x( t )  of a 
causal system into its output y(t) led to the notation of an analytical functional power 
series expansion in direct analogy to the Taylor series expansion of analytical functions. 
Thus, the input-output relation of any analytical time-invariant nonlinear system can be 
explicitly represented by the Volterra series expansion [8] as 
y(t) = k.(rl • • • q ' . )x ( t  - " tO . . .  x ( t  - 7.) dq'l • • • d~'~, 
o 
(1) 
where the set of kernel functions {k,} characterize the system dynamics entirely. 
Wiener was the first to suggest hat functional expansions could be effectively used in 
the study of nonlinear systems in connection with white-noise test inputs [6]. He 
developed an orthogonal functional expansion of the system output when Gaussian 
white-noise is presented to the input, and used the resulting series (Wiener-series) as a 
general model form for all systems (functionals) with finite output mean-square. The 
resulting orthogonal (Wiener) series takes the following form: 
In/21 ( -  1)"n !Pm . h,(Tt . - -  Tn--2m, Orl, (31"1- O'ms O'm) 
y( t )= G, [h , ;x ( t ) ]  = (n -2m)!m!2  m "" 
n=0 n=0 = 0 
x( t  - ~'l) • • • x ( t  -- "rn-2m) drl • • • dr,-2m dt r l . . ,  dtr,,, (2) 
where [n/2] denotes the integer which is less than or equal to n/2 ,  and P is the power 
level of the Gaussian white noise input. The nth order Wiener kernel h, is, in general, 
different from the nth order Volterra kernel k,. The exact mathematical relations 
between these two sets of kernels can be found by combining Eq. (1) with Eq. (2) to 
obtain [5] 
h, ( ' r l . . .  7 , )  = (n  + 2m)!P  m • • k,+2m('rt • • • Tn, O'1, O '1 - . .  Orra, Ors) dt r t . . ,  dtrm 
m=o n !m !2"  o 
(3) 
roy k , ( r l . . .  T,) = ~ (-1)m(n +2m)!pm " hn.2m('r, • • • 
.1=o n !m !2" o 
q'n, tYl, orl • • • o'm, O'ra) dOrl • • • dtrm. 
(4) 
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For this reason, we propose that the probing into the high-order kernels be done by 
varying the power level of the white-noise input and observing the changes in the 
first-order and second-order kernel estimates according to Eq. (3). This should be an 
effective method of validation in most cases, while at the same time it requires only the 
estimation of the first- and second-order kernels. Obviously, the insight gained via this 
approach into the structure of high-order kernels is less than if we had the actual kernel 
estimates; however, the computational trade-off makes this latter approach by far more 
attractive in a practical situation. 
4. CONCLUSIONS 
A method of parametric model validation is proposed that makes use of the Volterra- 
Wiener functional expansions and Gaussian white noise test inputs. The Volterra- 
Wiener expansions place the problem of system identification in a nonparametric 
context, and thus free the model validation process from the prejudice of the postulates. 
The Gaussian white noise input on the other hand offers an exhaustive test input both in 
terms of frequency and amplitude range. Finally, we believe that the nonparametric 
analysis of the system input-output data (i.e., kernel estimation) can reveal useful insight 
about the composition of the nonlinear parametric model (differential equation) 
representing the system under study. 
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