Tornado prediction methods and main mechanisms of tornado genesis were analyzed. A model, based on the superposition principle, has been built. For efficiency evaluation, the constructed model has been tested on real-life data obtained from the University of Oklahoma (USA).
Introduction
Tornadoes are a major disaster hazard. For instance, direct losses to the US economy, caused by tornadoes for the period from 2010 to 2014 were about 16.5 billion dollars (NOAA, US National Weather Service). Therefore, accurately forecasting these events as far in advance as possible is an important research activity.
However, achieving forecasts with long lead times is difficult because tornado genesis process is still not understood fully [Rasmussen et al., 2004] . Furthermore, it has been noted that a crucial part of the process is chaotic, which makes prediction of tornado even more complicated [Rhodes, Senkbeil, 2014] .
The approach to model tornadogenesis using dynamic processes is time and resource consuming, and owing to the small scale of a tornado, physically-based numerical weather prediction models still do not provide very good results.
In this work we propose a new approach into disaster prediction by using the methods of intelligent data analysis for detecting tornadic circulations from the set of all observations A. As a result, constructed models predict tornado occurrence with higher efficiency. In addition, intelligent data analysis methods work faster than simulation by dynamic weather prediction models, allowing extra time for reacting and preventing dangerous repercussions of the disaster.
The basic goal here is to find the main patterns between different characteristics of air circulation and, given these patterns, detect tornadoes. For this purpose, the following parameters of air circulations are used -temperature, air pressure, relative humidity, velocity of the air flow and many other physical characteristics of the near-storm atmosphere.
There are numerous procedures that allow choosing alternatives from the initial set. In this work, we consider choice procedures of a special type based on the superposition principle 1 [Aleskerov et al., 2014] . Superposition has several advantages. First, the computational complexity of the model can be managed. Unfortunately, most existing machine learning algorithms have a high computational complexity, so they cannot be applied in the case of large number of observations or/and criteria. The use of superposition allows reducing the complexity by applying methods with a low computational complexity on first stages and more accurate methods on final stages. Consequently, our models can be applied to larger initial datasets.
Second, superposition allows us to combine different methods and use several criteria simultaneously on each step. Moreover, models based on the idea of superposition can be interpreted easily since we can apply several simple methods instead of a complicated one. In addition, superposition will help to reduce the influence of drawbacks of initial methods. Hence, our model may have advantages of all previous techniques.
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Literature review
We consider here only the studies on application of intelligent data analysis methods to the tornado prediction. Adrianto et al. [2009] proposed the use of support vector machines (SVM) for tornado prediction, i.e. the algorithm constructs a hyperplane that separates a set of elements into two classes (e.g., tornadoes and non-tornadoes).
The defining function is presented as a dot product of two vectors. The first one is a vector of circulation attributes, such as wind speed, temperature, air pressure on the surface, relative humidity at different levels, etc. In turn, the second vector consists of weight coefficients, which show the importance of each parameter in tornado prediction process. So, small absolute value of weight coefficient means that the parameter almost cannot influence future tornado detection. Correspondingly, high value of the coefficient indicates high prediction power of the attribute.
However, the accuracy of all methods based on linear regression is very low. Recently, Trafalis et al. [2014] also proposed other approaches to this problem.
The first mentioned technique is an improvement of the aforementioned method of support vector machines with reverse features elimination (SVM-RFE). According to this approach, one should realize the standard SVM algorithm and get weight coefficients. Afterwards the attribute which has the lowest value of the weight coefficient is eliminated from the features list. Subsequently, the algorithm iteratively continues until only one parameter remains.
At the end of the process, the sequence of eliminated attributes transforms into the ranking of the parameters by the following rule. The number of the attribute in the ranking is equal to the number of iterations (backward), when the attribute was eliminated.
However, the ranking is not the only goal of this method. Some features of air circulation might not help, but even interfere with tornado detection (giving false signals). Therefore, the last step of the SVM-RFE algorithm is choosing the number of parameters which are used for tornado detection. For this purpose, one evaluates the accuracy of the method according to the number of used attributes (it is important to point out that the algorithm uses only top attributes from the ranking).
One more method proposed for tornado prediction is a neural network approach [Marzban et al., 1996 , Marzban, 2000 , Lakshmanan et al., 2005 . The main idea is the construction of a non-linear function that maps real-valued input variables to a number varying from 0 to 1. The most popular version of neural network is used -three-layer perceptron network. Such a neural network has one hidden layer of neurons.
The next proposed technique is Random Forest method (RANF), developed by Breiman [2001] . It is a group classifier with multiple decision trees, wherein each tree is trained on a part of all attributes, chosen randomly. Consequently, the predictions of all trees are aggregated by the classification based on the majority of the votes over all classifiers.
The last proposed algorithm is Rotation Forest method (ROTF) by Rodriguez et al. [2006] . This method utilizes principal component analysis (PCA) to distinguish attributes which are used to construct a decision forest. This forest consists of decision trees which are trained on the whole data set in a rotated feature space. The set of parameters is randomly divided into K groups. Afterwards, principal component analysis is performed simultaneously on each group. As a result, we receive K classifiers that compose one classification instrument. This instrument works in the same way as RANF; classification is based on the majority of the votes over all of the trees.
It is important to point out that all the aforementioned methods have specific drawbacks, which decrease the accuracy of tornado prediction. Accord-ing to the aforementioned previous studies, all techniques detect only a fraction of the tornadoes (more than 25% of all tornadoes are missed). In addition, a significant part of tornado signals (about 20%) is false alarm, which is also very important. Thus, general accuracy of these methods (from 51 to 57%) is not high enough for efficient application in real life, because such results slightly exceed tornado prediction by the coin toss.
In this work we use choice functions, based on the superposition principle [Aleskerov et al., 2014 ] to make tornado prediction. Usually a standard choice function C 1 (⋅) consists in the choice of some subset of alternatives that satisfy the predefined condition.
Ideally the specified condition should be "being tornadic circulation." However, in real life it is difficult to satisfy this condition. Hence, we use some simpler conditions, which narrow the initial set of observations and get trustworthy results by application of the superposition principle.
Superposition of two choice functions C 1 (⋅) and C 2 (⋅) is a binary operation , the result of which is a new function C * (⋅) = C 2 (⋅) C 1 (⋅) , which has a form ∀X ∈2 [Aizerman, Aleskerov, 1995] . In short, the latter function C 2 (⋅) is used on the data obtained by the application of the former one C 1 (⋅) . It is necessary to mention that in the case of change of methods' application order the result might be totally different, as the superposition is not commutative and the functions C 1 (⋅) and C 2 (⋅) can be completely diverse. The properties of the superposition operator were studied in [Aizerman, Aleskerov, 1995; Aleskerov, Cinar, 2008; Shvydun, 2015] and other papers.
Preliminary data analysis

Data description
Here we use the same data as Trafalis et al. (2014) . It is the dataset of meteorological parameters, circulations and observations calculated by application of the Mesocyclone Detection Algorithm (MDA) and near-storm environment (NSE) algorithm from Doppler radar velocity data. These two methods were developed at the National Severe Storms Laboratory [Kingfield et al., 2012] . The main idea of these methods is an analysis of azimuthal shear in Doppler radar velocity and rotational strength data in 3 dimensions.
In this dataset we have 10,816 observed circulations (721 of them are tornadic circulations) taken from 111 storm days. Unfortunately, these storm days are not consecutive -these circulations took place in the time period from 1995 to 1999. All observations contain 83 attributes, which describe physical characteristics like pressure, temperature, wind velocity, etc. In addition, one parameter shows the date of circulation occurrence (month). In turn, the target parameter is binary (tornado or non-tornado), which means that our problem is classification of these data into two classes.
Additionally, it is important to highlight some specific features of these data which interfere with tornado prediction. For instance, some observations account for one air circulation. The difference between them is explained by the fact that one mesocyclone was detected at different times by different radars.
Because, there is an assumption that the parameters leading to tornadogenesis are location invariant, a feature of the dataset is the absence of information about the place, where observation was made. Thus, we have neither information about any characteristics of observation location (hill existence or distance from the ocean, for instance), nor just approximate locality (for example, state).
Data correction
Any data mining process requires data preprocessing, such as deleting duplicate or outlying values and verification of value intervals. In addition, in some situations it can be important to check measure units.
Thus, we began examining the data in terms of outliers. For instance, attribute V23 (meso low-level convergence) for one circulation had a value equal to -32,768. In meteorological data sets, this undocumented value is normally taken as a flag for missing data. However, from the theoretical point of view the range of values for this parameter is from 0 to 70. Therefore, this observation was replaced by the mean value of the parameter. Afterwards we analyzed the data in terms of intervals of parameter values. Investigating all attributes one by one we got first hint for possible problems at V2 (meso base). The problem is that all values of the parameter lay from 0 to 229, although in theory they can reach the level of 12,000. Nevertheless, it is only a potential hint, because these data might be a real situation with a small range of the values takes place.
However, studying V4 (meso strength rank) we find one more hint for incorrect data. Namely, the values should be from 0 to 25, while in the dataset the range of the values is much wider -from 14 to 12,337. In addition, for V5 (meso low-level diameter) we can find a similar situation: theoretical range (0-15,000) and the real one (0-18) differ strongly from each other. Thereby we have the situation illustrated by Table 1. All discovered features allow us to propose the following hypothesis: parameters V3, V4, V5 should be shifted. Thus, we may notice that the values of parameters V3, V4, V5, V6, V7 suit much better to the left neighbor attribute. The rest of the study is selecting the whole list of parameters, which need shift. For this purpose, we will continue to study ranges of the attribute values.
The last parameter is V25 (meso range), is suspicious , as the values of the next attribute (from 7,628 to 10,136) do not match; because the range of the mesocyclone equal to 8,000 km seems to be excessive. In turn, V2 values, which are not used now (they should be shifted to the V1, but that attribute has the right values), lie from 0 to 229. It means that these figures suit to V25.
So, the next data alteration is the following data shift: the values for V3 -V25 attributes are shifted to the previous attributes (for instance, V3 values are now V2 values). Meanwhile, V2 values go to V25.
At the next stage we noticed another specific data feature. V51 (magnitude of the low-level shear vector (surface to 3 km above ground level)) values are equal to the values of V66 (Average Relative Humidity in 0-1 km layer) for the majority of the circulations (5,171 of 5,409). Meanwhile, for the other 238 circulations V51 values are equal to the values of V67 (0-1 km shear magnitude). As an example, we present some values from the dataset (Table 2 ). In this example we have circulations with V51 equal to V66 and V67 (the latter is highlighted bold). It is important to point out that highlighted circulation has different values from all other data for attributes in the range V59-V76.
This data feature allows us to propose one more hypothesis; we need another shift in the dataset. However, we should decide what piece of data will be altered; either figures for 238 circulations or attribute values for 5,171 circulations. For this purpose, we study the attributes from the physical point of view.
The best parameter for this task is V66 (average relative humidity in 0-1 km layer). In the case of shifting 238 circulations' figures, this attribute's values will be up to 632, which is certainly extremely high value for this parameter. Because of it, we decided to shift the majority of circulations (V59-V76 will be shifted to the attribute with the higher number).
However, this data shift has crucial difference from the previous one. In the previous case V2 data went to V25. However, V77 values do not go to V59. The reason for this peculiarity is the fact that the range of V77 is equal to [-13,917; 20,170] .
At the last stage of preliminary data analysis we study the values of the attributes in terms of the meaning of the circulation parameters. Here we are faced with some problems again. For instance, V26 (actual surface pressure) has values varying from 7,628 mb to 10,136 mb. Obviously, the decimal before the last digit is missing as taking into account the measure unit (1 mb = = 0.001 b ≈ 0.001 atm) that would be impossibly high pressure, up to 10 atmospheres. According to the same principle, we point out the list of parameters with "strange" range of the values. However, the decimal can be inserted and the problem will be eliminated.
A correlation of the parameters
When data preprocessing has been completed, we start data analysis. However, here we face another problem. Certainly, a large amount of data can give us a lot of information, which can help to predict a tornado. However, using of too much information may make our model excessively complicated. So, for the purpose of decreasing the amount of information analyzed, we have decided to examine the data more thoroughly and to choose parameters which will play greater role in our tornado prediction model.
For this purpose, we examined the correlation between different parameters to detect attributes with high correlation. These characteristics can be discarded, because we can predict the value of one parameter using the value of the other one. For instance, attributes V61 (Average Mixing Ratio in 0-1km layer) and V62 (Average Mixing Ratio in 0-3km layer) have correlation equal to 0,984. Taking into account this fact, we decided to use only one of these parameters.
Thus, in Table 3 we can see all pairs of attributes for which the absolute value of correlation coefficient is higher than 0,85. From each pair we discarded one of the attributes 3 . For this purpose, for each pair we studied which of the parameters belongs to a larger number of highly correlated pairs and rejected it.
It is important to mention that during parameter rejection we found not only pairs, but also triplets of attributes with high absolute value of correlation coefficient. For instance, one of such triplets consists of V2 (Meso base), V3 (Meso depth) and V18 (Meso core depth) and, according to the attribute correlation, we kept only one attribute from this triplet. 
An analysis of the distribution of parameters
The next step of choosing characteristics consists of choosing parameters which have different distribution of the tornadic and non-tornadic circulations. This procedure helps us to detect tornadoes in the following way. If a parameter has different distribution for circulations of different types, it has ranges, where tornadic circulations occur more rarely. As a result, we can be more confident that certain circulation is nontornadic.
For instance, on Figure 1 we can see the distribution of tornadic and nontornadic circulations according to the parameter V3 (meso depth of the circu-lation). For this parameter, if an element has a small value in the range 0-1,000 m, we can claim that it does not seem to be a tornado. Meanwhile, if the value is in the range 10,000-12,000 m, the circulation has higher possibility to become tornado.
Additional considerations
The next step will help us to add attributes of circulation, which have not been highlighted. These parameters can be important in tornado evolution process, so we studied the procedure of tornadic circulation formation paying attention to the physical processes.
At this stage we should remember that the main goal is prediction of tornados in advance, to have enough lead time to warn people. Therefore, only those selected parameters that aid in this goal should be used in our research. To that end, we studied the tornadogenesis process from the physical point of view. As a result, we divided the list of all parameters into two parts: a priori characteristics, which give a signal for tornado occurrence beforehand, and a posteriori ones, which only fix the prediction when the disaster has already happened. For instance, such attribute as meso low-level rotational velocity might be good a priori predictor of tornadogenesis. However, in these data, we did not find evidence, that this is the case and excluded it. Afterwards choosing only a priori parameters gives us the final list of characteristics used in finding patterns.
Framework
Consider a finite set A of alternatives evaluated by n parameters, i.e. the vector of values ( u 1 ( x) , …, u n ( x) ) is assigned to each alternative x from A, i.e.,
The problem lies in constructing a transformation C (⋅) -the rule of aggregation over A -such that C (⋅) : A → R 1 . Our model is based on a superposition principle, applied for different choice functions. There are different ways on how to construct a choice function C (⋅). One of the options is provided below:
where u i (⋅) and u j (⋅) are the values of two exact parameters i, j ∈{1,…,n} of an observation, while b is the threshold value that depends on the initial set X and chosen parameters i and j. In turn the values α i , α j are automatically defined by the following linear optimization problem
where t l is the variable, which shows the ground truth of l-th observation (tornado or no tornado); N -number of observations in the dataset X.
Note that other forms of the choice function can be used in the model. As a result, we got a sequential pointing out group of tornadic observations (Fig. 2) .
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Fig. 2. Example of choice functions' superposition (inscriptions above the vertices present the parameters used at this stage)
The main idea of our model is the construction of a certain number of such superposition sequences in order to distinct tornadic and non-tornadic observations. Afterwards, we unite them and the resulting prediction of our model will be the union of observation sets, obtained by different superpositions.
Application of the model
As it was mentioned before, we apply our model to the preprocessed data obtained from the University of Oklahoma. For the correct application we need to construct training and testing datasets. According to the standard rules of data mining the whole dataset should be divided into two parts in the ratio 70:30, where the larger part is the training set.
However, here we face the following problem. At the end of the study we will compare our model with the previous ones. In their study Trafalis et al. [2014] used another separation ratio -they divided the original dataset into two equal parts. As a result, if we use the standard ratio, the comparison would not be correct, because increasing the size of training dataset improves the accuracy of the model. Thus, we decided to apply the model twice. The first application will use equal separation and help us to compare the results. In turn, the second application will use standard data division ratio and show the accuracy of the model in standard conditions.
After the data sampling, it is important to choose the metrics for model comparison/evaluation, because there are numerous available "efficiency calculations." In Table 4 four of them are presented. tp -true positive prediction, fp -false positive prediction, tn -true negative prediction, fn -false negative prediction
Effi ciency calculation method Formula
Classifi cation Accuracy CA = tp + tn tp + tn + fp + fn
Probability of Detection
Analyzing the efficiency calculation methods, at the first stage we reject Probability of Detection and False Alarm Ratio, because any one of these techniques does not take into account significant part of the results. For instance, the former takes into consideration only predictions for tornadic circulations. In turn, the latter does not consider the number of missed tornadoes. Two methods would need to be examined to obtain a characterization of the model.
At the second stage we should choose between Classification Accuracy and Critical Success Index. Given the peculiarity of the data, wherein about 93% of observations are non-tornadic, we reject Classification Accuracy since if we use classification accuracy all models will have almost the same results. Thus, we choose Critical Success Index.
When all preparations are over we apply the constructed tornado prediction model and evaluate its efficiency. As a result, we obtained the following figures (Table 5) for 50:50 division ratio (the tornado prediction procedure was repeated 20 times and the value in Table 5 .2 is the mean value).
In turn, in case of standard 70:30 data division for training and testing sets the efficiency of our model is even higher and equal to 0,63.
Comparing all tornado prediction methods in terms of three techniques of efficiency evaluation (POD, FAR and CSI), we will get the following Roebber's (2009) performance diagram (Fig. 3) . As we can see, the improved de-cision tree Pareto-dominates all other models except slight predominance of logistic regression in terms of probability of detection. 
Conclusion
As expected, the results of improved decision tree model exceed the results of all models, which were applied before. The improvement arises as the false alarm ratio is notably smaller with this technique. There is a small tradeoff of impressed misses, compared to logistic regression. According to mete-orologists' opinion, a skill improvement equal to 0,05 is significant development. As CSI is an important component of skill, constructed model is a successful attempt to improve tornado prediction technique. Therefore, the improved decision tree model provides the best opportunity to provide accurate tornado formation predictions with sufficient lead times. 
V50
Temperature difference (C) between 700 and 500 mb.
V51
Magnitude (kts) of the low-level shear vector (surface to 3 km agl)
V52
Average wind speed in the 500-300 mb layer (knots)
V53
Maximum theta-e (Kelvin) in the lowest 300 mb V54 Mean lapse rate in the 850-500 mb layer (C/km)
V55
Mean shear through a specifi ed depth (hodograph length over a specifi ed depth divided by that depth; *1000 s^-1)
V56
Deep-layer shear vector magnitude (knots). The upper vector is the 9-11 km mean wind vector and the lower vector is the 0-2 km mean wind vector. 
