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résumé et mots clés
Cet article présente une méthode géométrique d’estimation de la structure d’objets 3D à partir de la connaissan-
ce de leur mouvement et d’une séquence d’images monoculaire, en tenant compte de l’ensemble de la chaîne de
perception. L’estimation des positions 3D est ici rendue possible par l’exploitation des propriétés de la représen-
tation de Plücker, dont l’avantage est de présenter une formulation géométrique invariante de la droite 2D et 3D.
À noter que cette méthode est bien adaptée à la prise en compte de tout objet que l’on peut décrire par une
approximation polygonale.
Estimation de la structure à partir du mouvement, analyse du mouvement 2D, représentation de Plücker
abstract and key words
This article deals with a geometric method that estimates the 3D structure of an object from the knowledge of their
motion and a monocular image sequence, taking into account the whole acquisition scheme. The estimation of the
3D positions is done via the properties of the Plücker modelization, whose benefit is to ensure an invariant geo-
metric formulation of the 2D and 3D straight line. Besides, this method is well suited to deal with objects which
can be described by a polygonal approximation.
Structure estimation from motion, 2D motion analysis, Plücker representation
1. introduction
Dans le domaine de la vision par ordinateur, un des points
importants demeure la reconstruction géométrique d’une scène
dans un environnement 3D à partir d’indices visuels 2D, comme
il est souvent nécessaire, par exemple, pour les applications de
la robotique mobile, l’imagerie médicale, la télésurveillance où
l’on cherche à localiser un objet dans une scène 3D. L’étude de
ce problème a donné lieu à de nombreux travaux qui utilisent
différents contextes ou primitives [AS00, TK95, Sha95, HN94,
LH88]. De nombreuses méthodes ont été développées pour esti-
mer la structure 3D d’objets à partir de plusieurs vues. Elles peu-
vent être regroupées essentiellement en trois approches : les
méthodes basées sur le suivi de primitives, celles basées sur des
approches différentielles et finalement celles qui exploitent les
corrélations spatio-temporelles. On peut notamment estimer la
structure 3D à partir de l’intensité des pixels de l’image ou de la
texture des objets [BG98, Gar93, KC89] des contours extraits
[MDMC91, BAS+87] de connaissances géométriques sur l’objet
3D[Csu96, ER87, HS87] de l’analyse stéréoscopique de la scène
[FA97, Fau93, Aya89, DA89], du mouvement de la caméra et/ou
des objets de la scène  [AM99, BZM97, DZB92, ER87, LHP80],
etc.
La méthode proposée se place dans le cadre des travaux d’esti-
mation de la structure à partir de la connaissance du mouvement
(« structure from motion ») [FIH99, OG99, BZM97, DZB92]. Il
s’agit d’une méthode géométrique de reconstruction 3D basée
sur la représentation de Plücker [Bou00, BNB99b], dans le cas
où l’observateur et l’objet sont mobiles. Par nature, la représen-
tation de Plücker repose sur des primitives de type point et seg-
ment qui sont exploitées dans cet article. Dans ce genre d’ap-
proche, le mouvement peut être par ailleurs estimé par des
méthodes telles que [Zha95, JJ84].
L’étude porte principalement sur deux points :
– le suivi des primitives 2D, où la difficulté réside dans l’éti-
quetage des segments de l’objet (obtenus par segmentation
[Der87], chaînage des contours et approximation polygonale
[HM95, Gir87]) dans la séquence d’images. Pour cela, on prédit
à l’aide d’un filtre de Kalman, les positions successives des
points et des droites supports des segments suivis. Cette prédic-
tion sert à définir l’espace de recherche dans le plan image pour
effectuer la mesure. La mesure ainsi choisie, par minimisation
d’un critère de distance [DF92] entre la mesure prédite et les
mesures courantes, permet de mettre à jour le filtre qui effectue
la mise en correspondance des segments de même que le calcul
des caractéristiques du mouvement 2D relatif de l’objet. 
– l’estimation des positions 3D des points et des segments de
droites, qui est obtenue à partir du suivi 2D dans la séquence
d’images, de leur projection dans le plan rétinien, de la connais-
sance du mouvement de la caméra et de l’objet, et des para-
mètres de calibrage. L’exploitation des  relations en représenta-
tion de Plücker [Sdi93, Xie89, ER87] liant une droite 3D à sa
projection perspective dans le plan rétinien permet alors d’esti-
mer la position spatiale 3D des points et segments de droite
[Bou00, BNB99b, BSC95].
Pour valider la méthode de reconstruction proposée, des expéri-
mentations sur données synthétiques et réelles sont également
présentées.
2. suivi des segments 2D
Une des principales étapes du processus d’estimation de la
structure à partir du mouvement concerne la mise en correspon-
dance des segments d’une image à l’autre.
Dans notre cas, elle est réalisée par un filtre de Kalman  qui pré-
dit la position du segment dans l’image suivante et définit une
région de confiance dans laquelle doit se trouver la mesure cor-
respondante. On a choisi de décrire le mouvement des segments
dans le plan image par un modèle affine bidimensionnel.
L’intérêt du mouvement affine [Sha95] réside dans sa capacité à
décrire une vaste classe de déplacements, même non-rigides
dans certaines proportions.
L’équation générale du mouvement affine (ak, dk) s’écrit :
pk+1 = ak pk + dk (1)
où pk (uk, vk)T est le vecteur des coordonnées « pixel » d’un
point 2D à l’instant k , ak est une matrice carrée dimension deux
et dk un vecteur de dimension deux. Ces paramètres caractéri-
sent le mouvement affine 2D.
On choisit de modéliser le problème du suivi de primitives seg-
ments (décrits par leurs extrémités) sous forme d’équations
d’état (dynamique et observation) : Xk+1 = A
′
kXk +D
′
k +Wk (a)
Yk+1 = Xk+1 + Vk+1 (b)
(2)
où :
– Xk (p1k, p
2
k)
T est le vecteur d’état composé des coordonnées
2D de  chaque extrémité pik du segment, à l’instant k ;
– (A′k,D
′
k) est le mouvement affine du segment perçu dans
l’image avec  A′k =
(
ak 02
02 ak
)
(02 est la matrice carrée nulle
de dimension 2) et D′k (dk, dk)T ;
– Yk+1 constitue le vecteur de mesures issues de l’étape de seg-
mentation [Der87] des images, à l’instant k + 1. Il est donc
composé des coordonnées pixel des extrémités des segments ;
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– Wk (w
1,u
k , w
1,v
k , w
2,u
k , w
2,v
k )
T et Vk (v
1,u
k , v
1,v
k , v
2,u
k , v
2,v
k )
T
sont des bruits blancs gaussiens additifs de moyennes nulles et
de matrices de covariance respectives Qk = σ2QI4 et
Rk = σ2RI4 (In représente la matrice identité de dimension n ).
Remarque : La présence du terme  de bruit de modèle Wk per-
met notamment de tenir compte des dérives éventuelles du
modèle de  dynamique des primitives. Le vecteur Vk modélise
les erreurs de calibrage de la caméra et  de segmentation (qui
dépendent elles même des bruits inhérents de capteur, notam-
ment).
2.1. prédiction des positions 2D
La solution de ce problème d’estimation (eq. 2) repose sur un
filtre de Kalman [BSL93] qui calcule, à chaque instant, les posi-
tions du segment. La structure générale de ce filtre se décompo-
se en deux étapes : une étape de prédiction de l’état du système
(à partir de l’équation de dynamique 2a) et une étape de correc-
tion de cette estimation (à partir de l’équation d’observation 2b).
Les équations de prédiction du filtre s’écrivent (état prédit et
covariance de l’erreur de prédiction) :
 X̂k+1/k = A
′
kX̂k/k +D
′
k
P˜k+1/k = A′kP˜k/kA
′T
k +Qk
(3)
où X̂k+1/k représente l’estimation de l’état à l’instant k + 1 à
partir des mesures jusqu’à l’instant k ; P˜k/k est la covariance de
l’erreur d’estimation du filtre à l’instant k .
2.2. suivi des primitives dans la séquence 
d’images
La difficulté réside maintenant dans le suivi de  chaque segment
le long de la séquence d’images afin d’initialiser l’équation de
mesure du filtre (eq. 2b). En effet, le problème principal de la
description d’une scène 3D par un ensemble de segments est
qu’elle engendre un nombre important de mesures  potentielles
et qu’une seule doit être choisie. Il existe plusieurs solutions à ce
problème de suivi multi-cibles, telles que les méthodes d’asso-
ciation probabiliste de données (PDAF), les techniques de suivi
multi-hypothèses (MHT) [BSL95], la minimisation d’une fonc-
tion de similitude, etc.
La solution retenue ici est celle de la minimisation de la distan-
ce de Mahalanobis [DF90]  entre deux vecteurs de paramètres
(les coordonnées 2D des extrémités, par exemple). Ce critère est
largement utilisé dans les applications de vision par ordinateur.
La méthode consiste à trouver le correspondant le plus plausible
parmi l’ensemble des segments de la zone étudiée et détecter
éventuellement l’absence de correspondant dans l’image cou-
rante. On calcule donc cette distance pour toutes les primitives
de l’image : le correspondant le plus probable est celui qui mini-
mise la fonction, soit celui pour lequel la distance est en dessous
d’un seuil défini.    
L’étape précédente (éq. 3) permet de prédire la position du seg-
ment dans l’image à l’instant k + 1. On détermine maintenant le
segment correspondant dans l’image segmentée par minimisa-
tion de la distance de Mahalanobis entre l’état prédit et chaque
mesure potentielle :
d(X̂k+1/k, Y ik+1) =
(X̂k+1/k − Y ik+1)T (P˜k+1/k +Rk+1)−1(X̂k+1/k − Y ik+1)
(4)
où (Y ik+1)i=1..n représente l’ensemble des primitives issues de
la segmentation.
Le segment retenu est celui pour lequel la distance se trouve en
deçà d’un seuil déterminé.
2.3. estimation des positions 2D
Les segments mis en correspondance sont utilisés pour mettre à
jour l’estimation réalisée par le filtre. Les équations du filtre de
Kalman s’écrivent alors:
Kk+1 = P˜k+1/k(P˜k+1/k +Rk+1)−1
P˜k+1/k+1 = P˜k+1/k −Kk+1P˜k+1/k
X̂k+1/k+1 = X̂k+1/k +Kk+1(Y ∗k+1 − X̂k+1/k)
où Y ∗k+1 est la mesure (ici le segment) retenue dans l’étape de
mise en correspondance.
Si aucun segment n’est retenu, le filtre fonctionne alors en pré-
diction pure.
2.4. estimation du modèle de dynamique
Pour éviter toute divergence du filtre consécutive à une erreur de
modélisation du mouvement, on calcule de manière adaptative
les paramètres du mouvement affine. Ce calcul est effectué pério-
diquement lorsqu’aucun segment n’a été mis en correspondance.
En effet, cette absence de détection  peut avoir plusieurs origines.
La première provient de l’hypothèse de stationnarité du modèle
de dynamique qui ne peut être garantie à long terme. Cette déri-
ve de modèle implique une erreur dans la prédiction de la posi-
tion du segment, qui interdit toute mise en correspondance.
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La deuxième raison est issue du processus de génération des
mesures. Les « mesures potentielles » sont extraites de l’étape
de segmentation de l’image étudiée, qui peut donner lieu (selon
les conditions opératoires) à une absence de segment à mettre en
correspondance (phénomène d’occultation, mauvaise segmenta-
tion, etc.).
En résumé, on choisit de corriger les paramètres du mouvement
lorsque l’on est en absence de mesure potentielle dans l’image
courante (le seuil sur la distance de Mahalanobis est dépassé
pour l’ensemble des segments candidats). On utilise pour cela
les segments précédemment étiquetés pour recalculer par
moindres carrés les matrices de mouvement affine (ak, dk ). On
prédit ensuite la position du segment dans l’image courante à
partir des nouvelles caractéristiques du mouvement. S’il n’y a
toujours pas de segments à mettre en correspondance, le filtre
fonctionne simplement en prédiction.
3. reconstruction 3D
La méthode de reconstruction 3D retenue repose sur la repré-
sentation de Plücker [Sdi93, DRLR89, Xie89] d’une droite. Elle
présente l’avantage d’être invariante en 2D et 3D en terme
d’opérations géométriques comme le produit scalaire ou le pro-
duit vectoriel. Un certain nombre de relations déduites de cette
considération permettent d’aboutir à une reconstruction 3D de la
primitive segment. 
3.1. représentation de Plücker
Soient P0 et P deux points de l’espace tridimensionnel apparte-
nant à une même droite [Xie89]. Si l’on représente la direction
de cette droite par le vecteur unitaire U, l’équation liant ces deux
points s’écrit :
P = P0 + αU (6)
où α est un coefficient réel. Celle-ci peut se réécrire sous forme
d’un produit vectoriel :
(P − P0) ∧ U = 0 (7)
La représentation d’une droite par ses coordonnées de Plücker
est définie par le couple (U, L) tel que :
L = P ∧ U (8)
de sorte que le produit scalaire est nul :
L · U = 0 (9)
Un segment du plan rétinien est la projection perspective d’un
segment du monde 3D. Par rapport au même repère, le forma-
lisme de représentation est rigoureusement identique pour une
droite 2D ou une droite 3D (figure 1). Cette propriété est exploi-
tée pour l’estimation de la structure 3D de segments de droites
dans une séquence d’images. L’équation d’une droite 2D liant
ses coordonnées de Plücker (u,l) s’écrit (éq. 8) :
l = p ∧ u (10)
De plus, il existe en coordonnées de Plücker des relations intrin-
sèques liant les coordonnées d’une droite 3D et sa projection
perspective[BSC95], valables à chaque instant k :
lk · Uk = 0 (11)
lk ∧ Lk = 0 (12)
3.2. équations d’évolution de la droite 3D
Par construction, les primitives géométriques mises en jeu dans
le formalisme de Plücker sont le point et la droite. Le but est ici
de modéliser l’évolution temporelle des coordonnées de Plücker
d’une droite 3D dans le cas d’un mouvement rigide par rapport
à un repère fixe lié à la scène.
Soient une droite 3D et sa projection dans le plan rétinien aux
instants k et k + 1. On désigne par :
– ( uk, lk) et ( Uk , Lk ) les coordonnées de Plücker 2D et 3D du
segment à l’instant k ;
– 
θk et Θk les coordonnées cartésiennes 2D et 3D d’un point du
segment à l’instant k ;
– (Rc, Tc) le mouvement rigide de la caméra ;
– (Rl, Tl) le mouvement rigide de l’objet.
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Figure 1. – Représentation d’une droite 2D et 3D.
On peut montrer [Bou00, BNB99b, BSC95] que l’évolution 3D
de l’objet peut s’écrire :
Uk+1 = Ak Uk
Lk+1 = AkLk + Dk ∧Ak Uk
Θk+1 = AkΘk + Dk
(13)
avec :
– Ak = RexR−1c RlR−1ex ;
– Dk = RexR−1c (Tl − Tc) + (I −Ak) Tex
Le couple (Rex, Tex) correspond aux paramètres extrinsèques
de la caméra, c’est-à-dire les informations permettant de locali-
ser le capteur dans un repère absolu 3D.
3.3. détermination de la structure 3D
On propose ici une méthode de reconstruction 3D à partir des
primitives 2D, qui s’appuie sur le formalisme proposé par
[BSC95]. L’équation d’évolution (éq. 13) va permettre d’obtenir
les relations géométriques autorisant l’estimation de la structure
3D d’un objet à partir de la connaissance d’indices visuels 2D
dans le plan image. L’ambiguïté du passage du plan image au
monde 3D est levée par la connaissance des mouvements de la
caméra et de l’objet (« structure from motion »). 
On détaille par la suite les principales étapes du processus de
reconstruction 3D.
3.3.1. calcul du vecteur directeur
En combinant la relation 11 à k + 1 et la première équation du
modèle d’évolution 13, on obtient l’expression suivante :
(ATk lk+1) · Uk = 0 (14)
Posons K = ATk lk+1. La solution vectorielle donnant le vecteur
directeur Uk est obtenue en utilisant les équations 11et 14, soit :
Uk =
K ∧ lk
‖ K ∧ lk‖
(15)
3.3.2. calcul de la normale
Afin de déterminer le vecteur normal Lk , on doit résoudre la
dernière équation du modèle de dynamique 13. Soit
θk (θxk , θ
y
k, 1)
T
, la projection perspective du vecteur 3D
Θk (ΘXk ,ΘYk ,ΘZk )T . La loi de la projection centrale aux instants
k et k + 1, et la troisième équation du modèle d’évolution don-
nent les relations suivantes :
Θk = αθk (16)
avec α = ΘZk , d’où :
θk+1 ∧ Θk+1 = 0 (17)
On peut donc trouver un vecteur σk+1 tel que :
σk+1 · Θk+1 = 0 (18)
avec σk+1 (1− θyk+1, θxk+1 − 1, θyk+1 − θxk+1)T .
Le vecteur Θk est donc déterminé à l’aide de l’équation suivante :
Θk =
− σk+1 · Dk
σk+1Ak θk
θk (19)
À ce stade, les vecteurs 2D uk, lk et θk ainsi que les vecteurs 3D
Uk et Θk sont connus, tout comme le mouvement 3D (Ak, Dk).
La relation 12 donne, à k + 1 :
lk+1 ∧ Lk+1 = 0 (21)
Ce que l’on peut exprimer sous la forme suivante :
λk+1 · Lk+1 = 0 (22)
avec λk+1 (lzk+1 − lyk+1, lxk+1 − lzk+1, lyk+1 − lxk+1)T .
En utilisant la relation 12, on peut écrire la relation suivante :
Lk = clk (22)
où c est une constante réelle. À partir de la deuxième équation
d’évolution 13 et des relations 21 et 22, on obtient l’égalité sui-
vante :
λk+1Akclk + λk+1 ·
[
Dk ∧Ak Uk
]
= 0 (23)
soit:
Lk =
− λk+1 ·
[
Dk ∧Ak Uk
]
λk+1Aklk
lk (24)
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4. passage aux données réti-
niennes
La combinaison des relations 15, 19 et 24 permet alors de
reconstruire la structure 3D de l’objet. On remarque toutefois
que cette étape passe par la connaissance des vecteurs uk et lk ,
ainsi que d’un point θk qui décrivent, en coordonnées de
Plücker, le segment dans le plan rétinien. On détaille donc par la
suite, la détermination des données rétiniennes à partir des don-
nées numériques issues de l’étape de suivi.
4.1. formulation du problème
La poursuite d’un segment dans la séquences d’images donne à
chaque instant k la position de ses extrémités p1k (u1k, v1k)T et
p2k (u
2
k, v
2
k)
T
, exprimée dans le plan image numérique. En utili-
sant les paramètres intrinsèques de la caméra, il est possible de
calculer leurs positions correspondantes pirk (x
i
k, y
i
k, z
i
k)
T
i=1,2
dans le plan image rétinien, à l’aide des relations suivantes :

xik =
uik − u0
αu
yik =
vik − v0
αv
zik = 1
(25)
où la focale est f = 1 et (αu, αv, u0, v0) sont les paramètres
intrinsèques identifiés de la caméra.
L’utilisation des relations 25 donne une estimation des coordon-
nées rétiniennes des extrémités du segment suivi. Les coordon-
nées de Plücker établies dans le plan rétinien sont définies
comme suit. En ce qui concerne le point du segment, on peut
prendre par exemple :
θk = p2rk (26)
Le calcul du vecteur directeur est donné par la relation suivante :
uk =
p2rk − p1rk
‖ p2rk − p1rk‖
(27)
Quant à la normale, elle est obtenue à l’aide du produit vectoriel
suivant :
lk = θk ∧ uk (28)
L’idée est donc d’utiliser l’estimation des coordonnées des
points rétiniens p1rk et p
2
rk afin de calculer les quantités précé-
dentes. L’expérience prouve qu’une détermination directe de ces
quantités conduit à une reconstruction 3D du segment impréci-
se, du fait de l’erreur sur les coordonnées rétiniennes et, a for-
tiori, sur les paramètres intrinsèques de la caméra.  Une étape de
lissage des données rétiennes s’avère donc indispensable.
4.2. étape de lissage
On utilise pour cela un filtre de Kalman qui s’appuie sur le
modèle d’évolution du point θk dans le plan rétinien et utilise
comme mesures les points pirk obtenus précédemment : X
i
k+1 = ΦkXik + Vk
Y ik+1 = X
i
k+1 +Wk
(29)
où:
– Xik (p
i
rk
1)T est le vecteur d’état à l’instant k ;
– Φk =
(
Ark Drk
03T 1
)
est la matrice d’évolution de l’état k à
l’état k + 1, avec (Ark , Drk) le mouvement perçu dans le plan
rétinien ;
– Y ik est le vecteur de mesures à l’instant k ;
– Vk et Wk sont des vecteurs de bruits blancs gaussiens additifs
de moyennes nulles et de matrices de covariance respectives
Qk = σ2QI4 et Rk = σ
2
RI4.
Le premier problème est d’obtenir une estimation correcte du
mouvement « rétinien » (Ark , Drk) .
Rappelons que les mouvements 3D de l’objet (Rl, Tl) et de la
caméra (Rc, Tc) sont connus. L’évolution du point 3D corres-
pondant (éq. 13) est donnée par :
P ik+1 = AkP
i
k +Dk (30)
La projection perspective du point P ik (Xik, Y ik , Zik)T donne la
relation suivante, à l’instant k :
pirk =
P ik
Zik
En exploitant cette relation à l’instant k + 1, on peut réécrire
l’équation 30 :
Zik+1p
i
rk+1
= Ak(Zikp
i
rk
) +Dk (31)
soit :
pirk+1 =
Zik
Zik+1
Akp
i
rk
+
1
Zik+1
Dk (32)
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Ainsi, on identifie le mouvement perçu dans le plan rétinien :
– Ark =
Zik
Zik+1
Ak ;
– 
Drk =
1
Zik+1
Dk ;
Les rapports 
Zik
Zik+1
et 
1
Zik+1
sont estimés par moindres carrés à
partir de l’équation d’évolution des points dans le plan rétinien
(éq. 32). Enfin, il est souhaitable d’avoir une bonne initialisation
du filtre pour converger rapidement : on prendra la première
mesure à notre disposition. On utilise également de faibles
variances de bruits de modèle pour obtenir un lissage efficace
des données.
5. résumé de la méthode
La méthode de reconstruction proposée peut donc se décompo-
ser principalement en trois parties :
– une première étape de suivi des primitives 2D qui est réalisée
par un filtre de Kalman dont les équations (éqs. 3, 4 et 5) per-
mettent de réaliser un étiquetage des segments dans la séquence
d’images. 
– une étape d’estimation des coordonnées de Plücker du seg-
ment dans le plan rétinien à partir des positions 2D exprimées
dans le plan image numérique (éqs. 25) ; afin de régulariser les
résultats obtenus, on procède ensuite à une étape de lissage des
coordonnées « rétiniennes » via la modélisation d’état 29.
– l’étape de reconstruction utilise les coordonnées lissées
( uk, lk, θk) pour estimer la structure 3D à chaque instant à par-
tir des relations 15, 19 et 24.
Les trois étapes sont réalisées à chaque instant. Pour un traite-
ment dynamique, on itère les étapes 1, 2, et 3.
6. résultats
La méthode proposée est appliquée à deux séquences d’images
distinctes :
– des images de synthèse en niveaux de gris d’objets en mouve-
ment de rotation et de translation selon les trois axes, pour les-
quelles l’observateur décrit le même type de mouvement ;
– des images réelles en niveaux de gris d’un objet en mouve-
ment de translation selon un axe, pour lesquelles l’observateur
est fixe.
Les primitives géométriques utilisées sont ici le point et le seg-
ment de droite. Elles sont obtenues par chaînage et approximation
polygonale des contours dans les mêmes conditions opératoires.
6.1. données simulées
Nous présentons les résultats de simulation de la méthode sur
une séquence de 36 images synthétiques [PTh97] d’intensité
(512× 512 pixels) composée de trois objets (C0, C1, C2) en
mouvement de rotation/translation. Les figures 2 montrent des
échantillons de la séquence aux instants 4, 8, 17, 21, 26 et 34.
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Figure 2. – Images de la séquence de synthèse.
La caméra est décrite par un modèle sténopé dont les paramètres
intrinsèques sont :
– f = 1 ;
– αu = αv = 512 ;
– u0 = v0 = 256 .
Les mouvements 3D (rotation et translation) inter-image de l’ob-
jet étudié (C2) et de la caméra sont résumés dans le tableau 1.
représenté sur ces courbes les coordonnées réelles, lissées et
brutes. On remarque rapidement que l’erreur entre l’estimation
brute d’une coordonnée (obtenue par inversion de la matrice des
paramètres intrinsèques) et sa valeur exacte (par projection pers-
pective des coordonnées 3D réelles des extrémités) fluctue
assez fortement. Le lissage des coordonnées des extrémités
conduit à une légère erreur sur les coordonnées 2D (u,l, θ) du
segment tout en supprimant les effets indésirables sur les coor-
données brutes.
Les courbes des figures 6 montrent les erreurs à la reconstruc-
tion des paramètres (U, L, Θ ) sur l’ensemble de la séquence,
pour le segment s0. On n’a tracé ici que les faces que l’on peut
reconstruire, car on constate sur les figures 3 de suivi des primi-
tives 2D que l’on « perd » un des segments par absence de
mesures à mettre en correspondance.
On remarque donc sur les figures 6 que l’erreur de reconstruc-
tion 3D tend rapidement vers zéro (en une dizaine d’itérations
environ). La vitesse de convergence du filtre est ici fortement
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Tableau 1. – Mouvement 3D de l’objet et de la caméra.
Rx Ry Rz Tx Ty Tz
Caméra 0.2◦ 0.1◦ 0.15◦ −0.05◦ −0.1◦ 0.15◦
C2 0.1◦ 0.1◦ 0.1◦ 0.1◦ 0.15◦ 0.05◦
6.1.1. suivi des segments de droite
On donne aux figures 3 les résultats de mise en correspondance
temporelle et spatiale, aux mêmes instants, de l’ensemble des
primitives 2D visibles. Pour le segment s0 en particulier, est tra-
cée l’évolution de la distance de Mahalanobis  en fonction du
temps (figure 4) : le seuil de décision a été fixé à 30. Par conven-
tion, l’absence de mesure retenue est figurée par une distance
nulle : le filtre fonctionne alors en prédiction pure.
6.1.2 reconstruction des objets 3D
Les figures 5 montrent l’évolution des coordonnées de Plücker
2D du segment s0 obtenues  par la méthode proposée. On a
Figure 3. – Suivi des segments dans les images.
Figure 4. – Évolution de la distance de Mahalanobis (segment s0).
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Figure 5. – Coordonnées de Plücker 2D du segment s0 : u,l et θ .
Figure 6. – Reconstruction 3D du segment s0 : U, L et Θ.
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Figure 7. – Reconstruction 3D de l’objet C2 (objet réel en pointillé).
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liée à l’étape d’extraction des primitives 2D et à l’estimation des
paramètres de calibrage [Zel96]. 
Suivant le même principe, nous présentons une reconstruction
de l’ensemble des segments suivis (obtenus par chaînage de
leurs extrémités, éq. 13), formant la face avant et inférieure du
cube choisi à différents instants (figure 7).
6.2. données réelles
Nous présentons (figure 8) les résultats de la méthode sur une
séquence d’images réelles1 (768× 576 pixels) d’un objet ayant
un mouvement de forte amplitude (il sort du champ de l’image
en 16 itérations).
La caméra est décrite par un modèle sténopé dont les paramètres
intrinsèques sont :
– f = 0.025 ;
– αu = −2520.37 , αv = −2421.54 ;
– u0 = 399.98 , v0 = 264.41 .
Le mouvement 3D (translation pure) inter-image de l’objet étu-
dié est résumé dans le tableau 2.
6.2.1. poursuite des segments de droite
Les résultats de mise en correspondance temporelle et spatiale de
l’ensemble des primitives 2D étudiées  sont donnés à différents
instants (figure 9).  On a tracé l’évolution de la distance de
Mahalanobis en fonction du temps, pour le segment s0
(figure 10) : le seuil de décision reste identique au cas des images
de synthèse (égal à 30). Les instants où celle-ci chute à zéro cor-
respondent à une absence de mesure pertinente: le filtre fonc-
tionne alors uniquement en prédiction.
1. Cette séquence d’images a été réalisée et calibrée au laboratoire CEMIF par M. Shaheen
Tableau 2. – Mouvement 3D de l’objet.
Rx Ry Rz Tx Ty Tz
Pince 0◦ 0◦ 0◦ −0.02◦ 0 0
Figure 8. – Images de la séquence réelle.
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Figure 9. – Suivi des segments dans les images.
Figure 10. – Évolution de la distance de Mahalanobis (segment s0).
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Figure 11. – Coordonnées de Plücker 2D du segment s0 : u,l et Θ.
Figure 12. – Reconstruction 3D du segment s0 : U, L et Θ.
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Figure 13. – Reconstruction 3D de la pince (pince réelle en pointillé).
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6.2.2. reconstruction des objets
Comme précédemment, les courbes suivantes montrent l’évolu-
tion des coordonnées de Plücker 2D du segment  s0 (figure 11).
On a également représenté sur ces courbes les coordonnées
réelles, lissées et brutes. Ajoutons que l’on est dans un cas d’étu-
de réel et que l’erreur sur les paramètres intrinsèques de la camé-
ra  est plus importante que dans le cas précédent. Le filtrage des
données brutes conduit à une erreur résiduelle mais supprime les
discontinuités préjudiciables à l’étape de reconstruction.
Les courbes suivantes montrent les erreurs à la reconstruction des
paramètres (U, L, Θ) à différents instants, pour le segment s0
(figure 12). On remarque notamment que l’erreur de reconstruc-
tion 3D reste relativement faible au cours du temps et que la
convergence de l’algorithme est rapide (quelques itérations). 
Ce bon comportement est évidemment dû à la précision de l’éta-
pe de segmentation et d’identification des paramètres de cali-
brage.
Nous présentons également une reconstruction de l’ensemble
des segments suivis qui décrivent l’objet étudié, pour la totalité
de la séquence (figure 13). Ceci permet de constater les bonnes
précisions en reconstruction malgré un fort déplacement inter-
images.
7. conclusion
Cet article propose une méthode de reconstruction 3D à partir
des informations de mouvement (caméra et objet). L’originalité
réside dans l’exploitation des propriétés géométriques de la
représentation de Plücker liant une droite 3D et sa projection
perspective dans le plan rétinien, pour une estimation de la
structure 3D. Cette méthode a montré son efficacité en recons-
truction sur données synthétiques et réelles, ainsi qu’une robus-
tesse à de forts déplacements grâce, notamment, au calcul adap-
tatif du modèle dynamique. L’obtention des paramètres de mou-
vement 3D reste un point clé que l’on peut résoudre par des
techniques telles que [Krü98, VLF94]. On peut également envi-
sager l’immersion de cette méthode dans un système de percep-
tion multi-capteurs, avec l’ajout d’un capteur actif, comme une
caméra laser de profondeur, qui permettrait d’en obtenir une
estimation [BNB00, BNB99a].
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