The importance of wind observations for meteorological analysis has been recognized for many years. The current global observing system lacks a uniform distribution of tropospheric wind measurements, especially in the tropics, southern hemisphere, and northern hemisphere oceans. A Doppler wind lidar (DWL), mounted on a spaceborne platform, has the potential to provide a global three-dimensional coverage of wind data. The European Space Agency (ESA) has decided to fly a DWL on a polar orbiting satellite platform in 2007 as part of the Atmospheric Dynamics Mission (ADM) called Aeolus. The proposed DWL is a non-scanning single perspective instrument, operating in the ultraviolet part of the electromagnetic spectrum, providing profiles of line-of-sight (LOS) wind components from detected light backscattered from the illuminated atmospheric volume. The concept has been simulated and was used in observation system simulation experiments (OSSE) to assess its potential impact on numerical weather prediction and climate processes. This paper describes the simulation of Aeolus LOS wind component profiles and its expected quality in cloud-free and cloudy conditions
INTRODUCTION
The quality of state-of-the-art numerical weather prediction (NWP) is critically dependent on the quantity and quality of meteorological observations. NWP models have improved much over the last decades and advanced 4D-var techniques are now being used for the analysis. Moreover, long series of such analyses (e.g. from the ECMWF re-analysis project) are these days widely used for research on climate processes. The spatial resolution of global circulation models (GCM) has as well improved, which leads to a need for more observations on the sub-synoptic scales. On these smaller scales wind observations become relatively more important than mass (temperature) observations (ESA 1999) . Despite the growing amount of wind observations from space such as cloud motion wind vectors, water vapour motion wind vectors, scatterometer and from aircraft reports, the radiosonde observation network still constitutes the backbone for wind profile information (e.g. ESA 1999) . Figure 1 shows many wind profile data void areas on the globe, in particular over the oceans. The World Meteorological Organisation (WMO) has stated that measurement of wind profiles remains most challenging and most important for global meteorological analyses (WMO 2001) . Wind profile measurements from space by a Doppler Wind Lidar (DWL) may contribute to fill in the gaps in the global observing system (GOS).
Experiments with existing observing systems, denoted OSE, have shown that good coverage of wind observations is essential to ensure that "precursive" features are represented in the numerical weather prediction (NWP) analyses. DWL winds should therefore bring a major improvement to the subsequent NWP forecasts of cyclogenesis (Graham and Anderson 1996; Kelly 1997) . Atmospheric structures that are "precursors" to the development of extra-tropical cyclones can often be identified before cyclogenesis takes place. Examples are small-scale wave-like disturbances in the jet stream or vertically tilted (baroclinic) structures. Besides utility for NWP, it is expected that a DWL would provide essential information to describe climatological processes such as the improvement of the Hadley circulation definition in the Tropics, water vapour fluxes in the hydrological cycle, transport of trace gases and aerosols (ESA 1996 (ESA , 1999 .
Within the context of the core earth explorer programme, as part of the ADM, the European Space Agency (ESA) is building a DWL aiming at observing the atmospheric wind field. Trade-off studies have resulted in a space-borne lidar concept that was approved by ESA as a demonstration mission and is expected to be operational in 2007 (ESA 1999) . Its main component is a Doppler Wind Lidar, operating in the ultraviolet (UV) part of the electromagnetic spectrum at 0.355 m laser wavelength, mounted on a polar orbiting satellite. A comprehensive introduction to lidar-measured winds from space is given by Baker (1995) . Simulation of space-borne lidar measured winds with incoherent detection is discussed in Abreu (1979) . The principle of lidarmeasured wind profiles is discussed in section 2. The instrument configuration and atmospheric conditions such as the distribution of aerosols, molecules and clouds and their optical properties determine the quality of retrieved wind profiles. Simulation of realistic atmospheric conditions is discussed in section 3. Simulation of instrument characteristics such as detection and sampling of the atmosphere backscattered signal and signal post-processing to retrieve wind profiles are discussed in section 4. We show that Aeolus HLOS wind profiles meet the WMO accuracy requirement in cloud-free conditions. This includes retrieval in cloudy conditions. Section 5 shows that the Aeolus sampling strategy enables wind retrieval in cloudy conditions such as optically thin cirrus clouds and scenes of broken clouds.
LIDAR PRINCIPLE
A lidar (acronym for light detection and ranging) emits laser pulses into the atmosphere. As the pulse propagates through the atmosphere, part of the signal is scattered back to the instrument by atmospheric particles that are moving with the wind velocity. These moving particles cause the frequency of the backscattered signal to be Doppler shifted with respect to the transmitted signal. The time lag between the transmitted and received signal determines the range of the scattering particle to the instrument. The frequency shift,
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, is related directly to the wind velocity along the 
with¨and the horizontal wind components in the west-east and south-north direction respectively and the azimuth angle, defined as the angle (clockwise) between the laser beam direction and geographical north. Neglecting vertical wind velocities (Lorenc et al.1992) , LOS is the projection of HLOS on the laser line-of-sight in the vertical plane
with & ( the local incidence angle, i.e. the angle between the incoming laser light beam and the normal at the earth surface. Sampling of the targeted volume from a single viewing angle does not resolve the complete wind vector. This requires illumination from several viewing angles, making the instrument more complex. However, for assimilation purposes in NWP models, the complete wind vector is not required. A single line-of-sight wind component can be assimilated as well providing half the information of the full wind vector (Lorenc et al.1992) . This property in conjunction with the simple linear relationship between the measured quantity (frequency shift) and NWP model parameters (wind vector) through the equations above makes assimilation of DWL measurements straightforward.
ATMOSPHERIC BACKSCATTER AND TRANSMISSION
The capability of a space-borne Doppler wind lidar to measure wind profiles is mainly determined by the number of scattering particles in the atmosphere and their optical properties. For a laser operating in the UV we distinguish between backscatter from aerosols and molecules. Aerosol backscatter shows large variability over the globe, due to among others volcanic eruptions, dust storms, sea spray, industry and meteorological factors such as air mass stratification, convection, movement of air masses, rain depletion, etc. For simulation of realistic aerosol backscatter we used the climatological database of lidar measurements at 10.6 m laser wavelength that is the result of extensive measurement campaigns for regions of the Atlantic during the relatively clean atmospheric period 1988 -1990 (Vaughan 1998 . The results have been condensed in percentile profiles in Fig. 2 and indeed show a large variability of several orders of magnitude. A scaling law has been developed to convert to aerosol backscatter at ¢ ¡ 0 ) 2 1 4 3 6 5 6 5 m based on a manifold of campaign data and available literature (Vaughan et al.1998) ) statistics at 10.6¢ m laser wavelength for cloud-free atmospheres derived from extensive measurement campaigns for regions of the Atlantic during the relatively clean atmospheric period [1988] [1989] [1990] . Aerosol backscatter shows a large variability of several orders of magnitude. Peaks in the higher decile are due to optically thin cirrus clouds. Right, typical atmospheric characteristics at 0.355¢ m laser wavelength. The solid line shows the aerosol backscatter profile, derived from the median profile in the left figure and the scaling law Eq. 4. The dashed line shows molecular backscatter and the dotted line the
one-way atmospheric transmission in dB. significant and depends on particle shape and size. We modelled aerosol extinction, a , assuming a constant aerosol backscatter-to-extinction coefficient et al.1998; Winker et al.1996) derived from Eq. (4). Unlike aerosols, molecules are well mixed in the atmosphere with fairly constant concentrations over the globe at each pressure level. Signal extinction through molecular scattering may be theoretically determined from the Rayleigh scattering law and knowledge of the atmospheric temperature and pressure (Reagan 1989) . Molecular backscatter is related to molecular extinction through a backscatterto-extinction coefficient
. Clouds play a crucial role in the performance of a space-borne DWL. Opaque clouds generally hamper the laser beam to reach the underlying atmosphere. Transparent clouds such as thin cirrus yield a strong return signal and yet transmit a significant part of the laser beam. The cloud liquid-water content (CLW) and the size distribution of cloud droplets quantify the cloud penetrating capability of the laser beam. We modelled cloud extinction by Stephens (1984) cld
which states that cloud extinction is inversely proportional to the mean effective radius,
, of the size distribution of the cloud droplets. The parameterization on the righthand side of Eq. (5) has been adopted from the ECMWF forecast model and states that the mean droplet size in low-level clouds is smaller than in high level clouds, making low-level clouds optically denser. In Eq. (5) 
where 8 atm denotes the top of atmosphere. For the simulations we set 8 atm at 20 km and assume no signal loss above 20 km, which is slightly optimistic since ozone at higher altitudes absorbs a small part of the signal energy. Figure 2 displays typical atmospheric backscatter and transmission profiles at 0.355 m for a cloud-free atmosphere.
THE ATMOSPHERIC DYNAMICS MISSION
The main objective of the Atmospheric Dynamics Mission (ADM) is to improve understanding of the atmospheric dynamics and global atmospheric transport of energy, water, aerosols and chemicals. The mission main component is a Doppler wind lidar mounted on a satellite platform. The satellite will fly in a sun-synchronous dawn-dusk orbit at an altitude of 400 km and an inclination angle of 97.2 degrees, hence covering almost the full globe. Several trade-off studies have resulted in a lidar concept operating in the ultra-violet part of the electromagnetic spectrum at 0.355 m laser wavelength with a fixed line-of-sight pointing towards the atmosphere at 35 degrees off-nadir and 90 degrees across the satellite ground track on the earth surface, away from the sun (ESA 1999) . This eliminates otherwise induced frequency shifts from the satellite speed relative to the illuminated atmosphere. Moreover, variability of vertical wind-shear, that is an important precursor for baroclinic instability (e.g. Hoskins 1990), is most dominant in the zonal direction (Marseille 1998) . Hence, optimal shear visibility is accomplished by a sideward pointing lidar on a polar orbiting satellite. The 35 degrees look-angle is a compromise between HLOS wind retrieval from the measured Doppler shifted frequency minimum range from the satellite to the atmosphere and minimum cloud obstruction. Penetration of the lower troposphere in cloudy conditions is reduced only marginally at 35 degrees off-nadir with a maximum reduction of 10% at 50% cloud cover (Rapp 1973) .
(a) Coverage or accuracy
In line with the objective of ADM, we focus on retrieval of HLOS wind components that can easily be assimilated in current NWP models as outlined in section 2. Wind observations should be obtained over an atmospheric volume that is representative of the global NWP analysis resolution i.e. about 50 km horizontally and 1 km vertically. A single shot retrieved point wind profile is not representative for the mean wind in the targeted sample volume and a substantial observation spatial representativeness error (Lorenc 1992) has to be taken into account. Dividing the available energy over spatially distributed laser shots in the targeted volume makes the retrieved wind profile more representative of the mean wind and thus reduces the representativeness error contribution. As such, the laser emits laser pulses into the atmosphere during 7 seconds at a laser pulse frequency of 100 Hz that is needed to obtain the required wind profile accuracy. For a satellite flying at a speed of about 7 km s! " this corresponds to 50 km satellite displacement along track. Since power is an important limitation for space-borne DWL systems, it is important to use it effectively. As such, every single measured wind profile should contribute to resolve an independent analysis error structure. As a result of this consideration the lidar is inactive for 21 seconds after a wind profile observation is made, yielding a 25% duty cycle. The resulting horizontal distance between subsequent lidar wind profiles is 200 km, which corresponds roughly to the spatial correlation length of error structure functions in state-of-the-art GCMs.
To simulate the horizontal sampling of the ADM concept we adopted the locations of the simulated conical scan DWL scenarios in the ECMWF OSSE database (Becker et al.1996) . The 6-hour simulated coverage in Fig. 3 does closely match the ADM coverage with a profile separation of 210 kilometers on average. The return signal from the atmosphere is divided in sequential time intervals. The interval length determines the vertical (range gate) resolution of the retrieved wind profile. We simulated vertical wind profiles ranging from the earth surface up to 20 km altitude at 1000 meter resolution. This agrees well with the separation of vertical levels in current meteorological models and typical error correlation lengths of about 2000 meter. For technical reasons we did not simulate ADM in the height range 20-26 km, but performance assessment is rather straightforward in the lower stratosphere. The considerations above on coverage and accuracy are well covered by the WMO requirements on wind profile measurements in Table 1 (WMO 2001) .
(b) Spectral distribution of atmospheric return signal
The spectral shape of the emitted UV laser pulses is assumed Gaussian with a standard deviation that corresponds to about 4 m s! " for a laser operating at 0.355 m. Interaction of light with relatively large aerosol particles falls within the Mie scattering regime, while the relatively small molecules produce Rayleigh scattering (Reagan, 1989) . Aerosol and cloud particles exhibit generally a negligible variability of movement, much smaller than the width of the laser pulse. Hence, the Mie spectral shape is determined by the laser spectrum. Molecules are subject to much larger Brownian motion and have greatly dispersed speeds according to a Gaussian distribution. Their variability of movement is a function of temperature and the standard deviation ranges from about 258 m s! " at 216K, i.e. at about 20 km altitude, to 300 m s! " at 300K. The spectral distribution of atmospheric scattering particles at altitude 8 is a superposition of the Mie and Rayleigh spectra as follows denotes the normalised spectral distribution of the received signal in the wind velocity domain Table 2 . Figure 4 shows the typical shape of the spectral distribution of the atmospheric return signal as a superposition of the narrow aerosol (Mie) peak on top of the broad molecular (Rayleigh) peak. The centre of both peaks corresponds to the mean wind velocity in the measurement cell. The peak integrals
relate to the total energy of the return signal (in number of photons) from aerosol and molecular scattering respectively from an atmospheric layer at altitude 8 . They are quantified by (e.g. Winker 1996; Russel et al.1979 )
where the subscript x denotes the type of scattering particle, i.e. a for aerosol and m for molecule. The number of scattering particles in the illuminated volume,
, and one-way atmospheric transmission,
, have been discussed in the previous section. Instrumental properties include laser energy , the telescope diameter , the range from the atmospheric layer to the instrument 8 and the depth of the illuminated layer, 
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the line-of-sight or laser beam incidence angle. In the simulations we assume a uniform distribution of aerosols within a range gate. System optics are described with TX and RX that denote transmit and receive optics transmission respectively, is the speed of light and is Planck's constant, see Table 2 .
(c) Earth radiance background Besides backscattered light from atmospheric particles, part of the earth radiance is directed towards the telescope receiver. Daytime radiances have been computed using LOWTRAN 7, based on the US Standard clear atmosphere, with multiple scattering, ground albedo 1 and sun local time between 10 and 12 am, see (e.g. Anderson et al.1995) . The daytime earth radiance at 0.355 m then equals BKG
W/(m § sr m) and the corresponding number of photons at receiver input per micron equivalent bandwidth for one range gate equals
with ¡ ¢ ¡£ the receiver field of view, see Table 2 . The earth radiance causes a background signal whose spectrum is assumed uniform over the receiver bandwidth. The spectrum of the incoming signal thus constitutes the spectrum displayed in Fig. 4 on top of a uniform broad spectrum.
(d) Signal detection and processing Backscattered light from atmospheric particles is collected by the telescope and directed to the instrument receiver. Detection of the backscattered signal is based on incoherent (or direct) detection techniques involving high resolution spectrometers (interferometers), (e.g. Abreu 1979) . The receiver samples the signal in the time domain in order to determine its arrival time and hence the distance to the atmospheric layer. Signals falling within a range gate are accumulated. For each range gate, a spectral filter extracts the central part of the spectrum and directs it towards the Mie multi-channel receiver for further processing. The spectrum of the remaining signal mainly shows the slopes of the broad Rayleigh signal and is processed by a double-edge technique, named Rayleigh dual-channel.
i Mie multi-channel receiver The spectrum of the signal arriving at the Mie receiver typically shows a narrow peak on top of a broadband spectrum, the latter corresponding to the molecular and earth emitted radiance signal. The receiver bandwidth is 225 m s! Table 2 . The average spectral response of channel depends on the wind velocity in the measurement cell and is computed through the convolution of the interferometer spectral transmission response function and the normalised spectral distribution of the received signal, Eq. (8).
The received Mie signal is contaminated with noise from molecular (Rayleigh) scattering and the earth radiance. To allow for operation in daylight conditions this noise is reduced through a train of spectral blocking filters consisting of Fabry-Perot interferometers (ESA 1999) . The effect of the blocking train is approximated by an equivalent square filter at detector input with an equivalent bandwidth of ¡ ¢ eq Ray for the Rayleigh signal and ¡ ¢ eq BKG for the earth radiance, see Table 2 . The total number of charges due to Rayleigh scattering that are detected after accumulation is modelled through § B Ray
with
the FWHM of the Rayleigh signal spectral shape for temperature and with Table 2 . For the number of charges due to the earth radiance background after accumulation we have §
Since, we assume the spectral distributions from Rayleigh scattering and the earth radiance uniform in the useful spectral range, their respective generated charges are equally distributed over the 16 spectral channels. Generated charges are collected on an accumulated CCD device that is build up of 16 channels or bins. The signal registered on each bin is contaminated with noise from five contributors, i.e. noise due to dark charges, § DC ¡ ) 2 1 § 6 5
electrons RMS, the CCD read-out stage, the pre-amplifier unit, the digitisation chain and digitisation noise, from which noise at the CCD read-out stage is most significant with a value of 3 electrons RMS. Noise contributors are assumed independent giving a total noise, § noise , of about 3.52 electron RMS per bin after accumulation. Since counting processes are described by Poisson distributions, the standard deviation of noise equals the square root of the number of detected events and since the number of detected photons is sufficiently high, we approximate noise with a Gaussian noise process. Hence, the number of detected photons at altitude 8 on bin has been simulated by (11, 12, 14) . These numbers show that even in daylight conditions, the MIE receiver is not very sensitive to the earth radiance. Figure 4 shows a typical realisation of the detected signal on the Mie multi-channel receiver from Eqs. (15, 16) for a zero mean wind velocity in the measurement cell. A centroid computation over the 16 bins provides the location Figure 5 . Space-borne DWL performance in non-cloudy conditions. Left, HLOS wind RMS error (solid) and detection probability (dashed) as a function of SNR for the MIE multi-channel receiver. Right, corresponding standard deviation of the HLOS wind error estimate (dashed) and detection probability (dash-dot-dot-dot) as a function of altitude. In addition the HLOS wind error as obtained from the Rayleigh dual-channel (dash-dot), a representativeness error for sampling along a horizontal line of 50 km (dot) and the total observation error (solid) are displayed.
of the spectrum centre and thus of the Doppler shifted frequency. Rayleigh scattering and background radiance generated signals act as noise that could result in bad peak detections. To minimize noise influence three contiguous bins are added. The noise background level is estimated and defines a threshold value. If none of the accumulated bin values exceeds the threshold, the acquisition is declared as a non-detection, i.e. no Mie peak is provided. Otherwise, a wind estimate is determined by
with range the spectral bandwidth of the receiver, i.e. 225 m s( £ , max denotes the bin with maximum value and the value 9 denotes the central bin and corresponds to zero wind velocity. For a large number of realisations we determined the detection probability . These results are summarized in Fig. 5 and show that the Mie multi-channel receiver provides good wind estimates in the lower atmosphere only up to two kilometer altitude. Note that the performance of the Mie channel decreases for low aerosol backscatter regimes. This is not critical for Aeolus since low aerosol concentrations implies low signal attenuation from aerosol scattering and absorption, resulting in a better performance of molecular backscatter retrieved winds by the Rayleigh dual channel as discussed in the next section.
ii Rayleigh dual channel receiver The Rayleigh dual-channel receiver technique is an edge technique to measure the slopes of the Rayleigh spectrum, see Table 2 . The earth radiance background acts as noise and potentially results in biases of the frequency estimate. The choice of orbit and viewing angle, i.e. towards the dark part of the earth in combination with spectral blocking filters minimizes this effect. For the system parameters in Table 2 , the bias is about 1.5% in the lower troposphere and equals about 4% at 20 kilometer. These values are too high to be ignored and could be detrimental for assimilation in NWP models (Stoffelen et al.2002) . However, in the remainder we ignore wind biases and anticipate on the possibility to estimate the earth radiance background and subtract it before processing or to reduce its contribution by spectral filters to below the threshold of 0.5%. The standard deviation of error, , that accounts for wind variability in the target volume and the corresponding error of measuring only part of that volume (Lorenc et al.1992) . For the total measurement error displayed in Fig. 5 we have
From Fig. 5 we note that the accuracy of HLOS wind measurements meets the WMO requirements, as stated in Table 1 , in cloud-free atmospheres up to 16 km altitude. Reducing the vertical resolution to 2 km at higher altitudes would meet the accuracy requirement up to 20 km. The aerosol channel provides wind measurements up to 2 km altitude and the molecular channel up to 20 km or higher. No advanced processing scheme is considered here to simultaneously exploit the information content of both channels, which could increase performance most notably in the middle troposphere in the presence of more than average aerosol concentrations. Systematic errors are expected to be much smaller than variable (random) errors and ignored here in the simulation of HLOS winds.
ADM SAMPLING AND CLOUDS
Cloud is one of the crucial parameters for the wind measurement capability of a space-borne DWL. About 70% of the earth surface is covered by clouds. Cloud tops return a large signal to the lidar detector, yielding high-quality wind estimates in principle, but they may not be representative for the ambient flow e.g. due to internal cloud dynamics. This is true particularly in meteorologically unstable conditions, such Moreover, optically thick clouds obscure the underlying atmosphere and thus prevent the laser beam to penetrate deep into the atmosphere. Nevertheless, a number of shots might still reach the lower atmosphere and provide a wind retrieval in cases of broken cloud and for optically thin clouds, depending on cloud cover and cloud liquid/icewater content. In such heterogeneous conditions it is important that the 7 seconds laser active period is subdivided in 14 equidistant periods, the so-called accumulation periods. During 0.5 seconds i.e. for 50 laser pulses, corresponding to about 3.5 km along track, the return signal from the atmosphere is accumulated on the instrument receiver for SNR enhancement. Next, the 14 accumulated signals are processed simultaneously to exploit their information content in an optimal way. For cloud-free atmospheres processing may be straightforward by adding the spectra of all accumulations and retrieving a single HLOS wind profile according to Eqs. (3, 17, 24) . For cloudy atmospheres quality control becomes important and a more advanced processing scheme is required that discriminates between cloud and aerosol returns e.g. based on signal strength and variability in both the Mie and Rayleigh receiving channels.
To simulate the ADM sampling in cloudy atmospheres we used realistic atmospheric conditions extracted from the nature run database at ECMWF (Becker et al.1996) , i.e. for the period 5 February 1993 until 7 March 1993. For each location of lidar-measured winds cloud coverage and cloud liquid-water are extracted from the database. Cloud encounter is determined by the cloud coverage in the measurement cell and a random number generator. The cloud scene is assumed fixed during accumulation, implying that within 3.5 km all or none of the shots at a particular vertical level encounter cloud. This can be motivated by the fact that generally the cloud cover variability over 3.5 km is much smaller than the cloud cover variability on scales between 3.5 and 50 km. Cloud variability is defined as £ £ , with £ the wave number density spectrum and £ denoting wave number, i.e. the inverse of the length scale (Feijt et al.2000) . For instance, assuming
the ratio of these variabilities equals 0.2.
If cloud coverage is reported in adjacent vertical levels we assume a single cloud that extends over several vertical layers. In these cases the ECMWF cloud overlap model is applied that assumes maximum overlap between clouds at adjacent levels (Tiedtke 1993) . In scenes of broken clouds some of the accumulations correspond to cloud returns while others to aerosol returns. We assume cloud top returns representative for the ambient flow. This assumption is valid for most and in particular stratiform clouds, but is too optimistic for convective (broken) clouds, most frequent in the tropics, because of cloud dynamics. Areas with anomalously strong vertical motion are usually covered by optically thick cloud and not visible by a space-borne DWL. Moreover, the segregated shot accumulations guarantee returns from aerosol or molecules besides the dynamically active cloud top returns within a cluster of integration. Careful treatment and quality control of these accumulations might still produce a representative estimate of the flow at these scenes or in cases of extreme backscatter or wind variability result in rejection at certain levels. Effects of multiple scattering are neglected due to the small laser beam footprint size of 7 meter diameter.
Inside each range gate we assumed a homogeneous distribution of aerosol particles. This assumption may not be valid in cases of aerosol stratification, e.g. due to strong vertical wind-shear and aerosol plumes, e.g. from advected Saharan dust. The lidarin-space-technology experiment (LITE) shows some clear examples (Winker 1996) . For these situations and also for optically thin clouds the assignment of the wind measurement to the centre of the range gate may be incorrect. Height assignment errors up to half the range gate resolution of 1 kilometer could have a detrimental impact in data assimilation systems (Stoffelen et al.2002) , but are ignored here motivated by the prospect that advanced quality control schemes will detect such cases and handle retrieved winds in an appropriate manner, not destroying NWP analyses. We take into account large spatial variability of aerosol particles. For each measurement, separated by 200 kilometer, we simulated an aerosol backscatter profile from the aerosol backscatter statistics of Fig. 2 and a normal-distributed random-number generator (Marseille and Stoffelen 1998) . Although aerosol variability may be large in the vertical it is generally well distributed over a distance of 50 kilometer (Marseille et al.2002) . Hence, we assumed aerosol backscatter constant over 50 kilometer intervals. The ECMWF OSSE database (Becker et al.1996) has been extended with simulated Doppler wind lidar data according to the described ADM concept. HLOS wind profiles have been determined for the complete nature run time period from 5 February 1993 until 7 March 1993. Each profile contains HLOS winds that are composed of the true HLOS wind, according to Eq. (2), and a measurement error as computed from the standard deviation of error, Eq. (27), and a Gaussian-distributed random-number generator. No correlations between errors have been assumed. This is motivated by the fact that Aeolus is designed to be a very stable system (ESA 1999) and systematic errors are subtracted in NWP of observation use. Moreover we anticipate on advanced quality control schemes to optimise the use of retrieved winds with correlated error structures in NWP models (Stoffelen et al.2002) .
We considered the effect of convective clouds in the upper troposphere that could potentially provide an effective reflection cross section of sunlight in the direction of the receiver, thereby anomalously increasing the background radiation, hence introducing large biases in the retrieved winds. From inspection of the intensities as observed on METEOSAT visible images, we however concluded that this condition is relatively rare and associated with extreme spatial variability in background radiation, and probably detectable by straightforward quality control in an integration area. As such no concern about substantial biases remains and biases are ignored in the simulation of HLOS wind profiles.
A statistical analysis of the ADM-DWL OSSE database data has been performed to assess cloud impact on data quality. The percentage of cloud-free scenes in Table 3 indeed confirms an average coverage of the earth surface by about 70%, with a maximum of 82% in the tropics. These values have to be interpreted carefully since cloud porosity permits wind retrieval below clouds in many cases as confirmed by LITE and cloudy scenes often consist of broken clouds that permit wind retrieval when using the ADM multiple-shot sampling strategy.
Four classes of data quality have been defined ranging from high, good, low to very low quality. The measurement error as defined in Eq. (27) is inherently a function of altitude, irrespective of the proposed lidar instrument, due to the presence of a representativeness error. Measurement errors of conventional wind profiling instruments such as radiosondes include a representativeness error for point measurements, hereafter denoted
. From these considerations we decided to classify HLOS wind errors relative to point measurement representativeness error and as a function of altitude as follows: high quality for
, i.e. better than radiosondes, good quality for
, low quality for
and very low quality for
. Since HLOS winds are retrieved from an accumulation along a line of 50 kilometer, its representativeness error is smaller than for point measurements. We assumed that a reduction of 20% of error variance is obtained, resulting in
as depicted in Fig. 5 . The classification permits high quality wind measurements from the Mie channel in the lower atmosphere and regions below the tropopause level. The obstruction of 25% indicated by the dark and black bars in Fig. 6 show that in about 75% of cases a complete wind profile is obtained. Note that the choice of classification implies that bright bars in Fig. 6 denote winds of better quality than radiosonde and originate either from scenes of high aerosol concentrations or clouds. The slightly darker gray-scale bars correspond mainly to Rayleigh retrieved winds and the choice of classification implies that their quality is somewhere between slightly better than radiosonde and slightly worse than radiosonde depending on altitude. This means that about 75% of DWL HLOS winds is close to radiosonde quality or better. This would result in about 100 profiles per hour classified here as good quality or very good, hence fulfilling the WMO minimum requirement on coverage, see Table 1 . Figure 7 displays the geographical distribution of quality for lidar-measured HLOS winds. To arrive at these figures, the globe has been subdivided in pixels of 2 degrees latitude by 2 degrees longitude. The quality of HLOS winds in the period from 6 February until 20 February 1993 falling within a pixel have been averaged and displayed with the same gray scale classification as in Fig. 6 . Thus, bright spots indicate high quality winds while dark spots indicate low quality winds. White spots denote data void locations. At 200 mb HLOS wind data are generally retrieved from molecular scattering with the Rayleigh dual channel and of good quality. High quality winds correspond to cloud returns and are mainly found in the storm track regions. Low quality winds are due to obstruction from clouds aloft and are mainly found in the tropics. Obviously, there is strong correlation between low quality spots at 200 and 500 mb due to clouds aloft. Going downwards into the atmosphere the number of high quality spots increases at 850 and 1000 mb because of an increasing aerosol density, enabling HLOS wind retrieval from the Mie channel. From Figs. 6 and 7 it is clear that the mid-troposphere around 500 mb seems to suffer most from clouds. For instance zooming in on the northern Atlantic in Fig. 7 shows many clouds around 200 mb, obscuring the underlying atmosphere, hence reducing wind quality at 500 mb. This might be a prelude of expected moderate lidar impact on NWP analysis in the northern Atlantic and short-term forecasts over Europe in impact assessment experiments (OSSE).
SUMMARY AND CONCLUSIONS
The European Space Agency (ESA) has decided to fly a Doppler wind lidar on a polar orbiting satellite platform in 2007 in the context of the Aeolus mission. The performance of Aeolus has been simulated for cloud-free and cloudy conditions. The lidar concept has evolved over the years and the ADM objective is now to demonstrate improvements in meteorological analyses by the use of space-borne DWL wind profiles. Aeolus measures profiles of single horizontal line-of-sight wind components with a vertical resolution of 1 km ranging from the earth surface up to at least 20 km altitude. The proposed lidar operates in the ultraviolet part of the electromagnetic spectrum at 0.355 m laser wavelength. This enables wind retrieval from Doppler shifted frequencies induced by moving atmospheric aerosols and molecules. The received atmospheric signal on the collecting telescope area is split and processed by two separate channels to enable wind retrieval from aerosol (Mie) and molecular (Rayleigh) scattering independently. Advanced CCD detectors enable the accumulation of received signals from several subsequent pulses hence minimizing detection noise. This design makes Aeolus a powerful concept since it relaxes requirements on instrument sizing. In low aerosol regimes the Rayleigh channel provides good quality (comparable to radiosonde) winds in general, while in high aerosol regimes the Mie channel takes over. Atmospheric conditions, such as the global distribution of aerosols and clouds play a key role in the expected quality of retrieved wind profiles. Realistic atmospheric conditions were obtained from a Global Circulation Model (GCM) and climatological databases of aerosol distribution. The simulated lidar measured wind profiles meet the optimum WMO quality requirement and minimum coverage requirements in clear air. In the storm track region and tropics we found only a 25% coverage reduction in the lower troposphere due to clouds aloft. The height resolution of 1 km, a small footprint and multiple shot capability are the main reasons for this.
The existing OSSE database of simulated meteorological observations at ECMWF has been extended with simulated DWL horizontal line-of-sight wind profiles according to the ADM concept. This enables assessment of their potential impact on numerical weather prediction and climate processes by so-called observation system simulation experiments (OSSE).
In the simulations of horizontal line-of-sight wind profiles and their uncertainty we did not take into account measurement biases. These may be induced by several sources of system imperfections and/or heterogeneous atmospheric conditions (Stoffelen et al.2002; Marseille et al.2002) . In extreme cases such as convective clouds in the upper troposphere that are in the receiver field of view or when observing over regions with large surface albedo (arctic ice), the background signal may introduce large biases for wind retrieval from the Rayleigh dual channel receiver. Besides biases, correlated error structures between or within measured wind profiles may be detrimental when assimilated in NWP models . Such structures may be due to e.g. aerosol layers that extend over hundreds of kilometers and induce height assignment errors in subsequent wind profiles. To limit the effect of system imperfections, Aeolus must be designed to be a stable system such that systematic errors are constant over time and can easily be removed by NWP models. In addition advanced quality control schemes need to be developed to detect extremely variable atmospheric scenes and apply adequate processing to minimise measurement biases and correlated error structures.
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