Abstract. In this paper, we give a classification of non-oscillatory solutions of a second-order neutral delay difference equation of the form
Introduction
Consider second-order nonlinear neutral difference equations of the form ∆ 2 (x n − c n x n−τ ) + f (n, x g 1 (n) , . . . , x g m (n) ) = 0 (n ≥ n 0 ∈ N).
With respect to equations (1), throughout we shall assume the following:
(i) τ ∈ N, {c n } ⊂ R + and there exists δ ∈ (0, 1] such that c n ≤ 1 − δ for n ≥ n 0 .
(ii) g j : N n 0 → N n 0 , N n 0 = {n 0 , n 0 + 1, . . .}, and lim n→∞ g j (n) = ∞ (j = 
. , m).
The forward difference ∆ is defined as usual, i.e. ∆x n = x n+1 − x n . Set
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In [3, 4] , Agarwal, Manuel and Thandapani give a classification of all non-trivial solutions of certain second-order neutral delay difference equations according to the sign of {y n ∆y n } and established the existence of solutions in some classes.
In this paper, we study the existence and asymptotic behaviour of non-oscillatory solutions of (1). More precisely, we give a classification of non-oscillatory solutions of (1) according to their asymptotic behaviour. Moreover, we establish some existence results for each kind of non-oscillatory solutions of (1). Especially, we obtain two necessary and sufficient conditions for existence of non-oscillatory solutions of (1).
Results
First we show some lemmas which will be useful for the main results. Lemma 1. Let {x n } be an eventually positive or eventually negative solution of (1) . If lim n→∞ x n = 0, then {y n } is eventually negative or eventually positive, respectively, and lim n→∞ y n = 0. If lim n→∞ x n = 0 fails, then {y n } is eventually positive or eventually negative.
Proof. Let {x n } be an eventually positive solution of (1). Then ∆ 2 y n < 0 eventually. Thus ∆y n is decreasing and ∆y n > 0 or ∆y n < 0 eventually. Also, y n > 0 or y n < 0 eventually. If lim n→∞ x n = 0, from (2) we have lim n→∞ y n = 0. Since {y n } is monotonic, so lim n→∞ ∆y n = 0, which implies that ∆y n > 0. Therefore, y n < 0 eventually. If lim n→∞ x n = 0 fails, then lim sup n→∞ x n > 0. We show that y n > 0 eventually. If not, then y n < 0 eventually. If {x n } is unbounded, then there exists a sequence {n k } such that lim k→∞ n k = ∞, x n k = max n 0 ≤n≤n k {x n } and lim k→∞ x n k = ∞. From (2), we have
Thus lim k→∞ y n k = ∞, which is a contradiction. If {x n } is bounded, then there exists a sequence {n k } such that lim k→∞ n k = ∞ and lim k→∞ x n k = lim sup n→∞ x n . Since the sequences {c n k } and {x n k −τ } are bounded, there exist convergent subsequences. Without loss of generality, we may assume that lim k→∞ x n k −τ and lim k→∞ c n k exist. Hence
which is a contradiction again. Therefore, y n > 0 eventually. A similar proof can be given if x n < 0 eventually Lemma 2. Assume that lim n→∞ c n = c ∈ [0, 1) and {x n } is an eventually positive or eventually negative solution of (1) .
Proof. Let {x n } be an eventually positive solution of (1) . Then x n ≥ y n eventually. If lim n→∞ = y n = ∞, then lim n→∞ x n = ∞. Now we consider the case that lim n→∞ y n = a ∈ R. Thus {y n } is bounded which implies that {x n } is bounded (see (3)). Therefore, there exists a sequence {n k } such that lim k→∞ n k = ∞ and lim k→∞ x n k = lim sup n→∞ x n . As before, without loss of generality we may assume that lim k→∞ c n k and lim k→∞ x n k −τ exist. Hence
On the other hand, there exists a sequence {n k } such that lim k→∞ x n k = lim inf n→∞ x n . Without loss of generality we assume that lim k→∞ c n k and lim k→∞ x n k −τ exist. Hence
Combining (4) and (5) we obtain lim n→∞ x n = a 1−c . A similar proof can be given if
We are now ready to prove the following results. Theorem 1. Assume that lim n→∞ c n = c ∈ [0, 1), denote by S the set of all nonoscillatory solutions of (1) and define the following subsets:
Proof. Without loss of generality, let {x n } be an eventually positive solution of (1). If lim n→∞ x n = 0, by Lemma 1, lim n→∞ y n = 0 and lim n→∞ ∆y n = 0, i.e. x n ∈ S(0, 0, 0). If lim n→∞ x n = 0 fails, then by Lemma 2 y n > 0 eventually, and it is easy to see that ∆y n > 0 and ∆ Proof. Necessity. Without loss of generality, let {x n } ∈ S(b, a, 0) be an eventually positive solution of (1) . By Theorem 1 we know that b > 0 and a > 0. From (1) and (2) we have ∆
Summing both sides of this equalty from s ≥ n 0 to ∞ we get
Summing both sides of the equality from N ≥ n 0 to n − 1 > N we get 
Define a set Ω by
and an operator T on Ω by
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Clearly, for {x n } ∈ Ω,
and
Define a series of sequences {x
By induction, we can prove that
Then there exists {x n } ∈ Ω such that lim k→∞ x (k) n = x n (n ≥ n 0 ). In the following, we shall show that
In fact, by (6) , for any ε > 0 there exists N 1 ≥ n 0 such that
jf (j, b 1 , . . . , b 1 ) < ε.
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Let k → ∞. Then (10) gives
Clearly, x n > 0 for n ≥ n 0 . Therefore, {x n } is a positive solution of (1). Since
for some h = 0.
Proof. Necessity. Without loss of generality, let {x n } ∈ S(∞, ∞, d) be an eventually positive solution of (1) . From Theorem 1, we have d > 0. From (1) and (2) we have ∆
Summing both sides of this equality from n 1 ≥ n 0 to n − 1 > n 1 we get
Since lim n→∞ ∆y n = d > 0, we have
and there exist d 1 > 0 and n 2 ≥ n 1 such that y n ≥ d 1 n for n ≥ n 2 . Therefore
Choosing h = d 1 and combining (12) and (13), we get
Sufficiency. Set h > 0, d > 0 and B > 0. From (14) there exists a sufficiently large N ≥ n 0 so that for n ≥ N we have n − τ ≥ n 0 and g j (n) ≥ n 0 (j = 1, 2, ..., m) and
Clearly, for {z n } ∈ Ω and T z n = T z N +1 ≤ δ (n 0 ≤ n < N + 1).
It is easy to see that T z n ≥ d for n ≥ n 0 . Hence, T Ω ⊂ Ω. Define a series of sequences {z
(n ≥ n 0 ).
We can prove that
Then there exists {z n } ∈ Ω such that lim k→∞ z (k) n = z n and d ≤ z n ≤ h (n ≥ n 0 ). Clearly, z n = T z n (n ≥ n 0 ), i.e. 
