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We propose a unified theoretical framework for quantifying spatio-temporal interactions in a
stochastic dynamical system based on information geometry. In the proposed framework, the degree
of interactions is quantified by the divergence between the actual probability distribution of the
system and a constrained probability distribution where the interactions of interest are disconnected.
This framework provides novel geometric interpretations of various information theoretic measures
of interactions, such as mutual information, transfer entropy, and stochastic interaction in terms
of how interactions are disconnected. The framework therefore provides an intuitive understanding
of the relationships between the various quantities. By extending the concept of transfer entropy,
we propose a novel measure of integrated information which measures causal interactions between
parts of a system. Integrated information quantifies the extent to which the whole is more than the
sum of the parts and can be potentially used as a biological measure of the levels of consciousness.
INTRODUCTION
There have been many attempts to quantify interac-
tions between elements in a stochastic system. Informa-
tion theory has played a pivotal role in this goal, lead-
ing to various measures of interactions such as multi-
information [1–3], transfer entropy [4], stochastic inter-
action [5, 6], and integrated information [7, 8]. In this
study, we propose a unified theoretical framework for
quantifying spatio-temporal interactions in a stochastic
dynamical system based on information geometry [9],
which is useful for elucidating various measures and their
relations. In particular, we focus on the concept of in-
tegrated information and its related measures [5, 6, 10].
Utilizing the unified framework, we propose a novel mea-
sure of integrated information, called ‘geometric inte-
grated information’ ΦG.
The concept of integrated information was proposed
by Tononi in Integrated Information Theory (IIT) [7, 8,
11]. Integrated information is designed for measuring the
degree of causal interactions between parts of a system
and the amount of information integrated in a system.
IIT postulates that levels of consciousness correspond to
the amount of integrated information in a system [7],
and this has been supported by experiments conducted
in various types of loss of consciousness [12–15].
Consider a joint probability distribution p(X,Y ) of
the past states X and the present states Y of a system,
where information about X is integrated and transmit-
ted to Y . Further, consider another probability distribu-
tion q(X,Y ), whose degree of freedom is constrained in
terms of the way information is transmitted fromX to Y .
More precisely, in q(X,Y ), some elements of X are dis-
connected from other elements of Y , prohibiting informa-
FIG. 1. Information geometric picture for minimizing the KL
divergence between the full model p(X,Y ) and disconnected
model q(X,Y ).
tion transmission over the branches that connect them.
We call the former p(X,Y ) a ‘full model’ and the latter
q(X,Y ) a ‘disconnected model’. We propose to quan-
tify the degree of interactions using the Kullback-Leibler
(KL) divergence from the full to the disconnected model
based on information geometry. A set of the disconnected
model form a submanifold, MD, inside the entire mani-
fold of the full model,MF . Given p(X,Y ), we search for
the closest point q∗(X,Y ) to p(X,Y ) within the subman-
ifold MD (Fig. 1). The closest point is the minimizer
of the KL divergence between p(X,Y ) and q(X,Y ) and
is found by projecting p(X,Y ) to the submanifold. The
minimized KL divergence can then be interpreted as ‘in-
formation loss’ caused by disconnections of information
transmission branches.
This framework provides unified interpretations of var-
2ious measures of interactions (Fig. 2) and offers a way to
quantify these measures in a hierarchical manner which
clarifies the relationships between them. We show that
mutual information between X and Y corresponds to in-
formation loss when all the time-lagged interactions be-
tween X and Y are broken (Fig. 2(a)) and that transfer
entropy from one element xi to another element yj corre-
sponds to information loss when the transmission branch
from xi to yj is eliminated (Fig. 2(b)). By extending
transfer entropy, we propose a new measure of integrated
information, which quantifies all causal interactions be-
tween parts of a system Fig. 2(c)). By construction, it
is easy to see that the proposed measure of integrated
information naturally satisfies an important theoretical
requirement: Integrated information is non-negative and
not more than the mutual information between X and
Y . A previously proposed measure of integrated infor-
mation, called stochastic interaction [5, 6, 16], does not
satisfy this because stochastic interaction quantifies not
only time-lagged interactions but also equal-time inter-
actions in the present states Y (Fig. 2(d)).
SPATIO-TEMPORAL INTERACTIONS
Consider a stochastic dynamical system in which the
past and present states of the system are given by X =
(x1, x2, · · · , xN ) and Y = (y1, y2, · · · , yN ), respectively.
The spatio-temporal interactions of the system are char-
acterized by the joint probability distribution p(X,Y ). In
a dynamical system p(X,Y ), there are two types of inter-
actions. Interactions between elements at the same time
are called equal-time interactions. They can be quanti-
fied by analyzing only p(X) or p(Y ). Interactions across
different time points are called time-lagged interactions.
They can be quantified from the conditional probability
distribution p(Y |X). Time-lagged interactions are also
known as ‘causal’ interactions [4, 17], in a sense of ‘causal-
ity’ that is statistically inferred from a limited amount
of observation, which does not necessarily mean actual
physical causality. Here, we use the term ‘causality’ in
this context and focus on quantifying causal interactions.
Mutual information: Total causal interactions
First, we quantify the total degree of causal interac-
tions between the past and the present states. We break
the interactions between X and Y by forcing X and Y
to be independent. Consider a manifold of probability
distributionsMF , where each point in the manifold rep-
resents a probability distribution p(X,Y ) (a full model)
specified by 2N variables. Consider also a manifold MI
where X and Y are independent and there are no causal
interactions between X and Y . A probability distribu-
tion q(X,Y ) (a disconnected model), which is represented
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FIG. 2. Minimizing the KL divergence between the full and
the disconnected model (a)-(d) lead to various information
theoretic quantities; (a) Mutual information, (b) Transfer en-
tropy, (c) Integrated information, and (d) Stochastic inter-
action. Constraints imposed on the disconnected model are
graphically shown.
as a point in the manifold MI , is expressed as
q(X,Y ) = q(X)q(Y ), (1)
and it is graphically represented in Fig. 2(a). The ac-
tual probability distribution p(X,Y ) is represented as a
point outside the submanifold MI (Fig. 1). In informa-
tion geometry, dissimilarity between the two probability
distributions is quantified by KL divergence.
DKL(p||q) =
∫
dXdY p(X,Y ) log
p(X,Y )
q(X,Y )
. (2)
We consider finding the best approximation of p(X,Y )
with q(X,Y ), which corresponds to minimizing the KL
divergence between p(X,Y ) and q(X,Y ) ∈ MI (Fig. 1).
The KL divergence is minimized by orthogonally pro-
jecting the point p(X,Y ) in the manifold MI according
to the projection theorem in information geometry [9]
(Fig. 1). The KL divergence is minimized when the
marginal distributions of q(X,Y ) over X and Y are both
equal to those of the actual distribution p(X,Y ), i.e.,
q(X) = p(X) and q(Y ) = p(Y ). The minimized KL di-
vergence is given by
min
q
DKL(p||q) = H(Y )−H(Y |X), (3)
= I(X ;Y ) (4)
where H is the entropy and I(X ;Y ) is the mutual infor-
mation between X and Y . Thus, we can interpret the
mutual information between X and Y as the total causal
interactions between X and Y .
3Transfer entropy: Partial causal interactions
Next, we quantify a partial causal interaction from one
element to another in the system. We partially break
a causal interaction from xi to yj by imposing the con-
straint that xi and yj are conditionally independent given
the past states of the other variables except for xi. We
denote the set of the past states that excludes only xi by
X˜i. With this notation, the constraint imposed on the
disconnected model q(X,Y ) is expressed as (Fig. 2(b))
q(yj |X) = q(yj |X˜i). (5)
The KL divergence is minimized when q(X) = p(X),
q(yj |X) = p(yj |X˜i), and q(Y˜j |X, yj) = p(Y˜j |X, yj). The
minimized KL divergence is equal to the conditional
transfer entropy from xi to yj given all the other past
states X˜i except for the i-th element;
min
q
DKL(p||q) = H(yj |X˜i)−H(yj |X), (6)
= TE(xi → yj |X˜i), (7)
where TE(xi → yj |X˜i) is the conditional transfer en-
tropy from xi to yj given X˜i. Thus, we can interpret the
conditional transfer entropy as the degree of the partial
causal interaction from xi to yj.
Integrated information
Finally, we derive a new measure of integrated infor-
mation by extending the concept of transfer entropy. In-
tegrated information quantifies the degree of all causal
interactions between parts of the system. Consider par-
titioning a system intom parts, P1, P2, ..., Pm. We break
all causal interactions between the different parts of the
system by imposing the following constraints (Fig. 2(c));
q(Y [Pi]|X) = q(Y [Pi]|X [Pi]) (∀i), (8)
where X [Pi] and Y [Pi] represent the past and the present
states of the elements in the i-th subsystem Pi. To quan-
tify integrated information, we consider a manifold MG
constrained by Eq. 8. Note that withinMG, the present
states in a part Pi only depend on the past states of it-
self and thus, the transfer entropies from one part Pi to
another part Pj (i 6= j) are all 0. Now, we propose a
new measure of integrated information, called ‘geometric
integrated information’ ΦG as the minimized KL diver-
gence between the actual distribution p(X,Y ) and the
disconnected distribution q(X,Y ) within MG;
ΦG = min
q
DKL(p||q). (9)
The manifold MG formed by the constraints for inte-
grated information (Eq. 8) includes the manifold MI
formed by the constraints for mutual information (Eq.
1), i.e., MI ⊂MG. Since minimizing the KL divergence
in a larger space always leads to a smaller value, ΦG is
always smaller than or equal to the mutual information
I(X ;Y );
0 ≤ ΦG ≤ I(X ;Y ). (10)
The key concept of the integrated information is that it
should quantify the extent to which the whole is more
than the sum of parts [6, 7]. Thus, it should be non-
negative and upper bounded by the total amount of in-
formation in the whole system I(X ;Y ) [18]. ΦG naturally
satisfies this important theoretical requirement because
it is derived from the minimization of the KL divergence.
Importantly, ΦG is not equal to the sum of the con-
ditional transfer entropies of the deleted interactions.
Moreover, the sum of the conditional transfer entropies
can exceed the mutual information between X and Y ,
which is the total amount of causal interactions in the
whole system. As a simple illustrative example, consider
a system consisting of two binary units, each of which
takes one of the two states, 0 or 1. Assume that the
probability distribution of the past states of x1 and x2
is a uniform distribution, i.e., p(x1, x2) = 1/4 and the
present states of y1 and y2 are always equal, y1 = y2, and
are determined by the XOR gate of the past states x1 and
x2. In this case, the transfer entropies from x1 to y2 or
x2 to y1 are both 1, i.e., TE(x1 → y2|x2) = TE(x2 →
y1|x1) = 1. However, the mutual information between X
and Y is also 1, I(X ;Y ) = 1 and thus, the sum of the
transfer entropies is larger than the mutual information;
TE(x1 → y2|x2) + TE(x2 → y1|x1) > I(X ;Y ).
The sum of the conditional Granger causality from one
element to another has been proposed as a measure of
integration, termed ‘causal density’ [19]. The sum of the
conditional Granger causality is equivalent to the sum of
the conditional transfer entropies for Gaussian variables
[20]. As explained above, the sum of conditional transfer
entropies, or equivalently causal density, can exceed the
mutual information between X and Y . Thus, it does
not satisfy the important theoretical requirement as an
appropriate measure of integrated information.
Stochastic interactions
Another measure, called stochastic interaction [5, 6],
was proposed as a different measure of integrated in-
formation [10]. In the derivation of stochastic interac-
tion, Ay considered a manifoldMS where the conditional
probability distribution of Y given X is decomposed into
the product of the conditional probability distributions
of each part (Fig. 2(d)) [5, 6];
q(Y |X) =
m∏
i=1
q(Y [Pi]|X [Pi]). (11)
4This constraint satisfies that for the integrated informa-
tion in Eq. 8. Thus, MS ⊂ MG. In addition to that,
this constraint further satisfies conditional independence
among the present states of parts, Y [Pi], given the past
states in the whole system X ;
q(Y |X) =
m∏
i=1
q(Y [Pi]|X). (12)
This constraint corresponds to breaking equal-time inter-
actions among the present states of the parts given the
past states of the whole, whereas the constraint in Eq.
8 corresponds to breaking only time-lagged interactions
between the present and past states (Fig. 2(d)).
The KL divergence is minimized when q(X) = p(X)
and q(Y [Pi]|X [Pi]) = p(Y [Pi]|X [Pi]). The minimized KL
divergence is equal to stochastic interaction SI(X ;Y ):
min
q
DKL(p||q) =
∑
i
H(Y [Pi]|X [Pi])−H(Y |X), (13)
= SI(X ;Y ). (14)
In contrast to the manifold MG considered for ΦG, the
manifold MS formed by the constraints for stochastic
interaction (Eq. 11) does not include the manifold MI
formed by the constraints for the mutual information be-
tween X and Y (Eq. 1). This is because not only causal
interactions but also equal-time interactions are broken
in MS . Stochastic interaction can therefore exceed the
total degree of causal interactions in the whole system,
which is not suitable as a measure of integrated informa-
tion [18].
RELATION TO GRANGER CAUSALITY
In this section, we show a close relationship between
the proposed measure of integrated information ΦG and
multivariate Granger causality by computing ΦG when
the probability distribution of a system p(X,Y ) is Gaus-
sian. Consider a following multivariate autoregressive
model,
Y = AX + E, (15)
where X and Y are the past and present states of a sys-
tem, A is the connectivity matrix, and E is Gaussian
random variables, which are uncorrelated over time. The
multivariate autoregressive model is the generative model
of a multivariate Gaussian distribution. Regarding Eq.
15 as a full model, we consider the following as a discon-
nected model:
Y = A′X + E′. (16)
The constraints for ΦG (Eq. 8) correspond to setting the
off-diagonal elements of A′ to 0:
A′ij = 0(i 6= j). (17)
FIG. 3. Relationships between manifolds for mutual informa-
tion MI (the gray line), stochastic interaction MS (the or-
ange line), and integrated information MG (the green plane)
in the Gaussian case. MI is the line where A = 0, MS is the
line where Σ(E)12 and A12, A21 are 0, and MG is the plane
where A12, A21 are 0.
It is instructive to consider the constraints for the other
information theoretic quantities introduced above; the
constraints for (a) mutual information, (b) transfer en-
tropy from x1 to y2, and (d) stochastic interaction. They
correspond to (a) A′ = 0, (b) A′21 = 0 and (d) the
off-diagonal elements of A′ and Σ(E)′ being 0, respec-
tively. Fig. 3 shows the relationship between the man-
ifolds formed by the constraints for mutual information
MI , stochastic interactionMS , and integrated informa-
tion MG. We can see that MI and MS are included
in MG. Thus, ΦG is smaller than I(X ;Y ) or SI(X ;Y ).
On the other hand, there is no inclusion relation between
MI and MS.
By differentiating the KL divergence between the full
model p(X,Y ) and the disconnected model q(X,Y ) with
respect to Σ(X)′−1 (the covariance of X in the discon-
nected model), A′, and Σ(E)′−1, we can find the mini-
mum of the KL divergence using the following equations:
Σ(X)′ = Σ(X), (18)
(Σ(X)(A−A′)Σ(E)′−1))ii = 0, (19)
Σ(E)′ = Σ(E) + (A−A′)Σ(X)(A−A′)T . (20)
By substituting Eqs. 18-20 into the KL divergence, we
obtain
ΦG =
1
2
log
|Σ(E)′|
|Σ(E)|
. (21)
|Σ(E)| is called the generalized variance, which is used as
a measure of goodness of fit, i.e., the degree of prediction
error, in multivariate Granger causality analysis [16, 21].
In the Gaussian case, ΦG can be interpreted as the differ-
ence in the prediction error on comparison of the full and
disconnected model, in which the off-diagonal elements of
A′ are set to 0. Thus, ΦG is consistent with multivari-
ate Granger causality analysis based on the generalized
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FIG. 4. A hierarchical structure of the disconnected models
where time-lagged interactions are broken in a system con-
sisting of two units. All possible combinations of interactions
retained in the disconnected model are displayed. If two mod-
els are related with the addition or removal of one interaction,
they are connected by a line. The KL divergence between the
full and the disconnected model increases from bottom to top.
variance. ΦG can be rewritten as the difference between
the conditional entropy in the full model and that in the
disconnected model,
ΦG = H(q(Y |X))−H(p(Y |X)). (22)
For comparison, mutual information, transfer entropy,
and stochastic interaction are given as follows:
I(X ;Y ) =
1
2
log
|Σ(X)|
|Σ(E)|
, (23)
TE(xi → yj|xj) =
1
2
log
Σ(E)∗jj
Σ(E)jj
, (24)
SI(X ;Y ) =
1
2
log
Σ(E)∗
11
Σ(E)∗
22
|Σ(E)|
, (25)
where Σ(E)∗jj (j = 1, 2) is the covariance of the condi-
tional probability distribution p(yj |xj).
HIERARCHICAL STRUCTURE
We can construct a hierarchical structure of the discon-
nected models and then use it to systematically quantify
all possible combinations of causal interactions [22]. For
example, in a system consisting of two elements, there are
four time-lagged interactions, x1 → y1, x1 → y2, x2 → y1
and x2 → y2, which are denoted by T11, T12, T21 and
T22, respectively. While we consider only the cross inter-
actions, T12 and T21 for transfer entropy and integrated
information, we can also quantify self-interactions T11
and T22 by imposing the corresponding constraints, such
as q(y1|x1, x2) = q(y1|x2) and q(y2|x1, x2) = q(y2|x1),
respectively. A set of all possible disconnected models
forms a partially ordered set with respect to KL diver-
gence between the full and the disconnected models (Fig.
4). If one disconnected model is related to another one
with the removal or inclusion of interactions, there is an
ordering relationship in the KL divergence. Such related
models are connected by a line in Fig. 4. From the
bottom to the top, information loss increases as more in-
teractions are broken. Note that there is no ordering re-
lationship between the disconnected models at the same
level of the hierarchy. At the top, all four interactions are
destroyed, and thus information loss is maximized, which
corresponds to the mutual information I(X ;Y ). The hi-
erarchical structure generalizes all related measures men-
tioned in this article and provides a clear perspective on
the relationship among different measures.
CONCLUSION
In this paper, we propose a unified framework for
quantifying spatio-temporal interactions in a stochastic
dynamical system based on information geometry. By
evaluating KL divergence between the full and discon-
nected models, we provided unified interpretations of
various measures of interactions, including transfer en-
tropy. By extending transfer entropy in this framework,
we derived a novel measure of integrated information
ΦG. We showed that ΦG naturally satisfies the impor-
tant theoretical requirement as a proper measure of in-
tegrated information: Integrated information is less than
or equal to the mutual information in the whole system,
i.e., 0 ≤ ΦG ≤ I(X ;Y ) [18]. By analytically calculating
ΦG in the Gaussian case, we revealed a close relationship
between ΦG and multivariate Granger causality based
on the generalized variance. Finally, we pointed out that
the hierarchical structure of the disconnected models en-
ables us to quantify any combination of spatio-temporal
interactions in a systematic manner from a unified per-
spective. We expect that the proposed framework can be
utilized in diverse research fields, including neuroscience
[23, 24] where network connectivity analysis has been an
active research topic [25]. We also expect that our mea-
sure of integrated information will be particularly useful
for consciousness researchers [26–28] because information
integration is considered to be a key prerequisite of con-
scious information processing in the brain [7].
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