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minimize $f(x)$ , $x\in R^{n}$
$f$ : $R^{n}arrow R$
$\nabla f$ $g$ $x_{0}\in R^{n}$
$x_{k+1}=x_{k}+\alpha_{k}d_{k}$
$\{x_{k}\}$ $\alpha_{k}>0$ $d_{k}\in R^{n}$
$\nabla f(x_{k})\equiv$





Fletcher-Reeves $(FR)$ , Hestenes-Stiefel $(HS))$
Polak-Ribi\‘ere (PR), Dai-Yuan (DY)
$\beta_{k}^{FR}=\frac{\Vert g_{k}||^{2}}{\Vert g_{k-1}\Vert^{2}}$ , $\beta_{k}^{HS}=\frac{g_{k}^{T}y_{k-1}}{d_{k-1}^{T}y_{k-1}}$ ,
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22 Dai Liao [2]
Dai-Liao
[5,12,17,24].
$g_{k}^{T}d_{k}\leq-\overline{c}\Vert g_{k}\Vert^{2}$ for some $\overline{c}>0$ and all $k$ (2)
Hager Zhang [8]
$\beta_{k}^{HS}$ (2)
Yu [18] Hager-Zhang $\beta_{k}^{PR}$
(2) PR Yuan [19] Yu
$\beta_{k}^{HS}$ $\beta_{k}^{PR}$ $\beta_{k}$ Hager-Zhang
Zhang [21-23] (1)
$g_{k}^{T}d_{k}=-\Vert g_{k}\Vert^{2}$ FR, PR, HS
Narushima [14] Zhang FR, PR, HS $g_{k}^{T}d_{k}=-\Vert g_{k}\Vert^{2}$
3 Sugiki [16]



























Yabe Takano [17] Zhang $[20|$ :
$B_{k}s_{k-1}=z_{k-1}^{YT}$ , $z_{k-1}^{YT}=y_{k-1}+ \phi_{k}(\frac{\theta_{k-1}}{s_{k-1}^{T}u_{k-1}}u_{k-1})$
$\phi_{k}\geq 0$
$\theta_{k-1}$ $=$ $6(f(x_{k-1})-f(x_{k}))+3(g_{k-1}+g_{k})^{T}s_{k-1}$
$u_{k-1}\in R^{n}$ $s_{k-1}^{T}u_{k-1}\neq 0$ Zhou Zhang [24]
Li Fukushima [13] MBFGS
$B_{k}s_{k-1}=z_{k-1}^{zz}$ , $z_{k-1}^{ZZ}=y_{k-1}+\zeta\Vert g_{k}\Vert^{q}s_{k-1}$
$\zeta>0$ $q>0$ Ford [5]
[4]:
$B_{k}h_{k-1}^{F1}=z_{k-1}^{F1}$ , $h_{k-1}^{F1}=s_{k-1}-\xi_{k-1}s_{k-2}$ , $z_{k-1}^{F1}=y_{k-1}-\xi_{k-1}y_{k-2}$
$\beta_{k}$ $\xi_{k-1}=\frac{\delta_{k-1}^{2}}{1+2\delta_{k-1}},$ $\delta_{k-1}=\eta_{k}\frac{||s_{k-1}||}{||s_{k-2}||}$ $\eta_{k}\geq 0$
Ford $z_{k-1}$ :









$\dagger$ $a\neq 0$ $a^{\uparrow}=1/a,$ $a=0$ $a^{\uparrow}=0$
(5) Hager-Zhang
(2)
Hager Zhang [8, 11] $\beta_{k}^{HS}$
$\beta_{k}^{HZ}=\frac{1}{d_{k-1}^{T}y_{k-1}}g_{k}^{T}(y_{k-1}-\lambda d_{k-1}\frac{||y_{k-1}||^{2}}{d_{k-1}^{T}y_{k-1}})=\beta_{k}^{HS}-\lambda(\frac{||y_{k-1}\Vert}{d_{k-1}^{T}y_{k-1}})^{2}g_{k}^{T}d_{k-1}$ (6)
$\lambda>1/4$ Hager Zhang (6)
(2) $\overline{c}=1-1/(4\lambda)$
Hager-Zhang (5) $\beta_{k}$ :
$\beta_{k}^{DS}$ $=$ $\beta_{k}^{Secant}-\lambda\Vert_{Z_{k-1}}-th_{k-1}\Vert^{2}g_{k}^{T}d_{k-1}\{(d_{k-1}^{T}z_{k-1})^{2}\}^{\uparrow}$
$=$ $g_{k}^{T}(z_{k-1}-th_{k-1})(d_{k-1}^{T}z_{k-1})^{\dagger}-\lambda\Vert z_{k-1}-th_{k-1}\Vert^{2}g_{k}^{T}d_{k-1}\{(d_{k-1}^{T}z_{k-1})^{2}\}^{\dagger}$ , (7)








Step $0$ . $x_{0}$ , $d_{0}=-go$ $k=0$ Step 2
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Step 1. (7)( (8)) $\beta_{k}$ (1) $\ovalbox{\tt\small REJECT}$ $d_{k}$
Step 2. Wolfe :






















1. $\mathcal{L}=\{x|f(x)\leq f(x_{0})\}$ $\mathcal{N}$
$f$ $g$ $L$
$x,$ $y\in \mathcal{N}$
$\Vert g(x)-g(y)\Vert\leq L\Vert x-y\Vert$
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$\beta_{k}^{DS}$ CGDS
1. 1 $c_{1}$ $c_{2}$ $k$
$z_{k-1}$ $h_{k-1}$
$\Vert z_{k-1}-th_{k-1}\Vert$ $\leq$ $c_{1}\Vert s_{k-1}\Vert$




$x,$ $y\in R^{n}$ $\lambda\in(0,1)$ $f((1- \lambda)x+\lambda y)\leq(1-\lambda)f(x)+\lambda f(y)-\frac{1}{2}\mu(1-$
$\lambda)\lambda\Vert x-y\Vert^{2}$
2. 1 $f$ $x^{*}$
1. $\beta_{k}^{DSDL}$ CGDS $\lim_{karrow\infty}\Vert x_{k}-x^{*}\Vert=0$
2. $\overline{m}$ $\overline{\phi}$ $|s_{k-1}^{T}u_{k-1}|\geq m-\Vert s_{k-1}\Vert\Vert u_{k-1}\Vert$ $0\leq\phi_{k}\leq\overline{\phi}$
$\beta_{k}^{DSYT}$ CGDS $\lim_{karrow\infty}\Vert x_{k}-x^{*}\Vert=0$
3. $2\mu-\overline{\eta}L>0$ $\overline{\eta}$ $\eta_{k}$ $0\leq\eta_{k}\leq\overline{\eta}$ $\beta_{k}^{DSF1}$
CGDS $\lim_{karrow\infty}\Vert x_{k}-x^{*}\Vert=0$
4. $2\mu-t\overline{\eta}L>0$ $\overline{\eta}$ $\eta_{k}$ $0\leq\eta_{k}\leq\overline{\eta}$
$\beta_{k}^{DSF2}$ CGDS $\lim_{karrow\infty}\Vert x_{k}-x^{*}\Vert=0$
2 $\beta_{k}^{DSDL},$ $\beta_{k}^{DSYT},$ $\beta_{k}^{DSF1},$ $\beta_{k}^{DSF2}$
$\beta_{k}^{DSZZ}$
1
3. 1 $\beta_{k}^{DSZZ}$ Algorithml $\lim_{karrow}\inf_{\infty}\Vert g_{k}\Vert=0$
$\beta_{k}^{DSDL},$ $\beta_{k}^{DSYT},$ $\beta_{k}^{DSF1},$ $\beta_{k}^{DSF2}$
Property$*$ ( [6] )
$\beta_{k}\geq 0$ $\beta_{k}$ $\beta_{k}^{DSDL+},$ $\beta_{k}^{DSYT+}$ ,
$\beta_{k}^{DSF1+},$ $\beta_{k}^{DSF2+}$ CGDS
4. 1
1. $\beta_{k}^{DSDL+}$ CGDS $\lim_{karrow}\inf_{\infty}\Vert g_{k}\Vert=0$
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2. $\overline{m}$ $\overline{\phi}$ $|s_{k-1}^{T}u_{k-1}|\geq m-\Vert s_{k-1}\Vert\Vert u_{k-1}\Vert$ $0\leq\phi_{k}\leq\overline{\phi}$
$\beta_{k}^{DSYT+}$ CGDS $F$ $\lim_{karrow}\inf_{\infty}\Vert g_{k}\Vert=0$
3. $\overline{\eta}$ $\varphi$ $0\leq\eta_{k}\leq\overline{\eta}$ $\varphi\geq\max\{|g_{k-1}^{T}d_{k-1}|, |g_{k}^{T}d_{k-1}|\}|d_{k-1}^{T}z_{k-1}^{F1}|^{\dagger}$
$\beta_{k}^{DSF1+}$ CGDS $\lim_{karrow}\inf_{\infty}\Vert g_{k}\Vert=0$
4. $\overline{\eta}$ $\varphi$ $0\leq\eta_{k}\leq\overline{\eta}$ $\varphi\geq\max\{|g_{k-1}^{T}d_{k-1}|, |g_{k}^{T}d_{k-1}|\}|d_{k-1}^{T}z_{k-1}^{F2}|\dagger$





$\overline{ARWHEAD}$5000DIXMAAND9000FLETCHCR10000PENALTYI10000BDEXP 5000 DIXMAANE 9000 FMINSRF2 5625 POWELLSG 20000
BDQRTIC 5000 DIXMAANF 9000 FMINSURF 5625 POWER 20000
BIGGSBI 5000 DIXMAANG 9000 FREUROTH 5000 QUARTC 10000
BOX 7500 DIXMAANH 9000 GENHUMPS 5000 SCHMVETT 5000
BROYDN$7D$ 5000 DIXMAANI 9000 GENROSE 5000 SINQUAD 10000
BROYDN$7D$ 10000 DIXMAANJ 9000 GENROSE 10000 SPARSINE 5000
BRYBND 10000 DIXMAANK 3000 LIARWHD 10000 SPARSQUR 10000
CHAINWOO 4000 DIXMAANL 9000 MODBEALE 10000 SROSENBR 10000
CHAINWOO 10000 $DIXON3DQ$ 10000 MOREBV 5000 TESTQUAD 5000
COSINE 10000 DQDRTIC 5000 MOREBV 10000 TOINTGSS 10000
CRAGGLVY 5000 DQRTIC 5000 NONCVXU2 5000 TQUARTIC 10000
CURLY10 10000 EDENSCH 10000 NONDIA 10000 TRIDIA 10000
CURLY20 10000 EG2 1000 NONDQUAR 5000 VAREIGVL 5000
CURLY30 5000 ENGVALI 10000 NONDQUAR 10000 WOODS 4000
DIXMAANA 9000 EXTROSNB 1000 NONSCOMP 5000 WOODS 10000
DIXMAANB 9000 EXTROSNB 10000 OSCIPATH 10000




$DSDL+$ : CGDS, $\beta_{k}^{DSDL+},$ $(\lambda, t)=(2,0.3)$ ,
$DSYT+$ : CGDS, $\beta_{k}^{DSYT+},$ $(\lambda, t, \phi_{k})=(2,0.3,0.3),$ $u_{k}=y_{k}$ ,
$DSZZ+$ : CGDS, $\beta_{k}^{DSZZ+}\equiv\max\{0, \beta_{k}^{DSZZ}\}$ , $(\lambda, t)=(2,0.3)$ ,
$DSF1+$ : CGDS, $\beta_{k}^{DSF1+},$ $(\lambda, t, \eta_{k})=(2,0.3,0.3)$ ,
$DSF2+$ : CGDS, $\beta_{k}^{DSF2+},$ $(\lambda, t, \eta_{k})=(2,0.3,0.3)$ .
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