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Abstract. Here we solve on ℂ2 the equation
푓 (푧,푤) − 푓 (푒2푖휋휃푧 +푤, 푒2푖휋휃푤) = 푔(푧,푤)
and show that the corresponding discrete cohomomology group depends only on
the arithmetic nature of the real parameter 휃.
• • •
1 POSITION DU PROBLÈME
Pour replacer le problème dans un cadre mathématique approprié, on commen-
cera par les rappels qui suivent.
1.1 Éléments de cohomologie [9],[12])
1.1.1 Cohomologie discrète
Soit Γ un groupe discret (dénombrable) agissant sur un espace vectoriel 퐸 de
dimension quelconque à priori. L’action d’un élément 훾 ∈ Γsur un élément 푥 ∈ 퐸
sera noté 훾 ⋅ 푥. Avec cette action 퐸 est un ℤ−module. Pour tout 푘 ∈ ℕ, soit
푘(Γ, 퐸) l’ensemble des fonctions de Γ푘 dans 퐸. L’application linéaire
푑푘 ∶ 
푘(Γ, 퐸)⟶ 푘+1(Γ, 퐸)
1. adoueric007@yahoo.fr
2. diallomh@yahoo.fr
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définie par
푑푘푐(훾1, ..., 훾푘+1) = (푑푘푐)(훾1, ..., 훾푘+1) =
훾1푐(훾2, ..., 훾푘+1) +
푖=푘∑
푖=1
(−1)푖푐(훾1, ..., 훾푖훾푖+1, ..., 훾푘+1) + (−1)
푘+1푐(훾1, ..., 훾푘)
vérifie 푑푘+1◦푑푘=0. Si on note 
푘(Γ, 퐸) = 퐾푒푟푑푘 et 
푘(Γ, 퐸) = 퐼푚푑푘−1 , les
quotients 푘(Γ, 퐸) = 푍
푘(Γ,퐸)
퐵푘(Γ,퐸)
pour 푘 ∈ ℕ sont les groupes de cohomologie de Γ
à valeurs dans 퐸.
Lorsque Γ= ℤ, on a le résultat suivant
푘(ℤ, 퐸) =
⎧⎪⎨⎪⎩
퐸Γ si 푘 = 0
퐸⟨푥−훾푥⟩ si 푘 = 1
0 si 푘 ≥ 2
.
où ⟨푥 − 훾푥⟩ est le sous-espace engendré par les éléments de la forme 푥−훾푥; 푥 par-
courant퐸 . Finalement le seul groupe de cohomologie non trivial est le1(ℤ, 퐸)
et c’est lui qu’on determinera dans pareils cas. En clair, ce groupe mesure l’obs-
truction à la résolution de l’équation dite cohomologique
푥 − 훾푥 = 푦; 푦 ∈ 퐸 donné et où on chercherait 푥 ∈ 퐸.
Exemple d’utilisation du 퐻1(Γ, 퐸) dans le cas d’un flot obtenu par
suspension d’un difféomorphisme.
On va rappeler ce qu’est un flot obtenu par suspension d’un difféomorphisme et
voir le groupe de cohomologie qui s’y attache.
Un cas concret où on est amené à determiner ce groupe est le cas d’un flot
obtenu par suspension d’un difféomorphisme.
Plus précisément soit퐵 une variété compacte, 퐵̃ son révêtement universel,et 퐹
une seconde variété , 휌 une réprésentation de 휋1(퐵) dans 퐷푖푓푓 (퐹 ) le groupe des
difféomorphismes de 퐹 . 휋1(퐵) opère sur 퐵̃×퐹 de façon canonique sur le premier
facteur et à travers la réprésention sur le second facteur ; cette action est propre et
libre ; la variété suspension est la variété quotient 퐵̃×퐹
(푏̃,푓 )∼(푠푏̃,휌(푠71)푓 )
qu’on notera푀.
On a le diagramme suivant , où les 푓푙푒̀푐ℎ푒푠 sont des applications canoniques et
휋 la fibration de fibre 퐹 rendant commutatif le diagramme ci-dessous
퐵̃ × 퐹 ⟶ 퐵̃
↓ ↓
퐹 ↪ 푀
휋
⟶ 퐵
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Le feuilletage horizontal de 퐵̃ × 퐹 est invariant par l’action de 휋1(퐵) et se
projette donc sur 푀 en un feuilletage de dimension 푑푖푚퐵 et ce feuilletage est
transverse à la fibration 휋; c’est le feuilletage suspension de 휌. La nature topolo-
gique des feuilles correspond à la nature des sous-groupes de stabilité de 휌. En
clair, la feuille passant par la classe (푏; 푓 )est un revêtement de la base 퐵 de fibre
isomorphe au quotient 휋1(퐵)
퐺푓
où G푓 =
{
푠 ∈ 휋1(퐵)∕휌(푠)푓 = 푓
}
. Par exemple une
feuille compacte isomorphe à 퐵 (s’il en existe) correspond à un point fixe de 휌 et
les simplement connexes aux sous-groupes réduits à l’élément neutre[7].
Equations cohomologiques associées à ce type de flot.
Dans le cas particulier où 퐵 = 핊1 et qu’on se donne 휙 ∈ 퐷푖푓푓 (퐹 ) et on prend
pour 휌 la réprésentation de ℤ dans 퐷푖푓푓 (퐹 ) définie par
휌(푝) = 휙푝 = 휙◦...◦휙
⏟⏟⏟
푝 fois
;
le feuilletage suspension correspondant est un flot. En effet, le champ canonique
휕
휕푡
de ℝ × 퐹 étant invariant par translation se projette sur la variété suspension
en un champ 푋 tangent à ce flot. Notons 퐸 le ℤ− module des fonctions rélles ou
complexes sur 퐹 de classe 퐶푟, 푟 = ∞ ou 푟 = 휔, et où l’action de ℤ sur 퐸 est
donnée pour 푝 ∈ ℤ et ℎ ∈ 퐸 par
푝 ⋅ ℎ = ℎ◦휙푝
où si on préfère comme ℤ est monogène , 1 ⋅ ℎ = ℎ◦휙.
On peut envisager la résolution du système continu
푋푢 = 푣, où 푣 ∈ 퐸 est donnée et on cherche 푢 ∈ 퐸 ,
(푋푢 éant la dérivée de 푢 suivant le champ de vecteurs 푋).
Par rélévement de l’équation cohomologique continue surℝ×퐹 et par intégra-
tion on montre dans[2] que la résolution de ce système continu est équivalente à
la résolution sur퐸 de l’équation du système cohomologique discret ℎ−ℎ◦휙 = 푘;
il s’agit , pour 푘 ∈ 퐸 donnée, de trouver ℎ ∈ 퐸 telle que ℎ − ℎ◦휙 = 푘. On voit
bien que l’obstruction à la résolution de cette équation est donnée par le groupe
1(Γ, 퐸) =
퐸⟨ℎ − ℎ◦휙⟩
où le sous-espace ⟨ℎ − ℎ◦휙⟩ = {ℎ − ℎ◦휙∕ ℎ ∈ 퐸}
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1.1.2 Cohomologie feuilletée
Soitℱ un feuilletage de dimension푚 sur푀. Pour tout 푟 ∈ ℕ,Λ푟(푇 ∗ℱ), consi-
dérons le fibré coalgèbre extérieur de degré 푟 sur 푇ℱ le fibré tangent à ℱ. Ses
sections sont des formes différentielles feuilletées de degré 푟 ; elles forment un
espace vectoriel qu’on notera Λ푟
ℱ
(푀). On a un operateur de différentiel extérieur
푑
ℱ
∶ Λ푟
ℱ
(푀) → Λ푟+1
ℱ
(푀)
le long des feuilles défini par la formule :
푑
ℱ
훼(푋1, ..., 푋푟+1) =
푟+1∑
푖=1
(−1)푖푋푖훼(푋1, ..., 푋̂푖, ..., 푋푟+1)+
푟+1∑
푖⟨푗 (−1)
푖훼(
[
푋푖, 푋푗
]
, 푋1, ..., 푋̂푖, ..., 푋̂푗 , ..., 푋푟+1)
où 푋̂푖signifie qu’on a omis l’argument푋푖. On vérifie facilement que l’opérateur
푑
ℱ
est de carré nul.
On obtient ainsi un complexe différentiel (dit complexe feuilleté).
0 → Λ0
ℱ
(푀)
푑
ℱ
→ Λ1
ℱ
(푀)
푑
ℱ
→ ...
푑
ℱ
→ Λ푚−1
ℱ
(푀)
푑
ℱ
→ Λ푚
ℱ
(푀)
푑
ℱ
→ 0
On note 푟
ℱ
(푀) le noyau de 푑
ℱ
: Λ푟
ℱ
(푀) → Λ푟+1
ℱ
(푀)
et 푟
ℱ
(푀) l’image de 푑
ℱ
: Λ푟−1
ℱ
(푀) → Λ푟
ℱ
(푀)
Définition 1. Le quotient 푟
ℱ
(푀) =
푟
ℱ
(푀)
푟
ℱ
(푀)
est le 푟푖푒̀푚푒 espace vectoriel de la
cohomologie feuilletée deℱ.
Exemple d’utilisation du 퐻 푟
ℱ
(푀).
Le cas qui nous interessera est le cas d’un flot défini par un champ sans singularité
sur une variété푀.
Soit 푋 un champ de vecteur sur une variété 푀, alors 푋 définit un opéra-
teur différentiel du premier ordre 푋 ∶ 퐶∞(푀) → 퐶∞(푀) , 푓 ↦ 푋푓 où
(푋푓 )(푥)=푑푥푓 (푋푥). L’équation 푋푓 = 푔 est l’équation cohomologique continue
associée à 푋.
Un champ non singulier 푋sur푀 induit un feuilletageℱ de dimension 1. Si 휏
est le fibré tangent à ℱ, 훾 un sous fibré supplémentaire à 휏dans 푇푀 = 휏 ⊕ 훾 ,
alors la 1− forme 휒 telle que 휒(푋) = 1 et 휒|훾 = 0 permet de définir l’opérateur
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푑
ℱ
= 푑 par 푑ℱ푓 = (푋푓 )⊗휒 le complexe feuilleté dans ce cas (푚 = 1) se réduit
à :
0 → Λ0
ℱ
(푀)
푑
ℱ
→ Λ1
ℱ
(푀)
푑
ℱ
→ 0
Or
Λ푟
ℱ
(푀) =
⎧⎪⎨⎪⎩
퐶∞(푀) si 푟 = 0
퐶∞(푀)⊗휒 si 푟 = 1
0 si 푟 ≥ 2
et le complexe devient :
0 → 퐶∞(푀)
푑
ℱ
→ 퐶∞(푀)⊗ 휒
푑
ℱ
→ 0
On a :
1
ℱ
(푀) =
퐶∞(푀)⊗ 휒
Im푑
ℱ
et son calcul se ramène à la détermination de Im푑
ℱ
or la détermination de Im푑
ℱ
revient à la résolution de l’équation cohomologique 푋푓 = 푔.
Ainsi
1
ℱ
(푀) =
퐶∞(푀)⊗ 휒⟨푋푓 , 푓 ∈ 퐶∞(푀)⟩⊗ 휒 = 퐶∞(푀)⟨푋푓 , 푓 ∈ 퐶∞(푀)⟩
Onmontre toujours dans [2] que pour un flotℱ obtenu par suspension d’un dif-
féomorphisme que les deux espaces vectoriels de cohomologie associés1(Γ, 퐸)
et 1
ℱ
(푀)sont isomorphes.
1.2 Aspects géométriques et nature des équations
Aziz El Kacimi et Toussaint Sohou ont résolu dans[5] l’équation cohomolo-
gique discrète d’un automorphisme linéaire de ℂ2 de type
(
푎 1
0 푎
)
dans le cas
général où |푎| ≠ 1 ; le cas particulier ou "singulier" |푎| = 1 restant à notre connais-
sance en suspens jusqu’à ce jour.
1.2.1 Aspects géométriques
Soitℱ푎 le flot holomorphe obtenu par suspension de l’automorphisme linéaire
퐴 =
(
푎 1
0 푎
)
5
ÉQUATION COHOM. AUTOM. SING. 6
de ℂ2. Le champ 휕
휕푡
défini surℝ × ℂ2 est invariant par l’action de ℤ et passe donc
au quotient pour définir un champ 푋푎 sur la variété (non compacte)
푀푎 =
ℝ × ℂ2
(푡, (푧,푤)) ∼ (푡 + 1, 퐴(푧,푤))
On part de :
1. 퐴
(
0
0
)
=
(
0
0
)
pour tout 푎 ;
2. 퐴
(
푧
0
)
=
(
푧
0
)
pour 푎 = 1 ;
3. 퐴푝
(
푧
푤
)
=
(
푧
푤
)
⟺ (푎푝푧 + 푝푎푤, 푎푝푤) = (푧,푤) pour tous 푝 ∈ ℤ et
(푧,푤) ∈ ℂ2 ;
4. 퐴푝
(
푧
푤
)
=
(
푧
푤
)
⟺ 푝 = 0 pour 푤 ≠ 0.
Il en découle que :
∙ Pour tout 푎, le flotℱ푎 admet une orbite 1-périodique passant par 푚0, où 푚0 =
(0, 0, 0) ;
∙ℱ푎 admet une seule orbite 1-périodique si et seulement si 푎 est irationnel ;
∙ℱ푎 admet une deux orbites 1-périodique si et seulement si 푎 = 1 ;
∙ ℱ푎 admet une orbite 푟-périodique (푟 ≥ 2) si et seulement si 푎 est rationnel
d’ordre 푟 .
Enfin on a que pour tout complexe 푎, la réunion des orbites injectives forment
un ouvert 휋(푈푎) qui est précisement le projeté sur푀푎 de l’ouvert ℝ × ℂ × ℂ
∗ et
son complémentaire 푉푎 est la réunion des orbites périodiques.
Où 휋 ∶ ℝ × ℂ⟶푀푎 est la projection canonique.
Notations. On note de façon générale, 표푙(ℂ푞) l’espace des fonctions holo-
morphes sur ℂ푞 (ici 푞 = 1, 2) et on confondra une fonction holomorphe avec son
developpement en série entière.
On a :
표푙(ℂ2) =
{ ∑
푚≥0,푛≥0
푐푚,푛푧
푚푤푛 convergente sur ℂ2
}
표푙(ℂ) =
{∑
푚≥0
푐푚푧
푚 convergente sur ℂ
}
.
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Pour la suite on notera :
표푙푧(ℂ) ∶= {푓 = 푓 (푧)∕푓 ∈ 표푙(ℂ)} 표푙푤(ℂ) ∶= {푓 = 푓 (푤)∕푓 ∈ 표푙(ℂ)}
 =
{
푓 ∈ 표푙(ℂ2) / 푓 (0, 0) = 0
}
.
Pour tout 푎 rationnel d’ordre 푟 ≥ 1, on note
표푙푟푤(ℂ) ∶=
{∑
푛≥0
푐0,푛푟푤
푛푟 ∈ 표푙푤(ℂ)
}
=
{
푘 ∈ 표푙푤(ℂ)∕푘(푤) = 푘(푎푤)
}
표푙푟푧(ℂ) ∶=
{∑
푚≥0
푐푚푟,0푧
푚푟 ∈ 표푙푧(ℂ)
}
=
{
푘 ∈ 표푙푧(ℂ)∕푘(푧) = 푘(푎푧)
}
On notera que표푙1푧(ℂ) = 표푙푧(ℂ) et enfin표푙푤(ℂ) [푧] désignera l’espace des
fonctions polynômes en 푧 à coefficients dans퐻표푙푤(ℂ).
Pour la suite on remarquera que :
∙ 표푙(ℂ2) = 푤표푙(ℂ2)
⨁
표푙푧(ℂ).
Et pour tout 푟 ≥ 2
∙ 표푙푧(ℂ) =
⎧⎪⎨⎪⎩
∑
푚≥0
푚≢0[푟]
푐푚,0푧
푚 ∈ 표푙푧(ℂ)
⎫⎪⎬⎪⎭
⨁
표푙푟푧(ℂ) ;
∙ 표푙(ℂ2) = 푤표푙(ℂ2)
⨁⎧⎪⎨⎪⎩
∑
푚≥0
푚≢0[푟]
푐푚,0푧
푚 ∈ 표푙푧(ℂ)
⎫⎪⎬⎪⎭
⨁
표푙푟푧(ℂ) .
1.2.2 Nature des équations
Nous allons résoudre l’équation cohomologique continue푋푢 = 푣 sur푀.Nous
savons [2] que résoudre cette équaton revient à résoudre l’équation cohomolo-
gique discrète 푓 − 푓◦퐴 = 푔 sur ℂ2 . Ce type d’équation, pour certains cas par-
ticuliers importants , a été résolu dans par exemple [2], [4], [3], [5] pour ne citer
que ceux là.
Notons que toutes ces équations sont linéaires.
Il s’agit, connaissant 푔 :ℂ2 → ℂ holomorphe, de chercher 푓 : ℂ2 → ℂ holo-
morphe vérifiant
7
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() ∶ ∀(푧,푤) ∈ ℂ2, 푓 (푧,푤) − 푓 (푎푧 +푤, 푎푤) = 푔(푧,푤)
où 푎 est un nombre complexe de module 1 et différent de 1 .On peut, si on préfère,
formuler cette équation comme suit :
() ∶ 푓 − 푓◦퐴 = 푔 sur ℂ2
et l’équation
(ℎ) ∶ 푓 − 푓◦퐴 = 0 sur ℂ
2
est l’équation homogène associée. Une condition nécessaire évidente dans l’équa-
tion avec second membre est 푔(0, 0) = 0 ; pour toute la suite, on la supposera
remplie.
ℤ, à travers le générateur 퐴 ,agit sur 표푙(ℂ2) en posant 푝 ⋅ 푓 = 푓◦퐴푝 et pour
cette action 표푙(ℂ2) devient un ℤ−module ; ici il s’agira essentiellement pour
nous de calculer le premier groupe de cohomologie discret퐻1(ℤ,표푙(ℂ2)) cor-
respondant.
• • •
2 RÉSOLUTION DES ÉQUATIONS
HOMOGÈNE ET GÉNÉRALE
On résolvera sucessivement, comme pour toute équation linéaire, l’équation
homogène et l’équation avec second membre.
2.1 Résolution de l’équation homogène ou détermination
des fonctions constantes sur les orbites de 퐴.
Soit à résoudre l’équation homogène
(ℎ) ∶ ∀(푧,푤) ∈ ℂ
2, 푓 (푧,푤) − 푓 (푎푧 +푤, 푎푤) = 0
Soit 푓 (푧,푤)=
∑
푚≥0,푛≥0
푎푚,푛푧
푚푤푛 le développement en série entière de 푓 . Dans le
développement en série entière de 푓 (푧,푤) − 푓 (푎푧 + 푤, 푎푤) le coefficient du
monôme 푧푚푤푛 suivant les valeurs de 푚 ≥ 0 quelconque et de 푛 ≥ 0 est
8
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푐0,0 = 0
푐푚,0 = (1 − 푎
푚)푎푚,0 pour 푚 ≥ 1
푐푚,푛 = (1 − 푎
푚)푎푚,푛 −
푘=푛∑
푘=1
퐶푚푚+푘푎
푚+푛−푘푎푚+푘,푛−푘 pour 푚 ≥ 1 et 푛 ≥ 1
푐0,푛 = (1 − 푎
푛)푎0,푛 -푎
푛−1푎1,푛−1 − 푎
푛−2푎2,푛−2 − .... − 푎푛,0 pour 푛 ≥ 1
ou si on préfère la forme globalisée
푐0,0 = 0
푐푚,0 = (1 − 푎
푚)푎푚,0 pour 푚 ≥ 1
푐푚,푛 = (1 − 푎
푚)푎푚,푛 −
푘=푛∑
푘=1
퐶푚푚+푘푎
푚+푛−푘푎푚+푘,푛−푘 pour (푚, 푛) ≠ (0, 0)
et il vient pour 푓 (푧,푤) =
∑
푚≥0,푛≥0
푎푚,푛푧
푚푤푛 que
푓 (푧,푤) − 푓 (푎푧 +푤, 푎푤) =
∑
푚≥0,푛≥0
푐푚,푛푧
푚푤푛
avec la conditon nécessaire 푐0,0 = 0
Résoudre (ℎ) équivaut donc à résoudre le système suivant
(푆ℎ) ∶
⎧⎪⎪⎨⎪⎪⎩
푐0,0 = 0
푐푚,0 = (1 − 푎
푚)푎푚,0 pour 푚 ≥ 1
푐푚,푛 = (1 − 푎
푚)푎푚,푛 −
푘=푛∑
푘=1
퐶푚푚+푘푎
푚+푛−푘푎푚+푘,푛−푘 = 0,
pour (푚, 푛) ≠ (0, 0)
On peut regarder pour 푚 ≥ 1 fixé et 1 ≤ 푘 ≤ 푛, 푛 fixé le système déroulé avec
second membre
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(푆푑)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
푐0,0 = 0
pour 푚 ≥ 1,
(1 − 푎푚)푎푚,0 = 푐푚,0 (0)
(1 − 푎푚)푎푚,1 − 퐶
푚
푚+1
푎푚푎푚+1,0 =푐푚,1 (1)
(1 − 푎푚)푎푚,2 − 퐶
푚
푚+1
푎푚+1푎푚+1,1 − 퐶
푚
푚+2
푎푚푎푚+2,0 = 푐푚,2 (2)
(1 − 푎푚)푎푚,3 − 퐶
푚
푚+1
푎푚+2푎푚+1,2 − 퐶
푚
푚+2
푎푚+1푎푚+2,1
−퐶푚
푚+3
푎푚푎푚+3,0 = 푐푚,3 (3)
........
........
........
(1 − 푎푚)푎푚,푛 − 퐶
푚
푚+1
푎푚+푛−1푎푚+1,푛−1 − 퐶
푚
푚+2
푎푚+푛−2푎푚+2,푛−2 − ...........
−퐶푚푚+푛푎
푚푎푚+푛,0 =푐푚,푛 (푛 + 1)
et pour 푚 = 0 et 푛 ≥ 1,
(1 − 푎푛)푎0,푛 -푎
푛−1푎1,푛−1 − 푎
푛−2푎2,푛−2 − .... − 푎푛,0 =푐0,푛,
comme un système triangulaire d’équations linéaires à (푛+ 1) équations à condi-
tion d’utiliser le" principe de substitution" au fur et à mesure qu’on passe d’une
équation à la suivante. Ainsi par exemple la connaissance de 푎푚,0avec l’équation
(1−푎푚)푎푚,0 = 푐푚,0 détermine déjà ,en substituant푚 par 푚+푘 , tous les 푎푚+푘,0 jus-
qu’à 푎푚+푛,0; l’ équation suivante devient à une inconnue 푎푚,1,et lorsqu’on adapte
cette équation en substituant푚 par푚+푘 on a tous les 푎푚+푘−1,1jusqu’à 푎푚+푛−1,1, et
ainsi de suite de sorte que on passe toujours d’une équation linéaire à une inconnue
à la suivante qui est aussi une équation linéaire à une inconnue et ce qui détermine
à termes le coefficient 푎푚,푛,. Mais précisons dans le cas où 1 − 푎
푚+푘 = 0, on voit
avec 푐푚+푘,0 = (1− 푎
푚+푘)푎푚+푘,0 que la condition 푐푚+푘,0 = 0 s’impose et 푎푚+푘,0 sera
choisi de façon arbitraire , et toujours dans ce cas si 푐푚+푘,0 = 0 alors dans cette
situation c’est 푎푚+푘,0 qui sera choisi de façon arbitraire. Pour 푚 = 0,l’équation
(1 − 푎푛)푎0,푛 − 푎
푛−1푎1,푛−1 − 푎
푛−2푎2,푛−2 − ... − 푎푛,0 = 푐0,푛
est, compte tenu des résultats obtenus ci-haut , une équation linéaire à une in-
connue dont l’inconnue est 푎0,푛 ;elle se résout comme précédemment suivant les
valeurs de 푛.Là, on vient de décrire la méthode de de résolution d’un tel système
et c’est cette méthode qu’on appliquera par la suite.
Pour le système homogène :
⋅ si 푎 est irrationnel , en appliquant cette méthode on trouve successivement
∀푚 ≥ 1, 푎푚,0 = 푎푚,1 = 푎푚,2 = .... = 푎푚,푛 = 0, ceci ∀푛 ≥ 1.
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Et il vient par conséquent dans ce cas 0 = 푐0,푛 = (1 − 푎
푛)푎0,푛 et donc 푎0,푛 = 0
pour tout 푛 ≥ 1 Et pour 푛 = 0, 푎0,푛 est pris arbitraire et 푓 est alors identiquement
constante !
⋅ Si 푎 est rationnel d’ordre 푟 , sachant que pour tout entier 푚 ≥ 0,
푐푚,0 = (1 − 푎
푚)푎푚,0 , en partant de 푚 ≠ 0(푚표푑푟) , on a ,en résolvant de proche
en proche le système, on détermine de façon unique les 푎푚+푘,푛−푘 tant que 푚 +
푘 ≠ 0(푚표푑푟) et on trouve de façon précise que les 푎푚+푘,푛−푘 sont tous nuls . Et
lorsque푚 = 0(푚표푑푟) , les 푎푛푟,0 sont pris arbitraires pourvu que la série
∑
푛≥0
푎푛푟,0푧
푛푟
converge et même dans ce cas ℎ(푧,푤) =
∑
푛≥0
푎푛푟,0푧
푛푟 = 푢(푧) doit vérifier la condi-
tion 푢(푧) = 푢(푎푧 +푤) pour tous 푧,푤; il vient alors en particulier pour 푧=0 que 푢
et ℎ sont constantes !
En procédant de même dans le système 푐
0,푗
= 0 pour 0 ≤ 푗 ≤ 푛 tous les
coefficients sont déjà établis nuls sauf les 푎0,푛푟 qui seront pris de façon arbitraire
pourvu que là aussi la série
∑
푛≥0
푎0,푛푟푤
푛푟 converge et dans ce cas
푘(푤) =
∑
푛≥0
푎0,푛푟푤
푛푟convient et vérifie 푘(푤) = 푘(푎푤) pour tout 푤 et ce sont les
seules ! En particulier pour 푎 = 1, toute fonction 푓 ∈ 표푙푤(ℂ) répond à la ques-
tion. On rappelle qu’on a posé
표푙푟푤(ℂ) ∶=
{∑
푛≥0
푎0,푛푟푤
푛푟 ∈ 표푙푤(ℂ)
}
=
{
푘 ∈ 표푙푤(ℂ)∕푘(푤) = 푘(푎푤)
}
On rappelle qu’une orbite d’un difféomormisme 푢 , Orb(u) est le sous-groupe
monogène engendré par 푢 soit Orb(u)={푢푝; 푝 ∈ ℤ} .
Définition 2. Une fonction 푓 ∈ 표푙(ℂ2) est dite invariante par 퐴 ou invariante
sur les orbites de퐴 si pour tout 푝 ∈ ℤ, 푝 ⋅푓 = 푓◦퐴푝 = 푓 ou de façon équivalente
si 푓◦퐴 = 푓
On remarquera que l’espace des fonctions invariantes sur les orbites de퐴 coin-
cide avec l’espace 퐻표푚표푔푒̀푛푒 des solutions homogènes de l’équation ()
Ceci dit au regard de ce qui précède, on a établi :
Proposition 1. L’espace des solutions homogènes퐻표푚표푔푒̀푛푒 ou l’espace des fonc-
tions invariantes sur les orbites de A est
퐻표푚표푔푒̀푛푒 =
{
ℂ si a est une rotation irrationnelle ;
표푙푟푤(ℂ) si a est une rotation rationnelle d’ordre r ≥ 1.
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2.2 Résolution de l’équation avec second membre
Ici, on va constater les difficultés à résoudre l’équation de façon directe et la
nécessité de trouver un autre angle d’attaque.
2.2.1 Cadre général.
Soit 푔 ∈ 표푙(ℂ2), il s’agit de résoudre dans표푙(ℂ2) , l’équation 푓−푓◦퐴 = 푔.
Soit encore l’équation
() ∶ ∀(푧,푤) ∈ ℂ2, 푓 (푧,푤) − 푓 (푎푧 +푤, 푎푤) = 푔(푧,푤) .
Une condition nécessaire est 푔(0, 0) = 0 . Supposons-la remplie.
On pose
푓 (푧,푤) ∶=
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 et 푔(푧,푤) ∶=
∑
푚≥0,푛≥0
푐푚,푛푧
푚푤푛,
résoudre () revient à résoudre le système (푆) suivant avec la condition initiale
푐0,0 = 0
(푆) ∶
⎧⎪⎨⎪⎩
푐0,0 = 0
(1 − 푎푚)푏푚,0 = 푐푚,0
pour 푚 ≥ 1, 푛 ≥ 1, (1 − 푎푚+푛)푏푚,푛 −
∑푘=푛
푘=1퐶
푚
푚+푘푎
푚+푛−푘푏푚+푘,푛−푘 = 푐푚,푛,
pour 푛 ≥ 1,(1 − 푎푛)푏0,푛 − 푎
푛−1푏1,푛−1 − 푎
푛−2푏2,푛−2 − .... − 푏푛,0 =푐0,푛
.
Nous appelerons ces formules, formules fondamentales. Elles imposent les condi-
tions nécessaires 푐0,0 = 0, et 푐푚푟,0 = 0 pour tout 푚 ≥ 0 respectivement dans les
cas 푎 diophantien, et 푎 rationnel d’ordre 푟 ≥ 1. Nous supposerons dans chaque
cas la condition nécessaire correspondante remplie.
Une solution formelle particulière de l’équation est
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec les
푏푚,푛 vérifiant (푆). La méthode précédente permet de résoudre le système (푆).
∙ Dans le cas 푎 irrationnel, en effet les calculs donnent
푏푚,1 =
[
푐푚,1 + 퐶
푚
푚+1푎
푚(1 − 푎푚)−1푐푚+1,0)
]
(1 − 푎푚+1)−1
est une combinaison linéaire des 푐푚,1, 푐푚+1,0.
Ainsi en substituant 푚 par 푚 + 1 on a 푏푚+1,1 est une combinaison linéaire des
푐푚+1,1, 푐푚+2,0 et par suite 푏푚,2 est une combinaison linéaire des 푐푚,2, 푐푚+1,1, 푐푚+2,0.
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De proche en proche on trouve que
푏푚,푛 = comb. lin. des 푐푚,푛, 푐푚+1,푛−1, ..., 푐푚+푘,푛−푘,...,푐푚+푛−1,1, 푐푚+푛,0
=
푐푚,푛
1 − 푎푚+푛
+ une combinaison linéaire des 푐푚+1,푛−1, ..., 푐푚+푘,푛−푘,...,푐푚+푛−1,1, 푐푚+푛,0
i.e. il existe des coefficients 휉푚+푘,푛−푘 tels que
푏푚,푛 =
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘 =
푐푚,푛
1 − 푎푚+푛
+
푛∑
푘=1
휉푚+푘,푛−푘푐푚+푘,푛−푘 .
Dans ce cas la solution formelle générale est de la forme
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec
푏0,0 pris arbitrairement et les autres 푏푚,푛 donnés par la formule ci-dessus.
∙ Dans le cas 푎 = 1, l’utilisation de cette même méthode entraine que les 푏0,푛
seront pris arbitrairement et que pour tout 푚 ≠ 0
푏푚,푛 = comb. lin. des 푐푚−1,푛+1, 푐푚,푛, ..., 푐푚+푛−1,1,
= −
푐푚−1,푛+1
퐶1푚
+ une combinaison linéaire des 푐푚+1,푛−1, ..., 푐푚+푛−1,1
i.e. il existe des coefficients 휁푚−1+푘,푛+1−푘 tels que
푏푚,푛 =
푛∑
푘=0
휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 = −
푐푚−1,푛+1
퐶1푚
+
푛∑
푘=1
휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 .
Dans ce cas la solution formelle générale est de la forme
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec
les 푏0,푛 pour tout 푛 ≥ 0 pris arbitrairement et les autres 푏푚,푛 donnés par la formule
ci-dessus.
∙ Dans le cas 푎 rationnel d’ordre 푟 ≥ 2, l’utilisation de cette même méthode
entraine que les 푏0,푛푟 sont pris arbitrairement pour tout 푛 ≥ 0.
Si 푚 + 푛 ≢ 0[푟] alors on obtient
푏푚,푛 = comb. lin. des 푐푚,푛, 푐푚+1,푛−1, ..., 푐푚+푘,푛−푘,...,푐푚+푛−1,1, 푐푚+푛,0
=
푐푚,푛
1 − 푎푚+푛
+ une combinaison linéaire des 푐푚+1,푛−1, ..., 푐푚+푘,푛−푘,...,푐푚+푛−1,1, 푐푚+푛,0
i.e. il existe des coefficients 휉푚+푘,푛−푘 tels que
푏푚,푛 =
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘 =
푐푚,푛
1 − 푎푚+푛
+
푛∑
푘=1
휉푚+푘,푛−푘푐푚+푘,푛−푘
13
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où les 휉푚+푘,푛−푘 sont les mêmes que ceux du cas diophantien.
Si 푚 + 푛 ≡ 0[푟] et 푚 ≠ 0 alors on obtient
푏푚,푛 =
푛∑
푘=0
푎−푘+1휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 = −
푎푐푚−1,푛+1
퐶1푚
+
푛−1∑
푘=1
푎−푘+1휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘
où les 휁푚−1+푘,푛+1−푘 sont les mêmes que ceux du cas 푎 = 1.
Dans ce cas la solution formelle générale est de la forme
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec
les 푏0,푛푟 pour tout 푛 ≥ 0 pris arbitrairement et les autres 푏푚,푛 donnés par les for-
mules ci-dessus.
Dans tous les cas la solution formelle générale n’est pas unique. En effet dans
le cas irrationnel le 푏0,0 est pris arbitrairement, tandis que dans le cas rationnel
les 푏0,푛푟 pour tout 푛 ≥ 0 pris arbitrairement. Comme nous ne recherchons qu’une
seule solution nous nous intéresserons à la série formelle :
∙ dans le cas 푎 irrationnel
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec 푏푚,푛 =
⎧⎪⎨⎪⎩
0 si 푚 = 푛 = 0
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘 sinon
;
∙ dans le cas 푎 = 1
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec 푏푚,푛 =
⎧⎪⎨⎪⎩
0 si 푚 = 0
푛∑
푘=0
휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 sinon
;
∙ dans le cas 푎 rationnel d’ordre 푟 ≥ 2
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 avec 푏푚,푛 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 si 푚 = 0 et 푛 ≡ 0[푟]
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘 si 푚 + 푛 ≢ 0[푟]
푛∑
푘=0
푎1−푘휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 si 푚 + 푛 ≡ 0[푟] et 푚 ≠ 0
Dans chacun des cas, le tout est d’établir la convergence de la série
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛.
Ce qui n’est pas évident. Pour cela nous établirons la convergence de la série
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∑
푚≥0
푏푚,푛푧
푚푤푛 pour tout 푛 ∈ ℕ fixé, puis la convergence de la série
∑
푛≥0
푏푚,푛푧
푚푤푛
pour tout 푚 ∈ ℕ fixé ; Finalement nous conclurons en utilisant la remarque 3.
2.2.2 Détermination éffective des coéfficients 휉푚+푘,푛−푘 et 휁푚−1+푘,푛+1−푘 et
quelques majorations utiles
Détermination éffective des coéfficients 휉푚+푘,푛−푘 et 휁푚−1+푘,푛+1−푘 .
∙ Cas 푎 diophantien
On utilise la même méthode de résolution du système. La résolution de la pre-
mière équation entraine que 푏푚,0 = 휉푚,0푐푚,0 où 휉푚,0 = 퐴
0
푚+0
휃0,푚,0 avec 휃0,푚,0 =
1
1−푎푚
.
En substituant 푏푚+1,0 par son expression (obtenu en remplaçant 푚 par 푚+ 1 dans
l’expression de 푏푚,0), et en faisant passer 1 − 푎
푚+1 au dénominateur, on obtient
après calculs :
푏푚,1 = 휉푚,1푐푚,1 + 휉푚+1,0푐푚+1,0
où 휉푚,1 est le même que 휉푚,0 (휃0,푚,1 = 휃0,푚+1,0) et 휉푚+1,0 = 퐴
1
푚+1
휃1,푚,1 avec
휃1,푚,1 =
푎푚
(1−푎푚+1)2
. Ensuite en substituant 푏푚+2,0(obtenu en remplaçant 푚 par 푚+ 2
dans l’expression de 푏푚,0) et 푏푚+1,1 (obtenu en remplaçant 푚 par 푚 + 1 dans l’ex-
pression de 푏푚,1) par leurs expressions respectives, et en faisant passer 1 − 푎
푚+2
au dénominateur on obtient après calculs :
푏푚,2 = 휉푚,2푐푚,2 + 휉푚+1,1푐푚+1,1 + 휉푚+2,0푐푚+2,0
où 휉푚,2 et 휉푚+1,1 sont respectivement les mêmes que 휉푚,1(휃0,푚,2 = 휃0,푚+1,1) et
휉푚+1,0(휃1,푚,2 = 휃1,푚+1,1).
On a 휉푚+2,0 = 퐴
2
푚+2
휃2,푚,2 avec 휃2,푚,2 =
푎푚
2!(1−푎푚+2)2
+
(푎푚+1)2
1!1!(1−푎푚+2)3
.
De proche en proche, on obtient
푏푚,푛 =
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘, (1)
où 휉푚+푘,푛−푘 = 퐴
푘
푚+푘휃푘,푚,푛 avec 휃0,푚,푛 =
1
1−푎푚+푛
et pour tout 1 ≤ 푘 ≤ 푛
휃푘,푚,푛 =
푘∑
푟=1
⎛⎜⎜⎜⎜⎜⎝
푎푟(푚+푛)−푘
(1 − 푎푚+푛)푟+1
∑
(푝1,…,푝푟)
푝푖≥1∑
푖 푝푖=푘
1
푝1!… , 푝푟!
⎞⎟⎟⎟⎟⎟⎠
.
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Démonstration. Pareil que dans le cas 푎 = 1
∙ Cas 푎 = 1
On utilise la même méthode de résolution du système. La première équation
nous donne la condition nécessaire supposée remplie 푐푚,0 = 0 pour tout 푚 ≥ 0.
La résolution de la deuxième équation entraine que 푏푚,0 = −
1
푚
푐푚−1,1 pour tout
푚 ≠ 0. En substituant 푏푚+2,0 par son expression (obtenue en remplaçant 푚 par
푚 + 2 dans l’expression de 푏푚,0), on obtient après calculs :
푏푚,1 = 휁푚−1,2푐푚−1,2 + 휁푚,1푐푚,1
où 휁푚−1,2 = −
1
푚
, 휁푚,1 = 퐴
0
푚+0
휃0 et 휃0 =
1
2
. Ensuite en substituant 푏푚+3,0 et
푏푚+2,1 par leurs expressions respectives (obtenues en remplaçant푚 par푚+3 dans
l’expression de 푏푚,0 et en remplaçant 푚 par 푚+2 dans l’expression de 푏푚+1,1), on
obtient après calculs :
푏푚,2 = 휁푚−1,3푐푚−1,3 + 휁푚,2푐푚,2 + 휁푚+1,1푐푚+1,1
où 휁푚−1,3 et 휁푚,2 sont respectivement lesmemes que 휁푚−1,2 et 휁푚,1. On a 휁푚+1,1 = 퐴
1
푚+1
휃1
avec 휃1 =
1
1!3!
−
1
2!2!
. De proche en proche, on obtient
푏푚,푛 = −
1
푚
푐푚−1,푛+1 +
푛∑
푘=1
휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘, (2)
où 휁푚−1+푘,푛+1−푘 = 퐴
푘−1
푚−1+푘
휃푘−1 avec
휃푘−1 =
푘−1∑
푟=0
⎛⎜⎜⎜⎜⎜⎝
∑
(푝1,…,푝푘−푟)
푝푖≥2∑
푖 푝푖=2푘−푟
(−1)푘−푟+1
1!…1!
⏟⏟⏟
푟 푓표푖푠
푝1!… , 푝푘−푟!
⎞⎟⎟⎟⎟⎟⎠
.
Démonstration. On remarque que
푛∑
푘=1
휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘 =
푛−1∑
푘=0
휁푚+푘,푛−푘푐푚+푘,푛−푘.
On établira par récurrence sur 푘 ≤ 푛 que 휁푚+푘,푛−푘 = 퐴
푘
푚+푘
휃푘 avec
휃푘 =
푘∑
푟=0
⎛⎜⎜⎜⎜⎜⎝
∑
(푝1,…,푝푘+1−푟)
푝푖≥2∑
푖 푝푖=2(푘+1)−푟
(−1)푘−푟+2
1!…1!
⏟⏟⏟
푟 푓표푖푠
푝1!… , 푝푘+1−푟!
⎞⎟⎟⎟⎟⎟⎠
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휁푚,푛 = 휁푚,1 = 퐴
0
푚+0
휃0 . Supposons que 휁푚+푘,푛−푘 = 퐴
푘
푚+푘휃푘 est vraie jusqu’à
l’ordre 푞 (푘 ≤ 푞 < 푛) et montrons que 휁푚+푞+1,푛−(푞+1) = 퐴
푞+1
푚+푞+1
휃푞+1 avec
휃푞+1 =
푞+1∑
푟=0
⎛⎜⎜⎜⎜⎜⎜⎝
∑
(푝1,…,푝푞+2−푟)
푝푖≥2∑
푖 푝푖=2(푞+2)−푟
(−1)푞−푟+3
1!…1!
⏟⏟⏟
푟 푓표푖푠
푝1!… , 푝푞+2−푟!
⎞⎟⎟⎟⎟⎟⎟⎠
휁푚+푞+1,푛−(푞+1) = 휁푚+푞+1,1 = 휁푚+푞+1,푞+2−(푞+1). 휁푚+푞+1,푛−(푞+1) est donc le coeffi-
cient de 푐푚+푞+1,1 dans 푏푚,푞+2. Considérons donc l’équation 퐸푞+2.
퐸푞+2 ∶
푞+3∑
푘=1
퐶푘푚+푘푏푚+푘,푞+3−푘 = −푐푚,푞+3.
Donc
푏푚+1,푞+2 = −
1
푚 + 1
푐푚,푞+3 −
1
푚 + 1
푞+3∑
푘=2
퐶푘푚+푘푏푚+푘,푞+3−푘,
et par suite
푏푚,푞+2 = −
1
푚
푐푚−1,푞+3 −
1
푚
푞+3∑
푘=2
퐶푘푚−1+푘푏푚−1+푘,푞+3−푘.
Or pour tout 푘 ∈ [[2; 푞 + 3]],tous les coefficients des termes de 푏푚−1+푘,푞+3−푘 vé-
rifient l’hypothèse de récurrence car 0 ≤ 푞+3−푘 ≤ 푞. Pour tout 푘 ∈ [[2; 푞 + 3]],
푏푚−1+푘,푞+3−푘 possède un unique 푐푚+푞+1,1.
Le coefficient de 푐푚+푞+1,1 dans 푏푚−1+푘,푞+3−푘 est :
— − 1
푚+푞+2
si 푘 = 푞 + 3 ;
— 퐴푞+2−푘
푚+푞+1
휃푞+2−푘 si 2 ≤ 푘 ≤ 푞 + 2.
Donc 휁푚+푞+1,1 = −
1
푚
(
−
1
푚+푞+2
)
퐶푞+3
푚+푞+2
−
1
푚
∑푞+2
푘=2 퐶
푘
푚−1+푘
퐴푞+2−푘
푚+푞+1
휃푞+2−푘.
On remarque que 퐴푞+1
푚+푞+1
divise 휁푚+푞+1,1. En effet, on a :
17
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d’une part
퐶푘
푚−1+푘
퐴푞+2−푘
푚+푞+1
푚
=
퐴푘
푚−1+푘
퐴푞+2−푘
푚+푞+1
푘!푚
=
(푚 + 푞 + 1)… (푚 + 푘)(푚 − 1 + 푘)… (푚 + 1)푚
푘!푚
=
퐴푞+1
푚+푞+1
푘!
et d’autre part
−
1
푚
(
−
1
푚 + 푞 + 2
)
퐶푞+3
푚+푞+2
=
퐴푞+3
푚+푞+2
(푞 + 3)!푚(푚 + 푞 + 2)
=
(푚 + 푞 + 2)(푚 + 푞 + 1)… (푚 + 1)푚
(푞 + 3)!푚(푚 + 푞 + 2)
=
퐴푞+1
푚+푞+1
(푞 + 3)!
.
Donc 휁푚+푞+1,1 = 퐴
푞+1
푚+푞+1
풜푞 où풜푞 =
1
(푞+3)!
−
∑푞+2
푘=2
1
푘!
휃푞+2−푘 .
On a
풜푞 =
1
(푞 + 3)!
−
푞+2∑
푘=2
1
푘!
휃푞+2−푘
=
1
(푞 + 3)!
−
푞∑
푘=0
1
(푞 + 2 − 푘)!
휃푘
=
1
(푞 + 3)!
−
(
1
(푞 + 3)!
− 휃푞+1
)
= 휃푞+1.
En conclusion pour tout 푘 ≤ 푛, on a :
휃푘 =
푘∑
푟=0
⎛⎜⎜⎜⎜⎜⎝
∑
(푝1,…,푝푘+1−푟)
푝푖≥2∑
푖 푝푖=2(푘+1)−푟
(−1)푘−푟+2
1!…1!
⏟⏟⏟
푟 푓표푖푠
푝1!… , 푝푘+1−푟!
⎞⎟⎟⎟⎟⎟⎠
.
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∙ Cas 푎 rationnel d’ordre 푟 ≥ 2
Le cas푚+푛 ≡ 0[푟] et푚 ≠ 0 se traitant comme le cas 푎 = 1, et le cas푚+푛 ≢ 0[푟]
se traitant comme le cas 푎 diophantien, on obtient après calculs :
si 푚 + 푛 ≡ 0[푟] et 푚 ≠ 0 alors
푏푚,푛 = −
푎
푚
푐푚−1,푛+1 +
푛∑
푘=1
푎1−푘휁푚−1+푘,푛+1−푘푐푚−1+푘,푛+1−푘, (3)
où 휁푚−1+푘,푛+1−푘 = 퐴
푘−1
푚−1+푘
휃푘−1 avec
휃푘−1 =
푘−1∑
푟=0
⎛⎜⎜⎜⎜⎜⎝
∑
(푝1,…,푝푘−푟)
푝푖≥2∑
푖 푝푖=2푘−푟
(−1)푘−푟+1
1!…1!
⏟⏟⏟
푟 푓표푖푠
푝1!… , 푝푘−푟!
⎞⎟⎟⎟⎟⎟⎠
;
si 푚 + 푛 ≢ 0[푟] alors
푏푚,푛 =
푛∑
푘=0
휉푚+푘,푛−푘푐푚+푘,푛−푘, (4)
où 휉푚+푘,푛−푘 = 퐴
푘
푚+푘휃푘,푚,푛 avec 휃0,푚,푛 =
1
1−푎푚+푛
et pour tout 1 ≤ 푘 ≤ 푛
휃푘,푚,푛 =
푘∑
푟=1
⎛⎜⎜⎜⎜⎜⎝
푎푟(푚+푛)−푘
(1 − 푎푚+푛)푟+1
∑
(푝1,…,푝푟)
푝푖≥1∑
푖 푝푖=푘
1
푝1!… , 푝푟!
⎞⎟⎟⎟⎟⎟⎠
.
Quelques majorations utiles .
En remarquant que 퐴푘푚+푘 = 푘!퐶
푘
푚+푘 ≤ 푛!2
푚+푛, on a pour tout 푛 ∈ ℕ fixé :
||휉푚+푘,푛−푘|| ≤ 푄(푚) (푟푒푠푝. ||휁푚−1+푘,푛+1−푘|| ≤ 푄(푚)) (5)
avec 푄(푚) est un polynôme en 푚 de degré constant élevé à la puissance 훿 si 푎 est
diophantien, où 훿 est donné par le caractère diophantien de 푎 et de degré 0 si 푎 est
rationnel d’ordre 푟 ≥ 2 (resp. de degré 0 si 푎 est rationnel d’ordre 푟 ≥ 1).
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Remarque 1. Pour tout푄(푚) polynôme en 푚 de degré constant élevé à une puis-
sance réelle costante on a lim
푚+푛⟶+∞
(푄(푚))
1
푚+푛 = 1 pour tout 푛 ∈ ℕ fixé et 푚 ten-
dant vers l’infini .
À partir de ces majorations, de la remarque ci-dessus, et de la remarque 1, on
obtient pour tout complexe 푎 de module 1 que lim sup
푚+푛⟶+∞
||푏푚,푛|| 1푚+푛 = 0 pour tout
푛 ∈ ℕ fixé et 푚 tendant vers l’infini.
En effet pour tout 푛 ∈ ℕ fixé et 푚 tendant vers l’infini, les majorations 5
entrainent||휉푚+푘,푛−푘푐푚+푘,푛−푘|| ≤ 푄(푚) ||푐푚+푘,푛−푘|| et ||휁푚−1+푘,푛+1−푘푐푚+푘,푛−푘|| ≤ 푄(푚) ||푐푚+푘,푛−푘|| .
Par suite à partir de la remarque ci-dessus on a d’une part
lim sup
푚+푛⟶+∞
||휉푚+푘,푛−푘푐푚+푘,푛−푘|| 1푚+푛 ≤ lim sup
푚+푛⟶+∞
(
푄(푚) ||휉푚+푘,푛−푘푐푚+푘,푛−푘||) 1푚+푛
= lim
푚+푛⟶+∞
(푄(푚))
1
푚+푛 × lim sup
푚+푛⟶+∞
||푐푚+푘,푛−푘|| 1푚+푛
= 0
et d’autre part
lim sup
푚+푛⟶+∞
||휁푚−1+푘,푛+1−푘|| 1푚+푛 ≤ lim sup
푚+푛⟶+∞
(
푄(푚) ||휁푚−1+푘,푛+1−푘푐푚+푘,푛−푘||) 1푚+푛
= lim
푚+푛⟶+∞
(푄(푚))
1
푚+푛 × lim sup
푚+푛⟶+∞
||푐푚+푘,푛−푘|| 1푚+푛
= 0 .
Donc
lim sup
푚+푛⟶+∞
||휉푚+푘,푛−푘푐푚+푘,푛−푘|| 1푚+푛 = lim sup
푚+푛⟶+∞
||휁푚−1+푘,푛+1−푘|| 1푚+푛 = 0
pour tout 푛 ∈ ℕ fixé et 푚 tendant vers l’infini.
Dans le cas 푎 diophantien (resp. 푎 = 1), la formule 1 (resp. 2 ) et la remarque
1 entraine que la série
∑
푚≥0
푏푚,푛푧
푚푤푛 à un rayon de convergence infini pour tout
푛 ∈ ℕ fixé et 푚 tendant vers l’infini.
Dans le cas 푎 rationnel d’ordre 푟 ≥ 2, on obtient aussi le même résultat. Il suffit
de remarquer que
∑
푚≥0
푏푚,푛푧
푚푤푛 est la somme de deux séries convergentes dans ℂ
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tout entier pour tout 푛 ∈ ℕ fixé et 푚 tendant vers l’infini à savoir
∑
푛≥0
푛+푚≢0[푟]
푏푚,푛푧
푚푤푛
et
∑
푛≥0
푛+푚≡0[푟]
푏푚,푛푧
푚푤푛. La convergence de la première (resp. deuxième) se montre
comme dans le cas 푎 diophantien (resp. 푎 = 1) grâce à la formule 4 (resp. 3 ).
D’après la remarque 3, pour achever de démontrer que
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 converge
dans ℂ2 tout entier, il reste à établir que lim sup
푚+푛⟶+∞
||푏푚,푛|| 1푚+푛 = 0 pour tout 푚 ∈ ℕ
fixé et 푛 tendant vers l’infini. C’est ce qu nous ferons dans les paragraphes suivants.
Pour cela on commence par noter que compte tenu de la convergence absolue
des séries de 표푙(ℂ2), l’équation () se transcrit comme suit :
∞∑
푚=0
(
∞∑
푛=0
푏푚,푛푤
푛
)
푧푚 −
∞∑
푚=0
(
∞∑
푛=0
푏푚,푛푎
푛푤푛
)
(푎푧 +푤)푚 =
∞∑
푚=0
(
∞∑
푛=0
푐푚,푛푤
푛
)
푧푚
푖.푒.
lim
푁→∞
(
푁∑
푚=0
푝푚(푤)푧
푚 −
푁∑
푚=0
푝푚(푎푤)(푎푧 +푤)
푚 −
푁∑
푚=0
푞푚(푤)푧
푚
)
=
lim
푁⟶+∞
푁∑
푚=0
(
푝푚(푤)푧
푚 − 푝푚(푎푤)(푎푧 +푤)
푚 − 푞푚(푤)푧
푚
)
= 0 .
Ce qui suggère de résoudre d’abord l’équation () dans 표푙푤(ℂ) [푧] l’anneau
des fonctions polynômes à coefficients dans l’anneau des fonctions holomorphes
en 푤 et passer au cas holomorphe par un passage à la limite par rapport à la
topologie induite par la structure d’espace de Frechet de 표푙(ℂ2).
Mais avant, donnons quelques précisions utiles sur les nombres diophantiens
et les nombres dits de Liouville ([6],[10],[11])
2.2.3 Une caractérisation classique et utile des nombres diophantiens
et des nombres de Liouville
Définition 3. On dira qu’un nombre 휃 est diophantien si’il existe deux constantes
퐴 > 0 et 훿 ≥ 2 tels que pour tout 푝 ∈ ℤ et 푞 ∈ ℕ⋅on ait |||휃 − 푝푞 ||| > 퐴푞훿
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Un nombre irrationnel 휃 non diophantien est dit de Liouville :휃 est donc de
Liouville si pour toute constante 퐴 > 0 et tout entier 푠 ≥ 2 il existe des entiers
푝푠 ∈ ℤ et 푞푠 ∈ ℕ
⋅ tels qu’on ait ||||휃 − 푝푠푞푠 |||| ≤ 퐴푞푠푠
Définition 4. Pour 푎 = 푒2푖휋휃 et 0 < 휃 < 1, on dira que 푎 est rationnel ( resp
diophantien, resp; de Liouville) suivant que le nombre réel 휃 est rationnel ( resp.
diophantien, resp de Liouville).
Dans la littérature, pour le cas irrationnel les réels de la forme ||1 − 푒2푖휋푛휃|| sont
appelés petits diviseurs et à l’aide de ces petits diviseurs ,on a la caractérisation
utile suivante.
Proposition 2. ⋅Un nombre réel 휃 est diophantien si et seulement si il existe deux
constantes 퐴 > 0 et 훿 ≥ 2 tels que pour tout 푚 ∈ ℤ , on ait
|||1 − 푒2푖휋푚휃||| > 퐴|푚|훿−1
⋅Un nombre irratinnel 휃 est de Liouville si et seulement si , pour tout réel 퐴 > 0
et pour tout 푠 ∈ ℕ,푠 ≥ 2, il existe un entier 푝푠 ∈ ℤ vérifiant
|||1 − 푒2푖휋푝푠휃||| ≤ 퐴||푝푠||푠−1 .
Démonstration. Pour le voir on considère le cercle |푧| = 1 centré en O du plan
complexe , A et B les points d’affixes 1 et 푒2푖휋휋휃 et on observe que le demi péri-
mètre du cercle de diamètre AB est supérieur ou égal à la longueur de la corde
퐴̂퐵 porté par le cercle unité. On s’en convainc, si 휃 est la mesure de l’angle
géométrique퐴̂푂퐵 , en montrant que la 푓 (휃) = 2휋 sin 휃
2
− 휃 admet sur l’inter-
valle [0, 휋] un maximum absolu positif et on a bien 퐴퐵 ≥ 2
휋
푚푒푠퐴̂퐵 ; et ainsi il
vient
|||푒2푖휋푝 − 푒2푖휋푚휃||| = |||1 − 푒2푖휋푚휃||| = 퐴퐵 ≥ 2휋푚푒푠퐴̂퐵 = 2휋휃 = 2휋 |2푝휋 − 2휋푚휃| = |푝 − 푚휃|
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où 푝 est le plus grand entier proche de 푚휃. Avec le Théorème des accroissements
finis on a aussi |||1 − 푒2푖휋푚휃||| = |||푒2푖휋푝 − 푒2푖휋푚휃||| ≤ 2휋 |푝 − 푚휃|
Finalement on a la double majoration
|푝 − 푚휃| ≤ |||1 − 푒2푖휋푚휃||| ≤ 2휋 |푝 − 푚휃|
Ce qui permet d’établir cette caractérisation.
En remarque sur ces nombres, on dit que les nombres réels diophantiens sont
mal approchés par les rationnels et les nombres de Liouville sont quant à eux très
bien approchés par les rationnels !
L′intérêt de caractériser ainsi ces nombres vient du fait que ces petits diviseurs,
comme dans le cas des séries de Fourier, s’inviteront ici pour perturber une série∑
푚≥0,푛≥0
푎푚,푛푧
푚푤푛 en la série
∑
푚≥0,푛≥0
푎푚,푛
1−푒2푖휋(푚+푛)휃
푧푚푤푛 et la convergence de la seconde
série ne dépend pas seulement de la convergence de la première ; cette conver-
gence dé pendra également de la nature arithmétique du nombre réel 휃.
2.3 Résolution dans l’anneau des fonctions polynômes en
푧 à coefficients dans l’anneau des fonctions
holomorphes en 푤
Proposition 3. Soit 푔 ∈ 표푙푤(ℂ) [푧] de degré 푚 (i.e.푔 =
푚∑
푖=0
푞푖푧
푖, 푞푖 ∈ 표푙푤(ℂ)
et 푞푚 ≠ 0). Il existe une fonction 푓 ∈ 표푙푤(ℂ) [푧] de degré 푚 ou 푚+1, selon que
푎 est diophantien ou rationnel d’ordre 푟 ≥ 1 telle que 푓 − 푓◦퐴 = 푔.
Démonstration. Soit 푔 ∈ 표푙푤(ℂ) [푧] de degré 푚 (i.e.푔 =
푚∑
푖=0
푞푖푧
푖, 푞푖 ∈ 표푙푤(ℂ)
et 푞푚 ≠ 0). On cherche 푓 =
푠∑
푖=0
푝푖푧
푖 ∈ 표푙푤(ℂ) [푧] telle que 푓 − 푓◦퐴 = 푔 .
Notre objectif est donc de montrer que tous les 푝푖 sont holomorphes, c’est à dire∑
푛≥0
푏푖,푛푤
푛 à un rayon de convergence infini ou converge dans ℂ tout entier.
∙ Cas 푎 diophantien.
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Si on note ℎ푎 l’homothétie dans ℂ de rapport 푎, il vient de
푓 − 푓◦퐴 =
푚∑
푖=0
(
푝푖 −
푚∑
푘=푖
퐶 푖푘푎
2푖−푘(ℎ푎)
푘−푖푝푘◦ℎ푎
)
푧푖 =
푚∑
푖=0
푞푖푧
푖 = 푔 (∗)
Il vient de (∗), que
푝푚 − 푎
푚푝푚◦ℎ푎 = 푞푚 ≠ 0
et par suite 푝푚 ≠ 0, de sorte qu’on peut se contenter de 푑푒푔푓 = 푠 = 푚. D’ailleurs
il ne peut en être autrement. Un calcul facile dans l’équation
푓 (푧,푤)−푓 (푎푧+푤, 푎푤) =
푚∑
푖=0
푝푖(푤)푧
푖−
푚∑
푖=0
푝푖(푎푤)(푎푧+푤)
푖 = 푔(푧,푤) =
푚∑
푖=0
푞푖(푤)푧
푖
donne, par identification, le système d’équations suivant :
La première équation correspond aux termes 푖 = 푚 ; soit
푝푚(푤) − 푎
푚푝푚(푎푤) = 푞푚(푤) (1)
La seconde équation est celle correspondante aux termes 푖 = 푚 − 1; soit
푝푚−1(푤) − 푎
푚−1푝푚−1(푎푤) = 푞푚−1(푤) + 푎
푚−1퐶1푚푤푝푚(푎푤) (2)
Plus généralement on a pour 푘 ≤ 푚 :
푝푚−푘(푤) − 푎
푚−푘푝푚−푘(푎푤) = 푞푚−푘(푤) + 푎
푚−푘
푘∑
푗=1
퐶푗푚−푘+푗푤
푗푝푚−푘+푗(푎푤)
Si l’équation(1) est résolue alors le second membre de l’équation (2) est parfaite-
ment déterminé et l’équation(2) est le même type d’équation que l’équation (1) ;
soit
푝푚−1(푤) − 푎
푚−1푝푚−1(푎푤) = 푞푚−1(푤) + 푎
푚−1퐶1푚푤푝푚(푎푤) = 푞̃푚−1(푤).
Si on pose 푞̃푚−1(푤) =
∑
푛≥0
푐̃푚−1,푛푤
푛, alors on a 푐̃푚−1,푛+1 = (1−푎
푚+푛)
(
휉푚,푛푐푚−1,푛+1 + 휉푚+1,푛−1푐푚,푛
)
où 휉푚+1,푛−1 et 휉푚,푛 sont ceux de la formule 1 .
De façon générale pour tout 푘 ≤ 푚
푝푚−푘(푤) − 푎
푚−푘푝푚−푘(푎푤) = 푞푚−푘(푤) + 푎
푚−푘
푘∑
푗=1
퐶푗푚−푘+푗푤
푗푝푚−푘+푗(푎푤) = 푞̃푚−푘(푤)
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où le second membre étant parfaitement déterminé par la résolution successive
des équations précédentes.
Si on pose 푞̃푚−푘(푤) =
∑
푛≥0
푐̃푚−푘,푛푤
푛, alors on a
푐̃푚−푘,푛+푘 = (1 − 푎
푚+푛)
푘∑
푗=0
휉푚+푗,푛−푗푐푚−푘+푗,푛+푘−푗 (6)
où les 휉푚+푗,푛−푗 sont ceux de la formule 1 .
Pour tout 푚 ∈ ℕ fixé et 푛 tendant vers l’infini, on a la majoration suivante :|||휉푚+푗,푛−푗||| ≤ 푄(푛) .
Celle-ci entraine que |||휉푚+푗,푛−푗푐푚−푘+푗,푛+푘−푗||| ≤ 푄(푛)
avec 푄(푛) est un polynôme en 푛 de degré constant élévé à la puissance 훿 où 훿 est
donné par le caractère diophantient de 푎.
Propriété 1. soient
∑
푚≥0,푛≥0
푎푚,푛푧
푚푤푛 et
∑
푚≥0,푛≥0
푏푚,푛푧
푚푤푛 deux séries entières, de
rayons de convergence respectifs 푅푎 et 푅푏. Posons 푐푚,푛 = 푎푚,푛 + 푏푚,푛. Si on note
푅 le rayon de convergence de
∑
푚≥0,푛≥0
푐푚,푛푧
푚푤푛, alors 푅 ≥ min
{
푅푎;푅푏
}
. En
particulier si 푅푎 = 푅푏 = +∞ alors 푅 = +∞.
Remarque 2. Pour tout 푄(푛) polynôme en 푛 de degré constant élevé à une puis-
sance réelle constante on a lim
푚+푛⟶+∞
(푄(푛))
1
푚+푛 = 1 pour tout 푚 ∈ ℕ fixé et 푛
tendant vers l’infini .
Par suite à partir de la remarque ci-dessus on a
lim sup
푚+푛⟶+∞
|||휉푚+푗,푛−푗푐푚−푘+푗,푛+푘−푗||| 1푚+푛 ≤ lim sup푚+푛⟶+∞(푄(푛) |||푐푚−푘+푗,푛+푘−푗|||)
1
푚+푛
= lim
푚+푛⟶+∞
(푄(푛))
1
푚+푛 × lim sup
푚+푛⟶+∞
|||푐푚−푘+푗,푛+푘−푗||| 1푚+푛
= 0 .
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Donc pour tous 푗 = 0,… , 푘 et 푘 = 0,… , 푚, on a :
lim sup
푚+푛⟶+∞
|||휉푚+푗,푛−푗푐푚−푘+푗,푛+푘−푗||| 1푚+푛 = 0.
Pour tout 푘 = 0,… , 푚, la formule 6 et la propriété 1 entrainent que la série∑
푛≥0
푐̃푚−푘,푛푤
푛 à un rayon de convergence infini pour tout 푚 ∈ ℕ fixé et 푛 tendant
vers l’infini.
On est donc amené de façon générale à résoudre l’équation cohomologique du
type
(
퓁
) ∶ 푝
퓁
(푤) − 푎퓁푝
퓁
(푎푤) = 푞
퓁
(푤) .
Pour résoudre cette équation comme 푞
퓁
est holomorphe et on cherche 푝
퓁
holo-
morphe, on part des développements en séries entières de 푝
퓁
et 푞
퓁
. Soit
푝
퓁
(푤) =
∞∑
푛=0
푐
퓁,푛푤
푛 , 푞
퓁
(푤) =
∞∑
푛=0
푏
퓁,푛푤
푛
sachant que pour tout 푅 ≥ 0 , la série numérique
∑
푛≥0
||푐퓁,푛||푅푛 converge.
Par identification on a : (1 − 푎퓁+푛)푏
퓁,푛 = 푐퓁,푛. La condition nécessaire est
푐0,0 = 0. Condition déjà supposée remplie puisque 푐0,0 = 푔(0, 0)= 0 ; et on pose
푏0,0 = 0 . Comme 푎 est diophantien, donc une rotation irrationnelle, on a pour
(퓁, 푛) ≠ (0, 0)
푏
퓁,푛 =
푐
퓁,푛
1 − 푎퓁+푛
.
Dans ce cas, on a pour tout 푘 ∈ ℤ∗, 1 − 푎푘 ≠ 0 et pour 퓁 fixé il existe alors deux
réels 훿 ≥ 1, 퐴
퓁
> 0 tels que pour tout 푛 ∈ ℤ ,퓁 + 푛 ≠ 0, on ait
|||1 − 푒2푖휋(퓁+푛)휃||| > 퐴퓁(퓁 + 푛)훿 .
Donc
푏
퓁,푛 =
{
0 si (퓁, 푛) = (0, 0)
푐
퓁,푛
1−푒2푖휋(퓁+푛)휃
sinon .
Il vient la majoration ||푏퓁,푛|| ≤ (퓁 + 푛)훿퐴
퓁
||푐퓁,푛|| .
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Avec ces majorations, puisque la série
∞∑
푛=0
푐
퓁,푛푤
푛 a un rayon de convergence infini,
alors la série
∑
푛≥0
푏
퓁,푛푤
푛 a également un rayon de convergence infini puisque pour
퓁 fixé son rayon de convergence est
푅
퓁
=
1
lim sup
퓁+푛⟶+∞
|||||(퓁 + 푛)
훿
퐴
퓁
푐
퓁,푛
|||||
1
퓁+푛
=
1
lim
푛→∞
(
(퓁+푛)훿
퐴
퓁
)
1
퓁+푛 × lim sup
퓁+푛⟶+∞
||푐퓁,푛|| 1퓁+푛
=
1
1 × 0
=
1
0
= +∞.
La série
∑
푛≥0
푏
퓁,푛푤
푛 converge surℂ tout entier et finalement la fonction holomorphe
푝
퓁
(푤) =
∞∑
푛=0
푏
퓁,푛푤
푛 est une solution de l’équation (
퓁
).
∙ Cas 푎 = 1
Ce cas se traite de la même façon que le cas 푎 diophantien. Dans ce cas l’égalité
(∗) devient :
푓 − 푓◦퐴 =
푚∑
푖=0
(
−
푚+1∑
푘=푖+1
퐶 푖푘푤
푘−푖푝푘(푤)
)
푧푖 =
푚∑
푖=0
푞푖푧
푖 = 푔 (∗∗) .
Il vient de (∗∗), que 푐푚,0 = 0 pour tout 푚 ≥ 0 s’impose comme condition
nécessaire, que l’on supposera remplie. On a aussi que pour 푘 ≤ 푚 :
푞푚−푘(푤) +
푘+1∑
푗=1
퐶푗푚−푘+푗푤
푗푝푚−푘+푗(푤) = 0
et de façon générale pour tout 푘 ≤ 푚
−퐶1푚−푘+1푤푝푚−푘+1(푤) = 푞푚−푘(푤) +
푘+1∑
푗=2
퐶푗
푚+1−푘+푗
푤푗푝푚+1−푘+푗(푤) = 푞̃푚−푘(푤) .
On aura 푞̃푚−푘(푤) =
∑
푛≥0
푐̃푚−푘,푛푤
푛 avec 푐̃푚−푘,푛+푘 = −퐶
1
푚−푘+1
푘∑
푗=0
휁푚−1+푗,푛+1−푗푐푚−푘+푗,푛+푘−푗
où les 휁푚−1+푗,푛+1−푗 sont ceux de la formule 2 avec ici pour tout 푚 ∈ ℕ fixé et 푛
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tendant vers l’infini la majoration suivante |||휁푚−1+푗,푛+1−푗||| ≤ 푄(푛) où 푄(푛) est un
olynôme en 푛 de degré 0.
L’équation générale à résoudre sera l’équation cohomologique du type
(
퓁
) ∶ −퐶1
퓁+1
푤푝
퓁+1(푤) = 푞퓁(푤).
∙ Cas 푎 rationnel d’ordre 푟 ≥ 2
Pour ce cas, on se servira à la fois du cas 푎 = 1 et du cas 푎 diophantien.
Soit toujours 푔 ∈ 표푙푤(ℂ) [푧] de degré 푚 (i.e.푔 =
푚∑
푖=0
푞푖푧
푖, 푞푖 ∈ 표푙푤(ℂ) et
푞푚 ≠ 0). On a 푞푖(푤) =
∑
푛≥0 푐푖,푛푤
푛, et on va poser
푞푖,1(푤) =
∑
푛≥0
푛+푖≡0[푟]
푐푖,푛푤
푛et 푞푖,2(푤) =
∑
푛≥0
푛+푖≢0[푟]
푐푖,푛푤
푛.
On a bien 푞푖(푤) = 푞푖,1(푤) + 푞푖,2(푤) avec 푞푖,1(푤) et 푞푖,2(푤) qui sont holomorphes
en 푤. Par suite on a 푔 = 푔1 + 푔2 avec 푔1, 푔2 ∈ 표푙푤(ℂ) [푧].
Nous alons donc résoudre les équations 푓 −푓◦퐴 = 푔1 (1) et 푓 −푓◦퐴 = 푔2 (2)
où 푔1 =
푚∑
푖=0
푞푖,1푧
푖 et 푔2 =
푚∑
푖=0
푞푖,2푧
푖.
L’équation (2) se résoud comme dans le cas 푎 diophantien et 푓2 est de même na-
ture que 푔2 avec 푑푒푔(푓2) = 푚 et on a 푓2(푧,푤) =
푚∑
푖=0
푝푖,2푧
푖,où 푝푖,2(푤) =
∑
푛≥0
푛+푖≡0[푟]
푏푖,푛푤
푛.
Tandis que l’équation (1) se résoud comme dans le cas 푎 = 1 et 푓1 est de
même nature que 푔1 avec 푑푒푔(푓1) = 푚 + 1 et on a 푓1(푧,푤) =
푚+1∑
푖=0
푝푖,1(푤)푧
푖, où
푝푖,1(푤) =
∑
푛≥0
푛+푖≢0[푟]
푏푖,푛푤
푛. Il suffit donc de poser 푓 = 푓1 + 푓2 avec 푑푒푔(푓 ) = 푚+1.
On a 푓 (푧,푤) =
∑푚+1
푖=0 푝푖푧
푖 avec 푝푖(푤) = 푝푖,1(푤) + 푝푖,2(푤) =
∑
푛≥0
푏푖,푛푤
푛 .
2.4 Cas holomorphe
2.4.1 휃 est diophantien ou rationnel.
La proposition 3 et la formule de densité표푙(ℂ2) = 표푙푤(ℂ) [푧] nous permet-
trons de résoudre le cas holomorphe.
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Soit 푔 une fonction holomorphe sur ℂ2.
On a
푔(푧,푤) =
+∞∑
푘=0
+∞∑
푛=0
푐푘,푛푧
푘푤푛 = lim
푚⟶+∞
푔푚(푧,푤) où 푔푚(푧,푤) =
푚∑
푘=0
(
+∞∑
푛=0
푐푘,푛푤
푛
)
푧푘
푔푚 ∈ 표푙푤(ℂ[푧]) car pour tout 푘 fixé lim sup
푛⟶+∞
||푐푘,푛|| 1푛 = lim sup
푛+푘⟶+∞
||푐푘,푛|| 1푛+푘 = 0.
D’après la proposition 3 il existe 푓푚 ∈ 표푙푤(ℂ[푧]) telle que
푓푚(푧,푤) =
푚∑
푘=0
(
+∞∑
푛=0
푏푘,푛푤
푛
)
푧푘 et 푓푚 − 푓푚◦퐴 = 푔푚. Il suffit donc de montrer
que la suite (푓푚)푚 converge dans 표푙(ℂ
2).
On a à établir la convergence de la série
∑
푚≥0
(
+∞∑
푛=0
푏푚,푛푤
푛
)
푧푚 surℂ, cela revient
tout simplement à établir la convergence de la série
∑
푚≥0
∑
푛≥0
푏푚,푛푧
푚푤푛 sur ℂ2, c’est
à dire que lim sup
푛+푚⟶+∞
||푏푚,푛|| 1푛+푚 = 0.
Remarque 3. Pour qu’une suite double
(
푢푚,푛
)
푚,푛
converge vers 0, il suffit que les
deux suites
(
푢푚,푛
)
푚
et
(
푢푚,푛
)
푛
converge vers 0.
Dans la suite on utilisera cette remarque pour montrer la convergence vers 0
des suites doubles qu’on va rencontrer. Dans notre cas 푢푚,푛 = ||푏푚,푛|| 1푛+푚 .
On a obtenu dans le paragraphe 2.2.2 que lim sup
푛+푚⟶+∞
||푏푚,푛|| 1푛+푚 = 0 pour 푛 fixé
et 푚 tendant vers l’infini ; et dans la proposition 3 l’existence des 푝푖 assure que
lim sup
푛+푚⟶+∞
||푏푚,푛|| 1푛+푚 = 0 pour 푚 fixé et 푛 tendant vers l’infini. Au total, en utilisant
la remarque 3 , on a la convergence de la série
∑
푚≥0
∑
푛≥0
푏푚,푛푧
푚푤푛 sur ℂ2. Soit
푓 ∈ 표푙(ℂ2) cette somme et on a (푓푚)푚⟶ 푓 .
La continuité de l’opérateur 1 − entraine par passage à la limite que :
푔 = lim
푚⟶+∞
푔푚 = lim푚⟶+∞
(
푓푚 − 푓푚◦퐴
)
= lim
푚⟶+∞
(1 −)
(
푓푚
)
= (1 −)
(
lim
푚⟶+∞
푓푚
)
= (1 −) (푓 ) = 푓 − 푓◦퐴.
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Ce qui montre que 푓 est une solution de l’équation (). Dans le cas 푎 diophantien
(resp. 푎 rationnel) on a une infinité de solutions car l’ensemble des solutions de
l’équation homogène estℂ (resp.표푙푟푤(ℂ). L’essentiel est de trouver une solution.
Termninons la discussion avec 푎 de Liouville.
2.4.2 휃 est de Liouville.
휃 étant un irrationnel non diophantien, pour tout 푠 ∈ ℕ, 푠 ≥ 2, il existe un
entier 푚푠 ∈ ℤ vérifiant |||1 − 푒2푖휋푚푠휃||| ≤ 1||푚푠||푠−1 .
La suite (푚푠) ainsi obtenue est nécessairement non bornée car si elle l’était,
{
푒2푖휋푚푠휃
}
serait fini, or cette partie, puisque 휃 est irrationnel,est une partie dense du cercle
unité (|푧| = 1).
Ainsi +∞ est une valeur d’adhérence de la suite
(||푚푠||) dans l’espace métrique
compact ℝ . Soit (푚푠푘) une suite extraite de (푚푠) telle que
|||푚푠푘|||⟶ +∞.
Considérons la série
∑
푚,푛≥0
푎푚,푛푧
푚푤푛 définie par
푎푚,푛 =
{
1
푚
푠푘−1
푠푘
si 푚 = 푛 = 푚푠푘
0 sinon
.
Soit la série formelle
∑
푚,푛≥0
푏푚,푛푧
푚푤푛 l’unique solution formelle de (). On sait que
les 푏푚,푛 sont donnés par
푏푚,푛 = (1 − 푎
푚)푏푚,푛 −
푘=푛∑
푘=1
퐶푚푚+푘푎
푚+푛−푘푎푚+푘,푛−푘 pour 푚 ≥ 1.
Le calcul explicite de 푏푚,푛 montre que seuls les 푏푚푠푘 ,푚푠푘
sont non nuls et de façon
précise on a :
푏푚,푛 =
{
0 si 푚 ≠ 푚푠푘 ou 푛 ≠ 푚푠푘푎푚,푛
1−푒2푖휋푛휃
si 푚 = 푛 = 푚푠푘
et comme par hypothèse
1||1 − 푒2푖휋푚푠휃|| ≥ ||푚푠||푠−1 ,
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on a |||푏푚푠푘 ,푚푠푘 ||| ≥ 1|||푚푠푘−1푠푘 ||| ×
|||푚푠푘−1푠푘 ||| = 1;
ce qui implique la série
∑
푚≥0
푏푚,푚푤
푚푧푚 ne converge pas dans표푙(ℂ2) puisque son
rayon de convergence est inférieur ou égal 1 et pourtant la série
∑
푚≥0
푎푚,푚푤
푚푧푚 de
rayon de convergence +∞
⎛⎜⎜⎜⎜⎝
푅 =
1
lim sup
푚+푛→+∞
||푎푚,푛|| 1푚+푛 =
1
lim
푘→∞
|||| 1푚푠푘−1푠푘 ||||
1
2푠푘−2
=
1
lim
푘→∞
1|||푚푠푘 ||| 12
=
1
0
= +∞
⎞⎟⎟⎟⎟⎠
définit donc une fonction 푔 holomorphe surℂ2 vérifiant 푔(0, 0) = 0. Ce quimontre
que l’équation 푓 − 푓◦퐴 = 푔 ne peut être résolue dans 표푙(ℂ2).
Soit maintenant 푝 un entier non nul .Considérons la famille
{
푗
}
1≤푗≤푝
où
푗 =
∑
1≤푗≤푘≤푝
1
푚
푠푘−1
푠푘
푧푚푠푘푤푚푠푘 .
Notons que la suite (푚푠푘) étant doublement une suite extraite de la suite des entiers
naturels non nuls, on a 푚푠1 < 푚푠2 < ... < 푚푠푝 et le monôme de plus bas degré
de 푗 est 푧
푚푠푗푤푚푠푗 . Si nous considérons une combinaison linéaire
∑
1≤푗≤푝
휆푗푗
des 푗 alors
∑
1≤푗≤푝
휆푗푗 = 0 nous donne, précisement puisque la famille {푧
푚푤푛}
est libre, un système triangulaire homogène qui se ramène au système suivant :
휆푗
1
푚
푠푗−1
푠푗
=0, 1 ≤ 푗 ≤ 푝 , et il en résulte que 휆1 = 휆2 = ...휆푝 = 0 . Par suite la fa-
mille
{
푗
}
1≤푗≤푝
est libre. Les séries ainsi définies convergent vers des fonctions
de 표푙(ℂ2) s’annulant en (0, 0) et la famille
{
푘
}
1≤푘≤푝
une famille libre dans
l’espace vectoriel 표푙(ℂ2) pour la quelle on a : Pour tout 푔 non nulle combinai-
son linéaire des (푗),1≤푗≤푝 , l’équation linéaire homogène avec second membre
푓 − 푓◦퐴 = 푔, n’est pas résoluble dans 표푙(ℂ2) ; ce qui implique que pour tout
푝 ∈ ℕ, dim1(ℤ,표푙(ℂ2)) ≥ 푝, i.e.1(ℤ,표푙(ℂ2)) est un espace vectoriel de
dimension infinie.
Au terme de cette étude on a obtenu le résultat suivant :
Théorème. Soit 푎 un nombre complexe de module 1. Étant donnée l’équation
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cohomologique
() ∶ 푓 (푧,푤) − 푓 (푎푧 +푤, 푎푤) = 푔(푧,푤)
sur ℂ2 où 푔 ∈ 표푙(ℂ2) est donnée, si on cherche 푓 ∈ 표푙(ℂ2) solution de
(), alors
푙(푍,표푙(ℂ2)) =
표푙(ℂ2)⟨푓 − 푓◦퐴, 푓 ∈ 표푙(ℂ2)⟩
mesure l’obstruction cohomologique à la résolution de () ∶
1(ℤ,표푙(ℂ2)) = 표푙푟푧(ℂ) si 푎 est une rotation rationnelle d’ordre 푟 ≥ 1 ;
1(ℤ,표푙(ℂ2)) = ℂ si 푎 est 푑푖표푝ℎ푎푛푡푖푒푛 ;
퐻1(ℤ,표푙(ℂ2)) est un espace vectoriel de dimension infinie si 푎 est 푑푒퐿푖표푢푣푖푙푙푒.
Voici une version géométrique de notre théorème en nous référent à la section
1.2.1, au théorème sur l’égalité des cohomologies discète et continue dans [2] et
au théorème principal ci-dessus :
Proposition. Soit 푎 un nombre complexe de module 1. Etant donnée l’équation
cohomologique
(∗) ∶ 푋푎푓 = 푔
sur 푀푎 où 푔 ∈ 퐶
∞(푀푎) est donnée , si on cherche 푓 ∈ 퐶
∞(푀푎) solution de
(∗), alors
1
ℱ푎
(푀푎) =
퐶∞(푀푎)⟨푋푎푓 , 푓 ∈ 퐶∞(푀푎)⟩
mesure l’obstruction cohomologique à la résolution de (∗) ∶
siℱ푎 admet une orbite 푟-périodique (푟 ≥ 2) alors 
1
ℱ푎
(푀푎) = 표푙
푟
푧(ℂ) ;
siℱ푎 admet deux orbites 1-périodique alors
1
ℱ푎
(푀푎) = 표푙푧(ℂ) ;
siℱ푎 admet une seule orbite 1-périodique alors
1
ℱ푎
(푀푎) =
{
ℂ si la rotation est diophantienne
espace vectoriel de dimension infinie si la rotation est de Liouville
.
• • •
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