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We study theoretically the bound state spectrum and 0-pi transitions in ballistic quasi-one-
dimensional superconductor/ferromagnetic insulator/superconductor Josephson junctions. In ad-
dition to the Andreev bound states, stemming from the phase coherence, the magnetic barrier gives
rise to qualitatively different Yu-Shiba-Rusinov (YSR) bound states with genuine spectral features
and spin characteristics. We show that zero-energy YSR states are much more robust against the
presence of scalar tunneling than their Andreev counterparts and also fingerprint a quantum phase
transition from the junctions’ 0 into the pi phase, connected to a measurable reversal of the Josephson
current; this evidence persists also in the presence of Rashba spin-orbit coupling.
I. INTRODUCTION
Since its discovery, superconductivity evolved into a
most influential area in fundamental science and tech-
nology. While the exchange interaction in metals favors
parallel spins [1], the s-wave pairing in superconductors
promotes the formation of Cooper pairs with antiparal-
lel spin alignments [2, 3]. The competition of those two
antagonistic interactions within one system leads to in-
teresting physical phenomena [4–6]. Prominent examples
are S/F/S Josephson junctions [7–15], in which a leakage
of Cooper pairs from the superconducting (S) electrodes
introduces a nontrivial pairing in the proximitized ferro-
magnet (F). In response to the spin-selective exchange
splitting in the F, the induced order parameter oscillates
with a characteristic spatial length [9, 10]; depending on
the thickness of the F, the phase difference between the
two S electrodes can accumulate an intrinsic pi shift. That
is responsible for the reversal of the Josephson current di-
rection in such a pi state junction regime as compared to
its (usual) 0 state counterpart.
Another realization of pi Josephson junctions relies on
the coupling of S electrodes via interacting quantum
dots (QDs). Several theoretical works [16–27] showed
that the junction regimes can be controlled by the
strength of the lead-QD coupling and the QD charging
energy. Experimental observations of 0-pi transitions in
S/F/S [28–31] and S/QD/S [6, 32–48] Josephson junc-
tions boosted hopes for their engineering and designed
technological applications, counting qubits [49], quantum
computing [50–52], and spintronics [4, 53, 54].
An unambiguous spectroscopic fingerprint of Joseph-
son junctions is the formation of subgap Andreev bound
states (ABSs) [55, 56], which have been studied in sin-
gle [44, 45, 47, 48] and double [57] QD-coupled Joseph-
son junctions. In the latter case, the ABSs hybridized
to novel Andreev molecular states, which can eventually
launch a platform for realizing Majorana physics [58–63].
∗ Corresponding author: andreas.costa@physik.uni-regensburg.de
However, understanding the spectral features of Joseph-
son junctions in magnetic systems becomes more intri-
cate since the magnetism breaks Cooper pairs and allows
a creation of additional subgap bound states, commonly
known as Yu-Shiba-Rusinov (YSR) states [64–67]. YSR
states have been intensively studied in various systems,
e.g., in S substrates hosting magnetic adatoms [68–75]
or nanowires connecting normal/superconductor junc-
tions [76, 77].
In this paper, we investigate the subgap bound states
in ballistic S/FI/S Josephson junctions with ultrathin
barriers containing ferromagnetic insulators (FIs). The
subgap states possess unique spectral [18, 78] and spin
characteristics that are tunable by tunneling strengths
or the S phase difference. Moreover, magnetic tunneling
causes an interesting interplay between ABSs and YSR
states, modifying, for example, the quasiparticle density
of states (DOS) [27, 38]. We pay special attention to zero-
energy YSR states which can signal topological supercon-
ductivity [79–81] and ground state phase transitions [82].
We clearly distinguish the 0 and pi phases of the ballis-
tic S/FI/S Josephson junctions [78, 83, 84] and unravel
the 0-pi transition mechanism on the microscopic level:
the reversal of the tunneling of Cooper pairs in the YSR
channel near zero energy stems from the ground state
phase transition. Therefore, besides the two conventional
mechanisms explaining 0-pi transitions—(1) proximity-
induced effects in S/F/S and (2) the interplay between
the Fermi statistics and strong correlations in S/QD/S
junctions—we concentrate on the third one: pair tunnel-
ing via the spectrally distinct YSR states at the interface
of the magnetic FI barrier. To demonstrate the universal-
ity and the robustness of our mechanism, we also investi-
gate 0-pi transitions in S/FI/S Josephson junctions in the
presence of Rashba spin-orbit coupling (SOC) [54, 85] in
the S leads, eventually showing the same qualitative be-
havior. Our findings offer a comprehensive understand-
ing of 0-pi transitions in Josephson junctions.
The paper is organized in the following way. In Sec. II,
we introduce our theoretical model and study the bound
state spectra for some important limiting cases. Sec-
tion III briefly comments on the states’ impact on the
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2FIG. 1 (Color online). (a) Josephson junction geometry; two
superconductors (red) are separated by a thin ferromagnetic
insulator (green dots). (b) Calculated quasiparticle DOS for
λSC = 2, zero phase difference, and various λMA’s with pro-
nounced coherence peak modulations. ABSs and YSR states
inside the gap are schematically illustrated.
quasiparticle DOS. The main part of the paper is the
analysis of the connection between the bound state spec-
trum and the Josephson current reversing 0-pi transitions,
which can be found in Secs. IV–VI.
II. THEORETICAL MODEL AND
BOUND STATE SPECTRUM
We consider a vertical ballistic S/FI/S Josephson junc-
tion, consisting of two semi-infinite S regions that are
separated by a thin deltalike tunnel barrier, simulating
scalar and magnetic tunneling; see Fig. 1(a). To analyze
its spectral properties, we model the junction in terms of
the stationary Bogoljubov–de Gennes Hamiltonian [86],
HˆBdG =
[
Hˆe ∆ˆS(z)
∆ˆ†S(z) Hˆh
]
. (1)
Here, Hˆe = (−~2/2m∇2−µ)σˆ0 +(λSCσˆ0 +λMAσˆz)δ(z)+
HˆR represents the single-electron Hamiltonian and Hˆh =
−σˆyHˆ∗e σˆy its hole counterpart. Scalar and magnetic tun-
neling at the interface are modeled by deltalike poten-
tials [87–89] with effective coupling strengths λSC and
λMA, respectively, while HˆR = −λRkzσˆyΘ(z) accounts
for Rashba SOC in the right lead, realized by a semicon-
ducting electrode with proximity-induced superconduc-
tivity [90]. Spin matrices σˆ0 and σˆi stand for the two-
by-two identity and the ith Pauli matrix. For the sake
of simplicity, we assume a symmetric S/FI/S junction
with equal quasiparticle masses m, the same chemical
potential µ, and the transverse zˆ-dependent S order pa-
rameter ∆ˆS(z) = |∆S|σˆ0
[
Θ(−z) + eiφSΘ(z)], where φS
is the phase difference.
The general procedure for finding the eigencharacter-
istics of the Hamiltonian HˆBdG, given by Eq. (1), is out-
lined in the Supplemental Material (SM) [91]. In what
follows, we focus on quasi-one-dimensional (quasi-1D)
junctions for which the thickness in the transverse xˆ and
yˆ directions is much shorter than in the longitudinal zˆ di-
rection (higher-dimensional junctions bring no new fea-
tures; see SM [91]). The particle-hole symmetric subgap
eigenspectrum E±n (n = 1, 2) in the absence of SOC reads
E±n
|∆S|
= ±
√√√√√√√
(
λ
2
SC − λ2MA
)2
+ 8
[
2 cos2 φS
2
+
λ
2
SC
2
(
cos2 φS
2
+ 1
)
+
λ
2
MA
2
sin2 φS
2
+ (−1)n|λMA|
√
sin2 φS + λ
2
SC sin
2 φS
2
+ λ
2
MA cos
2 φS
2
]
(
λ
2
SC − λ2MA + 4
)2
+ 16λ
2
MA
,
(2)
where λSC = 2mλSC/(~2qF) and λMA = 2mλMA/(~2qF)
represent effective tunneling strengths with respect to the
Fermi level (chemical potential µ); qF =
√
2mµ/~ stands
for the corresponding Fermi momentum.
Let us briefly examine the main spectral characteris-
tics of such Josephson junctions. Taking λMA → 0, we
recover the Andreev limit [11, 92],
E±1 = E
±
2 = ± |∆S|
√√√√λ2SC + 4 cos2(φS/2)
λ
2
SC + 4
. (3)
Letting λSC → 0 and φS → 0, the spectrum complemen-
tary yields the celebrated YSR states [64, 65, 67]
E±1 = ± |∆S|
λ
2
MA − 4
λ
2
MA + 4
(4)
and two remaining states at E±2 = ±|∆S|, which coincide
with the ABS at φS = 0; see Eq. (3). For that reason, we
will refer to E±1 as the YSR and to E
±
2 as the Andreev
branch.
Figure 2 shows a generic spin-resolved spectrum as a
function of φS for various λMA. Generally, the Andreev
branch is always closer to the gap edges than the YSR
3FIG. 2 (Color online). Spin-resolved bound state energies
E1 and E2 of the YSR (red) and the Andreev (blue) states
as functions of φS for λSC = 2 and various λMA’s given in
the plots; Rashba SOC is absent. Filled (empty) circles indi-
cate spin up (down) YSR and filled (empty) squares spin up
(down) Andreev states.
branch, serving as a spectroscopic fingerprint for distin-
guishing those states. While the Andreev states, given by
Eq. (3), cross zero energy only for a transparent interface
and phase differences φS = pi (mod 2pi) [92], Eq. (2) sug-
gests that additional magnetic tunneling supports zero-
energy YSR states in a wide range of parameters. An-
alyzing Eq. (2), one sees that for 0 ≤ λ2MA − λ
2
SC ≤ 4,
there always exists a φS for which the YSR branch crosses
zero energy; see Fig. 2. The corresponding φS comes as
a solution of
λMA = ±
√
λ
2
SC + 4 cos
2(φS/2) . (5)
III. MODULATION OF QUASIPARTICLE DOS
The subgap states strongly impact the quasiparticle
DOS. Figure 1(b) shows the DOS for λSC = 2 and dif-
ferent λMA’s at zero phase difference (for methodology,
see SM [91]). Without magnetic tunneling, the spec-
trum only consists of ABS and the quasiparticle spectrum
shows the standard BCS-like DOS. Gradually growing
λMA, the spectrum also contains YSR states that move
to the gap center. As a consequence, a part of spec-
tral weight is taken into the gap and the quasiparticle
coherence peaks modify. A similar peak structure was
identified in quantum-dot experiments [43, 47]. Raising
λMA, the quasiparticle spectral peaks become unprece-
dentedly suppressed and disappear when the YSR states
cross zero energy. A further increase of λMA shifts the
bound states back towards the gap edges and, simulta-
neously, the quasiparticle DOS rises again.
IV. QUALITATIVE ANALYSIS—GROUND
STATE PHASE TRANSITION
We see from Fig. 2 that the ABSs do not change spins
with evolving φS, whereas the YSR states effectively ‘flip’
spins when crossing zero energy. The states’ spin order-
ing reflects important ground state properties, which we
briefly discuss. Without the deltalike terms in Hˆe and
Hˆh, absent SOC, and for φS = 0, the BdG Hamiltonian
HˆBdG, given by Eq. (1), can be easily diagonalized. De-
noting by α† (α) the creation (annihilation) operators
for the BdG eigenmodes with positive energies and by
β† (β) the corresponding operators for negative energies,
the BCS ground state |Ω〉 is a Slater product over the
occupied and unoccupied eigenmodes,
|Ω〉 =
∏
k
αk,↑α−k,↓β
†
k,↑β
†
−k,↓|0〉 , (6)
where |0〉 represents the Fermi vacuum.
What happens to |Ω〉 when adding a deltalike ex-
change interaction, parameterized by λMA? For sim-
plicity, let us start with zero λSC and φS. Assuming
a small positive λMA, spin up states have higher en-
ergy than their spin down counterparts. This means
that initially degenerate quasiparticle eigenmodes spin
split and form spatially (quasi)localized impurity subgap
states. Anticipating the results of Eq. (2) for λSC = 0
and φS = 0, we denote the localized states with positive
energies 0 < E+1 < E
+
2 ' |∆S| as |ψYSR,↓〉 and |ψA,↑〉,
and states with negative energies −|∆S| ' E−2 < E−1 < 0
as |ψA,↓〉 and |ψYSR,↑〉; see Fig. 3. Generally, the states
|ψYSR,↑〉 and |ψYSR,↓〉 are shifted more towards the cen-
ter of the gap than |ψA,↓〉 and |ψA,↑〉 for λMA > 0, and
hence become spatially more localized around the im-
purity. With a further increase of λMA, the energy of
|ψYSR,↓〉 continuously lowers, while that of |ψYSR,↑〉 rises.
Before reaching the critical value λcrit.MA ∼ ξBCS|∆S| (ξBCS
4FIG. 3 (Color online). Schematic picture of 0 and pi ground
states, and the associated transfer of Cooper pairs. Full
(empty) squares/circles display spin up (down) Andreev/YSR
states; the states at energies E±2 and E
±
1 are labeled as |ψA,σ〉
and |ψYSR,σ〉. The sketched evanescent tails indicate the spa-
tial electron-hole density difference for a given |ψ〉. Occupied
states and Cooper pairs are shaded. The dotted (blue) lines
describe the Cooper pair transfer via the Andreev channel
(current IA) and the dashed (red) lines via the YSR channel
(current IYSR). The individual steps (1)–(3) are described in
the text. The 0 state junction is displayed in (a) and the pi
state junction in (b). The change of the YSR spectral prop-
erties at the 0-pi transition reverses IYSR, while IA remains
unchanged.
is the BCS coherence length), |ψYSR,↓〉 remains unoc-
cupied and |ψYSR,↑〉 occupied; see Fig. 3(a). Denoting
the corresponding creation (annihilation) operators for
|ψA,σ〉 and |ψYSR,σ〉 by A†σ (Aσ) and Y†σ (Yσ), respec-
tively, we expect the ground state below λcrit.MA to be in
the form
|Ω<〉 ∼ A↑Y↓Y†↑A†↓
∏
n
α˜n,↑α˜−n,↓β˜
†
n,↑β˜
†
−n,↓|0〉 . (7)
The tilde operators have the same meaning as before—
quasiparticle eigenmodes (now perturbed) with energies
above and below the gap [93]. Increasing λMA over the
critical λcrit.MA , the energy of |ψYSR,↓〉 becomes smaller
than that of |ψYSR,↑〉 and, therefore, the relative occu-
pations of both states interchange; see Fig. 3(b). The
ground state wave function above λcrit.MA is now expected
to be
|Ω>〉 ∼ A↑Y↑Y†↓A†↓
∏
n
α˜n,↑α˜−n,↓β˜
†
n,↑β˜
†
−n,↓|0〉 . (8)
The former ground state |Ω<〉 has a modified spin content
inside the gap when compared to |Ω>〉, so both are in
distinct quantum states, which we correspondingly call
the 0 and pi phases. Turning on λSC and φS, the bound
state energies evolve in a complex way—see Eq. (2) for
λSC 6= 0 and φS 6= 0—nevertheless, crossings at zero
energy again indicate changes in the spin ordering of the
ground states. Thus, reversals of the Josephson current
at 0-pi transitions in ballistic S/FI/S Josephson junctions
are interpreted in terms of a change of the ground state
spin order.
V. 0-pi TRANSITIONS IN
JOSEPHSON CURRENT
Knowing the phase dependence of the bound state
spectrum, we can obtain the Josephson current [94]
IJ(φS) = − e~
∑2
n=1
[(
∂E+n
∂φS
)
tanh
(
E+n
2kBT
)]
; e stands for
the (positive) elementary charge and kB is Boltzmann’s
constant. From the experimental point of view, it is com-
mon to measure the critical Josephson current Icrit. =
maxφS {|IJ(φS)|} and the corresponding critical S phase
φcrit.S . By tuning φS to its critical value and perform-
ing scanning tunneling spectroscopy/scanning tunneling
microscopy (STS/STM) in the vicinity of the interface,
one could explore the spectral properties of the subgap
states. Figure 4(a) displays the dependence of Icrit. on
the tunneling strengths. For each λSC, one finds a λMA
at which the Josephson current’s direction reverses, in-
dicating transitions from 0 to pi regimes. The maximal
current in the 0 state is twice as large as in the pi state;
moreover, as expected, the 0-pi transition lines coincide
with the contours signifying the formation of zero-energy
YSR states. In Fig. 4(b), we show similar, fully numerical
calculations in the presence of moderate Rashba SOC in
the right electrode. Modulating the Rashba SOC by elec-
trical gating [95, 96] can efficiently tune 0-pi transitions.
Nevertheless, there is still a clear coincidence between
the 0-pi transition lines and the zero-energy YSR states,
although SOC inevitably introduces an intrinsic shift to
the current-phase relation. This causes slight deviations
at weak tunnelings.
VI. ZERO-ENERGY YSR STATES &
REVERSAL OF JOSEPHSON CURRENT
To connect the zero-energy YSR states with the
reversal of the Josephson current, one needs the bound
state wave functions. The full calculation is rather
technical; see SM [91]. Here, we qualitatively illustrate
the main mechanism. Figure 3 schematically shows the
Andreev (blue dotted lines) and YSR (red dashed lines)
channels, transporting Cooper pairs across the barrier.
To understand the transport direction of one Cooper
pair, we split each occupied and unoccupied bound state
5FIG. 4 (Color online). (a) Contour plot of the normalized
critical current eIcrit.RS/(pi|∆S|) (RS is Sharvin’s resistance)
as a function of λSC and λMA in the absence of Rashba SOC
at zero temperature. Blue and red regions represent 0 and pi
regimes with positive and negative Icrit.. The transition lines
separating the two phases are displayed by white borderlines;
the parameters at which zero-energy YSR states emerge are
shown by dashed lines. (b) Same calculations in the additional
presence of moderate Rashba SOC, λR = mλR/(~2qF) = 1.
into its electronlike and holelike component and read out
the corresponding electron-hole density difference. This
is qualitatively illustrated by the sketched evanescent
tails in Fig. 3 for the corresponding |ψA,σ〉 and |ψYSR,σ〉
states; upward (downward) tails indicate electron (hole)
dominance. For the ABS, there is always an electronlike
excess in the left and a holelike excess in the right S.
This means that the electrons forming a Cooper pair are
transferred via the Andreev channel from the right into
the left superconductor by the individual steps (1)–(3).
In (1), a spin up electron tunnels to an empty state
at positive energy E+2 . In (2), this electron pairs with
a spin down electron residing in the occupied state at
energy E−2 , creating a spin-singlet Cooper pair in the
left superconductor; finally, the remaining electron from
the initial Cooper pair fills the vacant state at E−2 . The
situation for the YSR channel is different. In the 0 state,
shown by Fig. 3(a), the YSR states also show electronlike
excess on the left side and holelike excess on the right
side of the barrier. Hence, the previous mechanism
still holds and Cooper pairs are also transferred from
right to left. In total, both current contributions add
together, IA + IYSR. Contrarily, in the pi phase, the
spin-resolved electron and hole content of the YSR
states spatially change and, therefore, the YSR states
now drive Cooper pairs from left to right, i.e., against
the direction of the Andreev channel. The total current
is then IA − IYSR. Since the transition probabilities of
the activation step (1) are proportional to e−E
+
n /|∆S| and
E+1 < E
+
2 , the YSR contribution is generally dominant
and therefore, a reversal of IYSR also reverses the total
Josephson current. This qualitative explanation is fully
consistent with our presented calculations.
VII. SUMMARY
We analyzed spectral and transport characteristics
associated with Andreev and YSR states in magnetic
Josephson junctions in terms of experimentally tunable
parameters and showed that certain combinations of
these parameters lead to zero-energy YSR states. Such
states serve as a clear fingerprint of quantum phase tran-
sitions in the junctions’ ground state. Particularly, we
demonstrated that this phase transition coincides with
the Josephson current reversing 0-pi transitions. This co-
incidence between zero-energy YSR states and 0-pi tran-
sitions persists also in the presence of Rashba SOC in one
electrode.
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Connection between zero-energy Yu-Shiba-Rusinov states and 0-pi transitions
in magnetic Josephson junctions
Andreas Costa, Jaroslav Fabian, and Denis Kochan
Institute for Theoretical Physics, University of Regensburg, 93040 Regensburg, Germany
In this Supplemental Material, we present the computational details not included into the manuscript and additional
model calculations for a richer set of parameter combinations, which are useful to get a deeper understanding of the
physical background.
I. THEORETICAL MODEL AND BOUND STATE SPECTRUM – COMPUTATIONAL DETAILS
We consider a vertical ballistic S/FI/S Josephson junction consisting of two semi-infinite S regions, spanning z < 0
and z > 0 half-spaces, respectively. They are separated by a thin deltalike ferromagnetic insulator layer. The junction
is schematically depicted in Fig. S1. In order to analyze its spectral properties, we model the system in terms of
stationary BdG equations [S1], which in particle-hole Nambu space Ψ =
[
ψ↑, ψ↓, ψ
†
↓,−ψ†↑
]>
read[
Hˆe ∆ˆS(z)
∆ˆ†S(z) Hˆh
]
Ψ(r) = EΨ(r) . (S1)
The electron and hole Hamiltonians including perturbation terms and the superconducting order parameter are
provided in the manuscript.
Since the wave vector k‖ = [kx, ky, 0]> parallel to the interface is conserved, the bound state solution ansatz for
Eq. (S1) reads Ψ(r) = Ψ(z) eik‖·r‖ , where r‖ = [x, y, 0]>. The unknown transverse wave function Ψ(z) satisfies a
reduced one-dimensional BdG scattering problem, whose general solution can be written for the left (z < 0) and
right (z > 0) S regions as
Ψ(z < 0) = A e−iqezz
 u0v
0
+ B e−iqezz
 0u0
v
+ C e+iqhzz
 v0u
0
+D e+iqhzz
 0v0
u
 (S2)
and
Ψ(z > 0) = E e+iqezz
ue
iφS
0
v
0
+ F e+iqezz
 0ueiφS0
v
+ G e−iqhzz
ve
iφS
0
u
0
+ J e−iqhzz
 0veiφS0
u
 . (S3)
Along with that ansatz yielding a solution Ψ(z) with positive energy E > 0, one has also a second, functionally inde-
pendent solution Ψ˜(z) belonging to the negative energy manifold that can be obtained from Ψ(z) when interchanging u
to −v∗ and v to u∗ in the Nambu spinors. Above, u = u(E) and v = v(E) are the conventional BCS coherence factors
that satisfy
u(E) =
√√√√√1
2
1 +
√
1− |∆S|
2
E2
 = √1− v(E)2. (S4)
Since we are looking for the bound state (evanescent) solutions only, the wave function ansatz in Eqs. (S2) and (S3)
does not account for an incoming wave. Moreover, the zˆ projections of the wave vectors for electronlike and holelike
quasiparticles,
qez(E) =
√
q2F +
2m
~2
√
E2 − |∆S|2 −
∣∣k‖∣∣2 and qhz(E) = √q2F − 2m~2
√
E2 − |∆S|2 −
∣∣k‖∣∣2 , (S5)
II
s-wave S s-wave S
0 zˆ
FIG. S1. Schematical sketch of the considered S/FI/S Josephson junction; STM spectroscopy can be used to study the Andreev
and YSR bound states.
already contain an evanescent imaginary part while − |∆S| < E < |∆S|; qF =
√
2mµ/~ stands for the Fermi momen-
tum. Because of the similarities with the true scattering problem, the wave amplitudes A and B in Eq. (S2) resemble
electronlike specular reflection with and without spin flip, and C and D their Andreev reflected holelike counterparts.
In the same way, the coefficients E , F , G, and J in Eq. (S3) stand for spin-resolved transmission amplitudes in the
right superconductor. To obtain them, we need to fulfill the interfacial (z = 0) matching conditions
Ψ(z)
∣∣
z=0−
= Ψ(z)
∣∣
z=0+
, (S6){[
~2
2m
d
dz
+ λSC
]
η + λMAω
}
Ψ(z)
∣∣
z=0−
=
~2
2m
d
dz
ηΨ(z)
∣∣
z=0+
, (S7)
where η and ω are diagonal four-by-four matrices; particularly η = diag[σˆ0, −σˆ0] and ω = diag[σˆz, σˆz]. It turns
out that Eqs. (S6)–(S7) represent a homogeneous system of eight linear equations for the unknown wave function
amplitudes A, . . . ,J . To obtain a nontrivial solution, the determinant of the system’s coefficient matrix must be zero,
what gives a secular equation for the bound state energies of Eq. (S1).
Numerically, we are in a position to compute the bound state spectrum for a generic S/FI/S Josephson junction.
Nevertheless, to give full analytical solutions, we first restrict ourselves to quasi-one-dimensional junctions, for which
the thickness in the xˆ and yˆ direction is much shorter than in the zˆ direction, or equivalently that k‖ → 0, and Rashba
SOC in the leads is absent. Under these assumptions, we obtain four different solutions E±n (n = 1, 2) for the bound
state energies inside the S gap,
E±n = ± |∆S|

2
(
λ
2
SC − λ
2
MA + 4
)
cosφS + λ
4
SC + 2λ
2
MA + λ
4
MA − 2λ
2
SC
(
λ
2
MA − 3
)
+ 8(
λ
2
SC − λ
2
MA + 4
)2
+ 16λ
2
MA
+ 4(−1)n
√
2λ
2
MA
[
1 + λ
2
SC + λ
2
MA +
(
λ
2
MA − λ
2
SC
)
cosφS − cos(2φS)
]
(
λ
2
SC − λ
2
MA + 4
)2
+ 16λ
2
MA

1/2
.
(S8)
By using basic trigonometric identities, one can immediately bring this result into the more compact form given by
Eq. (2) in the manuscript. Obviously, the bound state spectrum E±n is symmetric (superscript ±) with respect to the
center of the S gap and depends only on the macroscopic phase difference φS and the two dimensionless parameters
λSC = 2mλSC/(~2qF) and λMA = 2mλMA/(~2qF), representing effective strengths of scalar and magnetic tunneling,
respectively.
Let us note that the secular bound state equation originating from the matching conditions, Eqs. (S6)–(S7), is not
a simple polynomial of eighth degree since the coherence factors u(E) and v(E) contain square roots and lead to a
transcendental equation. Therefore, we only obtain four independent bound state energies instead of eight solutions
one would typically expect for a polynomial of eighth order. Moreover, the interfacial impurity perturbations entering
the BdG equation are diagonal in the spin space and therefore, one can introduce a reduced spin-resolved Nambu
III
basis (in the absence of Rashba SOC in the leads), labeled by σ =↑= +1 and σ =↓= −1. In this case, the original
bound state ansatz can be recast as
Ψσ(z < 0) = Ψ
e
σ(z < 0) + Ψ
h
σ(z < 0) = aσ e
−iqezz
[
u
v
]
+ bσ e
+iqhzz
[
v
u
]
(S9)
and
Ψσ(z > 0) = Ψ
e
σ(z > 0) + Ψ
h
σ(z > 0) = cσ e
+iqezz
[
ueiφS
v
]
+ dσ e
−iqhzz
[
veiφS
u
]
, (S10)
where we explicitly also separated the electronlike and holelike components for reasons which will become clear later.
The matching conditions then read
Ψσ(z)
∣∣
z=0−
= Ψσ(z)
∣∣
z=0+
, (S11){[
~2
2m
d
dz
+ λSC
]
diag[1,−1] + λMAdiag[σ, σ]
}
Ψσ(z)
∣∣
z=0−
=
~2
2m
d
dz
diag[1,−1]Ψσ(z)
∣∣
z=0+
. (S12)
Using the fact that Im[qez(EB)] = −Im[qhz(EB)] for bound state energies |EB| < |∆S|, see Eq. (S5), the normalization
of the wave functions [see Eqs. (S9)–(S10)] requires
1
(!)
=
[
|u(EB)|2 + |v(EB)|2
]{[
|aσ(EB)|2 + |bσ(EB)|2
]
+
[
|cσ(EB)|2 + |dσ(EB)|2
]} ∞∫
0
dz e−2Im[qez(EB)]z
=
|u(EB)|2 + |v(EB)|2
2Im[qez(EB)]
[
|aσ(EB)|2 + |bσ(EB)|2 + |cσ(EB)|2 + |dσ(EB)|2
]
. (S13)
Continuity of the wave functions at the interface, as imposed by Eq. (S11), relates the coefficients cσ(EB) and dσ(EB)
in the right superconductor to aσ(EB) and bσ(EB) in the left superconductor, particularly,
cσ(EB) = α1(EB) aσ(EB) + β1(EB) bσ(EB) , (S14)
dσ(EB) = α2(EB) aσ(EB) + β2(EB) bσ(EB) , (S15)
where
α1(EB) =
e−iφS − v(EB)2/u(EB)2
1− v(EB)2/u(EB)2 , β1(EB) =
v(EB)/u(EB) ·
[
e−iφS − 1]
1− v(EB)2/u(EB)2 , (S16)
α2(EB) =
v(EB)/u(EB) ·
[
1− e−iφS]
1− v(EB)2/u(EB)2 , β2(EB) =
1− v(EB)2/u(EB)2 · e−iφS
1− v(EB)2/u(EB)2 . (S17)
Applying the remaining boundary condition, Eq. (S12), we get bσ(EB) in terms of aσ(EB), i.e.,
bσ(EB) = γσ(EB) aσ(EB), (S18)
where γσ(EB) reads
γσ(EB) = −
[
− qez(EB)qF − iλSC − iσλMA −
qez(EB)
qF
· α1(EB)eiφS
]
u(EB) +
qhz(EB)
qF
· α2(EB)eiφS v(EB)[
qhz(EB)
qF
− iλSC − iσλMA + qhz(EB)qF · γ2(EB)eiφS
]
v(EB)− qez(EB)qF · γ1(EB)eiφS u(EB)
. (S19)
Eliminating the coefficients bσ(EB), cσ(EB), and dσ(EB) in the normalization condition, Eq. (S13), by inserting
Eqs. (S14), (S15), and (S18), we finally obtain
|aσ(EB)|2 =
2Im[qez(EB)]
/[
|u(EB)|2 + |v(EB)|2
]
[
1 + |γσ(EB)|2 + |α1(EB) + β1(EB)γσ(EB)|2 + |α2(EB) + β2(EB)γσ(EB)|2
] (S20)
for the square of the absolute value of aσ(EB). Going back with the same set of equations, we consecutively get all
remaining coefficients bσ(EB), cσ(EB), and dσ(EB).
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FIG. S2. Andreev bound state energies as a function of φS for junctions without interfacial magnetic tunneling (λMA = 0) and
Rashba SOC. Different scalar tunnelings λSC are color coded; all states are doubly spin-degenerate.
In the manuscript, we introduced electron-hole density differences to explain the connection between zero-energy
YSR states and the Josephson current reversing 0-pi transitions. To obtain those differences, |Ψeσ(z)|2 − |Ψhσ(z)|2, at
an energy EB corresponding either to an Andreev or a YSR state, we use
|Ψeσ(z ≤ 0)|2 =
[
|u(EB)|2 + |v(EB)|2
]
|aσ(EB)|2 e2Im[qez(EB)]z (S21)
and ∣∣Ψhσ(z ≤ 0)∣∣2 = [|u(EB)|2 + |v(EB)|2] |bσ(EB)|2 e2Im[qez(EB)]z (S22)
valid in the left superconductor, and
|Ψeσ(z ≥ 0)|2 =
[
|u(EB)|2 + |v(EB)|2
]
|cσ(EB)|2 e−2Im[qez(EB)]z (S23)
and ∣∣Ψhσ(z ≥ 0)∣∣2 = [|u(EB)|2 + |v(EB)|2] |dσ(EB)|2 e−2Im[qez(EB)]z (S24)
valid in the right superconductor, respectively.
As mentioned, for each solution Ψ with positive energy EB, there is simultaneously also a second solution of the
BdG equation with negative energy −EB. The corresponding wave function Ψ˜ can be obtained from Eqs. (S9) and
(S10) by interchanging u to −v∗ and v to u∗; for the corresponding tilde probabilities, |a˜σ|2, |b˜σ|2, |c˜σ|2, and |d˜σ|2,
one obtains
|a˜σ|2 = |a−σ|2 , |b˜σ|2 = |b−σ|2 ,
|c˜σ|2 = |c−σ|2 , |d˜σ|2 = |dσ|2 .
(S25)
Thus, the negative energy eigenstates Ψ˜ have not only opposite spin, but due to u 7→ −v∗ and v 7→ u∗ also the
opposite relative sign between the electron and hole components when compared to the positive energy eigenstates Ψ.
II. DERIVATION OF THE QUASIPARTICLE DOS
To compute the quasiparticle DOS in the system, we adapt McMillan’s method [S2], which allows us to construct
the spin-resolved retarded Green’s function GRσ (z, z
′;E) directly from the incoming and scattered states. One can use
VFIG. S3. Spin-resolved bound state energies E1 and E2 of the YSR (red) and the Andreev (blue) states as functions of the
magnetic tunneling strength λMA at zero phase difference. Values of the interfacial scalar tunneling are λSC = 0, panel (a), and
λSC = 2, panel (b); Rashba SOC is absent. The dashed vertical lines signify the positions of zero-energy YSR states for the
junction in panel (a). For additional scalar tunneling at the interface, panel (b), the zero-energy states shift to larger values
of λMA, in accordance with Eq. (5) in the manuscript. Filled (empty) boxes indicate spin up (down) Andreev states and filled
(empty) circles spin up (down) YSR states.
Eqs. (S9)–(S10) and perform their analytical continuation to get the true incoming and outgoing (scattered) states.
After some tedious calculations, we end up with
GRσ (z, z
′;E) = − im
~2qez [|u|2 − |v|2]
{[
eiqez|z−z
′| + aσe−iqez(z+z
′)] [|u|2 uv∗
u∗v |v|2
]
+ bσe
i(qhzz−qezz′)
[
u∗v |v|2
|u|2 uv∗
]}
− im
~2qhz [|u|2 − |v|2]
{[
e−iqhz|z−z
′| + b′σe
iqhz(z+z
′)] [|v|2 u∗v
uv∗ |u|2
]
+ a′σe
i(qhzz
′−qezz)
[
uv∗ |u|2
|v|2 u∗v
]}
, (S26)
where aσ and bσ are the previously introduced reflection coefficients for an incoming electron-like quasiparticle, and
a′σ as well as b
′
σ their counterparts in case of an incident hole-like quasiparticle.
Finally, the quasiparticle DOS (at energies |E| ≥ |∆S|) in the superconducting state is given by
DOSS(E) = − 1
pi
Im
{
Tr
[
GRσ (z, z;E)
]}
. (S27)
This expression was evaluated in the manuscript close to the interface (z = 0), where we also normalized the quasi-
particle DOS to the related one in the normal-conducting case, DOSN(E). The latter is obtained from the above
expressions when setting u(E) = 1 and v(E) = 0.
III. BOUND STATE SPECTRUM ANALYSIS AND ZERO-ENERGY STATES
In this section, we briefly analyze how further parameter regimes—not studied in the manuscript—would affect the
bound state energies. We again distinguish the two important limiting cases: the Andreev and the YSR limit.
A. Andreev limit
In the absence of magnetic tunneling, the subgap bound states are solely formed by the conventional Andreev states;
see Eq. (3) in the manuscript. Generally, the energies of those states can be tuned either by changing the strength of
scalar tunneling λSC—which effectively corresponds to changing the degree of interfacial transparency—or by altering
the superconducting phase difference φS by means of external magnetic fields. The Andreev subgap spectrum is shown
in Fig. S2 as a function of φS and for different strengths of λSC; since there is no magnetic tunneling and SOC is not
present, each state is doubly spin degenerate. For perfectly transparent junctions, λSC = 0, Eq. (3) in the manuscript
VI
FIG. S4. (a) Bound state energies of the Andreev states as functions of λSC and λMA at fixed phase difference φS = 0. The color
code alters from darkred (gap center) to darkblue (gap edge) and we only show the positive bound state energies. (b) Same
calculations for phase difference φS = pi. A clear formation of zero-energy Andreev states is visible for a small parameter region
around the origin, referring to nearly perfectly transparent Josephson junctions. Panels (A) & (B) show similar calculations for
the YSR states. Generally, the zero-energy YSR parameter space is much richer than the one for zero-energy Andreev states.
further simplifies to [S3, S4]
E±1 = E
±
2 = ± |∆S| cos(φS/2) . (S28)
As a consequence, the two Andreev branches cross at zero energy for all φS = pi (mod 2pi). The formation of such
zero-energy states attracted recently lots of attention, mainly in connection with the emergent Majorana modes [S5–
S9]. However, the main experimental obstacle acting against these zero-energy Andreev modes is the required perfect
junction transparency, which is still challenging to achieve in practice. Already for small, but finite λSC, the zero-
energy states disappear and the ABSs shift towards energies close to the gap edges, approaching ±|∆S| in the limit of
λSC → ∞. Nevertheless, the situation can become different for Josephson junctions on top of topological insulators.
In such systems, Fu and Kane predicted [S10] the existence of topologically protected zero-energy Majorana states,
which show robustness against disorder and also extraordinary transport properties like, for example, a 4pi-periodic
Josephson current.
B. YSR limit
If there is no interfacial scalar tunneling and the S phase difference is tuned to zero, we effectively deal with a
uniform bulk superconductor with an independent magnetic tunneling barrier in its center. In that case, we expect
YSR bound states to form. Setting λSC and φS to zero, the bound state spectrum in Eq. (S8) reduces to the expression
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FIG. S5. Spin-resolved bound state energies E1 and E2 of the YSR (red) and the Andreev (blue) states as functions of φS
for scalar tunneling strength λSC = 0 and various magnetic tunnelings λMA given in the plots; Rashba SOC is absent. Filled
(empty) boxes indicate spin up (down) Andreev states and filled (empty) circles spin up (down) YSR states.
given in the manuscript,
E±1 = ± |∆S|
λ
2
MA − 4
λ
2
MA + 4
and E±2 = ± |∆S| . (S29)
Returning to dimensional λMA and identifying ρ(µ) = 2m/(pi~2qF) with the one-dimensional density of states per unit
length at the Fermi level, one recovers in E±1 exactly the bound state energies obtained by Yu, Shiba, and Rusinov;
see Refs. [S11–S13]. Simultaneously, there is still the E±2 branch, which is in this limit located at the gap edges,
similarly as in the Andreev limit at φS = 0. Because of that analogy, we introduced in the manuscript the convention
to call the E±1 branch of the subgap spectrum the YSR and the E
±
2 branch the Andreev branch—even in the more
general case when λSC and φS are nonzero.
The bound state spectrum corresponding to the YSR limit is displayed in Fig. S3(a). It shows the characteristic
spin structure, whose qualitative discussion is provided in the manuscript; consult Fig. 3 there. The chosen strengths
of λMA vary from −10 to 10 and cover both antiferromagnetic and ferromagnetic coupling scenarios. For λMA = 0,
we recover the (conventional) doubly spin-degenerate ABSs located at the gap edges, while the energy branches start
to split at finite λMA. The YSR branches approach the center of the gap with increasing λMA and cross zero energy
at λ
crit.
MA = 2, where the YSR eigenstates additionally ‘flip’ their spin. For stronger magnetic tunnelings, the YSR
branches shift again towards the gap edges, resembling the situation in Fig. S2 for large λSC. The Andreev branches
are not affected in energy by a change of λMA at zero phase difference; also their spin does not change with an increase
of λMA in sharp contrast to the YSR part of the spectrum.
C. Interplay between Andreev and YSR states
After exploring the two limiting cases, we now concentrate on the combined situation. Motivated by Fig. S3(a), we
again start with the case φS = 0, i.e., an effective single bulk superconductor with scalar and magnetic tunneling in
the center. In this case, Eq. (S8) reduces to
E±1 = ± |∆S|
√√√√√√
(
λ
2
SC − λ
2
MA + 4
)2
(
λ
2
SC − λ
2
MA + 4
)2
+ 16λ
2
MA
(S30)
for the YSR branch and
E±2 = ± |∆S| (S31)
for the Andreev branch. The calculated bound state spectrum in the case of generally nonzero λSC’s and λMA’s is
displayed in Fig. S3(b) for λSC = 2. Comparing Fig. S3(b) with the pure YSR limit in Fig. S3(a), we see that the
additional presence of interfacial scalar tunneling does not qualitatively change the spectral characteristics and the
spin structure of the underlying bound states. However, the presence of scalar tunneling naturally shifts the YSR
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FIG. S6. Spin-resolved bound state energies E1 and E2 of the YSR (red) and the Andreev (blue) states as functions of the
magnetic tunneling strength λMA at the critical phase difference φ
crit.
S . Values of the interfacial scalar tunneling are (a) λSC = 0,
(b) λSC = 2, (c) λSC = 4, and (d) λSC = 8; Rashba SOC is absent. The dashed vertical lines emphasize the positions of magnetic
tunneling-induced transitions from 0 to pi states. Filled (empty) boxes indicate spin up (down) Andreev states and filled (empty)
circles spin up (down) YSR states.
branch more to the gap edges [S12] and, as another consequence, the points of zero-energy YSR crossings are shifted
to larger λMA’s—in the presented case to λ
crit.
MA = 2
√
2 in accordance with Eq. (5) in the manuscript. In comparison
with the Andreev limit, we see a general and experimentally positive trend: the presence of magnetic barriers gives
rise to the formation of zero-energy YSR states, which are much more robust against “tunneling disorder” than their
Andreev counterparts.
To illustrate the robustness of the zero-energy subgap states, Fig. S4 shows the spectrum for a wide range of
tunneling parameters. To be specific, we show the positive Andreev and YSR bound state energies E+2 and E
+
1 as
functions of λSC and λMA for φS = 0 and φS = pi, respectively. The corresponding negative counterparts of the
spectrum (not shown) are simply E−1 = −E+1 and E+2 = −E+2 . As noticed in Sec. III A, the ABSs are always located
at the gap edges if there is no phase difference across the junction, independently of the actual strength of λSC.
The continuously darkblue colored region in Fig. S4(a) shows the same behavior, now for any scalar and magnetic
tunneling strength. If φS gets tuned to pi, see Fig. S4(b), and both scalar and magnetic perturbations are absent,
we recover the mentioned zero-energy Andreev states (darkred region), which are themselves extremely sensitive to
a weak perturbation in terms of finite λSC or λMA. The situation turns out to become more interesting for the YSR
states, see Figs. S4(A) and (B). From Eq. (5) in the manuscript, we deduce that one can always find a λMA for
fixed values of scalar tunneling strength and S phase difference such that the YSR branches cross at the gap center,
giving rise to zero-energy YSR states. The related parameter space for zero-energy YSR states is thus indeed much
richer than for the conventional Andreev states as indicated by the darkred regions in Figs. S4(A) and (B). For better
visualization, the analytical condition for the formation of zero-energy YSR states, see Eq. (5) in the manuscript, is
included as white dashed lines.
When discussing the phase dependence of the spectrum in the manuscript, we did not show the situation for
perfectly transparent junctions, λSC = 0, as this is experimentally rather hard achievable. The related results are
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FIG. S7. Spatial profiles of spin-resolved and electron-hole separated probability densities for the Andreev (upper panel) and
YSR (lower panel) states with positive energies. Scalar tunneling is fixed at λSC = 2 and the values of λMA and φS are tuned
to points just before and after the 0-pi transition; Rashba SOC is not present. The figures at the left, panels (a) and (A),
show the corresponding densities around the interface up to 500 nm for the 0 state, whereas the figures at the right, panels (b)
and (B), show analogous data for the pi state. The related junction parameters are listed at the upper margin; filled (empty)
boxes indicate spin up (down) Andreev and filled (empty) circles spin up (down) YSR states. Clear signatures for the 0-pi
transition can be observed in the wave function behavior of the YSR states: the change of the spin ordering and the reversal
of electron-hole content.
displayed in Fig. S5. Both the qualitative characteristics of the subgap states and their spin structure are the same
as described in the manuscript. However, it is worth to mention that the Andreev and YSR states always cross at
φS = pi as long as scalar tunneling is absent. The energies at which the two branches cross follow from the general
spectrum in Eq. (S8) and are given by
E±cross = ±|∆S|
√√√√ λ2MA
λ
2
MA + 4
. (S32)
IV. SPECTRUM AT THE CRITICAL PHASE DIFFERENCE
As briefly mentioned in the manuscript, it is more common from the experimental point of view to investigate the
bound state spectrum by means of STM/STS not at zero superconducting phase difference, but instead at the critical
phase difference, at which the maximal Josephson current flows through the system. Therefore, we present in Fig. S6
XFIG. S8. Contour plot of the normalized critical current as a function of λSC and λMA in the absence of Rashba SOC at
zero temperature. Blue and red regions represent 0 and pi junction regimes. The transition lines separating the two phases
are displayed by white borderlines; the parameters at which zero-energy YSR states emerge are shown by dashed lines. We
consider effective two-dimensional junctions in which the incident quasiparticles enclose the angles (a) θ = 0◦, (b) θ = ±15◦,
(c) θ = ±30◦, and (d) θ = ±50◦ with the interface normal; for the definition of θ, see the illustration in the center.
the energy level calculations as a function of the magnetic tunneling strength also for that particular scenario and
for various scalar tunneling strengths. The qualitative features are the same as explained at zero phase difference.
The ‘spin flips’ at the 0-pi transitions points (additionally emphasized by dashed lines) again fingerprint the quantum
phase transition between the junctions’ 0 and pi states.
V. WAVE FUNCTION ANALYSIS
In the manuscript, we qualitatively explain the physical connection between the formation of zero-energy YSR
states—indicating a quantum phase transition in the systems’ ground states—and the Josephson current reversing 0-
pi transitions. Therefore, we analyzed the difference between electronlike and holelike densities in the bound state wave
functions, see Fig. 3 in the manuscript, and directly connected them to the Cooper pair transporting channels in the
junction. For completeness, we here show the spatial profiles of the wave functions’ electron and hole components. The
procedure how to obtain |Ψe (h)A,σ (z)|2 and |Ψe (h)YSR,σ(z)|2 for the Andreev and YSR states, respectively, is summarized
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in Sec. I. We checked various parameter regimes, observing the same qualitative features; therefore, we just present
the results for one particular scalar tunneling strength, i.e., for λSC = 2; see Fig. S7. The values of λMA are chosen
slightly below and above the 0-pi transition point, which for the regarded junction at zero temperature is numerically
estimated to lie between 2.53619 and 2.53620. The ABSs (upper panel) are spatially less localized than their YSR
counterparts (lower panel) since their energies are typically closer to the gap edges (0 . E+1 < E+2 . |∆S|) and the
plotted densities decay with the decay length κ = 1/{2Im[qez(EB)]}, which increases with increasing energy. The
second important observation is that the spatial electron-hole content of ΨA,σ(z) and ΨYSR,σ(z) changes. While the
electronlike character dominates at the left and the holelike character at the right of the interface for both the Andreev
and YSR states in the 0 state, the YSR states ‘flip’ their spin and—since the effective longitudinal momentum particles
experience at the magnetic interface is spin-dependent through the λMA-terms in our model Hamiltonian—also the
electron-hole content of the states’ wave functions reverses in the pi state; see calculations provided in Sec. I. This
reversal leads to the reversal of the Josephson current flow as shown in Fig. 3 in the manuscript.
VI. TWO-DIMENSIONAL AND THREE-DIMENSIONAL JUNCTIONS
In the main text, we focused for simplicity on quasi-one-dimensional junctions grown along the zˆ direction, which
allowed us to find closed analytical formulas. Here, we emphasize that the discussed characteristics—the connection
between zero-energy YSR states and 0-pi transitions—persist also in two-dimensional or three-dimensional junctions.
Figure S8 shows the normalized critical current for a two-dimensional junction with a nonzero incident transverse mo-
mentum along the yˆ direction. This transverse momentum is described by an angle θ, which the incoming electronlike
quasiparticle forms with the interface normal. We present numerical calculations for θ = 0◦, θ = ±15◦, θ = ±30◦, and
θ = 50◦, respectively. With increasing θ, the critical λMA supporting zero-energy YSR states slightly decreases. This
can be anticipated from the analytical formulas for the one-dimensional case provided in the manuscript. The tun-
neling parameters there need to be replaced by effective ones, λSC 7→ λSC/
√
1− sin2 θ and λMA 7→ λMA/
√
1− sin2 θ,
to treat two-dimensional junctions (and analogously for three-dimensional junctions). As mentioned, the coincidence
between forming zero-energy YSR states and the 0-pi transitions remains clearly visible also for nonnormal incidence.
VII. COMPARISON WITH S/F/S JUNCTIONS
To anticipate 0-pi transition differences in conventional S/F/S Josephson junctions with finite F layer thickness and
the ultrathin ballistic S/FI/S Josephson junctions investigated in the main text, we compare the critical currents in
both systems for comparable model parameters.
To model S/F/S junctions, we adapted the approach elaborated in Ref. [S14]. The system is additionally shown
in the inset of Fig. S9. It consists of a F layer grown in the zˆ direction with a fixed longitudinal thickness dXC (=
15 nm in the forthcoming calculation to mimic the thickness of realistic junctions) and the variable exchange splitting
∆XC; the exchange part is modeled by the Hamiltonian HˆXC (z) = (∆XC/2) Θ(z) Θ(dXC − z). Tunneling at S/F
and F/S interfaces, located at z = 0 and z = dXC, is assumed to be symmetric and governed by the Hamiltonian
HˆSC(z) = V0d0[δ(z) + δ(dXC − z)]; we assume fixed d0 (= 2.5 nm in the forthcoming calculation to mimic realistic
tunnel barriers) and scalar tunneling with varying barrier height V0. To adjust the ranges of ∆XC and V0 to those
that describe quantitatively the S/FI/S Josephson junctions, λMA ∈ [−10, 10] and λSC ∈ [0, 10] [see Fig. 4 in the main
text], we need to fulfill
− 10 ≤ 2m
~2qF
∆XC
2
dXC ≤ 10 and 0 ≤ 2m~2qF V0 d0 ≤ 10 . (S33)
In what follows, we use for m the free electron mass and for qF the Fermi wave vector of iron [S15]. The parameter
ranges of ∆XC and V0 in units of eV that are set up by the above inequalities are highlighted by the green box in
Fig. S9; the contour plot represents the normalized critical current of the S/F/S junction as a function of ∆XC and
V0 and at zero temperature.
As expected from the general analysis of S/F/S junctions—see, for example, Refs. [S16, S17]—a leakage of
Cooper pairs along the F layer brings nontrivial superconducting order into the F region. Since the Cooper pairs
experience a spin imbalance in the F due to the exchange splitting, the related order parameter therein spatially
oscillates—a famous FFLO effect [S18, S19]. In the most simple situation (no scalar tunneling and zero temperature),
the oscillation length ξp solely depends on the strength of the exchange splitting, ξp ∼ ~vF/∆XC (where vF stands for
the Fermi velocity) [S16, S17, S20]; if dXC
/
ξp ≈ 2n, where n is a positive integer, the phase difference accumulates
an additional pi shift. Consequently, the order parameter has opposite relative sign at the two F/S interfaces and
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FIG. S9. Contour plot of the normalized critical current in the S/F (15 nm)/S junction as a function of the tunneling barrier
height V0 and the exchange splitting ∆XC in the F layer. The system is schematically shown in the inset; for details of the
calculation, consult Ref. [S14]. To compare the results with the S/FI/S junction, see Fig. 4 in the manuscript, the equivalent
ranges of V0 and ∆XC [limited by the inequalities in Eq. (S33)] are highlighted by the darkgreen box. In contrast to the S/FI/S
scenario, there are several distinct 0 and pi state “islands” in the S/F/S junctions’ parameter space, indicated by blue and red
colors, respectively.
the junction switches from the 0 into the pi state regime. We indeed observe in our numerical calculation already at
V0 = 0 the expected characteristic oscillations of the critical current when modulating the strength of the exchange
splitting; see Fig. S9. Finite V0 gives rise to additional geometrical oscillations [S21] in the current, additionally
impacting the 0-pi transition regions. As ∆XC increases, ξp decreases and the junction switches into the pi regime as
soon as dXC and ξp satisfy the aforementioned criterion. In strong contrast to the S/FI/S case studied in the main
text, where the 0 state regime at low λMA and the pi state regime at large λMA become separated by the separatrix
consisting of zero-energy YSR states, the 0-pi transitions in S/F/S systems are controlled by the unique interplay of
the exchange splitting and the thickness of the F layer. Consequently, 0 and pi state regimes form (the blue and red)
“islands” in the (V0; ∆XC) parameter space. These “islands” are separated by complex 0-pi transition lines, which
must be attributed to the nontrivial proximity effect in the F layer and are presumably not related to the bound state
spectroscopic features. These considerations clearly indicate that the physical mechanism behind the 0-pi transitions
in S/FI/S junctions is indeed distinct from that established in the conventional S/F/S scenario [S22].
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