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Abstract
Branchwidth is a graph invariant closely related to treewidth, but exhibiting remarkable distinctions. E.g., branchwidth is
known to be computable in polynomial time for planar graphs. Our results concern the computational complexity of determining
the branchwidth of graphs in several classes. We give an algorithm computing the branchwidth of interval graphs in time
O(n3 log n). This method generalizes to permutation graphs and, more generally, to trapezoid graphs. In contrast, we show that
computing branchwidth is NP-complete for splitgraphs and for bipartite graphs.
© 2004 Published by Elsevier B.V.
1. Introduction
A remarkable and beautiful start was made with the research into the branchwidth of fundamental graph classes in [20]. The
authors showed that the branchwidth problem can be solved in polynomial time for planar graphs. It is surprising that a silence
of more than four years followed. Further development appeared in [14], the conference version of this paper.
Every graph can be decomposed into a tree structure of pieces by repeatedly choosing cutsets in the graph. This tree structure
gives rise to dynamic programming algorithms solving various problems. The size of the pieces and cutsets determine to a large
extent the running time of these dynamic programming algorithms. Branchwidth is a parameter that measures the size of these
pieces and cutsets. The major reason for studying graph parameters like branchwidth are the fast algorithms one can obtain for
problems when restricted to graphs for which this parameter is not too large.
Treewidth and branchwidth are closely related parameters of graphs. Treewidth was introduced independently by Robertson
andSeymour (on theway to obtain their proof ofWagner’s conjecture [18,19]) and byArnborg andProskurowski (under the notion
of partial k-trees, motivated by effective solution of generally hard optimization problems [2]). Branchwidth was introduced
by Seymour and Thomas in [20]. The treewidth parameter has drawn most of the attention recently. The two parameters differ
by at most a small constant factor (more precisely, branchwidth(G) treewidth(G) + 1 32 branchwidth(G)) so one could
question the necessity of studying the branchwidth parameter. The motivation for studying branchwidth is twofold. The ‘fast’
algorithms one obtains for various NP-complete problems are of mere theoretical interest in many cases, because of the huge
constants involved. These constants appear in two stages of the algorithms. In the ﬁrst stage one needs to construct a branch- or
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tree-decomposition of the graph with a small width. In this paper we show that the complexity of obtaining an optimal branch- or
tree-decomposition can differ enormously. In the second stage one solves the seemingly difﬁcult (i.e., NP-complete) problem at
hand using the decomposition. The complexity of the second stage usually depends heavily on the width of the decomposition,
and although the widths of the tree- or branch-decompositions differ only by a constant factor, this can make or break the
application. Therefore, obtaining efﬁcient algorithms for the branchwidth of a graph is of independent interest.
The complexity of the treewidth problem restricted to special graph classes was considered in various papers (see, e.g.,
[3,4,8,9,13,17] for further references). In this paper, we investigate the computational complexity of the branchwidth problem
for some of the most fundamental classes of graphs (split graphs, bipartite graphs and generalizations of interval graphs.) We
mention that our efﬁcient algorithm for interval graphs can be generalized to a parameterized class of graphs called d-trapezoid
graphs.As far as we know, besides [20,5], these are the ﬁrst results dealing with the computational complexity of the branchwidth
problem.
We review some of the recent ﬁxed parameter results. For every integer k, the class of graphs with branchwidth at most k is
minor closed (see, e.g., [20]). It follows from the Robertson and Seymour theory that branchwidth is a ﬁxed parameter tractable
problem. Unfortunately, a direct application of this theory is out of reach since the proof is non-constructive and furthermore,
the best-known upper bound for the size of graphs in the obstruction set for branchwidth at most k is double exponential in k2
[15]. Using the constant factor relation between the treewidth and branchwidth of a graph and the linear time algorithm ﬁnding
a tree-decomposition of bounded width of Bodlaender [3,13], a linear time dynamic programming test for graphs of bounded
branchwidthwas developed in [5]. The ﬁrst step in an ‘efﬁcient’algorithmic solution for a problem on graphswith small treewidth
or branchwidth is typically the construction of a decomposition of bounded width. Linear time algorithms dedicated to this job
have been found [3,13,5] but unless the parameters are so small that only more or less trivial cases remain, this is in practice
already an impossible task. Moreover, the linear time algorithm for the construction of a branch-decomposition inherits of course
all (and more) of the disadvantages of the corresponding algorithm ﬁnding a tree-decomposition. Bodlaender and Thilikos in [6]
give also the obstruction set for branchwidth at most three and a complete and safe set of reduction rules. This gives a practical
and efﬁcient recognition test for graphs of branchwidth at most three.
So the construction of a suitable decomposition already points at the sore spot of many of the recent ﬁxed parameter devel-
opments. Another obstruction shows up when one actually tries to solve the problems using the decomposition. The difﬁculties
could differ considerably for classes of bounded treewidth or branchwidth. Moreover, the ‘mere’ constant factor discrepancy
between the two parameters could make a world of difference in practicality. A lot of work has been done for various problems
when restricted to graphs with bounded treewidth (see, e.g., [3,16,17] for an overview). From a practical point of view it is
unfortunate that much less work was done for graphs with bounded branchwidth. Even considered from a purely theoretical
viewpoint this is strange, since for many algorithmic problems a suitable branch-decomposition simply seems the more natural
tool to use (see, e.g., [10,20]).
The ﬁxed parameter results could easily lure away the attention from branchwidth, since one gets the impression that treewidth
and branchwidth are almost exchangeable parameters. Indeed, the ﬁxed parameter classes ‘more or less’ coincide. Linear time
membership tests exist for the ﬁxed parameter cases and exciting theoretical algorithmic results follow. But these are about all
the points of agreement. In this paper we address complexity aspects of branchwidth, beyond the ﬁxed parameter horizon, for
some of the most fundamental classes of graphs—bipartite graphs, split graphs and interval graphs.
To overcome the difﬁculty of constructing a suitable decomposition, it becameof interest to solve the treewidth and branchwidth
problem efﬁciently for graphs with certain structures. Henceforth, much research was dedicated to solve the treewidth problem
for special graph classes (see, e.g., [8,9,13,16]). Unfortunately, much less is known for the branchwidth problem, with one major
and notable exception: planar graphs [20].
Since treewidth and branchwidth differ ‘only’ by a constant factor one could suspect that both problems are solvable in
polynomial time for, roughly speaking, the same classes of graphs. Needless to say that both problems are NP-complete in
general [1,20]. However it turns out that for many graph classes the complexity of the problems are poles apart. The result of
[20] could be taken as a ﬁrst hint of this. In this paper the authors give a polynomial time algorithm for the branchwidth of planar
graphs. By now, it is already a long-standing open problem whether treewidth is a match for branchwidth on planar graphs. In
this paper we give some striking examples how divergent the computational complexities of the seemingly similar parameters
treewidth and branchwidth are. We show that branchwidth is NP-complete for split graphs. Consequently, branchwidth is NP-
complete for chordal graphs. Secondly we show that the branchwidth problem can be solved in polynomial time for interval
graphs and permutation graphs, and this can be generalized to d-trapezoid graphs for each constant d. However, our solution is
far from trivial and the complexity of our algorithms contrasts heavily with known results for the treewidth (and pathwidth) of
these graph classes [13].
2. Preliminaries
We use standard graph theory notation throughout this paper. The notion of branchwidth was introduced in [19].
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Deﬁnition 1. A branch-decomposition of a graphG= (V ,E) is a pair (T , ) where T is a ternary tree and  is a bijection from
the set of leaves of T to the edge set E of G. The order of an arc ε of T is the number of vertices x of G such that there are leaves
1 and 2 in different components of T − ε with x incident both with (1) and with (2). The width of (T , ) is the maximum
order of an arc of T. The branchwidth of G, (G), is the minimum width over all branch-decompositions of G.
To avoid confusion when dealing with branch-decompositions we refer to ‘vertices’ and ‘edges’ of the graph G and ‘nodes’
and ‘arcs’ of the tree T. In what follows it will be more convenient to work with a relaxed version of branch-decompositions
called ampliﬁed branch-decompositions in [6].
Deﬁnition 2. A pair (T , ) is a relaxed branch-decomposition if T is a tree with nodes of degree at most three and  is a surjective
mapping which maps every leaf of T to an edge of E. (Hence every edge of E is represented by at least one leaf). The width of a
relaxed branch-decomposition is deﬁned in exactly the same way as for the ordinary branch-decomposition.
Our ﬁrst lemma also follows from a result in [6].
Lemma 3. The branchwidth of G is equal to the minimum width over all relaxed branch-decompositions of G.
Proof. Given a relaxed branch-decomposition of G. For every edge of G, we delete all leaves but one mapping onto this single
edge, and contract arcs incident to nodes of degree two. In this way a branch-decomposition of G is obtained, and the width of
the decomposition could not be increased by the operations performed. 
We refer to [6] for characterizations of graph classes with branchwidth at most two and for a proof of the following theorem.
Theorem 4.
• If H is a minor of G then (H)(G).
• (G)= 0 if and only if every component of G has at most one edge.
• (G)1 if and only if every component of G has at most one vertex of degree at least two.
• (G)2 if and only if G has no K4 minor.
• For n3, (Kn)=  23 n.
Consider a relaxed branch-decomposition (T , ). For a vertex v, consider the smallest subtree Tv of T containing all leaves 
such that () is incident with v.We get a collection of subtrees {Tv | v ∈ V } of T. The intersection graphH(T ) of these subtrees
is a supergraph of G. (To see this notice that if {x, y} is an edge of G, then Tx and Ty share at least one leaf of T.) Clearly the
graph H(T ) is chordal, see Theorem 4.8 in [12].
A set system S is said to fulﬁll the Helly property if the following is true for every subsystem S′ of S: If the intersection
of every two sets ofS′ is nonempty, then the intersection of all sets inS′ is nonempty. It is well known that the node sets of
subtrees of a tree fulﬁll the Helly property.
Lemma 5. Let C be a clique of Gwith at least two vertices.For every branch-decomposition (T , ), there exists a node  ∈ V (T )
such that  ∈ V (Tv) for all v ∈ C.
Proof. Since H =H(T ) is a supergraph of G, C is also a clique in H. Hence for any two vertices u, v ∈ C, the trees Tu and Tv
have a node in common. The result follows by the Helly property of subtrees in trees. 
Deﬁnition 6. A triangulation H of a graphG is a chordal supergraph ofG. The triangulationH is minimal if no proper subgraph
of H is a triangulation of G.
If (T , ) is a relaxed branch-decomposition of G, H = H(T ) is a triangulation of G. Next we show that if (T , ) is optimal
then the branchwidth of H(T ) is the same as the branchwidth of G.
Lemma 7. For every graph G, there exists a triangulation of G having the same branchwidth (G).
Proof. Consider an optimal branch-decomposition (T , ) of the graph G. By Theorem 4, (H(T ))(G). We claim that
(H(T ))= (G).
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Indeed, consider an edge {x, y} of H = H(T ) which is not an edge of G. (If there is no such edge, G = H is chordal and
(G) = (H).) Then the subtrees of x and y must have a node in common. Since {x, y} is not an edge of G, this node is not a
leaf of T. Because T is ternary these subtrees have an arc in common. The order of this arc is at least two (since it belongs both
to Tx and Ty ), and hence (G)2. Now subdivide this arc and add a leaf to T which is adjacent to the subdividing node, and
mapped to the additional edge {x, y}. This way we construct a branch-decomposition of H of width max{2, (G)} = (G). 
For the treewidth parameter the former lemma provides an important tool, since the treewidth can be computed easily for
chordal graphs and hence the ‘only’ difﬁculty is to ﬁnd the right minimal triangulation. For the branchwidth however, ﬁnding the
right minimal triangulation solves only half of the problem since computing the branchwidth of chordal graphs is an NP-complete
problem as we shall see in the next section.
3. Split graphs
A graph G= (V ,E) is called a split graph if V can be split into an independent set I of G and a clique C of G. Such a graph
is also denoted as G= (I, C,E). Since C is a clique in G, (G)
⌈
2
3 |C|
⌉
by Theorem 4.
In the following NG(x)= {y : {x, y} ∈ E(G)} denotes the open neighborhood of x in G.
Lemma 8. Suppose G = (I, C,E) is a split graph with |C| = 3k, k1. Then (G) = 2k if and only if C partitions into three
subsetsC1,C2 andC3, each of cardinality k, such that for every vertexw ∈ I there is an index j ∈ {1, 2, 3}withNG(w)∩Cj=∅.
Proof. Suppose (G) = 2k and consider an optimal branch-decomposition (T , ) of G. Since C is a clique, Lemma 5 implies
that there is a node  ∈ T such that  ∈ Tv for every v ∈ C. This node cannot be a leaf, as a leaf belongs to two subtrees Tv only.
Let ε1, ε2, ε3 be the three arcs incident with . Denote Ci = {v ∈ C : εi /∈E(Tv)}, i = 1, 2, 3. Every subtree Tv, v ∈ C contains
at least two of the three arcs ε1, ε2, ε3, and therefore the order of each of these arcs may be at most 2k (and thus is equal to 2k)
only if C = C1 ∪ C2 ∪ C3 and |C1| = |C2| = |C3| = k. Since the arcs ε1, ε2, ε3 are fully used, no tree Tw,w ∈ I , contains any
of them. That means that for a vertex w ∈ I , all edges {u,w}, u ∈ C are assigned to leaves which occur in the same subtree of
T − . But each such subtree is disjoint with every Tv, v ∈ Cj , for some j ∈ {1, 2, 3}.
Suppose on the other hand that C allows a partition C =C1 ∪C2 ∪C3 such that |C1| = |C2| = |C3| = k and for every w ∈ I ,
there is some j such that NG(w) ∩ Cj = ∅. We construct a branch-decomposition of width 2k as follows.
First take three ternary trees T1, T2, T3 with k2 + ( k2 )+ 1 leaves each, identify one leaf of each of the trees and call this node
, and assign the remaining leaves of Ti the edges {{u, v} : u, v ∈ Ci or u ∈ Ci, v ∈ Ci+1} (addition in subscripts is modulo 3).
For every vertex v ∈ Ci , Tv is a subtree of Ti ∪ Ti−1, and hence the order of every arc of T is at most 2k (the arcs incident with
 have orders exactly 2k).
For every vertex w ∈ I , do the following. Suppose NG(w)∩Ci =∅. Create ternary trees T wj with |NG(w)∩Cj | + 1 leaves
each, for j = i + 1, i + 2. Assign all but one of the leaves of T w
j
to the edges {w, u}, u ∈ NG(w) ∩ Cj bijectively and identify
the last leaves into a node called i . Subdivide an arbitrary arc of Ti+1 by a new node, say ′i , and add an arc connecting ′i with
i . The orders of the arcs of Ti+1 may have increased by this procedure, but none of them exceeds 2k, since they only belong
to trees Tv, v ∈ Ci+1 ∪ Ci+2. The same is true for the arc {i , ′i}. The arcs of T wj may be contained only in Tv’s for v =w or
v ∈ Cj , and hence the order of each such arc is at most k + 12k. 
We will now show that it is NP-complete to decide for a given hypergraph (X, S) whether there is an admissible coloring,
i.e., a 3-coloring of X such that the color classes are of equal size and every subset s ∈ S contains at most two colors. The
NP-completeness of the branchwidth problem restricted to split graphs follows by setting C = X and I = S with N(s)= s for
every s ∈ S.
The reduction is from GRAPH 3-COLORABILITY, see problem [GT4] in [11]. Let G = (V ,E) be an instance of GRAPH
3-COLORABILITYwith |V |=n> 0 and |E|=m.We choose a vertex v0 ∈ V and a setW such that |W |=2n and V ∩W ={v0}.
The hypergraph H = (X, S) is deﬁned by X = (V ∪W)× {1, 2, 3} and
S = {{(v, i), (v′, j), (v′, k)} : {v, v′} ∈ E and {i, j, k} = {1, 2, 3}}∪
{{(w, i) : w ∈ W and i = j} : j ∈ {1, 2, 3}}.
Lemma 9. If G is 3-colorable then H has an admissible coloring.
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Proof. Let f : V → {1, 2, 3} be a proper coloring of G. We deﬁne an admissible coloring c : X → {1, 2, 3} by
c(v, i)= j if and only if v ∈ V and f (v)+ i ≡ j (mod 3) and
c(w, i)= c(v0, i) for all w ∈ W. 
Lemma 10. For every admissible coloringc of H, we have c(w1, i)= c(w2, i) for all w1, w2 ∈ W and i ∈ {1, 2, 3}.
Proof. First we observe that |X| = 9n − 3 for |V | = n. We assume that there exist two elements w1, w2 ∈ W such that
c(w1, i) = c(w2, i) for some i ∈ {1, 2, 3}. Then every vertex (w, j), w ∈ W and j ∈ {1, 2, 3} is colored either with color
c(w1, i) or with color c(w2, i), since {(w, 1), (w, 2)} : w ∈ W }, {(w, 2), (w, 3)} : w ∈ W }, and {(w, 3), (w, 1)} : w ∈ W } are
hyperedges of H. This implies that the union of these two color classes contains at least 6n vertices of H contradicting the fact
that the three color classes have equal cardinality. 
Lemma 11. If c is an admissible coloring of H and {u, v} is an edge of G such that all three colors appear on (v, 1), (v, 2), and
(v, 3), then all three colors appear on (u, 1), (u, 2), and (u, 3), and c(u, i) = c(v, i) for every i = 1, 2, 3.
Proof. If c(u, i)= c(v, i) for some i, then all three colors would appear on the hyperedge {(u, i)} ∪ {(v, j) : v ∈ {1, 2, 3}\{i}}.
Hence the last claim of the statement.
On the contrary to the ﬁrst part of the statement suppose that for instance c(u, 1) = c(u, 2). This common color must
be c(v, 3). Depending on the color c(u, 3) = c(v, 3), either the hyperedge {(u, 1), (v, 2), (u, 3)} (if c(u, 3) = c(v, 1)) or
{(v, 1), (u, 2), (u, 3)} (if c(u, 3)= c(v, 2)) contains all three colors. 
Lemma 12. If G is connected and H has an admissible coloring then G has a proper 3-coloring.
Proof. It follows from Lemma 10 that all three colors appear at (v0, 1), (v0, 2), and (v0, 3). Now an inductive argument using
Lemma 11 shows that all three colors appear at (v, 1), (v, 2), and (v, 3) for every vertex v ∈ V . We deﬁne a 3-coloring f : V →
{1, 2, 3} ofG by f (v)= c(v, 3) for all v ∈ V . For every edge {u, v} ∈ E we have f (u) = f (v) since c(u, 3) ∈ {c(v, 1), c(v, 2)}
by Lemma 11. 
Theorem 13. The branchwidth problem remains NP-complete when restricted to split graphs.
Proof. The proof is a direct consequence of Lemmas 9 and 12. 
Of course the theorem implies that the branchwidth problem remains NP-complete when restricted to chordal graphs or any
other superclass of split graphs. On the other hand, the treewidth tw(G) of G is easy to compute in linear time for chordal
graphs. Since (G) tw(G) + 13/2(G) holds for all graphs G, the branchwidth of chordal graphs and in particular the
branchwidth of split graphs can be approximated in linear time within a worst case ratio of 3/2.
4. Bipartite graphs
It is easy to see that if H is a proper subdivision of an arbitrary graph G then (H)=max(1, (G)). This proves the following
theorem.
Theorem 14. The branchwidth problem is NP-complete when restricted to bipartite graphs.
An orderingX=(X1, ..., X") of themaximal cliques ofG is called a consecutive clique arrangement (cca for short) if for every
vertex ofG, the maximal cliques containing this vertex occur consecutively in the ordering. Equivalently,Xi ∩Xk ⊆
⋂k−1
j=i+1Xj
for all 1 i < k". It is well known thatG is an interval graph if and only ifG has a cca. Note that in general a cca is not unique.
There is a linear time algorithm that either constructs a cca or detects that the input is not an interval graph [7].
By [a, b] we denote the interval {a, a + 1, ..., b}. Let Xa,b be shorthand for
⋃b
i=aXi . A fragmentation ofX is a partitionF
of [1, "] into intervals [a1, b1], [a2, b2], ..., [at , bt ] such that a1 = 1, bt = " and ai = bi−1 + 1 for i = 2, ..., t .
Deﬁnition 15. Let X= (X1, ..., X") be a cca of G. We say that Xa,b is a k-fragment if
(i) |Xa,b| 32k,
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(ii) |Xa−1 ∩Xa |k and |Xb ∩Xb+1|k,
(iii) |Xa,b ∩ (Xa−1 ∪Xb+1)|k or |Xa,b| + |Xa−1 ∩Xb+1|2k.
A k-fragmentation of X is a partitionF of [1, "] into intervals such that for every [a, b] ∈F the set Xa,b is a k-fragment.
Since X is a cca, we have Xa,b ∩Xb+1,c =Xb ∩Xb+1 for every pair of consecutive intervals [a, b], [b + 1, c] ∈F.
For an interval graph G given with a cca we show in this section that (G)k if and only if the cca has a k-fragmentation.
For the proof of the “only if” part of this claim we need some lemmas.
Suppose G has a branch-decomposition (T , ) of width at most k. Let  be a node of T. We call the connected components
of T −  the branches of T with respect to  (shortly the -branches). Recall that for every vertex x ∈ V (G), we denote by Tx
the subtree of T with leaves  ∈ V (T ) such that x ∈ (). For every clique X ⊆ V (G), let T (X) be the subtree of T induced by⋂
x∈X V (Tx). It follows from the Helly property that T (X) = ∅ for every clique X of G (cf. Lemma 5).
Deﬁnition 16. AgraphG is saturated, if |V (T (X))|=1 for everymaximal cliqueX ofG and every relaxed branch-decomposition
(T , ) of width (G).
If G is a saturated interval graph with cca (X1, ..., X") and branch-decomposition (T , ), we denote by T (i) the unique node
of T (Xi).
Lemma 17. Let (X1, ..., X") be a cca of an interval graph G. There exists a saturated interval graphG′ with cca (X′1, ..., X′")
such that (G′)= (G) and X′
i
∩ V (G)=Xi for i = 1, 2, ..., ".
Proof. Let k = (G). We choose an interval graph G′ with (G′) = k obtained from G by adding a maximal number of new
vertices which appear in exactly one maximal clique of G′ each. We will show that G′ is saturated. Let (X′1, ..., X′") be the cca
of G′ such that X′
i
∩ V (G)=Xi for i = 1, 2, ..., ". Since |X′i | 32 k for every i, such a graph G′ exists.
We consider a relaxed branch-decomposition (T ′, ′) of G′ of width k. Suppose for the contrary that T ′(X′
i
) has more than
one node for some particular i. Then all the trees T ′x , x ∈ X′i , contain a common arc of T ′, say ε (and hence |X′i |k). Let G′′
be the interval graph obtained from G′ by adding a new vertex x to X′
i
.
We deﬁne a branch-decomposition (T ′′, ′′) as follows: Take a copy of K1,3 with central node  and leaves 1, 2, and 3,
disjoint with T ′. Subdivide the arc ε of T ′ by a new extra node and identify this nodewith 3. Let k1=
⌊
1
2 |X′i |
⌋
and k2=
⌈
1
2 |X′i |
⌉
.
Subdivide the arc {, 1} by k1 − 1 new nodes and adhere leaves 1,j , j = 1, 2, ..., k1 − 1, on them (one on each). Similarly,
create k2 − 1 leaves 2,j along the arc {, 2}. The resulting tree is T ′′. Partition X′i into two almost equal parts Y1 and Y2 of
sizes |Y1| = k1 and |Y2| = k2. Deﬁne ′′ so that its restriction to {1} ∪ {1,j : j = 1, 2, ..., k1 − 1} is a bijection onto the set of
edges {{x, y} : y ∈ Y1}, and similarly the restriction to {2} ∪ {2,j : j = 1, 2, ..., k2 − 1} is a bijection onto the set of edges
{{x, y} : y ∈ Y2}. For other leaves u of T ′′, ′′(u)= ′(u).
Clearly (T ′′, ′′) is a branch-decomposition of G′′ of width k contradicting the choice of G′. 
Fromnowon,wewill assume thatG itself is saturated. (If we show thatG′ allows a k fragmentation, the inherited fragmentation
of G is a k-fragmentation as well.) Note that assuming (G)2, T (i) is never a leaf of the decomposition.
Lemma 18. If G has a relaxed branch-decomposition (T , ) of width k=(G) such that T (i)=T (h) = T (j) for some i < j <h,
then G has a decomposition (T¯ , ¯) of the same width such that T¯ (i) = T¯ (h) and such that no two clique-representatives are
uniﬁed in (T¯ , ¯) unless they were uniﬁed in (T , ).
Proof. Let  and  be the two neighbors of T (i) that are not in the T (i)-branch containing T (j). Let T ∗ be the subtree rooted
at T (i) containing  and .
Take two copies T ∗1 and T ∗2 of T ∗. We will trim the leaves of T ∗1 and T ∗2 . In T ∗1 we leave only those leaves that are mapped
by  onto edges {x, y} where both x and y belong to X1,j , and in T ∗2 we leave the leaves mapped onto edges {x′, y′} where both
x′ and y′ belong to Xj,". Remove from T the subtrees at  and  which do not contain T (i) and replace them by T ∗1 and T ∗2 ,
respectively. Denote this decomposition (T¯ , ¯).
Note ﬁrst that (T¯ , ¯) is again a relaxed branch-decomposition for G. Indeed, if an edge {x, y} ∈ E(G) has both endpoints
x, y ∈ X1,j and there was a leaf  ∈ V (T ∗) such that ()={x, y}, then there remains a copy ¯ of  in T ∗1 such that ¯(¯)={x, y}.
If such a  lies in the T (i)-branch that contains T (j) then ¯= . Similarly for edges {x, y} with x, y ∈ Xj,".
Next we show that the width of (T¯ , ¯) does not exceed k. The orders of arcs in the T − T ∗ subtree of T¯ did not change. Let 
be the neighbor of T (i) on the path to T (j).
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If x ∈ V (G) is such that T¯x contains the arc {, T (i)}, then x ∈ ¯() for some leaf  ∈ T ∗1 and x ∈ ¯(′) for another leaf
′ ∈ V (T¯ )\V (T ∗1 ). If  ∈ V (T )\V (T ∗) then Tx contains the arc {T (i), }. If ′ ∈ V (T ∗2 ) then necessarily x ∈ Xj and again
Tx contains the arc {T (i), }, since Tx contains a leaf in T ∗ and T (j) ∈ Tx . In any case, the order of the arc {, T (i)} in T¯ does
not exceed the order of the arc {T (i), } in T. Similarly for the arc{, T (i)}. An analogous argument shows that the orders of
arcs within T ∗1 (T ∗2 ) did not increase.
Denote by ∗1 (∗2) the copy of node  ∈ T ∗ in T ∗1 (in T ∗2 , respectively). (In particular, T ∗1 (i)=  and T ∗2 (i)= .) Observe that
T¯ (m)=
{
T (m) if T (m) /∈ T ∗,
T ∗1 (m) if T (m) ∈ T ∗ and mj, and
T ∗2 (m) if T (m) ∈ T ∗ and mj.
This is because T¯ (m) (deﬁned as above) belongs to T¯x for every x ∈ Xm, and |T¯ (Xm)| = 1. Therefore T¯ (i) =  = T¯ (h) = 
and T¯ (m)= T¯ (m′) only if T (m)= T (m′). 
Corollary 19. For the graph G with a cca X, there exists a fragmentation I and a relaxed branch-decomposition (T , ) of
width (G) such that T (i)= T (j) if and only if i, j belong to the same interval of I.
Proof. For example, every decomposition with the maximum number of distinct T (i)’s deﬁnes such a fragmentation. 
Assume now that a fragmentation I as in Corollary 19 is ﬁxed. We will further consider the interval supergraph GI of
G such that {Xa,b : [a, b] ∈ I} is the set of maximal cliques of GI. This graph has again branchwidth k = (G) (in a
branch-decomposition satisfying Corollary 19, for every x ∈ Xi , y ∈ Xj such that i, j belong to the same interval of the
fragmentation—T (i)= T (j)—and {x, y} /∈E(G), adhere a leaf vxy to a new node subdividing an arc incident with T (i) which
is contained in Tx ∩ Ty , and set (vxy) = {x, y}). Again, in every relaxed branch-decomposition (T , ) of width k, the cliques
XI
i
have unique representatives T (i), i= 1, 2, ..., t . For the sake of brevity we will now assume thatG=HI from some graph
H. In other words, we assume that G is saturated and G has a relaxed decomposition of width k in which the representatives of
the maximal cliques are all distinct.
Deﬁnition 20. Let Xi , Xj , and Xh be maximal cliques of a saturated graph G with relaxed branch-decomposition (T , ). We
say that the representatives of these cliques are in claw-position if there exists a node  of T such that every branch of T with
respect to  contains one of the nodes T (i), T (j) and T (h). We say that they are in (i, j, h)-path-position, if T (i) and T (h) lie
in different branches of T with respect to T (j).
Note that for pairwise distinct T (i), T (j) and T (h), exactly one of the following statements is true:
• T (i), T (j), and T (h) are in claw-position,
• T (i), T (j), and T (h) are in (i, j, h)-path-position,
• T (i), T (j), and T (h) are in (j, i, h)-path-position,
• T (i), T (j), and T (h) are in (i, h, j)-path-position.
For i < j <h, cliques with representatives in the last two mentioned positions are said to be in wrong-order positions.
Lemma 21. If G has a relaxed branch-decomposition (T , ) of width (G) such that clique representatives are distinct and
T (i − 1), T (i) and T (i + 1) are in (i − 1, i + 1, i)-path-position for some i, then G has a decomposition (T¯ , ¯) of the same
width such that T¯ (i − 1), T¯ (i), T¯ (i + 1) are in claw-position and such that no two clique representatives coincide and no other
triple (j − 1, j, j + 1) in wrong-order position is created.
Proof. We rebuild the decomposition (T , ) similarly as in the proof of Lemma 18. This time T ∗ is the tree rooted in T (i + 1)
that does not contain T (i) and T¯ is constructed by deleting T ∗ from T, adding two new nodes ,  adjacent to T (i+1) and adding
T ∗1 rooted in  and T ∗2 rooted in  (again, only the leaves mapped by  onto edges with both endpoints inX1,i are left in T ∗1 , and
T ∗2 contains only copies of those leaves of T ∗ which are mapped by  onto edges with both endpoints in Xi,"). Clearly, (T¯ , ¯)
is a relaxed branch-decomposition of G of width k, all clique representatives are still distinct and T¯ (i − 1)= T ∗1 (i − 1) ∈ T ∗1 ,
T¯ (i)= T (i) and T¯ (i + 1)=  are in claw-position.
It remains to show that no other triple (j − 1, j, j + 1) with clique-representatives in wrong-order position was created. For
the contrary, suppose that T¯ (j − 1), T¯ (j) and T¯ (j + 1) are in wrong-order position but T (j − 1), T (j), T (j + 1) were not. It
follows that two of T¯ (j − 1), T¯ (j), T¯ (j + 1) are in T ∗1 and the last one is in T ∗2 , or vice versa (two of T¯ (j − 1), T¯ (j), T¯ (j + 1)
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are in T ∗2 and the third one is in T ∗1 ). But T¯ (h) is in T ∗1 (T ∗2 ) only if h< i (h> i, respectively), and thus the indices of the newly
created triple with clique representatives in wrong-order position cannot be consecutive. 
Corollary 22. Every cca of a saturated interval graph G has a fragmentationI and a relaxed branch-decomposition (T , ) of
GI of width (G) such that all representatives T (i), i=1, 2, ..., t are distinct and for every i=2, 3, ..., t−1, the representatives
T (i − 1), T (i) and T (i + 1) are either in claw-position or in (i − 1, i, i + 1)-path-position.
Proof. Obviously, Lemma 21 has a symmetric variant that kills a triple (T (i−1), T (i), T (i+1)) in (i, i−1, i+1)-path-position.
Therefore any relaxed branch-decomposition with minimum number of triples (T (i−1), T (i), T (i+1) in wrong-order position
has actually no triples (T (i − 1), T (i), T (i + 1) in wrong-order position. 
The “only if” part of Theorem 25 on the following page will be a consequence of the next two lemmas.
Lemma 23. There exists a relaxed branch-decomposition of width k for G[Xp ∪ Xq ∪ Xr ] in which the representatives of
cliques Xp,Xq,Xr , p<q < r are in claw-position if and only if |Xi | 32 k (for i = p, q, r) and |Xq ∩ (Xp ∪Xr)|k.
Proof. Suppose G[Xp ∪ Xq ∪ Xr ] has a decomposition (T , ). The inequalities |Xi | 32k are obvious. Let  be the node of
T such that T (p), T (q) and T (r) lie in different -branches, and let εp, εq , εr be the arcs incident with  on the paths towards
T (p), T (q), T (r), respectively. Set Vij = {x ∈ Xp ∪ Xq ∪ Xr : εi , εj ∈ Tx} for i, j ∈ {p, q, r}. Then Xp ∩ Xq ⊆ Vpq
(since for x ∈ Xp ∩ Xq , T (p), T (q) ∈ Tx and εp, εq lie on the unique path connecting T (p) and T (q) in T) and similarly,
Xr ∩Xq ⊆ Vrq . Therefore the order of εq is at least |Vpq ∪ Vrq | and |Xq ∩ (Xp ∪Xr)|k follows.
On the other hand, supposeXp,Xq,Xr satisfy the conditions. Take a node  adjacent to p, q and r and add leaves mapping
onto the edges of the cliques near the nodes p, q , r so that T (i) = i for i = p, q, r . Since |Xi | 32k (for i = p, q, r), this
can be done so that the orders of the arcs incident with the clique representatives are at most k. It only remains to show that the
orders of the arcs incident with  are small as well. For every i, j ∈ {p, q, r}, i = j and x ∈ Xi ∩ Xj , the tree Tx contains the
path via  connecting i and j , and so the order of the arcs on the path from i to  is |Xi ∩ (Xj ∪ Xh)| (where j, h are such
that {i, j, h} = {p, q, r}). For i = q, |Xq ∩ (Xp ∪Xr)|k by the assumption. For i = p, Xp ∩ (Xq ∪Xr) ⊆ Xp ∩Xq (since
Xp ∩Xr ⊆ Xqas p<q < r) and hence |Xq ∩ (Xp ∪Xr)| |Xp ∩Xq | |Xq ∩ (Xp ∪Xr)|k. Similarly for i = r . 
Lemma 24. There exists a relaxed branch-decomposition of width k for G[Xp ∪ Xq ∪ Xr ] in which the representatives of
cliques Xp,Xq,Xr , p<q < r are in (p, q, r)-path-position if and only if |Xi | 32 k (for i =p, q, r), |Xi ∩Xj |k (for i = j ,
i, j = p, q, r) and |Xq | + |Xp ∩Xr |2k.
Proof. Suppose a decomposition (T , ) exists. Call ε1, ε2 and ε3 the outgoing arcs of T (q) such that ε1 is on the path towards
T (p) and ε3 is on the path towards T (r). Let n1 be the number of vertices x of Xq such that ε2, ε3 ∈ E(Tx), n2 the number
of vertices such that ε1, ε3 ∈ E(Tx), and n3 the number of vertices such that ε1, ε2 ∈ E(Tx). Then we can ﬁnd a suitable
assignment if and only if there are numbers n1, n2 and n3 satisfying:
1. n1 + n2 |Xq ∩Xr |, n2 + n3 |Xp ∩Xq |, n2 |Xp ∩Xr |
2. n2 + n3 + n1 = |Xq |
3. n1 + n2k, n2 + n3k and n3 + n1k
It is a matter of routine calculation to show that this system of inequalities has a nonnegative integer solution exactly when
the given restrictions are satisﬁed. 
Theorem 25. LetX=(X1, ..., X") be an arbitrary cca of an interval graphG.For k2,(G)k if and only if a k-fragmentation
of X exists.
Proof. The “only if” part follows from Lemmas 23 and 24. We proceed with the converse. LetF= {[ai, bi ] : i ∈ [1, t]} be a
k-fragmentation of X such that ai − 1= bi−1 for every i = 2, 3, ..., t . We will show that this implies (G)k. For simplicity
let X0 =X"+1 = ∅.
Following the constructions in Lemmas 23 and 24, we choose branch-decompositions (Ti , i ) of G[Xai,bi ] such that Ti
contains arcs εi and i with
εi ∈
⋂
x∈Xai−1∩Xai
E(Tix) and i ∈
⋂
x∈Xbi+1∩Xbi
E(Tix).
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If the claw condition |Xa,b∩(Xa−1∪Xb+1)|k is fulﬁlled then εi=i , and if the path condition |Xa,b|+|Xa−1∩Xb+1|2k
is fulﬁlled then εi and i are adjacent. If forXai,bi the path condition holds, then we subdivide εi and i by additional nodes i
and i , respectively. If for Xai,bi the claw condition holds, then we subdivide εi = i by an additional node, which is adjacent
to an additional leaf. In this case i = i is this leaf. Now we obtain T by adding arcs {i−1, i} for i ∈ [2, t], and we deﬁne
()= i () if the leaf  of T is also a leaf of Ti .
Obviously (T , ) is a relaxed branch decomposition of G and the width of (T , ) is at most k. 
In the given box we present a procedure to check whetherX has a k-fragmentation, i.e., we check whether the branchwidth of
G is at most k. We use a boolean array A[a, b] to indicate whether [a, b] has a partition into intervals which is a k-fragmentation
input :: A graph G with a cca (X1, ..., X") and an integer k.
ouput :: A statement whether the branchwidth of G is at most k.
begin
X0 ← ∅; X"+1 ← ∅;
for d ← 0 to " do
for b ← d + 1 to " do
begin
a ← b − d; A[a, b] ← false;
if |Xa−1 ∩Xa |k and|Xb ∩Xb+1|k
then
if |Xa,b| 32k and
(|Xa,b ∩ (Xa−1 ∪Xb+1)|k or
|Xa,b| + |Xa−1 ∩Xb+1|2k)
thenA[a, b] ← true
else
for c ← a to b − 1 do
A[a, b] ← A[a, b] or(A[a, c] andA[c + 1, b])
end
ifA[1, "] then output “(G)k” else output “(G)> k”
end
of Xa,b = {Xa−1, Xa, ..., Xb,Xb+1}. In the recursive step we ﬁrst check if the interval [a, b] itself is a k-fragment, or (in the
negative case) if it can be split into two subintervals [a, c] and [c + 1, b] such that both of them allow k-fragmentations.
We argue that this procedure can be implemented to run in O(n3) time as follows. We use a boolean vertex versus clique
matrix with the consecutive ones property for rows. For each vertex x let f (x) be the index of the ﬁrst clique containing x and
l(x) be the index of the last clique containing x. Clearly the functions f (x) and l(x) can be computed in O(n2) time. Notice that
now Xa,b can be computed in O(n) time for every pair a, b, since x /∈Xa,b if and only if l(x)< a or f (x)> b. Since there are
O(n2) of these unions, all these can be computed in O(n3) time.
After this preprocessing it is clear that the procedure runs in O(n3) time, since for each of the O(n2) pairs a, b, we check
cardinalities of constantly many sets and we retrieve information about existence of k-fragmentations for O(n) previously
computed pairs a, c and c + 1, b.
Since (G)n, using the binary search we can actually compute the branchwidth of G by calling the algorithm at most log n
times. Thus we obtain the following theorem.
Theorem 26. There exists an O(n3 log n) algorithm to compute the branchwidth of interval graphs.
5. Concluding remarks
A beautiful start with researching the complexity of the branchwidth problem for different graph classes was made in [20]. In
this paper we continued work in this direction for some of the most fundamental classes of graphs. We gave a characterization
of interval graphs of branchwidth at most k and showed that this characterization leads to a polynomial time algorithm. Our
method extends to permutation graphs and trapezoid graphs whereupon we use dense sequences of scanlines instead of a cca,
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see [4]. If a corresponding model is given as part of the input, this approach works for the so called d-trapezoid graphs as well.
We restrain from giving the tedious details here.
One of the basic questions which is not settled so far is the complexity of branchwidth for cocomparability graphs. Also for
the subclass of cobipartite graphs, the complexity is an open problem.
There are many graph classes for which the complexity of the treewidth problem has been analyzed. For many of these
graph classes the branchwidth is still an open problem. It has been shown that minimal separators play an important role in the
computation of treewidth in many cases. It is unclear how to use minimal separators for branchwidth algorithms.
References
[1] S. Arnborg, D.G. Corneil, A. Proskurowski, Complexity of ﬁnding embeddings in a k-tree, SIAM J. Alg. Disc. Meth. 8 (1987) 277–284.
[2] S. Arnborg, A. Proskurowski, Recognition of partial k-trees, Congr. Numer. 47 (1985) 69–75.
[3] H.L. Bodlaender, A linear time algorithm for ﬁnding tree-decompositions of small treewidth, SIAM J. Comput. 25 (1996) 1305–1317.
[4] H.L. Bodlaender, T. Kloks, D. Kratsch, H. Müller, Treewidth and minimum ﬁll-in on d-trapezoid graphs, J. Graph Algorithms Appl. 2
(1998) 1–23.
[5] H.L. Bodlaender, D.M. Thilikos, Constructive linear time algorithms for branchwidth, Proceedings ICALP’97, Springer, Berlin, Lecture
notes in Computer Science, vol. 1256, 1997, pp. 627–637.
[6] H.L. Bodlaender, D.M. Thilikos, Graphs with branchwidth at most three, J. Algorithms 32 (1999) 167–194.
[7] K. Booth, G. Lueker, Testing for the consecutive ones property, interval graphs, and graph planarity testing using PQ-tree algorithms, J.
Comput. System Sci. 13 (1976) 335–379.
[8] V. Bouchitté, I. Todinca, Treewidth and minimum ﬁll-in: grouping the minimal separators, SIAM J. Comput. 31 (2001) 212–232.
[9] H.J. Broersma, T. Kloks, D. Kratsch, H. Müller,A generalization ofAT-free graphs and a generic algorithm for solving treewidth, minimum
ﬁll-in and vertex ranking, Algorithmica 32 (2002) 594–610.
[10] W. Cook, P.D. Seymour, An algorithm for the ring-routing problem, Bellcore Technical Memorandum, Bellcore, 1993.
[11] M.R. Garey, D.S. Johnson, Computers and intractability, A Guide to the Theory of NP-completeness, Freeman, San Francisco, 1979.
[12] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic Press, NewYork, 1980.
[13] T. Kloks, Treewidth—Computations and Approximations, Lecture Notes in Computer Science, vol. 842, Springer, Berlin, 1994.
[14] T. Kloks, J. Kratochvíl, H. Müller, New branchwidth territories, Proceedings STACS’99, Lecture Notes in Computer Science, vol. 1563,
Springer, Berlin, 1999, pp. 173–183.
[15] J. Lagergren, Upper bounds on the sizes of obstructions and intertwines, J. Combin. Theory Ser. B 73 (1998) 7–40.
[16] J. vanLeeuwen,Graph algorithms, in: J. vanLeeuwen (Ed.),HandbookofTheoreticalComputer Science, vol.A,Algorithms andComplexity,
Elsevier Publisher, Amsterdam, 1990, pp. 527–631.
[17] B.A. Reed, Treewidth and tangles: a new connectivity measure and some applications, Surveys Combin. (1997) 87–162.
[18] N. Robertson, P.D. Seymour, Graph minors I: excluding a forest, J. Combin. Theory Ser. B 35 (1983) 39–61.
[19] N. Robertson, P.D. Seymour, Graph minors X: obstructions to tree-decomposition, J. Combin. Theory Ser. B 52 (1991) 153–190.
[20] P.D. Seymour, R. Thomas, Call routing and the ratcatcher, Combinatorics 14 (1994) 217–241.
