In this article, we focus on the problem of social event extraction from Twitter, in which event detection, i.e., to identify which messages truly mention events of interest, is an indispensable step due to the fact that most Twitter messages, viz. tweets, are not related to any real-world event. Existing approaches to this problem often use pipelined architectures relying on some hand-crafted features derived using off-the-shelf natural language processing (NLP) tools, which may cause error propagation from the upstream component (event detection) to the downstream one (element extraction) and fail to leverage the interdependencies between them. To overcome these limitations, we propose a deep neural network based framework to Jointly Detect and Extract Events from Twitter (JDEET), which learns, as well as conducts, detection and extraction simultaneously by defining a joint loss function, a bidirectional long short-term memory (LSTM) based common representation layer, and a control gate. A conditional random field (CRF) layer is further employed to capture the strong dependencies among output labels. Experimental results show that the proposed approach outperforms the state-of-the-art ones considerably on a real-world dataset from Twitter.
I. INTRODUCTION
Social events, such as sports games, civil unrest and academic conferences, constitute activities that are well organized and target at a group of participants to gather at a certain time and location [1] . They often cause notable, if not negative, impact to our daily lives (e.g., motivating us to change our time schedule to attend an upcoming conference), the operation of companies (e.g., forcing them to alter shipping routes), and even the stability of the human society (e.g., triggering mass riots). Therefore, it is of great importance to be aware of social events of interest right after or even before their occurrence, if possible. However, since such events commonly involve different persons or organizations, and take place at different locations, detecting them often needs huge amount of distributed sensors, and thus is truly a challenging task.
Fortunately, microblogging platforms such as Twitter and Weibo, with active users throughout the globe, can act as the required social sensor networks, and make it possible to discover social events of interest by analyzing the short messages once they are posted by persons who are organizing, participating in, or witnessing these events. To do that, The associate editor coordinating the review of this manuscript and approving it for publication was N. Ramesh Babu .
it is necessary to identify from online microblogging streams mentions of events of interest, viz. to detect events of interest, and further to extract from the found mentions important details, called event elements in this article, such as trigger, participants, time and location of each event. This motivates researchers to focus on detecting and extracting events from microblogs, in particular Twitter messages, since about 2010. Various approaches have been proposed (see Section 2 for a brief overview), but they commonly suffer from the following two main limitations.
First, they often use pipelined architectures, e.g. [1] , [2] , which may cause error propagation from the upstream component (event detection) to the downstream one (element extraction). Specifically, if the detection component fails to identify a given tweet which truly mentions an event of interest, then nothing would be extracted from it by the extraction component. Also, for a false positive of the detection component, namely an irrelevant tweet mistakenly identified to be reporting some target events, the extraction component would also generate a set of extraction results, nevertheless, which are totally wrong. Moreover, pipelined models, as well as methods that only detect [3] - [6] or extract [7] , [8] events of interest, are incapable of capturing the interdependencies between event detection and element extraction, which may be useful for improving the overall performance. In particular, detection results can be leveraged as a kind of global context to support the extraction of ambiguous elements. For example, consider the following tweet describing an upcoming academic conference that will be held in August 2019 at the University of Skövde, Sweden:
• OpenSym, The Intl Symposium on Open Collaboration, will be held in August 2019 at the University of Skövde, Sweden, 75 minutes away by train from Gothenburg, it is a vibrant city between Sweden's two largest lakes, Vänern and Vättern, esp. in the Summer.
Since this tweet contains multiple geolocations (see the underlined parts), it is very difficult for the extraction component to determine which one is the true location of the event to be extracted. However, knowing that the event under consideration is an academic conference, it would be much easier to identify ''University of Skövde, Sweden'' to be the correct one. Second, existing approaches to event extraction from Twitter often rely on some hand-crafted features and off-theshelf natural language processing (NLP) tools [1] - [4] , [8] - [10] . As a result, these methods require a large amount of human effort and perform poorly for tweets as those NLP tools are often designed and trained for long edited texts. Although deep neural networks have been proven, for many NLP tasks including event extraction from news articles [11] , [12] , to be capable of overcoming this drawback, they have not yet been fully explored to develop end-to-end approaches to the extraction of social events from tweets, which are noisy and commonly unedited short messages quite different from news articles.
To overcome the above limitations, this article proposes a deep neural network based model to Jointly Detect and Extract Events from Twitter (JDEET). It formulates the task of event detection as a binary (sequence) classification problem, and the task of element extraction as a sequence labeling problem, respectively. Inspired by Multi-Task Learning, we define a joint loss function to take into account both tasks simultaneously, and design a common representation layer in the proposed framework to learn common features for them. In addition, a control gate mechanism is presented to leverage the results of event detection for controlling the proportion of inputs fed into element extraction, and thus to employ global features to aid element extraction. In this way, the two innately related tasks are learned and performed jointly, which help avoid error propagation as well as capture the interdependency between them. Two additional points are also notable with regard to the proposed neural architecture. First, the representation layer in it adopts a bidirectional long short-term memory network (LSTM) [13] to automatically learn the semantics of each word considering the forward and backward information, which minimizes the dependence on designed features and complicated NLP tools. Second, as element extraction has been modeled as a sequence labeling task, we further incorporate a conditional random field (CRF) layer [14] to capture the strong dependencies across output token labels. In summary, the main contributions of this article are as follows: 1) We propose a joint model named JDEET. It is featured by a joint loss function, a common representation layer and a control gate between the event detection and element extraction component, and hence could avoid error propagation and capture the interdependency between these two components, which are the major limitations of existing approaches to social event extraction from Twitter. To our best knowledge, we are the first to jointly model the task of event detection and extraction from Twitter. 2) We present an end-to-end neural framework for detecting and extracting events from Twitter jointly, which can automatically learn a rich representation for sentences without complicated preprocessing using existing NLP tools. To the best of our knowledge, this is the first work to employ end-to-end neural networks to extract event elements from Twitter. 3) Extensive experiments are conducted on a human-annotated Twitter dataset. The experimental results show that the proposed approach outperforms the state-of-the-art ones considerably on the same dataset.
The remainder of this article is structured as follows: Section II briefly summarizes related work; Section III defines the problem we solve; Section IV introduces our proposed methods in detail; Section V describes the experimental details, presents results of different methods and gives a discussion about the results. Finally, we draw a conclusion and evaluate the future work in Section VI.
II. RELATED WORK
Three broad classes of related work are briefly surveyed here: (i) event detection in social media; (ii) event extraction in social media; and (iii) joint models for NLP tasks.
Event detection in social media. Existing approaches to detecting events from social media could roughly be divided into two groups: open domain and domain-specific ones. The former group usually makes use of unsupervised techniques, in particular clustering methods. This is mainly due to the fact that, since event types are not restricted, the corresponding characteristics, e.g. typical keywords, are unknown in advance. Therefore, this group of methods often employ the burstiness of related key-phrases as features to discover emerging events. In contrast, domain-specific ones commonly adapt supervised techniques, in particular classification algorithms, to detect events of specified types [15] . In this article, we aim to detect social events of interest via a supervised neural network model, and hence put more emphasis on domain-specific event detection approaches here. Sakaki et al. [3] proposed an SVM based classifier to recognize tweets reporting earthquakes in Japan and demonstrated that their system was capable of detecting almost all earthquakes reported by the Japan Meteorological Agency. Popescu et al. [9] adopted gradient boosted decision trees with a large set of Twitter-based and external features to automatically detect events involving known entities. Becker et al. [16] proposed a query generation approach leveraging explicitly provided event features to automatically identify user-contributed content for planned events from multiple social media sites. The performance of the aforementioned methods depends heavily on the quality of feature-engineering and existing NLP tools. The incorporation of deep learning techniques could overcome, or at least mitigate, this limitation: Wang and Zhang [17] proposed a neural stacking model to detect, cluster, and summarize tweets for new events based on the tweet representation learned using LSTM. Lee et al. [6] built several semi-supervised Convolutional Neural Networks (CNNs) for detecting Adverse Drug Events mentioned in tweets. Nevertheless, these deep learning based approaches focused solely on detecting events of interest from social media without considering extracting details of them.
Event extraction in social media. This problem has attracted much research attention since about 2010 [18] . Ritter et al. [7] presented a system called TwiCal to extract and categorize open-domain events from Twitter based on latent variable models. Li et al. [1] proposed an unsupervised content segmentation framework and utilized external knowledge bases to extract elements of social events including event type, event phrase, time and location. Wang et al. [8] introduced a social event extraction system, called SEEFT, to identify and extract structured information (titles, dates, locations) for planned social events by fusing information collected from microblog posts (Twitter) and external event-related webpages. The incorporation of deep learning techniques has also enhanced event extraction in social media: Chang et al. [19] exploited an LSTM-based neural model to extract event mentions from Twitter that learned tweet-level features automatically. Zhou et al. [20] proposed a non-parametric approach to extract structured events information from Twitter which used word embeddings to deal with the issue of multiple mentions referring to the same named entity. Ramamoorthy and Murugan [21] presented a simple sequence model making use of a self-attention mechanism to facilitate intra-sequence interaction in a text sequence for the combined task of entity recognition and adverse drug event extraction. Overall, these existing approaches conduct event detection and extraction in a pipelined manner, which suffers heavily from error propagation and from the ignorance of the interplay between these two tasks. In addition, most of them only use word embeddings but not more complicated and powerful deep learning models such as CNN or RNN (including LSTM and GRU as its variants). Though the aforementioned models in [19] and [21] also employed LSTM, they focused on tasks different from ours. Specifically, [19] extracted solely event mentions, i.e., the segment of input tweet that describes events of interest, but did not care about the event triggers and their corresponding arguments; [21] extracted only the side effects of specified drugs from input tweets. Different from these efforts, we use a joint end-to-end neural network model for detecting and extracting structured representations of events (i.e., event elements) from Twitter, which is suitable for tweets with lots of mundane and redundant information.
Joint models for NLP tasks. Modelling multiple related tasks jointly can often avoid error propagation and help to capture the interdependency among these tasks. The relative merits of joint models have motivated researchers to apply them to many NLP tasks: Wang and Zhang [17] built a joint neural model for integrating the task of detection, clustering, and summarization, which contains a common representation learning component and three task components, between which additional input features are fed from the predecessor task component to successors. Goo et al. [22] proposed a joint model for the task of slot filling and intent detection, which modeled the explicit relationships between slots and intent vectors by introducing a slot-gated mechanism. Joint models have also been applied to event extraction from long texts by predicting triggers and their arguments jointly: Li et al. [23] first proposed a joint model for ACE event extraction based on structured perceptron and then Nguyen et al. [12] employed neural networks to extract more effective features for joint ACE event extraction. Nevertheless, none of these work utilized models for detecting and extracting events from Twitter jointly as we do in this work.
III. PROBLEM DEFINITION
As aforementioned, there are many tweets describing mundane events in Twitter, so it is necessary to do event detection before extracting details of events. Consequently, we define event extraction from Twitter to be the process of, (i) determining whether a given tweet describes any event of interest, i.e., event detection, if it does, then (ii) extracting the elements of each event mentioned in a tweet, i.e., element extraction. Here, an event is defined as a specific occurrence involving one or more participants with a certain time and location and the events in this article refer to social events. The word ''elements'' refers to some important details of the event of interest including activities, entities, time, and so on. Hence, we may divide the task of event extraction from Twitter into two subtasks, namely event detection and element extraction. Different types of events often have different elements, for example, the elements of computer-security events contain entities and dates [24] , the major life events may focus on elements including the name of university, acceptance, graduation and so on [25] . In this article, we use a quadruple to represent a social event (Eq. 1), consisting of trigger, time, location and participants, which can provide a brief, structured but sufficient description of a particular social event.
where trigger is the necessary element, yet time, location and participants can be empty as a tweet may only describe a part of an event, and participants in an event can be more than one. Formally, for an input tweet i regarded as a sequence s i = (w 1 ,w 2 ,. . . ,w t ,. . . ,w n ), where w t indicates the t-th token of the tweet and n is the length of the tweet, we first detect if it describes a social event of interest, the result of which is denoted as d i , where d i ∈ {0, 1} such that d i = 1 means s i is detected as a mention of social events of interest, otherwise d i = 0. If d i = 0, we will extract nothing from s i ; if d i = 1, we will extract the elements of the event comprising of trigger, time, location and participants from word w 1 to w n , if there is any. For instance, in the sentence ''NBA FINAL GAME 5 2017.06.12 Cleveland Cavaliers vs Golden State Warriors'', we aim to detect a basketball game event with the trigger ''vs'', time ''2017.06.12'', participants ''Cleveland Cavaliers'' and ''Golden State Warriors''.
This problem is challenging due to the following two aspects: (i) Tweets are often terse and written in an informal style, which makes existing NLP tools perform poorly.
(ii) There are few open annotated Twitter datasets for social event extraction, let alone large-scale ones for training neural network models.
IV. METHODOLOGY
In this article, we model event detection as a binary classification problem: if a tweet describes social events, we regard it as a positive sample; otherwise we regard it as a negative sample. If a tweet is a positive sample, we will extract elements from it, which is formalized as a sequence labelling task. (Tweets are always very short consisting of one or two short sentences, so we consider a tweet as a sequence.) To solve the problem that an element contains multiple words such as ''last night'', ''go abroad'', we adopt the BIO annotation schema for tokens in a sequence, where tag ''O'' represents the ''other'' tag which means that the corresponding token does not belong to any elements, tags ''B-EventElement'' and ''I-EventElement'' represent the ''Begin-EventElement'' and ''Inside-EventElement'' tags respectively. ''EventElement'' denotes one of the four elements: trigger, time, location, and participant. ''B'' and ''I'' represent the position of the word in an element. According to our problem definition, if a tweet is detected as a negative sample, words in the tweet will be all labelled as ''O'', which leads to an unbalanced annotated dataset with lots of ''O'' tags. As shown in Figure 1 , we classify tweets and label all words in a tweet jointly via the JDEET framework. Figure 1 describes the architecture of JDEET, which primarily involves the following five components: (i) Word-embedding layer, which transforms each word into a continuous vector; (ii) BiLSTM layer, which uses a bidirectional Long Short-Term Memory (BiLSTM) to encode the semantics of each word considering the forward and backward information; (iii) Event detection layer, which exploits the hidden states of the bidirectional LSTM to determine whether a sequence describes a social event; (iv) Control gate layer, which employs a control gate to dynamically introduce the results of event detection to control the proportion of inputs given to element extraction. (v) CRF layer, which uses a conditional random field to model tagging decisions jointly. Finally, we introduce the joint loss function we use for training.
A. WORD-EMBEDDING LAYER
We use the learned word embeddings as the source of basic features. Specifically, we use Continuous Bag of Words (CBOW) model [26] to learn word embeddings. Given a tweet, we regard it as a sequence s = (w 1 ,w 2 ,. . . ,w t ,. . . ,w n ), where n is length of the tweet and w t indicates the t-th token of the tweet. Denote context (w t ) = (w t−k ,. . . , w t−1 , w t+1 ,. . . , w t+k ) as the context of w t , where 2k is the context window size of w t . Assume that the word embedding for token w t is e t and we use it as the input of the following layer.
B. BILSTM LAYER
Recurrent neural networks (RNNs) are a powerful family of neural networks that operate on sequential data efficiently. Though RNNs can, in theory, capture long-distance dependencies, in practice they fail due to the gradient vanishing/exploding problems [27] . Long Short-term Memory Networks (LSTMs) [13] are variants of RNNs designed to combat this issue by incorporating several gates that control the proportion of inputs given to the memory and the proportion from the previous state to forget. We use the following implementation:
where σ is the element-wise sigmoid function, and * is the element-wise product. Bidirectional LSTM has been proven effective to capture the semantic information of each word in sequence labelling problems [28] . For a given tweet s = (w 1 ,w 2 ,. . . ,w t ,. . . ,w n ) containing n words, the forward LSTM encodes w t by considering the contextual information from word w 1 to w t , which is marked as → h t . Similarly, the backward LSTM encodes w t based on the contextual information from w n to w t , which is marked as ← h t . Finally, we concatenate → h t and ← h t to represent information of the word w t , denoted as
C. EVENT DETECTION LAYER
In the event detection stage, given an input sequence s = (w 1 ,w 2 ,. . . ,w t ,. . . ,w n ), we adopt different methods to exploit the global features of a sequence as shown in Figure 1 : (i) we use the last state h n of the forward and backward LSTM as features for the sequence:
Here, W d and b d are model parameters and σ is a sigmoid function. P d is one-dimensional and denotes the probability of s mentioning one or more social events. (ii) We apply pooling strategies over all the states h 1 , h 2 ,. . . , h t ,. . . , h n to capture the most characteristic information. Pooling extracts fixed dimensional features from h 1 , h 2 ,. . . , h t ,. . . , h n , which has variable length. In our model we consider different pooling strategies, including max pooling (Eq. 9) and average pooling (Eq. 10):
where 1 ≤ t ≤ n.
D. CONTROL GATE LAYER
We devise a control gate to dynamically leverage the output of event detection module for controlling the proportion of hidden states used for event extraction. For the t-th word w t in the sequence s, the state of the bidirectional LSTM network h t and the probabilities of s mentioning social events P d are multiplied firstly (P d broadcasts in hidden dimensions to have the same shape with h t ) to pass through the gate and the value of control gate is computed as:
where v g and W g are trainable vector and matrix respectively and b g is the bias term. * denotes element-wise multiplication. g t can be seen as an additional item imported to the next layer as a result of dominating the ratio of h t by P d and the integrated information x t is computed as:
where h t is the hidden state of bidirectional LSTM and x t is the contextual information representation of token w t .
E. CRF LAYER
Event element extraction is a task with strong dependencies across output labels (e.g., I-Location cannot follow B-Participant), thus it is crucial to consider the correlations between labels in neighborhoods. Therefore, we model a label sequence jointly using a conditional random field (CRF) [14] , instead of decoding each label independently. For an input sequence x = (x 1 , x 2 ,. . . , x t ,. . . , x n ), where x t is the input vector of the t-th word, y = (y 1 , y 2 ,. . . , y t ,. . . , y n ) represents a generic sequence of labels for x. Y(x) denotes the set of possible label sequences for x (even those that do not verify the BIO format). The probabilistic model for sequence CRF defines a distribution P(y|x) over all possible label sequences y given x with the following form:
where the normalization function
w k is the corresponding weight, f k is the feature function.
During training, we maximize the log likelihood of the correct tag sequence:
to obtain parameters θ such that the log-likelihood l(θ ) is maximized, where y • is the golden label sequence of x. While decoding, we predict the output sequence that obtains the maximum score given by:
For a sequence CRF model (only interactions between two successive labels are considered), the Viterbi algorithm is often adopted for training and decoding efficiently.
F. THE JOINT LOSS FOR TRAINING
For the event detection task, our training objective is to minimize the cross-entropy loss between the golden labels and predicted labels. For the element extraction task, the loglikelihood loss function is used for training the sequence labelling task here. Due to the characteristics of our task, if a sequence is considered as a negative sample, we will extract nothing from it and pay no attention to the label outputs. We minimize a joint loss function to train the network by adding a bias item as:
where L i D and L i E represent the loss of event detection and element extraction tasks respectively:
N is the number of tweets in the training set, d • i andd i are the golden classification tag and the output classification tag of sequence s i respectively, I is the indicator function, and α is the bias weight.
V. EXPERIMENTS A. EXPERIMENTAL SETTING 1) DATASETS
For evaluation, we chose a kind of influential social events to research: civil unrest (CU, a population-level event wherein people protest against the government or other larger organizations about specific policies, issues, or situations [29] ). As we modeled event detection as a binary classification problem, for experiment, we created a balanced dataset including CU related tweets and other kinds of tweets. First, we streamed Chinese tweets with the related keywords (e.g., '' (protest)'', '' (occupy)'') for roughly 5 months (from May 20 to October 25, 2018) obtaining 33094 tweets and removed duplicated tweets using the SimHash algorithm. Second, in order to improve the efficiency of annotating, we filtered tweets that are obviously not event mentions, in which keywords act as an attributive or subject. Afterwards, we used Jieba (https://github.com/fxsjy/jieba) toolkit for word segmentation. Finally, the remaining tweets were annotated manually: if a tweet describes civil unrest events, it will be considered as a positive sample and elements in the event will be extracted; if not, it will be regarded as a negative one and elements need not be extracted. Our tweets were annotated by ten annotators in the field, the annotating results were proofreaded by two general annotators, and differences were reconciled in discussion with each other. We selected 3000 CU related tweets and 3000 tweets not related to CU randomly from the annotated data to form our experimental datasets in the ''BIO'' tag form.
2) EVALUATION METRIC
We performed a 5-fold cross-validation on our datasets and partitioned 6000 tweets into 5 parts randomly. We chose a different fold as the testing set and used the remaining four folds as the training set each time. The evaluation metrics we used for event detection were accuracy and for element extraction were F1-Score (F1), the average of which for five folds were the final results. According to the characteristics of our problem, we used the following criteria to determine the correctness of an event mention:
• An event is correctly detected if its type matches the reference type.
• An element is partly correctly extracted if its tokens' event type, offsets and element type match those of any of the reference tokens of element mentions.
3) IMPLEMENTATION DETAILS
According to Lai et al. (2016) [30] , using an in-domain corpus for training word embeddings significantly improves the performance for a given task. Therefore, we collected roughly 50 thousand news articles with keywords related to civil unrest events and used gensim toolkit to train the word embeddings in combination with all the tweets we gathered. We set the dimension of word embeddings as 300, the hidden layer size of LSTM as 100, the bias parameter α in Eq. 18 as 0.85, the batch size as 64 and the dropout rate as 0.8. Finally, the adaptive moment estimation (Adam) algorithm was applied to train the network jointly with learning rate 0.001.
B. POOLING STRATEGIES
To compare the performance of the three strategies we present for event detection, we experiment with different methods on joint models and only detection models. Table 1 summarizes the results of various combinations. From the table, we can see that accuracy of max_pooling is the highest and that of the ave_pooling is the lowest no matter whether the model is joint or separate. For the seperate model, the difference between the results of final state and max_pooling is little but ave_pooling performs not good on the whole. Therefore, the rest of the experiments are done with max_pooling for the event detection component.
C. COMPARISON TO THE STATE-OF-THE-ART
For comparison, we select the following baselines: Pipelined approach is a simple neural network model that detects if a sequence describes an event first and then VOLUME 7, 2019 TABLE 1. Accuracy for event detection and F1-score for element extraction of different pooling methods. extracts elements from the event sequence. We use nearly the same model as JDEET with a bidirectional LSTM as the representation layer and a sigmoid layer over max pooling strategies for event detection model, a conditional random field layer for element extraction model, but train the two models separately. When testing, we use the same metric as our model, especially when a tweet is mistakenly detected, the result of element extraction is also wrong.
JRNN [12] uses a bidirectional Gated Recurrent Units (GRU) [31] to jointly extract event triggers and arguments, i.e., event elements in this article. According to the description of JRNN, we adjust the model to our problem and datasets. We use a softmax layer above a bidirectional GRU layer for element extraction and Adam algorithm to train the network. The datasets used for training and testing only include tweets related to civil unrest events.
JMEE [32] utilizes the syntactic contextual representations to extract triggers and arguments jointly by a self-attention mechanism to aggregate information, which achieves the state-of-the-art performance on the widely used datasets (ACE 2005) for event extraction. Consulting this article, we deploy the StanfordNLP toolkit (http://stanfordnlp.github.io/CoreNLP/) to preprocess data, including tokenizing, sentence splitting, pos-tagging and generating dependency parsing trees. It is worth noting that as there are no golden entity mentions in Twitter datasets, we use Stanford Named Entity Recognizer to recognize the entities in a sentence and add the annotated entities as golden ones. Table 2 presents our comparisons with baseline models for event detection and extraction on the Twitter datasets. To make the comparison between our model and others fair, we use the same word representation and report the results of 5-fold cross-validation on the same datasets. From the results, we can see that JDEET achieves the best F1 scores for element extraction among all of the compared models. This is significant with the event extraction performance (an improvement of 6.45% over JRNN and 25.31% over JMEE) and demonstrates the effectiveness of the joint model with a bidirectional LSTM, CRF and the control gate mechanism in this work. The disappointing results of JMEE are mainly due to its strong dependency on the argument candidates and existing NLP tools, which perform poorly on Chinese tweets. The performance of the version 0.2.0 models of StanfordNLP' neural pipeline is partly shown in appendix that can be as a reference and we can find that the performance tested on Chinese corpus nearly drops 10% over that on English datasets, let alone that on the tough task of generating dependency parsing trees. In addition, as JDEET outperforms the pipelined model (an improvement of 1.23% for element extraction with only 0.12% drops for event detection), we can confirm the effectiveness of the joint model employing the interdependency between event detection and element extraction.
D. ABLATION ANALYSIS
This section evaluates the effectiveness of the control gate mechanism and the conditional random layer by ablation studies. We specifically select three methods for comparison with our JDEET: 1) -gate adopts the same architecture of JDEET with control gate mechanism removed. 2) -CRF maintains the control gate and replaces CRF with a softmax layer. 3) -gate-CRF simply employs bidirectional LSTM with a softmax layer in the end. All these models are run using the same word embeddings and hyper-parameters with our JDEET model. As shown in Table 3 , the first row presents the result of our JDEET model, and its ablations are listed below. From the results, we have the following observations: 1) The model without the control gate reduces the F1 score for element extraction by 0.34% and event detection by 0.33% contrastive with JDEET, which demonstrates the control gate is effective for the joint model to obtain a better result. 2) The model removing CRF compared with JDEET decreases the F1 score by 12.38% and only enhances accuracy by 0.56%, which proves the effectiveness of CRF for sequence labeling. 3) From Row 2 to 3, we can see that the control gate and CRF both contribute to the model's performance while CRF is more crucial. 4) The ablation of both gate and CRF accounts for element extraction by 9.16%, which indicates that CRF combining with the control gate mechanism is more sufficient. Figure 2 shows confusion matrix for ablation analysis results. We can find that the great majority of mislabeled tags are ''O'' as the result of label bias, as there are many ''O'' labels in datasets though it is very common in practice. Compared Fig 2(a, b) and Fig 2(c, d) , ''I-trigger'' labels are more correctly labeled by models with CRF and tags mislabeled as ''O'' are also less, which demonstrates that CRF can mitigate the label bias problem efficiently. Compared Fig 2(a) and Fig 2(b) , models with the control gate layer better handle the boundary problem of the same element. As they cannot replace each other, combining them together makes the most contribution to upgrading the performance.
VI. CONCLUSION
We present a neural network based model to do event detection and element extraction from Twitter jointly featured by a joint loss function, a common representation layer and the control gate mechanism, and hence could avoid error propagation and capture the interdependency between these two components, which are the main limitations of the previous models for this task. We annotate a Twitter dataset and the proposed joint model is empirically shown to be effective as well as yields the state-of-the-art performance on the dataset. In the future, we plan to explore the influence that element extraction has on event detection to further improve the whole performance and exploit a better word representation model to obtain deeper semantic information. Otherwise, we plan to combine data collection, data preprocess and the joint event extraction model to form a thorough end-to-end system on social event extraction, which can be used for practice.
APPENDIX SUPPLEMENTARY APPENDIX
There is the the performance of the version 0.2.0 models of StanfordNLP' neural pipeline at https://stanfordnlp.github.i o/stanfordnlp/performance.html. The scores shown are from an end-to-end evaluation on the official test sets (from raw text to the full CoNLL-U file), and the scores are generated with the official evaluation script. For how to handle treebanks with no training data, please refer to the system description paper for details [33] . We select the results tested on English and Chinese corpus as shown in Table 4 for illustrating that StanfordNLP tools perform poorly on Chinese LIXIANG GUO was born in Wuhan, China, in 1991. He received the B.Eng. degree in systems engineering and the M.Eng. degree in management science and engineering from the National University of Defense Technology (NUDT), Changsha, China, in 2014 and 2016, respectively, where he is currently pursuing the Ph.D. degree with the College of Systems Engineering. His research interests include information extraction, data mining, and text analytics. VOLUME 7, 2019 
