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Capitolo 1
Introduzione
Questa tesi tratta la realizzazione di un sistema di supporto per la selezione
e composizione di servizi in reti mobili auto-organizzanti.
La realizzazione di questo lavoro di tesi scaturisce dalla sempre maggiore
diffusione di dispositivi mobili come smartphone tablet e computer portatili,
caratterizzati da alte potenze di calcolo e ricchezza di interfacce per la comu-
nicazione con altri dispositivi. Queste caratteristiche hanno aperto la strada
per la costruzione di applicazioni avanzate per reti pervasive.
L’idea fondamentale della tesi e` la realizzazione di un sistema che permet-
ta agli utenti di una rete pervasiva di formare una rete a gestione autonoma e
distribuita per condividere le proprie risorse e fruire delle risorse e dei servi-
zi che gli altri hanno messo in condivisione senza necessariamente utilizzare
esclusivamente infrastrutture come quella cellulare, utilizzando invece anche
connessioni dirette tra i dispositivi mobili. Un tale approccio risulta van-
taggioso nel caso, sempre piu` frequente, di congestione della rete cellulare
dovuto al traffico generato dagli utenti, ed e` naturale per supportare scenari
di interazione in cui i fornitori e gli utilizzatori delle risorse si muovono nella
stessa area, quale un campus universitario, un centro commerciale, il centro
storico di una citta`.
Sia la mobilita` dei dispositivi che l’uso di interfacce radio per le comuni-
cazioni rendono difficile la creazione e il mantenimento di una topologia di
rete stabile che sia utilizzabile mediante algoritmi classici di inoltro dei mes-
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saggi, che si affidano sulla possibilita` di avere a disposizione cammini stabili
tra sorgente e destinazione. Analogamente, soluzioni classiche per la com-
posizione di servizi sviluppati per reti Internet (tramite le cosiddette Service
Oriented Architectures) non sono utilizzabili in scenari di reti pervasive.
Una rete pervasiva di dispositivi mobili che sfrutti la mobilita` degli
Figura 1.1: Architettura di una rete pervasiva
utenti per fornire servizi ha anche il vantaggio di poter utilizzare i rapporti
sociali tra gli utenti per prevedere come evolve la topologia della rete, data la
natura della mobilita` umana di seguire i rapporti sociali instaurati tra gruppi
di persone.
La Figura 1.1 mostra come possa essere strutturato un sistema pervasivo
il cui scopo sia la condivisione di risorse e di servizi: gli utenti che posseggono
i dispositivi formano una rete sociale i cui collegamenti trovano una corri-
spondenza nella topologia della rete dei dispositivi. I dispositivi possiedono
numerose risorse che possono essere gestite per comporre nuove funzionalita`
e applicazioni da condividere con gli altri utenti.
Per poter realizzare un sistema simile occorre affrontare la problematica
relativa all’instabilita` dei collegamenti, utilizzando come strumento l’analisi
5
della mobilita` degli utenti. Inoltre, data la grande eterogeneita` dei disposi-
tivi, nella struttura hardware e nel software a disposizione, e data anche la
varieta` di utilizzi che potrebbe avere un sistema simile, acquista interesse la
possibilita` di fornire ad utenti ed applicazioni uno strato software di supporto
che gestisca la selezione e la composizione di risorse.
E` quindi necessario utilizzare approcci innovativi per trattare queste pro-
blematiche. Deve essere possibile per gli utenti comporre risorse eterogenee
poste su diversi dispositivi mettendole a disposizione di tutti gli utenti che
fanno parte della rete.
La realizzazione di un sistema che metta a disposizione simili funzionalita`
porterebbe verso un diverso utilizzo dei dispositivi mobili, non piu` conside-
rati nodi di rete depotenziati o specializzati, ma elementi che consentono
agli utenti di usufruire di servizi innovativi e non altrimenti ottenibili senza
accedere ad un’infrastruttura fissa.
Le reti opportunistiche costituiscono lo scenario di rete fondamentale per
supporti di questo tipo. Queste sono un tipo particolare di reti mobili auto-
organizzanti. Ogni utente che fa parte di una rete di questo tipo sfrutta la
propria mobilita` e quella degli altri per trasferire messaggi, diffondere dati e
accedere/condividere risorse. Le reti opportunistiche rappresentano un pa-
radigma innovativo che tende ad avvicinare il comportamento della rete al
comportamento umano, adattando il flusso dei dati in rete secondo la mobi-
lita` degli utenti [1].
Uno degli aspetti di base affrontato nel settore delle reti opportunistiche
riguarda l’instradamento dei messaggi tra due nodi, cioe` come realizzare pro-
cessi di routing e forwarding in assenza di connettivita` stabile. Secondo una
delle linee di ricerca principali nel settore, cio` viene realizzato sfruttando la
caratteristica umana di muoversi prevalentemente tra specifici gruppi di per-
sone secondo particolari periodicita` che seguono le dinamiche sociali. E` facile
pensare che due colleghi di lavoro possano stabilire un contatto la mattina
nei giorni feriali per poi disconnettersi al termine della giornata lavorativa,
cos`ı come durante i week-end e` piu` probabile che un utente contatti i propri
amici o familiari anche durante il giorno. I rapporti sociali degli utenti posso-
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no quindi guidare gli algoritmi di instradamento dei messaggi. Ad esempio,
un utente che deve inviare un messaggio ad un collega di un familiare mentre
e` al lavoro, puo` attendere di incontrare il familiare, invece di coinvolgere i
propri colleghi di lavoro che sono immediatamente disponibili ma che non
hanno conoscenza del destinatario.
La rete realizzata tramite il paradigma opportunistico non assume la pre-
senza di cammini stabili per inviare i dati da un nodo ad un altro, ma ogni
nodo autonomamente cerca il modo migliore per raggiungere la destinazione,
anche attendendo cambiamenti nella topologia dovuti alla mobilita`. Si ottie-
ne quindi una cosiddetta rete tollerante ai ritardi [2] che usa per inviare dati
un paradigma detto ’store, carry and forward’ [3] per il quale l’inoltro dei
dati non deve essere immediato, ma puo` sfruttare delle attese per la ricerca
di alternative di inoltro migliori. Come mostrato nell’esempio di Figura 1.2,
il messaggio che il nodo N0 deve recapitare a N5 viene spedito a N2, il quale,
una volta in contatto con N5 lo trasferisce a destinazione. Inoltre per effet-
tuare le comunicazioni puo` essere utilizzato qualsiasi tipo di interfaccia di
rete senza che vi siano assunzioni sull’uso di particolari protocolli.
Data la ricchezza e la grande diversita` di risorse contenute nei dispositi-
vi mobili moderni, il paradigma opportunistico e` stato recentemente esteso
per creare sistemi per lo sfruttamento reciproco delle risorse dei dispositivi
posseduti dagli utenti di una rete, prendendo il nome di computazione op-
portunistica [4].
Questa evoluzione non si limita a considerare i meccanismi per il trasfe-
rimento di dati nella rete, ma, sfruttando l’analisi delle dinamiche sociali,
individua e decide quali nodi della rete contattare per richiedere le risorse/-
servizi da utilizzare per soddisfare la richiesta di un utente. Inoltre, le risorse
disponibili in rete possono essere composte, senza alcun intervento da parte
dell’utente, per ottenere risorse complesse o per creare soluzioni che permet-
tano di ottenere migliori prestazioni nella risoluzione di richieste.
Data l’eterogeneita` delle risorse esse vengono pubblicate dai dispositivi
come servizi ad alto livello, in modo da poter essere utilizzati da qualsiasi
dispositivo e per rendere possibile la loro composizione tramite meccanismi
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Figura 1.2: Esempio di store, carry and forward
automatici.
Questo paradigma puo` permettere di effettuare computazione distribuita
superando il problema della connettivita` intermittente su reti di dispositivi
mobili, purche` siano permessi ritardi nelle comunicazioni.
1.1 Sistema proposto
Il sistema che abbiamo realizzato in questo lavoro di tesi segue il paradigma
della computazione opportunistica per costruire uno strato di supporto per
dispositivi mobili che permetta agli utenti di condividere ed utilizzare risorse
messe a disposizione dei nodi. Questo strato di supporto si occupa di con-
dividere le risorse presenti sui dispositivi sotto forma di servizi e recepisce
dinamicamente informazioni sulle risorse condivise dagli altri partecipanti al-
la rete.
Tramite questa conoscenza, il nostro sistema puo` elaborare le richieste di
servizio generate da parte dell’utente o da applicazioni che risiedono sul dispo-
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sitivo. Procede poi ad identificare quali alternative possono essere sfruttate
per risolvere tali richieste e valuta quale sia la piu` conveniente, tenendo conto
sia della mobilita` dei nodi che dell’eterogeneita` dei dispositivi partecipanti.
1.1.1 Elementi realizzati
Per effettuare la scelta dell’alternativa migliore da sfruttare, proponiamo un
sistema che possa essere discusso mediante un modello matematico che con-
senta di modellare sia la mobilita` dei dispositivi che le loro capacita` hardware
in modo da poter ricavare valori statistici utili per confrontare le alternative.
Tale confronto viene sfruttato da politiche che determinano come vengono
risolte le richieste. Queste politiche sono anche influenzate dall’evoluzione
della rete dovuta alla mobilita` che viene monitorata tramite la rilevazione di
eventi di connessione e disconnessione con gli altri dispositivi.
Le alternative per risolvere la richiesta di un utente vengono individuate
Ricezione
richiesta di
servizio
Ricerca 
alternative di 
risoluzione
Utente o
applicazione
Valutazione
alternative
Attesa 
contatto 
migliore 
alternativa
Risoluzione
richiesta di 
servizio
Base di
conoscenza
Modello 
matematico
Politiche 
di gestione 
richieste ed
eventi 
Rete di 
dispositivi
Figura 1.3: Procedimento di risoluzione di richieste di servizio
mediante l’analisi dei servizi di cui il richiedente e` a conoscenza, senza effet-
tuare ulteriori ricerche in rete. La conoscenza raccolta da ogni nodo viene
formata tramite scambi di informazioni durante le connessioni con i nodi in
contatto. Non viene quindi realizzato un sistema di disseminazione di dati
su tutta la rete, ma si sfrutta solo la conoscenza ottenuta da nodi entrati
direttamente in contatto con il richiedente.
I servizi conosciuti da un utente vengono composti per ricavare ulteriori
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alternative di risoluzione, aumentando l’offerta a disposizione del richiedente.
Per comporre i servizi si propone una rappresentazione basata sul tipo dei
parametri necessari alla loro esecuzione e del risultato fornito. La rappresen-
tazione viene utilizzata per realizzare un grafo che mostri la struttura della
composizione e al quale possono essere associate statistiche per effettuare il
confronto delle alternative disponibili.
La conoscenza costruita tramite comunicazioni e rilevazione autonoma
di eventi riguarda oltre che l’insieme dei servizi messi a disposizione dagli
utenti, anche le statistiche di mobilita` come la frequenza di disconnessioni e
connessioni con i singoli dispositivi, le loro capacita` di computazione a se-
conda dei servizi e il carico di richieste a cui sono sottoposti.
Tramite la conoscenza costruita, il modello di valutazione offre delle stime
sui tempi di risoluzione delle richieste a seconda dei servizi e dei dispositivi
da coinvolgere. Questo tipo di valutazione permette di confrontare le alter-
native e valutare la migliore.
Come previsto dal paradigma opportunistico, possono essere scelte come
soluzioni anche servizi forniti da dispositivi disconnessi rispetto al richieden-
te, in tal caso durante l’attesa per il contatto successivo tra richiedente e
fornitore possono verificarsi altri eventi di connessione e disconnessione che
modificano la valutazione delle alternative, portando la politica di gestione
delle richieste a modificare il fornitore scelto per la risoluzione.
Tramite questo sistema dinamico e` possibile per i nodi reagire ai cambia-
menti nella topologia della rete.
La valutazione del tempo di risoluzione di una richiesta viene effettuato
analizzando le varie fasi che lo compongono quali il tempo necessario per
effettuare il trasferimento dei dati di input ed output anche in caso di di-
sconnessioni e il tempo necessario al fornitore per eseguire il servizio.
La Figura 1.3 mostra lo schema del sistema proposto.
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1.1.2 Costruzione del sistema proposto
Il nostro studio e` iniziato da un’analisi del caso in cui non si effettuano com-
posizioni. Questo ha reso possibile un’analisi della struttura di una richiesta
di servizio e la sua caratterizzazione secondo un modello matematico pro-
babilistico. Sono state proposte due metriche, una basata sul valore atteso
e un’altra basata su un’approssimazione della distribuzione di probabilita`
del tempo di risoluzione del servizio. La prima valuta quale sia la migliore
alternativa, effettuando la scelta attraverso il confronto dei tempi attesi di
completamento di un servizio. La seconda sceglie l’alternativa che con piu`
alta probabilita` soddisfi la richiesta di servizio entro un tempo prestabilito
dal richiedente.
Successivamente abbiamo valutato le composizioni di servizi. Viene intro-
dotta la rappresentazione formale delle composizioni, descrivendo i passaggi
e le proprieta` fondamentali che portano alla costruzione di una struttura va-
lutabile da un modello matematico.
Vengono poi discussi i tipi di composizione utilizzabili da un nodo del si-
stema e come una diversa costruzione della conoscenza influisce sull’insieme
di composizioni ottenibili e sugli algoritmi necessari per mantenere la cono-
scenza.
Si propone quindi un metodo per valutare le composizioni alternative
estendendo il modello matematico per servizi singoli per poi specializzarlo a
seconda del tipo di composizione costruito. Si analizza poi come il modello
matematico cambi in complessita` a seconda delle composizioni e si indivi-
dua come nel caso di una composizione generale l’analisi matematica diventi
intrattabile se si vuole ottenere un modello di valutazione semplice. Come
conseguenza ci siamo concentrati su composizioni sequenziali di servizi, deli-
neando un algoritmo di valutazione generale che fornisca una stima del tempo
medio di risoluzione del servizio composto.
1.1.3 Validazione del sistema
Ai fini di valutare il modello matematico e gli algoritmi sviluppati, nella
tesi presentiamo risultati ottenuti tramite simulazione che caratterizzano il
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comportamento del sistema e della politica di valutazione proposta. Il simu-
latore che utilizziamo, TheOne [5], e` creato per simulare comportamenti in
ambiente opportunistico, simulando la mobilita` dei nodi coinvolti nella rete.
Per contestualizzare il modello creato e` stato necessario apportare al simu-
latore delle modifiche sostanziali, rendendolo piu` efficace per la gestione di
composizione di servizi e piu` efficiente sotto il profilo prestazionale. Le simu-
lazioni sono effettuate variando i parametri del sistema simulato, cercando
di evidenziare l’efficacia della politica proposta anche nel caso in cui ci siano
molte richieste da soddisfare.
Vengono poi valutati i risultati ottenuti dalle simulazioni confrontando la
politica di valutazione da noi sviluppata con altre due politiche di gestione
delle richieste che non tengono conto dello stato della rete e delle statistiche
che i nodi si scambiano al momento della loro connessione.
Sono stati effettuati test utilizzando le tre politiche in questione valutan-
do il caso single-hop, dove abbiamo richieste per servizi atomici e due diverse
gestioni per la composizione. Per ogni caso analizzato e` stato importante os-
servare come variavano i tempi di completamento delle richieste e il numero
di richieste completate durante l’arco della simulazione.
Da questi risultati abbiamo avuto il riscontro che la politica che sfrutta
la nostra valutazione, sia in tutti i casi la migliore delle tre analizzate evi-
denziando che soprattutto in sistemi con alto numero di richieste da servire
riesce ad effettuare un buon bilanciamento del carico di lavoro sui serventi.
Per il caso single-hop, abbiamo osservato i ritardi provocati da ogni singola
componente di una richiesta, al variare dei parametri di simulazione, riscon-
trando una ottima distribuzione del carico di richieste con l’utilizzo della
nostra politica rispetto alle altre due prese in esame.
L’originalita` di questo lavoro di tesi risiede nella creazione di un sistema
organico in cui nuovi algoritmi e modelli matematici interagiscono per offrire
una soluzione al problema complesso della selezione e composizione di servizi
in reti opportunistiche. La realizzazione di questo sistema pone una base per
ulteriori ricerche verso l’affinamento delle analisi matematiche e l’ulteriore
estensione delle sue capacita`.
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La generalita` dei modelli e delle politiche definite permette di definire un
sistema che puo` essere specializzato a seconda delle necessita` e delle appli-
cazioni specifiche da realizzare. Inoltre, il sistema realizzato usa algoritmi
di complessita` computazionale limitata e non richiede la gestione di una
quantita` elevata di dati. Risulta quindi un sistema duttile, adatto a gestire
l’eterogeneita` dei dispositivi e delle risorse che ne fanno parte.
1.2 Organizzazione della tesi
Il capitolo 2 offre una panoramica sul paradigma opportunistico in cui de-
scriviamo quali soluzioni sono state elaborate per la risoluzione delle proble-
matiche e alcune sue applicazioni. Il capitolo 3 contiene una descrizione della
struttura del sistema realizzato, motivandone la natura tramite le problema-
tiche affrontate. Il capitolo 4 descrive qual e` il modello matematico realizzato
e quali sono le politiche definite per la costruzione di un sistema dedicato alla
condivisione di servizi non composti. Nel capitolo 5 trattiamo la costruzione
e l’uso di servizi composti per i quali forniamo una definizione formale della
rappresentazione usata. Successivamente presentiamo un’estensione del mo-
dello matematico e delle politiche del capitolo 4 per integrare le composizioni
di servizi all’interno del sistema.
Nel capitolo 6 descriviamo il simulatore TheOne utilizzato per testare
e validare il nostro sistema. Illustriamo quali modifiche sono state fatte al
simulatore per poter rappresentare il nostro sistema. Infine nel capitolo 7
illustriamo i test effettuati tramite il simulatore e motiviamo l’efficacia del
sistema proposto rispetto ad altri sistemi piu` semplici che non sfruttano una
caratterizzazione tramite modello matematico della rete opportunistica. Nel
capitolo 8 descriviamo i risultati ottenuti da questo lavoro di tesi e quali
sviluppi ne possono scaturire.
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Capitolo 2
Stato dell’arte
La realizzazione di sistemi che permettano la gestione automatica della con-
divisione di risorse in una rete di dispositivi mobili fa parte di un ampio
filone di ricerca che da diversi anni si sta sviluppando in diverse direzioni,
alimentate dalla continua evoluzione delle tecnologie nel campo dei dispositivi
personali. L’ambito della computazione opportunistica nasce dalla possibi-
lita` di sfruttare dispositivi sempre piu` ricchi di risorse e sempre piu` diffusi
tra la popolazione.
In questo capitolo vediamo come la ricerca e` arrivata all’elaborazione di
soluzioni di tipo opportunistico per la condivisione di servizi in reti mobili,
partendo dalle problematiche di base trattate dalle reti opportunistiche, per
poi costruire una base fondante per le ricerche piu` recenti applicate alla com-
putazione distribuita.
Il primo passo nella creazione di questo paradigma opportunistico e` stato
la ricerca di soluzioni che permettessero la comunicazione in rete sfruttan-
do la mobilita` dei nodi, invece di considerare la mobilita` come un elemento
negativo.
2.1 Reti opportunistiche
Il concetto di reti opportunistiche nasce come un’evoluzione dal classico pa-
radigma delle reti mobili ad-hoc (MANET) [6] che punta alla definizione di
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sistemi generali per la connettivita` di dispositivi pervasivi.
Nelle reti opportunistiche non esiste alcuna assunzione riguardo all’esi-
stenza di cammini completi tra due nodi che desiderano comunicare, in questo
modo si considerano come validi scenari in cui la rete non e` mai completa-
mente connessa, ma e` partizionata in sottoreti in continua evoluzione.
Nonostante questa mancanza di assunzioni, le soluzioni elaborate in que-
sto campo permettono a coppie di nodi qualsiasi di scambiarsi messaggi, al
costo di un maggior ritardo nelle comunicazioni, sfruttando il modello store,
carry and forward.
Secondo questo modello i nodi intermedi tra mittente e destinatario me-
morizzano i messaggi da inoltrare quando non sono disponibili alternative
che avvicinano la destinazione in attesa di un futuro contatto con un nodo
adatto.
Gran parte degli sforzi della comunita` di ricerca sono stati indirizzati
verso il problema del trasferimento dati, vista la sua grande rilevanza. Suc-
cessivamente forniamo una descrizione degli approcci usati per l’inoltro dati
in reti opportunistiche, per poi parlare degli sviluppi che hanno portato alla
definizione di sistemi per la disseminazione dei dati. Infine descriveremo co-
me e` stato affrontato il problema della sicurezza in questo paradigma e quali
applicazioni sono state concepite e realizzate.
2.1.1 Inoltro dati
La definizione di strategie di inoltro dei dati per reti opportunistiche e` un
problema difficile data l’evoluzione della topologia dei dispositivi dovuta alla
mobilita` e l’assenza di conoscenza a priori sulla direzione di questa evoluzio-
ne.
Se un nodo potesse avere a disposizione questa conoscenza, la scelta del
destinatario di un messaggio diventerebbe piu` agevole, ma ottenere queste
informazioni e` molto difficile e costoso sia per la dimensione e la complessita`
delle informazioni da calcolare, sia per il traffico di rete aggiuntivo generato
dallo scambio di informazioni. Nella definizione di questi modelli deve essere
quindi effettuato un compromesso tra il costo della gestione delle informa-
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zioni e le prestazioni del sistema.
Data la natura sociale dei movimenti degli utenti che possiedono i dispo-
sitivi, le informazioni piu` utili per definire gli algoritmi di inoltro riguardano
il contesto reale in cui si trovano gli utenti e sono le informazioni personali
di chi possiede il dispositivo, come l’indirizzo e il nome dell’azienda in cui
l’utente lavora, le sue abitudini o altro. Grazie a queste informazioni si puo`
costruire un modello che preveda come ogni utente si muova e quali altri
utenti (con i loro dispositivi) incontrera` in futuro.
Sono stati sviluppati diversi algoritmi di inoltro che possono essere ca-
talogati a seconda del tipo di informazioni che usano riguardo al contesto:
esistono algoritmi che evitano di scambiare informazioni e non costruiscono
una conoscenza del contesto (context oblivious), altri che si basano nella loro
interezza sulle informazioni di contesto (context aware) e infine ve ne sono
altri che usano solo delle particolari informazioni di contesto o non basano
l’intero funzionamento su di esse (partially context-aware).
Context oblivious
I meccanismi di inoltro di tipo context oblivious sono variazioni dei meccani-
smi di flooding, con particolari modifiche per limitarne l’impatto sulla rete e
il tempo di creazione delle copie. La linea guida di questo tipo di algoritmo
e` che, non potendo basarsi su alcun tipo di conoscenza, ogni messaggio deve
essere distribuito il piu` possibile in rete, limitando o il numero di copie che
vengono generate ad ogni passo oppure il numero di passi che un messaggio
puo` fare in rete.
Il protocollo piu` famoso di questo tipo adottato nelle reti opportunistiche
e` Epidemic Routing [7]. In questo algoritmo, ogni nodo della rete ha una
lista dei messaggi ricevuti. Ogni coppia di nodi che entra in contatto nella
rete si scambia la lista dei messaggi e richiede all’altro nodo una copia di
ogni messaggio che non possiede. La diffusione dei messaggi viene limitata
assegnando ad ogni messaggio un numero massimo di passi che puo` effettuare
in rete prima di arrivare al destinatario. Ogni messaggio a cui rimane un solo
passo, puo` essere copiato solo dal destinatario finale.
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Altri protocolli sfruttano la caratteristica dei canali di comunicazione ra-
dio di poter trasmettere a tutti i nodi con cui e` in contatto con un singolo
pacchetto (broadcast). Se un nodo deve inviare dei messaggi a diversi nodi
con cui e` in contatto, puo` unirli in un unico pacchetto che raggiunge tutti
i destinatari in un’unica comunicazione eliminando i ritardi dovuti a co-
municazioni ripetute ed effettuando in contemporanea la disseminazione dei
messaggi. Diverse variazioni di questo tipo di tecnica sono descritte in [8].
Un metodo diverso e` quello dello Spray&Wait [9], in cui si tende a limitare
il numero di copie effettuate, rendendolo costante invece di essere dipendente
dal numero di nodi in rete. Lo Spray&Wait e` composto da due fasi: nella
prima (spray) ogni nodo che deve inviare un certo messaggio effettua un nu-
mero predefinito di copie e le distribuisce a dei nodi scelti appositamente.
Una volta che sono state distribuite tutte le copie, inizia la fase di wait in cui
i nodi che hanno ricevuto una copia del messaggio (mittente incluso) atten-
dono di entrare in contatto con il destinatario per effettuare una consegna
diretta.
Questo approccio ha un buon funzionamento soprattutto in reti in cui i
nodi sono molto mobili (come nelle reti veicolari) e quindi hanno maggiori
probabilita` di incontrare il destinatario.
Partially context aware
Gli algoritmi di questo tipo sfruttano delle particolari informazioni di conte-
sto per guidare il loro funzionamento e migliorare le prestazioni nell’inoltro
dei dati.
Un esempio di questo approccio e` Probabilistic ROuting Protocol using
History of Encounter and Transitivity (PROPHET) [10], un’evoluzione di
Epidemic che sfrutta il calcolo di un fattore, in ogni nodo della rete e per
ogni possibile destinatario conosciuto, detto di prevedibilita` di consegna (de-
livery predictability). Rispetto ad un destinatario D, questo valore viene
aumentato ogni volta che il nodo N incontra D, mentre viene gradualmente
diminuito secondo una particolare funzione quando non e` presente un con-
tatto.
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Al calcolo di questo valore viene aggiunta una legge di transitivita`, per
la quale se un nodo N1 ha un alto valore rispetto ad un nodo N2 e lo stesso
accade tra N2 ed N3, allora anche N1 ed N3 avranno reciprocamente un va-
lore alto.
La diffusione dei messaggi in PROPHET e` analoga a quella descritta in
Epidemic, tranne che successivamente allo scambio della lista di messaggi tra
due nodi N1 e N2, i messaggi mancanti vengono richiesti da N1 (e N2) solo
se la prevedibilita` di consegna e` maggiore rispetto a quella di chi possiede il
messaggio.
I valori di prevedibilita` di consegna sono calcolati grazie a scambi duran-
te la fase di consegna delle liste dei messaggi, in questo modo c’e` un ritardo
maggiore nelle fasi di scambio e un aumento del traffico in rete, ma si pos-
sono ottenere prestazioni migliori nella diffusione dei messaggi, dato che la
diffusione avverra` esclusivamente verso nodi con, ad ogni passo, probabilita`
sempre piu` alta di incontrare la destinazione, limitando il numero di copie
diffuse.
L’uso della frequenza di incontro tra i nodi all’interno di una finestra
temporale come informazione di contesto e` comune anche ad altre proposte,
tra cui MV [11] e MaxProp [12], che in aggiunta usano informazioni sulla
frequenza di entrata in certi luoghi di interesse.
In [13], e` stato studiato come anche l’uso della durata dell’ultimo pe-
riodo di disconnessione tra due nodi possa essere utilizzato per costruire
cammini tra mittente e destinazione. Questo tipo di approccio e` stato usato
in Last Encounter Routing [14] e una variazione di Spray&Wait chiamata
Spray&Focus [9], in cui dopo la fase di wait se due nodi si incontrano e uno
dei due ha una copia del messaggio, allora il nodo che da meno tempo e`
disconnesso dalla destinazione prende in consegna il messaggio.
Una proposta che sfrutta la conoscenza sui percorsi di mobilita` degli uten-
ti e` MobySpace Routing [15]. Questo sistema costruisce uno spazio Euclideo
a piu` dimensioni, dove ogni asse rappresenta un possibile contatto tra una
coppia di nodi e la distanza lungo un asse misura la probabilita` che avvenga
quel contatto. Tramite questa rappresentazione si ha che due nodi con un
insieme simile di contatti e che frequentano quei contatti con simile frequenza
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sono vicini nello spazio.
Per inoltrare un messaggio si sceglie il nodo che sia il piu` possibile vicino
alla destinazione nello spazio euclideo.
Un approccio differente e` quello di BubbleRap [16] [17], che usa come
contesto le comunita` sociali a cui i nodi sono piu` frequentemente connessi e
quale ruolo hanno all’interno di tali comunita`. Questa proposta nasce dal-
l’osservazione che per i dispositivi mobili personali, la struttura delle reti a
cui appartengono riflette quella delle reti sociali degli utenti. Per spedire
un messaggio lo si invia verso nodi sempre piu` popolari, cioe` con un nume-
ro maggiore di connessioni sociali finche` ve ne sono disponibili o si riesce a
contattare la destinazione.
Context aware
I metodi che usano a pieno le informazioni di contesto hanno la caratteristica
di fornire meccanismi generali per gestire ed usare tali informazioni, aumen-
tando la generalita` degli algoritmi utilizzati. Rispetto agli algoritmi partially
aware, questi algoritmi forniscono meccanismi generali per gestire e sfruttare
qualsiasi informazione di contesto, e non sono progettati per sfruttarne solo
una particolare classe.
Algoritmi che possono usare un qualsiasi insieme di informazioni di con-
testo, permettono di specializzare il sistema a seconda dell’ambiente su cui
deve operare. Tra le soluzioni di questo tipo proposte in letteratura ne segna-
liamo tre in particolare: Context Aware Routing (CAR) [18], History Based
Opportunistic Routing (HiBOp) [19] [20] e Probabilistic Routing Protocol for
Intermittently Connected Mobile Ad hoc Network (Propicman) [21].
In CAR ogni nodo calcola la propria probabilita` di contattare ogni de-
stinazione conosciuta e scambia periodicamente queste informazioni con gli
altri nodi e crea la propria conoscenza del contesto. Un messaggio viene inol-
trato verso nodi che hanno maggior probabilita` di incontrare il destinatario,
calcolando questi valori secondo diversi attributi come il grado di mobilita`,
il livello di batteria e la frequenza con cui il nodo incontra altri. Una volta
raggiunto il nodo con piu` alta probabilita`, il messaggio viene salvato in attesa
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di incontrare la destinazione o un nodo con maggiore probabilita`.
CAR pero` assume che esista un protocollo di inoltro sottostante di tipo
MANET e non sfrutta le informazini sociali sui nodi, mentre HiBOp e Pro-
picman sono sistemi generali che lavorano in assenza di protocolli di inoltro
aggiuntivi e che sfruttano le informazioni sociali degli utenti che possiedono
i dispositivi.
HiBOp
HiBOp include un insieme di meccanismi per gestire qualsiasi tipo di infor-
mazioni di contesto, puo` essere quindi specializzato per informazioni di tipo
sociale, statistiche di mobilita` o dati personali. I messaggi vengono inoltrati
verso nodi che hanno dati di contesto con valori piu` simili rispetto al nodo
destinatario. Per costruire queste informazioni, i nodi si scambiano le infor-
mazioni di contesto ad ogni contatto, espandendo la propria conoscenza.
In HiBOp i nodi condividono i propri dati (informazioni personali, mo-
vimenti e luoghi di interesse) ad ogni contatto in rete e tramite le informa-
zioni raccolte i nodi costruiscono la conoscenza del contesto che li circonda.
L’inoltro dei messaggi avviene verso nodi che condividono una quantita` di
informazioni di contesto con la destinazione del messaggio sempre maggiore.
HiBOp e` strutturato assumendo che ogni nodo che per ogni nodo ab-
bia memorizzato localmente una tabella di identita` (IT) che contiene le in-
formazioni personali del possessore del dispositivo. Queste tabelle vengono
scambiate durante i contatti e l’insieme delle IT dei vicini rappresentano il
contesto corrente del nodo.
Il contesto corrente viene utilizzato per calcolare una valutazione istan-
tanea, che quindi si basa su chi e` collegato col nodo, dove si trova e dove e`
diretto. Viene inoltre calcolato un secondo valore che coinvolge le abitudini
passate dell’utente.
Le informazioni sul passato sono costruite accumulando le informazioni di
contesto e inserendo ogni attributo apparso nelle IT dei vicini in una tabella
dello storico (HT) a cui viene associato un indice di probabilita` che esprime
la probabilita` di incontrare un nodo con quell’attributo in futuro.
20
Tutte queste informazioni vengono utilizzate per indirizzare l’inoltro dei
dati, richiedendo ai vicini intontrati quanto le loro IT e HT corrispondono
con le informazioni sul destinatario.
Questa corrispondenza viene espressa tramite i valori di probabilita` as-
sociati agli attributi corrispondenti a quelli del destinatario nella IT e nella
HT e questi valori vengono elaborati secondo una media pesata.
Se il nodo incontrato ha un valore di probabilita` piu` alto, il messaggio
viene inoltrato, oppure replicato se il nodo che possiede la copia e` il mittente
della comunicazione.
Propicman
Propicman si basa su informazioni di contesto che descrivono le abitudini
degli utenti su diverse scale temporali (giorni, settimane, mesi) in modo da
poter prevedere il tempo necessario ad un nodo per contattare il destinatario.
Un nodo invia messaggi verso i nodi che possono incontrare il prima possibile
il destinatario basandosi su queste informazioni di contesto.
Gli obiettivi di Propicman sono di distribuire in modo efficiente i mes-
saggi tramite l’analisi di probabilita` dei contatti opportunistici, minimizzare
la quantita` di risorse di rete impegnate nella consegna di ogni messaggio e
massimizzare la percentuale di messaggi che sono consegnati alla destinazio-
ne.
Per ottenere questi obiettivi si sfrutta il calcolo della probabilita` che un
nodo possa incontrare la destinazione, senza usare alcun tipo di conoscen-
za sugli altri nodi della rete ma esclusivamente tramite le informazioni sulle
abitudini del destinatario.
Quando un nodo desidera inviare un messaggio, invia ai propri vicini le
informazioni sul destinatario ed i nodi vicini possono calcolare la probabilita`
di consegnare il messaggio. Per calcolare qusto valore i nodi si basano sulle
informazioni raccolte riguardo le abitudini dell’utente che possiede il dispo-
sitivo e successivamente i vicini inoltrano i dati del destinatario ai loro vicini
che calcolano il loro valore di probabilita`.
Il mittente inviera` una copia del messaggio lungo il cammino formato da
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due nodi che ha la probabilita` piu` alta di arrivare al dispositivo. Il mitten-
te mantiene una copia del messaggio per ripetere l’operazione negli incontri
successivi.
2.1.2 Disseminazione dati
La disseminazione di dati in una rete opportunistica e` il naturale sviluppo
della problematica dell’inoltro di dati tra dispositivi mobili. Un particolare
caso d’uso per le reti opportunistiche e` la condivisione attraverso la rete di
contenuti generati da utenti, basandosi sugli interessi manifestati dagli altri
utenti.
Data la mobilita` dei nodi e le interruzioni nelle connessioni, i nodi interes-
sati a dei contenuti (foto, video, testi) possono anche non conoscere i fornitori
di quei contenuti o semplicemente non avere a disposizione la conoscenza per
trovarli.
L’idea principale per la realizzazione di disseminazioni di dati e` l’unione
di trasferimento opportunistico basato su contesti e replicazione di dati al-
l’interno della rete, visto che entrambi gli approcci permettono di avvicinare
i contenuti ad eventuali nodi interessati.
Un sistema per la disseminazione di dati che segue questa visione e`
ContentPlace [22].
ContentPlace
La struttura di ContentPlace si basa su due assunti principali: gli utenti
della rete devono poter essere raggruppabili a seconda dei contenuti a cui
sono interessati e i movimenti degli utenti in rete sono guidati dalle relazioni
sociali. Sulla base di queste assunzioni, vengono sfruttate le relazioni sociali
per effettuare il trasferimento di dati verso nodi appartenenti a comunita`
interessate ai contenuti.
Per fare cio`, all’incontro tra due nodi (NA, NB), NA copia dei contenuti
di NB (e viceversa), tali che siano d’interesse per altri nodi che NA potrebbe
incontrare a breve e se non sono gia` particolarmente diffusi nella rete a cui
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appartiene NA.
Questo procedimento ricade nel paradigma context aware dato che i no-
di possono definire i loro interessi ed essere raggruppati in base a queste
informazioni. In piu` viene sottolineato l’approccio collaborativo delle reti
opportunistiche, dato che ogni nodo si occupa di trovare contenuti di inte-
resse per gli altri utenti con cui e` raggruppato.
La realizzazione di questo sistema si basa sullo scambio di informazioni
che riguardano i contenuti disponibili localmente ai nodi che entrano in con-
tatto. Successivamente allo scambio, i nodi calcolano un valore di utilita` per
ogni contenuto e copiano quelli con valore di utilita` piu` alto, fino al riem-
pimento del proprio buffer locale, il che puo` provocare la cancellazione di
contenuti gia` presenti ma ritenuti meno utili.
Grazie al fatto che la mobilita` e` guidata dalle relazioni sociali, i contenuti
copiati in locale verranno prima o poi trasportati verso la rete degli utenti
interessati, dove potranno essere distribuiti. In seguito alla distribuzione dei
contenuti, il loro valore di utilita` diminuisce e possono lasciare il posto ad
altri dati da collezionare in altre reti.
Il mantenimento dei dati nella rete viene automaticamente affidato ai
membri piu` stanziali della rete d’interesse (poiche` assegnano un valore di
utilita` piu` basso a contenuti di tipo estraneo alla comunita` a cui appartengo-
no), mentre i nodi che appartengono a piu` reti provvedono a portare nuovi
contenuti d’interesse e distribuirli.
2.1.3 Sicurezza
La problematica della sicurezza e` inerente ai diversi ambienti in cui il paradig-
ma opportunistico puo` essere applicato. Luoghi pubblici (ad esempio posti
di lavoro, mezzi di trasporto pubblici, strade) sono frequentati da un grande
numero di utenti che possono avere ciascuno il ruolo di fornitori di conte-
nuti, consumatori e gestori della connettivita`, cio` rende molto importante
prevenire possibili comportamenti scorretti che in un paradigma cooperativo
possono essere distruttivi per l’intero sistema.
La problematica della privacy e` molto importante, dato che la fiducia che
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gli utenti hanno del sistema determina quanto siano disposti ad impegnare
le proprie risorse e, se non potesse essere fornito alcun mezzo per proteggere
i propri dati personali da usi illeciti, la partecipazione verrebbe sicuramente
meno, rendendo il sistema non funzionante.
Proteggere la privacy degli utenti diventa complesso una volta che nel
sistema vengono utilizzate le informazioni di contesto e come visto nelle pre-
cedenti sezioni, i nodi possono scambiare tra di loro informazioni personali
degli utenti (dati anagrafici, abitudini, relazioni sociali, interessi).
E` possibile applicare delle politiche per il mantenimento della privacy
sfruttando il concetto di comunita` sociali, in cui membri della stessa co-
munita` si fidano reciprocamente e quindi possono scambiarsi i dati in tutta
sicurezza. Per quanto riguarda le comunicazioni con nodi al di fuori della
propria comunita`, di deve fare riferimento ad un sistema crittografico.
Oltre alla protezione dei dati personali degli utenti, si rende necessario
definire soluzioni per preservare il funzionamento della rete da attacchi volti
alla distruzione delle comunicazioni o al furto di dati, quindi nella ricerca nel
campo delle reti opportunistiche ha grande importanza lo studio di tecniche
crittografiche specifiche.
E` stato proposto in [23] un sistema crittografico basato sull’identita` dei
nodi (IBC ) che richiede solo di un generatore di chiavi private affidabile,
mentre le chiavi pubbliche possono essere generate a partire da un identifi-
catore di nodo. Questo tipo di sistema e` stato applicato in [24] con buoni
risultati anche contro attacchi basati su dizionario.
Una proposta per evitare attacchi distruttivi e` l’integrazione di mecca-
nismi che ricompensano comportamenti corretti e puniscono quelli scorretti,
associando ad ogni nodo un punteggio che indica quanto il nodo sia collabo-
rativo rispetto agli altri.
Per quanto riguarda gli attacchi rivolti alle operazioni di inoltro di da-
ti (distruzione di pacchetti, corruzione delle informazione per l’inoltro dei
dati), [24] mostra come i sistemi che sfruttano piu` cammini alternativi per
inoltrare i dati (replicazione dei messaggi), sono sicuri proprio per la proget-
tazione che tiene conto di perdite nella connettivita`, un aspetto base delle
reti opportunistiche.
24
2.1.4 Applicazioni
Nel campo delle reti opportunistiche sonno stati sviluppati alcuni prototipi
di applicazioni, per studiare e dimostrare le potenzialita` di soluzioni oppor-
tunistiche in vari ambiti applicativi.
Una prima applicazione e` Photo-share [25], che permette di condividere
con gli utenti della rete le foto scattate con i propri telefonini, e mostra le
possibilita` derivanti dalla realizzazione di sistemi di disseminazione di dati.
Electronic Triage Tag [25] e` un’applicazione strutturata per gestire le co-
municazioni di gruppi medici che operano in zone colpite da disastri naturali,
fornendo un modo per sfruttare i dispositivi personali dei medici come ponti
di comunicazione per il coordinamento verso un punto centrale non servito
da infrastruttura.
Infine MobiClique [4] e` un’applicazione che permette di estendere le reti
sociali degli utenti con incontri opportunistici. MobiClique fornisce un si-
stema per l’inoltro collaborativo di dati e ha funzionalita` di messaggistica
unicast e multicast.
A MobiClique e` associata un’applicazione per esprimere giudizi rispetto
un argomento (’mi piace’ / ’non mi piace’) ed in modo epidemico i risultati
vengono distribuiti agli utenti che partecipano i quali possono visualizzare i
risultati completi.
2.1.5 Modelli di mobilita`
Lo studio di tecniche di inoltro per la disseminazione di dati in rete oppor-
tunistiche o la valutazione del contesto da usare per effettuare delle scelte
relative a degli utenti dotati di dispositivi mobili deve considerare come que-
sti utenti si muovono nella rete considerate.
La definizione di comunita` sociale si basa sulle abitudini di ogni singolo
utente riguardo i suoi spostamenti e sulle interazioni che stabilisce con altri
utenti che a loro volta si muovono in rete.
Nello studio di queste problematiche, la comunita` scientifica ha avuto la
necessita` di modellare gli spostamenti degli utenti sotto il profilo matematico,
in modo da poterli sfruttare per l’ideazione di nuove tecniche di valutazione
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in grado di simulare scenari reali di comportamento.
I modelli di mobilita` conosciuti si possono dividere nelle seguenti catego-
rie:
• Modelli casuali
• Modelli con dipendenze temporali
• Modelli con dipendenze spaziali
• Modelli per restrizioni geografiche
• Modelli sociali
Modelli casuali
Nei modelli di mobilta` casuali, i nodi si muovono liberamente nello spazio
considerato. La loro velocita`, direzione e destinazione sono definite in ma-
niera casuale. Il modello preso come riferimento per questa categoria e` il
Random Waypoint (RWP), modello riferimento degli studi sulle politiche di
inoltro in reti MANET per la sua semplicita`, introdotto per la prima volta
in [26].
Ogni nodo della rete sceglie una destinazione in maniera casuale in un
punto dello spazio e la raggiunge con una velocita` scelta uniformemente nel-
l’intervallo [0, Vmax]. Vmax dipende dalle caratteristiche del nodo. Arrivato
a destinazione attende un periodo di pausa, anch’esso determinato casual-
mente, per poi ripartire per un’altra destinazione. Tutti i nodi coinvolti
seguono questo paradigma in maniera indipendente fra loro. Alternative al
RWP, sono state trovate nel Random Walk [27] e nel Random Direction [28].
Random Walk, nato per modellare il comportamento delle particelle in
ambito fisico, si puo` considerare un modello RWP senza il tempo di pausa
che un nodo spende dopo essere arrivato a destinazione. Random Direction
differisce da RWP per il fatto che la destinazione e` sempre ubicata sui bordi
dello spazio simulato.
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Modelli con dipendenze temporali
I modelli casuali sono caratterizzati da essere memoryless riguardo i para-
metri di spostamento utilizzati. Velocita` e accelerazione usate non possono
essere scorrelate tra uno spostamento cos`ı come previsto in RWP e nelle sue
varianti. Per questo sono stati studiati modelli di mobilita` che tengono conto
della correlazione fra i parametri di movimento.
Modelli che rientrano in questa categoria sono Gauss-Markov [29] e Smoo-
th Random [30] che per individuare i parametri da usare per un successivo
spostamento tengono conto delle scelte precedentemente prese e dei valori
riscontrati piu` frequentemente dalla mobilita` reale.
Ad esempio Smooth Random determina per ogni nodo un insieme di valori
per la velocita` che piu` frequentemente sono rilevati per il nodo in questione. I
valori presenti in questo insieme avranno piu` alta probabilita` di essere scelti.
Modelli con dipendenze spaziali
Una serie di modelli interessanti sono quelli con dipendenze spaziali in grado
di simulare un buon quantitativo di scenari. La caratterizzazione che li lega
e` il comportamento condiviso per un insieme di nodi, i quali si muovono in
gruppo verso una destinazione.
Un esempio che descrive bene questo concetto e` quello di un plotone
di soldati impegnati su un campo di battaglia. Possiamo ipotizzare che il
gruppo sia comandato da un leader, il quale si muove per primo scegliendo la
destinazione e il resto del plotone lo segua fermandosi nelle vicinanze. Questi
concetti sono espressi dai lavori riguardanti Reference Point Group Mobility
Model (RPGM) [31], Column Mobility Model e Pursue Mobility Model e No-
madic Mobility Model [32].
I concetti espressi da questi modelli non sono generali ma adatti a descrivere
il comportamento dei nodi quando seguono percorsi comuni.
Modelli con restrizioni geografiche
I modelli presentati finora studiano la mobilita` di nodi che si muovono li-
beramente nello spazio considerato. Per studiare meglio la mobilita` reale
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degli utenti coinvolti in una rete opportunistica e` necessario considerare le
caratteristiche dell’ambiente in cui si spostano i nodi. In particolare nodi che
simulano le auto, si sposteranno seguendo le strade, al contrario, simulando i
pedoni il modello puo` considerare che i nodi si possano spostare anche dentro
gli edifici.
Un modo per introdurre dei vincoli geografici e` usare il Pathway Mobility
Model [33] che analizza la mobilta` dei nodi su mappe predefinite. Un altro
modello che appartiene a questo gruppo e` l’Obstacle Mobility Model [34], il
quale analizza il comportamento degli utenti che si muovono in presenza di
ostacoli in grado di precludere la comunicazione. Questo modello e` partico-
larmente indicato per simulare ambienti indoor dove l’attenuazione di segnale
e` un parametro importante da considerare. Come nel caso dei modelli con
dipendenze spaziali, questi modelli non risultano adatti per casi generali, da-
to che ogni valutazione viene istanziata seguendo la mappa dei tragitti o la
presenza di certi ostacoli fissi. Per due mappe diverse, il comportamento dei
nodi puo` risultare diverso, cos`ı come per due simulazioni effettuate in edifici
diversi.
Modelli sociali
Le abitudini di ogni utente durante la propria vita portano alla creazione di
comunita` sociali di cui l’utente ne fa parte. Pensando alla routine quotidiana
di una persona, un utente trascorrera` buona parte della sua giornata sul po-
sto di lavoro e il restante tempo alla sua abitazione. Questa riflessione porta
a categorizzare gli interessi di un utente definendo la sua mobilita` in base
alle sue abitudini reali.
In ambito scientifico sono stati trattati queste considerazioni producendo
lavori come Working Day [35], Community-based Mobility Model (CMM) [36]
e Home-cell Community mobility Model (HCMM) [37].
Working Day considera la tipica giornata lavorativa di un utente, cercan-
do di valutare quali siano le interazioni fra i nodi della rete opportunistica
considerata e come gli utenti si spostino per raggiungere il lavoro e per tor-
nare a casa. Viene presa in considerazione anche la modalita` con la quale gli
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utenti si muovono differenziando se usano l’auto, mezzi pubblici o raggiun-
gono la destinazione a piedi.
CMM e HCMM considerano l’attrazione di un nodo verso una certa co-
munita`. L’attrazione e` definita come relazione con i nodi presenti in certa
posizione dello spazio. Gli spostamenti saranno influenzati dalla forza di
questo valore per una certa comunita` rispetto ad un’altra.
2.2 Computazione opportunistica
Lo sviluppo della ricerca nel campo delle reti opportunistiche ha aperto la
possibilita` di sviluppare nuovi paradigmi per reti di dispositivi mobili etero-
genei, tra cui la condivisione delle risorse presenti nei dispositivi.
La condivisione di risorse all’interno di una rete mobile eterogenea puo`
essere sfruttata per comporre funzionalita` non ottenibili da un singolo nodo
della rete e quindi fornire un insieme molto piu` ricco di possibili funzionalita`.
Una simile visione richiede nuove soluzioni per l’orchestrazione e la gestione
di risorse presenti su dispositivi diversi e per renderne possibile l’uso agli altri
utenti [38].
La chiave per la realizzazione di un sistema di condivisione di risorse e`
determinare come accedere a tali risorse e come poterle combinare in modo
efficiente e sicuro. L’ambito della computazione opportunistica considera la
creazione di sistemi in grado di permettere agli utenti di usare qualsiasi ri-
sorsa messa a disposizione e di comporre risorse in modo opportunistico.
Cos`ı come accade nelle reti opportunistiche, un sistema per la compu-
tazione opportunistica assume che la rete sia dinamica con la topologia in
continuo cambiamento, quindi, per accedere alle risorse presenti su altri di-
spositivi, vengono sfruttati i risultati derivanti dalla ricerca sulle reti oppor-
tunistiche.
Per realizzare un sistema che affronti la problematica dell’eterogeneita`
delle risorse messe a disposizione dagli utenti di una rete opportunistica, si
usa un paradigma basato sul concetto di servizio, cioe` risorse rappresentate
come applicazioni astratte.
Dare una rappresentazione uniforme al software e all’hardware condivisi
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dai dispositivi e` cio` che permette di poter comporre invocazioni per ottenere
servizi ad un livello di astrazione piu` alto, che possono essere a loro volta
condivisi e composti.
La sfida principale derivante dal paradigma opportunistico e` ricavare una
conoscenza sulla disponibilita` dei servizi, sia per quanto riguarda la loro
allocazione sui dispositivi, sia nel capire quando sono disponibili per l’invo-
cazione.
Data la dinamicita` della rete non e` sufficiente conoscere le associazioni
(nodo, servizi messi a disposizione) per ricavare strumenti sull’accessibilita`
delle risorse, ma bisogna considerare come la bassa stabilita` dei contatti in-
fluisce sul processo di invocazione (interruzioni nel trasferimento dati, attese
per la consegna dei risultati) e cio` vale sia per invocazioni di servizi posti su
dispositivi con cui il richiedente entra direttamente in contatto (single-hop),
sia per invocazioni che avvengono grazie all’intermediazione di altri nodi che
permettono il contatto (multi-hop).
Un utente puo` teoricamente sfruttare una grande varieta` di informazioni
di contesto per poter effettuare le invocazioni, ma questa grande ricchezza va
a scontrarsi con la complessita` nella realizzazione di modelli che permettano
di valutare le alternative a disposizione.
E` compito del sistema gestire automaticamente questi aspetti, che sono
fondamentali per rendere l’esperienza dell’utente la migliore possibile.
2.2.1 Composizione servizi
In [39] viene descritto un sistema che permette la ricerca e la composizione
di risorse tramite un’architettura a servizi per reti a connettivita` stabile.
Il sistema proposto include un meccanismo per modellare i servizi uti-
lizzando una rappresentazione della loro semantica ricavata tramite l’uso di
ontologie che definiscono la tassonomia dei servizi tramite una lista di con-
cetti che li descrivono [40]. Per rappresentare le composizioni viene utilizzato
un meccanismo basato sulla teoria dei grafi che permette di collezionare la
conoscenza di contesto sui servizi offerti e tradurla in una struttura che per-
metta di valutare la migliore alternativa da utilizzare. Questa rappresenta-
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zione tramite grafi di servizi e composizioni puo` essere sfruttata nell’ambito
opportunistico e nel nostro lavoro di tesi prendiamo spunto dall’approccio
utilizzato per rappresentare i servizi e permettere la loro composizione auto-
matica e l’associazione delle informazioni di contesto.
Per la gestione delle informazioni di contesto e per la gestione delle ri-
chieste di servizio degli utenti e` stata realizzata una struttura gerarchica dei
dispositivi basata sulla loro capacita` di calcolo e sulle caratteristiche di mo-
bilita`. In base al livello di un dispositivo nella gerarchia, vengono distribuite
le funzionalita` della rete in modo tale da lasciar gestire gli aspetti piu` pesanti
per quanto riguarda calcolo, memorizzazione di dati e gestione del traffico di
rete a nodi piu` potenti e con una presenza piu` stabile in rete.
Rappresentazione servizi
Ogni servizio viene rappresentato tramite un grafo ad un solo elemento con
un arco entrante ed uno uscente in cui al vertice vengono associate informa-
zioni che indicano il tipo di servizio, il tempo previsto di esecuzione e altre
informazioni di contesto (come ad esempio il luogo in cui si trova il suo for-
nitore).
All’arco entrante viene associato il tipo dei parametri di input del servi-
zio e all’arco uscente il tipo del risultato del servizio. Su entrambi gli archi
vengono poi aggiunte informazioni che riguardano caratteristiche sintattiche
dei dati e informazioni sulle possibilita` di trasporto dei dati.
Una richiesta utente viene anch’essa rappresentata come un grafo, che
puo` collegare piu` richieste di servizio. Anch’essa e` caratterizzata da valori
associati al grafo che indicano la semantica, la quantita` di dati da trattare
e altri attributi che indicano le preferenze dell’utente e altre informazioni di
contesto che servono per guidare la risoluzione dei servizi.
Gerarchia di dispositivi
I dispositivi della rete vengono organizzati secondo una gerarchia a quattro
livelli: al livello 0 sono presenti dispositivi specializzati per fornire servizi
(ad esempio stampanti o sensori) che non hanno capacita` di calcolo ma sono
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utilizzate come risorse che vengono rappresentate come servizi ai livelli su-
periori.
I dispositivi al livello 1 sono cellulari o oggetti complessi con buone ca-
pacita` di comunicare in rete e di calcolo. Questi dispositivi possono ospitare
il sistema e offrire supporto per la ricerca di servizi al livello sottostante, ma
non gestire le richieste di servizio che devono essere inviate al livello superio-
re.
Al livello 2 sono inseriti i dispositivi general purpose mobili come com-
puter portatili, tablet e smartphone. A questo livello esiste la possibilita` di
risolvere le richieste di servizio per conto dei livelli piu` bassi, se non ci sono
collegati elementi di livello superiore.
Infine al livello 3 sono inseriti dispositivi fissi con alte capacita` di calco-
lo e risorse collegate, come server o cluster. Questi elaboratori si occupano
di raccogliere informazioni riguardo ai servizi dei livelli inferiori, si offro-
no di elaborare le composizioni tramite aggregazioni dei servizi conosciuti e
orchestrano le invocazioni che compongono i servizi composti.
Richieste di servizio
Le richieste generate dai dispositivi vengono inoltrate piu` in alto possibile
nella gerarchia in modo da poter sfruttare una visione piu` generale della rete e
la maggior potenza degli elaboratori. Se la richiesta viene fatta corrispondere
a servizi conosciuti, essa viene risolta scegliendo l’alternativa migliore secondo
le informazioni di contesto contenute nel grafo del servizio. Invece in caso
contrario si ricercano, tra i nodi visibili nella gerarchia, composizioni di servizi
che forniscano il risultato.
Questo tipo di risoluzione e` multi-hop, dato che dispositivi di basso livello
non possono effettuare invocazioni dirette ma devono affidarsi ai livelli piu`
alti, comunque questo approccio e` efficace dato che i nodi che si occupano
delle richieste sono i piu` ricchi di informazioni e possiedono la connettivita`
piu` stabile, rendendo anche il tempo di risoluzione delle richieste piu` stabili.
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2.2.2 Replicazione servizi
In [41] si affronta la problematica della fornitura di servizi singoli in ambiente
opportunistico, puntando a migliorare le prestazioni del sistema nella riso-
luzione di richieste tramite replicazione delle richieste verso altri fornitori,
valutando la convenienza dell’ulteriore richiesta secondo una valutazione che
si basa su informazioni di contesto sulla mobilita` e il carico della rete che il
richiedente deve ottenere tramite scambi diretti con gli altri nodi.
Nello specifico viene sviluppato un modello analitico dettagliato del pro-
cesso di richieste di servizio tra richiedenti e fornitori. Queste richieste sono
di tipo single-hop, quindi il richiedente puo` invocare il servizio di un fornitore
quando esiste un contatto diretto.
Il processo per la risoluzione di una richiesta inizia con il richiedente che
al contatto con un fornitore di un servizio adatto, invia una richiesta secondo
una politica di replicazione che limita il numero di richieste di effettuare.
Il numero di richieste ottime da inviare viene calcolato tramite il modello
analitico ed e` tale che il valore atteso del tempo di risoluzione della richiesta
(vista come il tempo necessario per ricevere la prima risposta dai fornitori)
sia il minore possibile. Il tempo di risoluzione nel modello analitico e` in-
fluenzato dal carico di richieste a cui sono sottoposti i fornitori, quindi viene
trovata una formula esplicita che, date le informazioni sul servizio, sulla mo-
bilita` dei nodi e sui carichi, determina il numero minimo di richieste oltre il
quale il sistema va in saturazione e non permette di migliorare il tempo di
risoluzione.
Tramite questa politica di replicazione si mostra che il sistema viene utiliz-
zato alla massima efficienza, rimanendo stabile a differenza di altre politiche
che replicano senza considerare il carico.
Il sistema che proponiamo in questo lavoro di tesi estende i concetti visti
per la composizione di servizi e applica un modello analitico finalizzato alla
minimizzazione del tempo di risoluzione di richieste di servizio, diffuse tra-
mite contatti diretti sia tra richiedente e fornitori per servizi singoli, che tra
i singoli passi di composizione per servizi composti.
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Rispetto al lavoro in [39] assumiamo una rete completamente opportuni-
stica, il che richiede di riprogettare molte delle soluzioni proposte. Rispetto
al lavoro in [41] lo scopo della tesi e` proporre un sistema per la selezione
ottimale di servizi (composti e non), implementabile tramite algoritmi distri-
buiti su reti opportunistiche.
Per semplicita`, il sistema proposto in questa tesi non considera la pos-
sibilita` di replicare le richieste di servizio su piu` fornitori. D’altra parte,
il sistema proposto sfrutta un approccio analitico simile a quello adottato
in [41], ma lo utilizza per definire algoritmi distribuiti, non per identificare il
punto ottimo di replicazione, e studiarne le proprieta`.
La generalita` dell’approccio per sfruttare le risorse a disposizione in rete
e` un elemento fondante del nostro lavoro. Desideriamo dare la possibilita` di
costruire diversi sistemi che usino i risultati da noi ottenuti relativi all’analisi
automatica della risoluzione di richieste di servizio e alla gestione autonoma
delle composizioni di servizi.
Questa generalita`, unita alle sfide derivanti dalla rete opportunistica ci
hanno portato a effettuare delle semplificazioni nell’analisi matematica per
ben adattarsi a diversi scenari. In caso si vogliano creare sistemi molto
specifici e` possibile riutilizzare molti dei nostri risultati, reistanziandoli per
migliorare le prestazioni in situazioni particolari.
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Capitolo 3
Struttura del sistema
In questo capitolo descriviamo il sistema che vogliamo realizzare, analizziamo
quali componenti devono essere costruite e qual e` il loro ruolo all’interno del
sistema. Inoltre illustriamo come viene effettuata la risoluzione di richieste
utente nella nostra soluzione e motiviamo la necessita` di utilizzare un mo-
dello matematico come parte integrante del sistema. Infine descriviamo cosa
possiamo costruire a partire dalla modellazione matematica e quali benefici
ne possono trarre gli utenti che fanno parte del sistema.
3.1 Descrizione del sistema
In un ambiente mobile, un utente che desideri utilizzare un’applicazione non
disponibile sul suo dispositivo, puo` creare connessioni con altri dispositivi
nelle vicinanze per verificare se essi hanno messo a disposizione della rete
alcune delle proprie risorse hardware e software.
Dato che i dispositivi si muovono nello spazio, seguendo la mobilita` degli
utenti a cui appartengono, la topologia della rete che connette i dispositivi
cambia continuamente, a causa della perdita di connessioni acquisite e dei
nuovi contatti.
Quando un utente vuole effettuare un accesso ad una risorsa messa in
condivisione da un altro nodo, puo` consultare le informazioni reperite duran-
te i contatti precedenti per individuare le risorse corrispondenti alla richiesta
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e di tutti i dispositivi che forniscono tali risorse.
Smartphone, computer portatili e dispositivi veicolari sono caratterizzati
da capacita` computazionali molto differenti. Le risorse che possono rendere
accessibili riflettono la tipologia del dispositivo, infatti una risorsa condivisa
puo` consistere nell’accesso a particolari dispositivi hardware, come i sensori
di un veicolo o il modulo GPS in un telefono cellulare. Un dispositivo puo`
mettere a disposizione risorse hardware, oppure l’accesso ad altre risorse di-
sponibili, come l’uso di una connessione alla rete Internet.
In una rete opportunistica i dispositivi mobili possono essere, quindi, mol-
to differenti tra loro, per la loro natura sia hardware che software e questo si
riflette anche nel diverso uso che ne fanno gli utenti a cui appartengono. Nel-
la rete possono essere presenti dispositivi che soddisfano una richiesta molto
piu` efficientemente di altri, ma che non sono connessi al momento della crea-
zione della stessa.
In alcuni casi e` quindi conveniente per un utente aspettare che un certo
dispositivo torni nel raggio di connessione per affidargli una richiesta, invece
di contattare immediatamente uno dei dispositivi attualmente in contatto.
Una tale valutazione deve basarsi sulla conoscenza della mobilita` dei nodi
della rete e della capacita` computazionale dei dispositivi.
Per poter scegliere il nodo a cui sottomettere la richiesta di servizio, un
utente puo` affidarsi a diverse metriche di valutazione, delegando il compito ad
un supporto software. Un supporto di questo tipo puo` sfruttare un modello
di valutazione delle alternative disponibili che utilizzi informazioni raccolte
tramite comunicazioni con i nodi della rete per costruire una collezione di
conoscenza.
3.1.1 Struttura di un sistema di risoluzione di servizi
Un sistema che implementi politiche automatizzate di scelta deve sfruttare la
conoscenza dei nodi della rete per poter esprimere una valutazione. Ogni va-
lutazione ha necessita` di utilizzare la rappresentazione di un particolare livello
di dettaglio delle caratteristiche della rete e dei servizi. L’implementazione
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di una metrica di valutazione deve quindi riflettersi nell’implementazione di
un sistema di acquisizione e elaborazione della conoscenza sulla rete.
Per poter costruire uno strato di supporto all’utente che si occupi di
eseguire servizi in una rete opportunistica e che valuti le alternative a di-
sposizione, e` necessario implementare diverse componenti e definire quindi le
diverse entita` che hanno un ruolo nel sistema.
La Figura 3.1 illustra le componenti da implementare in ogni nodo della rete
sono:
Algoritmo di
gestione
richieste
Modello di 
valutazione
Algoritmo di
gestione 
eventi
Strato di gestione
di rete
Utente / Applicazione
Collezione conoscenza
Sistema nel dispositivo utente
Definizione
parametri
Aggiornamento
valori
Invio richiesta
Risultato
servizio
Richiesta
valutazione Notifica
eventi
Richiesta 
parametri
Dispositivi in rete
Trasmissione
conoscenza
Rilevazione
eventi
Risoluzione richiesta
Risultato servizio
Popolazione
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Definizione
eventi
Risultato
valutazione
Figura 3.1: Componenti che compongono il supporto utente
• Un algoritmo di gestione e risoluzione delle richieste provenienti dall’u-
tente
• Un modello di valutazione che definisca opportune metriche per l’analisi
delle alternative disponibili per la risoluzione di una richiesta.
• Un algoritmo che gestisca le comunicazioni con la rete opportunistica,
che diffonda la conoscenza a disposizione e che rilevi gli eventi che pos-
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sono influire sulle metriche di valutazione e sulla gestione delle richieste
di servizio.
Algoritmo di gestione delle richieste
La componente di gestione delle richieste si occupa di interfacciarsi con l’uten-
te o con le applicazioni contenute nel dispositivo e ha il compito di accettare
le richieste di servizio ed individuare la migliore alternativa disponibile in
rete. Per fare cio` deve consultare il modello di valutazione per ricavare le
alternative di servizio a disposizione nella rete per la risoluzione della richie-
sta.
Dopo aver richiesto una valutazione il gestore delle richieste ottiene un’in-
dicazione dell’efficacia di ogni alternativa conosciuta secondo le metriche di
valutazione implementate. Tramite i risultati della valutazione, il gestore
delle richieste applica una politica per determinare come risolvere la richie-
sta in rete.
Una politica di gestione delle richieste sfrutta il modulo di valutazione e
le rilevazioni degli eventi di rete per risolvere una richiesta di servizio cer-
cando di ottimizzare una particolare metrica. Le metriche che deve avere a
disposizione il gestore delle richieste sono funzioni di classificazione che, a
partire dalle caratteristiche dei servizi e dei fornitori ricavate dal modello di
valutazione, consentono di confrontare le alternative ed esprimere una prefe-
renza secondo particolari criteri.
Uno stesso gestore di richieste puo` implementare una o piu` politiche tra
cui l’utente puo` scegliere quella a cui e` interessato, oppure a seconda di par-
ticolari condizioni della rete, il gestore stesso puo` scegliere quale utilizzare.
Una caratteristica fondamentale di un simile sistema applicato alle reti
opportunistiche e` che vengono coinvolti nelle valutazioni anche nodi tempo-
raneamente disconnessi dalla rete. Cio` permette di valutare servizi che sono
ospitati su dispositivi disconnessi dal richiedente, con la possibilita` di essere
indicati come destinatari della richiesta utente.
In tal caso il gestore delle richieste deve attendere che il fornitore del ser-
vizio torni in contatto prima di poter inviare la richiesta, ponendo un periodo
38
di tempo potenzialmente rilevante tra valutazione dei fornitori e invio della
richiesta. In questo periodo a causa della dinamicita` della rete e degli scambi
di informazioni con altri nodi che entrano in contatto la valutazione delle
alternative puo` essere effettuata nuovamente.
Il ruolo dell’algoritmo di gestione delle richieste si puo` quindi riassumere
nell’applicazione di politiche alle richieste di servizio provenienti dall’utente,
ottimizzandone l’esecuzione secondo una metrica. Per fare cio` l’algoritmo ef-
fettua una o piu` valutazioni delle alternative di servizio conosciute usando il
modello di valutazione e rileva i cambiamenti dello stato tramite le notifiche
provenienti dall’algoritmo di gestione degli eventi di rete.
Modello di valutazione
Il modello di valutazione ha il compito di valutare la risoluzione di una ri-
chiesta mediante un particolare servizio remoto offerto da un nodo della rete.
Tale valutazione viene effettuata secondo una metrica definita all’interno del
modello ed utilizza la conoscenza che il dispositivo ha della rete opportuni-
stica.
Questo procedimento puo` essere visto come l’applicazione di un insieme
di parametri ad una funzione, in cui i parametri sono ricavati dalla cono-
scenza accumulata dal dispositivo e la funzione e` una metrica su cui si fonda
il modello. Il risultato della funzione deve essere un insieme di valori che
permettono di ordinare le alternative di servizio secondo la metrica richiesta.
La definizione dei parametri necessari alla valutazione ha un impatto sul-
le caratteristiche dell’intero sistema, infatti la costruzione della conoscenza
mantenuta in locale deve essere effettuata tramite la rilevazione di eventi di
rete e lo scambio di informazioni con gli altri nodi. Cio` implica che l’algorit-
mo di gestione degli eventi deve monitorare tutto cio` che abbia una rilevanza
per la valutazione e deve fornire aggiornamenti della conoscenza in linea con
le rilevazioni.
La definizione della funzione di valutazione e` invece strettamente legata
alle politiche di gestione delle richieste, dato che il modello di valutazione
deve fornire tutte le informazioni necessarie per poter applicare almeno una
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politica.
Il modello di valutazione e` l’unico elemento del sistema che non ha rappor-
ti diretti ne` con la rete opportunistica, ne` con l’utente, dato che il suo ruolo
e` esclusivamente quello di ricavare delle informazioni dalla rappresentazione
della conoscenza costruita in locale della rete opportunistica. L’elemento che
si occupa di costruire questa conoscenza e` l’algoritmo di gestione degli eventi.
Algoritmo di gestione eventi
L’algoritmo di gestione degli eventi ha il compito di monitorare il sistema
locale e remoto per rilevare eventi che hanno influenza sulla gestione delle
richieste o sulla rappresentazione dello stato della rete e gestirli in modo tale
da notificare le parti del sistema coinvolte dall’evento e aggiornarne le rap-
presentazioni di stato. La tipologia degli eventi da monitorare e` definita sia
dai parametri necessari al modello di valutazione che dalle politiche all’inter-
no dell’algoritmo di gestione delle richieste.
L’aggiornamento della conoscenza locale del dispositivo puo` comportare
la necessita` di scambiare informazioni con gli altri nodi della rete opportuni-
stica, anche per permettere ad altri nodi di aggiornare la loro conoscenza.
Per comunicare con gli altri nodi della rete, l’algoritmo di gestione de-
gli eventi si rapporta con lo strato di gestione della rete opportunistica, che
gestisce i dati da scambiare con gli altri nodi della rete e si interfaccia con
l’hardware di rete del dispositivo, permettendo le comunicazioni all’interno
della rete opportunistica.
Le tre componenti principali del sistema sono strettamente dipendenti tra
loro, non solo quanto riguarda le interazioni che avvengono nella risoluzione
di una richiesta, ma anche per la definizione della rappresentazione degli ele-
menti della rete opportunistica da mantenere nella collezione di conoscenza.
La rappresentazione delle entita` influisce su tutte e tre le componenti, dato
che il gestore degli eventi di rete deve raccogliere la conoscenza necessaria
per formare la rappresentazione e le altre due componenti usano tali informa-
zioni per valutare le alternative di risoluzione di servizio e per l’assegnazione
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delle richieste ai fornitori. La definizione degli eventi di rete da rilevare e`
invece determinata dal tipo di politica usata e dal tipo di aggiornamento
delle informazioni che si vuole attuare, quindi i problemi di rappresentazione
delle entita` e di definizione degli eventi da gestire devono essere affrontati
contestualmente alla realizzazione delle componenti di sistema.
3.1.2 Realizzazione del supporto utente
La definizione delle tre parti descritte precedentemente, l’algoritmo di ge-
stione delle richieste, il modello di valutazione e l’algoritmo di gestione degli
eventi, compone, insieme alla rappresentazione degli eventi e delle entita`, la
realizzazione del sistema di supporto all’utente.
Nella precedente sezione abbiamo mostrato come esista una forte dipen-
denza tra tutti questi elementi e che quindi l’implementazione di una sotto-
componente deve tenere conto di come sono realizzate le altre e di quale
rappresentazione della conoscenza ha a disposizione.
La scelta degli eventi da gestire e` fortemente influenzata dalla politica di
risoluzione delle richieste di servizio. Si possono identificare due tipologie di
eventi rilevanti per il sistema: eventi di modifica della conoscenza o eventi di
trasporto dati. Per modifica della conoscenza si intende sia la rilevazione di
un cambiamento di stato della rete, come la perdita o l’acquisizione di una
connessione, sia la ricezione di nuove informazioni inviate da altri membri
della rete opportunistica, come la modifica della topologia della rete non vi-
sibile dal dispositivo locale o statistiche che descrivono lo stato dei singoli
dispositivi.
Per eventi di trasporto dati si intende la gestione dell’invio o della rice-
zione di dati (richieste di servizio e i loro risultati) da e verso i nodi della
rete opportunistica.
La gestione degli eventi di trasporto dati deve essere effettuata per con-
sentire il funzionamento del sistema. Questi eventi possono non avere alcuna
influenza sulla valutazione delle alternative a seconda della complessita` del
modello mentre, nel caso di politiche che dipendono da valutazioni del traf-
fico di rete in entrata e in uscita dal dispositivo, la gestione dovra` includere
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un aggiornamento della conoscenza a disposizione del sistema.
In Figura 3.2 viene descritto qual e` il possibile effetto dovuto alla rilevazione
Algoritmo di
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gestione 
eventi
Strato di gestione
di rete
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valutazione
Notifica
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Dispositivi in rete
Trasmissione dati
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Implementazione complessa
Invio richiesta
Figura 3.2: Interazioni nella gestione degli eventi
di un evento. Se un evento e` tra quelli rilevanti per il sistema deve essere
almeno notificato all’algoritmo di gestione delle richieste, che puo` decidere
autonomamente come trattare le informazioni derivanti dall’evento. La sem-
plice notifica dell’evento e` il comportamento base che un sistema deve avere
per un evento rilevante.
Altri eventi possono richiedere una gestione molto piu` complessa che coin-
volge tutte le componenti, come detto in precedenza nel caso di eventi di
modifica della conoscenza.
La dipendenza tra il sistema da implementare e le caratteristiche del siste-
ma realizzato si riflette anche nella rappresentazione sia dei servizi disponibili
e dei dispositivi che li forniscono. La rappresentazione deve essere tale da
poter effettuare la valutazione delle alternative, dato che le associazioni (ser-
vizio, dispositivo) sono i parametri minimi per una valutazione.
Cos`ı come per la gestione degli eventi, la complessita` delle politiche e del
modello di valutazione influiscono sulla complessita` necessaria nella rappre-
sentazione delle entita` della rete. I parametri richiesti dal modello di valu-
tazione condizionano il tipo di conoscenza che deve essere ottenuta per ogni
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entita`, con una ricchezza di informazioni che cresce aumentando la comples-
sita` del modello di valutazione. Allo stesso modo le informazioni necessarie
alla valutazione influiscono sulla complessita` dell’algoritmo di gestione degli
eventi che deve popolare la conoscenza della rete.
La scelta delle informazioni da associare a servizi e dispositivi e la loro or-
ganizzazione nel sistema deve essere molto oculata per ridurre il piu` possibile
la necessita` di scambiare dati con la rete e la complessita` delle valutazioni.
3.1.3 Conseguenze della rappresentazione delle entita`
Le entita` che richiedono una rappresentazione all’interno del supporto utente
sono i dispositivi presenti nella rete opportunistica e i servizi messi a dispo-
sizione dagli utenti.
La rappresentazione che viene creata per queste entita` deve rendere possi-
bile la definizione degli eventi rilevanti di rete e la valutazione delle alternative
di risoluzione delle richieste.
Il tipo di politica e di valutazione realizzate dal sistema definiscono i
parametri da ottenere dalle rappresentazioni e gli eventi che possono essere
influenti. Queste definizioni determinano la conoscenza minima che il sup-
porto deve ottenere per poter risolvere correttamente le richieste di servizio.
La complessita` dell’implementazione si riflette sulla ricchezza di informazioni
necessaria.
E´ possibile vedere in Figura 3.3 come per politiche molto semplici e` pos-
sibile dare una rappresentazione molto astratta delle entita` di rete e gestire
la politica di risoluzione con un numero minimo di eventi.
La politica random prevede, al momento della richiesta da parte dell’uten-
te, che venga scelto un qualsiasi servizio conosciuto che soddisfi la richiesta,
sia che il nodo fornitore del servizio sia in quel momento connesso o me-
no. In questo caso la valutazione coincide esclusivamente con il controllo di
compatibilita` del servizio con la richiesta e la successiva interrogazione del
dispositivo fornitore al momento del contatto successivo. Le entita` coinvol-
te da questa scelta sono semplicemente le coppie (servizio, fornitore) di cui
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Figura 3.3: Rappresentazione per politiche random e first
il dispositivo ha avuto conoscenza e quindi gli unici eventi che hanno una
rilevanza per la politica di gestione delle richieste sono quelle che modifica-
no la lista dei servizi e dei fornitori conosciuti. Date le caratteristiche della
politica, la scelta della coppia (servizio, fornitore) avviene definitivamente
al momento della richiesta e la ricezione degli eventi puo` solo modificare il
risultato di future valutazioni.
L’estrema semplicita` di questa politica permette di costruire un sistema
che usa poche risorse, ma se si volesse effettuare una gestione che punti a
migliorare alcuni aspetti della risoluzione delle richieste, la complessita` degli
algoritmi e la ricchezza della rappresentazione non puo` che aumentare.
Un primo esempio si ha con una politica (chiamata first) che punti ad uti-
lizzare alternative di servizio per cui il fornitore e` connesso con il richiedente,
oppure nel caso non vi siano fornitori momentaneamente connessi, sceglie il
primo che torni in contatto.
In figura 3.3 si puo` vedere come la politica first richieda di rappresentare
uno stato di connessione per ogni dispositivo che offre un servizio, in mo-
do tale da permettere al modello di valutazione di riconoscere le alternative
migliori. Inoltre acquista rilevanza l’evento di avvenuta connessione di un
nodo gia` conosciuto, dato che se il gestore delle richieste e` rimasto in attesa
dopo la valutazione, puo` inoltre la richiesta a quel dispositivo se fornisce un
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servizio adatto.
La politica di tipo first punta a mantenere al minimo il tempo di attesa
per l’invio di una richiesta di servizio ed e` un esempio di politica che punta
ad ottenere un obiettivo secondario rilevante per l’utente oltre alla semplice
esecuzione del servizio. Questa politica non prende pero` in considerazioni le
fasi successive della risoluzione della richiesta e con la realizzazione proposta
in questo lavoro di tesi estendiamo la valutazione del tempo di risoluzione,
considerandolo nella sua interezza.
3.2 Caratteristiche del sistema proposto
Il modello che presentiamo in questo lavoro di tesi ha l’obiettivo di permet-
tere ad un utente od un’applicazione che fa parte della rete opportunistica
di utilizzare servizi locali o remoti in modo totalmente trasparente alle ca-
ratteristiche di mobilita` dei dispositivi, permettendo di sfruttare in modo
automatico tra le alternative disponibili, quelle che con piu` alta probabilita`
forniscano l’esecuzione valutata come piu` efficiente.
La finalita` del livello di supporto implementato e` la gestione automatica
della risoluzione delle richeste di servizio dell’utente. Alla ricezione di una
richiesta si utilizza il modello matematico di valutazione che consente di ela-
borare, tramite la conoscenza raccolta, le possibili alternative di servizio.
Questa valutazione non deve sfruttare la conoscenza dello stato globale della
rete, infatti visto che la mobilita` tra nodi rende instabili le connessioni che
si formano, la conoscenza globale della rete non e` realisticamente possibile
da ottenere. Il modello che viene realizzato formula previsioni sul tempo
necessario a soddisfare le richieste di servizio degli utenti utilizzando infor-
mazioni costruite in locale o provenienti da nodi con cui il richiedente entra
direttamente in contatto.
Il modello costruito si basa su distribuzioni di probabilita` che descrivono
le fasi di risoluzione di una qualsiasi richiesta a partire dalle rilevazioni locali
effettuate da ogni nodo incontrato sullo stato della rete. La realizzazione del
modello di valutazione deve pero` essere accompagnata da algoritmi distri-
buiti per la raccolta e la gestione della conoscenza necessaria per attuare le
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rilevazioni degli eventi e per elaborarli in tempo reale.
Una volta definita la rappresentazione delle entita` che fanno parte del
sistema, ed individuati gli eventi rilevanti all’esecuzione di servizi, e` possibile
realizzare degli algoritmi che permettano di risolvere una richiesta di servi-
zio tramite la composizione di piu` servizi presenti in rete, anche su fornitori
diversi.E` infatti possibile, basandosi sempre sulla conoscenza raccolta in loca-
le, valutare le performance di servizi, sia atomici che composti, riconducendo
quest’ultimo caso ad una successione di esecuzioni atomiche sequenziali o
parallele, in modo da espandere ulteriormente l’insieme di alternative tra cui
e` possibile scegliere.
3.2.1 Rappresentazione delle entita`
Una rete opportunistica e` formata dai dispositivi che appartengono agli uten-
ti. Questi dispositivi possono fungere sia da terminali per la ricerca di servizi
in rete, sia da fornitori di servizi in rete, qualunque siano le loro caratteristi-
che hardware.
I servizi della stessa tipologia possono essere molto diversi tra loro, da-
to il diverso peso che possono avere computazione e accesso alle periferiche,
quindi il tempo di esecuzione in locale di un servizio e` determinato in mo-
do indissolubile dall’hardware del dispositivo e dal software o risorsa offerta
dall’utente.
La base per costruire una rappresentazione dei servizi e` la definizione di
un metodo per confrontare la richiesta di un utente con i servizi conosciuti.
In tal modo e` possibile trovare quali servizi possono essere utilizzati per ri-
solvere una richiesta.
Ad esempio, un utente (che chiamiamo seeker) puo` richiedere la com-
pressione di un file video grezzo. Diversi nodi della rete possono avere a
disposizione un software di compressione video esposto come servizio nella
rete opportunistica (questi nodi li chiamiamo provider).
In Figura 3.4 vediamo un possibile scenario per questo esempio in cui
il nodo N1 della rete e` il seeker, che conosce altri tre nodi N2, N3, N4, con
ognuno che espone un servizio di compressione video, chiamati rispettivamen-
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Figura 3.4: Esempio di valutazione servizi alternativi
te S1, S2, S3, diversi per quanto riguarda il tipo di encoding che effettuano e
per il formato del video compresso.
Il sistema all’interno di N1 dovrebbe individuare questa corrispondenza
tra la richiesta e i servizi offerti, ignorando il formato video offerto dai servizi
dato che non e` rilevante.
La richiesta di un utente puo` essere vista come l’indicazione di un tipo di
output desiderato a partire da un particolare tipo di input. Sia per il servizio
che per la richiesta, il tipo di input e output non devono essere intesi come
definizioni sintattiche dipendenti dall’implementazione del servizio, ma sono
la rappresentazione della trasformazione semantica dall’input del servizio al
risultato fornito.
Nell’esempio in Figura 3.4, la richiesta dell’utente puo` essere soddisfatta
da ognuno dei tre servizi disponibili dato che l’input necessario per l’uso di
ogni servizio e` un file video grezzo, mentre l’output e` un file video compresso
in un formato particolare, il che e` compatibile con la richiesta dell’utente di
un file video compresso in un formato qualsiasi.
Con questo approccio e` possibile per gli utenti effettuare richieste per ser-
vizi esprimendosi astrattamente, in modo da essere molto vicini al linguaggio
usato da un utente, effettuando un’astrazione rispetto alla tipologia di hard-
ware del device e l’implementazione dei servizi.
La caratterizzazione astratta dei servizi puo` anche essere utile ad un nodo
per poter comporre servizi conosciuti per risolvere le richieste. Ad esempio
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Figura 3.5: Esempio di composizione di servizi
(Figura 3.5) per ottenere un servizio che da un file video grezzo fornisca la
traccia audio e la traccia video compresse separatamente, un nodo puo` affi-
darsi ad un servizio unico posto su un singolo nodo (N2) oppure a due servizi
separati (S2, S3) che possono trovarsi su due nodi diversi (N3, N4), uno che
si occupa di estrarre e comprimere la traccia audio, mentre l’altro effettua
l’encoding della traccia video.
Questi servizi composti possono essere individuati dal nodo stesso che crea
la richiesta, combinando i servizi conosciuti, oppure possono essere esposti
da altri nodi, mascherando le chiamate in rete che compongono il servizio
ed esponendole come un unico servizio eseguito in locale sul fornitore. Nel
primo caso il richiedente si occupa autonomamente di decidere quali sono le
composizioni piu` convenienti, mentre nel secondo caso la valutazione dell’ef-
ficacia delle composizioni viene effettuata da chi pubblica il servizio, senza
che il richiedente possa controllarne la struttura.
L’ultima soluzione puo` rendere piu` facile la valutazione delle alternative
ma non permette al sistema del richiedente di utilizzare le composizioni co-
nosciute autonomamente per minimizzare il tempo di esecuzione.
3.2.2 Conoscenza da costruire
Nella costruzione di servizi composti, diventa evidente il problema della co-
noscenza che possiede ogni nodo della rete, infatti, nel caso piu` favorevole
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per l’utente, il dispositivo dovrebbe avere una conoscenza sempre aggiornata
e globale della rete opportunistica. Cio` permetterebbe di costruire servizi
composti su nodi non accessibili direttamente, o utilizzare servizi con altri
nodi che si occupino del trasferimento alla destinazione (contatto multi-hop).
Nella realta` per sfruttare un contatto multi-hop e` necessario ottenere delle
informazioni non disponibili in locale e che devono essere costruite, aggior-
nate e trasmesse da altri nodi della rete, quindi meno affidabili e attuali.
Ad esempio in Figura 3.6 e` possibile osservare come un nodo (colorato in
scuro) possa avere conoscenza dello stato dei nodi con cui entra in contatto
(collegati con linee continue), accumulandola in locale, ma non puo` conosce-
re come si relazionano tra loro i nodi vicini senza che loro forniscano tale
conoscenza.
Una conoscenza allargata permetterebbe di sfruttare piu` servizi e di com-
Conoscenza ottenibile in locale
Conoscenza ottenibile dai vicini
Conoscenza globale
Figura 3.6: Visibilita` dei collegamenti in rete
prendere meglio le dinamiche della rete, ma una conoscenza costruita tramite
rilevazioni locali e` sicuramente piu` affidabile e coerente con la realta`. Capire
come evolve lo stato dei nodi della rete e` necessario per poter costruire un
modello che permetta di analizzare l’invocazione di un servizio in remoto e
di trovare algoritmi efficienti e corretti per la valutazione delle migliori op-
portunita`.
Per sfruttare in modo opportunistico le risorse disponibili sui vari nodi
dell’ambiente (rappresentati come servizi o componenti di servizi), e` neces-
sario considerare vari aspetti ed operazioni. Anche nel caso piu` semplice in
cui non si consideri la composizione di servizi (problema che viene comun-
que trattato nella tesi, si veda il capitolo 5), un seeker ha bisogno di trovare
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un nodo provider adatto, trasferire i dati di input, attendere che esso abbia
terminato l’esecuzione del servizio e trasferire i dati di output. Nel resto di
questa sezione vengono presentati brevemente questi aspetti e le problemati-
che relative, che sono alla base delle soluzioni modellistiche ed algoritmiche
proposte e valutate nell’ambito della tesi.
3.2.3 Modello di valutazione e politiche di risoluzione
La definizione di politiche per risolvere le richieste degli utenti deve utilizza-
re meccanismi per ricavare le alternative disponibili dalla conoscenza locale,
per poi applicare una funzione di valutazione che evidenzi la migliore. Per
costruire una previsione sullo stato della rete e su come una richiesta di ser-
vizio possa essere eseguita, e` necessario creare delle misure con cui valutare
le alternative a partire da uno stato della rete conosciuto dall’utente.
La costruzione dello stato della rete puo` essere effettuata tramite rileva-
zioni statistiche, in modo da costruire un modello probabilistico che consenta
di ottenere una previsione sul tempo di risoluzione della richiesta, in modo
da poter caratterizzare allo stesso modo tutte le alternative disponibili all’u-
tente e poterle confrontare.
Dalla variabile aleatoria che descriva il tempo di risoluzione della richiesta,
si possono derivare due misure utilizzabili nelle politiche di esecuzione:
• Dal valore atteso della variabile ricaviamo una stima del tempo atteso
totale di esecuzione dei servizi, che consenta di scegliere l’alternativa
con il minor valore atteso.
• Usando valore atteso e varianza possiamo ricavare un’approssimazione
della distribuzione di probabilita` del tempo di esecuzione, che consente
di individuare il servizio che con maggior probabilita` terminera` entro
un istante di tempo fissato dal richiedente.
Queste due misure dipendono dalla conoscenza del richiedente e dato il rapi-
do mutare dello stato della rete opportunistica, tali misure dovranno essere
aggiornate dinamicamente in base alle rilevazioni riscontrate durante i con-
tatti opportunistici.
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A causa delle disconnessioni nella rete, spesso non e` possibile risolvere
una richiesta al momento della sua generazione, e` quindi possibile che la
valutazione effettuata al momento della generazione di una richiesta ven-
ga modificata al momento del contatto del provider scelto o di altri provider
poiche` lo stato della rete puo` essere mutato anche in modo da alterare la scel-
ta tra le alternative di servizio.E` quindi necessario adottare una soluzione di
stima dinamica: la valutazione dei provider al momento della generazione
della richiesta non viene fissata definitivamente, ma viene aggiornata ogni
volta che cambiano le statistiche relative ai provider coinvolti nella valuta-
zione fino a quando non avviene il contatto con il provider scelto, iniziando
con il trasferimento dei dati.
Nell’algoritmo 3.1 definiamo il comportamento generale di un nodo al mo-
Algoritmo 3.1 Gestione creazione di una richiesta
1: Q : Richiesta di servizio
2: N0 : Nodo su cui viene creata la richiesta
3: Lr : Lista richieste in valutazione di N0
4: Lnodi=nodiConServizio(Q)
5: minNodo = argminN{V alutazione(N,Q)|N ∈ Lnodi}
6: if N0 connesso con minNodo then
7: assegnaRichiesta(Q,minNodo)
8: else
9: Lr = Lr ∪Q
10: end if
mento della creazione di una richiesta da parte di un utente: una volta trovati
i servizi che possono soddisfare la richiesta e i nodi che li offrono, si effettua
una valutazione di tutte le alternative disponibili (riga 5) e, se il nodo scelto
e` in contatto, si fissa la decisione in modo definitivo (riga 7), altrimenti la
valutazione viene sospesa (riga 9) fino al momento in cui il nodo scelto entra
in contatto.
Una valutazione che e` stata sospesa viene aggiornata ad ogni nuovo scam-
bio di conoscenza tra seeker e i provider coinvolti, in modo tale che se venisse
scelto un altro nodo attualmente in contatto, si procederebbe ad assegnargli
la richiesta di servizio.
Ogni aggiornamento delle statistiche provoca la modifica delle valutazio-
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ni, ma e` possibile usare la presenza di un contatto per ulteriori assunzioni
sulle fasi di esecuzione. Ad esempio, ogni nuovo contatto di un nodo con un
provider provoca necessariamente un cambio di valutazione per tutte le ri-
chieste in cui il provider e` coinvolto (Algoritmo 3.2) e permette di scambiare
la conoscenza ottenuta dai due nodi (riga 4).
Ogni aggiornamento delle valutazioni dovuto al cambiamento dello stato
di un provider, puo` provocare l’assegnamento definitivo di una richiesta ad
un provider in contatto che non e` necessariamente il nodo che ha provocato
l’aggiornamento delle valutazioni (riga 9).
La creazione delle funzioni di valutazione (Valutazione(N,Q), riga 8 del-
Algoritmo 3.2 Gestione contatto tra due nodi
1: N0 : Nodo su cui viene rilevato il contatto
2: Lr : Lista richieste in valutazione di N0
3: Ni : Nodo entrato in contatto con N0
4: ScambioConoscenza(N0, Ni)
5: for all Q ∈ Lr do
6: Lnodi=nodiConServizio(Q)
7: if Ni ∈ Lnodi then
8: minNodo = argminN{V alutazione(N,Q)|N ∈ Lnodi}
9: if N0 connesso con minNodo then
10: assegnaRichiesta(Q,minNodo)
11: else
12: Lr = Lr ∪Q
13: end if
14: end if
15: end for
l’algoritmo) delle alternative dipende totalmente da come si caratterizza la
variabile aleatoria del tempo di risoluzione delle richieste all’interno del mo-
dello matematico. La caratterizzazione si deve basare sull’intero ciclo di vita
di una richiesta e rispecchiare come la natura del sistema influenza le relazioni
tra i nodi.
52
3.2.4 Attesa del fornitore
Dopo che un utente ha effettuato una richiesta sul proprio dispositivo e viene
individuato un servizio corrispondente, il seeker deve contattare il dispositivo
che lo fornisce, il quale potrebbe essere momentaneamente non raggiungibile;
la durata di questo periodo di attesa dipende dal tipo di mobilita` degli utenti
e descrivere qual e` l’intervallo piu` probabile di tempo prima della prossima
connessione si traduce nel ricavare il valore atteso di una variabile aleatoria
(TIC) che rappresenta la durata del periodo di disconnessione o di intercon-
tatto.
E` stato provato sperimentalmente che la mobilita` umana e` descrivibile
da periodi di intercontatto (e di contatto (TC) quando esiste una connes-
sione) che, in vari scenari rilevanti per le reti opportunistiche, seguono una
distribuzione esponenziale [42]. Questo fornisce una descrizione sia della di-
stribuzione di TIC che di TC e permette di trattare queste quantita` in modo
semplice mediante un modello analitico.
3.2.5 Trasferimento dati
La modellazione della mobilita` dei nodi della rete, tramite le distribuzioni di
probabilita` dei tempi di contatto e intercontatto, permette anche di stimare
l’influenza delle durate delle connessioni e disconnessioni nei trasferimenti di
dati. Nel caso quindi si presenti la necessita` di inviare dei dati da un nodo nA
ad un nodo nB (input/output di un servizio, informazione sullo stato della
rete) il nodo nA dovra` attendere, in caso di disconnessioni, che il collegamen-
to venga ristabilito per poi riprendere il trasferimento.
Quindi e` possibile che si alternino diversi periodi di contatto e intercon-
tatto tra i nodi fino al termine dello scambio di dati. Per modellare questa
situazione occorre valutare, a partire dal tempo minimo necessario per effet-
tuare il trasferimento, la distribuzione di probabilita` del numero di interru-
zioni.
Il tempo di trasferimento dati e` quindi pienamente stimabile a partire dal
modello di mobilita` e dalla quantita` di dati da inviare e dal throughput sti-
mato tra il seeker e i vari fornitori. La dimensione dell’input e dell’output di
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un servizio dipende dalla sua tipologia e possiamo supporre che nel servizio
sia esprimibile una funzione che, data la dimensione k dell’input, restituisca
un valore k′ che rappresenti la dimensione dell’output.
Per quanto riguarda il throughput tra i due nodi, oltre ad essere influen-
zata dal tipo di interfacce di rete, e` dipendente soprattutto dal traffico di altri
dati, dal rumore nel segnale e dalla semplice presenza di ostacoli ed altri ele-
menti che interferiscono sulle radiofrequenze; pero` possiamo immaginare che
le situazioni ambientali in cui due utenti si incontrano siano abbastanza simili
ad ogni nuovo contatto (colleghi di lavoro in ufficio, membri di una famiglia
nella propria abitazione), quindi per stimare il throughput caratteristico di
una coppia di nodi si puo` rilevare qual e` stato il loro throughput nelle prece-
denti comunicazioni ed utilizzare il valore risultante come un parametro non
aleatorio.
3.2.6 Comportamento di un nodo fornitore di servizi
Il modello presentato fino ad ora, si basa su elementi che fanno parte della
conoscenza locale del richiedente, infatti la semantica di un servizio fornito
da un dispositivo, se e` stato rilevato, non varia nel tempo, inoltre la mobilita`
relativa tra due nodi puo` essere rilevata in modo simmetrico (eventi di con-
nessione e disconnessione coincideranno per i due capi della comunicazione)
e lo stesso vale per le velocita` di trasmissione.
L’uso esclusivo di conoscenza locale sempre aggiornata non e` pero` possi-
bile una volta che si consideri il tempo necessario a chi fornisce il servizio per
effettuare l’esecuzione del servizio stesso. Infatti, mentre le caratteristiche
hardware e software del dispositivo e del servizio offerto sono costanti, non lo
sono il tempo di esecuzione in locale del servizio, che puo` essere influenzato
da altre attivita` in corso sul device, e l’eventuale periodo di attesa che pre-
cede l’esecuzione dovuto dalla presenza di altre richieste di servizio in arrivo
allo stesso fornitore.
Il modello per l’esecuzione di servizi per un nodo della rete puo` essere defini-
to una volta descritto il comportamento generale del device al momento della
ricezione di una richiesta. Un qualsiasi nodo della rete che offra un insieme
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Figura 3.7: Gli elementi che compongono un sistema a coda
di servizi S1, ..., Sm (provider) potrebbe ricevere richieste da altri utenti con
cui entra in contatto (seekers) per ognuno dei servizi esposti.
Il flusso delle richieste in arrivo deve essere gestito tramite una coda FIFO
di attesa (si assume non ci siano differenze di priorita` tra le richieste) da cui
il provider estrae le richieste da eseguire ogni volta che termina l’esecuzione
di un servizio. Ogni richiesta in arrivo su un provider deve quindi attende-
re un periodo di tempo all’interno della coda, fino al momento in cui viene
selezionata per l’esecuzione, che e` a sua volta caratterizzata da un ritardo
dipendente dal servizio richiesto e dall’hardware del dispositivo. Al termine
dell’esecuzione del servizio, l’output viene trasferito al richiedente o ad un
altro nodo della rete, nel caso il servizio faccia parte di un servizio composto.
Il tempo di attesa in coda e` determinabile per il provider come il tempo
necessario per eseguire i servizi che precedono la richiesta, ma per il seeker
non e` possibile ottenere questa informazione senza avere conoscenza sempre
aggiornata dello stato del provider.
Le connessioni tra nodi della rete permettono di distribuire la conoscenza
e di raccogliere dati per effettuare delle stime, ma i dati non possono essere
continuamente aggiornati a costo di saturare la rete con il traffico e i pe-
riodi di disconnessione portano ad un’inevitabile perdita di attualita` della
conoscenza a disposizione. C’e` quindi bisogno di sfruttare un modello che
permetta di costruire delle stime meno indicative dello stato istantaneo del
provider e che forniscano una migliore approssimazione dello stato medio del
sistema.
Il calcolo del tempo di attesa e` un problema classico dei sistemi client-
server ed e` stato analizzato nell’area di ricerca di teoria delle code [43], in cui
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in base ai processi stocastici che approssimano la frequenza di arrivo delle
richieste e di esecuzione dei servizi, e` possibile definire un modello stocastico
dello stato della coda.
Le richieste in arrivo al provider sono influenzate dai periodi di discon-
nessione con gli altri nodi. Un seeker nA che genera richieste per un provider
nB con un proprio rate, puo` generare tali richieste durante un periodo di
disconnessione. Al momento in cui la connessione viene ristabilita, e` quindi
possibile che esistano piu` richieste da parte dello stesso seeker verso lo stesso
provider e che il seeker cerchi quindi di trasferirle durante il tempo di con-
tatto raccolte in un batch.
Il processo stocastico che approssima uno scenario simile a quello descrit-
to e` il processo di Poisson in cui batch di richieste vengono inviati al provider
ad intervalli distribuiti esponenzialmente e le quantita` di messaggi nei batch
sono identicamente e indipendentemente distribuiti. Questa ipotesi ci per-
mette di approssimare il modello del sistema a coda ad un modello standard
esistente in letteratura (M [X]/G/1) [44], per il quale un singolo nodo di ela-
borazione si occupa di risolvere le richieste ricevute secondo la distribuzione
descritta in precedenza, dopo averle inserite in una coda infinita secondo una
politica FIFO.
Per il modello M [X]/G/1 le richieste arrivano al provider sotto forma di
batch separati da intervalli di tempo distribuiti esponenzialmente. Il modello
che vogliamo definire intende modellare proprio questo comportamento, dato
che il provider stabilisce un nuovo contatto con i nodi della rete secondo una
distribuzione esponenziale e quindi il provider ricevera` un batch da un seeker
ad intervalli distribuiti esponenzialmente. La dimensione dei batch e` rego-
lata dalla distribuzione di Poisson con cui possiamo assumere che i seeker
generino le richieste, che e` una distribuzione senza memoria e quindi i batch
risultano indipendenti l’uno dall’altro e identicamente distribuiti.
Il rate medio di risoluzione delle richieste in coda dipende dai diversi ser-
vizi esposti dal provider e da quali servizi sono richiesti dai seeker. Dato
che caratterizzare a livello di modello le distribuzioni dei tempi di esecuzione
dei servizi puo` portare a porre assunzioni molto forti, la descrizione tramite
una distribuzione generale ci permette di rendere il modello di esecuzione dei
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servizi molto elastico.
Grazie al lavoro contenuto in [44], vedremo nel capitolo 4, come possia-
mo sfruttare il modello M [X]/G/1 per ricavare la definizione di una variabile
aleatoria per esprime il tempo di attesa in coda per una qualsiasi richiesta
inviata al provider tramite il suo valore atteso e varianza, con, unici dati da
ricavare, i primi tre momenti del tempo di interarrivo delle richieste, del loro
tempo di esecuzione e del numero di richieste contenute in batch.
I valori necessari sono calcolabili tramite le rilevazioni effettuate dal pro-
vider. Mentre tale conoscenza e` aggiornata costantemente dal provider, non
e` possibile per il seeker dare una stima del tempo di attesa in coda e del
tempo di esecuzione del servizio.
Ogni seeker dovra` quindi affidarsi alla conoscenza trasmessa dai fornitori
di servizi che non puo` essere aggiornata durante i periodi di intercontatto.
Il tempo totale di esecuzione di una richiesta su di un singolo provider e`
composta dalle fasi finora descritte: tempo di attesa per il contatto, tempo
di upload dei parametri di input, tempo di attesa in coda sul provider, tem-
po di esecuzione del servizio richiesto sul provider e tempo di trasferimento
dell’output.
3.2.7 Gestione della composizione di servizi
Dopo aver descritto il modello per la risoluzione di una richiesta di servizio,
consideriamo servizi virtuali composti da piu` servizi concreti presenti nella
rete, possibilmente presenti su nodi diversi.
Il modello di valutazione deve necessariamente avere una complessita`
maggiore rispetto al caso di richieste risolvibili su di un singolo provider.
Nella sezione 3.2.1 abbiamo fornito una descrizione informale di come e` strut-
turato un servizio composto, e prima di poter affrontare il calcolo della stima
del tempo di esecuzione di un servizio composto, bisogna innanzitutto definire
la rappresentazione che diamo delle composizioni e a che livello di astrazione
porsi in modo da bilanciare ricchezza del modello con la sua generalita`.
Un servizio composto puo` essere rappresentato da una struttura che ri-
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specchi la successione di invocazioni tra le entita` coinvolte, in cui una suc-
cessione di invocazioni implica un legame semantico tra i dati trasferiti. Per
fare cio` e` possibile usare un grafo orientato (figura 3.8). L’esempio mostra
Input: 0
Output: 4 Input: 0Output: 1
S1
Input: 1
Output: 2
S3
Input: 2
Output: 4
S5
Input: 1
Output: 3
S2
Input: 2
Output: 3
S4
Input: 3
Output: 4
S6
Figura 3.8: Una richiesta rappresentabile come composizione di servizi
come un servizio che dato un input di tipo 0 restituisce un parametro di tipo
4, possa essere rappresentato come un grafo, in cui gli archi uniscono due
nodi N1 ed N2 del grafo solo se l’output di N1 ha tipo uguale all’input di N2,
ed in cui un qualsiasi cammino dal nodo iniziale (S1) ad uno dei nodi fina-
li (S5, S6) rappresenta la sequenza di invocazioni che producono il risultato
della richiesta dell’utente.
Nelle precedenti sezioni abbiamo analizzato come un servizio richiesto da
un utente possa essere considerato come un’entita` astratta a cui corrisponde
un insieme di applicazioni o risorse messe a disposizione dai device in rete.
Inoltre, quando viene effettuata una valutazione del tempo di risoluzione di
una richiesta, il contributo del tempo di esecuzione del servizio e` dipendente
dall’hardware del dispositivo che lo esegue.
La problematica principale da affrontare e` rendere disponibile un modello
di valutazione dei servizi che non utilizzi la conoscenza globale della rete, ma
solo la conoscenza locale del seeker o al piu` dei provider che compongono i
servizi.
Per poter isolare le diverse tipologie di composizione ottenibili in rete si
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distinguono tre diversi livelli di dettaglio:
• Livello astratto
Al livello piu` alto si rappresentano le dipendenze tra i servizi coinvolti
nella composizione. Cos`ı come ad una richiesta corrisponde un insieme
di servizi congruenti, e` possibile definire un rapporto di congruenza tra
i parametri di input e output dei servizi per ottenere un servizio com-
posto che soddisfi la richiesta.
A questo scopo si puo` utilizzare un grafo in cui i nodi corrispondono ai
S1
S2
S3
S4
S5
S6
Figura 3.9: Grafo astratto dell’esempio in figura 3.8
singoli servizi che formano la composizione, definiti solo tramite il loro
mapping tra input e output, e con gli archi che definiscono le congruen-
ze tra tipi di input e output. In questo modo e` possibile differenziare
le composizioni disponibili e quindi come devono essere valutate nel
modello.
• Livello dei nodi
Ad ogni servizio della composizione e` possibile associare i dispositivi
che ne forniscono l’esecuzione, quindi istanziando il grafo precedente
con i provider della rete si ricava un ulteriore grafo piu` complesso in
cui si esplicita l’insieme dei possibili cammini in rete che la richiesta
puo` attraversare.
• Livello delle alternative
Dal grafo in cui si associano servizi e fornitori, dobbiamo ricavare le
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Figura 3.10: Istanza di una singola alternativa del grafo di figura 3.9
singole composizioni in modo da isolare le alternative di risoluzione che
devono essere analizzate dal modello di valutazione, in modo che possa
essere effettuata la scelta della composizione da eseguire.
Per un richiedente la tipologia di conoscenza a disposizione modifica il tipo
delle composizioni individuabili, come e` stato descritto nella sezione 3.2.2.
L’unico livello per cui possiamo effettuare delle assunzioni riguardo la pre-
senza in locale di conoscenza globale riguarda il livello astratto, il quale puo`
essere interamente gestito mappando i servizi conosciuti ai servizi astratti
tramite l’astrazione alla loro semantica. Questo e` accettabile (rispetto ad
assumere conoscenza globale sullo stato della rete), perche´ e` realistico as-
sumere che i servizi forniti dai nodi cambino con una frequenza piuttosto
bassa, e quindi far circolare l’informazione su quali servizi fornisce ogni nodo
e` un’operazione di complessita` ragionevole anche in reti opportunistiche.
Sotto il livello astratto avremmo bisogno di conoscere la distribuzione dei
servizi tra i dispositivi della rete e le statistiche che riguardano ogni singolo
nodo, il che puo` non essere ritenuto accettabile a meno di limitare l’area
della rete che formera` la composizione (contesto sociale, nodi attualmente in
contatto).
La conoscenza esclusivamente locale dei nodi, consente di ottenere delle
notevoli semplificazioni nel trattamento delle informazioni nella composizio-
ne: ogni singolo provider di servizi mette a disposizione composizioni formate
da propri servizi e da quelle dei nodi a conoscenza, che a loro volta possono
mettere a disposizione ulteriori composizioni.
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In questo modo il calcolo delle stime dei tempi di esecuzione si ridurrebbe
all’applicazione di pattern molto basilari riconducibili all’esecuzione di servizi
single-hop, provocando pero` la perdita delle numerose possibili composizioni.
Un compromesso possibile e` l’arricchimento ulteriore della conoscenza lo-
cale dei nodi aggiungendo informazioni riguardanti nodi non necessariamente
incontrati direttamente i cui dati vengono propagati in modo distribuito in
rete. La problematica di questo approccio risiede soprattutto nella gestione
in locale di una gran quantita` di dati e nel fatto che le informazioni che pos-
sono arrivare ai nodi possono essere molto vecchie e sostanzialmente errate.
La differenza nei diversi approcci di gestione della conoscenza e di quali
conseguenze comportano nella risoluzione delle richieste, sia a livello mate-
matico che per la definizione delle politiche, viene affrontata nel capitolo 5
di questo lavoro.
Prima di poter definire l’implementazione del sistema nel caso dei servizi
composti, nel prossimo capitolo si definiscono le metriche di valutazione e
l’implementazione delle politiche nel caso di servizi atomici forniti da nodi
che vengono contattati direttamente dal richiedente (single-hop).
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Capitolo 4
Modello per esecuzioni
single-hop
In questo capitolo analizziamo la realizzazione del modello per l’esecuzione
di servizi remoti su nodi con cui il richiedente puo` entrare direttamente in
contatto. Questo scenario e` la base per la costruzione di casi piu` complessi
come la gestione per la composizione di servizi. Cio` richiede un uso mini-
mo della conoscenza della rete dato che tramite le rilevazioni dei seeker e
dei provider e` possibile implementare a pieno le politiche per la scelta delle
alternative.
4.1 Obiettivi e motivazioni
L’obiettivo che si pone questo primo modello e` ricavare, a partire dalla lista
dei nodi che possono eseguire un servizio a cui l’utente e` interessato, quello
che puo` fornire il miglior tempo di esecuzione, oppure la piu` alta probabilita`
di terminare il servizio entro un tempo prefissato.
La trattazione di questo scenario viene sviluppata tramite l’approssima-
zione a variabili aleatorie delle diverse fasi che compongono la risoluzione di
una richiesta di servizio, per poter ricavare delle misure di valutazione delle
alternative disponibili.
L’approssimazione tramite variabili aleatorie viene utilizzata per render-
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ne trattabile l’analisi matematica, ma cio` non va ad influenzare l’aderenza
alla realta` del modello dato che l’obiettivo non e` ricavare una stima esatta
dei tempi di completamento delle risoluzioni delle richieste, ma piuttosto la
realizzazione di un criterio di scelta affidabile.
Una volta approssimate le fasi, si ricavano le misure per confrontare le
alternative di risoluzione delle richieste. In particolare, per ogni misura si
calcola il valore atteso e la distribuzione di probabilita`.
Il valore atteso viene utilizzato nelle politiche per confrontare i periodi di
tempo necessari alle varie alternative per risolvere la richiesta, mentre tramite
l’uso della distribuzione di probabilita` diventa possibile ricavare l’alternativa
che con maggior probabilita` termini la propria esecuzione entro un istante di
tempo definito.
L’importanza di una modellazione corretta della fasi per lo scenario single-
hop si riflette nello scenario generale, dato che descrivendo una composizione
di servizi attraverso le fasi modellate in questo capitolo e` possibile ricavare
stime per alternative di composizione di qualsiasi tipo.
4.2 Struttura dell’esecuzione di un servizio
Come descritto nel capitolo precedente, l’esecuzione di servizi in ambiente
opportunistico prevede quattro tipi di fasi distinte sulle quali la dinamicita`
della rete influisce in modo diverso:
• Tempo di attesa per il prossimo contatto con il provider che ospita il
servizio. Questo valore e` influenzato dalla mobilita` relativa della coppia
seeker-provider nella forma del tempo di intercontatto tra i due nodi.
• Tempo necessario per il trasferimento dei dati necessari per formare
l’input del servizio e l’output risultante dall’esecuzione. Per ogni tra-
sferimento dati tra due nodi della rete bisogna tenere in considerazione
le possibili interruzioni dovute alle disconnessioni tra i nodi. C’e` quindi
un’influenza del tempo di contatto sul numero di connessioni succes-
sive necessarie per effettuare il trasferimento. Infine la durata delle
interruzioni e` determinata dal tempo di intercontatto.
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• Tempo di attesa in coda della richiesta all’interno del provider. Questo
parametro dipende sia dalla frequenza con cui le richieste dalla rete
giungono al provider, sia dal tempo necessario per eseguirle. Il tempo
di attesa in coda e` anche influenzato a posteriori dalle politiche con
cui i seeker scelgono il provider a cui vengono indirizzate le richieste,
quindi e` possibile utilizzare questo parametro per capire se la politica
implementata permette di bilanciare il traffico in rete, senza sovracca-
ricare alcuni provider.
La politica che implementiamo tiene conto del carico computazionale
a cui e` sottoposto un provider e tramite la valutazione del tempo di
attesa in coda diventa possibile rilevare sovraccarichi che potrebbero
impedire la risoluzione delle richieste.
• Tempo di esecuzione di un servizio in locale su un provider. Dipende sia
dalla capacita` computazionale del nodo, sia dalla tipologia del servizio.
Queste due caratteristiche vengono considerate indivisibili, in modo da
nascondere le influenze dell’hardware e della complessita` del servizio.
Ognuno di questi elementi e` caratterizzato nel nostro modello da una variabi-
le aleatoria da cui ricaviamo il valore atteso e la varianza, dai quali possiamo
definire la distribuzione di probabilita` del tempo di risoluzione della richiesta.
Le variabili aleatorie vengono condizionate dagli eventi di rete in modo
da esplicitare cambiamenti nella topologia della rete della conoscenza a di-
sposizione. Dopo la definizione delle valutazioni delle alternative descriviamo
le politiche che i nodi utilizzano per la risoluzione delle richieste e come la
gestione degli impatta sulle scelta delle politiche.
4.2.1 Notazione
• Notazione per gli elementi del sistema
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N = {1, ..., n} Insieme dei nodi della rete
S = {1, ...,m} Insieme dei servizi
Ni ∈ N i-esimo nodo della rete
Si ∈ S i-esimo servizio
Ii Tipo dei paramentri di input dell’i-esimo servizio
Oi Tipo dei risultati dell’i-esimo servizio
Qi i-esima richiesta di esecuzione
• Variabili aleatorie
Rh,i,j Variabile aleatoria che denota il tempo totale di
esecuzione del servizio i usando il provider j, a
partire da una richiesta proveniente dal nodo h
Wh,j Variabile aleatoria che denota il tempo che h
attende per effettuare un contatto con j
Bh,j(k) Variabile aleatoria che denota il tempo di upload
di dati di grandezza k dal nodo h al nodo j
θh,j(k) Variabile aleatoria che denota il tempo di down-
load di dati di grandezza k dal nodo j al nodo
h
Dsi,j Variabile aleatoria che denota il tempo di ese-
cuzione per il sevizio i all’interno del provider
j
Dqj Variabile aleatoria che denota il tempo di attesa in
coda di una richiesta all’interno del provider j
G Variabile aleatoria che denota il numero di ri-
chieste contenute in un batch ricevuto da un
provider
TCh,j Variabile aleatoria che denota un singolo tempo di
contatto tra il nodo h e il nodo j
TICh,j Variabile aleatoria che denota un singolo tempo di
intercontatto tra il nodo h e il nodo j
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• Conoscenza raccolta
δh,j Rate medio del tempo di contatto tra il nodo h e
il nodo j
δ′h,j Rate medio del tempo di intercontatto tra il nodo
h e il nodo j
ρj Valore medio del carico registrato sul provider j
µi,j Rate medio di servizio del provider j per il servizio
i
λj Rate di arrivo delle richieste al provider j
Vh,j Velocita media del canale tra h e j
4.2.2 Assunzioni
Per poter caratterizzare le variabili aleatorie utilizzate dal modello, ponia-
mo delle assunzioni che riducano la complessita` dell’analisi matematica che
operiamo.
Proprieta` 4.1. Per ogni richiesta q creata da parte del nodo nh ∈ N (see-
ker), esiste un servizio si ∈ S che soddisfa la richiesta tale che risieda su un
nodo nj ∈ N (provider) per cui esiste un precedente contatto tra nh e nj.
Questa assunzione permette di affermare che ogni richiesta di servizio e`
risolvibile a partire dal nodo su cui viene generata e che nh e` a conoscenza
dell’esistenza del servizio su un provider nj, da cui la necessita` di almeno un
precedente contatto tra i due nodi per ottenere la lista dei servizi offerti.
Proprieta` 4.2. Per ogni richiesta q creata da parte del nodo nh ∈ N , ogni
servizio si conosciuto che soddisfa la richiesta viene eseguito interamente su
un nodo nj per cui esiste un contatto con nh
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Con questa proprieta` specifichiamo il fatto che un servizio pubblicato da
un nodo della rete venga eseguito su quel nodo, senza che ne venga delegata
la sua esecuzione o l’esecuzione di una sua parte ad un altro nodo della re-
te. Senza questa proprieta` non sarebbe possibile applicare direttamente una
strutturazione a fasi come descritto in precedenza. Per quanto riguarda la
composizione di servizi, quest’assunzione viene modificata a seconda del tipo
di composizione presente, ma anche in quel caso deve essere individuabile
una componente minima dei servizi che vengono eseguiti localmente sui nodi
della rete.
Proprieta` 4.3. Ogni nodo richiedente nh ed ogni nodo provider nj hanno la
stessa conoscenza della sintassi e della semantica del servizio si richiesto da
nh e fornito da nj.
Questa proprieta` e` necessaria per poter modellare una conoscenza sim-
metrica dei servizi tra i seeker e i provider, in questo modo alla creazione di
una richiesta, se il seeker ritiene che il servizio sia congruente alla richiesta
e che l’input fornito dall’utente possa essere trasformato nell’input concreto
del servizio, allora ogni provider del servizio puo` usare i parametri di input
forniti dal seeker e l’output dell’esecuzione del servizio corrisponde al tipo
richiesto dall’utente.
Proprieta` 4.4. Le variabili aleatorie che modellano i tempi di contatto TC
e di intercontatto TIC tra due nodi nh e nj sono indipendenti e identicamen-
te distribuite e seguono una distribuzione di probabilita` esponenziale di rate
medio rispettivamente δ e δ′
Questa prima assunzione sulla natura della rete si basa sui risultati in [42],
in cui tracce estese di mobilita` umane hanno evidenziato una distribuzione
dei contatti esponenziale, in cui a coppie diverse di nodi corrispondono rate
medi diversi.
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Proprieta` 4.5. Per ogni nodo provider nj arrivano batch di richieste per
ogni servizio si secondo un processo di Poisson con rate medio λi,j
Quest’assunzione permette di effettuare la modellazione del tempo di
attesa in coda all’interno del provider secondo un sistema a coda di tipo
M [X]/G/1, da cui possiamo fornire una caratterizzazione sia del tempo di
attesa in coda di una richiesta, sia del tempo di esecuzione del servizio
all’interno del provider.
4.2.3 Strumenti Matematici
In questa sezione elenchiamo alcune definizioni e proprieta` matematiche note
che vengono usate nella realizzazione del modello matematico di valutazione.
1. Proprieta` di variabili aleatorie
(a) i-esimo momento di X : E[X i]
(b) i-esimo momento centrale di X : E[(X − E[X])i]
(c) i-esimo momento fattoriale di X : E[
∏i
n=0(X − n)]
(d) Varianza di X : V ar(X) = E[(X − E[X])2] = E[X2]− E[X]2
2. Distribuzione Esponenziale
(a) X variabile aleatoria con distribuzione esponenziale con rate me-
dio α
(b) Funzione di densita` di probabilita` fX(t) = αe
−αt
(c) Funzione cumulativa di probabilita` FX(t) = 1− e−αt
(d) Valore atteso di X: E[X] = 1/α
(e) Varianza di X: V ar(X) = 1/α2
(f) Proprieta` di assenza di memoria: Una variabile aleatoria X con
distribuzione esponenziale e` tale che la sua probabilita` condizio-
nata rispetta la seguente proprieta` di assenza di memoria: P{X >
s+ t|X > t} = P{X > t}∀s, t ≥ 0
68
3. Distribuzione Erlang
(a) X variabile aleatoria con distribuzione di tipo Erlang, basata su n
variabili aleatorie esponenziali identicamente e indipendentemente
distribuite Yi di rate caratteristico α
(b) Funzione di densita` di probabilita` fX(t) =
αntn−1e−αt
(n−1)!
(c) Funzione cumulativa di probabilita` FX(t) = 1−
∑n−1
i=0
1
i!
e−αtαti
(d) Valore atteso di X: E[X] = n/α
(e) Varianza di X: V ar(X) = n/α2
4. Trasformata di Laplace e Z-Trasformata
(a) Definizione della trasformata di Laplace: la trasformata di La-
place per una variabile aleatoria non negativa X e` definita come
LX(s) = E[e
−sX ]
(b) Definizione della Z-trasformata: la Z-trasformata per una variabi-
le aleatoria intera X e` definita come ΠX(z) = E[z
X ] =
∑∞
i=0 piz
i
dove pi = P{X = i}
(c) Calcolo dei momenti di X con Laplace La trasformata di Lapla-
ce puo` essere utilizzata per ricavare i momenti n-esimi della va-
riabile aleatoria che trasforma, tramite la derivata n-esima della
funzione. Vale infatti la proprieta`: lims→0(−1)nL(n)(s) = E[Xn]
e lims→0 L(n)(s) = E[Xn]
(d) Calcolo del valore atteso e varianza tramite Z-trasformata Tramite
la Z-trasformata di X e` possibile ricavare il valore atteso e la
varianza come:
limz→1− Π′X(z) = E[X]
Π′′X(1) + Π
′
X − (Π′X(1))2 = V ar(X)
5. Proprieta` di Variabili Erlang e Trasformate
(a) La trasformata di una variabile Y Erlang e` calcolabile a partire
dalla trasformata della singola variabile esponenziale Xi:
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LY (s) = LX1(s) ∗ LX2(s) ∗ ... ∗ LXn(s) = LXi(s)n =
= (
∫ +∞
0
e−sx ∗ δe−αxdx)n =
(∫ +∞
0
αe−(α+s)xdx
)n
=
(
α
α+s
)n
(b) La trasformata di Laplace di aX + b e` uguale a :
LaX+b(s) = e
−sb ∗ LX(sa)
(c) trasformata di Laplace su una variabile Erlang Y il cui numero di
componenti e` determinato da una variabile aleatoria N puo` essere
ricavato, supponendo che esista la Z-trasformata di N come :
LY = EN [E[e
−s(X1+X2...+XN |N)]] = EN [E[e−sXi ]N ] = EN [LXi(s)
N ] =
ΠN(LXi(s)).
6. Distribuzione Ipoesponenziale
(a) X =
∑n
i=1 Yi variabile aleatoria con distribuzione di tipo Ipoespo-
nenziale, basata su n variabili aleatorie Yi indipendenti ed espo-
nenzialmente distribuite, ciascuna con un rate caratteristico αi.
Si puo` notare come la distribuzione Erlang e` un caso particolare
della distribuzione ipoesponenziale in cui tutti gli αi sono uguali.
Consideriamo il caso in cui X e` definita a partire da 2 variabili:
Sn−1, una variabile Erlang formata da n−1 variabili di rate medio
α e una variabile esponenziale Y anch’essa con rate α
(b) Funzione di densita` di probabilita`: fX(t) = fSn−1(t) ∗ (1 − p) +
fY (t) ∗ p con p la probabilita` che X prenda il valore di Y
(c) Valore atteso di X: E[X] = E[Y ]∗p+E[Sn−1]∗(1−p) = (n−p(n−1))α
(d) Varianza di X:
V ar(X) = V ar(Y ) ∗ p+ V ar(Sn−1) ∗ (1− p) = (n−p(n−1))α2
7. Distribuzione Iperesponenziale
(a) X variabile aleatoria con distribuzione di tipo Iperesponenzia-
le, basata su n variabili aleatorie esponenziali indipendentemente
distribuite Yi con rate medio pari a αi:
(b) Funzione di densita` di probabilita`: fX(t) =
∑n
i=1 fYi(t) ∗ pi con pi
la probabilita` che X prenda la forma della distribuzione di Yi
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(c) Funzione cumulativa di probabilita`: FX(t) =
∑n
i=1 FYi(t) ∗ pi
(d) Valore atteso di X: E[X] =
∑n
i=1
pi
αi
(e) Momento secondo di X: E[X2] =
∑n
i=1
2∗pi
α2i
4.2.4 Modello di mobilita`
Per modellare la mobilita` degli utenti usiamo un’approssimazione della mo-
bilita` reale. Si suppone che le variabili aleatorie che modellano il periodo
di contatto e intercontatto della coppia di nodi (nh, nj) seguano una distri-
buzione esponenziale e siano indipendenti tra loro, cos`ı come viene indicato
in [42].
L’uso di variabili aleatorie con valori distribuiti esponenzialmente fornisce
molte semplificazioni per quanto riguarda il calcolo dei valori utili alla valu-
tazione delle tempistiche del sistema, dato che la distribuzione esponenziale e`
senza memoria (Proprieta` 2f), il che equivale a dire che la distribuzione della
durata di un tempo di contatto (o intercontatto) dipende solo dall’istante in
cui rilevo l’inizio del contatto.
Se TIC e` la variabile aleatoria che indica la durata del periodo di inter-
contatto e TC per quanto riguarda il tempo di contatto, allora le rispettive
funzioni cumulative di probabilita` F e valori attesi, sono:
• FTC (t) = P{TC < t} = 1− e−δh,jt
• FTIC (t′) = P{TIC < t′} = 1− e−δ
′
h,jt
′
• E[TC ] = 1δh,j
• E[TIC ] = 1δ′h,j
Dato che un nodo non puo` conoscere a priori il valore di δh.j e δ
′
h.j che regolano
la distribuzione, questi valori vengono stimati calcolando una media dei tempi
di contatto e intercontatto rilevati durante le esecuzioni. A partire da questi
valori e` quindi possibile calcolare sia δh,j che δ
′
h,j, data la loro relazione con
il valore atteso.
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4.3 Tempo di attesa
Il primo fattore da prendere in considerazione nel calcolo del tempo di esecu-
zione e` il periodo che il nodo h dovrebbe attendere per ottenere un contatto
con il nodoj dal momento della valutazione della richiesta.
Indichiamo questo valore con la variabile aleatoria Wh,j, che in caso i
due nodi siano in contatto e` uguale a 0, altrimenti e` pari al tempo residuo
di intercontatto. Per la proprieta` di assenza di memoria della distribuzione
esponenziale questo valore non deve essere condizionato con l’istante di inizio
contatto ed e` quindi pari a E[TICh,j ].
Date le due diverse formulazioni della variabile Wh,j a seconda dello stato
della connessione tra i nodi, il suo valore atteso dovra` essere aggiornato ad
ogni cambio di connettivita` tra i nodi, portandolo da 0 a E[TICh,j ] in caso di
disconnessione oppure da E[TICh,j ] a 0 in caso di connessione.
La valutazione di questa variabile puo` essere considerata simmetrica per
i due nodi, infatti possiamo supporre che h e j possano rilevare gli eventi
di connessione e di disconnessione allo stesso istante e che quindi gli aggior-
namenti dei valori di mobilita` vengano sempre effettuati con gli stessi valori
per entrambi, portando ad avere una consistenza della conoscenza costruita
in locale.
L’aggiornamento del valore Wh,j, tramite modifica del valore di δ
′
h,j per
eventi di connessione e disconnessione, porta alla modifica della valutazione
delle alternative di esecuzione, quindi ogni evento che provochi il cambiamen-
to di Wh,j dovra` essere seguito da una nuova valutazione di eventuali richieste
pendenti nel seeker. Gli eventi che cambiano la valutazione di Wh,j sono la
fine di un tempo di intercontatto tra h e j, che provoca anche la modifica di
δ′h,j, e la fine di un periodo di contatto tra i due nodi.
4.4 Tempo di attesa in coda per una richiesta
Un provider che offre un insieme di servizi riceve un flusso di richieste dai
nodi della rete che devono essere inserite in una coda prima di poter eseguir-
le.
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Il periodo di tempo che una richiesta attende nella coda puo` essere una
parte molto rilevante del tempo totale di risoluzione, sia in caso di un alto
aﬄusso di richieste verso il provider, sia se i servizi richiesti dagli altri nodi
hanno tempi di esecuzione molto lunghi.
Per calcolare il tempo di attesa in coda di una richiesta di servizio, ca-
ratterizziamo il sistema a coda del provider tramite il modello M [X]/G/1,
grazie all’assunzione (4.5) per la quale i nodi della rete generano richieste
per il provider secondo una distribuzione di Poisson, per poi inviarle raccolte
in batch che a loro volta arrivano al provider h secondo una distribuzione
Poissoniana con rate medio λh.
Per il modello non c’e` alcuna assunzione sulla distribuzione dei tempi di
esecuzione dei servizi da parte del provider, ma cio` non e` limitante per l’ana-
lisi del modello poiche` e` possibile calcolare tramite rilevazioni locali il tempo
medio per l’esecuzione di un servizio qualsiasi.
Grazie all’analisi del processo stocastico che governa la coda M [X]/G/1,
che e` formulato in [44], possiamo ricavare una definizione del valore atteso
e della varianza della variabile aleatoria Dqj per il tempo di attesa in coda
nel provider j. Cio` e` possibile assumendo che per la distribuzione generale
dei tempi di esecuzione dei servizi Dsj esistano i primi tre momenti e che
lo stesso avvenga per la variabile aleatoria G per la dimensione dei batch di
richieste in arrivo al provider. Tramite la rilevazione dei batch in arrivo e dei
servizi eseguiti e` possibile ricavare questi valori attraverso delle stime.
Sia quindi G la variabile aleatoria che esprime il numero di richieste in-
cluse in un batch, con g il suo valore atteso e g(i) il suo i-esimo momento
fattoriale (Strumenti Matematici 1c). Ricaviamo il valore atteso tramite la
media sulle rilevazioni Gi di G e calcoliamo anche la varianza come valore
stimato.
Sia n una costante che indica il numero di rilevazioni Gi disponibili;
• Valore atteso: g = E[G] =
∑n
i=1Gi
n
• Varianza: V ar(G) =
∑n
i=1(Gi−g)2
n−1
Calcoliamo anche il secondo momento fattoriale g(2) e il terzo momento
fattoriale g(3) di G, che ricaveremo nei termini di valore atteso, varianza e
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stima di terzo ordine (terzo momento centrale):
• Momento fattoriale secondo:
g(2) = E[G(G− 1)] = E[G2 −G] = E[G2]− E[G] =
E[G]2 + V ar(G)− E[G] = g2 + V ar(g)− g
• Momento fattoriale terzo:
g(3) = E[G(G− 1)(G− 2)] = E[(G2 −G)(G− 2)] =
= E[G3 −G2 − 2G2 + 2G] = E[G3]− 3[G2] + 2E[G] =
= E[G3]− 3E[G]2 − 3V ar[G] + 2E[G]
Per poter caratterizzare il terzo momento E[G3], ricaviamo la sua de-
finizione a partire dal terzo momento centrale E[(G − E[G])3] che e`
calcolabile tramite stima:
E[(G− E[G])3] = E[G3 − E[G]3 − 3G2E[G] + 3GE[G]2] =
= E[G3]− E[G]3 − 3E[G2]E[G] + 3E[G]3 =
Si sostituisce il secondo momento E[G2] tramite la formula della va-
rianza di G
= E[G3] + 2E[G]3 − 3(E[G]2 + V ar(G))E[G] =
= E[G3]− E[G]3 − 3V ar(G)E[G]
E[G3] = E[(G− E[G])3] + E[G]3 + 3E[G]V ar(G)
Tornando a sostituire il valore di E[G3] all’interno della formula del
terzo momento fattoriale, otteniamo:
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g(3) = E[(G−E[G])3]+E[G]3+3E[G]V ar(G)−3E[G]2−3V ar(G)+2E[G] =
=
∑n
i=1(Gi − g)3
n
+ g3 − 3g2 + g(3V ar(G) + 2)− 3V ar(G)
Dopo aver ricavato le formulazioni per G, abbiamo bisogno di calcolare il
momento secondo e terzo del tempo di esecuzione Dsj dei servizi all’interno
del provider. Per fare cio` sfruttiamo cio` che e` stato fatto per G, ricavando
il momento secondo a partire dal valore atteso e dalla varianza, mentre per
il momento terzo abbiamo bisogno del terzo momento centrale ricavabile
tramite stima.
Data Ds la variabile aleatoria per il tempo di esecuzione dei servizi e
Ds(i) l’i-esima delle n rilevazioni disponibili (n costante) disponibili per il
provider, abbiamo:
• Valore atteso: E[Ds] =
∑n
i=1Ds(i)
n
= d
• Varianza: V ar(Ds) =
∑n
i=1(Ds(i)−d
n
Chiamiamo d il valore atteso, d(i) il momento i-esimo.
Calcoliamo il momento secondo sfruttando la formula della varianza:
d(2) = E[D2s ] = E[Ds]
2 + V ar(Ds)
Per il momento terzo usiamo la formula gia` ricavata per G
d(3) = E[D3s ] = E[(Ds − E[Ds])3] + E[Ds]3 + 3E[Ds]V ar(Ds)
Per poter completare la caratterizzazione di Dq e` sufficiente ricavare il rate
medio λ di arrivo al provider dei batch delle richieste e ottenere il carico medio
ρ del provider, che viene calcolato come λ ∗ g ∗ d, ottenuti questi valori pos-
siamo utilizzare le formule descritte in [44] per valore atteso e varianza di Dq:
E[Dq] =
λgd(2)
2(1− ρ) +
g(2)d
2g(1− ρ)
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E[D2q ] =
λgd(3)
3(1− ρ) +
g(2)[λd(2)]2
2(1− ρ)2 +
g(3)d2
3g(1− ρ) +
λ[g(2)]2d3 + (1 + ρ)g(2)d(2)
2g(1− ρ)2
V ar(Dq) = E[D
2
q ]− E[Dq]2
4.5 Tempo di esecuzione del servizio richiesto
Il tempo di esecuzione di un servizio i da parte di un provider j e` una misura
che risente dell’influenza sia dell’hardware del dispositivo che dall’implemen-
tazione del servizio richiesto.
Per poter individuare una caratterizzazione di una variabile aleatoria Dsi,j
che esprima il tempo necessario per eseguire il servizio i all’interno del nodo
j, non supponiamo l’appartenenza di Dsi,j ad una particolare distribuzione
di probabilita`, ma assumiamo che esista il suo valore atteso e che il provider
lo ricavi valutando tramite le rilevazioni delle esecuzioni del servizio i.
Dato Ds(h) l’h-esima delle n rilevazioni disponibili (n costante) del il
tempo di esecuzione del servizio i sul provider j, otteniamo:
• Valore atteso: E[Dsi,j ] =
∑n
h=1Ds(h)
n
• Varianza: V ar(Dsi,j) =
∑n
h=1(Ds(h)−d)
n
4.6 Tempo di Upload
Una formulazione della stima per il tempo necessario per trasferire dei dati
tra due nodi richiede di affrontare i problemi relativi alla dinamicita` della
rete, dato che la quantita` di dati da inviare potrebbe essere sufficientemente
elevata da rendere probabile la presenza di una o piu` disconnessioni tra i
nodi.
Il trasferimento di dati tra due nodi, che inizia all’inizio di un tempo di
contatto, puo` essere interrotto alla fine di ogni periodo di contatto, essere
quindi sospeso per la durata di un tempo di intercontatto, per poi riattivarsi
all’inizio del contatto successivo.
Dobbiamo modellare uno scenario in cui sia il tempo di contatto che quello
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Figura 4.1: Trasferimento dati interrotto da un periodo di intercontatto
di intercontatto tra due nodi siano distribuiti esponenzialmente con contatti
identicamente e indipendentemente distribuiti con rate medio δ e intercon-
tatti con rate medio δ′.
Supponiamo che la velocita` V di trasferimento dati tra due nodi sia una
costante > 0 frutto delle rilevazioni nel trasferimento dati durante i periodi
di contatto, il che include anche gli scambi di conoscenza che avvengono ad
inizio contatto. La quantita` di dati trasferiti k > 0 e` una costante che viene
istanziato al momento della valutazione della stima finale. L’upload dei dati
viene modellato come una variabile aleatoria parametrizzata sul valore di k
e V.
La durata del trasferimento dei dati, senza considerare le interruzioni,
puo` essere espresso come k/V , cioe` il rapporto tra la quantita` di dati da
trasmettere e la velocita` di trasferimento (Figura sezione 4.6).
Al tempo di trasferimento devono essere aggiunti i periodi di intercontatto
TIC,i tra i nodi, tanti quanti sono i periodi di contatto TC,i necessari per il
trasferimento, meno uno. Questo numero di trasferimenti sara` quindi mo-
dellabile a sua volta come una variabile aleatoria discreta N che dipende
esclusivamente dalla durata dei tempi di contatto.
La variabile aleatoria che modella il tempo di upload B(k) puo` essere
espressa come:
B(k) =
k
V
+
N∑
i=1
TIC,i (1)
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Dove N puo` assumere i valori da 0 a ∞ con probabilita`:
P{N = n} = P{
n∑
i=1
TC,i <
k
V
≤
n+1∑
i=1
TC,i} (2)
Diventa quindi necessario associare la distribuzione di N a B.
Innanzitutto possiamo notare come
∑n
i=1 TIC,i e
∑n
i=1 TC,i siano variabili
aleatorie di tipo Erlang (Strumenti matematici 3) con rate medio delle com-
ponenti rispettivamente δ′ e δ e n componenti e le chiameremo SIC,n e SC,n.
Dato che siamo interessati a ricavare il valore atteso e i momenti di B, pos-
siamo usare la trasformata di B per facilitarne l’analisi ed essendo B una
variabile aleatoria continua a valori positivi, ne possiamo calcolare la trasfor-
mata di Laplace LB(s) (Strumenti matematici 5a), anche per N sfruttiamo
una trasformata per ricavarne i momenti e dato che N e` discreta e non nega-
tiva, possiamo applicare la Z-trasformata ΠN(z) (Strumenti matematici 4b).
Usando la proprieta` (Strumenti matematici 5b) possiamo ricavare una
formulazione per la trasformata di B che si basa sulla trasformata di Laplace
di SIC,N .
LB(s) = Lk/V+SIC,N (s) =
Applichiamo la proprieta` (Strumenti matematici 5c) per separare N dai
tempi di intercontatto:
= e−sk/VLSIC,N (s) = e
−sk/V ΠN(LTIC (s)) =
Questa funzione composta, per la definizione della Z-trasformata (4b), di-
venta:
= e−sk/V
∞∑
n=0
P{N = n}∗(LTIC (s)N) = e−sk/V
∞∑
n=0
P{N = n}∗
(
δ′
δ′ + s
)n
(3)
La probabilita` per cui N = n dipende, dalla probabilita` che n tempi di
contatto non siano sufficienti per effettuare il trasferimento dei dati e che sia
78
necessario un unico altro tempo di contatto:
P{N = n} = P{
n∑
i=1
TC,i <
k
V
≤
n+1∑
i=1
TC,i}
Possiamo considerare la somma di n tempi di contatto come una Erlang di
rate medio δ che chiameremo SC,n:
P{N = n} = P{SC,n < k
V
≤ SC,n + TC,n+1} =
= P{SC,n+TC,n+1 ≥ k
V
∧SC,n < k
V
} =
∫ k/V
0
P{x+TC,n+1 ≥ k
V
∧SC,n = x}dx =
=
∫ k/V
0
P{TC,n+1 ≥ k
V
− x|SC,n = x} ∗ P{SC,n = x}dx =
Sostituiamo i valori di probabilita` con la funzione cumulativa di probabilita`
del tempo di intercontatto FTIC e la densita` di SIC,n:
=
∫ k/V
0
(1− FTC (
k
V
− x)) ∗ fSC,n(x)dx =
=
∫ k/V
0
(1− (1− e−δ( kV −x))) ∗ δ
nxn−1e−δx
(n− 1)! dx =
=
∫ k/V
0
e−[δ(
k
V
−x)+δx] ∗ δ
nxn−1
(n− 1)!dx =
=
∫ k/V
0
e−δ
k
V ∗ δ
nxn−1
(n− 1)!dx =
= e−δ
k
V δn ∗
∫ k/V
0
xn−1
(n− 1)!dx = e
−δ k
V ∗ (
δk
V
)n
n!
sostituendo questo valore alla formula (3) per la trasformata di B otteniamo:
LB(s) = e
−sk/V
∞∑
n=0
e−δ
k
V ∗ (
δk
V
)n
n!
∗
(
δ′
δ′ + s
)n
=
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= e−(s+δ)k/V
∞∑
n=0
(
δkδ′
V (δ′ + s)
)n
∗ 1
n!
=
Dato che
∑∞
n=0 c
n/n! = ec, abbiamo:
= e
−(s+δ)k
V ∗ e δkδ
′
V (δ′+s) = e
−(s+δ)k(δ′+s)+δkδ′
V (δ′+s) = e
−(δ+δ′+s)ks
V (δ′+s)
Per ottenere il valore atteso di B, applichiamo la proprieta` 4c e deriviamo la
trasformata:
L′B(s) =
k
V
∗
(
(δδ′ + (δ′ + s)2)
(δ′ + s)2
∗ e(− ks(δ+δ
′+s)
V (δ+s)
)
)
Infine ricaviamo il valore per s = 0:
E[B] = (−1) ∗ L′B(0) =
k
V
∗
(
δδ′ + (δ′)2
(δ′)2
)
=
k
V
∗
(
1 +
δ
δ′
)
Dalla derivata seconda della trasformata possiamo ottenere il momento se-
condo di B, necessario per ricavare la varianza:
L′′B(s) =
k(k(δδ′ + (δ′ + s)2)2 + 2δδ′V (δ′ + s)
V 2(δ′ + s)4
∗ e
−(δ+δ′+s)ks
V (δ′+s)
E[B2] = L′′B(0) =
k(k(δδ′ + (δ′)2)2 + 2δV (δ′)2
V 2(δ′)4
=
=
k(k(δδ′)2 + k(δ′)4 + 2kδ(δ′)3 + 2δV (δ′)2)
V 2(δ′)4
=
=
k(kδ2 + k(δ′)2 + 2kδδ′ + 2δV )
V 2(δ′)2
=
V ar(B) = E[B2]− E[B]2 = k(kδ
2 + k(δ′)2 + 2kδδ′ + 2δV )
V 2(δ′)2
−
− k
2
V 2
(
(δ′)2 + 2δδ′ + δ2
(δ′)2
)
=
2kδ
V (δ′)2
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4.7 Tempo di download
Il tempo di trasferimento dei dati dal provider al seeker differisce dal tempo
di upload poiche` non possiamo prevedere se al termine dell’esecuzione del
servizio, il trasferimento possa iniziare immediatamente o se sia necessario
attendere un contatto con il seeker, ma superando questa differenza, e` pos-
sibile modellare il tempo di download in termini della definizione usata per
l’upload.
Indicheremo con θ(k) la variabile aleatoria per il tempo di download, il
cui valore ha due diverse distribuzioni:
• θ(k) = B(k) se seeker e provider sono in contatto al termine dell’ese-
cuzione del servizio
• θ(k) = B(k) + TIC se seeker e provider si trovano in un periodo di
intercontatto, infatti il tempo di attesa per il primo contatto puo` es-
sere scritto come TIC data la proprieta` di assenza di memoria della
distribuzione esponenziale per i tempi di intercontatto.
Se indichiamo rispettivamente pC e pIC le probabilita` che si verifichino i due
casi precedenti, possiamo effettuare il calcolo del valore atteso di θ(k) come:
E[θ(k)] = E[B(k)] ∗ pC + E[B(k) + TIC ] ∗ pIC =
Si sostituiscono le probabilita` con i loro valori;
=
k
V
(
1 +
δ
δ′
)
∗ E[TC ]
E[TC ] + E[TIC ]
+
(
k
V
(
1 +
δ
δ′
)
+
1
δ′
)
∗ E[TIC ]
E[TC ] + E[TIC ]
=
k
V
(
1 +
δ
δ′
)
∗ δ
′
δ′ + δ
+
(
k
V
(
1 +
δ
δ′
)
+
1
δ′
)
∗ δ
δ′ + δ
=
=
1
δ′ + δ
∗
(
(δ′ + δ) ∗ k
V
∗
(
1 +
δ
δ′
)
+
1
δ′
∗ δ
)
=
=
k
V
∗
(
1 +
δ
δ′
)
+
δ
δ′
∗ 1
δ′ + δ
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Anche per la varianza possiamo usare definizioni derivanti direttamente dai
risultati ottenuti nella caratterizzazione di B:
V ar(θ) = E[θ2]− E[θ]2
• Momento secondo:
E[θ2] = E[B2] ∗ pC + E[(B + TIC)2] ∗ pIC =
= E[B2] ∗ pC + E[B2 + 2B ∗ TIC + T 2IC ] ∗ pIC =
= E[B2] ∗ (pC + pIC) + 2 ∗ E[B] ∗ E[TIC ] ∗ pIC + E[T 2IC ] ∗ pIC =
= E[B2] + 2 ∗ E[B] ∗ E[TIC ] ∗ pIC + E[T 2IC ] ∗ pIC
• Quadrato del valore atteso:
E[θ]2 = (E[B] ∗ pC + (E[B] + E[TIC ]) ∗ pIC)2 =
= E[B]2 ∗ p2C + (E[B]2 + E[TIC ]2 + 2 ∗ E[B] ∗ E[TIC ]) ∗ p2IC+
+2(E[B] ∗ pC ∗ (E[B] + E[TIC ]) ∗ pIC) =
= E[B]2∗(p2C+p2IC+2pCpIC)+2∗E[B]∗E[TIC ]∗(p2IC+pCpIC)+E[TIC ]2∗p2IC =
= E[B]2 + 2 ∗ E[B] ∗ E[TIC ] ∗ (p2IC + pCpIC) + E[TIC ]2 ∗ p2IC
Ora, con il momento secondo e il quadrato del valore atteso a disposizione,
possiamo ottenere la formula della varianza di θ:
V ar(θ) = E[θ2]− E[θ]2 =
= E[B2] + 2 ∗ E[B] ∗ E[TIC ] ∗ pIC + E[T 2IC ] ∗ pIC
−E[B]2 − 2 ∗ E[B] ∗ E[TIC ] ∗ (p2IC + pCpIC)− E[TIC ]2 ∗ p2IC =
Notiamo che E[B2]− E[B]2 corrisponde alla varianza di B
= V ar(B)+2E[B]E[TIC ](pIC−p2IC−pC ∗pIC)+E[T 2IC ]∗pIC−E[TIC ]2∗p2IC =
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= V ar(B)+2E[B]E[TIC ](pIC(1−pIC−pC))+E[T 2IC ]∗pIC−E[TIC ]2 ∗p2IC =
Dato che (1− pIC − pC) = 0 il termine 2E[B]E[TIC ] puo` essere eliminato
= V ar(B) + E[T 2IC ] ∗ pIC − E[TIC ]2 ∗ p2IC =
Sostituiamo ai valori attesi e alle probabilita` i corrispettivi valori:
=
2kδ
V (δ′)2
+
2
(δ′)2
∗ δ
δ′ + δ
− 1
(δ′)2
∗ δ
2
(δ′ + δ)2
=
2kδ
V (δ′)2
+
2δδ′ + 2δ2 − δ2
(δ′)2(δ′ + δ)2
=
2kδ
V (δ′)2
+
2δδ′ + δ2
(δ′)2(δ′ + δ)2
=
=
2kδ
V (δ′)2
+
(δ′ + δ)2 − (δ′)2
(δ′)2(δ′ + δ)2
=
=
2kδ
V (δ′)2
+
1
(δ′)2
− 1
(δ′ + δ)2
4.8 Stima istantanea per il tempo di attesa
in coda
Il valore del tempo di attesa in coda dipende dal traffico delle richieste dei
seeker che puo` far variare lo stato della coda del provider molto rapidamente,
in un modo che non e` rilevabile all’interno del valore atteso di Dq.
Per ricavare una valutazione piu` veritiera e` possibile sfruttare l’inizio di
un tempo di contatto tra due nodi per comunicare una valutazione dello stato
istantaneo della coda delle richieste.
Questo valore istantaneo ha una validita` molto limitata nel tempo dato
che potrebbe indicare lo stato del provider alla ricezione di un picco di traf-
fico o durante un assenza di richieste in arrivo, quindi puo` essere utilizzato
per effettuare valutazioni solo in un periodo molto breve successivo alla rile-
vazione, altrimenti si userebbe una misura meno affidabile del valore atteso
normalmente utilizzato.
Il tempo istantaneo di attesa Dq e` caratterizzato come una variabile alea-
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toria che tiene conto del tempo di esecuzione dei servizi per cui esistono
richieste in attesa sul provider, quindi chiamando con i l’i-esimo servizio in
coda e con Dsi il tempo di esecuzione di i sul nodo, abbiamo che:
E[Dq] =
size∑
i=1
E[Dsi ]
E´ possibile anche calcolare la sua varianza aggiornata che fa riferimento
esclusivamente ai tempi di servizio, dato che Dq =
∑size
i=1 Dsi allora, sfrut-
tando l’assunzione che i tempi di servizio delle applicazioni nel provider sono
indipendenti tra loro, otteniamo:
V ar(Dq) = V ar(
size∑
i=1
Dsi) =
size∑
i=1
V ar(Dsi)
Questo valore e` pienamente integrabile all’interno della stima del tempo di
esecuzione, data la sua natura di variabile aleatoria e e` molto utile per ri-
levare o provider molto carichi che potrebbero essere penalizzati anche se
valutati migliori prima del contatto, ma possono essere rilevati nodi scari-
chi che potrebbero essere attivati immediatamente per la risoluzione della
richiesta, mentre per la valutazione media non era previsto.
4.9 Tempo di esecuzione di una richiesta
La stima del tempo di esecuzione di una richiesta sfrutta le variabili aleatorie
descritte nei paragrafi precedenti per dare una caratterizzazione alla variabile
aleatoria Rh,i,j del tempo totale di esecuzione di un servizio i offerto dal nodo
j e richiesto dal nodo h .
Per calcolare il valore atteso E[R] del tempo di esecuzione di una richiesta
e la sua varianza Var(R), e` sufficiente applicare le formule ricavate in pre-
cedenza per i vari addendi coinvolti, sommando i valori attesi e le varianze
delle varie fasi di esecuzione, dato che le singole fasi sono indipendenti tra
loro, come le variabili aleatorie coinvolte.
La variabile aleatoria Rh,i,j e` condizionata secondo una variabile aleato-
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Figura 4.2: Fasi della risoluzione di una richiesta
ria ev che indica lo stato della connessione tra h e j, in modo da azzerare il
valore di Wh,j, in caso di contatto ed utilizzare la stima istantanea Dj alla
rilevazione di un nuovo contatto tra i due nodi. La variabile ev puo` assumere
i valori {intercontatto, nuovo contatto, contatto}. Intercontatto indica che
tra i nodi non e` presente una connessione, nuovo contatto indica che e` stato
rilevata una connessione a differenza dell’ultima rilevazione, infine contatto
indica che la connessione e` presente, ma che anche all’ultima rilevazione ev
indicava la presenta di una connessione. Possiamo quindi esprimere Rh,i,j
come:
• E[(Rh,i,j(k, k′)|ev =intercontatto)] = E[Wh,j + B(k)h,j + Dqj + Dsi +
θ(k′)h,j] = E[TICh,j ] + E[B(k)h,j] + E[Dqj ] + E[Dsi ] + E[θ(k
′)h,j]
• E[(Rh,i,j(k, k′)|ev = nuovo contatto)] = E[B(k)h,j] +E[Dqj ] +E[Dsi ] +
E[θ(k′)h,j] se siamo all’inizio di un periodo di contatto.
• E[(Rh,i,j(k, k′)|ev =contatto)] = E[B(k)h,j]+E[Dqj ]+E[Dsi ]+E[θ(k′)h,j]
durante un periodo di contatto il cui inizio e` stato rilevato precedente-
mente.
Grazie all’indipendenza delle variabili, possiamo calcolare la varianza di R
condizionata come somma delle varianze degli addendi:
• V ar((Rh,i,j(k, k′)|ev =intercontatto)) = V ar(TIC) + V ar(B(k)h,j) +
V ar(Dqj) + V ar(Dsi) + V ar(θ(k
′)h,j) se non c’e` contatto tra seeker e
provider.
• V ar((Rh,i,j(k, k′)|ev = nuovo contatto)) = V ar(B(k)h,j) + V ar(Dqj) +
V ar(Dsi) + V ar(θ(k
′)h,j) se siamo all’inizio di un periodo di contatto.
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• V ar((Rh,i,j(k, k′)|ev =contatto)) = V ar(B(k)h,j)+V ar(Dqj)+V ar(Dsi)+
V ar(θ(k′)h,j) durante un periodo di contatto il cui inizio e` stato rilevato
precedentemente.
Mentre usiamo esclusivamente il valore atteso per stimare il tempo di ri-
soluzione delle alternative per l’esecuzione delle richieste, la varianza viene
utilizzata per trovare una distribuzione generale che approssimi quella di R,
che non e` definibile esplicitamente.
4.10 Approssimazione a distribuzione gene-
rale
Una distribuzione di probabilita` che caratterizzi R e` utile se non siamo inte-
ressati esclusivamente al valore medio del tempo di risoluzione della richiesta,
ma vogliamo considerare la probabilita` di riuscire nell’esecuzione della richie-
sta dato un tempo limite fornito dall’utente.
In letteratura esistono alcuni metodi per approssimare una distribuzione
generale ad una con formulazione conosciuta, a seconda della natura di alcu-
ni valori caratteristici della variabile aleatoria. Tipicamente questi metodi si
basano sulla conoscenza dei momenti della variabile, maggiore il numero di
momenti conosciuti, piu` fedele sara` l’approssimazione, ma piu` pesante sara`
la computazione.
Per una variabile aleatoria come R con addendi legati ad esponenziali
esiste un metodo descritto in [45] che permette un’approssimazione ad una
distribuzione di probabilita`, definita utilizzando esclusivamente il coefficiente
di variazione della variabile aleatoria generale, che e` definito come il rapporto
tra la radice quadrata della varianza e il modulo del valore atteso.
Una caratteristica principale di questo metodo e` che la distribuzione gene-
rale viene approssimata a due distribuzioni alternative, la cui scelta dipende
dal valore del coefficiente di variazione Cv di R:
• Se Cv > 1 usiamo una distribuzione iperesponenziale a due elementi
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• Se Cv < 1 otteniamo una distribuzione erlang generalizzata (o ipoespo-
nenziale) a n-elementi
Quindi, utilizzando esclusivamente il valore del rapporto tra la radice della
varianza e il valore atteso viene definita la scelta della distribuzione, che e`
essa stessa calcolabile esclusivamente in termini di Cv
4.10.1 Distribuzione iperesponenziale
L’approssimazione di R nel caso Cv > 1 viene effettuata tramite una di-
stribuzione iperesponenziale (Strumenti matematici 7a) a due elementi che e`
caratterizzata nel seguente modo:
Date X1 e X2 variabili aleatorie con distribuzione esponenziale di rate
medio rispettivamente λ1 e λ2, la funzione di densita` fR di R e` data da
fX1(t) ∗ p + fX2(t) ∗ (1 − p) = λ1e−λt ∗ p + λ2e−λt ∗ (1 − p), con p la pro-
babilita` che R coincida con X1 anziche´ X2 ed abbiamo che λ1 = 2p/E[R] e
λ2 = 2(1− p)/E[R].
Il valore di p viene determinato in [45] esclusivamente utilizzando il valore
del coefficiente di variazione Cv:
p =
C2v + 1−
√
(C4v − 1)
2(C2v + 1)
4.10.2 Distribuzione ipoesponenziale
Nel caso Cv < 1, l’approssimazione viene effettuata tramite una distribu-
zione ipoesponenziale (o Erlang generalizzata, Strumenti matematici 6a). A
differenza dell’iperesponenziale, la distribuzione ipoesponenziale utilizzata e`
definita come la media pesata tra una distribuzione Erlang a n−1 componen-
ti esponenziali ed una distribuzione esponenziale. Le n variabili Yi utilizzate
sono identicamente distribuite con rate medio pari a λ, chiamiamo Sn−1 la
variabile Erlang e Yn la variabile esponenziale rimanente, da cui ricaviamo
l’approssimazione di R:
• Densita` di probabilita`: fR(t) = fSn−1(t) ∗ (1− p) + fYn(t)
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• Valore atteso : E[R] = E[Yn] + E[Sn−1] = (n− p(n− 1))/λ
Dal valore atteso ricaviamo che λ = (n − p(n − 1))/E[R], il valore di n si
ricava come il minimo intero tale che 1/(n − 1) > Cv ≥ 1/
√
n e possiamo
trovare il valore di p come:
p =
2nC2v + n− 2−
√
(n2 + 4− 4nC2v )
2(C2v + 1)(n− 1)
4.11 Algoritmo di valutazione
Nei paragrafi precedenti abbiamo definito come e` possibile modellare l’esecu-
zione di un servizio in una rete opportunistica tramite una variabile aleatoria
della quale abbiamo ricavato il valore atteso, varianza e una distribuzione di
probabilita` che l’approssimi.
Queste funzioni formano un modello utilizzabile per implementare un al-
goritmo che valuti le alternative disponibili per la risoluzione delle richieste,
in modo da scegliere automaticamente quella che dovrebbe offrire le migliori
prestazioni.
Il sistema che vogliamo fornire (come descritto nella sezione 3.2) e` un sup-
porto a tempo di esecuzione del livello applicativo, che renda disponibili le
operazioni di valutazione al livello superiore e gestisca le dinamiche rilevanti
del livello di rete mobile.
La prima operazione da rendere disponibile al livello applicativo e` la ri-
chiesta dell’esecuzione di un servizio, che deve quindi essere implementato
applicando le politiche di scelta tra le alternative in modo trasparente nei
confronti dell’utente, quindi descriviamo un algoritmo che cerchi a partire da
un’indicazione semantica di un servizio (tipo dell’input e dell’output), tutti i
nodi della rete di cui e` a conoscenza che offrano un servizio congruente, per
poi calcolare per ogni coppia (nodo, servizio) una stima del tempo totale di
esecuzione, tramite la conoscenza a disposizione, e infine scegliere l’alternati-
va migliore, avviando l’esecuzione se e` gia` disponibile una connessione verso
il nodo.
In alternativa alla stima del tempo di esecuzione, se l’utente indica anche
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un riferimento temporale per il quale e` desiderato il termine dell’esecuzione,
puo` essere effettuata una valutazione tramite la funzione di distribuzione di
probabilita` per trovare la coppia (nodo, servizio) che con maggior probabilita`
possa eseguire il servizio entro il riferimento temporale.
Come descritto in precedenza, le componenti che fanno parte del sistema
devono essere realizzate in modo da aggiornare le stime ad ogni modifica
dovuta alla rilevazione degli eventi di rete e delle comunicazioni con i provi-
der, quindi e` necessario che sia definito un algoritmo in grado di aggiornare
la conoscenza disponibile al momento della rilevazione degli eventi e che si
occupi di cambiare le stime influenzate dall’aggiornamento.
Nei paragrafi precedenti sono stati individuati per ogni componente che
contribuisce ad una stima, le statistiche del sistema che servono per il calcolo
e quali eventi portano ad un aggiornamento:
• Rate di contatto δ e di intercontatto δ′ che determinano il valore atteso
e la varianza rispettivamente del tempo di contatto e intercontatto tra
due nodi e che influenzano l’attesa per il contatto successivo tra seeker
e provider (W ) e i tempi di upload e download dei dati (B e θ). δ sara`
aggiornato ad ogni fine contatto e δ′ all’inizio di ogni contatto.
• Il carico computazionale ρ del provider, il tempo di attesa in coda Dq
e il tempo di esecuzione del servizio Ds non sono calcolabili all’interno
del richiedente, ma devono essere forniti dal provider, che aggiorna i
valori ad ogni batch di richieste ricevuto (tramite l’aggiornamento di
λ e G) e al termine dell’esecuzione di ogni servizio (aggiornamento di
Ds). Ad ogni contatto con gli altri nodi della rete, deve fornire, oltre
ai valori precedenti, anche il calcolo della stima istantanea di attesa in
coda Dq.
Quindi, per quanto riguarda le statistiche di rete, all’interno di ogni nodo
deve essere gestito sia l’inizio e la fine di ogni contatto, sia la ricezione dei
batch di richieste.
4.11.1 Risoluzione delle richieste per un nodo h
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Algoritmo 4.1 Inizio contatto con il nodo j
1: InizioContatto(j)
2: Lr : Lista richieste q non assegnate di h
3: δ′h,j=AggiornaIntercontatto(TICh,j , δ
′
h,j)
4: for all i ∈ h.CodaRichieste do
5: Dqh = Dqh + E[Dsi ]
6: end for
7: info=[ρh, Dqh , Dqh , Dsi1,h , ..., Dsim,h ]
8: [ρj, Dqj , Dqj , Dsi1,j , ..., Dsim,j ] = ScambioConoscenza(j,info)
9: riprendiUpload(j), riprendiDownload(j)
10: for all q ∈ Lr|j ∈ nodiConServizio(q.servizio) do
11: if ρj > 1 then
12: qualificato=false
13: else
14: qualificato=true
15: i=q.servizio
16: E[Rh,i,j] = E[Bh,j(i.input+datiInUpload(h, j))]+E[Dqj ]+E[Dsi ]+
E[θh,j(i.output)]
17: end if
18: if q.richiestaValoreAtteso then
19: AggiornaClassifica(q,E[Rh,i,j],qualificato)
20: else
21: V ar(Rh,i,j) = V ar(Bh,j(i.input+datiInUpload(h, j)))+V ar(Dqj)+
V ar(Dsi) + V ar(θh,j(i.output))
22: Cv =
√
V ar(Rh,i,j)/E[Rh,i,j]
23: if Cv > 1 then
24: ph,i,j = IperEsponenziale(Cv, q.tempoLimite)
25: else
26: ph,i,j = IpoEsponenziale(Cv, q.tempoLimite)
27: end if
28: AggiornaClassifica(q,ph,i,j,qualificato)
29: end if
30: m=primoInClassifica(q)
31: if ConnessioneAttiva(h,m) then
32: Lr = Lr − q
33: AggiungiBufferInvio(m,i.datiInput)
34: end if
35: end for
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Come mostrato nell’algoritmo 4.1, alla rilevazione di un contatto con il
nodo j, il nodo h puo` concludere la rilevazione dell’ultimo tempo di intercon-
tatto e aggregare il risultato al rate medio δ′h,j, per poi iniziare la rilevazione
della durata del tempo di contatto TCh,j .
Il passo successivo e` il calcolo del valore istantaneo Dqh (righe 4-6) del
tempo di attesa in coda, che viene comunicato al nodo j insieme agli altri
parametri come il carico ρh e i tempi di esecuzione dei servizi che fornisce
per poi ricevere i valori caratteristici del nodo j(righe 7-8).
Una volta aggiornate le statistiche, h deve ristabilire i trasferimenti di
dati con j sia per quanto riguarda le richieste in attesa di trasferimento, sia
per i risultati delle computazioni effettuate (riga 9).
A questo punto h deve aggiornare le stime per le richieste pendenti che
riguardano il nodo j, cioe` tutte le richieste non ancora assegnate ad un pro-
vider per cui j fornisce un alternativa i di servizio(riga 10).
L’aggiornamento viene effettuato ricavando il nuovo valore atteso di Rh,i,j
nel caso ρj < 1, altrimenti il nodo viene squalificato a priori, poiche´ sovrac-
carico.
Una particolarita` nella valutazione riguarda il valore del parametro assegnato
al tempo di upload Bh,j, infatti per trasferire i dati al provider j il nodo h
deve considerare tutti i dati accumulati che attendono l’upload al provider
j, il che ci permette di effettuare una stima dell’upload non solo dell’input
del servizio i, ma anche di tutti gli input di un batch di richieste.
Nel caso la richiesta necessiti del calcolo della probabilita` ph,i,j che la compu-
tazione termini entro un tempo limite, viene calcolata anche la varianza di
Rh,i,j per poi ricavare un’approssimazione della distribuzione di probabilita`
di R, come mostrato nel precedente paragrafo (righe 21-27).
Terminati gli aggiornamenti, viene aggiornata la classifica dei provider
per la richiesta e se il primo classificato (che potrebbe non essere j) e` in con-
tatto con h, si assegna definitivamente la richiesta al nodo e la si inserisce nel
buffer di invio, altrimenti la decisione viene rinviata in attesa del contatto
con il primo in classifica (righe 30-33).
Per quanto riguarda la gestione della fine di un periodo di contatto con
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Algoritmo 4.2 Fine contatto con il nodo j
1: FineContatto(j)
2: Lr : Lista richieste q non assegnate di h
3: δh,j=AggiornaContatto(TCh,j , δh,j)
4: fermaUpload(j), fermaDownload(j)
5: for all q ∈ Lr|j ∈ nodiConServizio(q.servizio) do
6: if ρj > 1 then
7: qualificato=false
8: else
9: qualificato=true
10: i=q.servizio
11: E[Rh,i,j] = E[TICh,j ] + E[Bh,j(i.input + datiInUpload(h, j))] +
E[Dqj ] + E[Dsi ] + E[θh,j(i.output)]
12: end if
13: if q.richiestaValoreAtteso then
14: AggiornaClassifica(q,E[Rh,i,j],qualificato)
15: else
16: V ar(Rh,i,j) = V ar(TICh,j)V ar(Bh,j(i.input+datiInUpload(h, j))) +
V ar(Dqj) + V ar(Dsi) + V ar(θh,j(i.output))
17: Cv =
√
V ar(Rh,i,j)/E[Rh,i,j]
18: if Cv > 1 then
19: ph,i,j = IperEsponenziale(Cv, q.tempoLimite)
20: else
21: ph,i,j = IpoEsponenziale(Cv, q.tempoLimite)
22: end if
23: AggiornaClassifica(q,ph,i,j,qualificato)
24: end if
25: end for
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il nodo j, il nodo h si comporta in modo analogo (algoritmo 4.2) rispetto
all’inizio della fase di contatto.
Come primo passo viene effettuato l’aggiornamento del rate medio di con-
tatto δh,j usando la nuova rilevazione TCh,j e sospende ogni trasmissione in
ingresso e uscita con j.
Anche in questo caso h deve aggiornare le stime per ogni Rh,i,j in sospeso,
dato che la distribuzione di R cambia con l’assenza di contatto (righe 11 e
16).
Non viene effettuato il controllo di assegnazione della richiesta dato che
j non puo` essere il primo provider per una richiesta non ancora assegnata
prima dell’aggiornamento delle stime, dato che altrimenti h avrebbe gia` as-
segnato la richiesta a j all’inizio del periodo di contatto o al momento della
creazione della richiesta. Il provider j puo` pero` diventare il nuovo primo in
classifica per la richiesta, ma, dato che il suo contatto e` appena terminato, h
deve attendere un nuovo contatto per assegnargli la richiesta.
Infine definiamo il comportamento del nodo h quando riceve la notifica
della creazione di una richiesta q di servizio da parte dell’utente o di un’ap-
plicazione (algoritmo 4.3). Il nodo h come primo passo ricerca nella propria
conoscenza i nodi che forniscono un servizio i congruente alla richiesta (riga
4) e per ognuno di loro, che siano in contatto o meno, calcola una stima
da inserire in una nuova classifica, dalla quale al termine delle valutazioni
viene estratto il provider valutato come migliore (riga 25) e se tale nodo e`
attualmente in contato con h si assegna definitivamente la richiesta, mentre
in alternativa la richiesta viene inserita (riga 29) in una lista Lr che contie-
ne le valutazioni in sospeso e che possono essere aggiornate a seconda degli
eventi di rete.
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Algoritmo 4.3 Creazione di una richiesta q
1: RisoluzioneRichiesta(q)
2: Lr : Lista richieste q non assegnate di h
3: CreaClassifica(q)
4: for all j ∈ nodiConServizio(q.servizio) do
5: if ρj > 1 then
6: qualificato=false
7: else
8: qualificato=true
9: i=q.servizio
10: E[Rh,i,j] = E[Wh,j]+E[Bh,j(i.input+datiInUpload(h, j))]+E[Dqj ]+
E[Dsi ] + E[θh,j(i.output)]
11: end if
12: if q.richiestaValoreAtteso then
13: AggiungiAClassifica(q,E[Rh,i,j],qualificato)
14: else
15: V ar(Rh,i,j) = V ar(Wh,j)+V ar(Bh,j(i.input+datiInUpload(h, j)))+
V ar(Dqj) + V ar(Dsi) + V ar(θh,j(i.output))
16: Cv =
√
V ar(Rh,i,j)/E[Rh,i,j]
17: if Cv > 1 then
18: ph,i,j = IperEsponenziale(Cv, q.tempoLimite)
19: else
20: ph,i,j = IpoEsponenziale(Cv, q.tempoLimite)
21: end if
22: AggiungiAClassifica(q,ph,i,j,qualificato)
23: end if
24: end for
25: m=primoInClassifica(q)
26: if ConnessioneAttiva(h,m) then
27: AggiungiBufferInvio(m,i.datiInput)
28: else
29: Lr = Lr ∪ q
30: end if
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Capitolo 5
Composizione di servizi
Dopo aver descritto il modello per l’esecuzione di un servizio tramite una
sequenza di contatti diretti del richiedente con un singolo provider, in questo
capitolo consideriamo il caso in cui la richiesta e` risolta tramite composizioni
di servizi.
E` necessario innanzitutto definire lo scenario d’uso dei servizi compo-
sti e, riprendendo le considerazioni fatte nella sezione 3.2.7, definire come
puo` essere caratterizzato un servizio composto al momento della ricerca delle
alternative di risoluzione e della loro valutazione. Successivamente analizze-
remo, a seconda della conoscenza a disposizione dei nodi (locale o non locale),
quali siano le possibili composizioni sfruttabili e come possono essere model-
late. Infine descriviamo come effettuare la valutazione delle alternative di
composizione disponibili.
5.1 Composizioni trattate
L’analisi del problema delle composizioni di servizi e` molto interessante dato
che un nodo della rete puo` sfruttare oltre ai servizi forniti da un singolo nodo,
anche composizioni di servizi per cui possono non esistere alternative sotto
forma di singoli servizi, arricchendo l’offerta di servizi disponibili.
In un ambiente opportunistico, la composizione di servizi puo` essere rea-
lizzata in modi diversi a seconda della conoscenza locale della rete posseduta
95
dal richiedente.
La strategia piu` semplice e` quella in cui viene utilizzata unicamente la
conoscenza locale della rete posseduta dal richiedente per stabilire i singoli
servizi che contribuiscono a definire la composizione e i provider che offrono
tali servizi. Una volta stabilita la composizione su base locale, e` possibile
poi distinguere due soluzioni nel modo in cui i dati vengono trasmessi tra i
provider al momento della risoluzione nella richiesta.
I trasferimenti di dati tra i nodi della composizione dividono le diverse
esecuzioni di servizio e sono dipendenti dalla mobilita` relativa delle coppie
dei nodi della rete. Nel modello single-hop si usano solo le rilevazioni locali
del seeker per modellare come la mobilita` influisce sui trasferimenti dati, ma
un nodo che richiede un servizio composto non conosce quali sono le carat-
teristiche di mobilita` tra gli altri nodi della rete.
E` quindi possibile porre due alternative per trattare i trasferimenti: il
richiedente puo` usare solo la propria conoscenza forzando il ritorno al seeker
dei dati dell’esecuzione di ciascun servizio, oppure il nodo richiedente dovreb-
be richiedere ad ogni provider con cui entra in contatto quali sono i suoi dati
di mobilita` e gestirli nelle valutazioni, in modo che il risultato possa essere
inviato al nodo successivo nel caso sia valutata una soluzione conveniente.
In Figura 5.1 vediamo come possono essere effettuate le comunicazioni
P1 P2 PN
S
... ...
S
P1 P2 PN
Figura 5.1: Successione dei contatti in una composizione
tra il seeker e i provider nella risoluzione di una composizione. Nel primo
caso il seeker S che sfrutta esclusivamente la conoscenza locale sulla mobilita`
dei nodi, deve eseguire le composizioni come una sequenza di contatti diretti
con i provider P1, ..., PN per inviare i dati in input e raccogliere l’output, per
poi contattare il successivo. Nel secondo caso il seeker puo` decidere il percor-
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so che i dati devono seguire tra i provider secondo una valutazione fatta in
locale sui dati della loro mobilita` reciproca. Per alcuni passi di composizione
potrebbe essere conveniente ritrasmettere i dati al seeker che si occupera` di
contattare il prossimo passo di composizione, altrimenti la richiesta prosegue
lungo il cammino della composizione di servizi.
Nel secondo caso ovviamente aumenta la conoscenza che deve essere tra-
smessa sulla rete, perche` ad ogni contatto opportunistico occorre scambiare
le statistiche relative a tutti i contatti dei nodi, permettendo pero` di sfruttare
trasferimenti diretti di dati per migliorare le prestazioni. Una terza soluzio-
ne, non trattata in questa tesi, prevede che il seeker stabilisca solo il primo
servizio della composizione e poi questa venga calcolata incrementalmente
dai provider interessati.
5.2 Caratterizzazione delle composizioni
Nei capitoli precedenti abbiamo dato una definizione astratta di un servizio
in rete che si basa esclusivamente sul tipo dei parametri di input e dell’out-
put fornito. Questo e` il livello di dettaglio piu` astratto con cui e` possibile
verificare la congruenza con una richiesta utente ed e` sufficiente anche per
effettuare la composizione dei servizi disponibili. Cos`ı come i parametri di in-
put di un servizio possono essere forniti dal seeker in base ad un uguaglianza
di tipo (lo stesso vale per l’output della computazione), coppie di servizi per
cui il tipo dell’output del primo e` congruente all’input del secondo possono
essere composti per formare un nuovo servizio. Tale servizio ha tipo di input
uguale a quello del primo servizio, mentre il tipo d’output e` uguale a quello
del secondo servizio.
Per effettuare la valutazione nel caso della composizione con conoscenza
non locale, deve essere fornito al modello di valutazione un algoritmo che
associ ai servizi della composizione i nodi che dovranno fornirli, scegliendo la
migliore alternativa disponibile.
Il processo di individuazione e valutazione delle composizioni di servizi
viene strutturato su piu` livelli di rappresentazione dei nodi della rete e dei
servizi, cos`ı come riportato nella sezione 3.2.7
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• Livello astratto Tramite la tipizzazione dell’input e dell’output dei
servizi, vogliamo definire una rappresentazione di un servizio SC com-
posto dai servizi S1, ..., SN , tale che ne si possa individuare un tipo di
input e un tipo di output in modo che sia possibile fornire i parametri
di input al primo servizio S1 e ottenere l’output richiesto al termine
dell’elaborazione dell’ultimo servizio SN .
Per rappresentare il servizio composto si costruisce un grafo che indichi
la dipendenza di tipo tra le singole componenti, in modo tale che, per
ogni coppia di vertici, i cammini tra i due nodi indichino le sequenze di
esecuzioni di servizio necessarie per abilitare l’esecuzione del secondo
nodo.
In Figura 5.2 vediamo l’insieme dei servizi {S1, S2, S3, S4} collegati
S1
{0},{2} 
S3
{0},{1} 
S2
{1,2},{3} 
S4
{1},{3} 
start
{0} 
end
{3}
Figura 5.2: Grafo astratto di composizione
secondo le loro dipendenze di tipo insieme a due nodi start ed end
che rappresentano l’inizio e la fine della composizione e a cui vengono
rispettivamente associati il tipo di input della composizione e il tipo
del risultato (con il nome di tipo rappresentato da un numero natura-
le). Per ogni altro servizio viene associata una coppia di insiemi che
rappresentano rispettivamente i tipi dei parametri di input e i tipi dei
risultati del servizio. Le definizioni delle proprieta` di un grafo astratto
di composizione (esempio in Figura 5.2) vengono trattate nella sezione
5.1.1
• Livello dei nodi
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Dal livello astratto otteniamo la rappresentazione di tutte le possibili
sequenze di invocazione di servizi che possono formare una composizio-
ne, ma non e` possibile confrontare le alternative disponibili dato che
non sono specificati ne´ la dislocazione dei servizi sui dispositivi in rete,
ne´ il tempo necessario per effettuare le invocazioni di servizio.
A partire dalla conoscenza locale del nodo e` possibile associare ad ogni
servizio della composizione l’insieme di provider che lo fornisce e in tal
modo si descrivono alternative di composizione per una richiesta.
Per effettuare le associazioni (nodo, servizio), si trasforma il grafo
S1,N1
{0},{2} 
S3,N1
{0},{1} 
S2,N2
{1,2},{3} 
S4,N4
{1},{3} 
start,N0
{0} 
end,N0
{3}
S1 in {N1,N2}
S2 in {N2}
S3 in {N1}
S4 in {N3,N4}
S1,N2
{0},{2} 
S4,N3
{1},{3} 
Figura 5.3: Grafo dei nodi corrispondente al grafo astratto in Figura 5.2
astratto, sostituendo ogni nodo che rappresenta un servizio Si con un
insieme di nodi definiti dalle coppie (Si, Nj) tali che Nj offre il servizio
Si e gli archi che compongono il grafo rispecchiano le uguaglianze di
tipo tra i servizi del livello astratto. Inoltre, ai servizi start ed end
viene assegnato il nodo che genera la richiesta del servizio.
Un grafo dei nodi e` mostrato in Figura 5.3 che corrisponde al grafo
astratto in Figura 5.2.
Con il grafo ottenuto, e` possibile assegnare agli archi un valore che in-
dica il costo per l’invocazione successiva della composizione. Per fare
cio` si usa la conoscenza ottenuta dal nodo richiedente e il modello ma-
tematico che definiamo in seguito per descrivere le fasi che compongono
l’esecuzione di un servizio composto.
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• Livello delle alternative
Una volta ottenuto il grafo che esprima l’insieme dei nodi e dei servizi in
rete coinvolti nella composizione, devono essere estratte tutte le possi-
bili composizioni alternative utilizzabili, per poterle valutare all’interno
del modello ed effettuare la scelta della particolare configurazione da
eseguire.
In Figura 5.4 vediamo le alternative che possono essere estratte dal
start,N0
{0} 
start,N0
{0} 
start,N0
{0} 
S1,N1
{0},{2} 
S3,N1
{0},{1} 
S3,N1
{0},{1} 
S1,N2
{0},{2} 
S3,N1
{0},{1} 
start,N0
{0} 
S3,N1
{0},{1} 
S2,N2
{1,2},{3} 
S2,N2
{1,2},{3} 
S4,N3
{1},{3} 
S4,N4
{1},{3} 
end,N0
{3}
end,N0
{3}
end,N0
{3}
end,N0
{3}
Figura 5.4: Grafi delle alternative del grafo dei nodi in Figura 5.3
grafo dei nodi visto in Figura 5.3. Le prime due esecuzioni prevedono
un’esecuzione parallela dei servizi S1 e S3, i cui risultati vanno a for-
mare i parametri necessari al secondo servizio S2, cambiando la scelta
dei provider usati. Nelle altre due alternative abbiamo l’esecuzione se-
quenziale dei servizi S3 e S4 con due diversi provider utilizzabili per il
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servizio S4.
Una volta ottenute le alternative di composizione, l’algoritmo di va-
lutazione si occupa di associare la conoscenza alle singole alternative,
ottenendo il loro tempo medio di esecuzione e quindi permettendo di
scegliere quella piu` conveniente.
5.2.1 Livello astratto
Per rendere possibile la rappresentazione dell’insieme delle alternative di com-
posizione, occorre innanzitutto formalizzare le dipendenze nell’esecuzione dei
diversi servizi e come esse vengono riportate nel grafo astratto, in modo da
rendere possibile la definizione di un algoritmo per ricavarne le singole alter-
native valutabili dal modello analitico.
I servizi utilizzati nella composizione sono unicamente i servizi conosciuti
dal nodo richiedente, a cui vengono aggiunti due servizi start ed end che
corrispondono alla ricezione dei parametri di input e alla consegna all’utente
dei risultati richiesti.
Il tipo di input o output di un servizio e` caratterizzato da un’insieme non
ordinato di nomi i quali rappresentano ciascuno un dato sempre presente in
ogni istanza e non ulteriormente scomponibile. Per comodita` useremo come
nomi di tipo esclusivamente i numeri naturali, quindi esprimendo un servizio
con sj = ({1, 2}, {3}) stiamo rappresentando un servizio sj che deve ricevere
in input un elemento di tipo 1 e un elemento di tipo 2, per poi restituire un
elemento di tipo 3.
L’insieme delle dipendenze all’interno di una composizione e` espresso da
un grafo Gs = (Vs, Es) in cui i vertici in Vs sono i servizi start, s1, ..., sm, end,
identificati ciascuno in modo biunivoco da una coppia sj = (Ij, Oj) dove Ij e`
l’insieme dei tipi dei parametri di input del servizio sj, mentre Oj e` l’insieme
dei tipi dei risultati in output.
Assumiamo che il grafo Gs sia aciclico, dato che cicli di servizi che ope-
rano sugli stessi dati piu` volte, sono un caso particolare e la loro trattazione
porterebbe ad una complicazione della struttura del modello analitico.
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Elenchiamo ora le proprieta` di cui deve godere il grafo Gs = (Vs, Es) cor-
rispondente ad una richiesta utente. Tali proprieta` valgono per ogni grafo
di composizione definibile a partire da una richiesta, supposto che i servizi
siano definiti come descritto in precedenza.
Proprieta` 5.1. Per ogni grafo Gs esiste un solo nodo iniziale start che non
ha archi in ingresso e ha tipo di input vuoto ed esiste un solo nodo finale end
che non ha archi in uscita e ha tipo di output vuoto.
La presenza di un nodo iniziale e finale nel grafo di composizione rappre-
senta la ricezione da parte del sistema dei parametri di input dall’utente e la
restituzione del risultato dell’invocazione composta. Quindi con start ed end
indichiamo univocamente l’inizio e la fine della composizione, che nel grafo
si traduce nel fatto che start non dipende da altri servizi, mentre end non e`
seguito da alcuna altra esecuzione.
L’unicita` di start implica che non vi possono essere altri punti di partenza
per la composizione se non la richiesta dell’utente, mentre l’unicita` di end
implica che la composizione possa terminare solo alla consegna dell’output
al richiedente.
Proprieta` 5.2. Per ogni servizio si di tipo (Ii, Oi), e per ogni arco eh in
uscita da si, se eh = (si, sj) allora Oi ∩ Ij e` diverso dall’insieme vuoto
Proprieta` 5.3. Per ogni servizio sj ∈ Vs di tipo (Ij, Oj), e per ogni sevizio
si con un arco eh in entrata in sj, (
⋃
iOi) ⊇ Ij.
Queste due proprieta` definiscono come devono essere collegati i nodi nel
grafo. La prima proprieta` afferma che un arco tra due servizi si e sj esiste
solo se uno degli elementi di output di si puo` essere usato come parametro
di input per sj, il che rappresenta il caso in cui il risultato dell’esecuzione
del servizio si permette l’esecuzione del servizio sj. Con la seconda proprieta`
sugli archi, stabiliamo che ogni servizio che fa parte della composizione possa
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essere eseguito utilizzando i risultati di altri servizi e che non sia possibile
individuare composizioni in cui un servizio non possa mai ottenere tutti i
parametri necessari per la propria esecuzione.
Le proprieta` enunciate in questa sezione definiscono la rappresentazione
del grafo delle composizioni valide per una richiesta utente. Queste assunzioni
sono fondamentali per escludere casi non trattabili, ad esempio la Proprieta`
5.1 non permette l’invocazione di un servizio il cui risultato non e` utilizza-
bile ne´ dagli altri elementi della composizione, ne´ come output da fornire
al richiedente, allo stesso modo l’aciclicita` esclude la presenza di successio-
ni infinite di invocazioni all’interno della composizione e le Proprieta` 5.2 e
5.3 non permettono l’uso di composizioni non terminabili per mancanza dei
parametri di input necessari all’esecuzione.
5.2.2 Livello dei nodi
L’associazione tra i servizi conosciuti e i nodi della rete che li forniscono e` il
primo passo di concretizzazione delle composizioni ed e` necessario per poter
effettuare la valutazione.
Dato che ogni servizio all’interno della composizione astratta puo` esse-
re fornito da piu` dispositivi, la rappresentazione delle possibili composizioni
deve distinguere i provider che possono essere contattati e quindi espandere
il grafo astratto, esplicitando la differenza tra uno stesso servizio invocato
su nodi della rete diversi. Diamo quindi la definizione del grafo dei nodi a
partire dalla definizione del grafo astratto dei servizi.
Il grafo di composizione GN = (VN , EN) presente a questo livello puo` es-
sere creato a partire dal grafo astratto GS = (VS, ES) tramite il seguente
algoritmo
• Per ogni vertice v ∈ VS si definisce in VN un’insieme di vertici formati
da coppie (servizio, nodo) {(s, ni)}i=1..n tali che s = v e
⋃
i=1..n{ni} e`
l’insieme dei nodi che offrono il servizio s.
• Si aggiungono due nodi (start, n0) e (end, n0) a VN dove n0 e` il nodo
richiedente.
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• Per ogni arco (vi, vj) ∈ ES si definisce in EN un arco ((si, nh), (sj, nk))
per ogni nodo nh che offre il servizio si e per ogni nodo nk che offre il
servizio sj
Con questa costruzione, ad ogni nodo e arco del grafo astratto corrispondono,
rispettivamente, un insieme di nodi ed un insieme di archi nel grafo dei nodi.
Dato che la presenza degli archi si basa esclusivamente sui servizi, vengono
mantenute tutte le proprieta` descritte per il grafo astratto.
Le Proprieta` 5.1, 5.2 e 5.3 e sono mantenute dato che gli archi si basano
esclusivamente sul tipo dei servizi e non sono influenzati dai nodi. L’aciclicita`
del grafo GN deriva direttamente da quella di GS grazie al fatto che non pos-
sono esistere archi tra i vertici (s, ni) che corrispondono ad un nodo v di GS
dato che se esistessero archi tra due vertici del grafo dei nodi corrispondenti
allo stesso servizio s, esso avrebbe tipo di input uguale al tipo di output, e
quindi inutile alla fine di risolvere qualsiasi richiesta.
Tramite l’associazione dei nodi ai servizi, otteniamo una rappresentazione
della successione delle invocazioni dei servizi all’interno della composizione.
Per valutare il costo di una particolare alternativa e` necessario individua-
re quali sono le fasi che compongono l’invocazione di un servizio composto e
qual e` la struttura di ogni alternativa.
Nella sezione 5.2 vediamo come, utilizzando la rappresentazione fornita
dal livello dei nodi, sia possibile applicare una funzione di valutazione dipen-
dente dalla struttura delle composizioni e dalla conoscenza disponibile con lo
scopo di assegnare ad ogni arco un valore numerico da utilizzare per ricavare
la valutazione delle singole alternative di composizione.
5.2.3 Livello delle alternative
Per poter scegliere quale composizione usare per risolvere una richiesta, bi-
sogna estrarre dal grafo dei nodi le singole composizioni alternative, deter-
minandone la struttura, ed elaborarle tramite il modello matematico.
Ovviamente al momento della valutazione vogliamo analizzare solo le al-
ternative che sono rappresentate da cammini di composizione senza invoca-
zioni superflue. Ad esempio, in Figura 5.5 mostriamo una composizione con
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due rami paralleli con i servizi S1 e S3 che forniscono gli stessi dati al servizio
finale S2, il che e` chiaramente inutile.
Per descrivere in modo formale le alternative che vogliamo analizzare,
aggiungiamo una proprieta` a quelle associate al grafo dei nodi, in modo da
poter individuare i casi da scartare.
La formalizzazione che forniamo vale in generale, qualunque sia la co-
noscenza che si assume che i nodi abbiano (globale, locale,...), dato che la
rappresentazione delle alternative e` astratta e non prende in considerazione
le problematiche di trasferimento del messaggio. Le conseguenze che la cono-
scenza a disposizione dei nodi ha sulla risoluzione di una richiesta si riflettono
esclusivamente sulla realizzazione del modello analitico di valutazione delle
alternative.
S1,N1
{2},{3} 
S2,N3
{3},{4} 
S3,N2
{1},{3} 
S0,N0
{0},{1,2} 
Figura 5.5: Composizione che contiene piu` alternative
Proprieta` 5.4. Il grafo GC = (VC ⊆ VN , EC ⊆ EN) e` un’alternativa di
composizione solo se per ogni nodo vj = ((Ij, Oj), nj) ∈ VC, vale che l’insieme
{v1, .., vm} dei nodi di VC che hanno un arco entrante in vj, e` tale che per
ogni nodo vh = ((Ih, Oh), nh) ∈ {v1, ..., vm} si ha
⋃
i=1,i 6=hOi + Ij
Grazie a questa proprieta` verifichiamo che ogni nodo del grafo non sia
preceduto da nodi che potrebbero essere eliminati mantenendo le proprieta`
precedenti, in questo modo non possiamo avere composizioni ridondanti tra
le alternative da valutare. Questa proprieta` coinvolge solo i tipi del servizio,
quindi un grafo GN che corrisponde ad un grafo astratto GS a cui sono stati
associati i provider ne rispetta le stesse proprieta`, puo` essere utilizzato per
ricavare le alternative di composizione, che avranno gia` indicate le istanzia-
zioni dei servizi nella rete.
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Nella prossima sezione analizziamo il modello che consente di effettua-
re la valutazione delle alternative e valuteremo sia come la struttura della
composizione e la conoscenza a disposizione dei nodi influiscano sul tipo di
valutazione matematica effettuabile, e sulla complessita` degli algoritmi per
ricavare i grafi dei vari livelli di astrazione.
5.3 Valutazione delle composizioni
Analogamente al modello per esecuzioni single-hop sviluppato nel capitolo 4,
vogliamo costruire un modello matematico che permetta di valutare le alter-
native di composizione per una richiesta di servizio.
Una richiesta composta di servizio puo` essere vista come una successione
di due fasi: le esecuzioni dei servizi e i trasferimenti dei dati.
L’esecuzione dei servizi e` modellata in modo analogo al sistema che ab-
biamo considerato per i provider del modello single-hop: ogni provider ha
una propria coda da cui estrae le richieste da eseguire. La differenza risiede
nel fatto che una richiesta puo` essere servita esclusivamente se sono dispo-
nibili tutti i parametri di input necessari all’esecuzione e, a differenza del
single-hop, questi valori possono provenire da diversi nodi della rete. Quindi
un provider, per inserire una richiesta nella propria coda, deve attendere il
termine dei trasferimenti dall’insieme di tutti i provider che producono un
input per il servizio.
5.3.1 Conoscenza necessaria alla valutazione
Nel capitolo 4 abbiamo descritto come i nodi possano richiedere servizi in rete
con l’uso esclusivo della loro conoscenza locale e di quella ottenuta tramite
scambi diretti con i nodi. Nel caso delle composizioni, questo tipo di cono-
scenza non permette di conoscere la mobilita` relativa dei nodi che possono
partecipare ad una composizione e quindi non e` possibile stimare la durata
dei periodi di contatto e intercontatto tra di loro.
Per un seeker e` comunque possibile realizzare una composizione senza
conoscenza aggiuntiva, ma non avrebbe mezzi per calcolare il tempo di tra-
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sferimento dei dati diretti da un provider all’altro. In questo caso il seeker
puo` trasformare la composizione in una serie di esecuzioni di servizi single-
hop, in cui per ogni servizio da invocare, i risultati vengono forzatamente
trasferiti al seeker prima di poter essere inviati al nodo che fornisce il servi-
zio successivo.
Se nel sistema si vuole sfruttare esclusivamente la conoscenza locale del
seeker, all’algoritmo di valutazione e` sufficiente conoscere cio` che e` stato
specificato per il sistema a servizi singoli ed anche gli scambi di conoscenza
effettuati durante i contatti rimangono gli stessi di quelli descritti nell’algo-
ritmo 4.1 presente nella sezione 4.11.
Per rendere possibile la valutazione del tempo di trasferimento di dati
diretto tra due provider, il seeker necessita di conoscenza aggiuntiva.
Per poter valutare come il trasferimento dei dati influisce sul tempo di
risoluzione della richiesta, il seeker deve avere conoscenza della mobilita` rela-
tiva tra i nodi coinvolti e in particolare dei tempi di contatto e intercontatto.
Questi valori non sono calcolabili tramite l’uso esclusivo della conoscenza lo-
cale del seeker, ma e` necessario che, durante gli scambi di informazioni tra
nodi, vengano inclusi anche i dati di mobilita` (rate medio di contatto e in-
tercontatto), portando ad un aumento dei dati trasmessi in rete e da gestire
nella base di conoscenza.
La conoscenza aggiuntiva per effettuare la valutazione dei trasferimenti
diretti di dati tra i nodi che formano una composizione dei servizi, senza
ritorno al seeker, deve essere ottenuta tramite gli scambi di informazioni al-
l’inizio dei contatti tra i nodi.
Chiamiamo ni ed nj due nodi che si incontrano nella rete e scambiano le
proprie statistiche. Il nodo ni ha bisogno di conoscere i rate medi di contatto
δnj ,nh e intercontatto δ
′
nj ,nh
per ogni nodo nh che e` conosciuto da ni (per i
quali conosce i servizi offerti). Questi valori non vengono mediati all’interno
di ni ma vengono memorizzati cos`ı come sono, dato che deve essere nj ad
occuparsi di mantenerli aggiornati.
Quest’aumento della conoscenza gestita e da scambiare (per n nodi cono-
sciuti, si passerebbe dalla gestione di n rate medi di contatto e intercontatto
ad n2) e` pero` bilanciato dalla possibilita` di sfruttare il contatto diretto tra
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i nodi della composizione, con la possibilita` di trovare soluzioni piu` perfor-
manti senza che vi sia l’obbligo di trasferire i risultati dai provider verso il
seeker ad ogni passo.
Di seguito elaboriamo un modello analitico valido qualsiasi sia la scelta
effettuata, data la loro simile formulazione e la plausibilita` dell’uso di entram-
bi i casi, il primo per mantenere al minimo i dati trasmessi in rete e gestiti
dai nodi, il secondo per aumentare la possibilita` di migliorare le soluzioni
trovate.
5.3.2 Caratterizzazione del tempo di risoluzione
In questa sezione definiamo il modello per ottenere il valore atteso del tempo
di esecuzione di una composizione di servizi.
La definizione della variabile aleatoria che descrive il tempo di esecuzione
del servizio composto e` guidata dalla struttura e dalle proprieta` dei grafi
delle alternative GC ricavati dal grafo dei nodi GN .
Ogni nodo (ni, si) di GC indica l’esecuzione di un servizio si sul provider
ni della rete, mentre ogni arco ((ni, si), (nj, sj)) indica la necessita` del pro-
vider nj di attendere il trasferimento dell’output del servizio si da parte del
nodo ni per poter eseguire il servizio sj.
Dato il vincolo posto dagli archi in ingresso al nodo affinche´ il servizio
successivo possa essere eseguito, possiamo definire il tempo di completamen-
to del servizio composto in modo ricorsivo.
Sia Rni,si una variabile aleatoria che esprime il tempo che intercorre dal-
l’assegnamento della richiesta di esecuzione composta, fino alla terminazione
dell’esecuzione del servizio si all’interno del provider ni, dove (ni, si) e` un
nodo del grafo GC .
Coerentemente con la notazione usata nel capitolo precedente, indichia-
mo con Wnh,ni il tempo di attesa per il contatto successivo (descritto nella
sezione 4.3) tra nh e nj, con Bnh,ni(k) indichiamo il tempo per trasferire dati
di grandezza k dal nodo nh, al nodo ni senza dover attendere per un contatto
(sezione 4.6), θnh,ni(k) e` invece il tempo per trasferire i dati da nh a ni, senza
sapere se ci si trova in un periodo di contatto tra i due nodi (sezione 4.7),
108
infine Dqni e Dsni,si sono rispettivamente il tempo di attesa in coda per una
richiesta inviata al provider ni e il tempo di esecuzione del servizio si da
parte del nodo ni (sezioni 4.4 e 4.5).
Dato che consideriamo due metodi per trasferire dati tra due nodi diversi
dal seeker coinvolti nella composizione, usando il seeker come tramite in caso
di conoscenza solo locale o altrimenti con la possibilita` di contatto diretto,
usiamo nella definizione di R una variabile aleatoria chiamata θnj ,sj ,ni(k) che
indica il tempo di trasferimento generale di dati tra due nodi qualsiasi nj, ni
per eseguire il servizio sj. Questa variabile ha una definizione diversa a se-
conda del servizio da eseguire e della conoscenza che possiede il seeker.
In Figura 5.6 vediamo come le variabili aleatorie si rapportano ad un
start,N0
{0} 
S3,N1
{0},{1} 
S1,N2
{0},{2} 
S2,N2
{1,2},{3} 
end,N0
{3}
RN0,start
RN1,S3
RN2,S2
RN0,end
RN2,S1
ϴN1,N2+DQ,N2+DS,S2,N2 
Sincronizzazione
= WN0,N1+BN0,N1+DQ,N1+DS,S3,N1  
ϴN2,N2+DQ,N2+DS,S2,N2 
ϴN2,N0
WN0,N2+BN0,N2
+DQ,N2+DS,S1,N2 
WN0,N1+BN0,N1
+DQ,N1+DS,S3,N1 
= Esecuzioni parallele
= WN0,N2+BN0,N2+DQ,N2+DS,S1,N2  
= max{RN1,S3+ϴN1,N2,RN2,S1+ϴN2,N2}+DQ,N2+DS,S2,N2  
= 0
= RN2,S2+ϴN2,N0 Tempo di risoluzione della composizione
Figura 5.6: Valori associati ad un’alternativa in Figura 5.4
grafo che indica un’alternativa di composizione. Supponiamo che il nodo n0,
debba risolvere una richiesta di tipo {0}, {3}.
109
Ogni arco del grafo indica un invocazione di servizio che consiste nel tra-
sferimento dei dati in input, l’attesa in coda della richiesta e l’esecuzione vera
e propria, al termine dell’esecuzione del servizio si passa al nodo successivo
della composizione.
Cos`ı come nel Capitolo 4, il seeker puo` valutare separatamente il tempo
di trasferimento B e il tempo di attesa per poter iniziare a trasferire i dati
W , quindi sugli archi uscenti dal seeker all’inizio della composizione (con-
traddistinta dal servizio start) viene associato come tempo di trasferimento
W +B. A questo valore deve poter essere aggiunto il tempo di attesa in coda
della richiesta Dq e il tempo di esecuzione del servizio Ds.
Il trasferimento dati all’inizio della composizione non risente della diffe-
renza tra conoscenza locale e non locale, dato che il trasferimento parte gia`
dal seeker, ma per i trasferimenti con gli altri nodi della rete associamo la
nuova variabile θ.
Nel caso di conoscenza locale θ deve essere definita come un doppio tra-
sferimento del tipo θ1 + θ2, mentre se si conoscono le statistiche di mobilita`
relative a mittente e destinatario potrebbe assumere anche la forma di θ,
scegliendo in base a quale tipo di trasferimento e` piu` conveniente.
Si puo` procedere in questo modo fino agli archi entranti nel vertice con
il servizio end, che segna il terime della composizione. Per quest’insieme di
archi, il tempo di attesa in coda e il tempo di esecuzione dei servizi possono
essere omessi, con il solo tempo di trasferimento che viene associato all’arco.
Il tempo di esecuzione dell’intera composizione e` esprimibile come una
variabile aleatoria Rend,n0 puo` essere definita ricorsivamente come il tempo
necessario per eseguire tutti i servizi della composizione a cui va aggiunto il
tempo per trasferire i dati richiesti verso n0. Il tempo necessario per l’esecu-
zione della composizione puo` essere definito allo stesso modo come il tempo
necessario per eseguire tutti i passi precedenti a cui va aggiunto il tempo per
trasferire l’input per eseguire l’ultimo passo di composizione. Questa defi-
nizione puo` essere espansa fino alla risoluzione di Rstart,n0 che indica l’inizio
della composizione.
Nell’esempio in Figura 5.6 il servizio end ha un solo arco entrante, quindi
dovra` attendere il completamento del solo servizio S2 e il trasferimento dei
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risultati. Invece il servizio S2 ha necessita` di ricevere dati dai nodi S1 ed
S3, quindi si viene a creare un punto di sincronizzazione per cui il tempo
necessario per eseguire S3 dipende dal calcolo del massimo dei tempi di com-
pletamento dei cammini di composizioni precedenti.
Ora formalizziamo queste considerazioni per ricavare la formulazione di
Rend,n0 . Innanzitutto diamo una definizione per il tempo di trasferimento θ
a seconda dei casi rilevabili in un’alternativa di composizione:
• θnh,sh,ni(k) = Wnh,ni +Bnh,ni(k) se sh = start
• θnh,sh,ni(k) = θnh,ni(k) se sh 6= start e il seeker ha a disposizione la
conoscenza della mobilita` relativa alla coppia di nodi della rete (nh, ni)
e se θnh,n0(k) + θn0,ni(k) > θnh,ni(k)
• θnh,sh,ni(k) = θnh,n0(k) + θn0,ni(k) se sh 6= start e il seeker n0 ha a
disposizione solo la conoscenza rilevabile in locale riguardo la mobilita`
di rete e per effettuare il trasferimento dei dati deve utilizzare se´ stesso
come tramite tra i nodi della composizione, oppure se sfruttando la
conoscenza non locale si ha θnh,n0(k) + θn0,ni(k) < θnh,ni(k).
A partire dalla definizione delle variabili aleatorie che compongono le fasi
di risoluzione di un servizio composto, il valore di Rni,si e` determinabile a
partire dagli m nodi (sj, nj) con j = {1, ...,m} che hanno archi in ingresso
in (si, ni), tramite la seguente formulazione:
• Rni,end = max{Rnj ,sj + θnj ,sj ,ni(kj)|j = 1, ..,m}
• Rni,si = max{Rnj ,sj + θnj ,sj ,ni(kj)|j = 1, ..,m} + Dqni + Dsni,si se si 6=
start ∧ si 6= end
• Rni,start = 0
Data questa formulazione, la variabile aleatoria che esprime il tempo che in-
tercorre tra l’inizio e la fine della risoluzione della richiesta, e` Rend,n0 dove n0
e` il nodo seeker che ha generato la richiesta.
Il calcolo di E[Rend,n0 ] prevede di ricavare il valore atteso di una variabile
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composta da un operatore di massimo applicato su un numero di variabi-
li aleatorie con distribuzioni che non sono dello stesso tipo. Poiche` non e`
possibile sfruttare la descrizione della distribuzione delle singole variabili e`
necessario usare le formule generali per il calcolo del valore atteso:
Sia X una variabile aleatoria definita come X = max{X1, ..., Xn} e as-
sumiamo per semplicita` che X1, ..., Xn siano indipendenti. Il calcolo del suo
valore atteso equivale alla media pesata sulle probabilita` del valore atteso di
ogni componente:
E[X] =
n∑
i=1
E[Xi] ∗ P{Xi = max{X1, ..., Xn}}
Con:
P{Xi = max{X1, ..., Xn}} =
∫ ∞
0
P{Xi ≥ t|X1 ≤ t ∧ ... ∧Xn ≤ t}∗
∗P{X1 ≤ t∧ ...∧Xn ≤ t}dt =
∫ ∞
0
(1− FXi|X1≤t∧...∧Xn≤t(t)) ∗
n∏
j=1,j 6=i
FXj(t)dt
Tornando alla formula per il valore atteso abbiamo:
E[X] =
n∑
i=1
E[Xi] ∗
∫ ∞
0
(1− FXi(t)) ∗
n∏
j=1,j 6=i
FXj(t)dt
Dato che le funzioni cumulative di probabilita` FXi non hanno una forma
ulteriormente manipolabile non e` possibile arrivare ad una formula chiu-
sa per la produttoria e conseguentemente per l’integrale e la sommatoria.
Quindi non e` possibile esprimere esplicitamente il valore di E[Rn0,end] e non
e` possibile per l’algoritmo di valutazione calcolare E[Rn0,end] senza l’ausilio
di risolutori matematici.
Se invece consideriamo le composizioni sequenziali, il problema risulta
trattabile, come mostrato nella sezione successiva.
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5.4 Valutazione per composizioni sequenziali
Le composizioni sequenziali di servizi sono un caso particolare di composi-
zione, ottenibile tramite la ridefinizione del tipo che puo` avere un servizio
fornito in rete.
Un servizio sj fornito da un provider viene definito come una coppia
(Ij, Oj) in cui Ij e` il tipo dei parametri di input necessari per l’esecuzione del
servizio e Oj e` il tipo dei parametri di output, questi parametri sono definiti
con solo un nome unico di tipo e non sono piu` divisibili in sotto elementi.
Con questa definizione vanno a modificarsi sia la struttura che le pro-
prieta` dei grafi che rappresentano i livelli di astrazione della composizione.
Il grafo astratto GS deve mantenere la Proprieta` 5.1, dato che la utilizziamo
per definire le composizioni analizzabili dal modello, mentre le Proprieta` 5.2
e 5.3 devono essere modificate poiche´ non riflettono piu` la nuova definizione
di servizi.
Per descrivere nuovamente la corretta presenza degli archi nel grafo ba-
sta una sola proprieta` che indichi come un servizio possa essere eseguito
all’interno di una composizione tramite l’uso dell’output fornito da un unico
servizio:
Proprieta` 5.5. Per ogni coppia di servizi (si = (Ii, Oi), sj = (Ij, Oj)), del
grafo astratto GS esiste un arco diretto (si, sj) che colleghi si con sj se e solo
se Oi = Ij.
Il grafo astratto GS per composizioni sequenziali che rispetta le Proprieta`
5.1 e 5.5 puo` essere usato direttamente per determinare quali sono le com-
posizioni possibili. Il procedimento non richiede la definizione di ulteriori
proprieta` sui tipi, ma e` sufficiente trovare l’insieme dei cammini dal nodo
start al nodo end che rappresentano un esecuzione sequenziale di servizi il
cui tipo risultante e` quello richiesto dall’utente, rispettando la Proprieta` 5.5.
Il poter osservare, tramite i cammini sul grafo, tutte le possibili com-
posizioni senza fare ulteriori analisi dei tipi, vale anche per il grafo dei nodi
GN (come si puo` vedere in un esempio in Figura 5.7, dove i cammini sono le
linee colorate), dato che per costruzione rispetta automaticamente tutte le
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S3,N2
0,1 
S5,N4
2,4 
start,N0
0 
end,N0
4
S1,N1
0,2 
S2,N3
3,4 
S4,N4
1,2 
S3,N3
0,2 
S6,N3
1,4 
Figura 5.7: Cammini sequenziali di composizione in un grafo dei nodi
proprieta` definite sulla struttura di GS.
Vediamo ora come poter effettuare la valutazione delle composizioni ana-
lizzando direttamente i singoli cammini del grafo GN , utilizzando una sem-
plificazione della definizione del tempo di esecuzione descritta nella sezione
precedente e applicando algoritmi per la valutazione dei cammini in un grafo
con archi pesati.
Il calcolo della variabile aleatoria Rn0,end usa la stessa definizione utilizza-
ta per il caso generale, ma e` possibile effettuare una semplificazione dovuta
alla struttura di ogni singola alternativa di composizione.
Dato che nelle composizioni sequenziali l’esecuzione di un servizio dipen-
de dalla ricezione dell’output proveniente da un solo nodo, la definizione di
Rnj ,sj perde la necessita` di calcolare il massimo tempo di esecuzione dei rami
paralleli che si sincronizzano, diventando:
• Rnj ,sj = Rni,si + θni,si,nj(ki) + Dqnj + Dsnj,sj se sj 6= start, sj 6= end e
(ni, si) e` il nodo precedente ad (nj, sj) nel cammino
• Rnj ,end = Rni,si + θni,si,nj(ki)
• Rnj ,start = 0
Ricordiamo che, coerentemente con la notazione usata nella sezione preceden-
te, indichiamo con θnj ,sj ,ni(k) il tempo necessario per trasferire i dati da nj a
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ni, che puo` essere visto come un trasferimento diretto da nh a ni (θnj ,ni(k) o
Wnj ,ni +Bnj ,ni(k) se sj = start) o un doppio trasferimento θnj, nh + θnh, nj,
in cui il seeker nh fa da intermediario ai due nodi (sezione 5.3.2). Inoltre
indichiamo con Dqni e Dsni,si rispettivamente il tempo di attesa in coda per
una richiesta inviata al provider ni e il tempo di esecuzione del servizio si da
parte del nodo ni (sezioni 4.4 e 4.5).
Calcoliamo ora il valore atteso di Rn0,end sfruttando la presenza di so-
le addizioni all’interno della definizione della variabile aleatoria, grazie alla
quale possiamo sviluppare la ricorsione all’interno di R ed esprimere tutto in
funzione di variabili aleatorie le cui distribuzioni sono conosciute.
Il calcolo del valore atteso diventa immediato, considerando che un’al-
ternativa di composizione che coinvolge m invocazioni di servizio e viene
richiesta dal nodo n0, attraversando, in sequenza, i nodi della rete n1, ..., nm
puo` essere espressa come:
E[Rn0,end] = E[Wn0,n1 ] + E[Bn0,n1(k)]+
+
m−1∑
i=1
(E[Dqni ] + E[Dsni,si ] + E[θni,si,ni+1(ki+1)])+
+E[Dqnm ] + E[Dsnm,sm ] + E[θnm,sm,n0(km)]
Dalla Figura 5.8 possiamo vedere come la rappresentazione di un’alter-
nativa di composizione sequenziale si rapporta con le fasi di risoluzione: ogni
arco rappresenta un trasferimento dati e l’esecuzione del servizio in cui l’arco
entra. Possiamo associare dei pesi agli archi come descritto in Figura 5.8. La
valutazione della migliore composizione si puo` quindi ricondurre al problema
dei cammini minimi, calcolato sul grafo dei nodi, tra il vertice (n0, start) e il
vertice (n0, end).
Per calcolare il valore atteso del tempo di esecuzione, l’algoritmo di valu-
tazione deve quindi assegnare ad ogni arco il peso in forma di valore atteso.
Poi con un algoritmo ricavare il cammino minimo che rappresenta la compo-
sizione scelta.
Dati due vertici successivi (ni, si) e (nj, sj) del grafo dei nodi per cui esiste
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start,N0
0 
S1,N1
0,2 
S5,N4
2,4 
end,N0
4
RN0,start
RN1,S1
RN5,S4
RN0,end
= WN0,N1+BN0,N1+DQ,N1+DS,S1,N1  
ϴN1,N4+DQ,N4+DS,S5,N4 ϴN4,N0
WN0,N1+BN0,N1
+DQ,N1+DS,S1,N1 
=RN1,S1+ϴN1,N4+DQ,N5+DS,S4,N5=WN0,N1+BN0,N1+DQ,N1+DS,S1,N1+ϴN1,N4+DQ,N4+DS,S5,N4  
= 0
=RN5,S4+ϴN4,N0 =WN0,N1+BN0,N1+DQ,N1+DS,S1,N1+ϴN1,N4+DQ,N4+DS,S5,N4+ϴN4,N0 
Tempo di risoluzione della composizione
Figura 5.8: Valori associati al cammino viola in Figura 5.7
un arco diretto ((ni, si), (nj, sj)), il suo costo viene calcolato come E[Rnj ,sj −
Rni,si ], ottenendo:
• E[θni,si,nj(ki)] + E[Dqnj ] + E[Dsnj,sj ] se sj 6= end
• E[θni,si,nj(ki)] se sj = end
5.5 Algoritmi di valutazione
Descriviamo ora l’algoritmo usato per valutare le alternative di una com-
posizione sequenziale, sfruttando la rappresentazione del grafo dei nodi per
calcolare il valore atteso del tempo di esecuzione della composizione come
calcolo del costo del cammino minimo tra inizio e fine della composizione.
Inoltre viene scelta l’alternativa di composizione che consiste in uno dei cam-
mini con costo minimo.
Normalmente per il calcolo dei cammini minimi in un grafo generale si
usa l’algoritmo di Dijkstra [46], ma nel caso si lavori su grafi diretti aciclici
(DAG) e` possibile utilizzare delle soluzioni piu` efficienti che sfruttano le ca-
ratteristiche di questo tipo di grafi.
Gli algoritmi per la ricerca del cammino minimo in un grafo aciclico (ab-
biamo assunto precendentemente che il grafo dei nodi fosse aciclico) sono
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composti in due fasi: una in cui si effettua l’ordinamento topologico dei ver-
tici del grafo, una di valutazione del costo del cammino migliore.
Nell’algoritmo 5.1 si specifica come effettuare l’ordinamento topologico
dei vertici, che consiste nell’ottenere una relazione < di ordinamento tra i
vertici tale che se per due nodi u, v di un esiste un cammino da u a v allora
u < v. Ricavare l’ordinamento topologico in un DAG e` sempre possibile [46]
e si effettua tramite un procedimento iterativo (descritto in [47] e riportato
nell’algoritmo 5.1), in cui si pone in testa all’ordinamento un vertice che non
ha archi in ingresso (riga 8), si eliminano dal grafo tutti gli archi uscenti dal
vertice selezionato (righe 11-12) e si ripete il processo fino a quando non sono
terminati i nodi del grafo da inserire nell’ordinamento (riga 9).
Cio` che otteniamo dall’algoritmo e` una lista dei vertici ordinata secondo un
Algoritmo 5.1 DAG, Ordine topologico
1: Input : DAG G = (V,E), nodo di partenza v0
2: Output : Lista L={vj} dei vertici in V in ordine topologico
3: Z= insieme degli vertici in V con grado in input residuo 0
4: L = {∅}
5: igrad(v) : grado in input residuo del nodo v
6: current: nodo analizzato
7: out(v) : lista degli archi uscenti da v
8: Z = {v0}
9: while Z 6= ∅ do
10: current=primo(Z)
11: for all v ∈ out(current) do
12: igrad(v)=igrad(v) -1
13: if igrad(v)=0 then
14: Z = Z ∪ {v}
15: end if
16: end for
17: L.aggiungi(current)
18: end while
19: return L
ordinamento topologico. Questa lista viene utilizzata nell’algoritmo di ricer-
ca del cammino di costo minimo nel grafo dato che l’ordinamento permette
di usare un algoritmo apposito per i DAG descritto in [47], e riportato nel
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listato 5.2.
Questo algoritmo calcola per ogni nodo del grafo, seguendo l’ordinamen-
Algoritmo 5.2 DAG, Cammino minimo
1: Input:
2: G=(V,E) grafo DAG
3: L : ordinamento dei vertici in V
4: dist(u,v): costo associato all’arco (u,v) del grafo
5: Output:
6: dist(v): Costo minimo tra i cammini che dal nodo iniziale arrivano al
vertice v
7: pred(v): Predecessore di v nel cammino di costo minimo dal nodo iniziale
a v
8: for all v ∈ V do
9: dist(v) =∞ pred(v) = null
10: end for
11: dist(first(L))=0
12: for all u ∈ L do
13: for all (u, v) ∈ outbound(u) do
14: if dist(v) > dist(u) + dist(u, v) then
15: pred(v)=u
16: dist(v)=dist(u)+dist(u,v)
17: end if
18: end for
19: end for
to topologico fornito in L (riga 7), la distanza minima dal primo vertice
dell’ordinamento di ogni nodo del grafo e il percorso dei cammini di costo
minimo.
Una volta applicato questo algoritmo al grafo GN delle composizioni se-
quenziali istanziato sui nodi della rete, si ottiene un cammino che minimizza
il valore atteso del tempo di risoluzione della richiesta del seeker.
5.5.1 Complessita` della valutazione
L’implementazione di una politica che sfrutti una valutazione dinamica delle
alternative di esecuzione, come descritto per il modello single-hop nella sezio-
ne 3.2.3, richiede che il calcolo del costo della risoluzione per le composizioni
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disponibili non sia computazionalmente eccessivo.
La modifica del valore di costo assegnato ad un arco puo` essere effettuato
in tempo costante e non e` necessario modificare l’ordine topologico dei nodi,
ma deve essere richiesta la completa esecuzione dell’algoritmo per il calcolo
dei cammini minimi, che ha complessita` pari a O(|E|) dove |E| e` il numero
di archi presenti nel grafo.
Generalmente per un DAG il numero di archi presenti e` dell’ordineO(|V |2),
ma possiamo sfruttare una proprieta` dei tipi che caratterizzano i servizi del-
le composizioni sequenziali per affermare che la complessita` e` di un ordine
minore: se un vertice v del grafo ha archi uscenti verso un insieme di vertici
Vi, non ci possono essere archi tra gli elementi di Vi.
Cio` e` dovuto al fatto che se un vertice v a cui e` associato un servizio la cui
coppia di tipi e` (Iv, Ov), ogni vertice in Vi deve rappresentare un servizio che
ha come tipo di input Ov, ma dato che il tipo di output deve essere diverso
dal tipo di input, non potranno fornire il proprio output agli altri servizi dei
vertici Vi.
Sfruttiamo questa proprieta` dicendo che se ki e` il grado in uscita di un
vertice vi del grafo e se chiamo n il numero di nodi del grafo, abbiamo:
n∑
i=1
ki = (n− 1)(n− 2)/2−
n∑
i=1
(ki − 1)(ki − 2)/2
Cioe`, il numero di archi della rete puo` essere al piu` il massimo consentito da
un grafo aciclico, meno gli archi mancanti tra i vertici che hanno uno stesso
predecessore. Ora manipoliamo la formula per ricavare un espressione del
numero di archi del grafo che dipenda da n.
2
n∑
i=1
ki = n
2 − 3n+ 2−
n∑
i=1
(k2i − 3ki + 2)
n2 − 5n+ 2 =
n∑
i=1
(k2i − ki)
Sapendo che
∑n
i=1 ki corrisponde al numero di archi totale del grafo, notiamo
che se consideriamo il vettore K degli n elementi ki, la norma 1 e 2 vettoriale
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di K si rapporta con il grado dei vertici come
∑n
i=1 k
2
i = ||K||22 e
∑n
i=1 ki =
||K||1
Sostituendo, otteniamo:
n2 − 5n+ 2 = ||K||22 − ||K||1
Approssimiamo ||K||22 usando la proprieta` che lega norma 1 e 2: ||K||2 ≤
||K||1 ≤ ||K||2 ∗
√
n
Otteniamo due condizioni:
• n2 − 5n+ 2 = ||K||21/n− ||K||1
• n2 − 5n+ 2 = ||K||21 − ||K||1
Da cui si ricava il valore di ||K||1:
• ||K||1 = 1/2 + (n+
√
n ∗ √4n2 − 19n+ 8) = O(n ∗ √n)
• ||K||1 = 1/2 + (n+
√
4n2 − 20n+ 9) = O(n)
Se consideriamo la maggiore, otteniamo |E| = O(n ∗ √n) che diventa
anche il valore della complessita` dell’algoritmo per la ricerca dei cammini
minimi.
Questo risultato ci indica come il tempo necessario per effettuare la va-
lutazione delle alternative ha una complessita` affrontabile da un dispositivo
della rete, anche ripetendo la valutazione ad ogni tempo di contatto o inter-
contatto.
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Capitolo 6
L’ambiente di simulazione
Dopo aver descritto il sistema per le composizioni dei servizi e identificato il
modello matematico che lo rappresenta, abbiamo validato tale modello tra-
mite la simulazione di scenari diversi, che hanno consentito di osservare il
comportamento del modello al variare dei parametri di configurazione.
In questo capitolo descriveremo l’ambiente di simulazione usato e le mo-
difiche che e` stato necessario effettuare all’ambiente preesistente per definire
tutte le funzionalita` richieste per le simulazioni.
Nella prima sezione presenteremo l’ambiente di simulazione selezionato,
le alternative di configurazione che offre e infine le sue limitazioni.
Nella seconda sezione descriveremo tutte le modifiche introdotte al si-
mulatore e i componenti aggiuntivi che abbiamo realizzato per definire un
ambiente di simulazione adatto ai nostri scopi.
6.1 TheOne: un simulatore per Reti Oppor-
tunistiche
L’ambiente di simulazione da noi usato per le simulazioni e` TheOne (Oppor-
tunistic Network Environment) [5], un simulatore implementato per verificare
modelli e algoritmi legati alle reti mobili, in particolar modo alle reti oppor-
tunistiche. Per supportare la simulazione, TheOne combina al suo interno
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un modello di mobilita`, un livello di routing, uno strumento per la visualiz-
zazione della simulazione e uno strumento per il report dei risultati.
La modellazione dei movimenti puo` essere gestita sfruttando alcuni tool
per la generazione di movimenti messi a disposizione dal simulatore o tramite
tracce esterne importate all’interno del simulatore. La posizione di ogni nodo
nella rete determina se due nodi sono connessi fra loro e si possono scambiare
messaggi.
Il modulo di routing, cos`ı come nelle reti convenzionali, gestisce l’invio e
la ricezione di messaggi da parte dei nodi.
Figura 6.1: TheOne: struttura generale
TheOne permette di visualizzare, tramite una semplice interfaccia grafica,
il movimento dei nodi e le loro comunicazioni. Al termine della simulazione e`
possibile generare uno o piu` report per derivare considerazioni sulle proprieta`
da analizzare.
La Figura 6.1 mostra come i vari componenti dell’ambiente sono collega-
ti fra loro. All’interno di ogni componente e` possibile osservare le possibili
alternative che consentono di personalizzare la simulazione.
Per rendere possibile la tracciatura dei movimenti dei nodi, TheOne usa
un approccio cycle based per avanzare nella simulazione. Ad ogni ciclo, di
durata costante, viene aggiornato lo stato di ognuno dei nodi, aggiornata la
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loro posizione, le connessioni nel loro range di trasmissione e viene gestito
l’invio/ricezione di eventuali messaggi.
I nodi presenti nella rete possono avere natura diversa, e questa caratte-
ristica consente di simulare l’interazione fra device con hardware diverso e
persone che si muovono con abitudini, mezzi e direzioni diverse fra loro.
La simulazione consente di definire gruppi di nodi che condividono carat-
teristiche sulla loro mobilita` e sulle proprie caratteristiche hardware. Ogni
gruppo puo` differire da un altro per velocita` di spostamento, caratteristiche
fisiche del dispositivo o modalita` di routing, e questo consente di simulare,
ad esempio, pedoni, automobilisti o persone che si spostano con i mezzi pub-
blici.
TheOne e` facilmente configurabile e per modificare il comportamento dei
nodi, ad esempio per introdurre un nuovo algoritmo di routing e` sufficiente
creare una nuova classe che descrive le nuove operazioni e specificarne il nome
nel file di configurazione.
6.1.1 Modelli di Mobilita`
Il modello di mobilita` stabilisce le modalita` con cui si muovono i nodi durante
la simulazione creando cos`ı l’opportunita` di incontrarsi e quindi consentire
la circolazione dei messaggi in rete.
In TheOne sono presenti di default tre modelli di mobilita` alternativi:
• Random Waypoint
• Map-based model
• Tracce esterne
Random Waypoint
Una delle politiche di mobilita` piu` semplici per valutare un certo comporta-
mento in reti opportunistiche e` il Random Waypoint (RWP) [26]. L’algoritmo
6.1 e` quello che implementa questa politica.
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Algoritmo 6.1 Movimento Random Waypoint
1: Selezione destinazione D = (x, y) ∈ World
2: Scelta velocita` V ∈ [velMin, velMax]
3: Movimento verso D con velocita` V
4: Arrivati a D, attesa Ta ∈ [Ta,Min, Ta,Max]
5: Ritornare al passo 1
Tale algoritmo prevede, al primo passo di scegliere una destinazione, ov-
vero un punto all’interno dello spazio scelto secondo una distribuzione uni-
forme. Il nodo si muove in linea retta verso la destinazione, scegliendo con
distribuzione uniforme la velocita` con la quale si muovera`. Raggiunta la de-
stinazione, rimane fermo per un dato intervallo di tempo, scelto ancora con
distribuzione uniforme, per poi determinare una nuova direzione.
Un possibile scenario generato dal modello Random Waypoint e` mostrato
in Figura 6.2.
Figura 6.2: Random Waypoint
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Modello Map-based
La mobilita` caratterizzata tramite il modello map-based si pone come obiet-
tivo di simulare lo spostamento reale dei nodi coinvolti. Per delineare come
e dove ogni utente si puo` muovere, viene definita una mappa, che specifica
tutti i cammini percorribili.
La mappa e` descritta tramite un apposito formalismo (WKT) [48], usa-
to comunemente in programmi GIS (Geographic Information System). Un
esempio di uso del formalismo map-based e` presente in Figura 6.3 dove i nodi
si muovono lungo le traiettorie che simulano le strade.
Le alternative di movimento implementate nel simulatore si dividono in:
• Movimenti casuali
La mappa e` usata solo come traccia per i tragitti. Un nodo, arrivato
ad un incrocio, determina casualmente una direzione e la percorre fino
ad un altro incrocio.
• Scelta destinazione
Data una posizione di partenza viene definita una destinazione da rag-
giungere. Arrivati al punto di arrivo, viene decisa un’altra destinazione
verso cui spostarsi.
Il traguardo scelto puo` essere un punto qualsiasi della mappa o definito
come Punto di interesse(POI) precedentemente inserito nella mappa.
La scelta del path da percorrere al fine di raggiungere la destinazione
voluta puo` essere deciso tramite:
– MBM (Map-Based Model). Il nodo si sposta verso la destinazione
prendendo decisioni casuali quando viene raggiunto un incrocio.
– SPMBM (Shortest Path Map-Based Model). Viene usato l’algo-
ritmo di Dijkstra per la determinazione del piu` breve path in grado
di raggiungere la destinazione.
Tracce esterne
Il simulatore permette di importare tracce esterne generate o mediante un
tool esterno o raccolte da movimenti reali.
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6.1.2 Routing
Il modulo di routing definisce come i messaggi devono essere inoltrati nella
rete al fine di raggiungere la loro destinazione. In questa sezione ci limitere-
mo a dare una breve panoramica delle strategie di routing implementate in
TheOne.
Il simulatore fornisce le seguenti politiche di routing:
• First Contact. Il messaggio viene consegnato al destinatario, se in con-
tatto, altrimenti non viene effettuato attesa del contatto e si consegna
il messaggio ad un nodo casuale con cui si e` in contatto.
• DirectDelivery. Consegna il messaggio solo quando si trova in contatto
con il destinatario.
• Epidemic. Il messaggio viene spedito a tutti i nodi in contatto.
• Spray and Wait [9]. Simile a Epidemic, limitando le copie da replicare
in rete.
• MaxProb [49] e PRoPHET [10]. Eseguono stime per cercare l’inoltro
piu` intelligente. MaxProb usa le probabilita` di incontro per delineare il
miglior path, PRoPHET invece definisce quale sia il nodo che con piu`
probabilita` incontrera` il destinatario del messaggio.
La politica di routing utilizzata per l’implementazione del nostro modello e`
la Direct Delivery.
6.1.3 Eventi esterni e Reportistica
Eventi esterni
La creazione di messaggi o eventi in generale si genera durante la simulazione
al verificarsi di determinati avvenimenti. Un modo utile per ricreare un dato
scenario o controllare un particolare comportamento e` quello di aggiungere
eventi dall’esterno.
La gestione degli eventi puo` essere effettuata scegliendo fra queste due
opzioni:
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• Tracce di eventi
In questo caso gli eventi sono specificati all’inizio della simulazione sot-
to forma di file di testo. Ogni riga di questo file determina uno specifico
evento (creazione messaggio, nuova connessione, ecc.) che si verifichera`
al tempo di simulazione indicato.
Questa opzione e` utile se vogliamo importare uno scenario creato pre-
cedentemente e replicarlo con diverse configurazioni.
• Generatore di eventi
Un generatore di eventi e` una classe Java che dinamicamente crea eventi
da sottoscrivere al sistema.
TheOne supporta l’uso contemporaneo di varie tecniche per la creazione di
eventi. Per questo e` possibile usare piu` di un generatore di eventi e tracce di
eventi importante da file esterni in maniera non esclusiva.
Report
Il modulo dei report gestisce i risultati ottenuti producendo file di log da ana-
lizzare al termine della computazione. TheOne mette a disposizione diversi
tipi di report, come statistiche sui messaggi, tempi di contatto e intercontatto
fra i nodi, ritardo dei messaggi, ecc.
Oltre ai moduli forniti dal simulatore, e` possibile creare dei report perso-
nalizzati creando semplicemente una nuova classe. Cos`ı come per i generatori
di eventi, il simulatore supporta l’utilizzo simultaneo di piu` report.
6.1.4 Avvio simulazione
TheOne puo` essere eseguito seguendo due diverse modalita`:
• GUI. TheOne permette di avviare la computazione visualizzando i ri-
sultati su una semplice GUI. Come e` possibile vedere in Figura 6.3,
che mostra la visione completa della GUI che permette di osservare
l’evoluzione della computazione, gran parte dell’interfaccia e` dedicata
allo scenario nel quale si muovono i nodi. Fra le altre informazioni e`
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Figura 6.3: Simulazione map-based
presente un pannello dedicato alle informazioni sui nodi e un log degli
eventi che si verificano durante la simulazione. Durante la simulazione
e` possibile osservare i nodi che si muovono secondo la politica di mobi-
lita` scelta, il loro range di trasmissione, come mostrato in Figura 6.4,
e lo scambio dei messaggi.
• Batch mode. In alternativa e` possibile utilizzare la modalita` batch che
consente di effettuare una simulazione senza utilizzare l’interfaccia gra-
fica. Oltre al guadagno in termini di tempo di esecuzione e` possibile
effettuare simulazioni indicizzate per permettere di eseguire in sequen-
za un insieme di simulazioni variando alcuni parametri di configura-
zione. Questa opzione offre la possibilita` di effettuare combinazioni di
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Figura 6.4: Simulazione RWP
simulazioni con un solo file di configurazione.
File di configurazione
Come gia` anticipato nelle precedenti sezioni, tutti i parametri di configura-
zione sono specificati in un file che viene caricato all’inizio dell’esecuzione.
In questo file sono anche presenti le scelte sui moduli da utilizzare nella si-
mulazione.
L’esempio riportato nella Tabella 6.2, mostra come l’assegnazione di pa-
rametri fondamentali come la scelta del modello di mobilita` e del protocollo
di routing usato avviene a questo livello.
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Tabella 6.2 Frammento del file di configurazione
1: Scenario.updateInterval = 0.1
2: Scenario.endTime = 10000
3: Scenario.nrofHostGroups = 1
4: Group1.movementModel = RandomWaypoint
5: Group1.router = DirectDeliveryRouter
6: Group1.nrofInterfaces = 1
6.1.5 Limiti conosciuti
TheOne risulta un simulatore molto flessibile e adatto a simulare reti oppor-
tunistiche ma presenta alcuni limiti noti. Con riferimento agli obiettivi del
nostro lavoro, nel seguito discutiamo i principali limiti di TheOne che hanno
richiesto modifiche all’ambiente di simulazione:
• La simulazione puo` richiedere molta potenza di calcolo e occupazione
di memoria RAM nel caso di un numero elevato di nodi o di un gran
numero di eventi da trattare.
• Tutti i nodi si assumono sempre attivi. Nel mondo reale, per aumentare
la durata della batteria, un utente spegne il proprio collegamento radio.
Questo aspetto si ripercuote sui contatti e intercontatti e puo` essere
utile analizzare il comportamento di certe politiche in questo scenario.
• L’implementazione della gestione dei messaggi inviati da un nodo e`
implementata in modo da gestire una quantita` limitata di dati. Con
l’aumento del numero di nodi e dei messaggi da inviare i tempi di com-
pletamento crescono esponenzialmente fino a rendere la computazione
intrattabile.
• Non esiste una frammentazione in pacchetti dei messaggi. Un mes-
saggio viene trattato come un’entita` atomica o bundle. Al momento
dell’invio, si prova a inviare il messaggio in modo atomico. Se la con-
nessione tra i due nodi coinvolti viene interrotta, il bundle viene salvato
per essere inviato alla prossima connessione o eliminato, a seconda della
politica usata.
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• Il livello fisico e MAC non sono modellati nelle simulazioni. Per questo
vengono rilassate tutte le problematiche gestite da questi due livelli.
• Nel mondo reale la velocita` di trasmissione, cos`ı come la perdita di
segnale e` influenzata da ostacoli, distanza e interferenze fra i nodi
coinvolti; nella simulazione questi aspetti non sono gestiti.
6.2 Modifiche apportate al simulatore
Il nostro obiettivo e` stato quello di creare un ambiente in grado di ricostruire
lo scenario da noi trattato. Attraverso la simulazione di vari scenari, abbiamo
validato il modello matematico creato per la selezione di servizi consideran-
do sia esecuzioni con contatto diretto, sia mediante composizione di servizi
atomici al fine di eseguire un servizio piu` complesso.
Nelle prossime sezioni analizzeremo la configurazione del simulatore e le
modifiche/aggiunte apportate.
6.2.1 Generazione dei servizi
Per effettuare le nostre valutazioni e` necessario definire una strategia per
assegnare servizi ai dispositivi mobili presenti in rete. All’inizio della simu-
lazione, viene caricato un file di testo contenente la lista dei servizi presenti.
Ricordiamo che un servizio, secondo il nostro modello, e` specificato come
un’entita` in grado di trasformare dati di un certo tipo dati in input in altri
di un altro tipo messi a disposizione come output e che il tipo di input/out-
put di un servizio e` codificato con un intero.
Riportiamo qualche riga del file di configurazione inerente ai servizi e ai
loro tempi medi d’esecuzione, come mostrato in Tabella 6.3. Ogni riga e`
composta da:
• Nodo coinvolto
• Tipo di input del servizio
131
• Tipo di output del servizio
• Tempo medio d’esecuzione del servizio specificato
Tabella 6.3 Frammento del file di configurazione dei servizi
1: n0 1 3 34.5
2: n2 2 4 12.7
3: n0 0 3 3.2
4: n4 2 3 10.1
5: n1 0 1 29.0
Un servizio, quando viene eseguito impieghera` un certo tempo di com-
putazione che dipende dalla sua natura, dalle caratteristiche hardware del
device su cui risiede e dalla dimensione dei dati in entrata e in uscita. Nel-
la simulazione, un servizio non viene realmente eseguito, ma viene calcolato
il suo tempo d’esecuzione e trascorso questo intervallo di tempo il servizio
viene considerato eseguito. Il tempo d’esecuzione viene calcolato mediante
una distribuzione esponenziale con rate definito a tempo di configurazione.
Per rendere indipendenti tutti i tempi d’esecuzione, i rate d’esecuzione sono
distribuiti uniformemente in un intervallo costante.
Per produrre il file di configurazione dei servizi presenti, e` stato imple-
mentato un modulo separato dal simulatore che utilizza i seguenti parametri:
• Numero servizi. Quantita` di servizi diversi in rete.
• Densita` servizio. Numero di repliche del servizio su nodi diversi, espres-
so come percentuale sul totale dei nodi.
• (ID gruppo - Numero nodi)+. Per ogni gruppo di nodi diverso viene
specificato l’ID del gruppo e il numero dei device presenti in questo
gruppo. Nel nostro caso si considera un solo gruppo, ma lo strumento
consente generare diversi gruppi di nodi.
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6.2.2 Connettivita`
Stabilita` RWP
Il modello di mobilita` usato nelle nostre simulazioni e` il Random Waypoint
(RWP). Tale modello genera tempi di contatto e intercontatto che seguono
una distribuzione esponenziale. Per evitare che i tempi di contatto e inter-
contatto nel periodo di warmup alterino la distribuzione rilevata, e` necessario
scartare la prima fase di rilevazioni. Un’alternativa a quest’ultima soluzio-
ne e` quella di utilizzare delle tracce calcolate a priori da una distribuzione
stazionaria.
La mobilita` da noi inserita nel simulatore e` stata generata usando un
supporto sviluppato sulla base delle proposte [50] e [51], nelle quali e` stato
trattato il problema della distribuzione stazionaria.
I parametri piu` rilevanti, necessari al tool di generazione tracce sono i
seguenti:
• Numero nodi
• Dimensione del mondo simulato
• Durata della simulazione
• Velocita` media e range di valori (δv)
• Pausa media e range di valori (δp)
I nodi assumono velocita` da una distribuzione uniforme centrata in Velocita`
media con range ±δv. La stessa osservazione vale anche per i parametri Pau-
sa media e δp.
Il modulo della connettivita`, come descritto nel paragrafo precedente,
consente di utilizzare le tracce esterne generate dal supporto precedente. La
creazione delle tracce di mobilita` necessita di una conversione da tracce di
movimento (posizione nello spazio dei nodi al variare del tempo trascorso)
a tracce di connessioni (eventi connessione/disconnessione fra i nodi della
rete).
TheOne, per gestire le tracce, include di un formalismo riportato nel
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frammento di codice in Tabella 6.4 che delinea lo scheduling degli eventi di
connessione. A differenza del modulo per la mobilta` interno a TheOne, non
vengono mantenute le posizioni dei nodi durante la simulazione. Per il nostro
scopo sono importanti esclusivamente gli eventi di connessione/disconnessio-
ne.
Il primo valore di ogni riga della Tabella 6.4 descrive l’istante di tempo
in cui si e` verificato l’evento mentre i restanti indicano i nodi coinvolti nel-
l’evento e il tipo dell’evento stesso.
Tabella 6.4 File connessioni
1: 168.0 CONN 22 4 down
2: 168.0 CONN 4 22 down
3: 171.0 CONN 11 15 up
4: 171.0 CONN 15 11 up
5: 171.0 CONN 3 4 down
6: 171.0 CONN 4 3 down
7: 172.0 CONN 1 28 up
8: 172.0 CONN 13 7 down
9: 172.0 CONN 17 27 up
10: 172.0 CONN 27 17 up
Calcolo Rate contatto/intercontatto
Le statistiche riguardanti la connettivita` vengono calcolate usando le rileva-
zioni dei valori di contatto e per questo e` importante avere come stima una
media dei tempi di contatto e intercontatto collezionati durante la simula-
zione. Questi valori sono indispensabili per stimare i futuri contatti fra nodi.
In prima battuta basterebbe considerare un valore medio di questi due inter-
valli per capire quando due nodi saranno nel loro range di contatto oppure
no. Il valore medio di questi valori non e` propriamente corretto da usare,
in quanto potrebbe essere influenzato da eventi che si verificano raramente,
come lunghissimi periodi di intercontatto, i quali non fanno parte della rou-
tine quotidiana della coppia di utenti. E` importante avere come stima una
media delle ultime rilevazioni, con la perdita progressiva delle tracce inerenti
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a eventi di connettivita` obsoleti.
Prendendo il caso del tempo di contatto, ogni volta che cade una connes-
sione e viene calcolato l’ultimo periodo di contatto Tnew, il tempo medio di
connessione Tc viene modificato come segue:
Tc = αc ∗ Tnew + (1− αc) ∗ Told
Il parametro αc, fissato in configurazione, associa un peso minore al-
l’ultima rilevazione rispetto alla media Told calcolata fino a quel momento.
Attraverso prove sperimentali abbiamo scelto di usare 0.15 come valore di
αc.
Le statistiche sui contatti verso altri device vengono calcolate dai due nodi
coinvolti nell’evento di connessione/disconnessione e mantenute localmente
in ogni nodo.
6.2.3 Funzionalita` aggiunte
L’implementazione del modello presentato nel capitolo 4 ha richiesto la mo-
difica di diverse funzionalita` del simulatore che hanno interessato diver-
si livelli di TheOne, tuttavia le classi piu` coinvolte risultano quelle che
specificano le funzionalita` del nodo (DTNHost) e la gestione dei messag-
gi(DirectDeliveryRouter, ActiveRouter e MessageRouter).
Le modifiche richieste sono distribuite in molte classi di TheOne. E’
quindi impossibile dettagliarle tutte, quindi nel seguito mostreremo solo le
principali ad alto livello.
Generazione richieste
Nel mondo reale una richiesta d’esecuzione di un servizio, sia composto o
atomico, scaturisce dall’interazione dell’utente con il proprio device.
Per modellare questo comportamento, ai fini della simulazione usiamo un
generatore di richieste passate al nodo scelto come seeker che esegue l’algo-
ritmo per l’individuazione del provider piu` vantaggioso. Il generatore carica
un insieme di parametri dal file di configurazione con i quali creera` richieste
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conformi allo scenario da simulare. Esiste un generatore globale che genera
richieste secondo un certo rate e le assegna ai nodi.
Riportiamo in Tabella 6.5, il frammento del file di configurazione nel quale
sono presenti alcuni dei parametri piu` significativi utilizzati dal generatore.
Tabella 6.5 Frammento del file di configurazione per la generazione di eventi
1: Events.nrof = 1
2: Events1.class = MessageEventGenerator
3: Events1.interval = 0.5 - 1.0
4: Events1.hosts = 0 - 29
5: Events1.seed = 4
6: Events1.inputRange = 0 - 3
7: Events1.outputRange = 1 - 4
8: Events1.warmup = 3000.0
9: Events1.kRange = 20000 - 2000000
10: Events1.k’Range = 20000 - 2000000
Alla riga 3 viene specificato l’intervallo di tempo in secondi che intercorre
fra la creazione di due richieste da attribuire ad uno dei nodi compresi nel
range specificato al punto 4. Una richiesta d’esecuzione richiede la specifica
del tipo e della dimensione dell’input e dell’output del servizio richiesto.
Questi parametri sono specificati ai punti 6,7,9,10. Alla riga 8 si specifica un
tempo di warmup dall’inizio della simulazione nel quale non vengono generate
richieste. L’introduzione di tale intervallo deriva dalla necessita` di consentire
ai nodi di incontrarsi e stabilizzare le loro stime sulla mobilita`.
Selezione path
Quando la richiesta passa al seeker, esso deve costruirsi l’elenco dei possibili
path fra cui scegliere il piu` conveniente sotto il profilo computazionale.
La Figura 6.5 mostra il grafo a disposizione del nodo N0 al momento in
cui il generatore crea una richiesta di servizio con input = 0 e output = 4 e
i cammini corretti per il servizio N0-[0,4].
Una volta definiti i possibili path per la richiesta da servire, ad ogni step
di esecuzione di un servizio atomico viene definita la quantita` di dati che
vengono prodotti e spediti come output al prossimo step. Data la propria
136
Figura 6.5: Conoscenza locale nodo N0
conoscenza dei servizi attivi in locale e di quelli offerti da altri nodi nella
rete, il seeker analizza le varie alternative usando le stime in suo possesso
inoltrando la richiesta al primo nodo del path prescelto.
Scambio statistiche
L’inizio di un nuovo contatto viene segnalato al gestore del nodo da un livello
sottostante che simula l’interfaccia di rete. A questo punto, da ognuno dei
due nodi entrati in contatto, viene creato un messaggio di aggiornamento
statistiche che viene spedito all’altro nodo. Il messaggio risulta fondamentale
per la distribuzione della conoscenza sulla rete e per questo, tale messaggio,
assume priorita` massima di consegna a livello di routing.
Dato che la quantita` dei dati da scambiare con questo messaggio risulta
trascurabile rispetto a quella contenuta negli altri messaggi si assume che
questo messaggio possa essere spedito nell’arco di un singolo intervallo di
simulazione.
Coda di lavoro
Il seeker una volta spedita la richiesta d’esecuzione di un certo servizio, ri-
mane in attesa dell’output che arrivera` dal provider. Quest’ultimo, ricevuta
una richiesta la inserisce nella propria coda d’esecuzione, aspettando che le
elaborazioni delle altre richieste arrivate precedentemente siano completate.
Dato che ci troviamo in un ambiente di simulazione, i servizi non richie-
dono reali capacita` di computazione da parte dei nodi. Per ogni richiesta
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di servizio viene calcolato il tempo di esecuzione seguendo una distribuzio-
ne esponenziale. Il rate medio del tempo di esecuzione e` indicato nel file
di configurazione dei servizi come in Tabella 6.4. Quando un servizio viene
mandato in esecuzione, rimane in esecuzione fino al trascorrere del tempo di
completamento. Al momento in cui viene esaurito il residuo tempo di com-
pletamento, il task viene inserito in una coda di richieste completate e viene
posto in esecuzione il primo task in coda.
S1 S0S2
S3
Coda richieste Servizio in esecuzione
S4 S5S6
Coda richieste completate
5.2 s 2.9 s 25.4 s Tot: 10,1
Residuo: 2.0
Figura 6.6: Esecuzione servizio
6.2.4 Messaggi
La modifica piu` importante apportata al simulatore riguarda la gestione del-
le spedizione dei messaggi. TheOne e` stato creato per gestire quantita` di
messaggi ridotte di grandezza limitata. La nostra simulazione include l’invio
non solo di informazioni relative alla rete ma anche di quantita` consistenti di
dati che rappresentano l’input e l’output delle richieste. Per questo motivo
e` stato fondamentale riadattare il meccanismo per l’invio e la ricezione dei
messaggi per alleggerire l’overhead di esecuzione della simulazione che risul-
tata altrimenti elevato.
In TheOne l’invio dei messaggi con payload richiede di settare delle Pro-
perty del messaggio e di inserire un oggetto come valore del payload. Quando
abbiamo bisogno di inviare informazioni relative allo stato della rete, alleghia-
mo una struttura dati che le contiene interamente. Quando invece dobbiamo
inviare dati in input/output per/da un servizio i payload sono simulati. Infat-
ti per i nostri fini, dato che le computazioni non vengono realmente eseguite,
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la natura dei servizi astrae dal reale tipo di dato da trasformare e non abbia-
mo bisogno di inviare realmente dei dati. Ci limitiamo a settare la dimensione
del messaggio da inviare con le quantita` dei dati in input e output e simu-
lando la presenza del payload.
Tipi messaggi
I messaggi che vengono scambiati durante la simulazione sono dei seguenti
tipi:
• Aggiornamento statistiche.
• Invio richiesta servizio.
• Completamento richiesta.
Sono stati implementati i tre modelli di valutazione dei servizi: single-
hop, composizione con conoscenza locale e composizione con conoscenza non
locale. Per il primo e il secondo caso sono comuni i tipi di messaggio utilizzati,
dato che una composizione eseguita sfruttando la conoscenza locale al nodo
seeker e` composta da una serie di esecuzione single-hop. Il completamento
di una richiesta al momento della sua terminazione risulta unico ai tre casi
analizzati.
I tipi di messaggio usati nelle simulazioni sono i seguenti:
• COMPLETE
Notifica dell’avvenuta esecuzione del servizio con download dei risultati
ed e` comune a tutti i modelli usati.
• UPDATE
Messaggi che si scambiano le coppie dei nodi al momento della loro
connessione e contengono informazioni utili per l’aggiornamento delle
statistiche. Un nodo comunica all’altro il suo carico di lavoro in ter-
mini di attesa media e istantanea in coda e la lista dei servizi che puo`
fornire, con i relativi tempi d’esecuzione medi.
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Nel mondo reale il tempo medio di esecuzione varia nel tempo in base
alle diverse computazioni eseguite. Nel nostro caso, questi valori medi
non variano nel tempo, ma sono fissati al momento della distribuzione
dei servizi sui nodi.
L’ultima statistica inserita in questo messaggio e` la velocita` di trasfe-
rimento dati di un nodo. Questo parametro, per la nostra simulazione
rimane fisso per tutti i nodi e in qualsiasi situazione. Abbiamo scel-
to di mantenere la velocita` fissa dato che per simulazioni in ambiente
opportunistico questa semplificazione risulta un’approssimazione ragio-
nevole.
Nel caso del modello con conoscenza non locale e` necessario apportare
delle modifiche al messaggio di UPDATE. Per questo caso un nodo deve
comunicare a coloro che incontra le statistiche della rete da lui cono-
sciute in modo da poter da essere in grado di valutare la possibilita` di
eseguire composizioni fra provider senza avere la necessita` di interagire
con il seeker.
• QUERY
Le informazioni allegate al messaggio di QUERY, che richiede l’esecu-
zione di un servizio sono le seguenti:
– tipo input
– tipo output
– dimensione input (k)
– dimensione output (k’)
Il messaggio di richiesta di un servizio verso un provider deve contenere
l’intera rappresentazione della composizione, con l’indicazione dello step cor-
rente da eseguire. Una volta che il provider ha terminato l’esecuzione si puo`
presentare uno dei seguenti casi:
• Il servizio eseguito terminava la composizione scelta. In questo caso,
viene inviato al seeker un messaggio COMPLETE.
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• Esiste almeno un altro step di composizione esterno. Viene inoltrato il
messaggio di QUERY al prossimo provider.
• Il prossimo step di composizione deve essere eseguito in locale.
Al momento della valutazione di uno step di composizione e scelto il pro-
vider sul quale eseguire il servizio i dati da spedire possono seguire due cam-
mini diversi: essere indirizzati direttamente verso il provider o essere spediti
al seeker, il quale li instrada verso il provider al primo contatto disponibile.
Frammentazione
La politica di invio messaggi, per il nostro modello, deve prevedere l’even-
tualita` che la connessione tra i due nodi cada durante il trasferimento. In
questo caso i dati non ancora inviati devono essere salvati, per poi ripren-
derne l’invio all’inizio del contatto successivo. Dato che il simulatore non
prevede alcuna forma di frammentazione dei messaggi in pacchetti, questo
comportamento puo` provocare uno stallo della comunicazione fra due nodi.
A BM 1 M 2M 1
Figura 6.7: Invio messaggi bundle
Come vediamo in Figura 6.7 il canale di comunicazione fra due nodi per-
mette l’invio in un’unica direzione; in molti casi poteva capitare che entrambi
i nodi avessero dati da inviare sullo stesso canale.
Se il messaggio M1 non e` frammentato, B non puo` trasmettere M2 fino
al momento in cui M1 non arriva a destinazione completamente. Nel caso
in cui cada la connessione durante la trasmissione, la parte di M1 ancora
da inviare viene salvata su A in attesa del prossimo contatto. B rimane
bloccato sull’invio di M2 per molto tempo, senza avere la sicurezza di poter
trasmettere quando M1 risulta completamente spedito; in questo momento
A potrebbe prendere di nuovo possesso del canale per una nuova trasmissio-
ne. Per ovviare a questo problema, evitando una situazione di starvation, e`
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stato implementato un livello di frammentazione dei messaggi, creando l’ef-
fetto di interleaving fra i pacchetti. La dimensione massima dei pacchetti e`
fissata come la quantita` dei dati che un nodo puo` trasferire in un intervallo
di simulazione. Fissata la banda di trasmissione a tempo di configurazione e`
garantito che non ci sia perdita di pacchetti durante l’invio.
Ad ogni intervallo di simulazione, l’aggiornamento dello stato dei nodi,
con la relativa possibilita` di inviare messaggi, avviene seguendo un ordine
casuale. La scelta di questa politica consente di non dare precedenza per oc-
cupazione del canale di trasmissione sempre ai nodi i quali vengono aggiornati
prima di altri.
Figura 6.8: Invio messaggi pacchetti
la Figura 6.8 presenta lo stesso scenario di Figura 6.7 con la differenza che
viene eliminato il problema della caduta della connessione. M1 e M2 divisi
in pacchetti, rispettivamente P1i e P2k vengono trasferiti alternandosi sul
canale a seconda dall’ordine di aggiornamento dei nodi.
Quando A e B provano a spedire un nuovo pacchetto possono trovarsi in una
delle seguenti situazioni:
• Il canale risulta libero, spedisco il prossimo pacchetto.
• Il canale e` gia` occupato, ricevo il pacchetto.
L’introduzione della frammentazione dei messaggi introduce il problema
del riconoscimento da parte del destinatario della conclusione della trasmis-
sione di una richiesta.
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I messaggi che sono divisi in pacchetti sono solamente di tipo QUERY
e COMPLETE, i quali non trasportano payload, ma consentono di simulare
l’invio di un vasto quantitativo di dati anche se non viene trasferito nessuna
informazione sul destinatario. Per questo e` necessario ricostruire il messag-
gio originario ma e` sufficiente che il provider si renda conto della ricezione
dell’ultimo pacchetto di una richiesta.
Nell’header del pacchetto vengono inseriti due flag:
• ID-PACKET. Numero progressivo che identifica il pacchetto.
• N-PACKET. Totale dei pacchetti nel quale e` stata diviso il messaggio
originale.
Poiche` i pacchetti vengono spediti in ordine crescente ID-PACKET e non e`
previsto riordino dei pacchetti, il provider puo` facilmente rendersi conto della
trasmissione del messaggio.
Gestione buffer invio
La frammentazione delle richieste porta ad un aumento considerevole sia dei
messaggi ricevuti sia dei messaggi da inserire nel buffer d’invio in attesa di
essere trasmessi. I passi per l’invio di un messaggio iniziano con la creazione
del messaggio, la suddivisione in pacchetti e l’inserimento nel buffer d’invio.
Il messaggio verra` trasmesso una volta che e` presente il contatto con il de-
stinatario e il modulo di routing estrae il messaggio stesso dal buffer.
La versione che abbiamo implementato per snellire la gestione degli in-
vii, prevede la creazione di un meccanismo che divida i messaggi in partenza
raggruppandoli per destinatario. Per comprendere meglio il meccanismo di
scelta del pacchetto da inviare osserviamo il caso riportato in Figura 6.9
Il modulo di routing cerca di inviare un messaggio sulla rete. La lista
dei messaggi presenti viene filtrata considerando esclusivamente i destinatari
in contatto (nodi cerchiati); dei 3 nodi rimasti (N2, N3 e N5) ne viene se-
lezionato uno in maniera casuale (N3) procedendo con l’eventuale invio del
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N1
N3
N2
N5
N4
N3
N2
N5
N5
N2
P5P4
P5
P1
P6P5P4
P5
P2P1
P6
P1
P5
P1
N3 N2
Figura 6.9: Gestione invio pacchetti per N0
pacchetto (P4). In questo caso, risultando occupato il canale di comunica-
zione con N3, viene riproposto lo stesso algoritmo di scelta fra gli altri due
nodi. Il canale di comunicazione verso N2 risulta libero e P5 puo` essere spe-
dito verso la sua destinazione.
I messaggi del tipo QUERY e COMPLETE, vengono inseriti in coda alla
lista relativa al destinatario. Ai messaggi di tipo UPDATE viene assegnata
priorita` massima e vengono inseriti in testa alla lista dei messaggi in modo
da essere spediti nel piu` breve tempo possibile dato che contengono nuove
statistiche sensibili di obsolescenza con il passare del tempo.
Batch di richieste
La scelta del trattare l’arrivo di richieste sui provider seguendo un modello
M [x]/G/1 include di trattare gruppi di richieste come batch. Il seeker nel
momento che aggiunge messaggi al buffer d’invio per un certo provider desti-
natario, controlla se il buffer e` vuoto ed, in questo caso, crea un nuovo batch
altrimenti i messaggi entrano a far parte del batch esistente.
Ogni messaggio contiene al suo interno un identificativo che contraddi-
stingue il batch a cui appartiene. All’ultimo pacchetto di una richiesta viene
associato un flag che indica se quella richiesta e` l’ultima che compone il batch.
Una nuova richiesta che entra a far parte di un batch presente nel buffer d’in-
vio viene trattata come l’ultima richiesta modificando il flag al suo interno.
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Il provider, analizzando queste caratteristiche dei pacchetti, una volta che ri-
ceve l’ultima richiesta di un batch e` in grado di capire da quante richieste era
composto e puo` procedere ad aggiornare le statistiche in cui viene coinvolto
questo valore.
6.2.5 Stato provider
Carico
Il carico di lavoro percepito su un nodo viene calcolato:
ρ =
λ ∗ g
µ
dove λ indica il rate di arrivo dei batch, g il valore atteso della dimensione
dei batch e µ il rate d’esecuzione delle richieste. Analizziamo come vengono
calcolati λ e µ. Il valore medio della grandezza dei batch (g) viene calcolato
ogni volta che il provider riceve l’ultima richiesta del batch. Il rate di arrivo
dei batch λ viene calcolato alla ricezione di un nuovo batch mediando il rate
di arrivo dell’ultimo batch con la media che il nodo possedeva in precedenza:
λ = αrate ∗ rnew + (1− αrate) ∗ rold
Il rate per l’ultimo batch e` calcolato come il numero dei batch arrivati (1)
nell’arco di tempo trascorso (dalla ricezione della prima richiesta fino alla
ricezione di una richiesta appartenente a un nuovo batch). In Figura 6.10 T
rappresenta l’intervallo di tempo che intercorre fra la ricezione delle prime
richieste di batch diversi (b1,b2).
Il parametro αrate, definito in configurazione con valore 0.15 seguendo risul-
tati sperimentali, ha il compito di mediare il valore di λ attribuendo pesi
diversi al nuovo e al vecchio valore.
Attesa in coda istantanea
Nel messaggio che viene scambiato fra due nodi all’inizio del loro tempo
di contatto, viene inserita anche una stima istantanea dello stato della co-
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Figura 6.10: Intervallo di tempo fra l’inizio di due batch
da d’esecuzione. Questo valore e` importante per la valutazione di richieste
pendenti, poiche´ rende chiara la visione attuale del carico sul nodo, dando
un’informazione piu` attendibile rispetto al valore medio usato alla creazione
della richiesta.
Come descritto nel modello matematico, l’attesa istantanea risulta la
somma dei tempi medi di esecuzione per i servizi presenti in coda.
Attesa in coda media
L’attesa media in coda viene calcolata seguendo il modello presentato nei
capitoli precedenti al momento dello scambio delle statistiche tra coppie di
nodi. In questo momento se la coda attuale risulta vuota si azzera anche il
valore dell’attesa media dato che segue una distribuzione senza memoria.
6.2.6 Gestione risultati
Una volta terminata la simulazione, una parte fondamentale per la verifica
del corretto comportamento del sistema e` l’analisi dei risultati collezionati
durante l’esecuzione. Per la nostra analisi abbiamo deciso di non usare la re-
portistica a disposizione di TheOne perche` troppo semplici per i nostri scopi,
ma di implementare una classe in grado di collezionare gli eventi durante la
simulazione e al suo termine, di riportare le statistiche direttamente su alcuni
file di output.
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Gli eventi che i nodi notificano al modulo dei report hanno la seguente
struttura:
• EVENT
Flag che caratterizza il tipo di evento.
• ID-REQUEST
Id della richiesta per la quale e` stato generato un evento
• TIME
A seconda del tipo di evento, TIME indica:
– l’istante di tempo in cui e` avvenuto l’evento.
– la durata dell’evento in questione
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Capitolo 7
Risultati sperimentali
Dopo aver descritto la struttura del simulatore e le modifiche che abbia-
mo apportato per adattare la struttura di TheOne alle nostre esigenze, in
questo capitolo presentiamo le simulazioni che abbiamo effettuato descriven-
do i risultati ottenuti. Nel seguito la politica che sfrutta il modello da noi
sviluppato verra` indicato come MEV (Minimum Expected Value).
7.1 Politiche di valutazione provider
Una richiesta di servizio, sia questo atomico o composto, segue il cammino
indicato dall’algoritmo di valutazione scelto. L’introduzione di piu` politiche
di valutazione permette di confrontare scenari diversi e valutare i punti de-
boli e i punti di forza della politica da noi proposta.
In questo capitolo andiamo ad analizzare i risultati della simulazione
di MEV confrontandoli con i risultati usando altre politiche di scelta. In
particolare abbiamo considerato due semplici politiche:
• RANDOM
Il cammino di composizione viene scelto in maniera totalmente casua-
le. All’inizio si individua in modo casuale un nodo che puo` offrire un
servizio il cui tipo di input coincide con quello specificato dal seeker; si
individuano i nodi successivi scegliendo in modo casuale un nodo che
fornisca un servizio il cui tipo di input coincida con il tipo di output
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del servizio precedente e si procede fino a raggiungere l’output richiesto
dal seeker.
• FIRST
Viene scelto il cammino in cui il primo passo e` eseguito da un nodo
attualmente in contatto. Se sono presenti piu` provider in contatto ne
viene scelto uno con modalita` random. Se invece siamo in un perio-
do in cui non ci sono contatti disponibili, la richiesta viene sospesa e
assegnata al primo che entrera` in contatto.
7.2 Parametri di configurazione
Di seguito presentiamo i parametri che sono comuni a tutte le simulazioni
effettuate con il loro rispettivo valore. Tali valori sono definiti nel file di
configurazione e sono comuni a tutte le politiche implementate:
• run. Fissati tutti i parametri, ogni simulazione e` stata effettuata 5
volte. Ad ogni run e` stato assegnato un valore diverso per il seed
che regola la generazione di valori random. TheOne permette di usare
un qualsiasi intero per definire il valore del seed. L’insieme dei seed
utilizzati e` stato{0, 1, 2, 3, 4}. Per ogni run sono usate tracce diverse
per le connessioni fra i nodi in rete.
• warmup. Intervallo di tempo iniziale entro il quale non vengono ge-
nerate richieste di servizio. Questo periodo di tempo e` necessario ai
nodi per scambiarsi le statistiche in loro possesso al momento di un
contatto. Il periodo di warmup scelto equivale a 10000 secondi, ve-
rificando sperimentalmente che in un tale periodo tutti i nodi hanno
modo di incontrarsi piu` volte, in modo da stabilizzare i valori medi di
contatto/intercontatto e in moda da scambiarsi le statistiche.
• endTime. Durata della simulazione espressa in secondi. Abbiamo usato
simulazioni di 30000 secondi per consentire di simulare 20000 secondi
di richieste di servizi.
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• worldSize. Dimensioni della regione di spazio entro la quale si muovo-
no i nodi presenti nel sistema. Le dimensioni scelte sono 500metri x
500metri.
• updateInterval Intervallo di tempo di simulazione che intercorre fra
due aggiornamenti del sistema. Abbiamo usato 0.1 secondi, in modo
da aggiornare il sistema frequentemente ed avere tempi di simulazione
computazionalmente accettabili.
• transmitSpeed Velocita` simulata di trasferimento dati. Il valore da noi
usato e` stato 2 Mbps = 250kBps.
• transmitRange Range di trasmissione radio per ogni dispositivo. Nel
nostro caso abbiamo scelto 90m. I valori scelti per trasmitRange e per
trasmitSpeed simulano la trasmissione di dati mediante un’interfaccia
Bluetooth.
• nrofHosts Numero di nodi presenti nella rete. E` stato fissato a 30
il numero di nodi che si muovono seguendo tracce di mobilita` RWP
con le stesse caratteristiche di trasmissione e i nodi agiscono sia da
seeker che da provider. Da risultati sperimentali abbiamo osservato che
utilizzando worldSize = 500x500, si crea una buona densita` di contatti
con 30 nodi.
• kRange e k’Range Intervalli di dati dai quali vengono scelti in mo-
do uniforme la quantita` di dati da trasferire rispettivamente in input
(kRange) e in output(k’Range) ad un servizio. Entrambi gli intervalli
sono fissati a [20KB - 2MB]. Abbiamo scelto questo intervallo di valori
per equilibrare i ritardi introdotti dal trasferimento dei dati con le altre
fasi d’esecuzione per un servizio.
Nella sezione 6.2.1 viene descritta la struttura del file, caricato da TheO-
ne, nel quale vengono inserita l’associazione fra i servizi presenti in rete e i
nodi. Nelle nostre simulazioni abbiamo tutti i servizi generabili prendendo
l’intero corrispondente al tipo dell’input nell’intervallo [0,8] e al tipo del-
l’output nell’intervallo [1,7]. Per generare grafi aciclici per i cammini di una
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composizione, l’intero che rappresenta l’input deve essere minore rispetto al-
l’intero che rappresenta l’output.
Abbiamo assegnato ogni servizio al 25% dei nodi della rete. Sono stati
selezionati questi valori in modo da simulare una buona distribuzione dei
servizi sui nodi e consentire al sistema di creare cammini per la composizione
di servizi di lunghezza media.
TheOne permette di configurare l’intervallo di tempo entro il quale una
nuova richiesta viene assegnata ad un seeker, il quale dopo aver eseguito l’al-
goritmo di valutazione, cerca di contattare i provider scelti. La gestione delle
richieste e` gestita globalmente dal sistema; al momento della creazione di
una nuova richiesta viene selezionato un seeker casuale al quale assegnarla.
Dall’intervallo di tempo, specificato nel file di configurazione, viene estrat-
to un valore seguendo una distribuzione uniforme. Tale valore sara` il tempo
che dovra` trascorrere dall’ultima richiesta creata prima di immettere nel si-
stema una nuova richiesta. Nelle nostre simulazioni gli intervalli usati per
variare il numero di richieste immesse nel sistema sono riportati in Tabella
7.1 con l’indicazione del numero di richieste create al minuto.
Tabella 7.1 Intervalli di tempo per la creazione di una nuova richiesta
1: 20.0; 40.0 (3 - 1.5 richieste/min)
2: 17.0; 35.0 (3.53 - 1.71 richieste/min)
3: 15.0; 30.0 (4 - 2 richieste/min)
4: 10.0; 20.0 (5 - 3 richieste/min)
5: 8.0; 10.0 (7.5 - 5 richieste/min)
6: 5.0; 8.0 (12 - 7.5 richieste/min)
7: 3.0; 5.0 (20 - 12 richieste/min)
L’aumentare delle richieste create e immesse nel sistema genera un carico
sempre maggiore, fino a portare alla saturazione del sistema. Vedremo nelle
sezioni successive l’efficacia della politica MEV rispetto alla RANDOM ed
alla FIRST sia maggiormente evidente all’aumentare del carico.
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7.3 Statistiche di simulazione
L’analisi delle prestazioni delle tre politiche prese in considerazione, viene
effettuata confrontando in primo luogo i tempi di completamento delle ri-
chieste di servizio. Come descritto sopra, fissato l’intervallo di generazione di
una nuova richiesta e la politica da utilizzare, vengono effettuate N repliche
di simulazione. Il nostro obiettivo e` di aggregare i risultati tratti dalle N
repliche per poter dimostrare l’affidabilita` dei risultati. Per le simulazioni da
noi effettuate e` stato scelto N=5 in modo da poter verificare che i risultati
fossero consistenti fra le varie prove effettuando comunque un numero non
troppo elevato di prove.
7.3.1 Tempi medi di completamento
In questa sezione descriviamo come viene calcolato il valore medio del tem-
po di completamento e il suo intervallo di confidenza, fissato l’intervallo di
creazione per le richieste e la politica usata seguendo [52]. Indichiamo come
X la variabile aleatoria che rappresenta il tempo di completamento di una
richiesta con media µ. Denotiamo xij la j-esima osservazione del tempo di
completamento durante la i-esima replica della simulazione con i = 1, .., N
e j = 1, .., Ki. N rappresenta il numero di repliche di simulazione effettuate
(run) e Ki il numero di servizi completati per ogni run. Ki risulta diverso
per ogni simulazione effettuata dato che rappresenta il numero delle richieste
di servizio terminate entro il periodo di simulazione.
Per ogni replica si calcola la media dei tempi di completamente delle
richieste:
µ˜i =
1
Ki
Ki∑
j=1
xij
Tutti i valori µ˜i con i = 1, .., N risultano indipendentemente e iden-
ticamente distribuiti. La media di tutti i tempi di completamento viene
calcolata:
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µ¯ =
1
N
N∑
i=1
µ˜i
Per calcolare gli intervalli di confidenza per il valor medio dei tempi di
completamento abbiamo bisogno anche di calcolare la varianza dei risultati
medi fra le repliche di simulazione:
v2(µ˜) =
1
N − 1
N∑
i=1
(µ˜i − µ¯)2
Per trovare l’intervallo di confidenza per la media delle rilevazione consi-
deriamo la seguente formula:
P
{
tN−1(
α
2
) ≤ (µ¯− µ)
√
N
v(µ˜)
≤ tN−1(1− α
2
)
}
= 1− α
1−α rappresenta il livello di confidenza per il calcolo dell’intervallo di confi-
denza; per i nostri test e` stato usato 0.95. tR(C) denota il C-esimo percentile
della distribuzione di Student (o t-distribution)[CIT] con R gradi di liberta`.
Dalla simmetria della t-distribution sappiamo che tN−1(α2 ) = −tN−1(1− α2 ) e
quindi troviamo che:
P
{
µ¯− tN−1(1− α
2
)
v(µ˜)√
N
≤ µ ≤ µ¯+ tN−1(1− α
2
)
v(µ˜)√
N
}
= 1− α
Denotiamo τ = tN−1(1 − α2 )v(µ˜)√N . Il tempo di completamento medio, con
coefficiente di confidenza 0.95, assumera` valori compresi nell’intervallo:
[µ¯− τ ; µ¯+ τ ]
7.3.2 Varianza dei tempi di completamento
Oltre allo studio del tempo medio di completamento delle richieste siamo in-
teressati a studiare la variabilita` dei risultati prodotti dalle simulazioni. Per
questo motivo e` necessario la varianza dei risultati ottenuti, per evidenziare
la miglior gestione delle richieste di esecuzione di servizi. Analogamente allo
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studio dei tempi medi di completamento, per ogni politica e intervallo di
creazione richieste, calcoliamo la varianza media dei risultati considerando
anche il proprio livello di confidenza. Il coefficiente di confidenza, cos`ı come
nel caso precedente, e` fissato a 0.95.
Seguiamo l’identico procedimento usato prima, denotando con σ˜2i la va-
rianza dei tempi di completamento per l’i-esima osservazione, con σ¯2i la media
e con v2(σ˜2i ) la varianza delle varianze per le repliche di simulazione.
Considerato 1− α il coefficiente di confidenza avremo:
Prob
{
σ¯2i − tN−1(1−
α
2
)
v(σ˜2i )√
N
≤ σ2 ≤ σ¯2i + tN−1(1−
α
2
)
v(σ˜2i )√
N
}
= 1− α
Denotiamo ϕ = tN−1(1− α2 )
v(σ˜2i )√
N
. La varianza dei tempi di completamen-
to, con coefficiente di confidenza 0.95, assumera` valori compresi nell’interval-
lo: [
σ¯2i − ϕ; σ¯2i + ϕ
]
7.3.3 Valutazione del carico
Un’altra metrica ricavata dalle simulazioni riguarda il valore medio del carico
sui nodi e come esso viene bilanciato fra i nodi stessi durante la simulazione.
Per carico sui provider intendiamo il fattore di utilizzazione dei nodi stessi
rilevato a distanza temporale fissa come il rapporto fra il rate di interarrivo
delle richieste ed il tempo medio necessario ad eseguire le richieste stesse. Nel
nostro caso abbiamo scelto 300 secondi come finestra fissa per monitorare il
carico di lavoro presente sui provider. La scelta di questo valore e` guidata
dal fatto che possiamo gia` verificare il carico sui provider osservando lo stato
del sistema allo scadere dei primi 300 secondi considerati. Le simulazioni da
noi proposte per questo sistema non sono stazionarie, in quanto non esiste un
punto di stabilita` del carico raggiungibile dopo un periodo iniziale. Il sistema
risulta stabile se riesce a completare le richieste create senza accumulare
ritardi sui provider portando alla saturazione.
Il calcolo del carico medio viene effettuato nel modo seguente: denotiamo
con ρij il fattore di utilizzazione per la i-esima rilevazione del j-esimo provider.
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Il carico medio e` calcolato come:
ρ¯ =
1
L
L∑
i=1
(
1
P
P∑
j=1
ρij)
P rappresenta il numero di provider coinvolti. L rappresenta il numero di
rilevazioni effettuate durante la simulazioni. Per i nostri test, considerando
che le rilevazioni non vengono effettuate nella fase di warmup, sono:
L =
endSimulation− warmup
windowLoad
=
20000.0
300.0
= 66.666 ' 66
Fra le statistiche estratte dai test sulle simulazioni, osserviamo anche la
varianza media del carico di lavoro sui provider. La varianza del carico alla
i-esima rilevazione e` indicata come σ2j .
σ¯2 =
1
L
L∑
i=1
σ2j
7.4 Simulazione single-hop
Il primo scenario analizzato e` stato quello di simulare la soluzione MEV
single-hop. Vengono scartate tutte le richieste di servizio sottomesse ad un
nodo che e` in grado di eseguire il servizio stesso in locale.
Nel grafico di Figura 7.1, sull’asse delle ascisse sono riportati i diversi
intervalli per la generazione delle richieste mostrati in Tabella 7.1. Sull’asse
delle ordinate e` possibile notare che i tempi medi di completamento di un
servizio al variare del carico di richieste nel sistema vanno a premiare le scelte
prese tramite il nostro modello. La politica RANDOM, per tutti i valori del
carico di richieste, risulta nettamente peggiore rispetto alla nostra politica e
a quella FIRST. La politica FIRST, fino a quando le richieste non sono in un
numero importante si comporta come MEV, per poi degradare nelle presta-
zioni negli ultimi due valori dell’ascissa. Il motivo di questo comportamento
lo vedremo successivamente analizzando nello specifico i ritardi introdotti da
ognuna delle fasi di una singola richiesta.
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Figura 7.1: Tempi di completamento medi caso Single-hop
7.4.1 Confronto delle fasi di una richiesta
In questa sezione analizzeremo piu` in dettaglio le varie fasi di una richiesta,
verificandone l’impatto sul tempo medio di completamento. Come descritto
nei capitoli precedenti ogni singola richiesta di servizio e` composta da 5 fasi:
• Wait (W) Attesa del contatto
• Upload (U) Trasferimento dati in Input
• WaitQueue (Q) Attesa in coda al Provider
• Execution (E) Esecuzione servizio
• Download (D) Trasferimento dati in Output
Il contributo di ogni fase al tempo medio di completamento varia a se-
conda della politica analizzata. Possiamo osservare i risultati in Figura 7.2,
Figura 7.3 e Figura 7.4.
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Figura 7.2: Fasi di completamento di una richiesta. Politica MEV
Analizziamo le fasi d’esecuzione di una richiesta gestita da MEV, mostrate
in Figura 7.2. La distribuzione dei ritardi introdotti dalle fasi di una richiesta
risultano omogenee nel caso di MEV. La parte piu` significativa e` la fase di
download, dove oltre al trasferimento dei dati di output e` presente il tempo
speso dal provider per aspettare il contatto con il seeker. Il tempo di attesa in
coda, al variare del numero di richieste, aumenta moderatamente, in quanto
risente del carico piu` elevato sui provider ma e` capace di bilanciarlo sui vari
provider coinvolti.
L’esecuzione single-hop con la politica RANDOM, mostrato in Figura 7.3,
paga l’assoluta aleatorieta` della scelta dei provider, sia per quanto riguarda il
bilanciamento del carico, sia per l’attesa del provider da contattare. Infatti, la
fase di attesa iniziale e` molto piu` significativa rispetto alle altre due politiche
prese in considerazione. All’aumentare del numero di richieste nel sistema,
l’attesa in coda prende anch’essa un ruolo principale, dato che non si ha
controllo dello stato di carico dei provider.
La politica FIRST, mostrata in Figura 7.4, minimizza ovviamente il tem-
po di attesa del provider a cui assegnare il servizio. E’ evidente che risulta
la politica con tempo di attesa minore, in quanto il seeker individua imme-
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Figura 7.3: Fasi di completamento di una richiesta. Politica RANDOM
diatamente un provider in contatto in grado di esaudire la richiesta. Il resto
delle fasi di una richiesta rispecchiano il comportamento della politica RAN-
DOM, penalizzando l’attesa in coda al provider all’aumentare del numero di
richieste da parte dei seeker. Per questo motivo, nel caso single-hop, con bas-
so carico di richieste e` possibile utilizzare sia MEV che FIRST con risultati
simili.
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Figura 7.4: Fasi di completamento di una richiesta. Politica FIRST
7.4.2 Bilanciamento del carico
In questa sezione analizziamo la variazione del carico dei provider al variare
del numero di richieste create per il sistema (Figura 7.5), notando la netta
differenza di prestazioni fra MEV, RANDOM e FIRST. Sull’asse delle x sono
presenti i diversi intervalli usati per la generazione delle richieste e sull’asse
delle y e` presente il coefficiente d’utilizzazione dei nodi. Si ricorda se tale
valore supera il valore 1 indica la saturazione del sistema.
RANDOM non effettua nessun tipo di valutazione, ma sceglie in maniera
del tutto casuale un provider. FIRST, minimizza il tempo di attesa di un
contatto con un provider, senza pero` tener conto del bilanciamento di lavoro
nel sistema. Per questo motivo le prestazioni di RANDOM e FIRST sono
simili, e nettamente peggiori a quelle della politica MEV da noi proposta.
Le stesse considerazioni valide per il carico medio di lavoro, riguardano
la varianza media. Le politiche RANDOM e FIRST introducono un note-
vole sbilanciamento nel carico tra i nodi della rete, generando nodi scarichi
e altri con un notevole numero di richieste in coda come mostrato in Figu-
ra 7.6. Come per le altre metriche, sulle ascisse sono presenti gli intervalli di
generazione delle richieste; sulle ordinate e` indicato la varianza del carico.
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Figura 7.5: Carico medio dei provider. Caso single-hop
Figura 7.6: Varianza media del carico. Caso Single-hop
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7.4.3 Percentuale richieste completate
I tempi medi presentati nelle sezioni precedenti per le tre politiche riguardano
le richieste che sono riuscite a terminare nell’arco del tempo di simulazione
stabilito. La Figura 7.7 mostra le percentuali di richieste completate relative
alle tre politiche al variare del numero di richieste. C’e` da considerare che
un quantitativo di richieste non terminate sono legate al fatto che sono state
create a ridosso del termine della simulazione. La differenza sostanziale fra
le tre politiche sta nel fatto che per la politica FIRST ma soprattutto per la
politica RANDOM le richieste subiscono ritardi dovuti al tempo che devono
aspettare in coda del provider, il quale non riesce a smaltire le richieste come
nel caso di MEV.
Figura 7.7: Percentuale di completamento richieste. Caso Single-hop
La politica FIRST risulta efficace fino a quando la frequenza di generazio-
ne di richieste diventa alta (intervallo 3-5) dove la percentuale di completa-
mento degrada notevolmente. Questo comportamento e` chiaro confrontando
la Figura 7.4 e Figura 7.7; l’aumentare del valore di attesa in coda, porta
un ritardo generale al tempo di completamento, penalizzando il numero di
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richieste che riescono a terminare. E’ importante notare come la nostra poli-
tica rimanga stabile per tutti i casi analizzati, anche nell’ultimo, dove le altre
politiche risentono del notevole carico di richieste.
7.5 Composizione di servizi
Dopo aver evidenziato le differenze che riscontriamo nei risultati delle si-
mulazione per le tre politiche in esame nel caso single-hop, consideriamo la
composizione di servizi. Sono due i casi di composizione che analizzeremo:
composizione con conoscenza locale e con conoscenza non locale. Per ognuna
delle due implementazioni analizziamo due casi:
• Le richieste vengono generate con tipo iniziale di input scelto secon-
do una distribuzione uniforme di probabilita` nell’intervallo [0,7] e tipo
finale di output nell’intervallo [1,8].
• Tutte le richieste hanno tipo di input 0 e tipo di output 8.
Abbiamo differenziato questi due casi per analizzare i risultati in una situa-
zione standard, dove le richieste sono omogeneamente diversificate e in una
situazione limite, dove invece le richieste create richiedono composizioni con
un numero piu` elevato di passi. Da questo punto chiameremo caso08 le si-
mulazioni effettuate con tipo input 0 e tipo output 8 e caso con richieste
omogenee le simulazioni in cui l’input varia nell’intervallo [0,7] e l’output
nell’intervallo [0,8].
A differenza del caso single-hop i passi di una composizione possono essere
eseguiti in locale se il seeker e` in grado di gestire il tipo di servizio richiesto.
7.5.1 Composizione di servizi con conoscenza locale
Tempi di completamento medi
I risultati presenti in Figura 7.8 mostrano come MEV rimanga pressoche` sta-
bile al variare del numero di richieste, al contrario delle politiche RANDOM
162
e FIRST, le quali hanno prestazioni peggiori su tutte le simulazioni effet-
tuate, presentando un massiccia degradazione nel caso di una alta frequenza
i richieste di servizi. Si nota inoltre come gli intervalli di confidenza siano
piu` ampi per queste due politiche rispetto alla nostra, evidenziando una alta
variabilita` negli indici presentati.
Figura 7.8: Tempi medi di completamento. Conoscenza Locale
Per il caso08, Figura 7.10 il divario fra le politiche risulta elevato fin dai
primi intervalli considerati per la variazione del numero di richieste. Tutte
e tre le politiche hanno tempi di completamento maggiori in quanto la lun-
ghezza delle composizioni mediamente aumenta considerando esclusivamente
richieste con input/output (0-8). In questo caso, la lunghezza media rilevata
delle composizioni e` piu` alta per le politiche RANDOM e FIRST rispetto a
MEV.
Anche i valori della varianza dei tempi di completamento, Figura 7.9 e
Figura 7.11, rivelano l’instabilita` delle decisioni prese da RANDOM e FIRST,
soprattutto in situazioni cruciali, quando il numero di richieste nel sistema
inizia ad essere rilevante.
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Figura 7.9: Varianza dei tempi medi di completamento. Conoscenza Locale
Figura 7.10: Tempi medi di completamento. Conoscenza Locale - caso08
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Figura 7.11: Varianza dei tempi medi di completamento. Conoscenza Locale
- caso08
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Bilanciamento carico
Uno degli aspetti cruciali della valutazione di un path di composizione per
il nostro modello e` la distribuzione del carico del lavoro sui provider nella
rete. Come descritto nel Capitolo 4, seguendo il nostro modello durante la
valutazione vengono esclusi dalla scelta tutti i provider che risultano saturi di
lavoro. Le politiche RANDOM e FIRST non considerano questo parametro
e, come conseguenza, possono effettuare scelte che portano a sovraccaricare
ulteriormente un provider gia` saturo escludendo dalla valutazione un altro
che potrebbe ad eseguire il servizio in minor tempo.
In Figura 7.12 e` possibile osservare come la MEV mantenga un fattore di
utilizzazione dei provider sempre inferiore allo 0.6 anche nel caso di maggior
numero di richieste, mentre le politiche RANDOM e FIRST si portino vicino
alla soglia di saturazione.
Figura 7.12: Carico medio dei provider. Conoscenza Locale
La Figura 7.13 mostra la varianza del fattore di utilizzazione dei nodi
nella rete al variare del numero di richieste presenti. Nei primi 3 casi (20-40,
17-35 e 15-30) la varianza e` simile per tutte le politiche e questo e` dovuto
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al fatto che tutti i nodi della rete risultano abbastanza scarichi. Appena il
carico aumenta, l’utilizzo dei nodi per la nostra politica risulta comunque
bilanciato, quello delle altre due politiche diventa instabile.
Figura 7.13: Varianza media del carico. Conoscenza Locale
Nel caso08 mostrato in Figura 7.14 per il carico medio e in Figura 7.15
per la sua varianza le differenze fra MEV e le altre due politiche risultano
ancora piu` evidenti. RANDOM e FIRST arrivano alla saturazione del sistema
con l’intervallo [3,5], in quanto il valore medio del fattore di utilizzazione dei
provider supera 1. Con i valori piu` alti del numero di richieste presenti, MEV
non supera 0.7. I valori della varianza rimangono coerenti con i risultati finora
osservati.
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Figura 7.14: Carico medio dei provider. Conoscenza Locale - caso08
Figura 7.15: Varianza media del carico. Conoscenza Locale - caso08
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Percentuale richieste completate
Una statistica interessante e` la percentuale di richieste completate per la com-
posizione con conoscenza locale, tale statistica dimostra che MEV sovrasta
le altre, infatti in entrambi i casi analizzati, richieste omogenee (Figura 7.16)
e caso08 (Figura 7.17), dimostrano che RANDOM e FIRST non sono ade-
guate a trattare composizioni di servizi. La nostra politica riesce a portare
a completamento non meno dell’80% delle richieste per il caso delle richieste
omogenee e del 75% per il caso08. RANDOM e FIRST hanno un andamento
simile fra portando a completamento circa il 50%-70% delle richieste, per
richieste omogenee e non riuscendo a superare il 35% per il caso08.
Figura 7.16: Percentuale di completamento richieste. Conoscenza Locale
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Figura 7.17: Percentuale di completamento richieste. Conoscenza Locale -
caso08
7.5.2 Composizione di servizi con conoscenza non lo-
cale
In questa sezione analizziamo i risultati delle simulazioni per l’implementa-
zione delle tre politiche in esame sfruttando anche la conoscenza non locale.
Ricordiamo che tramite le informazioni che un nodo riceve dagli altri all’inizio
di un nuovo contatto, e` possibile valutare e scegliere cammini di composizio-
ne i quali, diversamente dall’implementazione con conoscenza locale, possono
collegare due provider di servizi atomici senza dover contattare di nuovo il
seeker. Questo e` possibile perche` il seeker ha conoscenza delle statistiche di
rete fra i provider coinvolti.
I test eseguiti per questo caso sono identici a quelli effettuati nel caso di
conoscenza locale.
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Tempi di completamento medi
La Figura 7.18 per il caso con richieste omogenee e la Figura 7.20 per il caso08
mostrano come anche in caso di una bassa frequenza di richieste di servizio,
MEV presenti tempi medi di completamento nettamente inferiori rispetto a
RANDOM e FIRST. Quando il traffico di richieste diventa maggiore, l’uso
di MEV permette di ottenere un tempo di completamento ancora buono, al
contrario delle altre due politiche, le quali hanno tempi di completamento
molto elevati.
Rispetto al caso con conoscenza locale, il divario di prestazioni fra le tre
politiche risulta rilevante gia` per un numero limitato di richieste. Il motivo di
questo risultato e` dato dal fatto che la valutazione effettuata sfruttando MEV
riesce a stimare quale sia il cammino migliore migliorando la valutazione
introdotta nel caso della sola conoscenza locale.
Figura 7.18: Tempi medi di completamento. Conoscenza non Locale
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Figura 7.19: Varianza dei tempi medi di completamento. Conoscenza non
Locale
Figura 7.20: Tempi medi di completamento. Conoscenza non Locale - caso08
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Figura 7.21: Varianza dei tempi medi di completamento. Conoscenza non
Locale - caso08
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Bilanciamento carico
Se per i tempi di completamento medi abbiamo una differenza di comporta-
mento fra il caso con conoscenza locale e quello con conoscenza non locale,
per il bilanciamento del carico i risultati sono molto simili. MEV riesce a
non sovraccaricare i provider di lavoro riuscendo a mantenersi sotto la soglia
dello 0.6 del fattore di utilizzazione dei provider, Figura 7.22 e Figura 7.24.
Figura 7.22: Carico medio dei provider. Conoscenza non Locale
In Figura 7.23 e Figura 7.25 osserviamo la varianza dei tempi di com-
pletamento delle richieste. RANDOM e FIRST risultano le meno affidabili
seguendo lo stesso trend. Rispetto al caso con conoscenza locale, i tempi di
completamento delle richieste hanno minor varianza, soprattutto nel caso08.
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Figura 7.23: Varianza media del carico. Conoscenza non Locale
Figura 7.24: Carico medio dei provider. Conoscenza non Locale - caso08
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Figura 7.25: Varianza media del carico. Conoscenza non Locale - caso08
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Percentuale richieste completate
Notiamo in Figura 7.26 e Figura 7.27 come anche nel caso con conoscenza non
locale, la nostra politica permetta di portare a terminazione un alto numero
di richieste. Con richieste omogenee la percentuale delle richieste terminate
entro la fine della simulazione non scende mai sotto il 90%. RANDOM e
FIRST presentano prestazioni accettabili per i primi casi, aumentando il
divario con MEV quando si ha un aumento delle richieste in rete. Il caso08
evidenzia come tutte le politiche abbiano una flessione dei risultati, anche
se, la nostra politica riesce a mantenersi sopra il 75%, al contrario delle altre
due che degradano fino a sfiorare il 30% di successo da parte delle richieste
create.
La piu` alta percentuale di richieste terminate che si verificano nel caso
con conoscenza non locale porta a fare delle considerazioni anche sui tempi
medi di completamento, Figura 7.28 e Figura 7.29 per il caso08. Dato che
il caso con conoscenza non locale si puo` considerare un’evoluzione del caso
che fa uso di conoscenza locale, ci si potrebbe aspettare che il tempo medio
di completamento possa diminuire. Il piu` alto numero di richieste terminate
altera queste considerazioni, impedendo di confrontare i dati dei due test.
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Figura 7.26: Percentuale di completamento richieste. Conoscenza non Locale
Figura 7.27: Percentuale di completamento richieste. Conoscenza non Locale
- caso08
178
Figura 7.28: Percentuale di completamento richieste, Locale-Non Locale
Figura 7.29: Percentuale di completamento richieste, Locale-Non Locale
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Capitolo 8
Conclusioni
Il lavoro proposto in questa tesi si colloca nell’ambito dei sistemi auto-
organizzanti per reti pervasive, uno dei campi emergenti nella ricerca sulle
reti mobili. Il nostro lavoro propone un sistema per la condivisione e l’uso di
servizi fra gli utenti di una rete di dispositivi mobili. La mobilita` e` sfruttata
sia per la ricerca di servizi che un utente non ha a disposizione sul proprio
dispositivo che per la condivisione delle proprie risorse verso gli altri utenti
della rete.
8.1 Sistema realizzato
A tal fine e` stato definito un sistema di supporto per dispositivi mobili che
permetta agli utenti di condividere ed usare risorse messe a disposizione.
Questo sistema prevede la definizione di politiche che gestiscono le richieste
provenienti dagli utenti, sfruttando un modello analitico per valutare le al-
ternative conosciute dal dispositivo, e da algoritmi di gestione degli eventi di
che guidano lo scambio di conoscenza tra i nodi, e ricevono valori necessari
per le valutazioni.
Lo strato di supporto si occupa inoltre di elaborare la conoscenza a dispo-
sizione, componendo i servizi conosciuti per formare nuove alternative per la
risoluzione delle richieste.
Per valutare i servizi offerti in rete abbiamo sviluppato, un modello pro-
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babilistico che fornisce un’approssimazione del tempo di risoluzione di una
richiesta, in modo da poter guidare la politica di gestione delle richieste. Se
per un paradigma client-server le risorse server sono sempre a disposizione
del client, in una rete opportunistica non possiamo assumere questo concet-
to. Abbiamo quindi considerato i modelli disponibili della mobilita` umana,
necessari per effettuare previsioni sulla durata dei periodi di contatto e in-
tercontatto tra le coppie di nodi, scegliendo il Random Waypoint.
Per la risoluzione dei servizi sono stati presi in considerazione due ma-
croscenari. Lo scenario single-hop dove ogni servizio in rete viene eseguito
su un singolo nodo e lo scenario delle composizioni, dove piu` servizi possono
essere uniti per formare nuove soluzioni la cui elaborazione avviene in modo
distribuito in rete.
Abbiamo introdotto una rappresentazione formale tramite grafi delle com-
posizioni, descrivendo tutte le proprieta` che consentono di definire struttura
valutabile da un algoritmo.
Successivamente sono stati delineati le rappresentazioni e gli algoritmi
di valutazione necessari due tipi di composizioni di servizi, differenziando la
conoscenza che ogni nodo ha delle statistiche della rete.
Il primo caso di composizione usa solo la conoscenza locale che ogni nodo
colleziona durante gli scambi con nodi in contatto, mentre il secondo usa
anche informazioni di mobilita` che coinvolgono, sia il nodo incontrato, che
altri nodi con cui quest’ultimo ha avuto contatti
Abbiamo infine fornito gli algoritmi per la valutazione delle composizioni,
descrivendo come possa essere effettuata a partire dalla rappresentazione
definita.
8.2 Risultati delle simulazioni
Il sistema proposto, e` stato validato mediante simulazioni. E` stato osservato
il comportamento di tre politiche per la risoluzione delle richieste. La prima,
(MEV), si basa sul modello sviluppato, la seconda, (RANDOM), sceglie ca-
sualmente un’alternativa da utilizzare e la terza, (FIRST), sfrutta i contatti
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disponibili al momento della richiesta. Sono stati effettuati test variando il
numero di richieste presenti nella rete, in modo da valutare il comportamento
delle tre politiche analizzate a seconda del carico della rete.
Una parte dei test che sono stati sviluppati valutano il tempo medio di
completamento delle richieste create. I test sono stati replicati variando i
valori del numero di richieste presenti in rete. Il risultato principale e` che
la valutazione effettuata con il nostro modello riesce a soddisfare le stesse
richieste delle altre due politiche in minor tempo.
Nel caso single-hop i tempi di completamento della nostra politica sono
inferiori del 50% rispetto alle altre. Nell’analisi della gestione delle com-
posizioni abbiamo osservato che, utilizzando la nostra politica, il tempo di
completamento si riduce anche del 70% circa per il caso con conoscenza locale
e di circa il 66% utilizzando conoscenza non locale.
Per il caso single-hop sono state anche studiate separatamente le fasi che
compongono il tempo di completamento di una richiesta. I risultati dimo-
strano che la nostra politica riesce ad equilibrare tutte le fasi, a differenza
delle altre in cui e` presente un forte squilibrio.
Un altro risultato importante riguarda la percentuale di richieste com-
pletate nell’arco della simulazione. Anche in questo caso, la nostra politica
consente di completare un piu` alto numero di richieste rispetto alle altre.
Sia per il caso single-hop che per i due casi di gestione delle composizioni la
nostra politica completa almeno del 75% delle richieste create, a differenza
delle altre politiche che in alcuni casi non riescono a superare il 20%. Questo
tipo di test e` significativo in situazioni di alto carico, dove la differenza fra
le tre politiche risulta considerevole.
Successivamente abbiamo analizzato il bilanciamento del carico di lavo-
ro sui provider. La nostra politica riesce a distribuire le richieste su tutti i
provider stimando il reale carico dei provider durante la simulazione e non
portando mai il sistema in saturazione. Distribuire il lavoro su tutti pro-
vider uniformemente, come viene effettuato per le altre due politiche, non
garantisce che il sistema si stabilizzi con carico uniforme. I ritardi introdotti
dai trasferimenti dati o dai tempi di computazione dei servizi influenzano la
dimensione delle code dei provider. Nella nostra politica il fattore d’utiliz-
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zazione dei provider non supera mai il valore 0.8 anche in situazione di alto
numero di richieste. Negli stessi casi analizzati le altre politiche portano a
saturazione il sistema.
Infine abbiamo analizzato le differenze dell’uso di conoscenza locale e non
locale per la composizione di servizi. Abbiamo osservato che nell’uso della
conoscenza non locale, aumenta la percentuale di completamento delle ri-
chieste rispetto al caso di conoscenza locale. In sistemi scarichi la gestione
con conoscenza locale ottiene il completamento dell’80% delle richieste, men-
tre con conoscenza non locale si arriva oltre il 95%. Per sistemi con carico
piu` alto si assestano intorno al 75%. Questo e` stato possibile con l’elimina-
zione di inutili trasferimenti di dati verso il seeker, obbligatori nel caso di
composizioni con conoscenza locale.
8.3 Sviluppi futuri
Esistono molte possibilita` per sviluppare ulteriormente il lavoro proposto in
questa tesi, sia per quanto riguarda l’aggiunta di funzionalita` non tratta-
te, sia per l’ulteriore affinamento delle tecniche proposte, che comunque non
andrebbero ad impattare sulla strutturazione del sistema, grazie alla sua ge-
neralita`.
Per quanto riguarda il miglioramento del modello matematico sono pos-
sibili piu` fronti di ulteriore sviluppo che riguardano il trattamento della co-
noscenza e i metodi per ricavare le valutazioni. Un aspetto interessante da
analizzare riguarda la gestione generale delle composizioni.
Si puo` pensare di ovviare a questo problema ricavando dall’analisi del
grafo di composizione una distribuzione di probabilita` di forma conosciuta
che descriva in modo approssimato il tempo di esecuzione, oppure abbando-
nare la formulazione tramite variabile aleatoria e valutare i rami paralleli di
esecuzione come stime del valore atteso, eliminando ogni possibile correlazio-
ne.
Questi due approcci hanno entrambi il problema dell’inserimento di un’ul-
teriore imprecisione sulle stime e per quanto riguarda l’approssimazione tra-
mite distribuzione di probabilita` si introdurrebbe un ulteriore peso compu-
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tazionale all’interno della valutazione che va di pari passo con la qualita`
dell’approssimazione. Quest’ultima soluzione permetterebbe anche il calcolo
della funzione cumulativa di probabilita`, necessario per ricavare la probabi-
lita` che l’esecuzione di un servizio composto termini entro un certo limite
temporale.
Un altro sviluppo del nostro lavoro riguarda la diffusione della conoscenza.
Sarebbe interessante in futuro studiare come applicare al nostro sistema so-
luzioni esistenti (descritte nel Capitolo 2) per il trasferimento e la diffusione
dei dati in reti opportunistiche.
Cio` permetterebbe ad un nodo sia di possedere una conoscenza piu` ampia
della rete sia di poter accedere a risorse valutando se sia piu` conveniente il
contatto diretto o l’invio di una richiesta multi-hop. L’aumento delle possi-
bilita` da valutare consente di applicare strategie per migliorare le prestazioni
medie del sistema, ma questa richiederebbe un’estensione del modello mate-
matico per la valutazione di cammini multi-hop e la trattazione di un ulteriore
aspetto relativo all’attualita` e la precisione dei dati raccolti.
Ogni informazione raccolta dovrebbe in questo caso essere almeno accom-
pagnata da un’indicazione del tempo che e` trascorso dalla sua creazione, in
modo da poter verificare l’attualita` e l’affidabilita` dei dati ricevuti e trattarli
di conseguenza nelle valutazioni.
Inoltre e` importare considerare il bilanciamento tra i benefici derivanti da
un ampliamento della conoscenza e la complessita` degli algoritmi/l’aumento
dei dati da memorizzare.
L’uso di tecniche di disseminazione di dati puo` essere anche sfruttato per
la creazione di informazioni sociali di contesto da utilizzare secondo le tecni-
che di inoltro Context-aware viste nel Capitolo 2. Cio` permetterebbe anche
di studiare se sia possibile modificare il sistema proposto per permettere una
gestione distribuita delle richieste di servizio, nella quale i nodi che ricevono
una richiesta di servizio possono decidere di sostituire la soluzione scelta con
altre considerate migliori.
Un’altra area di possibile sviluppo per quanto riguarda la trattazione del-
la conoscenza e` il trattamento dell’incertezza delle statistiche elaborate. Nel
nostro sistema, le statistiche che riguardano i nodi della rete vengono o me-
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diate o sostituite alle rilevazioni precedenti, ricavando un nuovo valore che
ingloba o elimina la storia passata delle rilevazioni.
Un approccio diverso e` quello che gestisce l’andamento storico delle rile-
vazioni, con l’introduzione di intervalli di confidenza da gestire al momento
delle valutazioni del tempo medio di esecuzione dei servizi o nell’approssima-
zione ad una distribuzione di probabilita`.
L’aggiunta di queste informazioni ci permetterebbe di ricavare automati-
camente la distribuzione di probabilita` che approssima il comportamento dei
nodi della rete, catturando scenari specifici con caratteristiche particolari, sia
per quanto riguarda la mobilita` dei nodi, sia per definire il modello a coda
che descrive il comportamento dei provider.
Il sistema realizzato in questo caso avrebbe caratteristiche reattive, con la
capacita` di catturare molto velocemente cambiamenti nell’ambiente e gestire
in modo piu` raffinato le diverse dinamiche sociali che coinvolgono gli utenti.
Un’ulteriore sviluppo riguarda la valutazione delle prestazione del sistema
in scenari specifici.
Lo studio degli scenari puo` anche suggerire strategie per specializzazioni
ad-hoc del nostro sistema, agendo sia sulle politiche che nella gestione della
conoscenza, in modo da migliorare le prestazioni in casi specifici di interesse,
penalizzando casi particolari che vengono considerati come poco ricorrenti.
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