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1. Bevezetés
Az elektronszerkezet pontos számítása rendkívül fontos a
modern kvantumkémiában és anyagtudományban. Ehhez az
elektronkorreláció hatékony kezelése alapvetõ és nagy
kihívást jelentõ feladat. Az elmúlt évtizedekben tapasztalt
ugrásszerû matematikai, algoritmikus és számítástechnikai
fejlõdésnek köszönhetõen a tenzorhálózat-algoritmusok
mára olyan általános eszköztárrá nõtték ki magukat,
melyekkel hatékonyan vizsgálhatók a nagy kihívást jelentõ
erõsen korrelált molekuláris rendszerek.
Egy atom vagy molekula elektronszerkezetét leíró
hullámfüggvény megfelelõ közelítéséhez minden
kiválasztott módszer esetén egyfajta kompromisszumot kell
találnunk a megkívánt pontosság és a hozzátartozó számítási
bonyolultság között. Míg az ún. gyengén korrelált
elektronrendszerek vizsgálatakor a sûrûségfunkcionál-
elmélet (DFT) [1] és a coupled cluster (CC) [2-4] módszerek
napjaink vezetõ algoritmusainak számítanak, nem létezik
olyan univerzális módszer, mely alkalmazható lenne
elektronok közötti erõs korreláció esetében, mint például a
nyílt héjjal rendelkezõ átmenetifém-klaszterek [5,6]. A
párosítatlan elektronok közötti kölcsönhatás következtében
az erõsen korrelált rendszerek nem írhatók le egy vezetõ
determináns gyenge perturbációjával. Mindezek tükrében
tehát új módszerek kidolgozására van szükség.
Az erõs korreláció hatásai megjelennek más
tudományterületeken  is, mint például szilárdtestfizikában,
magfizikában és kvantumoptikában. Egy forradalmian új
módszer, a sûrûségmátrixos renormálásicsoport (DMRG)
algoritmus [7], S. R. White munkásságának köszönhetõen
1992 óta lehetõvé teszi erõsen korrelált spin- és
elektronrendszerek hatékony számítását az alacsony
dimenziós szilárdtestfizika területén [8]. Ezek olyan
anyagcsaládokat írnak le, melyekben az elektronok mozgása
csak kvázi egy vagy maximum két dimenzióra korlátozódik.  
Az ilyeneket leíró modellben a részecskék egy diszkrét
láncon vagy rácson mozoghatnak, és közben egymással is
kölcsönhatnak.
A DMRG a problémát az ún. mátrixszorzat-állapotos (MPS) 
reprezentáció használatával kezeli [9,10], ahol minden
rácsponthoz egy mátrixot rendelünk, és ezek szorzatával
írjuk le a teljes d-rácspontos hullámfüggvényt. A
DMRG-algoritmus ezeknek a mátrixoknak az elemeit
határozza meg iteratív módon, számítási bonyolultságát a
mátrixok méretei határozzák meg, szoros kapcsolatban állva
a rácspontok közötti korreláció és összefonódottság
erõsségével [11,12]. A reprezentációt még általánosabbá
tehetjük, ha mátrixok helyett tenzorokat alkalmazunk, és
ezek segítségével építjük fel a hullámfüggvény ún.
tenzorhálózat-reprezentációját (TNS) [13-18].
Analóg módon egy molekula minden pályájához
rendelhetünk egy mátrixot vagy tenzort, és a teljes
hullámfüggvényt kifejthetjük tenzorszorzat-állapotos
reprezentációban. A DMRG elsõ kvantumkémiai
alkalmazása (QC-DMRG) szintén S. R. White nevéhez
köthetõ [19], amit hamarosan két sikeres implementáció
követett [12,20]. Köszönhetõen az elmúlt két évtized
eredményeinek [16,21-27], napjainkra a kvantumkémiai
DMRG egy teljesen új megoldást kínál az erõsen korrelált
molekuláris rendszerek vizsgálatához.
2. Tenzorhálózat algoritmusok
Egy d molekulapályával rendelkezõ molekula
hullámfüggvénye  másodkvantált formalizmusban felírható
alakban, ahol betöltésiszám-reprezentációban az αi az
egyrészecskés bázison négyféle értéket (ni=4) vehet fel:
üres, egyszeresen betöltött felfelé vagy lefelé mutató spinnel, 
illetve kétszeresen betöltött ellentétes spinnel. A d+1 indexes 
U tenzor az ismeretlen hullámfüggvény paramétereket jelöli, 
melynek elemeit a molekula Schrödinger-egyenletének
megoldásából kapjuk. A  γ  a különbözõ sajátfüggvényeket
indexeli. Az U együtthatótenzor grafikus szemléltetése az 1.
ábrán látható.
1. Ábra. Együtthatótenzor grafikus ábrázolása
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Könnyen belátható, hogy az U együtthatótenzor mérete a
molekulapályák növekvõ számával „felrobban”, mivel
skálázódása exponenciális. A probléma egzakt megoldása
tehát csak kicsi, d~20 pályás rendszerekre lehetséges. Ezért
olyan közelítõ megoldásra van szükség, ami az
együtthatótenzor adattömörített változatát biztosítja az által,
hogy csak a legfontosabb altérbe esõ vetületet tartja meg a
hullámfüggvény leírásakor. A továbbiakban csak egy adott
sajátfüggvényt vizsgálva (elhagyva a γ indexet), egy ilyen
reprezentációt biztosít a mátrixszorzat-állapotos megoldás,
ahol az U tenzort az egyes molekulapályákhoz rendelt A
mátrixok szorzatával írjuk le, azaz
ami grafikusan szemléltetve a 2. ábrán látható.
2. Ábra. Együtthatótenzor grafikus ábrázolása MPS reprezentációban
Egy adott αi-hez tartozó A1 és Ad komponenstenzorok a
gyakorlatban egyindexes vektorok, ri pedig a mátrixok
rangját jelöli, azaz a nem nulla elemek számát az egyes
dimenziók mentén. Amennyiben ri ~ 4i egészen a lánc
közepéig, úgy az eredeti d-indexes együtthatótenzor egzakt
reprezentációját kapjuk. A módszer akkor válik hatékonnyá,
ha sikerül a mátrixok mi rangját egy véges érték alatt tartani.
A DMRG-algoritmus éppen egy olyan optimalizációs
eljárás, mely az Ai mátrixoknak egy olyan optimális
sorozatát adja, amivel az eredeti d-indexes együtthatótenzor
adattömörített reprezentációját kapjuk egy adott pontosság
mellett [7,9,12]. Amennyiben mátrixok helyett tenzorokat
használunk, úgy még általánosabb hálózatokat kaphatunk
[13-18], amint azt a 3. ábrán láthatjuk.
3. Ábra. Hullámfüggvény tenzorhálózat reprezentációja és a
komponenstenzor
Ez esetben minden αi-hez tartozó komponenstenzornak zi 
indexe van, azaz zi „lába”. A folytonos vonalak
összegzéseket jelölnek a hálózatban. A tenzorhálózat
algoritmusok esetében a három fõ kérdéskör: 1) mi legyen a
tenzorhálózat topológiája, 2) hogyan válasszuk meg a
komponenstenzorok rangját, 3) milyen egyrészecskés bázis
választása az optimális egy adott molekula esetében.
Mindezekre választ kaphatunk a kvantuminformáció-
elmélet számos koncepciójának alkalmazásával.
3. Kvantuminformáció-elmélet
Amennyiben egy d pályát tartalmazó rendszert részekre
osztunk, és csak egy részrendszer tulajdonságait vizsgáljuk,
bizonyos esetekben már akkor is információt kaphatunk a
teljes rendszerrõl. A részrendszerek közötti korrelációk
ugyanis a kölcsönhatások révén kialakuló fizikai
viselkedésrõl hordoznak fontos információt. A
kvantuminformáció-elmélet (QIT) [28] egyik fõ eredménye
éppen az ily módon tárolt információ kinyerése. A QIT
napjaink egyik legdinamikusabban fejlõdõ önálló
tudományága, így a cikk keretein belül csak egy kiválasztott
nagyon szûk szegmensével foglalkozunk.
Ha egy d molekulapályát tartalmazó rendszert két részre
osztunk oly módon, hogy az egyik részrendszer csak egy, míg
a másik d-1 molekulapályát tartalmazzon (4.a ábra), akkor
képezhetjük az ún. egypályás redukált sûrûségmátrixot. Ebbõl 
meghatározható az egypályás von Neumann-féle
kvantuminformációs entrópia (si), melynek értéke 0 és ln 4
között változhat [29,30]. A zérus érték azt jelenti, hogy az
adott molekulapálya egyáltalán nem korrelált a többi
molekulapályán lévõ elektronokkal. A maximális érték pedig
azt jelenti, hogy ennek a molekulapályának a legnagyobb a
hozzájárulása a teljes korrelációhoz [34] (és az ún. korrelációs 
energiához). Ez az egypályás ún. összefonódottság teljes
mértékben kvantumos eredetû, azaz nem létezik klasszikus
analógiája. A fenti eljárást elvégezve két kiválasztott
molekulapályára (4.b ábra) az ún. kölcsönös információ, Iij =
sij – si – sj, megadja azt, hogy ez a két pálya egymással
mennyire korrelált (sij a kétpályás entrópia) [31,32]. A
kölcsönös információ egyszerre tartalmaz klasszikus és
kvantumos korrelációkat [33]. A módszert tovább
általánosítva sokféleképpen rendezhetjük a molekulapályákat
részrendszerekbe, és vizsgálhatjuk ezek egymással való
korrelációit, többek között a többelektronos kémiai kötéseket.
Ezen felül gyakran létezik egy optimális felosztás, amikor a
részrendszerek szerkezete éppen megegyezik az adott
molekula kémiai kötési képével [34]. A részrendszer
sûrûségmátrix-spektrumának vizsgálata pedig lehetõvé teszi a 
kémiai kötések típusainak meghatározását [35].
4. Ábra. A hullámfüggvény felosztása részrendszerekre az egypályás
entrópia (a) és kétpályás kölcsönös információ (b) számításához
A kvantuminformációs entrópiák egyfajta „fekete-doboz”
algoritmust biztosítanak a kémiai kötések kialakulásának és
felbomlásának vizsgálatához [36,37], az ún. aktív tér
hatékony kiválasztásához [16,29,36,38], az egy- és
multireferenciás tulajdonságok vizsgálatához [39]. A fenti
eljárást egy kiválasztott példán keresztül mutatjuk be, mely a 
kémiai kötések szerkezetének megváltozása a [Cu2O2]2+
izomerizációja során [36]. A két izomer esetén a 6. és 7.
ábrán látható módon igen eltérõek az egypályás
entrópiaprofilok (a pályákhoz rendelt körök mérete arányos
si értékével) és a kölcsönös információ profilok (az Iij
mátrixelemek erõsségét különbözõ színek jelölik). Elsõként
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megállapítható, hogy a bis(µ-oxo) izomer jóval korreláltabb, 
ugyanis az egypályás entrópiák általában 20%-kal
nagyobbak, de egyes pályák esetében (3, 14, 34) ez az arány
szinte háromszoros. Az aktív tér pályáinak kiválasztásakor
tehát a két izomerre a pályák szerepét más sorrendben
célszerû figyelembe venni ahhoz, hogy a legkisebb legyen az 
információveszteség a számítások során. A peroxo izomer 
esetén Iij-nek nagy értékei vannak a 3-14 és 13-15
pályapárokra, melyek az oxigén-oxigén kötõ és lazító
pályapárokat írják le. A bis(µ-oxo) izomerre viszont a 3, 13,
14, 34, 35 pályák egyaránt erõsen korreláltak a négy
réz-oxigén kötésnek megfelelõen.
5. Ábra. Az egypályás entrópia, a kétpályás kölcsönös információ és a
vonatkozó molekulapályák térbeli szerkezete a  bis(µ-oxo) izomerre.
6. Ábra.  Az egypályás entrópia, a kétpályás kölcsönös információ és a
vonatkozó molekulapályák térbeli szerkezete a  µ−η2 : η2  peroxo izomerre.
Mindezek mellett a kvantuminformációs entrópiák
segítségével lehet megtervezni egy adott molekulára a
tenzorhálózat-algoritmus optimális topológiáját [17,29,36], 
meghatározni a tenzorkomponensek optimális rangját
[12,30] és elvégezni a bázisoptimalizálást [13,40].
4. Új hatékony multireferenciás hibrid algoritmusok
A különféle módszerek a teljes hullámfüggvény más és más
reprezentációit célozzák meg, és mivel mindegyik
algoritmus csak egy közelítõ megoldást tesz lehetõvé, nem
meglepõ, ha ezek a hullámfüggvény más és más
tulajdonságait adják vissza eltérõ pontossággal. A
tenzorhálózat algoritmusok például a statikus korreláció,
míg az egydetermináns alapú, hagyományos CC módszer a
dinamikus korreláció hatékony meghatározását biztosítja.
Természetesen adódik, hogy a két módszer ötvözésével egy
még hatékonyabb eljáráshoz juthatunk: A DMRG alapú
külsõleg korrigált coupled cluster (DMRG-TCCSD)
módszer [41,42,43] nagy hatékonysággal alkalmazható
olyan esetekben, amikor az erõsen korrelált rendszerekre
kidolgozott CC módszerek már magas számítási igényük
miatt nem kivitelezhetõk [44]. 
7. Ábra. A DMRG-TCCSD multireferenciás algoritmus sematikus képe.
Az új algoritmus alapötlete több évtizede ismert, de
alkalmazhatóságának feltétele, hogy közel egzaktul meg
tudjuk határozni az erõsen korrelált molekulapályák által
definiált  teljes aktív tér ún. CAS hullámfüggvényét, ami
csak napjainkra vált lehetõvé a DMRG- és
TNS-algoritmusoknak köszönhetõen. Ehhez elõször az
összes  molekulapályát tartalmazó Hilbert-teret két részre
osztjuk, aktív térre és külsõ térre (CAS és EXT), és a CAS
altéren a DMRG-vel nagy pontossággal meghatározzuk a
hullámfüggvényt. A DMRG-bõl kapott MPS alakú
hullámfüggvénybõl kinyerjük az egyszeres és kétszeres
gerjesztések amplitúdóit, és ezeket tápláljuk be a
CC-algoritmusba. A CC-módszer ezáltal nem a referencia
Hartree–Fock-determinánsra épül, hanem a DMRG által
meghatározott referencia hullámfüggvényre, ami már a
legfontosabb (statikus) korrelációkat magában foglalja.
8. Ábra. A DMRG-TCCSD multireferenciás algoritmus hatékonysági
tesztje a Cr2 molekulára.
A CAS–EXT optimális felosztást szintén a kvantum-
információs entrópiákkal határozzuk meg: a CAS altérbe azon
molekulapályákat vesszük bele, amelyeknek a legnagyobb az
egypályás kvantuminformációs entrópiája, vagyis a
legösszefontabbak a többi pályával [29,44]. A módszer
sematikus vázát a 8. ábra szemlélteti, míg hatékonysági
tesztjének eredményét a Cr2 molekulára a 9. ábrán foglaltuk
össze. A referenciaként alkalmazott egzakt megoldás egy
CAS(48,42)  DMRG-számítás [45]. Az ábrán jól látható, hogy
a DMRG-TCCSD jóval kisebb CAS terek mellett is igen
pontos megoldást biztosít a DMRG(48,42) referenciához
képest, a számítási igény töredéke mellett. A módszer további
nagy elõnye, hogy megfelelõ matematikai precizitással
analizálható, és rendelkezik egy kvadratikus hibahatárral [43].
Az Erõsen Korrelált Rendszerek „Lendület” kutatócsoport
által fejlesztett Budapest-QC-DMRG programcsomag
magában foglalja a kvantuminformáció-elméletre épülõ
optimalizációs eljárásokat, és közel másfél évtizede a világ
számos kutatóegyetemén és kutatóintézetében alkalmazzák
nagy sikerrel.
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For the approximation of the wave function of the electronic
structure of an atomic or molecular system, any method
chosen will have to compromise between the demanded
accuracy on the one hand, and the high computational
complexity of the task on the other. While Density
Functional Theory (DFT) and Coupled Cluster (CC) or
Quantum Monte Carlo (QMC) methods are in this sense
standard methods for the quantitative study of large weakly
correlated systems, there has been no method-of-choice
solution for finding a sufficiently accurate, data-sparse
representation of the exact many-body wave function, if
many electrons are strongly correlated. Therefore,
computational schemes aiming to describe quasi-degenerate
electronic structures of chemical systems are still unreliable,
and these multiconfiguration systems form one of the most
challenging computational problems in quantum chemistry.
Due to the many-electron interactions present, strongly
correlated problems cannot be sufficiently described by
small perturbations of a single Slater determinant. For the
treatment of other many-particle systems, e.g., spin systems,
alternative representations have been proposed, resulting in
the development of so-called Matrix Product States (MPS).
The MPS method represents the wave function of a system of 
d components, or “sites” (corresponding, e.g., to molecular
orbitals) by forming products of d matrices, each belonging
to one component of the system. The computational
complexity of the task is now governed by the size of these
matrices, related to the eigenvalue spectrum of the
corresponding subsystem density matrices, characterizing in
a formal way the so-called entanglement among the different
components. MPS is formed by a linear arrangement of the
components, while more recently the approach has been
generalized to socalled Tensor Network States (TNS),
allowing a more flexible connection of the components of
the respective system. Identical, but independent approaches 
were devised in numerical mathematics under the term of
tensor product approximation, where low-rank factorization
of matrices is generalized to higher order tensors.
In quantum chemistry, the MPS and TNS representation can
be used to approximate the full-CI wave function. By this
new concept of datasparse representation, an accurate
representation of the electronic structure will then be
possible in polynomial time, if the exact wave function can
be approximated to a sufficient extent by moderately
entangled TNS representations.
Quantum information theory has also appeared in quantum
chemistry, giving a fresh impetus to the development of
methods in electronic structure theory. Recent progresses in
optimization tasks connected directly to the manipulation of
entanglement, which is in fact the key ingredient of the TNS
methods, have already matured to provide a variety of tools
to carry out calculations in a black-box manner. Therefore,
TNS approaches live their renaissance, in particular, making
possible the treatment of problems in quantum chemistry that 
are intractable by standard techniques as DFT or CC.
* * * * *
The aim of the present paper is to give a pedagogical
introduction to the theoretical background of this novel field, 
and demonstrate the underlying benefits through numerical
applications on transition metal clusters. Fingerprint of
correlations among the molecular orbitals will be determined 
by using concepts inherited from quantum information
theory, and combination of TNS algorithms with
conventional methods will also be presented.
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