Abstract-Cognitive radios sense the radio spectrum in order to find underutilized spectrum and then exploit it in an agile manner. Spectrum sensing has to be performed reliably in challenging propagation environments characterized by shadowing and fading effects as well as heavy-tailed noise distributions. In this paper, a robust computationally efficient nonparametric cyclic correlation estimator based on the multivariate (spatial) sign function is proposed. Nonparametric statistics provide additional robustness against heavy-tailed noise and when the noise statistics are not fully known. Asymptotic distribution of the spatial sign cyclic correlation estimator under the null hypothesis is established. Tests using constraint on false alarm rate are derived based on the estimated spatial sign cyclic correlation for single-user and collaborative spectrum sensing by multiple secondary users. Theoretical justification for detecting cyclostationary signals using the spatial sign cyclic correlation is provided. A sequential detection scheme for reducing the average detection time is proposed. Simulation experiments and theoretical results comparing the proposed method with cyclostationary spectrum sensing methods employing the conventional cyclic correlation estimator are presented. Simulations demonstrate the reliable and highly robust performance of the proposed nonparametric spectrum sensing method in both Gaussian and non-Gaussian noise environments.
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Index Terms-Cognitive radio, collaborative spectrum sensing, cyclostationary detection, impulsive noise, non-Gaussian noise, nonparametric detection, sequential detection, spatial sign function.
I. INTRODUCTION

C
OGNITIVE radio research has received considerable interest during the past few years. The interest in cognitive radios in wireless communications stems mainly from the scarcity of spectral resources [1] - [3] . Current spectrum regulation is based on a fixed frequency allocation policy. Each frequency band is allocated to a different wireless system in a rigid manner. This has resulted in an extremely uneven utilization of spectral resources both in time and space, thus, creating an increasing demand for more flexible and efficient utilization of spectral resources, demand for dynamic spectrum access. Dynamic spectrum access may be realized using cognitive radios. Cognitive radios sense the radio frequency spectrum for available spectral opportunities and utilize them in an intelligent manner. Spectrum sensing has to be performed reliably in the face of shadowing and fading effects as well as in difficult noise and interference environments. Collaborative sensing by multiple secondary users allows mitigation of shadowing and fading effects. Frequently changing noise and interference environments and associated statistical models call for robust approaches for spectrum sensing. Robustness of spectrum sensing algorithms is motivated by several measurement studies that show the impulsive nature of man-made noise in many outdoor and indoor frequency bands [4] - [7] . Typical noise distribution according to these studies has heavier tails than normal distribution. Impulsive interference may be due to the presence of multiple interferers contaminating the primary signal we wish to detect. For example, indoor measurements in the industrial, scientific, and medical (ISM) bands reported in [5] show the impulsive nature of the noise and interference due to, e.g., microwave ovens and devices with electromechanical switches (electric motors in elevators, printers, copy machines, etc.) Moreover, on a computer platform various components, such as the LCD pixel clock and the PCI express bus, cause impulsive interference that degrades the performance of the embedded wireless devices [7] , [8] . The impulsive interference on a computer platform is well modeled by a symmetric alpha-stable distribution [8] . As an example of outdoor measurements in urban environments, impulsive noise measurements in a digital television band (10 MHz bandwidth with a central frequency of 762 MHz) have been reported in [6] . Typical man-made impulsive noise sources in urban outdoor environments are igniting car engines, power lines, and heavy current switches. For more experimental measurement results demonstrating the impulsive nature of man-made noise, see [4] - [6] , and the references therein.
Some of the most promising spectrum sensing algorithms exploit the cyclostationarity of wireless communication signals. Cyclostationary processes are stochastic processes whose statistical properties are periodic in time. Cyclostationarity in wireless communication signals may be caused by modulation or coding and may occur, for example, at the symbol rate or at the doubled carrier frequency. Cyclostationarity-based detection allows classifying signals exhibiting cyclostationarity at 1053-587X/$26.00 © 2009 IEEE different cyclic frequencies. Hence, it has the potential to distinguish among primary users, secondary users, and interference, thus preparing the way for reliable and efficient co-existence of the primary and secondary users. Moreover, random noise commonly does not exhibit cyclostationarity.
Spectrum sensing algorithms exploiting cyclostationarity have been proposed, e.g., in [9] - [12] . The asymptotic distributions of these detectors are based solely on the asymptotic distributions of the cyclic correlation estimators. That is, they do not require any explicit assumptions on the data or noise distributions. Nevertheless, these algorithms are not necessarily highly robust. For example, in case the noise distribution has heavier tails than normal distribution, the convergence of the sample estimator of the cyclic correlation slows down and the detection performance deteriorates.
Robust cyclic correlation estimators have been considered in [13] where estimators stemming from M-estimation are proposed. Both the proposed M-estimators as well as the trimmed mean estimator are found to reduce the influence of outliers (highly deviating observations). Simulation experiments demonstrate the significant improvement of performance of the robust estimators compared to the classical sample estimators in the face of non-Gaussian, heavy-tailed noise. However, M-estimators typically require estimation of nuisance parameters, such as the scale parameter. In addition, [13] focuses only on robust estimation of cyclic correlation without considering the detection of cyclostationary signals.
Cyclostationary detection in non-Gaussian noise has been considered in [14] . Single cycle and locally-optimum multicycle detectors are proposed. However, these detectors require the knowledge of the noise probability density function (pdf). Moreover, the multicycle detector requires the knowledge of the signal phase as well. The robust cyclostationary detectors proposed in this paper require only minimal assumptions on the noise pdf and do not require any assumptions on the signal phase.
The contributions of this paper are as follows. A cyclic correlation estimator based on the multivariate generalization of the sign function [16] applied to complex-valued data is proposed. It is shown that the cyclostationarity property used in the detector is preserved under the spatial sign function for an important special case, circularly symmetric complex normal distribution. Asymptotic distribution of the estimator under the null hypothesis is established. Test statistics for single-user and collaborative spectrum sensing schemes are proposed. A sequential detection scheme for reducing the average detection time is proposed as well. The asymptotic relative efficiency of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] is derived for complex normal input. Simulation experiments illustrating the robust performance of the proposed detectors in non-Gaussian noise environments as well as good performance in Gaussian noise environments are presented.
The proposed methods are based on nonparametric statistics making them highly attractive in real applications where noise and interference statistics may not be fully known or may change frequently. No additional nuisance parameters such as the scale need to be estimated unlike in the robust estimation methods in [13] . Furthermore, nonparametric detectors achieve a fixed false alarm rate under all conditions satisfying the nonparametric null hypothesis. In addition, the proposed detectors are computationally very efficient. The proposed detectors assume that at least one of the cyclic frequencies of the primary system is known. Such information is typically available since the primary user signals are specified in wireless standards and disclosure of such information is required by the regulatory bodies that allocate frequencies. Moreover, in order to be able to distinguish between primary users, secondary users, and interference, there has to be some prior knowledge about the primary users.
Introduction to main techniques of nonparametric signal detection has been given in [15] . Different multivariate sign and rank concepts, corresponding covariance matrices, and their statistical properties have been presented in [16] . Complex sign function employed in this paper can be considered to be the bivariate spatial sign function. Cyclic spectrum estimation algorithms based on correlating signal with its sign have been considered in [17] with the interest of reducing computational complexity. The signs of the real and imaginary parts are considered separately there.
This paper is organized as follows. Section II introduces the spatial sign cyclic correlation estimator. The asymptotic distribution of the estimator under the null hypothesis is established in Section III. In Section IV the testing problem is formulated as a hypothesis test, and the test statistics and their distributions under the null hypothesis are defined. In addition, a sequential detection scheme is proposed. In Section V the asymptotic relative efficiency of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] is established for complex normal input. Simulation experiments are presented in Section VI. Conclusion is given in Section VII. Theoretical results showing that the spatial sign function preserves the cyclostationarity of a circularly symmetric complex normal distributed stochastic process and the derivation of the asymptotic relative efficiency are provided in the Appendix .
II. SPATIAL SIGN CYCLIC CORRELATION
The spatial sign function for complex-valued data is defined as [15] , [16] (1)
where denotes the modulus of the complex-valued argument.
We define the spatial sign cyclic correlation estimator as (2) where is a discrete time signal, is a discrete time delay, is the number of observations and is the cyclic frequency. In (2) it has been assumed that the signal is centered, i.e., the mean of the data is zero. Otherwise an estimate for the mean using a robust estimator, such as the spatial median, has to be obtained and subtracted from the received signal before employing the estimator.
The use of the spatial sign function leads to an estimator that is both qualitatively and quantitatively robust, i.e., the effect of highly deviating samples is bounded and the method tolerates a high proportion of contaminated data. Qualitative robustness is verified by the influence function that has been shown to be uniformly bounded for the spatial sign covariance estimator [18] . This result can be easily extended to spatial sign cyclic covariances at nonzero cyclic frequencies since a nonzero cyclic frequency adds only an exponential multiplier to the covariance estimator that does not affect the magnitude of the observation pairs. Hence, the influence function remains uniformly bounded.
An important consideration, especially from a practical point of view, is what is the effect of the spatial sign nonlinearity to the cyclic frequencies of the primary signal. In practice, this may have to be determined on a case by case basis either analytically or experimentally for each different primary user system. In the Appendix I-A it is shown that the periodicity of the autocorrelation function is preserved for a circularly symmetric complex Gaussian process in spite of the spatial sign function. For example, an orthogonal frequency division multiplexing (OFDM) signal is approximately normal distributed particularly when the number of subcarriers is sufficiently large. We will demonstrate that the spatial sign function preserves the cyclic frequencies of a cyclic prefix OFDM system with an example in the simulation experiments, as well. OFDM is employed in many existing and future wireless communications systems, such as the IEEE 802.11a/g wireless LANs, terrestrial digital television DVB-T, and 3GPP long term evolution, among others. Moreover, most of these systems employ sophisticated pilot structures that typically vary from system to system as well as between different modes (OFDM versus OFDMA, TDD versus FDD, SISO versus MISO versus MIMO, etc.). These pilot structures may induce strong cyclostationarity to the transmitted OFDM signal. This information may be exploited to improve the performance if the pilot-induced cyclic frequencies are known. However, here we focus on the cyclostationarity of the OFDM signal at the symbol frequency.
In order to define a test that satisfies a constraint on the false alarm rate for the presence of cyclostationarity at a given cyclic frequency, the distribution of the estimator needs to be established. In the next section, the distribution of the spatial sign cyclic correlation estimator is derived for independent and identically distributed (i.i.d.) circular noise process with zero mean. Nonparametric performance is achieved for all i.i.d. circular noise pdfs with zero mean. In practice, as already noted, if the mean is not zero it can be estimated and subtracted from the data. Note that circularity is not required from the primary user signal.
III. DISTRIBUTION OF THE SPATIAL SIGN CYCLIC CORRELATION ESTIMATOR
In cognitive radio applications the number of observations is typically large (in the order of several thousands). Consider, for example, the IEEE 802.22 standard draft for the opportunistic use of white space in digital television bands [19] . The channel bandwidths employed, for example, in the DVB-T (digital video broadcasting-terrestrial) standard are 6, 7, and 8 MHz [20] . Hence, Nyquist rate sampling for a millisecond would result in several thousands of observations. This allows us to apply the central limit theorem to infer the distribution of the spatial sign cyclic correlation estimator.
Central limit theorem for -dependent variables states that the sum of -dependent random variables with finite third absolute moment has a limiting normal distribution as the number of random variablesgoes to infinity [21] . A sequenceof random variables are said to be -dependent if any subset is independent of any other subset provided that . The sequence of spatial sign correlation samples formed from i.i.d. samples are -dependent with . Hence, according to the central limit theorem the distribution of the spatial sign cyclic correlation estimator approaches normal distribution as goes to infinity. Thus, we can employ a normal distribution approximation for large . Since a normal distribution is fully specified by its first and second order statistics, only the mean and covariance of the estimator need to be determined in order to fully specify the asymptotic distribution. Validity of the central limit theorem approximation will be assessed by simulations in Section VI.
We assume that where is an i.i.d. circular noise process with zero mean. That is, only noise is considered to be present. In that case, the mean of is given by (3) where the second equality follows from independence of the noise samples. The last equality follows from the fact that noise is assumed to be circular. Consequently, where has a uniform distribution between 0 and . Since the mean is zero, the covariance of and is given by (4) Let us now consider the two sums separately. Since the noise process is i.i.d. and circular, the first sum is zero if . When , the expectation . Now let us consider the second sum. Since the noise process is i.i.d. and circular, the expectation can be nonzero only if and , that is, when . However in that case, the expectation becomes which is zero as well since is circular, and thus . Consequently, the covariance of for a circular i.i.d. process with zero mean is given by (5) IV. HYPOTHESIS TESTING We formulate the hypotheses as follows: (6) where is the received signal, is the transmitted primary user signal that has possibly passed through a time-varying channel, and is a circular i.i.d. noise process. Under the null hypothesis , the expected value of the estimated spatial sign cyclic correlation is zero. Under the alternative , the expected value of the estimated spatial sign cyclic correlation is different from zero for the cyclic frequencies of the spatial sign of the primary user signal. Hence, we test whether the expected value of the estimated spatial sign cyclic correlation is different from zero or not for one of the cyclic frequencies of the spatial sign of the primary user signal.
Let denote a vector that contains the estimated spatial sign cyclic correlations at cyclic frequency for a set of time delays (7) From Section III, it follows that under the null hypothesis for large (8) where denotes the complex normal distribution and the identity matrix. Now, we define the test statistic for the spatial sign cyclic correlation-based test for a single secondary user as (9) where denotes the Euclidean vector norm. Since the are complex normal distributed, the test statistic is the log-likelihood under the null hypothesis after neglecting the constant terms. The null hypothesis is rejected if where is the test threshold defined by . Here is the specified false alarm rate parameter of the test. It follows that under the null hypothesis is asymptotically chi-square distributed with complex degrees of freedom. The pdf of a chi-square distributed random variable with complex degrees of freedom is given by (10) which is a gamma distribution with integer parameters and 1. Consequently, the proposed test can be designed to satisfy a constraint on the false alarm rate. This property provides a rigorous way of allowing the secondary users to access the available spectrum on a regular basis when the primary user is not present. Excessive number of false alarms overwhelms the detectors and blocks the cognitive radio system from accessing the available spectrum, i.e., leads to overlooking spectral opportunities.
The proposed detector is a single cycle detector, i.e., it uses only one cyclic frequency of the primary user signal. However, wireless communication signals typically exhibit cyclostationarity at multiple cyclic frequencies. These cyclic frequencies may be related, for example, to symbol rate, coding and guard periods, and/or carrier frequency or their multiples. In order to take into account the rich information present in wireless communication signals, the proposed detector may be easily extended to multiple cyclic frequencies similarly to [11] .
The proposed spatial sign cyclic correlation detector is computationally very efficient. Although there is the additional burden of the spatial sign computation, the benefit is that the covariance matrix of the estimator has a very simple form under the null hypothesis, depending only on the number of samples . In addition, employing the spatial sign cyclic correlation estimator allows for straightforward sequential calculation of the test statistic as will be shown in the following section.
A. Sequential Detection
In this section a sequential detection scheme for single secondary users is proposed. Sequential detection aims at making decision without delay as soon as sufficiently reliable evidence for making decisions at specified error levels is available. The proposed sequential detection scheme employs a truncated test. That is, it is assumed that there is a maximum number of samples that can be taken until a decision has to be made. A fairly recent review of classical problems, major developments, and future challenges in sequential analysis and detection is provided in [23] .
Functional forms of the test statistic in (9) and the spatial sign cyclic correlation estimator in (2) allow for straightforward sequential calculation of the test statistic. That is, where the components of are calculated sequentially as follows: (11) for , and . The increments on the righthand side of (11) Let us now denote the first time instant the absolute value of the random walk exceeds value by , i.e.
Now the probability that the absolute value of the random walk is equal to or above at time can be lower bounded by (13) where the lower bound follows from the fact that the probability that a random walk starting from outside or on the boundary of the disc of radius returns inside the disc is less than or equal to 1/2 due to the symmetry of the increment distribution.
It is easily shown (similarly as in (13)) that (14) Hence, the probability of the maximum of the absolute value of the random walk between time instants 0 and can be easily bounded by (15) where the lower bound follows trivially. The above result allows us to define a truncated sequential detection test as follows: (16) where , is the detection threshold, and is the maximum number of samples that can be taken until a decision has to be made. Thus, only a decision to accept can be made before the maximum number of samples is reached. This strategy minimizes the probability of missed detection. From (15) it follows that (17) Hence, in order to constrain the false alarm rate, we can define the test threshold using the upper bound. That is, the test threshold is defined by where is the false alarm rate upper bound. Under the null hypothesis is asymptotically chi-square distributed with complex degrees of freedom where is the number of lags. Consequently, the test threshold can be easily set. The above threshold restricts the false alarm rate of the sequential detection test to remain in the interval .
B. Multiple Secondary Users
Secondary users have to perform spectrum sensing reliably in the face of shadowing and fading effects. These effects can be mitigated by exploiting spatial diversity through collaboration among secondary users. In this section, we propose collaborative tests for both the fixed sample size and the sequential test.
1) Fixed Sample Size Test:
Assuming that the test statistics of the secondary users are independent given or , the single-user test statistics can be combined as follows (18) where is the number of collaborating secondary users and denotes the spatial sign cyclic correlation test statistic of the user. Since the single-user test statistics are the local log-likelihoods under the null hypothesis, the sum of the singleuser test statistics in (18) follows assuming independence of the secondary user test statistics.
The sum of independent gamma (or chi-square) distributed random variables is also gamma (or chi-square) distributed where the shape parameter of the distribution of the sum is the sum of the shape parameters of the distributions of the individual random variables. Hence, under the null hypothesis is chi-square distributed with complex degrees of freedom (i.e., gamma distributed with parameters and 1). 2) Sequential Detection: Since in sequential detection the decision is sought in shorter time, soft combining of the test statistics may result in performance loss. This is due to the fact that the secondary users will transmit their test statistics as soon as it exceeds the local test threshold. Hence, for the sequential detection test we employ a binary OR test at the fusion center (FC) (or at one of the secondary users when the network is operating in an ad-hoc manner without a dedicated FC). That is, each secondary user will send only their binary decision to the FC. The FC will accept if at least one of the secondary users has detected the primary user, i.e., (19) where is the decision of the secondary user . That is, if primary user is detected and otherwise . Assuming independence of the secondary user test statistics under the null hypothesis, the false alarm rate at the FC is given by where are the false alarm rates of the secondary users. Hence, assuming identical false alarm rates for each secondary user, the local test thresholds of the secondary users can be defined by where is the false alarm rate upper bound of the local tests. The FC false alarm rate is bounded in the interval .
V. ASYMPTOTIC RELATIVE EFFICIENCY (ARE)
To obtain a theoretical indication of the performance loss due to the spatial sign nonlinearity for a complex Gaussian distributed signal, such as the OFDM signal, in additive white Gaussian noise (AWGN) channel, we have derived the asymptotic relative efficiency (ARE) of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] for a complex normal distributed input signal.
ARE is the ratio of the sample sizes of two tests of the same asymptotic size necessary to achieve the same asymptotic power against the same alternatives. That is, given tests and of asymptotic size of the same hypotheses with equal asymptotic power , and a sequence of alternatives , the ARE of test relative to test is (20) where and are the sequences of sample sizes of and , respectively.
The ARE of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] for weak signal detection for a complex normal input is given by (see Appendix I-B for derivation) (21) where is the standard deviation of the cyclic correlation estimator of [10] and is the normalized covariance matrix of the cyclic correlation estimates. Notation denotes a matrix or a vector whose elements are given by the argument.
Assuming that the nondiagonal elements of are zero, i.e., , the ARE of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] for weak signal detection for a complex normal input is given by (22) 
VI. SIMULATION EXAMPLES
In this section the performance of the proposed single cycle spatial sign cyclic correlation-based detector is compared to the single cycle detectors proposed in [9] - [11] for both single and multiple secondary users. In [9] , the optimum multicycle detector in Gaussian noise has been derived. However, the optimum multicycle detector cannot be implemented without the knowledge of the signal phase. The locally optimum multicycle detector and the suboptimum single-cycle detector in non-Gaussian noise have been derived in [14] . However, they cannot be implemented without the knowledge of the noise pdf. Hence, we employ the suboptimum single-cycle detector (SCD) in Gaussian noise that correlates the ideal spectral correlation function (SCF) with the estimated SCF for one cyclic frequency of the signal. Consequently, it requires the knowledge of the ideal SCF, i.e., the knowledge of the modulation parameters such as the carrier frequency, pulse shape, and symbol frequency. We extend the SCD to multiple secondary users by taking the sum over the local test statistics at the FC. The asymptotic distributions of the SCD have been established in [26] and [27] . In [10] , generalized likelihood ratio tests for the presence of cyclostationarity have been proposed. We employ the 2nd-order time domain test for the cyclic frequency in question, i.e., for example, the symbol frequency. Hence, the knowledge of the symbol frequency is required. In [11] the time domain test has been extended to collaborative detection by calculating the sum over the local test statistics of the secondary users. The cyclic spectrum values required for the covariance matrix were estimated using a frequency-smoothed cyclic periodogram with length 2049 Kaiser window with parameter of 10. We denote this test by the abbreviation STPC (statistical test for the presence of cyclostationarity). In addition, we employ the STPC detector for the observations that have been passed through the Huber function nonlinearity proposed in [13] for robust cyclic correlation estimation. The Huber function is given by for and otherwise. The scale is estimated using the complex median of the absolute deviations from the median (CMAD) [13] and Huber function threshold parameter is employed. This detector is denoted by STPC Huber.
However, we begin by illustrating with an example that the spatial sign nonlinearity preserves the cyclic frequencies due to the symbol frequency for a cyclic prefix OFDM signal. Fig. 1 shows the normalized squared modulus of the cyclic correlation for a cyclic prefix OFDM signal for the conventional and spatial sign estimators. It can be seen that the cyclic frequencies are preserved by the spatial sign nonlinearity. Note that in practice the magnitudes of the cyclic correlation and spatial cyclic correlation are different. Magnitudes have been normalized here for easier comparison.
Secondly, we consider the validity of the central limit theorem approximation of the spatial sign cyclic correlation estimator by considering the distribution of the spatial sign cyclic correlation-based test statistic. Fig. 2 plots the probability density and cumulative distribution functions of the test statistic for a circularly symmetric i.i.d. contaminated complex Gaussian process . That is, with a probability of 0.95 the noise comes from the first distribution and with a probability of 0.05 from the second . The number of observations . Two random lags between 1 and 20 observations and a random cyclic frequency in the interval were employed. The histogram and empirical cumulative distribution functions have been obtained from 10000 experiments. The measured empirical distribution is very accurately approximated by the derived theoretical distribution thus confirming the validity of the central limit theorem approximation.
The first test signal is an OFDM signal. The employed OFDM signal is a DVB-T signal with a fast Fourier transform (FFT) size and a cyclic prefix of samples. The symbol length is given by . The number of employed subcarriers is 6817, the subcarrier modulation is 64-QAM (quadrature amplitude modulation), and the length of the signal is 3 OFDM symbols . The signal was sampled at the Nyquist rate. Thus, the oversampling factor with respect to the symbol rate is . Cyclic prefix OFDM signal is cyclostationary with respect to the symbol frequency. Thus, the detection is performed at the symbol frequency by all detectors. In addition, all the detectors except SCD, which takes the weighted sum over all time delays, employ two time lags
. The cyclic autocorrelation of the OFDM signal peaks for these time lags [28] . Fig. 3 . Probability of detection versus SNR (dB) in an AWGN channel for 1 and 5 secondary users (SUs). The signal is an OFDM signal (DVB-T). Spatial sign cyclic correlation-based detector suffers small performance degradation compared to the methods based on conventional cyclic correlation estimator in Gaussian noise for the OFDM signal. Fig. 3 plots the performance of the detectors for 1 and 5 secondary users in AWGN channel as a function of the signal-to-noise ratio (SNR). The SNR is defined as where and are the variances of the transmitted signal and the noise, respectively. False alarm rate is set to 0.05. The same false alarm rate is employed throughout the simulations. All the simulation curves in the figures are averages over 1000 independent experiments.
It can be seen that employing the spatial sign nonlinearity causes performance degradation in AWGN channel compared to the SCD and STPC detectors. The SCD detector has the best performance as expected since it employs more prior knowledge than the other detectors. However, this makes it also more susceptible to synchronization errors. Unlike the other detectors, the SCD requires the knowledge of the carrier frequency, thus requiring carrier frequency estimation. In the simulation the carrier frequency was assumed to be known. The STPC Huber detector has very similar but slightly worse performance than the spatial sign detector (the curves are almost overlapping). However, its computational complexity is much higher than the spatial sign detector's complexity since it requires the estimation of the covariance matrix due to the use of the STPC detector. Moreover, it requires estimation of the scale parameter. For the sake of clarity, in the following OFDM simulations we will omit the performance curve of the STPC Huber detector since it is very close to the performance of the spatial sign cyclic correlation detector. Fig. 4 depicts the performance of the detectors in a contaminated Gaussian distribution. The contaminated Gaussian distribution is . This can be interpreted as that there is 5% probability at each time instant that noise is more impulsive and comes from a distribution with significantly higher variance. The contaminated Gaussian noise model has been shown to provide a very good approximation to the Middleton Class A noise model in many different measurements [29] . Moreover, the Middleton Class A noise model has been shown to provide an accurate fit to experimental data in a variety of different measurements [4] . The typical parameter values of the contaminated Gaussian distribution derived from the measurements and approximation to the Middleton Class A noise model are in the range and where is the probability of the impulsive component and is the ratio of the variances of the two Gaussian component distributions [24] , [29] .
The robustness of the spatial sign cyclic correlation-based detector compared to the STPC detector and the SCD is clearly evident in the contaminated Gaussian noise case. Fig. 5 depicts the performance of the detectors in additive complex isotropic Cauchy distributed noise to demonstrate the highly robust performance of the proposed detectors. The noise location parameter is zero (because the mean is not defined for the Cauchy distribution). The Cauchy distribution is a heavytailed alpha-stable distribution whose variance is undefined and second moment is infinite. In fact both the Gaussian and Cauchy distributions are special cases of the symmetric alpha-stable distributions. The relationship of the symmetric alpha-stable distribution to the Middleton Class B noise model has been considered in [30] . Moreover, it is shown with a large variety of different real data that the symmetric alpha-stable noise model provides a similar accurate fit to real data as the Middleton Class B noise model.
The performances are defined as a function of the generalized SNR (GSNR). The GSNR is defined as where is the variance of the transmitted signal and is the dispersion of the Cauchy noise. The spatial sign cyclic correlation-based detector is significantly more robust against the heavy-tailed Cauchy noise than the other detectors.
Rayleigh fading causes an additional loss in performance as demonstrated by Fig. 6 that depicts the performance of the detectors in a Rayleigh fading channel (ETSI EN 300 744 V1.5.1 (2004-11) [20] ) and AWGN as a function of the average SNR. The channel is normalized to have an expected gain of 1. The loss in performance due to fading is similar to all detectors. Collaborative detection curves show that fading effects can be mitigated by collaboration among secondary users. Fig. 7 shows the performances in the same Rayleigh fading channel for the DVB-T signal in a heavy-tailed noise environment. The noise has a complex isotropic Cauchy distribution. The robustness of the nonparametric spatial sign cyclic correlation-based detector compared to the STPC detector and the SCD can be clearly seen.
In [8] , the symmetric alpha-stable distribution with was found to provide a good match to measurement data of the radio frequency interference experienced Fig. 6 . Probability of detection versus Average SNR (dB) in a Rayleigh fading channel for 1 and 5 secondary users. The additive noise is Gaussian. The signal is an OFDM signal (DVB-T). Rayleigh fading degrades the performance for single-user detection. However, collaboration among the secondary users allows mitigation of fading effects. Fig. 7 . Probability of detection versus Generalized SNR (dB) in a Rayleigh fading channel for 1 and 5 secondary users. Additive noise has a complex isotropic Cauchy distribution. The signal is an OFDM signal (DVB-T). The spatial sign cyclic correlation-based detector is more robust against heavy-tailed noise also in a Rayleigh fading channel.
in embedded laptop wireless receivers. The non-Gaussian impulsive interference due to the internal components, for example in the ISM band at 2.4 GHz, is caused mainly by the LCD pixel clock harmonics [7] . Other possible sources of interference on a computer platform are, for example, the gigabit ethernet and PCI express bus [8] . Fig. 8 depicts the performance of the cyclic detectors in complex isotropic alpha-stable noise channel with for 1 and 5 secondary users for an IEEE 802.11 WLAN (wireless local area network) OFDM signal. The size of the FFT , the number of occupied subcarriers is 52, the cyclic prefix samples, and the subcarrier modulation is quadrature phase shift keying (QPSK). The signal length is 1 ms. The proposed spatial sign cyclic correlation-based detector has very robust performance. The performance difference to the STPC detector is roughly 7 dB and to the SCD roughly 10 dB.
OFDM signal is well approximated by normal distribution especially when the number of subcarriers is sufficiently large. Hence, we can use OFDM signals to evaluate numerically the derived theoretical result for the ARE of the spatial sign cyclic correlation detector relative to the cyclic correlation detector. Fig. 9 depicts the performance of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] as a function of the signal length in AWGN at SNR of . The signal is an IEEE 802.11 WLAN OFDM signal. Signal is a QPSK signal with root raised-cosine pulse shaping. The nonparametric spatial sign cyclic correlation-based detectors slightly outperform the STPC detectors even in Gaussian noise for the QPSK signal.
The signal parameters are the same as in Fig. 8 . The maximum signal length is 2 ms. The results suggest that the theoretical analysis of the ARE is indicative of realistic performance for cyclostationary signals. The correlation function of the employed noise free OFDM signal is unity at the cyclic prefix (20% of the time) and zero otherwise (80% of the time) for the time lags . Hence, it is cyclostationary with a period of samples. The second test signal is a QPSK signal with root raised-cosine pulse shaping with excess bandwidth of 0.2. The length of the signal is 1500 symbols. The signal was four times oversampled. Detection was performed at the symbol frequency. The spatial sign detector employed the time delays samples. The STPC detectors employed the same time delays as the spatial sign detector as well as the time delay 0.
Figs. 10 and 11 depict the performances of the detectors for the QPSK signal in a frequency flat Rayleigh fading channel for Gaussian and Cauchy noise distributions, respectively. In this case, the spatial sign cyclic correlation detector slightly outperforms the STPC detector even in the nonimpulsive noise environment. Unlike the spatial sign cyclic correlation-based detector, the conventional cyclic detector requires estimation of the covariance matrix of the estimator. This can be considered as a nuisance parameter whose estimation may result in a small performance loss, especially, for small number of observations. This is further illustrated by the STPC Huber detector that has roughly 1 dB worse performance than the spatial sign detector. The SCD has clearly the best performance in the Gaussian noise. However, the SCD is not robust and breaks down in the Cauchy noise, thus having a false alarm rate over 0.95. In the heavy-tailed noise environment the robustness of the spatial sign cyclic correlation-based detector is clearly evident. This is further illustrated in Fig. 12 where the performance curves are plotted for different heavy-tailed non-Gaussian noise environments. The heavier the tails of the noise distribution are, SNR is defined with respect to . Signal is a QPSK signal with root raised-cosine pulse shaping. For the sake of clarity, the 10 -and 25 -curves for the spatial sign detector have not been plotted. They position between the -and 100 -curves for the spatial sign detector. The heavier the tails of the noise distribution, the larger the performance difference between the spatial sign cyclic correlation and the STPC detector of [10] .
the larger is the performance difference between the spatial sign cyclic correlation and the STPC detector of [10] . Fig. 13 depicts the performance of the sequential and fixed sample size spatial sign detector as a function of the SNR. The channel is a frequency flat Rayleigh fading channel. The signal is an IEEE 802.11 WLAN OFDM signal. The size of the FFT , the number of occupied subcarriers is 52, the cyclic prefix samples, and the subcarrier modulation is QPSK. The maximum sensing time for the sequential detectors and also used by the fixed sample size detectors is 3 ms. The sequential detectors have comparable performance to the fixed sample size spatial sign cyclic correlation detectors. Note that for the sequential detectors the upper bound of the false alarm rate is 0.05. Fig. 14 plots the average proportion of samples required to make a decision for the sequential detectors as a function of the SNR. The FC test refers to the minimum sensing time of the secondary users. Sequential detection schemes provide considerable reduction in the detection times.
VII. CONCLUSION
In this paper a nonparametric spatial sign cyclic correlationbased spectrum sensing method for cognitive radio systems has been proposed. It has been shown that the spatial sign cyclic correlation function remains periodic for circularly symmetric complex normal processes. Asymptotic distributions of the test statistics under the null hypothesis have been derived. Tests for single-user and collaborative detection have been developed. The ARE of the spatial sign cyclic correlation detector relative to the cyclic correlation detector of [10] for complex Gaussian inputs has been derived. For the complex Gaussian case the efficacy of the spatial sign cyclic correlation detector is 61.7% of the efficacy of the cyclic correlation detector of [10] , resulting in a 1 dB performance loss for the DVB-T OFDM signal in additive white Gaussian noise. However, significant benefits for the non-Gaussian cases are obtained: 2-15 dB performance gain depending on the heaviness of the tails of the noise distribution have been observed for the OFDM and QPSK signals in non-Gaussian heavy-tailed noise compared to the cyclic correlation detector of [10] . The performance of the proposed spatial sign cyclic detector has been compared to the SCD [9] and a robust detector based on [10] and the Huber function as well. The SCD has been seen to perform best in Gaussian noise. However, it requires more prior knowledge than the other detectors and has been seen not to be robust in heavy-tailed noise. The considered robust Huber function-based cyclic detector has almost as good performance as the proposed spatial sign cyclic detector, however, it has much higher computational complexity.
Finally, in addition to the fixed sample size detector, a sequential spatial sign cyclic correlation-based detection scheme has been proposed. The sequential detection scheme has been seen to provide shorter detection time on average than the fixed sample size detector with roughly equal performance.
APPENDIX
Cyclostationarity of the Spatial Sign of a Complex
Gaussian Process: Considering the effects of the spatial sign nonlinearity for a general cyclostationary process is not an easy task. However, certain results that apply for high SNR cases can be defined for special type of inputs. Here, we will consider a complex Gaussian input process. Although many of the communication signals may not be Gaussian, the Gaussian process is still a very important special case. For example, an OFDM signal is well approximated by a Gaussian process for a sufficiently large number of subcarriers.
Assume that the input signal to the hard-limiting spatial sign nonlinearity is a zero-mean circularly symmetric complex Gaussian process. Then it follows that the normalized complex autocorrelation function of the hard-limited process is given by [31] , [32] 
where is the normalized autocorrelation function of , i.e., . is the Gaussian hypergeometric function given by the following series representation:
From (23) it can be seen that the phase of the autocorrelation function is unaltered by the spatial sign nonlinearity. Furthermore, we can make the following approximations: when is close to unity, and when is close to zero. Hence, the periodicity of the autocorrelation function of a circularly symmetric complex Gaussian process is preserved by the spatial sign nonlinearity (although the autocorrelation may be attenuated). Note, however, that in principle the spatial nonlinearity may also cause periodicities that do not exist in the original autocorrelation function due to the second and higher terms in (24) . Higher-order statistics of cyclostationary signals have been discussed in [22] and the references therein.
Asymptotic Relative Efficiency: In order to obtain the asymptotic power of a test, we consider testing the null hypothesis against a sequence of alternatives where is an arbitrary positive constant. This formulation is especially appropriate for weak signal detection. The derived ARE will correspond to a situation when the sequence of alternatives approaches the null hypothesis, that is, to very low SNR regimes. We can calculate the ARE of two sequences of detectors for the above hypothesis testing problem as follows. [24] : See (25)- (28) at the bottom of the page, then the ARE of with respect to is (29) where and are the efficacies of and , respectively. Efficacy is a measure of efficiency for one test. The efficacy of the test statistic is defined as (30) For two chi-square distributed test statistics of the form (31) where the elements of are ,
, and ( denotes a matrix whose elements are given by the argument), the ARE for the same sequence of alternatives is the ratio of the respective noncentrality parameters of the distributions of the test statistics under , i.e., [24] , [25] 
where , , and and . Let us now consider the cyclic correlation detector proposed in [10] . The test statistic of the detector is given by (33) where is a vector of cyclic correlation estimates, is the estimated cyclic covariance matrix, and is the number of samples. where is the number of different lags the cyclic correlation is estimated at. The real and imaginary parts of the estimated cyclic correlations are stacked to the same vector .
The statistics with covariances satisfy conditions (i)-(iii) in (25)- (27) Next we will calculate the mean of the spatial sign cyclic correlation and its derivative. From (34) it follows that the mean of the spatial sign cyclic correlation in (2) for fixed and is given by (35) at the bottom of the page, where denotes the sum of the corresponding real and imaginary parts of the cyclic correlation, i.e., is a complex variable ( and , , and denotes the imaginary unit). The first term follows from assumption A.2. Note that since there is no cyclostationarity present under and thus the second term in (35) is zero as well. To calculate the derivative of the mean, we will use the fact that since the correlation of a cyclostationary process is periodic it has a Fourier series representation [22] (36) where we have made the dependence of cyclic correlations to and clearly visible.
The derivative of the mean of is now given by (37) at the bottom of the page, where we have used the fact that .
From assumption A.3, it follows that the second term inside the parentheses is zero when and approaches zero as goes to infinity since under , and since , and, thus, . Hence, we conclude that and . That is, the mean function satisfies conditions (i) and (iii) in (25) and (27) , respectively.
The variance of is given by (38) at the top of the page, where we have used for the variance the following relation: . Now and since using assumption A.3 the second and third terms inside the parentheses in (38) approach zero as goes to infinity. Thus, the variance satisfies condition (iii) in (27) .
Let now denote a vector that consists of the real and imaginary parts of the estimated spatial sign cyclic correlation stacked to the same vector, i.e.,
. It follows from the above results that the statistic satisfies conditions (i)-(iv) in (25)- (28) with (39) Note also that where is the standard deviation of the cyclic correlation estimator (assuming that ). The factor comes from the fact that contains the contribution from both the real and imaginary part. Now the test statistic , where denotes the identity matrix, is distributed under the null hypothesis and distributed under the alternatives where the noncentrality parameter .
Finally, the ARE of the spatial sign cyclic correlation detector relative to the cyclic correlation detector for a complex normal input is given by (40) 
