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ON THE CAUCHY PROBLEM FOR BACKWARD STOCHASTIC
PARTIAL DIFFERENTIAL EQUATIONS IN HO¨LDER SPACES1
By Shanjian Tang and Wenning Wei
Fudan University
This paper is concerned with solution in Ho¨lder spaces of the
Cauchy problem for linear and semi-linear backward stochastic par-
tial differential equations (BSPDEs) of super-parabolic type. The pair
of unknown variables are viewed as deterministic spatial functionals
which take values in Banach spaces of random (vector) processes.
We define suitable functional Ho¨lder spaces for them and give some
inequalities among these Ho¨lder norms. The existence, uniqueness
as well as the regularity of solutions are proved for BSPDEs, which
contain new assertions even on deterministic PDEs.
1. Introduction. In this paper, we consider the Cauchy problem for back-
ward stochastic partial differential equations (BSPDEs, for short) of super-
parabolic type:
−du(t, x) = [aij(t, x)∂2iju(t, x) + bi(t, x)∂iu(t, x)
+ c(t, x)u(t, x) + f(t, x) + σl(t, x)vl(t, x)]dt
− vl(t, x)dW lt , (t, x) ∈ [0, T )×Rn;
u(T,x) = Φ(x), x∈Rn.
(1.1)
Here, T > 0 is fixed,W = {Wt : t ∈ [0, T ]} := (W 1, . . . ,W d)′ is a d-dimensional
standard Brownian motion defined on some filtered complete probability
space (Ω,F ,F, P ) with F := {Ft : t ∈ [0, T ]} being the augmented natu-
ral filtration generated by W , a := (aij)n×n is a symmetric and positive
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2 S. TANG AND W. WEI
matrix-valued deterministic functions of the time and space variable (t, x),
b := (b1, . . . , bn)′ and σ := (σ1, . . . , σd)′ are random vector fields, and c, f ,
and terminal term Φ are scalar-valued random fields. Denote by P the
predictable σ-algebra generated by F. Here and after, we use the Einstein
summation convention, the prime denotes the transpose of a vector or a
matrix, and denote
∂s :=
∂
∂s
, ∂i :=
∂
∂xi
, ∂2ij :=
∂2
∂xi ∂xj
.
Our aim is to find a pair of random fields (u, v) : [0, T ]×Ω×Rn → R×Rd
in suitable Ho¨lder spaces such that BSPDE (1.1) is satisfied in some sense,
and to study the regularity of (u, v), particularly in the space variable x.
As a mathematically natural extension of backward stochastic differen-
tial equations (BSDEs) (see, e.g., [3–5, 12, 20, 28]), BSPDEs arise in many
applications of probability theory and stochastic processes. For instance, in
the optimal control problem of stochastic differential equations (SDEs) with
incomplete information or stochastic partial differential equations (SPDEs),
a linear BSPDE arises as the adjoint equation of SPDEs (or the Duncan–
Mortensen–Zakai filtration equation) to formulate the maximum principle
(see, e.g., [1, 2, 25, 26, 29, 30]). In the study of controlled non-Markovian
SDEs by Peng [21], the so-called stochastic Hamilton–Jacobi–Bellman equa-
tion is a class of fully nonlinear BSPDEs. Solution of forward–backward
stochastic differential equation (FBSDE) with random coefficients is also
associated to that of a quasi-linear BSPDE, which gives the stochastic
Feynman–Kac formula (see, e.g., [17]).
Weak and strong solutions of linear BSPDEs have already received an
extensive attention in literature. Strong solution in the Sobolev space Wm,2
is referred to, for example, [7, 8, 10, 11, 14, 15, 17, 18, 23], and in Lp
[p ∈ (1,∞)] is referred to, for example, [9]. The theory of linear BSPDEs in
Sobolev spaces is rather complete now. Qiu and Tang [22] further discuss the
maximum principle of BSPDEs in a domain. It is quite natural to consider
now the Ho¨lder solution of BSPDEs. We note that Tang [27] discusses the
existence and uniqueness of a classical solution to semi-linear BSPDE using
a probabilistic approach. However, the coefficients are required to be k-times
(with k ≥ 2 + n2 ) continuously differentiable in the spatial variable x, which
is much higher than the necessary regularity on the coefficients known in the
theory of deterministic PDEs. In this paper, the pair of unknown variables
are viewed as deterministic spatial functionals which take values in Banach
spaces of random (vector) processes. We discuss BSPDE (1.1) in Ho¨lder
spaces, using the methods of deterministic PDEs (see Gilbarg and Trudinger
[13], Ladyzˇenskaja, Solonnikov and Ural’ceva [16]), and establish a Ho¨lder
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theory for BSPDEs under the spatial Ho¨lder-continuity assumption on the
coefficients a, b, c and σ. The paper seems to be the first attempt at Ho¨lder
solution of BSPDEs.
As an alternative stochastic extension of deterministic second-order pa-
rabolic equations, (forward) SPDEs have been studied in Ho¨lder spaces by
Rozovskii [24] and Mikulevicius [19]. However, our BSPDE (1.1) is signif-
icantly different from an SPDE. Indeed, a BSPDE has an additional un-
known variable v whose regularity is usually worse. It serves in our BSPDE
as the diffusion, but it is not a priori given. Instead, it is endogenously de-
termined by the given coefficients via a martingale representation theorem.
It is crucial to choose a suitable Ho¨lder space to describe its regularity. In
light of the functional Ho¨lder space introduced by Mikulevicius [19] for dis-
cussing a SPDE, we define in Section 2 the functional Ho¨lder spaces such as
Cm+α(Rn;S 2
F
[0, T ]) for u, and Cm+α(Rn;L 2
F
(0, T ;Rd)) for v. That is, we
only discuss the continuity of the unknown pair (u, v) in x by looking at
(u(·, x), v(·, x)) as a functional stochastic process taking values in the space
S 2
F
[0, T ]×L 2
F
(0, T ;Rd).
We first study the following simpler BSPDE with space-invariant coeffi-
cients a and σ:
−du(t, x) = [aij(t)∂2iju(t, x) + f(t, x) + σl(t)vl(t, x)]dt
− vl(t, x)dW lt , (t, x) ∈ [0, T )×Rn,
u(T,x) = Φ(x), x ∈Rn.
(1.2)
Here, the coefficients aij(·) and σl(·) (i, j = 1, ·, n; l = 1, ·, d) do not depend
on the space variable x. The advantage of the simpler case is that the so-
lution (u, v) admits an explicit expression in terms of the terminal value
Φ and the free term f via their convolution with the heat potential. We
prove the existence and uniqueness result of this equation, and show that
(u, v)(t, ·) ∈C2+α×Cα, and u(·, x) ∈C1/2, when Φ ∈C1+α and f(t, ·) ∈Cα.
These regularity results are extended to general space-variable BSPDE (1.1)
by the freezing coefficients method and the standard continuity argument.
Moreover, when all the coefficients are deterministic, BSPDE (1.1) becomes
a deterministic PDE, and our results include new consequences on a deter-
ministic PDE.
The rest of the paper is organized as follows. In Section 2, we define some
functional Ho¨lder spaces, and recall analytical properties of the heat poten-
tial. In Section 3, we study the existence, uniqueness and regularity of the
solution of BSPDE (1.2). In Section 4, we extend the results in Section 3
to BSPDE (1.1) via the freezing coefficients method and the standard argu-
ment of continuity, and discuss their consequences on a deterministic PDE.
In Section 5, we discuss a semi-linear BSPDE.
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2. Preliminaries.
2.1. Notation and Ho¨lder spaces. Define the set of multi-indices
Γ := {γ = (γ1, . . . , γn) :γ1, . . . , γn are all nonnegative integers}.
For γ ∈ Γ and x= (x1, . . . , xn) ∈Rn, define
|γ| :=
n∑
i=1
γi, D
γ :=
∂|γ|
∂xγ11 ∂x
γ2
2 · · ·∂xγnn
.
The inner product in an Euclidean space is denoted by 〈·, ·〉, and the norm
by | · |.
The following are some spaces of random variables or stochastic pro-
cesses. For p ∈ [1,+∞], Lp(Ω, P,Y ) =Lp(Ω,FT , P,Y ) is the Banach space of
Hilbert space Y -valued random variables ξ on a complete probability space
(Ω,FT , P ) with finite norm
‖ξ‖p,Y =E[‖ξ‖pY ]1/p, ‖ξ‖∞,Y = esssup
ω
‖ξ(ω)‖Y ;
L p
F,P (0, T ;Y ) is the Banach space of Hilbert space Y -valued F-adapted pro-
cesses f with finite norm
‖f‖L p(Y ) :=E
[∫ T
0
‖f(t)‖pY dt
]1/p
, ‖f‖L∞(Y ) := esssup
(ω,t)
‖f(ω, t)‖Y ;
and S p
F,P ([0, T ];Y ) is the Banach space of Hilbert space Y -valued F-adapted
(path-wisely) continuous processes f with finite norm
‖f‖S p(Y ) :=E
[
max
t∈[0,T ]
‖f(t)‖pY
]1/p
, ‖f‖S∞(Y ) := ‖f‖L∞ .
If Y =R or there is no confusion on the underlying Hilbert space Y , we omit
Y in these notations and simply write Lp(Ω, P ),L p
F,P (0, T ),S
p
F,P [0, T ];‖ξ‖p,
‖f‖L p ,‖f‖S p , . . . . Furthermore, the underlying probability P is omitted in
these notations if there is no confusion and we simply write Lp(Ω), L p
F
(0, T ),
S p
F
[0, T ], . . . .
Now we define our functional differentiable Ho¨lder spaces. Let m be a
nonnegative integer, α ∈ (0,1) a constant, and Y a Banach space. Cm(Rn, Y )
is the Banach space of all Y -valued continuous functionals defined on Rn
which are m-times continuously differentiable (strongly in Y ) with all the
derivatives up to order m being bounded in Y , equipped with the norm
‖φ‖m,Y :=
m∑
k=0
[φ]k,Y ,
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where
[φ]k,Y :=
∑
|γ|=k
[Dγφ]0,Y , [φ]0,Y = ‖φ‖0,Y := sup
x∈Rn
‖φ(x)‖Y .
Cm+α(Rn, Y ) is the sub-space of all φ ∈ Cm(Rn, Y ) such that [φ]m+α,Y <
+∞, where
[φ]α,Y := sup
x,y∈Rn
x 6=y
‖φ(x)− φ(y)‖Y
|x− y|α , [φ]m+α,Y :=
∑
|γ|=m
[Dγφ]α,Y .
For φ ∈ Cm+α(Rn, Y ), define the norm ‖φ‖m+α,Y := ‖φ‖m,Y + [φ]m+α,Y . If
Y =R, these spaces, semi-norms, and norms are classical differentiable and
Ho¨lder ones on Rn, and Y will be omitted in these notation and we simply
write Cm(Rn),Cm+α(Rn), [·]α, [·]m+α, and | · |m+α. In this paper, we shall
take Y =R,Lp(Ω),L p
F
(0, T ;Rι),S p
F
([0, T ]) for p ∈ [1,∞]. Moreover, we use
the following abbreviations:
‖ · ‖m+α,S p := ‖ · ‖m+α,S p
F
[0,T ], ‖ · ‖m+α,L p := ‖ · ‖m+α,L p
F
(0,T ;Rι),
and similar abbreviations for semi-norms.
For Lp(Ω,FT , P,Y )-valued functional u defined on [0, T ] × Rn, we de-
note its partial derivatives in the space Lp(Ω,FT , P,Y ) by ∂tu :=
∂u
∂t , ∂iu :=
∂u
∂xi
, ∂2iju :=
∂2u
∂xi ∂xj
, etc.
C =C(·, . . . , ·) denotes a constant depending only on quantities appearing
in parentheses. In a given context, the same letter will (generally) be used
to denote different constants depending on the same set of arguments.
It can be verified that
[hψ]α,L p ≤ [h]0,L∞ [ψ]α,L p + [h]α,L∞ [ψ]0,L p(2.1)
for any (h,ψ) ∈Cα(Rn,L∞
F
(0, T ;Rι))×Cα(Rn,L p
F
(0, T ;Rι)). This inequal-
ity will be used in Section 4.
Similar to classical Ho¨lder spaces of scalar- or finite-dimensional vector-
valued functions, we have the following interpolation inequalities.
Lemma 2.1. For ε > 0, there is C = C(ε,α) > 0 such that for all ψ ∈
C2+α(Rn,L p
F
(0, T ;Rι))
[ψ]2,L p ≤ ε[ψ]2+α,L p +C[ψ]0,L p ,
[ψ]1+α,L p ≤ ε[ψ]2+α,L p +C[ψ]0,L p ,
[ψ]1,L p ≤ ε[ψ]2+α,L p +C[ψ]0,L p ,
[ψ]α,L p ≤ ε[ψ]2+α,L p +C[ψ]0,L p .
Analogous inequalities also hold for elements of the Ho¨lder functional space
C2+α(Rn,Lp(Ω)) or C2+α(Rn,S p
F
[0, T ]).
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The proof is similar to that of the interpolation inequalities in the classical
Ho¨lder spaces in Gilbarg and Trudinger [13], Lemma 6.32. It is omitted here.
2.2. Linear BSPDEs. Consider the Cauchy problem of linear BSPDE (1.1)
in functional Ho¨lder spaces. Denote by Sn the totality of all n×n-symmetric
matrices. Assume that all the coefficients:
a : [0, T ]×Rn→Sn, b : [0, T ]×Ω×Rn→Rn,
c : [0, T ]×Ω×Rn→ R, σ : [0, T ]×Ω×Rn→Rd,
f : [0, T ]×Ω×Rn→ R, Φ:Ω×Rn→R,
are random fields and jointly measurable, and are F-adapted or FT -measurable
at each x ∈Rn. We make the following assumptions.
Assumption 2.1 (Super-parabolicity). There are two positive constants
λ and Λ such that
λ|ξ|2 ≤ 〈a(t, x)ξ, ξ〉 ≤ Λ|ξ|2 ∀(t, x, ξ) ∈ [0, T ]×Rn ×Rn.
Assumption 2.2 (Boundedness). The functionals
a ∈ Cα(Rn,L∞(0, T ;Sn)), b ∈Cα(Rn,L∞F (0, T ;Rn)),
c ∈ Cα(Rn,L∞
F
(0, T )),
and σ ∈Cα(Rn,L∞
F
(0, T ;Rd)). Also, a, b, c and σ are bounded, that is, there
is Λ> 0 such that ‖a‖α,L∞ + ‖b‖α,L∞ + ‖c‖α,L∞ + ‖σ‖α,L∞ ≤ Λ.
Note that throughout the paper a is assumed to be a deterministic Sn-
valued bounded function of the time–space variable (t, x).
A classical solution to BSPDE (1.1) in Ho¨lder spaces is defined as follows.
Definition 2.1. Let Φ ∈ C1+α(Rn,L2(Ω)) and f ∈ Cα(Rn,L 2
F
(0, T )).
We call (u, v) a classical solution to BSPDE (1.1) if
(u, v) ∈Cα(Rn,S 2
F
[0, T ])∩C2+α(Rn,L 2
F
(0, T ))×Cα(Rn,L 2
F
(0, T ;Rd)),
and for all (t, x) ∈ [0, T ]×Rn,
u(t, x) = Φ(x) +
∫ T
t
[aij(s,x)∂2iju(s,x) + b
i(s,x)∂iu(s,x)
+ c(s,x)u(s,x) + f(s,x) + σl(s,x)vl(s,x)]ds
−
∫ T
t
vl(s,x)dW
l
s, P -a.s.
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For simplicity of notation, define
CαS 2 ∩C2+αL 2 ×CαL 2
:=Cα(Rn;S 2
F
[0, T ])∩C2+α(Rn;L 2
F
(0, T ))Cα(Rn;L 2
F
(0, T ;Rd)).
2.3. Estimates on the heat potential. Consider the heat equation:
∂tu(t, x) = a
ij(t)∂2iju(t, x), (t, x) ∈ [0, T ]×Rn,(2.2)
where a= (aij)n×n : [0, T ]→Sn satisfies the super-parabolic assumption. De-
fine
Gs,t(x) :=
1
(4pi)n/2(detAs,t)1/2
exp
(
−1
4
(A−1s,t x,x)
)
∀0≤ t < s≤ T,
where As,t :=
∫ s
t a(r)dr. In a straightforward way, we have
∂sGs,t(x) = a
ij(s)∂2ijGs,t(x), s > t;
(2.3)
∂tGs,t(x) =−aij(t)∂2ijGs,t(x), s > t.
Remark 2.1. From Ladyzˇenskaja, Solonnikov and Ural’ceva ([16], (1.7))
and (2.5) of Chapter IV, we have for γ ∈ Γ,∫
Rn
DγGs,t(x)dx=
{
1, γ = 0,
0, |γ|> 0(2.4)
and there are C =C(λ,Λ, γ, n,T ) and c ∈ (0, 14) such that
|DγGs,t(x)| ≤C(s− t)−(n+|γ|)/2 exp
(
−c |x|
2
s− t
)
∀s > t.(2.5)
Furthermore, we have∫ s
0
|DγGs,t(x)|dt≤C|x|−(n+|γ|)+2
∫ ∞
0
r(n+|γ|)/2+2 exp(−cr)dr(2.6)
for any s ∈ [0, T ] and x 6= 0, and∫
Rn
|DγGs,t(x)||x|α dx≤C(s− t)(α−|γ|)/2
∫
Rn
|x|α exp(−c|x|2)dx(2.7)
for s > t and α ∈ (0,1).
The following lemmas will be used to derive a priori Ho¨lder estimates in
Section 3.
From Mikulevicius [19], Lemma 4, we have:
8 S. TANG AND W. WEI
Lemma 2.2. For any multi-index |γ|= 2, there exists C =C(λ,Λ, γ, n,T )
such that for 0≤ τ ≤ s≤ T and η > 0,∫ s
τ
∣∣∣∣∫
|y|≤η
DγGs,t(y)dy
∣∣∣∣dt= ∫ s
τ
∣∣∣∣∫
|y|≥η
DγGs,t(y)dy
∣∣∣∣dt≤C.
Lemma 2.3. Let η > 0 be a constant. Then for γ ∈ Γ such that |γ|= 2,
there is a constant C =C(λ,Λ, γ,α,n,T ) such that∫
Bη(0)
sup
τ≤s
∫ s
τ
|DγGs,t(y)||y|α dt dy ≤Cηα.
Proof. In view of (2.6), we have∫
Bη(0)
sup
τ≤s
∫ s
τ
|DγGs,t(y)||y|α dt dy ≤C
∫
Bη(0)
|y|−n+α dy ≤Cηα.

Lemma 2.4. For any x, x¯ ∈Rn and γ ∈ Γ such that |γ|= 2, we have∫
|y−x|>η
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)−DγGs,t(x¯− y)||x¯− y|α dt dy ≤Cηα,
where η := 2|x− x¯| and C =C(λ,Λ, γ,α,n,T ).
Proof. Define x˜ := x + 2(x¯ − x). Let ξ be any point on the segment
joining x and x¯. For |y− x|> η, we have
|ξ − x| ≤ 12 |x− x˜| ≤ 12 |x− y|,
1
2 |x− y| ≤ |ξ − y|= |(x− y) + (ξ − x)| ≤ 32 |x− y|.
In view of (2.5) and (2.6), we have∫
|y−x|>η
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)−DγGs,t(x¯− y)||x¯− y|α dt dy
≤Cη
∫
|y−x|>η
sup
τ≤s
∫ s
τ
∫ 1
0
|∂xDγGs,t(rx¯+ (1− r)x− y)|dr|x− y|α dt dy
≤Cη
∫
|y−x|>η
∫ T
0
∫ 1
0
t−(n+3)/2
× exp
(
−c |rx¯+ (1− r)x− y|
2
t
)
dr|x− y|α dt dy
≤Cη
∫ T
0
∫
|y−x|>η
t−(n+3)/2 exp
(
−c |x− y|
2
t
)
|x− y|α dt dy
≤Cη
∫
|y−x|>η
|x− y|−n−1+α dy ≤Cηα.

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3. BSPDE with space-invariant coefficients a and σ. Consider the fol-
lowing linear BSPDE:
−du(t, x) = [aij(t)∂2iju(t, x) + f(t, x) + σl(t)vl(t, x)]dt
− vl(t, x)dW lt , (t, x) ∈ [0, T )×Rn,
u(T,x) = Φ(x), x ∈Rn,
(3.1)
where a := (aij)n×n : [0, T ]→Sn is Borel measurable and σ := (σ1, . . . , σd)′ :
Ω × [0, T ]→ Rd is F-adapted. It is simpler than BSPDE (1.1), for both
coefficients a and σ are assumed to be independent of the space variable
x (hence not varying with the space variable, and hereafter called space-
invariant). For this case, both Assumptions 2.1 and 2.2 can be combined
into the following one.
Assumption 3.1. a ∈ L∞(0, T ;Sn) and σ ∈ L∞(0, T ;Rd). There are
two positive constants λ and Λ such that λ|ξ|2 ≤ 〈a(t)ξ, ξ〉 ≤ Λ|ξ|2 for any
(t, ξ) ∈ [0, T ]×Rn and ‖σ‖L∞ ≤ Λ.
The special structural assumption on both coefficients a and σ allows us to
give an explicit expression of the adapted solution (u, v) to BSPDE (3.1). To
see this point, let us look at the respective contributions of both coefficients
a and σ to the solution (u, v) of BSPDE (3.1).
Define
W˜t :=−
∫ t
0
σ(s)ds+Wt, t ∈ [0, T ](3.2)
and the equivalent probability Q by
dQ := exp
(∫ T
0
〈σ(t), dWt〉 − 1
2
∫ T
0
|σ(t)|2 dt
)
dP.(3.3)
It can be verified that W˜ is a standard Brownian motion on (Ω,FT ,F,Q).
BSPDE (3.1) is written into the following form:
u(t, x) = Φ(x) +
∫ T
t
[aij(r)∂2iju(r, x) + f(r, x)]dr
(3.4)
−
∫ T
r
vl(r, x)dW˜
l
t , (t, x) ∈ [0, T ]×Rn.
Furthermore, we have for (t, x) ∈ [0, T ]×Rn
u(t, x) =EFtQ
[
Φ(x) +
∫ T
t
(aij(r)∂2iju(r, x) + f(r, x))dr
]
.(3.5)
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Since a is deterministic and Q does not depend on the space variable x (in
view of Assumption 3.1), we have for (t, x) ∈ [0, T ]×Rn
u(t, x) =EFtQ Φ(x) +
∫ T
t
[aij(r)∂2ij(E
Ft
Q u(r, x)) +E
Ft
Q f(r, x)]dr, a.s.
Note that it is the integral on [t, T ] with respect to r of the following back-
ward parabolic equation with U(r, x; t) :=EFtQ u(r, x):{−∂rU(r, x; t) = aij(r)∂2ijU(r, x; t) +EFtQ f(r, x), (r, x) ∈ [t, T )×Rn,
U(T,x) =EFtQ Φ(x), x ∈Rn.
Define for the convolution of the heat potential Gs,t with a functional φ
defined on Rn and a functional ψ defined on [0, T ]×Rn as follows: for x ∈Rn,
Rstφ(x) :=
∫
Rn
Gs,t(x− y)φ(y)dy ∀s > t,
(3.6)
Rstψ(·)(x) :=
∫
Rn
Gs,t(x− y)ψ(·, y)dy ∀s > t.
It is well known that the solution of the last PDE has the following repre-
sentation: almost surely:
U(r, x; t) =RTr (E
Ft
Q Φ)(x) +
∫ T
r
Rsr(E
Ft
Q f(s, ·))(x)ds,
(r, x) ∈ [t, T ]×Rn.
Setting r = t, we have almost surely
u(t, x) =RTt (E
Ft
Q Φ)(x) +
∫ T
t
Rst (E
Ft
Q f(s, ·))(x)ds, (t, x) ∈ [0, T ]×Rn.
It is easy to see that {EFtQ Φ(x), t ∈ [0, T ]} and {EFtQ f(s,x), t ∈ [0, T ]} are
uniquely characterized by
EFtQ Φ(x) = ϕ(t;x), E
Ft
Q f(s,x) = Y (t; s,x),
(t, x) ∈ [0, T ]×Rn, a.s.,
where (ϕ(·;x), ψ(·;x)) and (Y (·; τ, x), g(·; τ, x)) are the unique adapted solu-
tion of the following two parameterized BSDEs:
ϕ(t;x) = Φ(x) +
∫ T
t
σl(r)ψl(r;x)dr−
∫ T
t
ψl(r;x)dW
l
r,
(3.7)
t ∈ [0, T ]
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and
Y (t; τ, x) = f(τ, x) +
∫ τ
t
σl(r)gl(r; τ, x)dr−
∫ τ
t
gl(r; τ, x)dW
l
r,
(3.8)
t ∈ [0, τ ],
respectively. In this way, we have the desired representation of (u, v): for
(t, x) ∈ [0, T ]×Rn,
u(t, x) =RTt ϕ(x) +
∫ T
t
RstY (t; r, ·)(x)dr,
and further we expect from the linear structure of our BSPDE that
v(t, x) =RTt ψ(t, ·)(x) +
∫ T
t
Rstg(t; r, ·)(x)dr,
which is stated as the subsequent Theorem 3.3.
The rest of the section is structured as follows. In Section 3.1, we prove
the above explicit expression for the classical solution (u, v) to BSPDE (3.1)
in terms of the terminal term Φ and the free term f . In Section 3.2, we
derive the a priori Ho¨lder estimates. Finally, in Section 3.3, we prove the
existence and uniqueness result of classical solution to BSPDE (3.1).
3.1. Explicit expression of (u, v).
Lemma 3.1. Suppose that Assumption 3.1 holds, Φ ∈ C1+α(Rn,L2(Ω))
and f ∈ Cα(Rn,L 2
F
(0, T )). If (u, v) ∈ CαS 2 ∩ C2+αL 2 × CαL 2 is the classical
solution of BSPDE (3.1), then for all (t, x) ∈ [0, T ] × Rn, we have almost
surely
u(t, x) =RTt Φ(x) +
∫ T
t
[Rstf(s)(x) + σ
l(s)Rstvl(s)(x)]ds
−
∫ T
t
Rstvl(s)(x)dW
l
s.
Proof. For fixed (t, x) ∈ [0, T ]×Rn and s ∈ (t, T ], using Itoˆ’s formula,
we have
Gs,t(x− y)u(s, y)
=GT,t(x− y)u(T, y)−
∫ T
s
Gr,t(x− y)du(r, y)
−
∫ T
s
u(r, y)dGr,t(x− y)
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=GT,t(x− y)Φ(y)(3.9)
+
∫ T
s
[Gr,t(x− y)f(r, y) + σl(r)Gr,t(x− y)vl(r, y)]dr
−
∫ T
s
Gr,t(x− y)vl(r, y)dW lr
−
∫ T
s
[aij(r)∂2ijGr,t(x− y)u(r, y)−Gr,t(x− y)aij(r)∂2iju(r, y)]dr.
A direct computation shows that∫
Rn
∫ T
s
[aij(r)∂2ijGr,t(x− y)u(r, y)−Gr,t(x− y)aij(r)∂2iju(r, y)]dr dy = 0.
Stochastic Fubini theorem (see Da Prato [6], Theorem 4.18) gives that∫
Rn
∫ T
s
Gr,t(x− y)vl(r, y)dW lr dy =
∫ T
s
∫
Rn
Gr,t(x− y)vl(r, y)dy dW lr.
Thus, integrating w.r.t. y over Rn both sides of (3.9), we have∫
Rn
Gs,t(x− y)u(s, y)dy
=RTt Φ(x) +
∫ T
s
[Rrtf(r)(x) + σ
l(r)Rrt vl(r)(x)]dr(3.10)
−
∫ T
s
Rrt vl(r)(x)dW
l
r.
In what follows, we compute the limit of each part of (3.10) as s→ t.
Since u ∈Cα(Rn,S 2
F
[0, T ]), we have from estimates (2.4) and (2.5) on the
heat potential that
E
∣∣∣∣∫
Rn
Gs,t(x− y)u(s, y)dy− u(t, x)
∣∣∣∣2
=E
∣∣∣∣∫
Rn
Gs,t(x− y)[u(s, y)− u(t, x)]dy
∣∣∣∣2
≤CE
∫
Rn
Gs,t(x− y)|u(s, y)− u(t, x)|2 dy(3.11)
≤CE
∫
Rn
exp (−c|z|2)|u(s,x−√s− tz)− u(t, x)|2 dz −→ 0,
as s ↓ t.
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In view of (2.4), we have
E
∣∣∣∣∫ s
t
∫
Rn
Gr,t(x− y)vl(r, y)dy dW lr
∣∣∣∣2
=E
∫ s
t
∣∣∣∣∫
Rn
Gr,t(x− y)[v(r, y)− v(r, x)]dy + v(r, x)
∣∣∣∣2 dr
≤ 2E
∫ s
t
∣∣∣∣∫
Rn
Gr,t(x− y)[v(r, y)− v(r, x)] dy
∣∣∣∣2 dr+2E ∫ s
t
|v(r, x)|2 dr
≤CE
∫ s
t
∫
Rn
Gr,t(x− y)|v(r, y)− v(r, x)|2 dy dr+2E
∫ s
t
|v(r, x)|2 dr
≤C
∫
Rn
sup
r∈[t,s]
Gr,t(x− y)|x− y|2α dy · sup
y∈Rn
E
∫ s
t
|v(r, y)− v(r, x)|2
|x− y|2α dr
+2E
∫ s
t
|v(r, x)|2 dr.
Since v ∈Cα(Rn,L 2
F
(0, T ;Rd)), we have
lim
s↓t
E
∫ s
t
|v(r, x)|2 dr = 0, lim
s↓t
sup
y∈Rn
E
∫ s
t
|v(r, y)− v(r, x)|2
|x− y|2α dr= 0.
In view of subsequent Lemma 3.2, we obtain
lim
s↓t
E
∣∣∣∣∫ s
t
∫
Rn
Gr,t(x− y)vl(r, y)dy dW lr
∣∣∣∣2 = 0.(3.12)
In a similar way, we have
lim
s↓t
E
∣∣∣∣∫ s
t
[Rrt f(r)(x) + σ
l(r)Rrt vl(r)(x)]dr
∣∣∣∣2 = 0.(3.13)
Letting s→ t in equality (3.10), we have the desired result from (3.11), (3.12)
and (3.13). 
Lemma 3.2. For 0≤ t < s≤ T , we have∫
Rn
sup
r∈[t,s]
Gr,t(x− y)|x− y|2α dy <+∞.
Proof. First, consider the following function ρ:
ρ(t, r) := t−n/2 exp
(
−c
t
r2
)
, (t, r)∈ [0, T ]×R.
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We have
∂tρ(t, r) = (cr
2 − 12nt)t−2ρ(t, r).
Therefore, the function ρ(·, r) increases on [0, T ] for any fixed r such that
r2 >M2 := nT2c , and we have
sup
t∈[0,T ]
ρ(t, r)≤ ρ(T, r).
In view of estimate (2.5) to the heat potential, we have∫
Rn
|x− y|2α sup
r∈[t,s]
Gr,t(x− y)dy
=
∫
|x−y|≤M
|x− y|2α sup
r∈[t,s]
Gr,t(x− y)dy
+
∫
|x−y|>M
|x− y|2α sup
r∈[t,s]
Gr,t(x− y)dy
≤C
∫
|z|≤M
|z|2α sup
r∈[t,s]
ρ(r− t, |z|)dz
+C
∫
|z|>M
|z|2α sup
r∈[t,s]
ρ(r− t, |z|)dz
= I1 +C
∫
|z|>M
|z|2αρ(T, |z|)dz.
Since the second integral is easily verified to be finite, it remains to show
I1 <∞. Noting that ρ(t, |z|) is maximized at t= 2nc|z|2 over [0, T ] for any
fixed z such that |z| ≤M , we have
sup
r∈[t,s]
ρ(r− t, |z|)≤ ρ
(
2
n
c|z|2, |z|
)
≤C|z|−n
and
I1 ≤C
∫
|z|≤M
|z|−n+2α dz <+∞.
The proof is then complete. 
In Lemma 3.1, the expression of u still depends on v, which is unknown.
Next, we construct an explicit expression of (u, v) only in terms of the ter-
minal term Φ and the free term f .
Let Φ ∈ C1+α(Rn,L2(Ω)) and f ∈ Cα(Rn,L 2
F
(0, T )). Consider the two
family BSDEs (3.7) and (3.8): for any x∈Rn and almost all τ ∈ [0, T ], their
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solutions are denoted by (ϕ(·, x), ψ(·, x)) and (Y (·; τ, x), g(·; τ, x)), respec-
tively. From the theory of BSDEs, we have
(ϕ,ψ) ∈C1+α(Rn,S 2
F
[0, T ])×C1+α(Rn,L 2
F
(0, T ;Rd)),
and there is C =C(α,n, d) such that
‖ϕ‖1+α,S 2 + ‖ψ‖1+α,L 2 ≤C‖Φ‖1+α,L2 ,(3.14)
sup
x
E
∫ T
0
sup
t≤r
|Y (t; r, x)|2 dr
+ sup
x 6=x¯
E
∫ T
0 supt≤r |Y (t; r, x)− Y (t; r, x¯)|2 dr
|x− x¯|2α
+ sup
x
E
∫ T
0
∫ r
0
|g(t; r, x)|2 dt dr(3.15)
+ sup
x 6=x¯
E
∫ T
0
∫ r
0 |g(t; r, x)− g(t; r, x¯)|2 dt dr
|x− x¯|2α
≤C‖f‖2α,L 2 .
We have the following explicit expression of (u, v).
Theorem 3.3. Let Assumption 3.1 hold and (Φ, f) ∈C1+α(Rn,L2(Ω))×
Cα(Rn,L 2
F
(0, T )). Let (ϕ,ψ) and (Y, g) be solutions of BSDEs (3.7) and
(3.8), respectively, and (u, v) ∈CαS 2 ∩C2+αL 2 ×CαL 2 solve BSPDE (3.1). Then
for all x ∈Rn,
u(t, x) =RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds
(3.16)
∀t ∈ [0, T ], dP -a.s.,
vl(s,x) =R
T
s ψl(s)(x) +
∫ T
s
Rrsgl(s; r)(x)dr,
(3.17)
ds× dP -a.e., a.s., l= 1, . . . , d,
where Rst is defined by (3.6).
Proof. In view of Lemma 3.1 and the definition (3.2), we see that for
all (t, x) ∈ [0, T ]×Rn,
u(t, x) =RTt Φ(x) +
∫ T
t
Rstf(s)(x)ds−
∫ T
t
Rstvl(s)(x)dW˜
l
s, P -a.s.,
ϕ(t;x) = Φ(x)−
∫ T
t
ψl(s;x)dW˜
l
s, P -a.s.,
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and for almost all τ ∈ [0, T ] and any s≤ τ ,
Y (s; τ, x) = f(τ, x)−
∫ τ
s
gl(r; τ, x)dW˜
l
r, P -a.s.
In view of the stochastic Fubini theorem and semi-group property of Gs,t,
we have
RTt Φ(x) +
∫ T
t
Rstf(s)(x)ds
=RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds
+
∫ T
t
RTt ψl(s)(x)dW˜
l
s +
∫ T
t
Rst
∫ s
t
gl(r; s)(x)dW˜
l
r ds(3.18)
=RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds
+
∫ T
t
Rst
(
RTs ψl(s) +
∫ T
s
Rrsgl(s; r)dr
)
(x)dW˜ ls.
Therefore,
u(t, x) +
∫ T
t
Rstvl(s)(x)dW˜
l
s
=RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds(3.19)
+
∫ T
t
Rst
(
RTs ψl(s) +
∫ T
s
Rrsgl(s; r)dr
)
(x)dW˜ ls.
In view of (3.14) and (3.15), we have for each x ∈Rn,∫ T
t
∣∣∣∣Rst(RTs ψ(s) + ∫ T
s
Rrsg(s; r)dr
)
(x)−Rstv(s)(x)
∣∣∣∣2 ds <+∞, P -a.s.
Taking on both sides of (3.19) the expectation with respect to the new
probability Q [see (3.3) for the definition] conditioned on Ft, we have almost
surely
u(t, x) =RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds ∀x ∈Rn;
and ∫ T
t
Rst
(
RTs ψl(s) +
∫ T
s
Rrsgl(s; r)dr− vl(s)
)
(x)dW˜ ls = 0
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for any (t, x) ∈ [0, T ]×Rn, which implies the following:
E
[∫ T
t
∣∣∣∣Rst(RTs ψ(s) + ∫ T
s
Rrsg(s; r)dr− v(s)
)
(x)
∣∣∣∣2 ds]= 0(3.20)
for any (t, x) ∈ [0, T ]×Rn. Then, for all l= 1, . . . , d, we have almost surely
Vl(t, x) :=
∫ T
t
Rst
(
RTs ψl(s) +
∫ T
s
Rrsgl(s; r)dr− vl(s)
)
(x)ds= 0
for any (t, x) ∈ [0, T ]×Rn, which almost surely solves a deterministic PDE
and, therefore, the nonhomogeneous term (the sum in the bigger pair of
parentheses in the last equality) of this PDE is equal to zero. Consequently,
we have for each x ∈Rn,
vl(s,x) =R
T
s ψl(s)(x) +
∫ T
s
Rrsgl(s; r)(x)dr, ds× dP -a.e., a.s.
The proof is complete. 
Remark 3.1. Let Assumption 3.1 hold and (Φ, f) ∈C1+α(Rn,L2(Ω))×
Cα(Rn,L 2
F
(0, T )). Let (ϕ,ψ) and (Y, g) be solutions of BSDEs (3.7) and
(3.8), respectively. Then, for all x ∈ Rn, RTt ϕ(t)(x) and
∫ T
t R
s
tY (t; s)(x)ds
are twice continuously differentiable in x as L 2
F
(0, T )-valued functionals.
Moreover, we have for all (t, x) ∈ [0, T )×Rn,
∂iR
T
t ϕ(t)(x) =
∫
Rn
GT,t(x− y)∂iϕ(t, y)dy, P -a.s.,
∂2ijR
T
t ϕ(t)(x) =
∫
Rn
∂iGT,t(x− y)[∂jϕ(t, y)− ∂jϕ(t, x)]dy, P -a.s.
and for all x ∈Rn, dt× dP -a.e., a.s.,
∂i
∫ T
t
RstY (t; s)(x)ds=
∫ T
t
∫
Rn
∂iGs,t(x− y)Y (t; s, y)dy ds,
∂2ij
∫ T
t
RstY (t; s)(x)ds
=
∫ T
t
∫
Rn
∂2ijGs,t(x− y)[Y (t; s, y)− Y (t; s,x)]dy ds.
3.2. Ho¨lder estimates. Using the explicit expression of (u, v) in Theorem
3.3, we shall derive Ho¨lder estimates for (u, v).
Lemma 3.4. Let Assumption 3.1 be satisfied and suppose that
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
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If (u, v) ∈CαS 2 ∩C2+αL 2 ×CαL 2 solves BSPDE (3.1), then we have
‖u‖2+α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
Proof. In view of (3.16) and (3.17), we need to prove
‖RT· ϕ(·)‖2+α,L 2 ≤C‖Φ‖1+α,L2 ,∥∥∥∥∫ T
·
Rs· Y (·; s)ds
∥∥∥∥
2+α,L 2
≤C‖f‖α,L 2 .
It is sufficient to prove the second inequality, and the first one can be proved
in a similar way.
For γ ∈ Γ such that |γ| ≤ 1, in view of (2.5), (2.7), (3.15) and Remark 3.1,
we have
E
∫ T
0
∣∣∣∣Dγ ∫ T
t
Rs,tY (t; s)(x)ds
∣∣∣∣2 dt
=E
∫ T
0
∣∣∣∣∫ T
t
∫
Rn
DγGs,t(x− y)Y (t; s, y)dy ds
∣∣∣∣2 dt
≤E
∫ T
0
∫ T
t
∫
Rn
|DγGs,t(x− y)||Y (t; s, y)|2 dy ds
×
∫ T
t
∫
Rn
|DγGs,t(x− y)|dy dsdt
and, therefore,
E
∫ T
0
∣∣∣∣Dγ ∫ T
t
Rs,tY (t; s)(x)ds
∣∣∣∣2 dt
≤
∫
Rn
E
∫ T
0
sup
t≤s
|Y (t; s, y)|2
∫ s
0
|DγGs,t(x− y)|dt dsdy
× sup
τ
∫ T
τ
∫
Rn
|DγGs,τ (x− y)|dy ds
≤C sup
y
E
∫ T
0
sup
t≤s
|Y (t; s, y)|2 ds ·
∫
Rn
sup
s
∫ s
0
|DγGs,t(x− y)|dt dy
× sup
τ
∫ T
τ
∫
Rn
|DγGs,τ (x− y)|dy ds
≤C sup
y
E
∫ T
0
sup
t≤s
|Y (t; s, y)|2 ds ·
∣∣∣∣∫
Rn
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)|dt dy
∣∣∣∣2
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≤C‖f‖20,L 2
∣∣∣∣∫ T
0
∫
Rn
t−(n+|γ|)/2 exp
(
−c |x− y|
2
t
)
dy dt
∣∣∣∣2
≤C‖f‖20,L 2 .
That is, ∥∥∥∥∫ T
·
Rs· Y (·; s)ds
∥∥∥∥
1,L 2
≤C‖f‖0,L 2 .(3.21)
For |γ|= 2, in view of (2.5), (2.7), (3.15) and Remark 3.1, we have
E
∫ T
0
∣∣∣∣Dγ ∫ T
t
RstY (t; s)ds
∣∣∣∣2 dt
=CE
∫ T
0
∣∣∣∣∫ T
t
∫
Rn
DγGs,t(x− y)|x− y|α |Y (t; s, y)− Y (t; s,x)||x− y|α dy ds
∣∣∣∣2 dt
≤C sup
y
E
∫ T
0
sup
t≤s
|Y (t; s, y)− Y (t; s,x)|2
|x− y|2α ds
×
∣∣∣∣∫
Rn
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)||x− y|α dt dy
∣∣∣∣2
≤C[f ]2α,L 2
∣∣∣∣∫ T
0
∫
Rn
t−(n+|γ|)/2 exp
(
−c |x− y|
2
t
)
|x− y|α dy dt
∣∣∣∣2
≤C[f ]2α,L 2 .
Thus, [∫ T
·
Rs· Y (t; s)ds
]
2,L 2
≤C[f ]α,L 2 .(3.22)
Define υ := 2|x− x¯| for x 6= x¯. By Remark 3.1, we have for |γ|= 2,
Dγ
∫ T
t
RstY (t; s)(x)ds−Dγ
∫ T
t
RstY (t; s)(x¯)ds
=
∫ T
t
∫
Rn
DγGs,t(x− y)[Y (t; s, y)− Y (t; s,x)]dy ds
−
∫ T
t
∫
Rn
DγGs,t(x¯− y)[Y (t; s, y)− Y (t; s, x¯)]dy ds
=
4∑
i=1
Ii(t, x, x¯)
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with
I1 :=
∫ T
t
∫
Bυ(x)
DγGs,t(x− y)[Y (t; s, y)− Y (t; s,x)]dy ds,
I2 :=−
∫ T
t
∫
Bυ(x)
DγGs,t(x¯− y)[Y (t; s, y)− Y (t; s, x¯)]dy ds,
I3 :=−
∫ T
t
∫
|y−x|>υ
DγGs,t(x− y)[Y (t; s,x)− Y (t; s, x¯)]dy ds,(3.23)
I4 :=
∫ T
t
∫
|y−x|>υ
[DγGs,t(x− y)−DγGs,t(x¯− y)]
× [Y (t; s, y)− Y (t; s, x¯)]dy ds.
Next, we estimate Ii(t, x, x¯) for i= 1,2,3,4. In view of (3.15), Lemma 2.3,
and Remark 3.1, we have
E
∫ T
0
|I1(t, x, x¯)|2 dt
=E
∫ T
0
∣∣∣∣∫ T
t
∫
Bυ(x)
|DγGs,t(x− y)||x− y|α
× |Y (t; s, y)− Y (t; s,x)||x− y|α dy ds
∣∣∣∣2 dt
≤C sup
y
E
∫ T
0
sup
t≤s
|Y (t; s, y)− Y (t; s,x)|2
|x− y|2α ds
×
∣∣∣∣∫
Bυ(x)
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)||x− y|α dt dy
∣∣∣∣2
≤C[f ]2α,L 2 |x− x¯|2α.
In the same way, we have
E
∫ T
0
|I2(t, x, x¯)|2 dt≤C[f ]2α,L 2 |x− x¯|2α.
From Lemma 2.2, we have
E
∫ T
0
|I3(t, x, x¯)|2 dt
≤E
∫ T
0
∣∣∣∣∫ T
t
|Y (t; s,x)− Y (t; s, x¯)|
∣∣∣∣∫
|y−x|>υ
DγGs,t(x− y)dy
∣∣∣∣ds∣∣∣∣2 dt
≤E
∫ T
0
∫ T
t
|Y (t; s,x)− Y (t; s, x¯)|2
∣∣∣∣∫
|y−x|>υ
DγGs,t(x− y)dy
∣∣∣∣dsdt
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× sup
t
∫ T
t
∣∣∣∣∫
|y−x|>υ
DγGs,t(x¯− y)dy
∣∣∣∣ds
≤CE
∫ T
0
sup
t≤s
|Y (t; s,x)− Y (t; s, x¯)|2 ds
× sup
s
∫ s
0
∣∣∣∣∫
|y−x|>υ
DγGs,t(x− y)dy
∣∣∣∣dt
≤C[f ]2α,L 2 |x− x¯|2α.
For I4(t, x, x¯), in view of (2.5), (3.15) and Lemma 2.4, we have
E
∫ T
0
|I4(t, x, x¯)|2 dt
≤CE
∫ T
0
∣∣∣∣∫ T
t
∫
|y−x|>υ
|DγGs,t(x− y)−DγGs,t(x¯− y)|
× |Y (t; s, y)− Y (t; s, x¯)|dy ds
∣∣∣∣2 dt
≤C sup
y
E
∫ T
0
sup
t≤s
|Y (t; s, y)− Y (t; s, x¯)|2
|x¯− y|2α ds
×
[∫
|y−x|>υ
sup
τ≤s
∫ s
τ
|DγGs,t(x− y)−DγGs,t(x¯− y)||x¯− y|α dt dy
]2
≤C[f ]2α,L 2 |x− x¯|2α.
In summary, we have
4∑
i=1
E
∫ T
0
|Ii(t, x, x¯)|2 dt≤C[f ]2α,L 2 |x− x¯|2α.(3.24)
Combining (3.21), (3.22) and (3.24), we have∥∥∥∥∫ T
·
Rs· Y (·; s)ds
∥∥∥∥
2+α,L 2
≤C‖f‖α,L 2 .

Lemma 3.5. Let Assumption 3.1 be satisfied and suppose that
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
If (u, v) ∈CαS 2 ∩C2+αL 2 ×CαL 2 solves BSPDE (3.1), then we have
‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
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Proof. In view of (3.16) and (3.17), we need to prove
‖RT· ψ(·)‖α,L 2 ≤C‖Φ‖1+α,L2 ,∥∥∥∥∫ T
·
Rs· g(·; s)ds
∥∥∥∥
α,L 2
≤C‖f‖α,L 2 .
It is sufficient to prove the second inequality, and the first one can be proved
in a similar way.
For all x ∈Rn, and almost all r ∈ [0, T ],
RrtY (t; r)(x) = f(r, x) +
∫ r
t
σ(s)Rrsg(s; r)(x)ds−
∫ r
t
Rrsg(s; r)(x)dWs
+
∫ r
t
aij(s)
∫
Rn
∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]ds
∀t≤ r.
From the theory of BSDEs, we have
E
[∫ r
0
|Rrsg(s; r)(x)|2 ds
]
≤CE
[
|f(r, x)|2
+
∫ r
0
∣∣∣∣aij(s)∫
Rn
∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy
∣∣∣∣2 ds]
≤CE
[
|f(r, x)|2 +
∫ r
0
∣∣∣∣∫
Rn
∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy
∣∣∣∣2 ds].
Integrating both sides on [0, T ], we have
E
[∫ T
0
∫ T
s
|Rrsg(s; r)(x)|2 dr ds
]
=E
[∫ T
0
∫ r
0
|Rrsg(s; r)(x)|2 dsdr
]
≤CE
[∫ T
0
|f(r, x)|2 dr
+
∫ T
0
∫ r
0
∣∣∣∣∫
Rn
∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy
∣∣∣∣2 dsdr]
≤CE
[∫ T
0
|f(r, x)|2 dr
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+
∫ T
0
∫ T
s
∣∣∣∣∫
Rn
∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy
∣∣∣∣2 dr ds].
Similarly,
E
[∫ T
0
∫ T
s
|Rrsg(s; r)(x)−Rrsg(s; r)(x¯)|2 dr ds
]
≤CE
[∫ T
0
|f(r, x)− f(r, x¯)|2 dr
]
+CE
[∫ T
0
∫ T
s
∣∣∣∣∫
Rn
(∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]
− ∂2ijGr,s(x¯− y)
× [Y (s; r, y)− Y (s; r, x¯)])dy
∣∣∣∣2 dr ds].
In view of the proof in Lemma 3.4, we have∥∥∥∥∫ T
·
Rs· g(·; s)ds
∥∥∥∥
α,L 2
≤C‖f‖α,L 2 .

We have the following Ho¨lder estimate for (u, v).
Theorem 3.6. Let Assumption 3.1 be satisfied and
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
If (u, v) is a classical solution to BSPDE (3.1), then
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
Proof. From Theorem 3.3 and the Lemmas 3.4 and 3.5, we have
‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2).
Since (u, v) is the solution of BSPDE (3.1), for all (t, x) ∈ [0, T ] × Rn, the
equality holds almost surely:
u(t, x) = Φ(x) +
∫ T
t
[aij(s)∂2iju(s,x) + f(s,x) + σ(s)v(s,x)]ds
−
∫ T
t
v(s,x)dWs.
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For each x, it is a BSDE of terminal value Φ(x) and generator aij(t)∂2iju(t, x)+
f(t, x) + σ(t)V . From the theory of BSDEs, we have
E
[
sup
t
|u(t, x)|2
]
≤ CE
[
|Φ(x)|2 +
∫ T
0
|aij(s)∂2iju(s,x) + f(s,x)|2 ds
]
≤ CE
[
|Φ(x)|2 +
∫ T
0
(|∂2iju(s,x)|2 + |f(s,x)|2)ds
]
and for all x¯ 6= x,
E
[
sup
t
|u(t, x)− u(t, x¯)|2
]
≤CE[|Φ(x)−Φ(x¯)|2]
+CE
[∫ T
0
(|∂2iju(s,x)− ∂2iju(s, x¯)|2 + |f(s,x)− f(s, x¯)|2)ds
]
.
Then
‖u‖α,S 2 ≤ C(‖Φ‖α,L2 + ‖u‖2+α,L 2 + ‖f‖α,L 2)
≤ C(‖Φ‖1+α,L2 + ‖f‖α,L 2).
The proof is complete. 
3.3. Existence and uniqueness.
Theorem 3.7. Let Assumption 3.1 be satisfied and
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
Let (ϕ,ψ) and (Y, g) be solutions of BSDEs (3.7) and (3.8), respectively.
Then, the pair (u, v) of random fields defined by
u(t, x) =RTt ϕ(t)(x) +
∫ T
t
RstY (t; s)(x)ds,
v(t, x) =RTt ψ(t)(x) +
∫ T
t
RTs g(t; s)(x)ds
is the unique classical solution to BSPDE (3.1). Moreover, (u, v) ∈ (CαS 2 ∩
C2+αL 2 )×CαL 2 , and
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
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Proof. In view of Remark 3.1, for all (t, x) ∈ [0, T ]×Rn, we have∫ T
t
aij(s)∂2ijR
T
s ϕ(s)(x)ds
=
∫ T
t
∫
Rn
aij(s)∂2ijGT,s(x− y)[ϕ(s, y)− ϕ(s,x)]dy ds
=
∫
Rn
∫ T
t
− ∂
∂s
GT,s(x− y)[ϕ(s, y)−ϕ(s,x)]dy ds
=
∫
Rn
GT,t(x− y)[ϕ(t, y)− ϕ(t, x)]dy(3.25)
+
∫
Rn
∫ T
t
GT,s(x− y)d[ϕ(s, y)− ϕ(s,x)]dy
=RTt ϕ(t)(x)−ϕ(t, x) +
∫ T
t
RTs ψl(s)(x)dW˜
l
s
−
∫ T
t
ψl(s,x)dW˜
l
s
=RTt ϕ(t)(x)−Φ(x) +
∫ T
t
RTs ψl(s)(x)dW˜
l
s.
Similarly, we have∫ T
t
aij(s)∂2ij
∫ T
s
RrsY (s; r)(x)dr ds
=
∫ T
t
∫ T
s
∫
Rn
aij(s)∂2ijGr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy dr ds
=
∫ T
t
∫ T
s
∫
Rn
− ∂
∂s
Gr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dy dr ds
=
∫ T
t
∫
Rn
∫ r
t
− ∂
∂s
Gr,s(x− y)[Y (s; r, y)− Y (s; r, x)]dsdy dr
(3.26)
=
∫ T
t
∫
Rn
Gr,t(x− y)[Y (t; r, y)− Y (t; r, x)]dy dr
+
∫ T
t
∫
Rn
∫ r
t
Gr,s(x− y)ds[Y (s; r, y)− Y (s; r, x)]dy dr
=−
∫ T
t
f(r, x)dr+
∫ T
t
RrtY (t; r)(x)dr
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+
∫ T
t
∫ T
s
Rrsgl(s; r)(x)dr dW˜
l
s.
In view of (3.25) and (3.26), we have∫ T
t
aij(s)∂2iju(s,x)ds
=
∫ T
t
aij(s)∂2ij[R
T
s ϕ(s)(x)] ds+
∫ T
t
aij(s)∂2ij
[∫ T
s
RrsY (s; r)(x)dr
]
ds
=RTt ϕ(t)(x)−Φ(x) +
∫ T
t
RTs ψl(s)(x)dW˜
l
s −
∫ T
t
f(r, x)dr
+
∫ T
t
RrtY (t; r, y)dr+
∫ T
t
∫ T
s
Rrsgl(s; r)(x)dr dW˜
l
s
=−Φ(x)−
∫ T
t
f(r, x)dr+ u(t, x) +
∫ T
t
vl(s,x)dW˜
l
s.
Thus, (u, v) solves BSPDE (3.1), that is,
u(t, x) = Φ(x) +
∫ T
t
[aij(s)∂2iju(s,x) + f(s,x) + σ(s)v(s,x)]ds
−
∫ T
t
v(s,x)dWs.
The desired estimate follows from Theorem 3.6. The proof is complete.

Moreover, we have the following Ho¨lder continuity of u in time t. For
any τ ∈ [0, T ], denote by ‖ · ‖m+α,S 2,τ and ‖ · ‖m+α,L 2,τ the obvious Ho¨lder
norms of a process restricted to the time interval [τ,T ].
Proposition 3.8. Let Assumption 3.1 be satisfied and
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
Let (u, v) ∈ CαS 2 ∩ C2+αL 2 × CαL 2 be the classical solution to BSPDE (3.1).
Then for any τ ∈ [0, T ], we have
‖u(·, ·)− u(· − τ, ·)‖α,L 2,τ ≤C
√
τ(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,T,n, d).
Proof. Since (u, v) satisfies BSPDE (3.1), we have
E
∫ T
τ
|u(t, x)− u(t− τ, x)|2 dt
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≤CE
∫ T
τ
∣∣∣∣∫ t
t−τ
(aij(s)∂2iju(s,x) + f(s,x) + σ(s)v(s,x))ds
∣∣∣∣2 dt
+CE
∫ T
τ
∣∣∣∣∫ t
t−τ
v(s,x)dWs
∣∣∣∣2 dt
≤CE
∫ T
0
∫ T∧(s+τ)
s∨τ
(|∂2iju(s,x)|2 + |f(s,x)|2 + |v(s,x)|2)dt ds
+CE
∫ T
0
∫ T∧(s+τ)
s∨τ
|v(s,x)|2 dt ds
≤Cτ([u]22,L 2 + [f ]20,L 2 + [v]20,L 2)
≤Cτ(‖Φ‖21+α,L2 + ‖f‖2α,L 2).
Similarly, for any x 6= x¯,
E
∫ T
τ
|u(t, x)− u(t− τ, x)− [u(t, x¯)− u(t− τ, x¯)]|2 dt
≤Cτ(‖Φ‖21+α,L2 + ‖f‖2α,L 2)|x− x¯|2α.
Therefore, we have the desired result. 
4. BSPDEs with space-variable coefficients. In this section, using the
conventional combinational techniques of the freezing coefficients method
and the parameter continuation argument well developed in the theory of
deterministic PDEs, we extend the a priori Ho¨lder estimates as well as the
existence and uniqueness result for BSPDE of the preceding section to the
more general BSPDE (1.1).
Consider a smooth function ϕ ∈C∞0 (Rn) such that
0≤ ϕ≤ 1 and ϕ(x) =
{
1, |x| ≤ 1,
0, |x|> 2.
For any z ∈Rn and θ > 0 fixed, define
ηzθ(x) := ϕ
(
x− z
θ
)
.
We easily see that for γ ∈ Γ, there is a constant C =C(γ,n) such that
[Dγηzθ ]0 ≤Cθ−|γ|, [Dγηzθ ]α ≤Cθ−|γ|−α.
Lemma 4.1. Let h ∈Cm+α(Rn;L 2
F
(0, T ;Rι)) with m= 0,1,2. Then there
is a positive constant C(θ,α) such that
‖h‖m+α,L 2 ≤ 2 sup
z∈Rn
‖ηzθh‖m+α,L 2 +C(θ,α)‖h‖0,L 2 .
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Proof. It is sufficient to prove
[h]2+α,L 2 ≤ 2 sup
z∈Rn
[ηzθh]2+α,L 2 +C(θ,α)‖h‖0,L 2 .
The proof of the rest is similar.
For any θ > 0 fixed, we have
[h]2+α,L 2 ≤ I1 + I2
with
I1 :=
∑
|γ|=2
sup
|x−x¯|<θ
E[
∫ T
0 |Dγh(t, x)−Dγh(t, x¯)|2 dt]1/2
|x− x¯|α
and
I2 :=
∑
|γ|=2
sup
|x−x¯|≥θ
E[
∫ T
0 |Dγh(t, x)−Dγh(t, x¯)|2 dt]1/2
|x− x¯|α .
For any x, x¯∈Rn, if |x− x¯|< θ, choose z = x,
I1 ≤
∑
|γ|=2
sup
|x−x¯|<θ
E[
∫ T
0 |Dγ(ηxθ (x)h(t, x))−Dγ(ηxθ (x¯)h(t, x¯))|2]1/2
|x− x¯|α
≤ sup
z∈Rn
[ηzθh]2+α,L 2 .
If |x− x¯| ≥ θ, using the interpolation inequality in Lemma 2.1, we have
I2 ≤
∑
|γ|=2
sup
|x−x¯|≥θ
E
[∫ T
0
|Dγh(t, x)−Dγh(t, x¯)|2 dt
]1/2
θ−α
≤C(θ,α)[h]2,L 2 ≤
1
2
[h]2+α,L 2 +C(θ,α)[h]0,L 2 .
Then
[h]2+α,L 2 ≤ 2 sup
z∈Rn
[ηzθh]2+α,L 2 +C‖h‖0,L 2 . 
We have the following a priori Ho¨lder estimate on the solution (u, v) to
BSPDE (1.1).
Theorem 4.2. Let the Assumptions 2.1 and 2.2 be satisfied and (Φ, f) ∈
C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )). If (u, v) ∈ CαS 2 ∩ C2+αL 2 × CαL 2 solves
BSPDE (1.1), we have
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
HO¨LDER SOLUTION OF BACKWARD SPDES 29
Proof. For any z ∈Rn and θ > 0, denote
uzθ(t, x) := η
z
θ (x)u(t, x), v
z
θ(t, x) := η
z
θ(x)v(t, x),
Φzθ(x) := η
z
θ (x)Φ(x),
and
f zθ (t, x) := [a
ij(t, x)− aij(t, z)]∂2iju(t, x)ηzθ(x)
+ [σ(t, x)− σ(t, z)]v(t, x)ηzθ (x)
− 2aij(t, z)∂iu(t, x)∂jηzθ(x)− aij(t, z)u(t, x)∂2ijηzθ(x)
+ bi(t, x)∂iu(t, x)η
z
θ (x) + c(t, x)u(t, x)η
z
θ (x) + f(t, x)η
z
θ(x)
=
7∑
i=1
Ai(t, x, z, θ),
with Ai(t, x, z, θ) denoting the obvious ith term (i= 1,2, . . . ,7) in the three
lines of sum. Then we have Φzθ ∈ C1+α(Rn,L2(Ω)), f zθ ∈ Cα(Rn,L 2F (0, T )),
and (uzθ , v
z
θ) ∈ CαS 2 ∩ C2+αL 2 × CαL 2 . Moreover, (uzθ , vzθ) solves the following
BSPDE:
−duzθ(t, x) = [aij(t, z)∂2ijuzθ(t, x) + f zθ (t, x) + σl(t, z)(vzθ (t, x))l]dt
− (vzθ(t, x))l dW lt , (t, x) ∈ [0, T ]×Rn;
uzθ(T,x) = Φ
z
θ(x), x ∈Rn.
To simplify notation, define the following two types of universal constants:
C := C(λ,Λ, α,n, d,T ),
C(·) := C(·, λ,Λ, α,n, d,T ).
In view of Theorem 3.6, we have
‖uzθ‖2+α,L 2 + ‖vzθ‖α,L 2 ≤C(‖Φzθ‖1+α,L2 + ‖f zθ ‖α,L 2).
From Lemma 4.1, we have
‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C
(
sup
z
‖Φzθ‖1+α,L2 + sup
z
‖f zθ ‖α,L 2
)
(4.1)
+C(θ)(‖u‖0,L 2 + ‖v‖0,L 2).
Thus, to estimate (u, v), we need to estimate Φzθ and Ai, i= 1, . . . ,7, in terms
of f zθ .
‖Φzθ‖1+α,L2 = [ηzθΦ]0,L2 + [ηzθΦ]1,L2 + [ηzθΦ]1+α,L2
≤ C
(
1 +
1
θ
+
1
θ1+α
)
[Φ]0,L2 +C
(
1 +
1
θα
)
[Φ]1,L2
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+
C
θ
[Φ]α,L2 + [Φ]1+α,L2
≤ C(θ)‖Φ‖1+α,L2 .
Denote by [·]m+α,L 2,A and ‖ · ‖m+α,L 2,A the semi-norm and norm of func-
tionals on subset A ⊂ Rn instead of on the whole space Rn. It is obvious
that A1(t, x, z, θ) ≡ 0 for x /∈ B2θ(z). In view of inequality (2.1) and the
interpolation inequality in Lemma 2.1, we have
‖A1(·, ·, z, θ)‖α,L 2 = ‖A1(·, ·, z, θ)‖α,L 2,B2θ(z)
≤ [aij(·, ·)− aij(·, z)]0,L∞,B2θ(z)‖∂2iju‖α,L 2
+ [aij(·, ·)− aij(·, z)]α,L∞ [u]2,L 2
+ [aij(·, ·)− aij(·, z)]0,L∞,B2θ(z)[ηzθ ]α[u]2,L 2
≤ Λ(2θ)α([u]2+α,L 2 + [u]2,L 2) +C[u]2,L 2
≤ Λ(2θ)α([u]2+α,L 2 + ε[u]2+α,L 2 +C(ε)[u]0,L 2)
+C(ε[u]2+α,L 2 +C(ε)[u]0,L 2)
≤ C(θα(1 + ε) + ε)[u]2+α,L 2 +C(ε, θ)[u]0,L 2 .
Similarly, we have
‖A2(·, ·, z, θ)‖α,L 2 ≤ Cθα‖v‖α,L 2 +C[v]0,L 2 ,
‖A3(·, ·, z, θ)‖α,L 2 ≤ C[∂iu]0,L 2 |∂jηzθ |α +C[∂iu]α,L 2 [∂jηzθ ]0
≤ C
(
1
θ
+
1
θ1+α
)
[ε[u]2+α,L 2 +C(ε)[u]0,L 2 ]
+
C
θ
[ε[u]2+α,L 2 +C(ε)[u]0,L 2 ]
≤ C
(
1
θ
+
1
θ1+α
)
ε[u]2+α,L 2 +C(ε, θ)[u]0,L 2 ,
‖A4(·, ·, z, θ)‖α,L 2 ≤ C[u]0,L 2 |∂2ijηzθ |α +C[u]α,L 2 [∂2ijηzθ ]0
≤ C
(
1
θ2
+
1
θ2+α
)
[u]0,L 2
+
C
θ2
(ε[u]2+α,L 2 +Cε[u]0,L 2)
≤ C
θ2
ε[u]2+α,L 2 +C(ε, θ)[u]0,L 2 ,
‖A5(·, ·, z, θ)‖α,L 2 ≤ C[∂iu]0,L 2 |ηzθ |α +C[∂iu]α,L 2 +C[∂iu]0,L 2
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≤ C
(
1 +
1
θα
)
ε[u]2+α,L 2 +C(ε, θ)[u]0,L 2 ,
‖A6(·, ·, z, θ)‖α,L 2 ≤ C([u]0,L 2T |η
z
θ |α + [u]α,L 2 + [u]0,L 2)
≤ Cε[u]2+α,L 2 +C(ε, θ)[u]0,L 2 ,
‖A7(·, ·, z, θ)‖α,L 2 ≤ ‖f‖α,L 2 + [f ]0,L 2 [ηzθ ]α ≤
(
1 +
1
θα
)
‖f‖α,L 2 .
Choosing first θ and then ε to be sufficiently small, in view of inequality
(4.1), we have
‖u‖2+α,L 2 + ‖v‖α,L 2
≤ 12([u]2+α,L 2 + ‖v‖α,L 2)
+C(‖Φ‖1+α,L2 + ‖f‖α,L 2 + ‖u‖0,L 2 + ‖v‖0,L 2).
Then
‖u‖2+α,L 2 + ‖v‖α,L 2
(4.2)
≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2 + ‖u‖0,L 2 + ‖v‖0,L 2).
Next, we estimate ‖v‖0,L 2 . BSPDE (1.1) can be written into the integral
form:
u(t, x) = Φ(x)
+
∫ T
t
[aij(s,x)∂2iju(s,x) + b
i(s,x)∂iu(s,x) + c(s,x)u(s,x)
(4.3)
+ f(s,x) + σ(s,x)v(s,x)]ds
−
∫ T
t
v(s,x)dWs, dP -a.s.
For any fixed x ∈Rn, it is a BSDE with terminal condition Φ(x) and gener-
ator
aij(t, x)∂2iju(t, x) + b
i(t, x)∂iu(t, x) + c(t, x)U + f(t, x) + σ(t, x)V.
We have
E
∫ T
0
|v(t, x)|2 dt
≤CE
[
|Φ(x)|2 +
∫ T
0
|aij(t, x)∂2iju(t, x) + bi(t, x)∂iu(t, x) + f(t, x)|2 dt
]
≤CE
[
|Φ(x)|2 +
∫ T
0
[|∂2iju(t, x)|2 + |∂iu(t, x)|2 + |f(t, x)|2]dt
]
.
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By the interpolation inequalities in Lemma 2.1,
‖v‖0,L 2 ≤ C(‖Φ‖0,L2 + ‖u‖2,L 2 + ‖u‖1,L 2 + ‖f‖0,L 2)
≤ Cε[u]2+α,L 2 +C(ε)(‖Φ‖0,L2 + ‖u‖0,L 2 + ‖f‖0,L 2).
In view of (4.2), choosing ε to be sufficiently small, we have
‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2 + ‖u‖0,L 2).(4.4)
We now establish a maximum principle of u. In BSDE (4.3), for any
(t, x) ∈ [0, T ]×Rn,
E[|u(t, x)|2]
≤CE
[
|Φ(x)|2
+
∫ T
t
|aij(t, x)∂2iju(t, x) + bi(t, x)∂iu(t, x) + f(t, x)|2 dt
]
(4.5)
≤CE
[∫ T
t
(|∂2iju(t, x)|2 + |∂iu(t, x)|2)dt
]
+C(‖Φ(x)‖20,L2 + ‖f‖20,L 2).
For any t ∈ [0, T ], repeating all the preceding arguments on [t, T ], we see
that the estimate (4.4) still holds for ‖ · ‖m+α,L 2,t, that is,
‖u‖2+α,L 2,t ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2 + ‖u‖0,L 2,t).
Taking supremum on both sides of (4.5), we have
sup
x
E[|u(t, x)|2]≤ C(‖u‖2+α,L 2,t + ‖Φ(x)‖20,L2 + ‖f‖20,L 2)
≤ C(‖u‖0,L 2,t + ‖Φ(x)‖21+α,L2 + ‖f‖2α,L 2)
≤ C
(∫ T
t
sup
x
E|u(s,x)|2 ds+ ‖Φ(x)‖21+α,L2 + ‖f‖2α,L 2
)
.
From Gronwall’s inequality, we have
‖u‖0,L 2 ≤
∫ T
0
sup
x
E[|u(t, x)|2]dt≤C(‖Φ(x)‖21+α,L2 + ‖f‖2α,L 2).(4.6)
By (4.4) and (4.6), we conclude that
‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2).(4.7)
In a similar way, we have
‖u‖α,S 2 ≤C[‖Φ‖α,L2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 + ‖f‖α,L 2 ]
(4.8)
≤C[‖Φ‖1+α,L2 + ‖f‖α,L 2 ].
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The proof is complete. 
Using the method of continuation (see Gilbarg and Trudinger [13], The-
orem 5.2), we have from the Theorems 3.7 and 4.2 the following existence
and uniqueness result for BSPDE (1.1).
Theorem 4.3. Let the Assumptions 2.1 and 2.2 be satisfied, and
(Φ, f) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )).
Then BSPDE (1.1) has a unique solution (u, v) ∈ (CαS 2 ∩ C2+αL 2 ) × CαL 2 .
Moreover, there is a positive constant C =C(λ,Λ, α,n, d,T ) such that
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f‖α,L 2).
Proof. Define
Lu := aij ∂2iju+ b
i ∂iu+ cu, Mv := σv;
and for τ ∈ [0,1],
Lτu := (1− τ)Lu+ τ∆u, Mτv := (1− τ)Mv+ τv,
with ∆ being the Laplacian of Rn.
Consider the following space:
J α :=
{
(u, v) ∈ (CαS 2 ∩C2+αL 2 )×CαL 2 :∀t ∈ [0, T ],
u(t, x) = Φ(x) +
∫ T
t
F (s,x)ds−
∫ T
t
v(s,x)dWs;
for some (Φ, F ) ∈C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T ))
}
,
equipped with the norm of (u, v) ∈J α:
‖(u, v)‖J α := ‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 + ‖Φ‖1+α,L2 + ‖F‖α,L 2 .
Then J α is a Banach space.
Define the mapping Πτ :J
α → C1+α(Rn,L2(Ω)) × Cα(Rn,L 2
F
(0, T )) as
follows:
Πτ (u, v) := (Φ, F −Lτu−Mτv), (u, v) ∈J α.
We have
‖Πτ (u, v)‖ := ‖Φ‖1+α,L2 + ‖F −Lτu−Mτv‖α,L 2
≤ ‖Φ‖1+α,L2 + ‖F‖α,L 2 + ‖Lτu‖α,L 2 + ‖Mτv‖α,L 2
≤ C(‖Φ‖1+α,L2 + ‖F‖α,L 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2)
= C‖(u, v)‖J α .
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On the other hand, for all (t, x) ∈ [0, T ]×Rn, we have almost surely
u(t, x) = Φ(x) +
∫ T
t
[Lτu+Mτv+ (F −Lτu−Mτv)]ds−
∫ T
t
v(s,x)dWs.
Then we have from Theorem 4.2 the following estimate:
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖F −Lτu−Mτv‖α,L 2).
Thus, we obtain the following inverse inequality:
‖(u, v)‖J α = ‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 + ‖Φ‖1+α,L2 + ‖F‖α,L 2
≤ ‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 + ‖Φ‖1+α,L2
+ ‖F −Lτu−Mτv‖α,L 2 + ‖Lτu‖α,L 2 + ‖Mτv‖α,L 2
≤ C(‖Φ‖1+α,L2 + ‖F −Lτu−Mτv‖α,L 2)
= C‖Πτ (u, v)‖.
Theorem 3.7 implies that Π1 is onto. Then, in view of the method of contin-
uation in Gilbarg and Trudinger [13], Theorem 5.2, page 75, Πτ is also onto
for all τ ∈ [0,1). In particular, Π0 is onto. The desired result follows. 
Similar to Proposition 3.8, we have the following Ho¨lder time-continuity
of u.
Proposition 4.4. Let Assumptions 2.1 and 2.2 be satisfied and (Φ, f) ∈
C1+α(Rn,L2(Ω))×Cα(Rn,L 2
F
(0, T )). Let (u, v) ∈ (CαS 2 ∩C2+αL 2 )×CαL 2 solve
BSPDE (1.1). Then, for any τ ∈ [0, T ],
‖u(·, ·)− u(· − τ, ·)‖α,L 2,τ ≤Cτ1/2(‖Φ‖1+α,L2 + ‖f‖α,L 2),
where C =C(λ,Λ, α,T,n, d).
At the end of the section, we discuss the consequence of the preceding
results on a deterministic PDE. Consider the deterministic functions
Φ :Rn→ R, a : [0, T ]×Rn→Sn,
b : [0, T ]×Rn→ Rn, σ : [0, T ]×Rn→Rd,
c, f : [0, T ]×Rn→ R.
As we know, a BSPDE with deterministic coefficients is in fact a determin-
istic PDE. Then the second unknown variable of BSPDE (1.1) turns out to
be 0, and BSPDE (1.1) is in fact the following deterministic PDE:
∂tu(t, x) = a
ij(t, x)∂2iju(t, x) + b
i(t, x)∂iu(t, x)
+ c(t, x)u(t, x) + f(t, x), (t, x) ∈ [0, T )×Rn;
u(T,x) = Φ(x), x ∈Rn,
(4.9)
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which does not involve the coefficient σ anymore.
Note that the classical Ho¨lder space Cm+α(Rn) consists of all the deter-
ministic elements of the Ho¨lder space Cm+α(Rn,Lp(Ω)), and the two Ho¨lder
functional spaces Cm+α(Rn,Lp(0, T ;Rι)) and Cm+α(Rn,C[0, T ]) consist of
all the deterministic elements of the two Ho¨lder functional spaces
Cm+α(Rn,L p
F
(0, T ;Rι)) and Cm+α(Rn,S p
F
[0, T ]),
respectively. Assumption 2.2 is replaced with the following one.
Assumption 4.1. The functions
a ∈Cα(Rn,L∞(0, T ;Rn×n)), b ∈Cα(Rn,L∞(0, T ;Rn)),
and c ∈Cα(Rn,L∞(0, T )). There is a constant Λ> 0 such that
‖a‖α,L∞ + ‖b‖α,L∞ + ‖c‖α,L∞ ≤ Λ.
In view of Theorem 4.3, we have the following existence, uniqueness and
regularity result for PDE (4.9).
Proposition 4.5. Let the Assumptions 2.1 and 4.1 be satisfied, and
(Φ, f)∈C1+α(Rn)×Cα(Rn,L2(0, T )).
Then PDE (4.9) has a unique solution
u ∈Cα(Rn,C[0, T ])∩C2+α(Rn,L2(0, T ))
such that
‖u‖α,C + ‖u‖2+α,L2 ≤C(|Φ|1+α + ‖f‖α,L2),
where C =C(λ,Λ, α,n, d,T ).
The preceding proposition shows that the solution u to PDE (4.9) is
(2 + α)-Ho¨lder continuous if Φ is (1 + α)-Ho¨lder continuous and f is α-
Ho¨lder continuous. It seems to have a novelty as explained in the following
remark.
Remark 4.1. Mikulevicius [19] studies the Cauchy problem of an SPDE
in a functional Ho¨lder space, and includes the following a priori estimate for
PDE (4.9): if Φ = 0, f(t, ·) ∈Cα(Rn) for t ∈ [0, T ], and supt |f(t, ·)|α <+∞,
then PDE (4.9) has a unique solution u such that
u(t, ·) ∈C2+α(Rn) ∀t ∈ [0, T ] and sup
t
|u(t, ·)|2+α <C sup
t
|f(t, ·)|α.
In contrast, in Proposition 4.5 we require f ∈ Cα(Rn,L2(0, T )) and assert
u ∈C2+α(Rn,L2(0, T )).
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5. Semi-linear BSPDEs. In this section, consider the following semi-
linear BSPDE:
−du(t, x) = [aij(t, x)∂2iju(t, x) + f(t, x,∇u(t, x), u(t, x), v(t, x))]dt
− v(t, x)dWt, (t, x) ∈ [0, T )×Rn,
u(T,x) = Φ(x), x ∈Rn.
(5.1)
Here, a : [0, T ]×Rn→Sn satisfies both super-parabolicity and boundedness
Assumptions 2.1 and 2.2, f : [0, T ] × Ω × Rn × Rn × R × Rd → R is jointly
measurable, and f(·, x, q, u, v) is F-adapted for any (x, q, u, v) ∈ Rn × Rn ×
R×Rd.
We make the following Lipschitz assumption on f .
Assumption 5.1. f0(·, ·) := f(·, ·,0,0,0) ∈Cα(Rn,L 2F (0, T )), and there
is a constant L> 0 such that
|f(t, x, q1, u1, v1)− f(t, x, q2, u2, v2)|
≤ L(|q1 − q2|+ |u1 − u2|+ |v1 − v2|), dt× dP -a.e., a.s.
for any (q1, u1, v1), (q2, u2, v2) ∈Rn ×R×Rd and x∈Rd.
Then we have the following existence, uniqueness and regularity on semi-
linear BSPDE (5.1).
Theorem 5.1. Let the Assumptions 2.1, 2.2 and 5.1 be satisfied, and
Φ ∈C1+α(Rn,L2(Ω)). Then the semi-linear BSPDE (5.1) has a unique so-
lution (u, v) ∈ (CαS 2 ∩C2+αL 2 )×CαL 2 . Moreover,
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(‖Φ‖1+α,L2 + ‖f0‖α,L 2),
where C =C(λ,Λ, α,n, d,T ).
The proof requires the following two additional preliminary lemmas. Con-
sider the following linear BSPDE:
−du(t, x) = [aij(t, x)∂2iju(t, x)− βu(t, x) + f(t, x)]dt
− v(t, x)dWt, (t, x) ∈ [0, T )×Rn,
u(T,x) = 0, x ∈Rn,
(5.2)
where a : [0, T ]× Rn → Sn is the same as before, and β > 0 is a constant.
When a(t, x)≡ a(t), define
Gβs,t(x) := e
−β(s−t)Gs,t(x), 0≤ t≤ s≤ T.
Lemma 5.2. For a universal constant C =C(λ,Λ, α, γ,n,T ), we have:
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(i) For α ∈ (0,1) and γ ∈ Γ such that |γ| ≤ 2,∫ s
τ
∫
Rn
|DγGβs,t(x)||x|α dxdt≤Cβ−1+(|γ|−α)/2, T ≥ s > τ ≥ 0.(5.3)
(ii) For γ ∈ Γ such that |γ|= 2 and 0≤ τ ≤ s≤ T ,∫ s
τ
∣∣∣∣∫
|y|≤η
DγGβs,t(y)dy
∣∣∣∣dt= ∫ s
τ
∣∣∣∣∫
|y|≥η
DγGβs,t(y)dy
∣∣∣∣dt
(5.4)
≤Cβ−1 ∀η > 0.
(iii) For γ ∈ Γ such that |γ|= 2,∫
|y|≤η
sup
τ≤s
∫ s
τ
|DγGβs,t(y)||y|α dt dy ≤Cβ−1ηα ∀η > 0.(5.5)
(iv) For any x, x¯ ∈Rn and γ ∈ Γ such that |γ|= 2,∫
|y−x|>η
sup
τ≤s
∫ s
τ
|DγGβs,t(x− y)−DγGβs,t(x¯− y)||x¯− y|α dt dy
(5.6)
≤Cβ−1|x− x¯|α ∀η > 0.
Lemma 5.3. Let f ∈Cα(Rn,L 2
F
(0, T )). If (u, v) ∈ (CαS 2 ∩C2+αL 2 )×CαL 2
is the solution of BSPDE (5.2), then
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(β)‖f‖α,L 2 ,
where C(β) :=C(β,λ,Λ, α,n, d,T )> 0, and converges to zero as β→∞.
Proof. Step 1 [a(t, x) ≡ a(t)]. Proceeding similarly as in the proof of
Lemma 3.1 and the Theorems 3.3 and 3.7, we have that the pair (u, v)
defined for each x ∈Rd by
u(t, x) :=
∫ T
t
∫
Rn
Gβs,t(x− y)Y (t; s, y)dy ds ∀t ∈ [0, T ], dP -a.s.,
and
vl(t, x) :=
∫ T
t
∫
Rn
Gβr,t(x− y)gl(s; r, y)dy dr,
dt× dP -a.e., a.s., l= 1, . . . , d,
is the unique solution to the linear BSPDE (5.2) with
Y (t; τ, x) := f(τ, x)−
∫ τ
t
gl(r; τ, x)dW
l
r ∀t≤ τ.
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In view of the estimates of Lemma 5.2, proceeding similarly as in the proof
of the Lemmas 3.4 and 3.5 and Theorem 3.6, we have
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 ≤C(β)‖f‖α,L 2 ,
where C(β) := C(β,λ,Λ, α,n, d,T ) > 0 is sufficiently small for sufficiently
large β.
Step 2 [(aij)n×n depends on x]. Using the freezing coefficients method as
in Theorem 4.2, we have the desired result. 
Proof of Theorem 5.1. For any (U1, V1) ∈ (CαS 2 ∩ C2+αL 2 ) × CαL 2 ,
f(·, ·,∇U1(·, ·),U1(·, ·), V1(·, ·)) ∈Cα(Rn,L 2F (0, T )) because of Assumption 5.1
for f . In view of Theorem 4.3,
−du1(t, x) = [aij(t, x)∂2iju1(t, x)
+ f(t, x,∇U1(t, x),U1(t, x), V1(t, x))]dt
− v1(t, x)dWt, (t, x) ∈ [0, T )×Rn,
u1(T,x) = Φ(x), x ∈Rn
(5.7)
has a unique solution (u1, v1) ∈ (CαS 2 ∩ C2+αL 2 ) × CαL 2 . For any (U2, V2) ∈
(CαS 2 ∩C2+αL 2 )×CαL 2 , denote (u2, v2) ∈ (CαS 2 ∩C2+αL 2 )×CαL 2 as the solution
of equation (5.7) with (U1, V1) replaced by (U2, V2). Define
u¯(t, x) := u1(t, x)− u2(t, x), U¯(t, x) := U1(t, x)−U2(t, x),
v¯(t, x) := v1(t, x)− v2(t, x), V¯ (t, x) := V1(t, x)− V2(t, x)
and
f¯(t, x) := f(t, x,∇U1(t, x),U1(t, x), V1(t, x))
− f(t, x,∇U2(t, x),U2(t, x), V2(t, x)).
Then we have
−d[eβtu¯(t, x)] = (aij(t, x)∂2ij [eβtu¯(t, x)]
− βeβtu¯(t, x) + eβtf¯(t, x))dt
− eβtv¯(t, x)(t, x)dWt, (t, x) ∈ [0, T )×Rn,
eβT u¯(T,x) = 0, x ∈Rn.
(5.8)
In view of Lemma 5.3, we have
‖eβ·u¯‖α,S 2 + ‖eβ·u¯‖2+α,L 2 + ‖eβ·v¯‖α,L 2
≤C(β)‖eβ·f¯‖α,L 2
≤C(β)L[‖eβ·U¯‖α,S 2 + ‖eβ·U¯‖2+α,L 2 + ‖eβ·V¯ ‖α,L 2 ],
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with C(β)L < 1 for a sufficiently large β. Since the weighted norm
‖eβ·u‖α,S 2 + ‖eβ·u‖2+α,L 2 + ‖eβ·v‖α,L 2 is equivalent to the original one
‖u‖α,S 2 + ‖u‖2+α,L 2 + ‖v‖α,L 2 in (CαS 2 ∩ C2+αL 2 ) × CαL 2 , the semi-linear
BSPDE (5.1) has a unique solution (u, v) ∈ (CαS 2∩C2+αL 2 )×CαL 2 . The desired
estimate is proved in a similar way. 
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