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Abstract
The aim of this paper is to investigate how subset construction performs on speci,c families of
automata. A new upper bound on the number of states of the subset-automaton is established in
the case of homogeneous automata. The complexity of the two basic steps of subset construction,
i.e. the computation of deterministic transitions and the set equality tests, is examined depend-
ing on whether the nondeterministic automaton is an unrestricted one, an homogeneous one, a
position one or a ZPC-structure, which is an implicit construction for a position automaton. c©
2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Automata determinization may be exponential, whereas most of automata operations
are polynomial. It is not possible to avoid this behavior in the general case [16]. It is,
nevertheless, important to carefully handle the implementation of the determinization
algorithm when designing automata software tools, in order to preserve as well as
enable the performances of the whole system.
Two basic computation steps are carried on all along the determinization process:
the computation of a deterministic transition, which yields a subset of the set of non-
deterministic states, and set equality testing which makes it possible to decide whether
a deterministic transition generates a new state or not.
Concerning the computation of the set of deterministic transitions, the choice of the
data structure implementing the set of nondeterministic transitions has much in:uence
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on the complexity. Softwares such as AUTOMATE [3], INR [6] and GRAIL [17] make
use of a representation in which both transitions with the same origin and transitions
with the same origin and the same symbol are contiguous. Johnson and Wood [7] have
studied the eIciency of various sorting procedures applied to subsets computed from
such data structures.
On the other hand, the choice of the data structure encoding subsets has a sig-
ni,cant in:uence on the complexity of set equality testing. The number of integer
comparisons involved by the overall set equality tests is O(
√
n22n) when using lists
and O(n2 log(n)2n) when using balanced search trees [14]. There exist investigations that
are motivated by the will to improve such complexities, for instance, Leslie et al. [9, 10].
The aim of this paper is to investigate how subset construction performs on spe-
ci,c automata, in particular on position automata. The position automaton of a regular
expression is de,ned by the algorithm described in [4, 11]. The author and his co-
researchers [20, 13] have designed a linear space and time representation of the position
automaton of a regular expression, which is based on two-state forests connected by a
set of links. The so-called ZPC-structure leads to an output sensitive implementation of
the conversion of a regular expression into an automaton and to an eIcient algorithm
for testing the membership of a word to a regular language [15].
The impact that the speci,c properties of position automata have on subset con-
struction are analyzed. Firstly, a position automaton is homogeneous and we establish
a new upper bound on the number of states of the automaton resulting from the deter-
minization of an homogeneous automaton; this bound is much smaller in many cases
than the standard 2n−1 bound which holds for unrestricted automata. We also give
an estimation of the complexity of the transition computation and of the set equality
testing in the case of an homogeneous automaton. Secondly, a position automaton can
be implemented as a ZPC-structure, whose main feature is to allow the computation
of disjoint unions of transition sets owing to a speci,c encoding of position sets. We
show how to make use of this representation in order to reduce the complexity of the
two basic steps of the determinization process.
Basic de,nitions and useful notations are gathered together in the next section. Sec-
tion 3 recalls how subset construction performs on unrestricted automata, and analyzes
its complexity. Section 4 deals with homogeneous automata, Section 5 with position
automata and Section 6 with ZPC-structures. In each of these sections, algorithmic
re,nements of subset construction are provided, as well as new complexity bounds.
2. Denitions and notations
A reminder of the de,nitions and notations which are useful for the description of
our results will be found in this section. For further details about regular languages
and ,nite automata, Refs. [1, 5, 18, 12, 19] should be consulted.
A ,nite automaton is a 5-tuple M=(Q;; ; I; F) where Q is a (,nite) set of states,
 is a (,nite) alphabet, I ⊆Q is the set of initial states, F ⊆Q is the set of ,nal states,
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and  is the transition function. The automaton M is deterministic (M is a DFA) if
and only if |I |=1 and  is a mapping from Q× to Q. Otherwise M is a NFA and
 is a mapping from Q ×  to 2Q. The automaton M is complete if and only if  is
a full mapping.
The following overloadings of the transition function will be used:
(p) =
⋃
a∈
(p; a); ∀p ∈ Q; (1)
(P; a) =
⋃
p∈P
(p; a); ∀P⊆Q; ∀a ∈ ; (2)
(P) =
⋃
a∈
(P; a); ∀P⊆Q: (3)
A path of M is a sequence (qi; ai; qi+1); i=1; : : : ; n, of consecutive edges. Its label
is the word w= a1a2 : : : an. A word w= a1a2 : : : an is recognized by the automaton
M if there is a path with label w such that q1 ∈ I and qn+1 ∈F . The language L(M)
recognized by the automaton M is the set of words which it recognizes. Two automata
M and M′ are equivalent if and only if they recognize the same language. A state is
accessible if and only if there is a path from an initial state to this state.
A regular expression over an alphabet  is generated by recursively applying op-
erators ‘+’ (union), ‘·’ (concatenation) and ‘∗’ (Kleene star) to atomic expressions
(i.e. every symbol of , the empty word and the empty set). A language is regular
if and only if it can be denoted by a regular expression. The length of a regular ex-
pression E, denoted by |E|, is the number of occurrences of operators and symbols
in E. The alphabetic width of E, denoted by ‖E‖, is the number of occurrences of
symbols in E. Notice that these two parameters are linearily related as far as sequences
of star operators and occurrences of the empty word and of the empty set are carefully
preprocessed.
Kleene’s theorem [8] states that a language is regular if and only if it is recognized
by a ,nite automaton. Computing the position automaton of a regular expression [4, 11]
is a constructive proof of the direct part of this theorem.
3. Subset construction
Subset construction takes an NFAM as input, and yields an equivalent DFA denoted
by DM as output. The automaton DM is the subset-automaton of M.
3.1. The subset-automaton
Denition 1. Let M=(Q;; ; I; F) be an NFA. The subset-automaton of M is the
automaton DM =(Q′; ; ′; {0′}; F ′) de,ned as follows [5, 19]:
• Set of states: A deterministic state is a set of nondeterministic states; for all q′ in
Q′, we have q′⊆Q.
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• Initial state: The initial state in DM , denoted by 0′, is the set I of initial states in M.
• Set of transitions: Let q′ be a deterministic state and let a be a symbol in . If
the transition from q′ on symbol a is de,ned, then, by construction, its target is the
state ′(q′; a) such that
′(q′; a) =
⋃
q∈q′
(q; a): (4)
• Set of ,nal states: A deterministic state is ,nal if and only if it contains at least one
,nal nondeterministic state: q′ ∈F ′ ⇔ q′ ∩ F = ∅.
Lemma 1. Let q′ be a deterministic state. The transition function ′ deduces from 
according to the following formulas:
′(q′; a) = (q′; a); ∀a ∈ ; (5)
′(q′) = (q′): (6)
Proof. By formula (4), we have ′(q′; a)=
⋃
q∈q′ (q; a). Since q
′⊆Q, by formula (2),
we get
⋃
q∈q′ (q; a)= (q
′; a). Consequently, we have ′(q′; a)= (q′; a). From formula
(1) we deduce ′(q′)=
⋃
a∈ 
′(q′; a). By formula (3) we have (q′)=
⋃
a∈ (q
′; a).
Thus we get ′(q′)= (q′).
3.2. The standard bound on the number of states of the subset-automaton
In the following, the automata M and DM are not necessarily complete. Let n (resp.
n′) be the number of states in M (resp. in DM ). The upper bound n′62n−1 obviously
holds. As far as unrestricted automata are concerned, it is a least upper bound, as
established by Rabin and Scott [16].
There exist two possible implementations of subset construction:
(1) The ,rst one computes the transitions of the 2n−1 potential states and then makes
the DFA trim.
(2) The second one computes the transitions of accessible states only. The main point
is to decide whether a target state is a new state. It induces many time-consuming
identity tests involving a potentially new subset and already produced subsets.
From now on, we shall investigate the construction based on accessibility and we
shall compare how it performs on unrestricted automata and on speci,c families of
automata.
3.3. The standard complexity
Complexity results about unrestricted automata are summarized in the following the-
orem:
Theorem 1. Let M be an unrestricted automaton on the alphabet ; and DM be the
subset-automaton of M. Let n (resp. n′) be the number of states in M (resp. in DM ).
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The automaton DM can be computed with the following complexity:
(1) Upper bound on the number of states: n′62n − 1.
(2) Transition computation:
(a) O(n2) for one transition;
(b) O(||n2) for the set of transitions of one state;
(c) O(||n2n′) for the set of transitions of the subset-automaton.
(3) Set equality testing:
(a) O(
√
n22n) when using lists;
(b) O(n2 log(n)2n) when using balanced search trees.
Proof. Let us ,rst examine the complexity of transition computation. By construction,
for all q′ in Q′ and all a in , the target state of the transition from q′ on the symbol
a is the state ′(q′; a)=
⋃
q∈q′ (q; a). Since |q′|6n, and since |(q; a)|6n for all q in
q′, the subset (q′; a) is computed with an O(n2) time complexity.
The complexity of set equality testing depends on the data structure encoding subsets.
The results reported in Theorem 1 concern lists and balanced search trees, improved
by a hashing w.r.t. subset size. A complete proof can be found in [14].
4. Homogeneous automata
This section aims at studying the impact of the homogeneity property on subset
construction. We ,rst establish a new upper bound on the number of states of the
subset-automaton of an homogeneous automaton. We also give an estimation of the
complexity of transition computation and of set equality testing in the homogeneous
case.
4.1. The homogeneity property
Denition 2. An automaton M=(Q;; ; I; F) is homogeneous if and only if, for all
state q in Q, all transitions in q are labeled by the same symbol:
∀r; s ∈ Q; ∀a; b ∈ ; a = b⇒ (r; a) ∩ (s; b) = ∅:
A state q is said to be labeled by a symbol a if and only if all transitions in q are
labeled by a. Notice that an initial state may have no in-transition. Assume symbol
0 is not in  and let 0 be the label of initial states with no in-transition. Let Qa,
a∈ ∪ {0}, be the set of states labeled by the symbol a. We have: Q0 = I\
⋃
a∈ Qa.
The sets Qa, for all a in  ∪ {0}, are obviously pairwise disjoint. Assuming M is
accessible, we have the following property:
Lemma 2. The set of states of an homogeneous automaton is partitioned as follows:
Q =
⊎
a∈∪{0}
Qa with Q0 = I\
⋃
a∈
Qa:
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A subset P of Q is said to be homogeneous if and only if there exists a symbol a
in  such that P⊆Qa. In this case, we say that P is labeled by a.
Lemma 3. Let M=(Q;; ; I; F) be an homogeneous automaton. Let Qa, for all a
in ; be the set of states labeled by the symbol a. The following properties hold:
(1) For all subset P of Q; and for all a in ; we have (P; a)⊆Qa.
(2) The subset-automaton of an homogeneous automaton M is homogeneous.
(3) For all noninitial state q′ in DM ; there exists a symbol a such that q′⊆Qa.
Proof. (1) Let P be a subset of Q. We have (P; a)=
⋃
q∈P (q; a). Since M is
homogeneous, we have (q; a)⊆Qa, ∀q∈Q. Thus we get (P; a)⊆Qa.
(2) Assume there exist two states x′ and y′ in Q′ and two distinct symbols a and b in
, such that ′(x′; a)= ′(y′; b). By Lemma 1, it implies that (x′; a)= (y′; b). Since
M is homogeneous, by (1) we have: (x′; a)⊆Qa and (y′; b)⊆Qb. Since Qa∩Qb= ∅,
we get a contradiction.
(3) Let q′ be a non-initial state in DM . By construction, there exists at least one
pair (r′; a)∈Q′ ×  such that ′(r′; a)= q′. Notice that since DM is homogeneous the
symbol a is unique. By construction, q′=
⋃
q∈r′ (q; a). Since M is homogeneous,
from (1) we deduce that q′⊆Qa.
Remark 2. Notice that the subset I , which is the initial deterministic state, is not
necessarily homogeneous. If it is, then there exists a symbol a such that I ⊆Qa. In
this case, there may exist a deterministic state r′ such that (r′; a)= I , which implies
0′ ∈Q′a. Otherwise Q′0 = {0′}.
4.2. A new upper bound on the number of states in DM
Lemma 3:3 implies that the number of subsets produced by the determinization of
an homogeneous automaton is equal to the overall number of the nonempty subsets of
sets Qa, a in . Since subset I is not necessarily homogeneous, one is added to get at
the following upper bound on the number of states in the subset-automaton.
Proposition 1. Let M=(Q;; ; I; F) be an homogeneous automaton and Qa be the
set of states labeled by the symbol a. Then the number n′ of states in the subset-
automaton of M is such that
n′6
( ∑
a∈
2|Qa|
)
− ||+ 1 with ∑
a∈
|Qa| = |Q| − |Q0|:
Remark 3. This new upper bound is generally much smaller than the standard bound.
For instance, if there are at least two symbols, and if subsets Qa have the same size,
we get n′6|| × 2|Q|=||2|Q| − 1. The gap increases with the alphabet size, which
can be very large in linguistic applications. Let us notice that such a bound could help
to decide whether an exhaustive implementation is realistic or not.
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4.3. Transition computation
Let q′ be a deterministic state and a be a symbol. We have to compute the subset
′(q′; a), according to the formula: ′(q′; a)=
⋃
q∈q′ (q; a).
Since M is homogeneous, for all q in q′, we have: (q; a)⊆Qa, and thus |(q; a)|
6|Qa|. If q′ is not an initial state, by Lemma 3:3, there exists a symbol ‘ such that
q′⊆Q‘ and thus |q′|6|Q‘|. Consequently, the transition ′(q′; a) is computed with an
O(|Q‘|× |Qa|) time complexity. On the other hand, the transition ′(0′; a) is computed
with an O(|I | × |Qa|) time complexity. Hence the following proposition:
Proposition 2. For an homogeneous automaton; such that
Q =
⊎
‘∈∪{0}
Q‘ with Q0 = I\
⋃
‘∈
Q‘;
the time complexity of the transition computation step is the following:
(1) O(|Q‘| × |Qa|) for the transition ′(q′; a) from a noninitial state q′ labeled with
symbol ‘; and O(|I | × |Qa|) for the transition ′(0′; a); for all a in ;
(2) O(|Q‘| × |Q|) for the set of transitions ′(q′) from a noninitial state q′ labeled
with symbol ‘; and O(|I | × |Q|) for the transition ′(0′);
(3) O(|Q| ×∑‘∈ |Q‘|2|Q‘|) for the set of transitions of the subset-automaton.
Remark 4. This complexity generally improves the standard one by a factor greater
than ||. For instance, if there are at least two symbols, and if subsets Qa have the same
size, we get n′6|Q| × 2|Q|=|||| × |Q|2 × 2|Q|. Let us notice that this improvement
is due to homogeneity property; it does not depend on the implementation, which can
be based on the raw transition table of the automaton.
Lemma 4. In the homogeneous case; the family of subsets (′(q′; a))a∈; can be de-
duced from the set (q′); according to the formula: ′(q′; a)= (q′)∩Qa.
Proof. By Lemma 3:3, we have (q′; a)⊆Qa, for all a in . Since sets Qa are pairwise
disjoint, we get (q′)=
⊎
a∈ (q
′; a). By Lemma 1 it implies that ′(q′)=
⊎
a∈ 
′(q′;
a). Finally, we have ′(q′; a)= (q′)∩Qa.
As a consequence, subsets (′(q′; a))a∈ can be retrieved from (q′) set with an
overall O(|Q|) time complexity. This property is particularly interesting when the set
(q′) can be computed with an O(|Q|) time complexity. It is not the case for an
arbitrary homogeneous automaton since (q′), for a subset q′ labeled by ‘, is computed
in O(|Q‘| × |Q|) time. We shall see it is the case for the ZPC-structure representation
of a position automaton.
4.4. Set equality testing
Homogeneous bounds reported in the following theorem are deduced from standard
bounds, by hashing the data structure implementing subsets w.r.t. the partition of Q
into homogeneous subsets.
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4.5. Homogeneous complexity
Complexity results about homogeneous automata are summarized in the following
theorem:
Theorem 5. Let M be an homogeneous automaton on the alphabet ; such that
Q =
⊎
l∈∪{0}
Ql with Q0 = I\
⋃
l∈
Ql:
Let DM be the subset-automaton ofM. Let n (resp. n′) be the number of states inM
(resp. in DM ). The automaton DM can be computed with the following complexity:
(1) Upper bound on the number of states:
n′6
( ∑
a∈
2|Qa|
)
− ||+ 1 with ∑
a∈
|Qa| = |Q| − |Q0|:
(2) Transition computation:
(a) O(|Q‘| × |Qa|) for the transition ′(q′; a) from a noninitial state q′ labeled
with symbol ‘; for all a in ;
(b) O(|Q‘| × |Q|) for the set of transitions ′(q′) from a noninitial state q′
labeled with symbol ‘;
(c) O(|Q| × ∑‘∈ |Q‘|2|Q‘|) for the set of transitions of the subset-automaton.
(3) Set equality testing:
(a) O(
∑
a∈
√|Qa| × 22× |Qa|) when using lists;
(b) O(
∑
a∈ |Qa|2× log(|Qa|)× 2|Qa|) when using balanced search trees.
5. Position automata
We ,rst recall the de,nition of the position automaton of a regular expression.
Position automata turn to be homogeneous, which leads to a new bound on the number
of deterministic states w.r.t. the number of occurrences of symbols in the expression.
5.1. The position automaton of a regular expression
A regular expression over an alphabet  is linear if and only if all its symbols
are distinct. Let E be a linear expression over . The following sets of symbols are
associated to E:
• Null(E)= {} if ∈L(E) and ∅ otherwise,
• First(E); the set of symbols that match the ,rst symbol of some word in L(E);
• Last(E); the set of symbols that match the last symbol of some word in L(E);
• Follow(E; x); for all x in : the set of symbols that follow the symbol x in some
word of L(E).
Now, let E be a regular expression over . If x is the jth occurrence of a symbol in
E, the pair (x; j), or xj for short, is the position associated to x. The set of positions of
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E is denoted by Pos(E). Let PE be the linear expression deduced from E by substituting
each symbol by its position. We denote by h the application from Pos(E) to  which
maps a position to the symbol it is associated to. Let E= a · (a + b) + (a + b) · (1 +
b). We have: Pos(E)= {a1; a2; b3; a4; b5; b6}, PE= a1 · (a2 + b3) + (a4 + b5) · (1 + b6),
h(a1)= h(a2)= h(a4)= a and h(b3)= h(b5)= h(b6)= b.
The sets of positions associated to E are straightforwardly deduced from the sets of
symbols associated to PE:
• Null(E)=Null( PE),
• First(E)=First( PE),
• Last(E)=Last( PE),
• Follow(E; x)=Follow( PE; x), for all x in Pos(E).
Positions of E, added with an initial state, are the states of the position automaton of
E, denoted by PE . The automaton PE is deduced from the sets First, Last and Follow
as follows.
Denition 3 (Position automaton). The position automaton of E, PE =(Q;; ; I; F),
is de,ned by
• Q=Pos(E) ∪ {0}, where 0 is not in Pos(E),
• I = {0},
• F =
{
Last(E) if Null(E)= ∅;
Last(E) ∪ {0} otherwise;
• (0; a)= {x∈First(E) | h(x)= a}, ∀a∈,
• (x; a)= {y |y∈Follow(E; x) and h(y)= a}, ∀x∈Pos(E), ∀a∈.
Proposition 3 (Glushkov [4] and McNaughton and Yamada [11]). The position auto-
maton of a regular expression E recognizes the language L(E).
Example 1. Consider the regular expression E=((x∗y)∗+ x(x∗y)∗y)∗ and the linear
expression PE=((x∗1 y2)∗ + x3(x∗4 y5)∗y6)∗. We have
• Null(E)= {},
• First(E)= {x1; y2; x3},
• Last(E)= {y2; y6},
• Follow(E; x1)= {x1; y2}; Follow(E; y2)= {x1; y2; x3},
Follow(E; x3)=Follow(E; y5)= {x4; y5; y6},
Follow(E; x4)= {x4; y5}, Follow(E; y6)= {x1; y2; x3}.
The position automaton of E is shown by the Fig. 1.
5.2. Homogeneity of position automata
Lemma 5. The position automaton PE of a regular expression E is homogeneous.
Proof. From De,nition 3, we deduce that
(1) There is no transition in state 0, since 0 is not a position of E.
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Fig. 1. The position automaton for E= ((x∗y)∗ + x(x∗y)y)∗.
(2) By de,nition of the transition function , for all x in Q, for all y in Pos(E), and
for all a in , we have: y∈ (x; a)⇒ h(y)= a. Consequently, for all y in Pos(E),
all transitions in y have the same label h(y).
5.3. Homogeneous bounds for position automata
By Lemma 5, complexity bounds of Theorem 5 apply to position automata. On the
other hand, a position automaton is related to a regular expression, and it has a unique
initial state, with no in-transition. Theorem 5 is therefore restated according to these
speci,c features.
Theorem 6. Let E be a regular expression over the alphabet . Let na be the num-
ber of occurrences of symbol a in E; and n=1 +
∑
a∈ na. Let PE be the position
automaton of E; and DE be the subset-automaton of PE . Let n′ be the number of
states in DE . The automaton DE can be computed with the following complexity:
(1) Upper bound on the number of states: n′6(
∑
a∈ 2
na)− ||+ 1.
(2) Transition computation:
(a) O(n‘× na) for the transition ′(q′; a) from a noninitial state q′ labeled with
symbol ‘; for all a in ;
(b) O(n‘× n) for the set of transitions ′(q′) from a noninitial state q′ labeled
with symbol ‘;
(c) O(n× ∑‘∈ n‘2n‘) for the set of transitions of the subset-automaton.
(3) Set equality testing:
(a) O(
∑
a∈
√
na22na) when using lists;
(b) O(
∑
a∈ n
2
a log(na)2
na) when using balanced search trees.
Example 2. E=(a1 + (a2 + b3)∗a4)(a5 + b6)∗: the automata PE and DE are given by
Fig. 2; the standard bound is 127 and the new bound is 19.
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Fig. 2. (a) The nondeterministic automaton PE . (b) The deterministic automaton DE which is the subset
automaton of PE .
Example 3. E=(a+b)∗(babab(a+b)∗bab+bba(a+b)∗bab)(a+b)∗ [2]: the standard
bound is 8:3× 106 and the new bound is 8:7× 103.
6. ZPC-structures
An implicit construction of the position automaton, the so-called ZPC-structure
[20, 21, 13, 14], has been developed in 1995. It can be obtained in O(|E|) time, it
requires O(|E|) space, and it can be converted into a position automaton in O(|E|2)
time. The main feature of a ZPC-structure is that, for all subset P of states, the sub-
set (P), and the family of subsets ((P; a))a∈, can be computed in O(|E|) time. A
consequence is that operations usually performed on a NFA, such as membership lan-
guage testing or determinization, can be carried out on the implicit structure, without
expanding it, and with a lower complexity.
In this section, we ,rst recall how a regular expression can be converted into its
ZPC-structure. Then we review the major properties of ZPC-structures, and deduce
further improvements of subset construction.
6.1. From a regular expression to its ZPC-structure
Let us provide an unformal description of the conversion of a regular expression
into its ZPC-structure (a regular expression is said nullable if and only if the language
it denotes recognizes the empty word):
(1) Start from the syntax tree T ( PE) of PE. Process a depth-,rst search and link each
leaf to its successor and each node to its leftmost leaf and to its rightmost leaf.
Notice that these basic links give a direct access to the set of positions of a node.
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(2) Make two copies of T ( PE). These copies will soon be changed into two forests,
respectively, encoding the Last sets and the First sets of the subexpressions of E.
These forests are, respectively, denoted by Lasts(E) and Firsts(E). Notice that the
initial value of the basic links in Lasts(E) match the case where the Last set of a
node is the union of the Last sets of its children (or is the Last set of its child,
for a unary node). A similar property holds in Firsts(E).
(3) The Last set of a concatenation node whose right child is not nullable is the Last
set of its right child. We therefore process a depth-,rst search in Lasts(E) and,
for each such concatenation node, we disable the left child connection, and update
the leftmost pointer.
(4) Similarly, the First set of a concatenation node whose left child is not nullable is
the First set of its left child. For each such concatenation node in Firsts(E), we
therefore disable the right child connection, and update the rightmost pointer.
(5) The set of transitions produced by a concatenation operation is equal to the carte-
sian product of the Last set of its left child by the First set of its right child.
Similarly, the set of transitions produced by a Kleene’s star operation is equal to
the cartesian product of the Last set of its child by the First set of its child. Such
sets of transitions are called follow sets. For a concatenation node, we therefore
connect its left child in Lasts(E) to its right child in Firsts(E). For a Kleene’s star
node, we connect its child in Lasts(E) to its child in Firsts(E). We call follow
link a link representing a follow set.
(6) Redundant follow links may be eliminated, so that each transition is encoded by
a unique follow link.
Example 4. Let E= a(b+ a)∗+ a and PE= a1(b2 + a3)∗+ a4. The ZPC-structure of E
is shown in Fig. 3.
Remark 7. It is helpful to add two special positions, $ and #, and to process the
expression PE=$(a1(b2 + a3)∗ + a4)#. Position $ is associated to the initial state and
is involved in the follow set {$}×First(E). Position # is reached from positions in
Last(E) by scanning the end of the input word. It only appears in the set Last(E)×{#}.
Notice that $ also appears in this set if E is nullable.
Remark 8. It is easier to describe the ZPC-structure construction using two forests.
But they need not be implemented; the syntax tree, added with suitable pointers and
booleans to control disabled connections, is a better representation.
6.2. ZPC-structure properties
Formal properties of the ZPC-structure are reviewed now. Extended proofs can be
found in [20, 13].
Proposition 4 (Ziadi et al. [20] and Ponty et al. [13]). Let E be a regular expression
and SE be its ZPC-structure. The following properties hold:
(1) The structure SE can be constructed in O(|E|) space and time.
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Fig. 3. The ZPC-structure of E= a(b + a)∗ + a.
(2) The structure SE can be converted into the position automaton of E in O(|E|2)
time.
(3) The structure SE allows an O(|E|) space and time computation of the following
sets:
(a) the set " of nodes in Lasts(E) whose Last sets intersect a given position
set X; and which are the origin of a follow link;
(b) the set Y =
⋃
’∈& First(’) of positions in the First set of the target ’ of
follow links belonging to a given set.
Let X be a position subset and Y be the set of positions which are a target for
a transition exiting from a position in X . We have Y = (X )=
⋃
x∈X (x). A fast
algorithm to compute Y can be deduced from Proposition 4:3. A detailed exposition
can be found in [15], where membership testing is investigated.
Proposition 5. Given a position subset X; the set Y = (X ) can be computed in O(|E|)
space and time according to the following algorithm:
(1) Compute the set " of nodes ' in Lasts(E) such that Last(')∩X = ∅ and there
exists a follow link exiting from node '.
(2) Compute the set & of nodes ’ in Firsts(E) such that there exists a follow link
in " entering in ’. The set Y = (X ) is such that Y =
⋃
’∈& First(’).
(3) Deduce a set &′ from & so that the set Y be computed according to the formula:
Y =
⊎
’∈&′ First(’).
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Example 5. We consider the ZPC-structure of E = a(b+ a)∗ + a (see Fig. 4).
Step 1: X = {1; 3; 4}→"= {'1; '5; '7}.
Step 2: "= {'1; '5; '7}→&= {’11; ’6; ’7}.
Step 3: &= {’11; ’6; ’7}→&′= {’11; ’6; ’7}→Y = {2; 3; #}.
6.3. Transition computation
Let q′ be a deterministic state. According to the algorithm of Proposition 5, we com-
pute the sets "(q′) and &′(q′), associated to the subset q′, and the set (q′)=
⊎
’∈&′(q′)
First(’). The set (q′) can be obtained in O(|E|) space and time. By Lemma 4, sub-
sets (′(q′; a))a∈ can be retrieved from (q′) set with an overall O(|Q|) time com-
plexity, according to the formula ′(q′; a)= (q′)∩Q′a. Since the number n of states
in the position automaton of E is equal to ‖E‖ + 1, and since we can assume that
O(|E|)=O(‖E‖), the following proposition holds:
Proposition 6. Using the ZPC-structure of E; the time complexity of the transition
computation step is the following:
(1) O(n) for the set of transitions from a state q′;
(2) O(n
∑
‘∈ 2
n‘) for the set of transitions of the subset-automaton.
6.4. Set equality testing
Our aim is to reduce the size of subsets involved in set equality testing. We show
that for all q′ in Q′, a set ((q′) of nodes in T (E) can be deduced from the set &′(q′),
with the following properties:
(1) (q′)= (r′)⇔ ((q′)= ((r′),
(2) |((q′)|6|(q′)|,
(3) The set ((q′) is obtained in O(|E|) space and time.
Let us ,rst notice that properties (2) and (3) are satis,ed by the set &′(q′), which
is such that: (q′)=
⊎
’∈&′(q′) First(’). The number of First sets which occur in the
disjoint union is obviously less than or equal to the number of positions in (q′), hence
property (2) is satis,ed. Property (3) comes from Proposition 4. Property (1) is not
satis,ed however, since we can have &′(q′) = &′(r′) for two distinct states q′ and r′
such that (q′)= (r′). This situation is illustrated by the following example:
Example 6. We consider the Example 5 (Fig. 4). After determinization, we obtain the
following results:
0′ → {0}; (0′) = {1; 4}; (0′; a) = {1; 4}; (0′; b) = ∅;
1′ → {1; 4}; (1′) = {2; 3; #}; (1′; a) = {3}; (1′; b) = {2};
2′ → {3}; (2′) = {2; 3; #};
3′ → {2}; (3′) = {2; 3; #}:
It implies that (1′)= (2′)= {2; 3; #} whereas {’6; ’11}=&′(1′) = &′(2′)= {’7; ’11}.
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Fig. 4. Computation of (x) on the ZPC-structure of PE= a1(b2 + a3)∗ + a4.
Fig. 5. Computation of ((q′).
Let us now consider the set ((q′) de,ned as follows:
Denition 4. Let q′ be a deterministic state. The set ((q′) is the smallest set of nodes
in T (E) such that (q′)=
⋃
’∈((q′) Pos(’).
For all ’ in &′(q′), let a(’) be the farthest parent of ’ in T (E) such that First(’)⊆
Pos(a(’))⊆ (q′). Two distinct nodes ’1 and ’2 in &′(q′) may be such that a(’1)=
a(’2). Furthermore, substituting a node ’ in &′(q′) by a(’) adds no new position in
the set (q′). It implies that the set ((q′) can be deduced from &′(q′) by substituting
each node ’ by the node a(’).
Example 7. In this example (see Fig. 5), we assume that &′(q′)= {’8; ’11} and
(q′)={a2; b3; a4}. We have Pos(’6)=First(’8)∪First(’11). Furthermore, ’6 is a
child of ’4 which is such that Pos(’4)* (q′). Thus we get a(’8)= a(’11)=’6 and
((q′)= {’6}.
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Fig. 6. Algorithm to compute the set ((q′).
Proposition 7. The following properties hold:
(1) (q′)= (r′)⇔ ((q′)= ((r′);
(2) |((q′)|6|(q′)|;
(3) The set ((q′) is obtained in O(|E|) space and time.
Proof. For the direct part of property (1), proof comes from unicity of the set ((q′).
The inverse part of properties (1) and (2) are obvious. As for property (3), an O(|E|)
space and time algorithm is provided to compute the set ((q′) (see Fig. 6).
Finally, for all a in , the set (a(q′) can be deduced from the set ((q′) in the fol-
lowing way: (a(q′)= {’∈ ((q′) |Pos(’)∩Qa = ∅}. The following proposition deduces
from Proposition 7:
Proposition 8. The following properties hold:
(1) (q′; a)=
⋃
’∈(a(q′) Pos(’);
(2) (q′; a)= (r′; a)⇔ (a(q′)= (a(r′);
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(3) |(a(q′)|6|(q′; a)|;
(4) The set (a(q′) is obtained in O(|E|) space and time.
Since sets (a(q′) and (q′; a) are computed with the same complexity and since
(a(q′) is smaller than (q′; a), using sets (a(q′) instead of sets (q′; a) in the set
equality testing step should speed up subset construction.
6.5. ZPC-structure complexity
Complexity results about ZPC-structures are summarized in the following theorem:
Theorem 9. Let E be a regular expression over the alphabet . Let na be the num-
ber of occurrences of symbol a in E; and n=1 +
∑
a∈ na. Let PE be the position
automaton of E; and DE be the subset-automaton of PE . Let n′ be the number of
states in DE . The automaton DE can be deduced from the ZPC-structure SE of E
with the following complexity:
(1) Upper bound on the number of states: n′6(
∑
a∈ 2
na)− ||+ 1.
(2) Transition computation:
(a) O(n) for the set of transitions from a state q′;
(b) O(n×∑a∈ 2na) for the set of transitions of the subset-automaton.
(3) Set equality testing: the theoretical complexity is the same as for position
automata; using sets (a(q′) should however speed up the computation:
(a) O(
∑
a∈
√
na22na) when using lists;
(b) O(
∑
a∈ n
2
a log(na)2
na) when using balanced search trees.
7. Conclusion
The homogeneity property signi,cantly reduces the number of deterministic states;
as a consequence, the complexity of the transition computation and of the set equality
testing is generally much lower for homogeneous automata than for unrestricted au-
tomata. This complexity can be lessened still further in the case of position automata
as far as computation is carried out on the ZPC-structure whose main feature is to
allow the computation of transition sets via disjonctive unions.
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