Abstract-This paper proposes a recognition method for Chinese Noun Phrase based on word co-occurrence directed graph. An input document is firstly scanned in which noun word string is retrieved. Atomic word table and word cooccurrence directed graph is then generated according to the word strings. A search is performed on the graph to find the longest paths with priority weight satisfying certain criteria. The word strings corresponding to the paths are considered as noun phrases. As dimensionality reduction is applied, the scale of the word co-occurrence directed graph is reduced significantly, and thus the efficiency of the algorithm is improved. Experimental results demonstrate that the precision of noun phrase recognition reaches 95.4%.
INTRODUCTION
The Chinese distinguishing word is a fundamental research topic in the area of Natural Language Processing. The correctness of Chinese distinguishing word directly affects the subsequent processes. Currently, mainstream distinguishing word systems are based on string alignment, which is dependent on dictionaries. Consequently, when the text to be processed contains words that are not included in the dictionary, the words will be recognized as multiple separate words or morphemes. Noun phrase recognition has its practical values in the area of Machine Learning, Text Information Retrieval, and Information Extraction, etc.
YANG [1] proposed the methodology of classifying words into two categories, i.e., atomic words and compound words. An atomic word refers to a morpheme or sub-word sliced and recognized by the distinguishing system, and will constitute other new words; and compound words have complete meanings that are consisted of atomic words. As most words in a document are compound words including Noun Phrases. The reorganization of such compound words becomes fundamental and meaningful.
Based on intensive statistical analysis, YUAN et al [2] announced that the percentage that the meaning of a compound word was the composition of the meanings of its morphemes accounts for 87.8%, 93.2% and 87.0%, in nouns, verbs, and adjectives, respectively. More specifically, among Noun Phrases, words containing two noun short words account for 46.7%, and 57.2% for that of two noun morphemes.
In this paper, we are concerned about Noun Phrases which have complete meanings and are consisting of ) 2 ( ≥ L L noun atomic words. According to the analytical results in [2] , Noun Phrases following the form of "noun+…+noun" take a large percentage, without changing the meanings of the components. CHEN et al [3] concluded that an important word would appear multiple times in a document, with different words ahead of and after it. Based on the two points mentioned above, we propose a recognition method for Chinese Noun Phrase based on word co-occurrence directed graph, in which word co-occurrence means that multiple successive atomic words appear in the same sentence without any symbols between them. These atomic words form a word string. The word co-occurrence directed graph is then generated according to these word strings, with atomic words in the word string as the vertices in the graph, and edges connecting these co-occurrence vertices.
The remainder of this paper is organized as follows. We first give a brief survey on existing work related to this paper in Section II. We detail our proposed Noun Phrase recognition method in Section III. We present the experimental results on ten 863-Evaluation-CorpusDocuments in Section IV. Finally, conclusions are given in Section V.
II. RELATED WORK
Borrowing the idea of the cognitive mental model of human, CHEN et al [3] proposed a new detection algorithm based on directed net of word-sequence frequency to discover combined-word, for the recognition of combinedword in free texts. In the algorithm, a directed net characterizing the frequency of occurrence of word-sequence in a text document is first established. Then a specific matrix operation is performed to retrieve combined-words step by step. The advantages of the algorithm lie in little dependence on the linguistic expertise, and the precision can reach 90.2% demonstrated by their experimental results.
In 《 Chinese BaseNP Recognition and Structure Analysis》, ZHAO [4] proposed the formularized definition for Base Noun Phrase (BaseNP here after), which was the first work in China on the recognition of BaseNP.
ZHANG et al [5] developed an analytical model for the BaseNP of Chinese language based on knowledge graphs. The Chinese knowledge graphs is created using 《 HowNet 》 as its source of the semantic knowledge. Semantic is of their main concern, with syntax as the secondary consideration. "Knowledge graphs" are constructed by making sentences for every notional, and these "Knowledge graphs" are then combined together to create a "Phrase graphs", which eventually leads to a knowledge graphs including the structural information of the BaseNP and the semantic information in the Chinese language. The precision of the BaseNP recognition can reach 83.6%.
XU et al [6] adopted a combined classification method based on Error-driven to recognize Chinese BaseNP. The approach is integrated with CRF, SVM and TBL (Transformation Based Learning) model , and applies the SVM model to learn the rules of wrongly-processed corpuses by CRF and TBL. By making use of multiple classifiers, the recognition precision can be improved to 89.72％。
Concerning recognition of unregistered words, ZHOU [7] proposed a statistic and rules-based method. The input text is firstly segmented and tagged with Part-of-Speech for each word, while a temp dictionary is generated. Each word string is granted a weight according to the rule and its occurrence frequency. Then a greedy algorithm is used to find the longest path for each fragment, and thus the unregistered word can be then recognized. Experiments show that the precision can reach 81.25%.
LI [8] proposed a recognition method of the Hidden Markov Model (HMM) based on the genetic algorithm, which is developed on the basis of the high correctness of the Part-of-Speech Tagging. During the training stage, genetic algorithm is applied to gain HMM parameters, and in the recognition stage, an improved Viterbi algorithm is used to perform dynamic programming, and recognize Noun Phrase in the same layer. Then the hierarchical syntax parsing algorithm and the improved Viterbi algorithm are combined together to recognize recursive Noun Phrases. The combined algorithm can achieve a precision as 94.78, and the recall is 94.29%.
Church [9] used the boundary statistics method to recognize BaseNP in the English language. In this method, it starts to count the Part-of-Speech symbol at the beginning and ending positions of Noun Phrases from tagged corpus, which will result in two matrices: the probability matrix for the beginning positions of the Noun Phrases, and that of the ending positions. Then it gets the two neighboring Part-ofSpeech Tag from an input sentence, retrieves the largest probability from the probability matrix, then marks the start and the end, and thus recognizes BaseNP. However, the paper did not present experiment results.
Erik et al. [10] generated different classifiers by using different representations of the data. By combining the results with voting techniques, they managed to improve the best reported performances on standard data sets for baseNPs and arbitrary Noun Phrases.
Taku et at [11] adopted Support Vector Machines (SVMs) to identify English base phrases (chunks). The SVMs can summarize the multi-dimension input data. Besides, SVMs are able to finish training with little computing cost by using the properties of multi-dimension space. During the postprocessing phase, to further improve the recognition ability, a combined system based on weighted voting mechanism is constructed, which is composed of 8 SVMs models by training on different combination of features. The recognition precision can reach up to 95.77％.
III. NOUN PHRASE RECOGNITION ALGORITHM
We consider a word string (composed of ) 2 ( ≥ L L successive atomic words in a sentence) as a Noun Phrase if it satisfies following conditions. a) All atomic words in the word string are nouns.
b) The word string has multiple occurrences in the entire document. c) Such case is rare that a noun atomic word is in front of or after the word string, and the atomic word and the word string form a new word string. For future convenience, we refer the aforementioned determination to Hypothesis-1. Then we present a text section that is already segmented and tagged with Part-ofSpeech for each word. The example (Sample-1 here after) will be used throughout the paper.
① In Sample-1, ① and ② represent the ID of the two sentences, which are for the purpose for presentation and do not exist in the tagged text. The work in this paper is based on the three conditions of the Noun Phrase mentioned above.
A. Definition for Word co-occurrence Directed Graph
A word co-occurrence directed graph is denoted as
, where V refers to the set of all atomic words in the document, and E is the set of the word pairs. The starting point of an edge is the head-word of the word pair, and the ending point is the tail-word. The weight of each edge is a set of the positions of the occurrence of word pairs in the document, with a triple
as the element, which means the sentence ID, the starting position and end position of the word pair in the sentence.
We explain the terminologies that will be used later in the paper. In V , the elements are . Therefore, when performing the analogous intersection operation, the ending point of the edge (or path) of the left operand must be the starting point of the right operand.
As explained above, in the word co-occurrence directed graph, if the corresponding word string of a path
satisfies the three conditions of Hypothesis-1, the word string will be recognized as a Noun Phrase.
B. Generates Word co-occurrence Directed Graph
Usually, the scale of the set of atomic word in a document is very large. In [12] , Heaps found that the scale of a Corpus was related to the capacity of vocabulary as follows:
where v is the capacity of the vocabulary, n is the number of words in the corpus, k and β are parameters . Then in a document including 6000 words, the capacity of the vocabulary is around 4647. Obviously, the scale of the word co-occurrence directed graph generated from the vocabulary is very large.
To reduce the scale of the graph, we retrieve noun word string using condition a) when scanning the document. For example, tableⅠshows the noun word strings after Sample-1 is scanned. The word co-occurrence directed graph generated using table 1 is plotted in Fig. 1 . It can be seen that the scale of the graph has been significantly reduced, which will relieve the computational cost in the following steps. 
C. Noun Phrase Recognition
In our algorithm, we set an integer threshold We borrow the idea of the Bellman-Ford algorithm and design an algorithm to find the longest path with largest weight value for multiple starting points in the word cooccurrence directed graph. We use the algorithm to find Noun Phrases.
The algorithm is presented as follows. 
, go to step 7. 4) Store the recognized Noun Phrase. 5) Delete the extracted path of the Noun Phrase from the word co-occurrence directed graph. 6) Perform dimensionality reduction to the word cooccurrence directed graph. 7) If the graph is not null, then return to step 1. 8) Output all recognized noun phrase, and algorithm terminates.
Through the iterative search of the algorithm, it is able to find the longest path satisfying the 3 conditions of Hypothesis-1, and thus the Noun Phrases are recognized.
As the length-first strategy is applied, longer Noun Phrase will be recognized first. The benefit lies in the fact if a Noun Phrase contains another Noun Phrase, these two Noun Phrases can be recognized in order.
IV. EXPERIMENTS
We select 10 863-Evaluation-Corpus Documents as our experiment data set. The average number of words is around 3017. And ICTCLAS developed by Chinese Academy of Science is used as the distinguishing word system.
To evaluate the correctness of recognizing a Noun Phrase, if the Noun Phrase indeed represents a compete meaning in the document, the recognition is considered as 'correct'. Table II shows the experimental results. We have studied the Noun Phrases that are not correctly recognized and find that the results, according to our algorithm can only solve the case of "noun+…+noun", words marked as other Part-of-Speech will be filtered out, which leads to incorrect recognition of such Noun Phrase. We will leave the problem to our follow-up work
As we are using a data set different from other strategies, we are not able to conduct the comparison study between other literature and our work, we use the precision mentioned in their papers and our method, and demonstrate the comparison result in Fig. 5 Method Proposed by [6] Method Proposed by [8] Our Method Method Proposed by [11] Precision(%) Figure 5 . Compare with other methods Fig. 5 illustrates the efficiency of our algorithm. The precision of our method is only lower than [11] by 0.37%, but higher than other methods in [5] [6] [8] .
V. CONCLUSION AND FUTURE DIRECTIONS
In this paper, the Hypothesis-1 for determining a Noun Phrase is verified by experimental results. A recognition method is proposed based on the word co-occurrence directed graph. It generates the word co-occurrence directed graph according to the noun atomic word strings that it has retrieved. Then a search for the paths satisfying the condition of a Noun Phrase is performed in the directed graph, and thus looks for Noun Phrases. The experiments show that the average correctness ratio can reach as high as 95.40%, which verifies the efficacy and feasibility of our approach. With further improvement, it can be also applied to the recognition of BaseNP and compound words.
As the performance of the recognition relies on the correctness of distinguishing words, in our future work the distinguishing word system will be improved to increase recognition precision. Now our algorithm can only recognize the structure of "noun+…+noun". We will extend it to cover "gerund + noun", "verb + noun" and "adjective + noun" cases. Moreover, the value of the integer threshold T will affect the performance of the recognition of Noun Phrases.
Currently a Noun Phrase of weight lower T is not able to be recognized. Our future work will involve combining semantic interpretation in the context to recognize such Noun Phrases.
