We investigate the hardness of approximating a transshipment problem with a permutable transit vector. We have already known that the transshipment problem of minimizing the total shipping cost is NP-hard. In this paper, we prove that even if the unit shipping cost associated with every arc is given as a positive integer, there is no polynomial time constant factor approximation algorithm for the transshipment problem under the hypothesis that P =NP. We obtain the inapproximability result by a gap-introducing reduction from an NP-complete problem by the name of 3DM. On the other hand, we propose a preparatory heuristic algorithm to the transshipment problem, which is based on a relaxation into the minimum cost flow problem and the minimum weight perfect matching on a bipartite graph. We also provide an upper bound of the total shipping cost obtained by the proposed heuristic.
Introduction
In this paper, we investigate the hardness of approximating a transshipment problem with a permutable transit vector. The transshipment problem is defined on a digraph with three kinds of vertices, i.e., supply, transit and demand vertices. The supply and demand vectors are fixed, while the transit vector is permutable. That is, a transit vertex is one-to-one assigned an entry of the transit vector as the amount of flow passing through the transit vertex so that the total shipping cost is minimized. We call the problem TRANSSHIP for short. Problem TRANSSHIP is a generalization of the transportation problem with a permutable demand vector, which appears in several applications such as an assignment model of component types to storage positions in production of printed circuit boards and a location model of warehouse facilities (Meusel and Burkard [10] ). From the NP-hardness of the transportation problem with a permutable demand vector (Hujter, Klinz and Woeginger [6] , Meusel and Burkard [10] ), we have already known that problem TRANSSHIP is also NP-hard. On the other hand, the transportation problem can be solved in polynomial time if each entry of the permutable demand vector takes zero, one, or two (Hujter, Klinz and Woeginger [6] ).
Recently, it has been showed that problem TRANSSHIP remains NP-hard even if each entry of the permutable transit vector takes either zero or two (Karuno, Tachibana and Yamashita [8] ). The complexity result is proved by a polynomial time reduction from an NP-complete problem by the name of 3DM (which is the abbreviation for 3-DIMENSIONAL MATCHING, e.g., see Garey and Johnson [4] ). Also, it has been showed that problem TRANSSHIP can be solved in polynomial time if each entry of the permutable transit vector takes either zero or one (Karuno, Tachibana and Yamashita [8] ). A minimum cost flow algorithm (Edmonds and Karp [3] , Tomizawa [12] ) is applied to the special case of problem TRANSSHIP so that the exact algorithm runs in polynomial time.
In this paper, we prove that even if the unit shipping cost associated with every arc is given as a positive integer, there is no polynomial time constant factor approximation algorithm for problem TRANSSHIP under the hypothesis that P =NP (e.g., see also Garey and Johnson [4] for the hypothesis). We obtain the inapproximability result by a gapintroducing reduction (e.g., see Asano [1] ) from the NP-complete 3DM, which means that any approximate solution with a constant factor is as hard to determine as the optimal solution.
On the other hand, we propose a preparatory heuristic algorithm to problem TRANS-SHIP, which is based on a relaxation into the minimum cost flow problem (e.g., see additionally Asano et al. [2] ) and the minimum weight perfect matching on a bipartite graph (the matching problem is often called the assignment problem, e.g., see also Asano et al. [2] ). The proposed heuristic runs in polynomial time. We provide an upper bound of the total shipping cost obtained by the proposed heuristic, which involves the minimum weight of a perfect matching on the bipartite graph (of course, it has no theoretical guarantee of a constant factor under the hypothesis that P =NP). Also, we generate a few kinds of numerical test instances to examine the performance of the proposed heuristic empirically.
The remainder of this paper is organized as follows. In Section 2, we give the mathematical description of problem TRANSSHIP. In Section 3, we prove the inapproximability of problem TRANSSHIP by a gap-introducing reduction from problem 3DM. In Section 4, we propose the preparatory heuristic algorithm, and provide an upper bound of the total shipping cost obtained by the heuristic. In Section 5, we examine the performance of the heuristic empirically. In Section 6, we make some concluding remarks. 1 } is its set of sources (i.e., supply vertices), V T = {j | j = 1, 2, . . . , n} is its set of relays (i.e., transit vertices), V 2 = {k | k = 1, 2, . . . , m 2 } is its set of sinks (i.e., demand vertices),
Problem Description
is its set of arcs from the sources to the relays, and
} is its set of arcs from the relays to the sinks. Figure 1 illustrates the network of problem TRANSSHIP.
Each source i ∈ V 1 has a positive integral supply a i , and each sink k ∈ V 2 has a positive integral demand b k . The amount of flow out of a source must equal its supply, and the amount of flow into a sink must equal its demand. We denote a supply vector and a demand vector by a = (a 1 , a 2 
We are also given a vector r = (r 1 , r 2 , . . . , r n ) of transits. Each entry r j of the transit vector r is a non-negative integer, j = 1, 2, . . . , n. Let ϕ = (ϕ(1), ϕ(2), . . . , ϕ(n)) be a permutation on {1, 2, . . . , n}, which is a decision variable of problem TRANSSHIP. Then the amount of flow into a relay j ∈ V T is required to equal transit r ϕ(j) , and the amount of flow out of the relay is also required to equal the r ϕ(j) . We refer to the ϕ as a transit permutation. For the total amounts of supplies, transits and demands, it is assumed
as the feasibility condition. The unit shipping cost from i ∈ V 1 to j ∈ V T is denoted by p ij ≥ 0. If there is no arc from i to j in a certain practical situation, we take p ij to be sufficiently large in modeling. Thus, without loss of generality, we can assume that there is an arc from each source to each relay. The unit shipping cost from j ∈ V T to k ∈ V 2 is denoted by q jk ≥ 0. We define
as the numbers of arcs from sources to relays and from relays to sinks, respectively. We represent by I = (D, a, b, r, p, q) an instance of problem TRANSSHIP. Let x ij be the amount of flow from i ∈ V 1 to j ∈ V T , and let y jk be the amount of flow from j ∈ V T to k ∈ V 2 , which are also decision variables of problem TRANSSHIP. For a transit permutation ϕ, a solution (x, y) of flow is feasible if it satisfies the mass balance constraint at each of sources, relays and sinks, where x ∈ R θ 1 + and y ∈ R θ 2 + . For a given transit permutation ϕ, let z(ϕ; x, y) be the total shipping cost of a feasible solution (x, y) of flow. Then the problem of minimizing the total shipping cost under a given ϕ is formulated as follows.
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Equations (2.3)-(2.5) represent the mass balance constraints at the vertices. In partic-ular, Equation (2.4) is the remarkable restriction of problem TRANSSHIP. We denote bỹ z(ϕ) the minimum of the total shipping cost z(ϕ; x, y) under a given transit permutation ϕ, and by (x(ϕ),ỹ(ϕ)) a feasible solution of flow that attainsz(ϕ) = z(ϕ;x(ϕ),ỹ(ϕ)). Notice that given a transit permutation ϕ, the solution (x(ϕ),ỹ(ϕ)) of flow can be computed in polynomial time, for example, by solving the classical transportation problem (e.g., see Katoh [9] ). For a given instance I = (D, a, b, r, p, q) of problem TRANSSHIP, the objective is to find a transit permutation ϕ * that satisfiesz(ϕ * ) ≤z(ϕ) for any transit permutation ϕ. We refer to the ϕ * as an optimal permutation, and z * =z(ϕ * ) as the optimal total shipping cost, or simply as the optimal value. Moreover, we call (x(ϕ * ),ỹ(ϕ * )) an optimal solution of flow. Thez(ϕ) defined in the previous paragraph with a given transit permutation ϕ is called a minimal value, and (x(ϕ),ỹ(ϕ)) is called a minimal solution of flow.
If the unit shipping costs from j ∈ V T to k ∈ V 2 are given by q jk = 0 for all arcs (j, k) ∈ A 2 , problem TRANSSHIP is equivalent to the transportation problem with a permutable demand vector (Hujter, Klinz and Woeginger [6] , Meusel and Burkard [10] ). As mentioned in the previous section, problem TRANSSHIP of finding an optimal permutation ϕ * is NPhard (Hujter, Klinz and Woeginger [6] , Karuno, Tachibana and Yamashita [8] , Meusel and Burkard [10] ).
An Inapproximability
Let (> 1) be a finite number, which may be a function of the input size of problem TRANSSHIP. For any instance I = (D, a, b, r, p, q) of problem TRANSSHIP, if some polynomial time algorithm delivers an approximate transit permutation ϕ such that the total shipping cost satisfiesz
it is referred to as a polynomial time approximation algorithm with factor , or a polynomial time -approximation algorithm for problem TRANSSHIP. The factor is often called the performance ratio or approximation ratio. As the name implies, a polynomial time constant factor approximation algorithm has a constant performance ratio independent of the input size (e.g., see Asano [1] ). Problem TRANSSHIP remains NP-hard even if each entry of the permutable transit vector takes either zero or two, i.e., r j ∈ {0, 2} for all j = 1, 2, . . . , n (Karuno, Tachibana and Yamashita [8] ). The complexity result is obtained by a polynomial time reduction from the following problem.
3DM (3-DIMENSIONAL MATCHING)
are disjoint sets having the same number h of elements. Question: Does T contain a three-dimensional matching, i.e., a subset M ⊆ T such that |M| = h and no two elements of M agree in any coordinate ? Problem 3DM has been known to be NP-complete (e.g., see Garey and Johnson [4] ). Note that for an instance of problem TRANSSHIP with z * = 0, a polynomial timeapproximation algorithm has to find an optimal permutation ϕ * if it exists. Thus, together with the discussion of the proof by Karuno, Tachibana and Yamashita [8] , there is no constant factor approximation algorithm for problem TRANSSHIP under the hypothesis that P =NP. In this paper, we strengthen the polynomial time reduction to give a gapintroducing reduction, which proves the following theorem.
Theorem 1
For any finite constant (> 1), there is no polynomial time -approximation algorithm for problem TRANSSHIP even if the unit shipping cost associated with every arc is given as a positive integer under the hypothesis that P =NP. Proof. Given an instance of problem 3DM, we transform it polynomially into the following instance of problem TRANSSHIP.
• Digraph:
. . , h} (and hence, let m 1 = 2h, n = g and m 2 = h).
• Supplies, transits, and demands: Set a i = 1 for i = 1, 2, . . . , 2h. For j = 1, 2, . . . , h, set r j = 2 and for
• Unit shipping costs associated with arcs: Set
Figure 2 illustrates the network obtained by the above transformation from problem 3DM. Each relay j ∈ V T receives two arcs with p ij = 1 and 2h − 2 arcs with p ij = 4h from the sources, while it gives out one arc with q jk = 1 and h − 1 arcs with q jk = 2h to the sinks. Note that the unit shipping cost on every arc is given as a positive integer, and hence the optimal value is positive, i.e., z * > 0. It suffices to show that the transformed instance of problem TRANSSHIP has an optimal permutation ϕ * such that the optimal value satisfies
• z * ≤ 4h if the given instance of problem 3DM has a solution M of three-dimensional matching, • z * > 4h if the given instance of problem 3DM does not have a solution of threedimensional matching.
The reason is explained as follows. Suppose that there is a polynomial time -approximation algorithm for problem TRANSSHIP. Then, it returns the total shipping cost within 4h if the transformed instance of problem TRANSSHIP has an optimal permutation ϕ * with z * =z(ϕ * ) ≤ 4h. Otherwise, it returns the total shipping cost more than 4h . That is, if there exists a polynomial time -approximation algorithm for problem TRANSSHIP, it can identify whether the transformed instance of problem TRANSSHIP has an optimal permutation ϕ * with z * =z(ϕ * ) ≤ 4h. This implies that the polynomial time -approximation algorithm can solve problem 3DM in polynomial time, which contradicts the NP-completeness of problem 3DM under the hypothesis that P =NP. 
Since each element of A ∪B ∪R appears exactly once in the 3-tuples of M, the mass balance constraints are satisfied (see Equations (2.3)-(2.5)). From Equations (3.2)-(3.7), we also see that the solution (x, y) of flow uses only arcs such that the unit shipping costs are one. Thus, the total shipping cost is obtained as
Contrarily, suppose that there is no solution of three-dimensional matching to the given instance of problem 3DM. We construct any possible transit permutation ϕ in the following manner. Let M ⊆ T be any subset of 3-tuples such that |M | = h, and let V M ⊆ V T be the corresponding subset of relays to M (it also satisfies |V M | = h). We assign h transits with r j = 2 to the h vertices of V M one by one, while we assign g − h transits with r j = 0 to the remaining g − h vertices of V T \ V M one by one. Let ϕ M be a transit permutation based on such an assignment of transits. Then, a possible transit permutation ϕ can be written as a certain ϕ M , since the permutable transit vector r = (r 1 , r 2 , . . . , r g ) contains h entries with r j = 2 and g − h entries with r j = 0. Notice that for any subset M , at least one element of the union A ∪ B ∪ R does not appear in the 3-tuples of M . We denote by e ∈ A ∪ B ∪ R such an element. We distinguish the following two cases.
If e ∈ A ∪ B (as the first case), source e ∈ V 1 must send its supply a e = 1 to some relays j ∈ V M with r ϕ M (j) = 2 by using arcs such that the unit shipping costs are 4h since either e = α j or e = β j . Thus, for any feasible solution (x, y) of flow under the transit permutation ϕ M , it holds
If e ∈ R (as the second case), sink e = e − 2h ∈ V 2 must receive its demand b e = 2 from some relays j ∈ V M with r ϕ M (j) = 2 by using arcs such that the unit shipping costs are 2h since e = e + 2h = γ j . Thus, also in the second case, it holds
Therefore, if there is no solution of three-dimensional matching to the given instance of problem 3DM, any optimal permutation ϕ * has the optimal value such that z * > 4h .
A Preparatory Heuristic
In this section, we would like to propose a preparatory heuristic algorithm to problem TRANSSHIP in order to solve the problem empirically well for future.
Algorithm
The proposed heuristic consists of two stages. At the first stage, for a given instance I of problem TRANSSHIP, the heuristic relaxes the mass balance constraints at relays (see Equation (2.4)). That is, it solves the minimum cost flow problem as a relaxation of problem TRANSSHIP. The relaxation delivers a lower bound of the optimal total shipping cost z * . More precisely, the heuristic solves the following problem at the first stage, instead of solving problem TRANSSHIP directly.
We name the above problem MCF RELAX. Notice that the r ϕ(j) in Equation (2.4) is dropped out of Equation (4.2), and problem MCF RELAX is a special case of the minimum cost flow problem. Since the minimum cost flow problem can be solved in polynomial time (e.g., see Asano et al. [2] , Orlin [11] ), problem MCF RELAX can also be solved in polynomial time.
Given an instance I = (D, a, b, r, p, q) of problem TRANSSHIP, we denote by L(I) = (D, a, b, p, q) the corresponding instance of problem MCF RELAX, and by λ * (L(I)) the minimum of a solution of flow, which must be feasible for instance L(I), but does not have to be feasible for instance I (i.e., it must satisfy Equations (2.3), (2.5)-(2.7) and (4.2), but does not have to satisfy Equation (2.4)). From now on, we especially denote by z * (I) the optimal value of a given instance I of problem TRANSSHIP. It is obvious that the following lemma holds.
Lemma 1 For a given instance I = (D, a, b, r, p, q) of problem TRANSSHIP and the corresponding instance L(I) = (D, a, b, p, q) of problem MCF RELAX, let z * (I) be the optimal value of instance I, and let λ * (L(I)) be the minimum of a feasible solution of flow of instance L(I). Then, it holds
When it has solved problem MCF RELAX at the first stage, it has also known how much amount of flow passes through each relay in the solution (x,ŷ) of flow that attains the minimum λ * (L(I)) (= λ(x,ŷ)). We denote byr = (r 1 ,r 1 , . . . ,r n ) the amounts of flows passing through the relays (i.e.,r j = i∈V 1x ij = k∈V 2ŷ jk for each j ∈ V T in Equation (4.2)), and call ther an ideal transit vector.
At the second stage, the heuristic assigns n entries of the given r = (r 1 , r 2 , . . . , r n ) of transit vector to n relays. The assignment is based on the minimum weight perfect matching on a complete bipartite graph. Let S = {u s | s = 1, 2, . . . , n} and T = {v t | t = 1, 2, . . . , n} be sets of n vertices, and let G I = (S T , E = S × T ) be a complete bipartite graph with respect to the two sets S and T of vertices, where E is its set of n × n edges. Weight of each edge (u s , v t ) ∈ E is defined by the absolute difference between the given transit and ideal transit, i.e.,
For a given instance I of problem TRANSSHIP, the proposed heuristic solves the minimum weight perfect matching problem (MWPM for short) on the complete bipartite graph G I at the second stage. We denote by K(I) = (G I , w) the corresponding instance of problem MWPM, and by μ * (K(I)) the minimum weight of a matching F ⊂ E. The minimum weight μ * (K(I)) is going to be used later for expressing an upper bound of the performance.
Let F * ⊂ E be a matching that attains the minimum weight μ * (K(I)). Then, the heuristic assigns each entry r j of the given transit vector to a relay j ∈ V T such that it satisfies (u j , v j ) ∈ F * . That is, let ϕ H = (ϕ H (1), ϕ H (2), . . . , ϕ H (n)) be the transit permutation obtained by the heuristic, then it sets as ϕ H (j ) = j. It is well known that the minimum weight perfect matching problem on a complete bipartite graph can be solved in polynomial time (e.g., see Asano et al. [2] ), and therefore the proposed heuristic theoretically runs in polynomial time.
The proposed heuristic is summarized as follows. 
Algorithm

An upper bound of the performance
We introduce the following notations Δp = p max − p min and Δq = q max − q min , (4.5) where
For a given instance I = (D, a, b, r, p, q) of problem TRANSSHIP such that it satisfies p ij > 0 and q jk > 0 for all i ∈ V 1 , j ∈ V T and k ∈ V 2 , by using Δp, Δq and the minimum weight μ * (K(I)) of the corresponding instance of problem MWPM, we express an upper bound of the performance of the proposed heuristic (although it is not possible to be a constant factor under the hypothesis that P =NP). I = (D, a, b, r, p, q) of problem TRANSSHIP such that the unit shipping cost associated with every arc is given as a positive integer, let z * (I) (> 0) be the optimal value of instance I, and let λ * (L(I)) (> 0) and μ * (K(I)) be the minimum of a solution of flow and the minimum weight for the corresponding instances L(I) and K(I) of problems MCF RELAX and MWPM, respectively. Then, the proposed heuristic delivers a transit permutation ϕ H such that it satisfies
Theorem 2 For a given instance
Proof. For the ideal transit vectorr = (r 1 ,r 1 , . . . ,r n ) and the transit permutation ϕ H = (ϕ H (1), ϕ H (2), . . . , ϕ H (n)) obtained by the proposed heuristic, let
be subsets of relays. We call a relay j ∈ V + T hankering relay, and a relay j ∈ V − T glutted relay. By the feasibility condition (see Equation (2.1)) and by definition, it holds
and it also holds
Hence, we have
For the transit permutation ϕ H , we construct a feasible solution (x , y ) of flow by modifying the solution (x,ŷ) of flow that attains the minimum λ * (L(I)) (= λ(x,ŷ)). That is, we change the routes of surplus flows passing through the glutted relays j ∈ V − T so that the surplus flows pass through the hankering relays j ∈ V + T , and the mass balance constraints at all n relays are satisfied, maintaining the mass balances at all m 1 sources and all m 2 sinks.
The amount of surplus flows is μ * (K(I))/2 (see Equation (4.7)). The shipping cost of an unit surplus flow on the new routes is at most p max + q max , while the shipping cost of it on the original routes is at least p min + q min . Hence, the change of the routes of surplus flows incurs the increase of the total shipping cost of at most
By the minimality, it is trivial thatz(ϕ H ) ≤ z(ϕ H ; x , y ), and hence we havẽ
which implies the theorem, together with Lemma 1.
Numerical Results
In this section, we generate a few kinds of test instances, and by using these instances, we examine the performance of the proposed heuristic empirically. We adopt the primal simplex method for the minimum cost flow problem (e.g., see Ibaraki and Fukushima [7] ) to compute the minimum λ * (L(I)) of problem MCF RELAX and the minimum weight μ * (K(I)) of problem MWPM in Equation (4.6). It is well known that the primal simplex method runs fast in practice, although it does not run in polynomial time theoretically. The program is written in C, and it is compiled by Microsoft Visual C++ 2008 Express Edition. The experiment is carried out on a personal computer with Intel Pentium M CPU (1.2GHz) and 1GB memory (Panasonic CF-W4HWSAXC).
The following parameters are set to generate the test instances.
• The number of relays: n ∈ {8, 40, 80, 120, 160}.
• The numbers of sources and sinks: m 1 , m 2 ∈ [4, 16] for the case of n = 8, and m 1 , m 2 ∈ {n/8, n/4, n/2, n, 2n} for the case of n ∈ {40, 80, 120, 160}. In the whole of this experiment, these are set as m 1 = m 2 .
• Supplies: a i = 24 for the case of n = 8, and a i = 8m 1 the case of n ∈ {40, 80, 120, 160}, which are set to be even for all sources i = 1, 2, . . . , m 1 .
• Demands: b k = 24 for the case of n = 8, and b k = 8m 2 for the case of n ∈ {40, 80, 120, 160}, which are set to be even for all sinks k = 1, 2, . . . , m 2 .
• Transits: r j 's are generated by the following manner. The coefficient of non-zero transits is newly defined by η = The number of transits such that r j > 0 for j = 1, 2, . . . , n The number of all transits, which is equal to n .
The coefficient is chosen among η ∈ {0.25, 0.5, 1.0}. The non-zero transits are randomly assigned to η × n relays, and are set to be even, i.e., for j = 1, 2, . . . , n,
• The unit shipping costs: p ij 's and q jk 's are uniformly random integers in
where the mean value is fixed as c mean = 50 and the coefficient of variation is chosen among CV ∈ {0.1, 0.3, 0.5}. For example, if CV = 0.3, the interval is set as [24, 76] . In all the tables of results, each of the data indicates the mean value for ten instances. The notations used in the tables have the following meanings.
• R OPT : The ratio of the total shipping cost obtained by the proposed heuristic to the optimal value, i.e.,
The optimal value z * (I) is computed by the GLPK solver [5] only for the case of n = 8 (which obtained the z * (I) within 120 [sec] for any test instance with n = 8). In order to apply the GLPK solver, problem TRANSSHIP is formulated as a mixed 0-1 integer programming problem, i.e., instead of a transit permutation ϕ, for j = 1, 2, . . . , n and ν = 1, 2, . . . , n, the following 0-1 variables τ j,ν are introduced.
otherwise.
• R LB : The ratio of the total shipping cost obtained by the proposed heuristic to a lower bound obtained by solving problem MCF RELAX (see Equation (4.3)), i.e.,
.
• UB: The upper bound of the performance (see Equation (4.6)), i.e.,
where Δp and Δq are approximately computed as
by using Equation (5.1).
• CPU: The execution time of CPU required to obtain a transit permutation. Table 1 shows the empirical performance of the proposed heuristic for test instances with n = 8. The ratio R OPT is no more than 1.10. Except for the case of m 1 = m 2 = 5 and η = 0.25, the relative error of the proposed heuristic is no more than 6%. On the other hand, we observe a wide gap between the ratio R OPT and the upper bound UB of the performance, for example, R OPT = 1.02 and UB = 2.76 when m 1 = m 2 = 16 and η = 0.25. Table 2 shows the results of the proposed heuristic for test instances with n ∈ {40, 80, 120, 160} and η = 0.25. Since R LB ≥ R OPT holds by definition, we can see that the relative error of the proposed heuristic is about 15% at the maximum when the coefficient of variation of the unit shipping costs is set as CV = 0.1 and CV = 0.3. Of course, R LB = 1.00 does not mean R LB = 1 (i.e., if R LB = 1, it means that the proposed heuristic obtained the optimal values for all the ten instances tested). For the instances with m 1 = η × n = m 2 (for example, m 1 = m 2 = 40, n = 160 and η = 0.25), the proposed heuristic tends to use η × n disjoint shortest paths from the m 1 (= η × n) sources to the m 2 (= η × n) sinks. As the result, the ratios R LB are relatively smaller than those for other instances. Table 3 with respect to η = 0.5 shows a similar performance of the proposed heuristic to that in the above table (i.e., Table 2 ) with respect to η = 0.25. Table 4 shows the execution time of the proposed heuristic. The primal simplex method for the minimum cost flow problem which we adopt seems to perform fast in the proposed heuristic, and the heuristic solves each test instance within 1 [sec] . We would like to remind the readers that, for example, in the case of m 1 = m 2 = 160 and n = 160, the number of arcs in the network is 51,200, which is equivalent to the number of variables in a solution (x, y) of flow. The minimal solution (x(ϕ H ),ỹ(ϕ H )) of flow can also be obtained by the primal simplex method for the minimum cost flow problem as well as the heuristic transit permutation ϕ H . 
