Abstract. In this work we study the behavior of a family of solutions of a semilinear elliptic equation, with homogeneous Neumann boundary condition, posed in a two-dimensional oscillating thin region with reaction terms concentrated in a neighborhood of the oscillatory boundary. Our main result is concerned with the upper and lower semicontinuity of the set of solutions. We show that the solutions of our perturbed equation can be approximated with ones of a one-dimensional equation, which also captures the effects of all relevant physical processes that take place in the original problem.
Introduction
In this paper we investigate the behavior of a family of solutions given by a semilinear elliptic equation, with homogeneous Neumann boundary condition, defined in a two-dimensional oscillating thin region R ε with reaction terms concentrated in a neighborhood o ε of the oscillatory boundary of R ε . We deal with an elliptic reaction-diffusion equation posed in the bounded open set R ε which degenerates into a line segment as the positive parameter ε goes to zero. Also, we assume that the reaction of the model only occur in a narrow strip o ε close to the border, which also can present high oscillatory structure. See Figure 1 below which illustrates the open region R ε and the narrow neighborhood o ε mentioned here.
o ϵ R ϵ Figure 1 . The thin domain R ε and the strip o ε where reactions take place.
Our main result is that the family of solutions are upper and lower semicontinuous at ε = 0. Indeed, we show that the starting singular equation defined in the two-dimensional region can be approximated with one which is a one-dimensional regular equation, which captures the effects of all relevant physical processes that take place in the original problem. Therefore, the limit equation will preserve features of the original system, giving conditions to access the qualitative behavior of the modeled problem in a simpler way.
Let us recall that elliptic boundary value problem models diffusion and interactions among agents which can be cells, amount of chemicals or biological organisms. Thus, we are supposing here that the agents are located in an extremely thin region with reactions taking place just in a small neighborhood of the border. It is worth noting that our model includes the possibility that the thin region as well the narrow neighborhood present high oscillatory behavior, modeling complex regions of interactions.
Potential applications of our results can be seen for instance in [1, 2, 3, 4, 5, 6, 7, 8] where theoretical and practical aspects of mathematical modeling and applications are investigated. The fields mentioned are such as lubrication, nanotechnology, fluid-structure interaction mechanism in vascular dynamics and management and control of aquatic ecological systems, where one can find localized concentrations in connection with boundary complexity in thin channels.
There are several works dealing with partial differential equations posed in thin domains. We first mention the pioneering works [10, 11] , as well the subsequent papers [12, 13, 14] , where the authors investigate the asymptotic behavior of dynamical systems given by a class of semilinear parabolic equations in thin domains of R n , n ≥ 2. We also cite [15, 16] where the p-Laplacian problem in thin regions is considered, and [17] , which studies a linear elliptic problem in perforated thin domains with rapidly varying thickness. In [18] the authors consider nonlinear monotone problems in a multidomain with a highly oscillating boundary. In [19, 20, 21, 22, 23, 24, 25, 26] and references therein, we have recently studied many classes of oscillating thin regions for elliptic and parabolic equations with Neumann boundary conditions, discussing limit problems and convergence properties. For nonlocal equations in thin structures we also mention [27, 28, 29, 30] .
On the other hand, there are many works in the literature concerned with singular elliptic and parabolic problems featuring potential and reactions terms concentrated in a small neighborhood of a portion of the boundary. In fixed bounded domains, we cite the pioneering works [31, 32, 33] . In regions presenting oscillatory behavior, we mention the recent ones [34, 35] . In [36, 37] we also have studied problems allowing narrow strips with oscillatory border in fixed bounded open sets.
Our main goal here is to discuss a model combining these both singular situations (the thin domain problem and concentrated reactions) in a more general framework. For this, we generalize [38] adapting methods and techniques developed in [31] to deal with concentrated integrals getting appropriate estimates. Then, we can pass to the limit in our model obtaining its asymptotic behavior at = 0.
The paper is organized as follows: in Section 2, we set our assumptions, notations and state the main result concerning to the upper and lower semicontinuity of the set of solutions. In Section 3, we introduce our functional setting, and obtain results which allow us to estimate the concentrated integrals. In Section 4, we deal with nonlinear maps related with the nonlinear reaction terms of the equation, and in Section 5, we show our main result getting the asymptotic behavior of the solutions at = 0.
Assumptions, notations and main result
Let us consider the following semilinear elliptic equation with homogeneous Neumann boundary conditions
where for each ε > 0, R ε ⊂ R 2 is an oscillating thin domain given by
The vector ν ε = (ν ε 1 , ν ε 2 ) denotes the unit outward normal vector to the boundary ∂R ε , ∂/∂ν ε is the normal derivative, and χ oε is the characteristic function of the set o ε defined by
We assume
(ii) the nonlinearity f : R → R is a C 2 function; (iii) the functions g, h : (0, 1) → R are positive, L g and L h -periodic, respectively, and possess g 0 , g 1 , h 0 , h 1 ∈ R such that
(iv) g has bounded derivative.
Remark 2.1. Notice that, calling g ε (x) = g(x/ε) and h ε (x) = h(x/ε β ), it follows from [50, Theorem 2.6] that there exist µ g , µ h ∈ R such that
The constants µ g and µ h are the average of the periodic functions g and h respectively.
Let us emphasize that R ε ⊂ (0, 1) × (0, εg 1 ) is a two-dimensional thin region with oscillatory boundary which degenerates to the unit interval as ε → 0. Also, o ε ⊂ R ε represents an oscillating ε-neighborhood to the upper boundary of R ε where the reaction term takes place.
Notice that here, we are in agreement with [31] . We combine the characteristic function χ oε and the positive parameter ε in order to set concentration of reactions on the small strip o ε ⊂ R ε through the term
We will show that, in a certain functional setting, the family of solutions from the perturbed problem (2.1) converges to a solution of a one-dimensional equation of the same type, with homogeneous Neumann boundary condition, capturing the variable profile of the domain R ε as well as the oscillatory behavior of the neighborhood o ε . Indeed, we obtain the following limit problem
The function X is the unique solution of the auxiliary problem
is the representative cell of the thin region R ε . The vector N = (N 1 , N 2 ) is the outward normal vector to the boundary ∂Y * with B 1 and B 2 denoting the upper and lower boundary of ∂Y * respectively. Notice that the diffusion coefficient q 0 , usually called homogenized coefficient, exhibit the effect of the geometry and the oscillatory behavior of the thin region. On the other hand, nonlinearity f 0 captures the influence of the concentration neighborhood on the reaction term f . The limit problem (2.2) is often called homogenized equation.
It is worth noting that the results obtained here generalize the ones from [38] since the thin domain analyzed there does not exhibit any oscillatory behavior. Furthermore, we emphasize that our task is not easy here. In order to accomplish our goal, we have to be able to estimate the solutions in very small neighborhoods of the oscillatory boundary in such way that we can pass to the limit at ε = 0.
The solutions of our problem are defined in open sets which varies with respect to parameter ε > 0. Thus, the first step in our analysis is to set an approach in order to face this domain perturbation problem. Here we adopt the same strategy used, for instance, in [19] . We rescale the thin region R ε keeping the x-coordinate and multiplying the values of y by a factor 1/ε avoiding the thin domain situation. Performing this change of variable, we obtain the following problem: 4) where
is the outward normal vector to the boundary ∂Ω ε , Ω ε = {(x 1 , x 2 ); 0 < x 1 < 1, 0 < x 2 < g ε (x 1 )} and It is not difficult to see that problems (2.1) and (2.4) are equivalent. In some sense, we have rescaled the neighborhood o ε into the strip θ ε ⊂ Ω ε and substituted the thin region R by the oscillating domain Ω ε , at a cost of introducing a very strong diffusion mechanism in the x 2 -direction given by the factor 1/ε 2 . This will make the solutions from (2.4) to become more and more homogeneous in this direction as ε goes to zero. In this way, the limit solution will not depend on x 2 , and therefore, the limit equation will be one dimensional. Notice that is in full agreement with the intuitive idea that a partial differential equation posed in a thin domain should approach one defined in a line segment.
In order to obtain our convergence results, we have to compare functions defined in different functional spaces. Fixed 1/2 < s < 1, we consider the Lebesgue-Bochner spaces
which will be discussed in Section 3, as well as the Hilbert space X 0 = L 2 (0, 1) with the norm given by
The perturbed problem (2.1) will be set in X ε , and the limit equation (2.2) in X 0 . Since X 0 ⊂ X ε , we can consider the operator
which satisfies
, as ε → 0. As in [40] , we obtain an appropriate way to compare solutions from (2.4) and (2.2).
Definition 2.2. We say that {u
This notion of convergence can be also extended to sets in the following manner: let J ε be a family of sets in X ε . We say that
Here, dist H (A, B) denotes the Hausdorff semi-distance given by
Remark 2.3. Also, the following characterizations are very useful:
(i) The family {J ε } is upper semicontinuous at ε = 0 if every sequence {u ε }, with u ε ∈ J ε and ε → 0, has a subsequence E-convergent to an element of J 0 ; (ii) The family {J ε } is lower semicontinuous at ε = 0 if J 0 is compact and for all u ∈ J 0 exists a sequence {u ε }, with u ε ∈ J ε and ε → 0, such that u ε E − → u.
Finally, let us consider, for 0 < ε ≤ ε 0 , the folowing sets given by problem (2.4)
Now, we state our main result which concerns on upper and lower semicontinuity of the set E ε,R at ε = 0.
Theorem 2.4. (a)
For any sequence u ε ∈ E ε,R , with ε → 0, there is a subsequence (also denoted by u ε ) and
Remark 2.5. Recall that a solution u of a boundary value problem is hyperbolic if λ = 0 is not an eigenvalue of the linearized problem around u. In other words, u ∈ E 0,R is hyperbolic if λ = 0 is not an eigenvalue of the eigenvalue problem
where q 0 and f 0 are defined in (2.3).
Remark 2.6. Since we are concerned with solutions which are uniformly bounded in L ∞ (Ω), we may take f of class C 2 bounded with bounded derivatives. In fact, we may perform a cut-off in f outside the region |u| ≤ R without modifying any of these solutions (see for instance [39 
Remark 2.7. The assertions (a) and (b) in Theorem 2.4 respectively mean upper and lower semicontinuity of the equilibria set to the parabolic problem associated with (2.4) at = 0.
Functional spaces and concentrated integrals
In this section, we first establish the functional spaces used to analyze the concentrated integrals. Next, we perform some estimates in such functional spaces. 
The norm in W s,p (O), that makes it Banach, is:
Furthermore, if p = 2 we call it H s (O) and it is a Hilbert space.
Now let us follow [48] to introduce what we call Lebesgue and Sobolev-Bochner generalized spaces. They are a natural generalization to Lebesgue and Sobolev spaces using Bochner integrals. The usual Lebesgue and Sobolev-Bochner spaces may be found for instance in [50, 51] .
Let us consider a function G : (0, 1) → R satisfying that there exist 0
and they are Banach spaces with the norm
When p = q = 2 such space is Hilbert with the inner product
Analogously, the Sobolev-Bochner generalized spaces, denoted by
Such spaces are Banach with the norm
and, again, they are Hilbert spaces if p = q = 2.
In general, it follows from [50, Proposition 3.59] that, if H is a Hilbert space and 1 ≤ p < ∞, then the dual space of
where H is the dual space of H and p, q are conjugates.
In our case we will consider the family of Lebesgue and Sobolev-Bochner generalized space for the function G(x 1 ) = g ε (x 1 ), with g ε as in Section 2 (see Remark 2.1).
3.1. Some technical results. Next we will get some non-trivial properties which are important in our context. First, we construct a unidimensional extension operator that will help us to work with different definitions of Sobolev fractional spaces, making their norms equivalent.
Proof. Notice that I 0 := (0, g 0 ) ⊂ I ε , for all ε > 0. The construction of the extension operator will be in two steps: first we will extend the functions from I ε into I = (0, g 1 ). Next, from interval I into R.
If 2g 0 ≥ g 1 , we define P ε by a reflection procedure. If ϕ ∈ L 2 (I ε ),
Let us see that P ε is well defined, that is, that (2g ε (x 1 ) − y) ∈ I ε if y ∈ I I ε . Indeed if y ∈ I I ε ,
then (2g ε (x 1 ) − y) ∈ I ε . Now, let us show the continuity of the operator. If ϕ ∈ H 1 (I ε ),
For 0 < s < 1, we have
We analyze each integral separately. If we change variables as z i = 2g ε (x 1 ) − y i , i = 1, 2, we get:
On the other hand, if (y 1 , y 2 ) ∈ B, then y 2 < g ε (x 1 ), and if we call
Analogously, we can show that
. Now if g 1 > 2g 0 , we first extend the initial function ϕ in the direction of negative y and then construct P ε in an analogous way to the previous one. In fact, if ϕ 0 is defined in I ε , we can extend it to {y ∈ R; −g 0 < y < g ε (x 1 )} as
Iteratively, we can take
Thus, given ϕ 0 ∈ H 1 (I ε ), there is n sufficiently large such that ng 0 > g 1 , and then, we can define P ε as
It is not difficult to see that P ε is well defined. Besides using ng 0 > g 1 , if I n ε = (−ng 0 , g 1 ), we have
. In a similar way, we can perform the same estimate in H s (I) and H 1 (I), obtaining a extension operator from I ε into the interval I. Finally, we can set P to the whole real line. Indeed, for u ∈ H 1 (I ε ), let ψ ∈ C ∞ c (R) such that I ⊂ supp(ψ), with ψ = 1 in I and ψ = 0 in R \ (−g 0 , g 1 + g 0 ). Then we set P u = ψP ε (u), completing the proof. Now we state some properties of Lebesgue and Sobolev-Bochner generalized spaces that we will be needed in the analysis below.
Proposition 3.5. Let I ε = (0, g ε (x 1 )), with ε > 0, x 1 ∈ (0, 1) and 0 < s < 1 fixed. Then there exist C 1 , C 2 > 0 independent of ε such that
where
Proof. Using that there exists a continuous linear extension operator P :
given by Lemma 3.4, if we define the spaceH
where K > 0 and P L(H s (Iε),H s (R)) ≤ λ s are independent of ε, with same notation from Lemma 3.4. Indeed, if u ∈H s (I ε ), there is U ∈ H s (R) such that u = U | Iε and u Hs (Iε) = U H(R) . It follows that
Analogously, by [49, Lemma 4.2] and Lemma 3.4, we have
proving the result for
with embedding constant independent of ε. Moreover, if 0 < s < 1, the embedding is compact.
Proof. For each x 1 ∈ (0, 1) and ε > 0, we have by Proposition 3.5 and properties of interpolation spaces that
where C > 0 is independent of ε > 0 and x 1 ∈ (0, 1). It follows that
concluding the first statement. To prove the last one, let us consider Q = (0, 1) 2 and the function
Consequently, we can set
ε . It is not difficult to see that Φ and Ψ are continuous and satisfy
for every 0 < s < 1, and constants C 1 , C 2 > 0 independents of ε. Hence, we can use [50, Proposition 3.57 ] to obtain that the inclusion
is compact. Thus, we have the following chain
that implies the compact immersion.
Concentrated integrals. Finally, we consider here what we call concentrated integrals.
Theorem 3.7. For ε 0 > 0 sufficiently small, there is a constant C > 0, independent of ε ∈ (0, ε 0 ) and
.
(3.2)
In particular,
for ε 0 > 0 sufficiently small in such way that, for all ε < ε 0 , we have Since (g ε (x 1 ) − εh ε (x 1 )) < x 2 < g ε (x 1 ) and 1/2 < s ≤ 1, it follows from [46, Theorem 1.5.1.3] for n = 1 that exists K > 0 independent of ε > 0 such that
Indeed, the interval where we are applying the result is fixed and independent of the parameters ε and x 1 .
Hence,
where C 2 is independent of ε, proving (3.1). If q = 2, due to Proposition 3.6 and previous inequality, we get
proving (3.3). Now, let us prove (3.2). Here we use that
and fixed x 1 ∈ (0, 1). By Fundamental Theorem of Calculus, we have
Consequently,
Hence, if γ(u) is the trace of u given by [46, Theorem 1.5.1.3], we get
On the other hand, if Ω 0 = (0, 1) × (0, g 0 ), we have Ω 0 ⊂ Ω ε , and there exists a constant c > 0 such that γ(u) L 2 (0,1) ≤ c u H s (Ω0) for all 1/2 < s ≤ 1. Then, due to the previous inequality,
with C 1 independent of ε.
Nonlinearities
In this section, we show some properties to a class of nonlinear maps defined in Sobolev-Bochner spaces. Such applications will define the nonlinearity of our elliptic problems.
Consider the Sobolev-Bochner spaces
for 1/2 < s < 1, and define
where f ∈ C 2 (R) is a bounded function with bounded derivatives (see Remark 2.6). Thus, we have:
2) satisfies, with constants independents of ε:
(b) F ε is Lipschitz and, therefore, is continuous; in other words there is L > 0 such that
So, if v ε ∈ X ε , using Theorem 3.7 we have
Therefore sup
and, therefore, F ε is Lipschitz with constant independent of ε.
Upper and lower semicontinuity
In this section, we prove the main result passing to the limit in problem (2.4). First, we write equations (2.2) and (2.4) in an abstract way. Next, we combine the results from the previous sections with those ones from [39, 43] concerned with compact convergence to obtain upper and lower semicontinuity to E ε,R at ε = 0.
5.1. Abstract setting and existence of solutions. In order to write problem (2.4) in an abstract way, we consider the linear operator 
Then, if we consider the realizations of A ε in this scale, we obtain
) with
With some abuse of notation, we identify all different realizations of this operator writing them as A ε . Then problem (2.4) can be rewrite as
1) where the map F ε is given by
is a solution of (5.1) if, and only if, In a similar way, we can analyze the limit problem given by (2.2). We first consider X 0 = L 2 (0, 1) with the norm u 2 X0 = µ g u 2 L 2 (0,1) and, then, the linear operator
with D(A 0 ) = {u ∈ H 2 (0, 1); u (0) = u (1) = 0}. Next, we introduce the fractional power spaces, and set the nonlinearity
where q 0 and f 0 are given in (2.3). Consequently, the limit problem (2.2) can be rewritten as
and then, u ∈ H 1 (Ω) is a solution of (5.2) if, and only if, 
then there exist a constant K > 0, independent of ε and p, and an extension operator
is the set of functions in W 1,p that vanish in the domain's lateral boundary) such that
This operator will play an important role in the convergence analysis since it extends the functions defined in the perturbed domain Ω ε into the fixed one Ω in an appropriate way. One important property of this extension operator is the following.
is uniformly bounded and we can extract a subsequence (still denoted by ε) such that
for some u 0 ∈ H 1 (0, 1), where P ε is the extension operator from Lemma 5.1. In particular, if 1/2 < s < 1,
Proof. In fact, since u
Using Lemma 5.1,
Since g has bounded derivative, it follows
and then, for 0 < ε < 1 there is M > 0 independent of ε > 0 such that
Using the definition of µ h and with standard computations, we have . Moreover, using Theorem 3.7, Remark 2.1 and the uniform bound of f and f , it follows that, for 1/2 < s < 1,
This completes the proof.
We also need a notion of compactness for sequences, and convergence for operators which are defined in different spaces. We follow the exposition from [40] . See also [39] .
In general, consider a family of Hilbert spaces X ε and a limit Hilbert space X 0 . Besides, let E ε : X 0 → X ε a family of operators such that E ε u Xε → u X0 when ε → 0. We recall that a sequence u ε ∈ X ε E-converges to u 0 ∈ X 0 , if u ε − E ε u Xε → 0. This will be denoted by u ε E − → u.
Definition 5.5. A sequence {u n }, u n ∈ X εn with ε n → 0, is E-precompact if for all subsequence {u n } there are a subsequence {u n } and an element u ∈ X 0 such that u n E − → u. A family is said to be E-precompact is all sequence {u n }, u n ∈ X εn with ε n → 0, is E-precompact. Definition 5.6. We say that a family of operators {T ε }, with T ε : X ε → X ε , E-converges to T : X 0 → X 0 when ε → 0 if T ε u ε E − → T u for any u ε E − → u. We denote this convergence by T ε EE − − → T .
Finally, we may define a notion of compact convergence for operators. ε : X ε → X ε . Proof. It will be proved in three parts.
(i) A −1 ε is compact for each ε > 0. Using previous results from, for instance [19] , we have A −1 ε : L 2 (Ω ε ) → H 1 (Ω ε ) is compact. Hence, since X ε is continuously embedded in L 2 (Ω ε ), and H 1 (Ω ε ) is compactly embedded in X ε by Proposition 3.6, we have that
Thus, A −1 ε : X ε → X ε is a family of compact operators for each ε > 0. The proof for ε = 0 is analogous.
(c) A
