We present an approach to Bayesian model selection for finitely observed diffusion processes. We tackle this problem using data augmentation by treating the paths between observed points as missing data. For a fixed model formulation, the strong dependence between the missing paths and the volatility of the diffusion can be broken down by adopting the recently presented method of Roberts and Stramer (Biometrika, 2001). We describe how this method may be extended to the case of model selection via reversible jump MCMC. In addition we extend the formulation of a diffusion model to capture a potential non-Markov state dependence in the drift. Issues of appropriate choices of priors and efficient trans-dimensional proposal distributions for the reversible jump algorithm are also addressed. The approach is illustrated using simulated data and an example from finance.
Introduction
In this paper we introduce an approach to model selection for competing diffusion processes where each model shares the same family of (possibly state-dependent) diffusion coefficient but different drift functions. Diffusion processes are often used to model many natural processes evolving in continuous time in diverse areas such as biology, physics and finance. Although there are many papers where parameter estimation for a particular diffusion model is of primary concern, the statistical literature lacks methodologies to deal with model uncertainty issues. For example, two widely cited papers in finance, Chan, Karolyi, Longstaff and Sanders (1992) and Aït-Sahalia (1996) , comment that "despite a bewildering array of models, relatively little is known about how these model compare..." and "how to specify an appropriate stochastic differential equation is for the most part an unanswered question". In this paper we address this problem adopting a full Bayesian approach where the model indicator is itself an unknown parameter.
For simplicity suppose that the underlying process X t may be described by one of a collection of competing models {M k }, k = 1, . . . , M, where in M k the diffusion process X satisfies dX t = σdB t + b k (t, X t , θ)dt 1 for some k -valued parameter θ = (θ 1 , θ 2 , . . . , θ k ), Brownian motion B t , and drift that is a polynomial of the form
However we will consider more general diffusion coefficients σ(t, X t ) and our methodology can be easily extended to other functional forms of drift. In particular we present an important extension to the methodology where the drift function has the potential to capture nonMarkov state dependence.
In practice the complete evolution of the sample path is of necessity unavailable. This will typically lead to the complication that the marginal likelihood for each model conditional on the observed path is not available. However, consider the hypothetical scenario where the complete data in the interval [0, T ] is available. Then σ is described completely through the quadratic variation
The likelihood function conditional on each model given the complete data, with respect to the distribution of Weiner measure with variance σ 2 , is known and is given by Girsanov's formula. This suggests that if the data is on a fine enough scale then σ 2 can be estimated through the quadratic variation and then this estimate can be plugged into the likelihood and an estimate of Girsanov's formula used to calculate the corresponding likelihood for each model. In fact Polson and Roberts (1994) ) and Liechty and Roberts (2001) have shown that if the data is fine enough, then it is possible to estimate the marginal beliefs for various different competing models via Girsanov's formula, thus allowing Bayes factors to be computed between such models. If the data is not fine enough to allow a good approximation to the likelihood, a natural approach to adopt is to consider the unobserved paths as missing data, and to proceed via data augmentation. A good introduction to this idea can be found in Tanner and Wong (1987) . Data augmentation has been used in Elerian, Chib and Shephard (2001) and in Jones (2003) , where the missing data are imputed between observed points and the transition density follows an Euler approximation. However, the dependence of the imputed sample paths on the diffusion coefficient is not addressed. A recent survey on estimation in discretely observed diffusion processes is given by Sørensen (2002) .
In this paper we extend the work of Polson and Roberts (1994) ) and Liechty and Roberts (2001) by allowing the diffusion coefficient to be included in the joint posterior density rather than plugged in from the quadratic variation. The problem of default prior choice that is extremely important in Bayesian model uncertainty problems is also taken into account. We also extent the work of Roberts and Stramer (2001) by employing an efficient reversible jump MCMC that visits different models, employing efficient trans-dimensional moves based on the recent work of Brooks, Giudici and Roberts (2003) .
The paper is organised as follows. Section 2 describes the setup of the problem which we consider in this paper. We follow Roberts and Stramer (2001) and explain how the data augmentation problem can be formulated so that the dependence between the imputed sample paths and the variance of the process may be broken down. In Section 3 we describe in detail how careful use of reversible jump MCMC algorithm (Green 1995) and choice of default prior densities can produce samples from the posterior joint model and parameter space. We describe an extension to the methodology in Section 5, allowing model selection to be carried out for a collection of diffusion models each sharing a common, but non-constant diffusion coefficient. While an extension of the methodology to address diffusion models with non-Markov state dependencies is presented in Section 6. An illustration of the methodology for real and simulated data is given in Section 7. The choice of appropriate discretisation needed to sample the missing trajectories is also discussed. Finally we summarise conclusions in Section 8.
Problem of interest
Consider a continuous time diffusion process X t which we assume can be plausibly described by a collection of models (diffusion processes) {M 1 , . . . , M m }, where each model M k is a diffusion process of the form
where θ belongs to the compact parameter space Θ ∈ R k and B t represents Brownian motion. In the above setup each model shares a common variance σ 2 , but different drift coefficients
is an instantaneous measure of the mean of the process at time t. The term σdB t represents the noise or error in the model at time t.
Suppose that the process is fully known in some finite time interval [0, T ] , where the fully observed set is denoted by X(T ). Let P X|θ,M k denote the law of X|θ, M k , the process conditional on parameters θ from model M k . For each model M k , k = 1, . . . , M, P X|θ,M k is dominated by the measure induced by the martingale σdB t , which we denote by W σ , say. In this case the collection of measures P X|θ,M k are all absolutely continuous with respect to each other, and so the normalising constant of the posterior distribution of model and parameter space is well defined. The likelihood of θ in model M k is given by Girsanov's formula:
We may write G more formally as the Radon-Nykodym derivative of P X|θ,M k with respect to
see for example Oksendal (2000) . It is important to note that the collection of measures {W σ } are mutually singular. In particular this implies that it is impossible to write down a full likelihood for the complete model parameters, including σ. An important paper that deals with model choice in this area is given by Aït-Sahalia (1996) who considers diffusion process of the form
where the drift and diffusion coefficient belong to some specified parametric family. Then, by using the identity
where ν(X) represents the invariant density of X with state space (L, R), he assumes that σ 2 (X)ν(X) → 0 as the state variable X tends to L. In this case it is possible to re-write σ 2 in terms of b(X) and ν(X) using (4) and σ 2 is estimated non-parametrically using kernel density estimates of b(X) and ν(X). The non-parametric estimator is shown to be consistent. The density implied by various different parametric models are then tested in comparison to the non-parametric estimator. The identity (4) has also been exploited by Jiang and Knight (1997) , where the drift function is estimated via kernel density estimators.
Data augmentation
In practice we observe a skeleton path Y = {Y t 1 , . . . , Y t N }. A natural way to view this problem is as a missing data problem. In a Bayesian setting this in turn suggests data augmentation (Tanner and Wong 1987) where missing data, X mis say, is imputed from Y . The augmented data (Y, X mis ) is then used to update the parameters (θ, σ) from their conditional distributions given the augmented data and model M k . A reversible jump sampler could then be used to propose jumps to different models M k .
In practice a finite number of points, m say, needs to be imputed between successive observed points X t i and X t i+1 . This number m needs to be sufficiently large so that the diffusion and its likelihood are approximated sufficiently well. However the quadratic variation follows the identity:
This result may seem surprising at first sight, since it says that an infinite sum of random quantities tends to a finite sums. In terms of a data augmentation scheme, this implies that the imputed missing path will follow (5), and the estimate for σ will then remain unchanged. Thus the data augmentation scheme is reducible. In terms of Bayesian inference of model parameters, the above set up suggests that the Markov chain of the posterior distribution of model parameters would lead to an impractical slow mixing chain. The implication of this fact for imputation schemes which update data at a finite collection of time points, is that these schemes will lead to MCMC algorithms which converge ever more slowly as the proportion of imputed to observed data (m say) increases. In fact, results from Roberts and Stramer (2001) and Elerian, Chib and Shephard (2001) imply that the convergence time of such algorithms is O(m). As a result of this, it may not be possible to obtain a satisfactorily mixing algorithm without making undesirable discretisation approximations.
Transforming the data -factorising the dominating measure
We briefly review here the work in Roberts and Stramer (2001) , which circumvents the problem of dependence of the missing paths on the volatility σ. We will use this method to impute missing paths between observed points. This scheme has the highly desirable property that it does not degenerate as the number of imputed points increases. Furthermore, the imputed paths that lie between observed points are conditionally independent.
We first define a transformed processẊ t = X t /σ. Then a straightforward application of Itô's formula shows that the transformed process for M k follows the SDE:
Let us denote the transformed drift by
Note that the transformed process shares, for each M k , k = 1, . . . , m, the same diffusion coefficient of 1. Next, the transformed missing paths are piecewise linearly transformed to give a processẌ, defined so that at each observed time pointẌ t i = 0 for i = 1, . . . , N. Consequently this transformation is defined for t i−1 < s < t i as
The collection of transformed pathsẌ consists of independent Brownian bridges, under the dominating measure W σ . A crucial innovation presented in Roberts and Stramer (2001) is to show how simulated Brownian bridges can be used to sample the transformed processẌ from the conditional distribution given the observed points Y . (We will return to this idea in the subsequent section). The inverse transformation of (6),Ẋ = η i (Ẍ) say, gives imputed sample paths of theẊ process between time points t i−1 and t i . It is important to note that the simulated Brownian bridgesẌ s are completely independent of σ, thus avoiding the problem of dependence of the sample paths on the volatility. Figure 1 aims to explain this transformation graphically.
Figure 1: A collection of Independent Brownian bridges starting and finishing at times t i and t i+1 where they both take values 0 (Ẍ process) which are then linearly transformed to start and end with valuesẎ t i andẎ t i+1 , to form theẊ process ¿From a measure theoretic perspective, this transformation implicitly factorises the dominating measure W σ for each diffusion process, so that it is independent of σ. In fact, it can be shown that the joint density of imputed sample paths and the observed data can be written as:
Here the dominating measure W σ is factorised as d(B(t) ⊗ Leb N (Y )), where B(t) denotes the law of the collection of independent Brownian bridgesẌ s , t i−1 < s < t i defined so thaẗ
and Leb N (·) denotes N-dim Lebesgue measure. For a more comprehensive discussion of this work see the details presented in (Roberts and Stramer 2001) .
Posterior sampling from joint model and parameter space
In this section we describe how both model parameters and indicators may be sampled from the posterior distribution. We fix priors p θ (θ), p σ (σ) and p(M i ) on θ, σ and the model indicator respectively, deferring the discussion on their choice for Section 4. Following (7), we write the full conditional distribution for θ as
and the full conditional distribution for σ appears as
The discrete approximation to the log-likelihood can be estimated via quadrature as
Here we assume that the points {Ẋ t i j ; j = 1, . . . , m} are imputed between transformed
Updating the missing paths is a little more problematic. Following Roberts and Stramer (2001) we propose to updateẌ using a collection of independence samplers, one each for every segment of sample path in between every two consecutive time points at which observations exist. The idea is as follows. Between each observed time points (t i−1 , t i ) a standard Brownian bridge starting and finishing at zero is proposed; that is, a standard Brownian motion starting at 0 conditioned on the event that it finishes at 0. Call this process {Ḧ s , t i−1 ≤ s ≤ t i }. Using the function η defined earlier,Ḧ is linearly transformed so that it starts and finishes atẎ t i−1 andẎ t i :
Denote the current missing data by X mis (t i−1 , t i ). The proposal Brownian bridgeḦ is accepted with probability
.
It is also possible to propose other bridge processes, for example a linear bridge by conditioning an Ornstein-Uhlenbeck process starting at 0 on the event that it also finishes at 0. Again the reader is referred to Roberts and Stramer (2001) ) for more details.
The discussion above has shown how missing paths and model parameters may be sampled within a given model. We now show how this may be generalised to sample between models using reversible jump MCMC methodology.
Trans-dimensional moves
The seminal paper by Green (1995) provides a general approach to sample from the joint posterior distribution of model and parameters, (M , Θ), via reversible jump Markov chain Monte Carlo. Suppose we wish to move from parameter space θ in model M k to θ in model M k . Then, as is usual with MCMC algorithms, a sufficient condition to ensure convergence of a Markov chain to an invariant distribution π is that the transition kernel P satisfies detailed balance (rather than the less stringent general balance). We may write this condition as
For the moment, and for ease of notation, we will refer to the joint posterior of model and parameters just by π(θ). In the usual Metropolis-Hastings algorithm, the transition kernel is generated by proposing a new state θ from a proposal measure q(θ, dθ ) and accepting this with a certain probability, say α(θ, θ ). So detailed balance condition can be re-written as Green (1995) has shown that π(dθ)q(θ, dθ ) is dominated by a symmetric measure µ, which has Radon-Nikodym derivative (or density) f (θ, θ ) with respect to this measure µ. Now, detailed balance is preserved if the acceptance probability is written as
Consider the situation where the state-space is a subset of R d and π has a density with respect to d dimensional Lebesgue measure. In practice, it is usual to restrict between-model moves to those derived from only certain classes of jump construction. Suppose that the dimensions of θ and θ are k and k respectively (this is unusual in practice but it is exactly the situation in our set-up where each model represents a polynomial of different degree, see (1)). Then we might generate a vector v of independent random variables of length k − k each from a normal density centered at zero with variance σ 2 u . Denote the joint density of v by φ k −k (v) . Now to propose a move from θ to θ we define a diffeomorphism θ = f (θ, v). Then the move to a point in the higher dimensional space is accepted with probability
Here r kk is the probability of proposing a move from model M k to M k . The jacobian term appears from writing the rhs of the detailed balance condition above as an integral in terms of (θ, v) and applying the usual change of variable formula. For the case where f (θ, v) is the identity function, the jacobian term is simply 1. The reverse move from θ to θ is accepted with probability a(k , k) = a(k, k ) −1 . The algorithm to sample from the joint distribution of model and parameters can be written as follows:
Step 1. Update θ: Carry out a Metropolis-Hasting update of θ using the posterior conditional density of θ,
Step 2. Update σ: Carry out a metropolis-Hastings update of σ from it's posterior full conditional distribution:
Step 3. Update each path between each observed time points t i and t i+1 using an independence sampler: simulate a Brownian bridge starting and finishing at zero from a Standard Brownian bridge distribution (This is the proposal distribution for the imputed sample paths). Call this processḦ. Accept the proposal with probability,
Step 4. Propose to increase/decrease the dimension of the model: If we propose to increase the dimension from θ in model M k to (θ, u) in model M k+1 , then sample a random variable u from some proposal distribution with density φ. Accept the move to with probability,
If we propose the reverse move from θ in model M k+1 to θ = θ \ {θ k+1 } in model M k , then accept the move with probability,
Efficient trans-dimensional proposal distributions
In constructing a trans-dimensional Markov chain to sample across joint model and parameter space, it of crucial importance to choose a proposal distribution in some sensible way to facilitate moves to models of differing dimension. This is often a difficult stage in the updating process. However recent advances have been made in this regard. In particular it is possible to apply the automatic proposal scheme as illustrated in (Brooks, Giudici and Roberts 2003) to the models given by (16) and (17). Here the full conditional for θ is given by
Suppose we propose a move from θ → (θ, u), that is a move to a model with one more drift parameter. If the new parameter value u is proposed from a normal distribution with mean µ p and variance σ 2 p the acceptance ratio A is of the form
Suppose further that the prior distribution of the parameters of the drift, p θ (·) are comprised of independent N (µ θ , σ 2 θ ) priors, while a uniform prior is taken for model M k . 8
Following Brooks et al. (2003) , we aim to choose the location and scale of the proposal distribution, so that the acceptance ratio is close to 1. This tends to ensure that move to higher (or lower) dimensional models are accepted with reasonable frequency, thus circumventing the often troublesome problem of slow mixing trans-dimensional Markov chains. Very briefly, the idea is as follows. The acceptance ratio A is expanded about the random variable u as a Taylor series. The zeroth order method is the result of setting A = 1 for a suitably chosen canonical between-model move between a element of a simpler model to a centering point for the more complex model. Centering points can often be selected according to natural statistical ideas. Weak non-identifiable centering chooses parameter values in different models which are statistically indistinguishable, and this is very easy to identify in nested models such as the examples that we shall consider.
Therefore the zeroth order method just uses information from the prior distribution, and in particular ignores information from the data. Similarly, the second order method results from solving the simultaneous equations ∂ ∂u ln(A) = 0 and ∂ 2 ∂u 2 ln(A) = 0 for the proposal parameters µ p and σ 2 p again evaluated at a carefully chosen centering point.
In this case
where Σ θ denotes the prior variance for θ = (θ, u) and the drift function has the form,
Thus we obtain θ . Now setting both of these equations equal to zero at the center point u = 0 and solving simultaneously yields
Prior distributions
Assume that no strong prior information exists, so it is essential for our Bayesian analysis to propose default prior densities. For the model space the usual specification that places equal probability m −1 for each model provides a widely accepted non-informative formulation, and we adopt this here; however note that the form of our competing models (1) might suggest, in some settings, choosing prior model probabilities that support lower degree polynomials. However, it is well known that prior distributions for model parameters must be proper and their choice may have a considerable impact on the posterior model probabilities; see, for example, Kass and Raftery (1995) . In particular, very diffuse prior densities cause BartlettLindley paradox. For nested models, Kass and Wasserman (1995) suggest the use of prior variances which correspond to unit prior information for a 'default' Bayesian model comparison. We follow their approach to specifying priors for all model parameters, elaborating as follows. Recall that the likelihood of θ given σ is described by Girsanov's formula (3). The observed Fisher's information matrix for drift parameters within model M k can be written as
The likelihood cannot be specified for θ and σ jointly so we propose to express the likelihood for θ within model M k conditional ofσ, the quadratic variation of Y , thus accounting for the observed data. Then the matrix F k takes the form
As before, this integral can be approximated using numerical integration, such as a quadrature rule described above. Thus, we choose as a prior for drift parameters within model
where N denotes the number of observations. We set the mean for θ parameters equal to zero, although empirical Bayes arguments can also be used; for example, they can be crudely estimated from the data by using method of moment estimators from an Euler approximation at the resolution specified by the data. To choose the prior distribution for σ we propose to use a Gamma distribution with mean equal toσ, the quadratic variation of the data, with uninformative variance.
Extensions to non-constant volatility models
Until now the main concern has been making inference for diffusion models with constant volatility. However it is possible to extend this in certain instances to the case where the volatility is non-constant. Suppose we are concerned with diffusion models of the form
Note again, as in the constant volatility setting, that the form of the volatility remains the same for each model. This is necessary in order to have the normalising constant of the joint posterior of all model parameters well-defined. Suppose now that we introduce the transformationẊ t = f (X t ) for a suitable C 2 function f . Then Itô's formula for a change of variables (or the chain rule for Itô process) shows that the transformed processẊ t satisfies the following SDE:
The idea now is that if we can find a transformation f (X t ) which satisfies the differential equation f (X t ) = {σ(X t , θ)} −1 , then the transformed processẊ t will satisfy a SDE with volatility equal to 1 for all models m k , k = 1, . . . , m. In this case,
Here we need to ensure that not only such a transform f (X t ) exists, but that it is also invertible. The analysis can now proceed as before, where inference is carried out on the transformed processẊ t .
Extensions to non-Markov drift models
Typically SDE models driven by Brownian motion are presented with a Markovian drift component. In particular, such models appear to be both useful and widely applicable in many financial settings. Surprisingly, there has been scant presentation in the literature of SDE models where the drift term incorporates a non-Markov state dependency. Since this seems to be a rather important problem, we describe a generalisation of our method so that such models can be included in the model selection process. The diffusion model takes the following form:
for some k -valued parameter θ = (θ 1 , θ 2 , . . . , θ k ), and where X <t = {X s ; s ≤ t}. Here we propose to model the drift term as
where f λ (s) is a probability distribution function defined on a non-negative support decaying to zero from the left; for example, an exponential distribution with mean λ. In this case,
giving the diffusion model presented before. Girsanov's formula for this model takes the form
The full conditional density of the parameter λ can be written as
where p λ (λ) is a prior distribution for λ. The discrete approximation to the log-likelihood can be estimated, as before, via quadrature in a similar manner to (8), with the only modification needed being the approximation
Here we assume again that the points {Ẋ t i j ; j = 1, . . . , m} are imputed between transformed observed pointsẎ t i =Ẋ t i 0 andẎ t i+1 =Ẋ t i m+1 , for i = 1, . . . , t. Further, F λ (t) denotes the cumulative distribution of f λ (t). Thus, the usual Metropolis-Hastings updating can proceed as before. Two technical points worth noting are 1. For time points t close to 0 we choose to approximate the left hand side of (15) by re-weighting F λ (t − t i j ) : j = 0, . . . , m + 1; i = 1, . . . t − 1 so that they sum to 1.
2. In practice, when F λ (t − t i j ) is less than a certain pre-specified tolerance level, we can truncate the sum on the right hand side of (15) by ignoring smaller values of F λ (t − t i j ), thus saving computational time.
Examples
In this section we illustrate the method for various different model choice experiments. We begin with examples based on simulated data followed by data from a financial time series.
Polynomial models
We consider two experiments based on simulated datasets. In the first we explore the performance of the algorithm for diffusion models where the drift function is Markovian. In addition we investigate the sensitivity of the algorithm to the choice of discretisation of the imputed sample paths. The second experiment takes data simulated from a diffusion model with a non-Markov drift term as specified in Section 6.
Markov polynomial drift experiments
We consider different polynomial models given by,
for k = 1, 2, . . . , m. The drift for model M k is described by a polynomial of order k − 1:
Data were simulated from the above model with a cubic polynomial drift with coefficients θ 1 = 0.2, θ 2 = −0.8, θ 3 = −0.5, θ 4 = −0.2 and σ = 1, using the Euler approximating Markov chain:
In total 500, 000 data points were generated, with points being recorded between every 1000 points, giving a sample path of 500 observations at times t = 0, 1, . . . , 499. We sampled over models of order 0 to 7. Prior densities for models and model parameters were chosen according to the guidelines of Section 4. Moves between models were only proposed to models differing by dimension 1. The automatic proposal scheme was used to automatically guide the choice of proposal distribution to move to higher/lower dimensions. Between each observed point we imputed m = 50 points. The likelihood for this discretisation, examined via Grisanov's formula was approximately the same for larger values of m, so we deemed this discretisation to be fine enough. A sample of size 100000 was gathered from the stationary distribution after a burn-in period of 10, 000 iterations. Figure 2 displays a trace plot of models visited during sampling from the posterior distribution. Table 1 : Posterior model probabilities ity is given to the model from which the data was simulated from. Furthermore, within this model the posterior mean estimates and posterior standard deviations of the drift coefficients and diffusion parameter are given in Table 2 . It can be seen that these estimates are in good 
Appropriate choice of discretisation
A crucial aspect of the algorithm is the choice of the discretisation m, between observations. Consider again the same data as in Section 7.1.1. Figure Highest posterior model probability is given to the model from which the data was simulated from for m ≥ 5. However, within this model, posterior probabilities for parameters vary considerably. The posterior means (and standard deviations) of the drift parameters are presented in Table 3 for comparison between the choices of m = 5, 10, 50. We point out 
Non-Markov polynomial drift experiment
Data was simulated from a diffusion model given by (13) and (14), where f λ (t) is a exponential distribution with mean λ = 1 and b k (s, X s , θ) is a cubic polynomial with coefficients θ 1 = 0.2, θ 2 = −1, θ 3 = −0.5, θ 4 = −0.1 and σ = 1. The Euler approximating chain was used to generate 500 observations at unit time intervals, with 1, 000 intermediate points discarded between consecutive time t = 0, 1, . . . , 499. Models of order 0 to 7 constituted the model space. Priors were chosen in an identical manner to Section 7.1.1. In addition, the same automatic proposal scheme was used as before. A diffuse uniform prior was chosen for λ.
The size of discretisation was set to m = 50. After a burn in of 1, 000 iterations, a sample of size 10, 000 was gathered. Highest model posterior probability was again given to the model from which the data was generated. Table 4 Table 5 below. Note that λ is estimated well and it was reassuring that the algorithm performed equally well 
Short-term interest rate models
There has been considerable interest in the literature concerning modelling short-term interest rates; see, for example, Aït-Sahalia (1996), Jones (2003) . Typically for such data, the drift term in the diffusion equation is modelled as a Markov process. However, here we extend this set-up incorporating the ideas outlined in Section 6. We consider a general diffusion model
where f λ (s) is a exponential distribution with mean λ, and further where
Indeed both Aït-Sahalia (1996) and Jones (2003) proposed the saturated model (18) (k=3), but where λ = 0.
It is straightforward to transform each model to one with volatility 1 using the ideas presented in Section 5. We first denote the drift function in (18) as: and then define the transformationẊ t = f (X t ) = 2X
1/2 t /σ. Then following Section 5, the corresponding SDE for the transformed model can be written as:
Within model prior specification
Again we take the approach of using unit information priors to model the drift parameters. It is difficult however to apply this strategy for λ, thus we restrict ourselves to computing unit information priors for the θ parameters by taking λ = 0. In this case we apply the transformationX = 2X 1/2 transforming the SDE in (18), with λ = 0, to one with volatility σ:
The inverse transform in this case is f −1 (X) = 1/4X 2 . Now we simply proceed as in Section 4 by specifying a Gaussian distribution with unit information prior variance for θ parameters conditional onσ, the quadratic variance of the transformed dataỸ . The prior mean for θ was set to zero. We choose a gamma prior for σ, with mean value equal to the quadratic variation of the transformed dataỸ and diffuse variance. The prior for λ was chosen as a diffuse uniform distribution.
Transdimensional proposals
The automatic proposal scheme can also be utilised here. Since computing of automatic proposals using λ is impractical, as it is difficult to write a closed form expression for the proposal distribution, we apply the methodology presented in Section 3.2 to the case where λ = 0. Suppose we propose to jump from model M 1 to M 2 , and propose a new parameter u ∼ N (µ p , σ 2 p ). Then applying the second order scheme as outlined in Brooks, Giudici and Roberts (2003) we obtain
Similarly, it is possible to formulate proposal parameters to jump from M 2 to M 3 .
Short-term interest rate data -Results
We applied our method to the seven-day Eurodollar deposit spot rate, bid-ask point. The data consists of 5505 daily observations from 1st of June 1973 to the 25th of February 1995.
The data is plotted in Figure 6 . For this example we chose to analyse the final 2500 data points, since over the complete time course of the data, there appears to be differing behaviour in the volatility of the data. Analysis of the complete data might be more appropriately carried out via a change point model with possibly different volatility and drift specification at each of the change points. This could conceivably be carried out using a reversible jump MCMC set-up, however we don't address this problem here.
Reversible jump MCMC produced samples from the joint posterior model and parameter space. A burn-in period of 1, 000 iterations was followed by 10, 000 iterations from the posterior distribution. The choice of discretisation of the imputed sample paths was set to m = 10. Higher values of m gave the same value of log-likelihood, so this discretisation was deemed fine enough. Unit information priors were assigned to drift and volatility parameters. A diffuse Ga(0.0001, 0.0001) prior was assigned to λ. Furthermore, a discrete uniform prior was assigned to the model dimension. The automatic proposal scheme was used to propose moves to differing dimensions.
Highest posterior model probability (0.983) is given to model: dX t = ( t 0 f λ (t − s)(θ 0 + θ 1 X s )ds)dt + σ √ X t dB t . The remaining probability mass (0.017) is given to model dX t = ( Table 6 . There is overwhelming evidence that with this diffusion specification, nonlinearities in the drift are not needed. This sheds light on a very important question in finance, that to our knowledge is answered for the first time with a fully Bayesian analysis. In addition the posterior estimates for λ indicates the presence of a non-Markov state dependence in the drift. 
Conclusions
We have dealt with a problem that has been both very important and largely unsolved in the literature, that is to estimate Bayes factors (or posterior model probabilities) for different diffusion models observed in discrete times. A particularly interesting application to our methodology is to compare not only the Markovian processes used widely to model exchange rates, but also include in our model space non-Markovian processes which turned out to produce the highest posterior probabilities. Our work can be extended in many directions. Natural choices are multivariate diffusions and stochastic volatility models. Since reversible jump MCMC offers the ability to search in a large model space, it will be a necessary methodological tool in these setups where the number of models will increase as the dimension and the number of functional structures in both drift and diffusion coefficients grow.
