It is clear that continued scaling of semiconductor devices will bring us to a regime with gate lengths less than 50nm within another decade. The questions that must be addressed in simulation are difficult. Pushing to dimensional sizes such as this will probe the transition from classical to quantum transport, and there is no present approach to this regime that has proved effective. Contrary to the classical case in which electrons are negligibly small, the finite extent of the momentum space available to the electron set size limitations on the minimum wave packet-this is of the order of a few nanometers-and leads to the effective potential. The latter is an approach to find the equivalent classical potential, by which the actual potential is modified by quantum effects. The use of the effective potential for analyzing the effect of quantization on semiconductor devices will be discussed. The manner in which this leads to new formulations for quantum transport will be discussed.
INTRODUCTION
As the density of integrated circuits continues to increase, there is a need to shrink the dimensions of the devices of which they are comprised. Smaller circuit dimensions lead to more transistors on a single die. Advances in lithography have driven device dimensions to the deep-submicron range. Currently, 0.18 gm is the state-of-the-art process technology, but even smaller dimensions are expected in the near future. Groups from Toshiba and Lucent Bell Labs have fabricated n-channel MOSFETs with effective gate lengths below 25nm, thus demonstrating that these feature sizes are feasible. 155 In this regime, the transport is expected to be dominated by quantum effects throughout the active region, even though quantum transport for these small (and inhomogeneous) devices is not well established within a consistent conceptual framework [1] . Nevertheless, several approaches to simulation of semiconductor devices have appeared in which the transport is handled quantum mechanically [2] . An additional problem arises in small structures, where one must begin to worry about the effective size of the carriers themselves [3] . In recent work, we have discussed the arguments for various sizes for electrons in semiconductor devices [4] . There are several reasons why this becomes important in small devices. FIGURE A conceptual device, with an applied source-drain bias. The source is at the left and the drain is at the right. The dashed areas are the "transition" regions, which must be considered as part of the active device.
Consider, for example, the conceptual device in Figure 1 . The active channel length L is bounded by two contact transition regions, which in turn are coupled to the source and the drain contacts [5] . It is in these contact transition regions that the carriers lose their coherence completely so that the actual contacts can be considered as being in equilibrium. The drain region is the distance over which the energetic channel carriers equilibrate and can be as much as 10nm [6] . On the other hand, the transition near the source is smaller, but represents an absolute minimum of the device resistance which cannot be reduced [7] .
We may consider the importance of these transition regions from the size of important lengths and times within a Si MOSFET. These are listed in Table I As mentioned above, the effective size of the electron wave packet is one such correction. We will see in the next section that this leads to an effective potential which characterizes the initial quantization effects in the channel. Moreover, the use of such an effective potential dramatically changes the way in which we utilize quantum transport equations, such as the Wigner equation of motion [8] . This will be discussed in the subsequent section, and limitations in quantum approaches that are used today will be discussed.
THE EFFECTIVE POTENTIAL
In classical mechanics, we typically consider the electron to be represented by a delta function in position. In quantum mechanics, however, the electron is represented by a wave packet, which has non-zero extent. In some sense, this size is a result of the uncertainty relation between position and momentum. One rational connection in this regard is the representation in terms of [3] . We will see later that this is directly connected to the theory of distributions [9] , which leads to a formal theory of the delta function [10] .
In order to describe the packet in real space, we must account for the contributions to the wave packet from all occupied plane wave states. Even at room temperature, the carriers in the inversion layer in a Si MOSFET are a two-dimensional gas, and all states up to the Fermi energy are occupied. Nevertheless, we may take a non-degenerate approach for which the wave packet becomes a Gaussian. The spatial extent of this packet can be estimated as [3] Feynman and Kleinert have used an effective potential of this form in an energy minimization procedure for bound carriers in a parabolic well.
When the levels are not well defined (due to thermal broadening), then we may approximate the spread by For a Si inversion layer, we thus find that the effective size of the wave packet is about 3.6 nm at a density of 5 x 1012 cm-2.
The general Hamiltonian term for the potential energy in an inhomogeneous situation is given by [11] Hv f d3rV(r)n(r).
(2) h 2 a 8mknT" (6) This gives a value of 0.64 nm in Si inversion layers.
We can estimate the validity of this approach by comparing the role played by the effective potential in a quantum well such as that at the interface in a MOSFET. The Recognition of the wave packet size is fundamental in the collision term as well. Complications are created by the fact that the collision takes a finite time to complete, and quantum transitions are non-local. Indeed, it can be estimated that optical phonon collisions take 2-5 fs to complete [13] . While this is quite short, an electron traveling at 3 107 cm/s will cover 0.6-1 nm in this time.
This distance is not negligible in a 35 nm MOSFET or in a resonant tunneling diode! Consider for example the conceptual problem of Figure 3 , in which a particle approaches a potential barrier and absorbs a phonon near the barrier, as indicated in the figure.
Classically, the transition indicated in Figure 3 is forbidden. First, it is nonlocal in space. Secondly, absorbing a phonon leads to an increase in the momentum wave vector, but here the final state has a lower value of momentum wave vector due to the rapid increase in the potential energy. The horizontal lines are meant to be the spatial extent of the initial and final wave packets (which are both moving). In quantum mechanics, the energy that is conserved is the total energy, not just the kinetic energy. In Figure 3 , it is the intracollisional field effect [14] which rapidly changes the momenta of the two states with position (time). Quite beyond the estimates above, an electron approaching the top of a 0.3eV barrier (in the cladding layer) is traveling at more than 108 cm/s, and will cover 3-5 nm (which may be the entire barrier thickness) during the collision. If we use the non-zero spatial resolution of the delta functions through (5) , then the in-scattering term, where fix') is given by (5) , and the energy resolution term x + x') + V(x + x') + e(Z:) V(x) (10) provides the energy conservation of the system. It should be pointed out that the Lorentzian form used here is an approximation. Moreover, this term cannot be treated in isolation. In fact, it is the product of the generalized distribution f(x) and this Lorentzian that provides the probability function to find the final state, which is defined by both a position and a wave vector. The broadening term is the same as found previously [14] , and is given, within the above approximation, by -d-x2+ (13) The major purpose of the effective potential is to find a dependence of the density upon this potential as exp(-/3V). Using this fact, we can replace the potential in the second term of (13) with the density, and
Ox.
This particular form is often connected with a quantum potential appearing in hydrodynamic equations that are obtained from the equation of motion for the Wigner function [16] or the density matrix [17] . The Within a factor of 2, the second term is now recognized as the density gradient term first discussed for quantum hydrodynamics by de Broglie [18] and Madelung [19] , but known more as the Bohm potential [20] . It has become popular to use this correction in current device simulations to try to incorporate some quantum effects, referring to the corrections as the "density gradient potential".
From the above, we can see that the various forms for the quantum potential are really approximations to the full effective potential. As a result, use of the latter is to be preferred, since the integral smoothing will reduce fluctuations while the derivative forms amplify fluctuations. Moreover, it is well known that the Bohm potential reproduces the quantization energy of the ground state, and this is found as well in the effective potential. This means that the effective potential is already of a nature to be used for mixed wave functions, whereas the density gradient approaches have severe problems in this case, particularly near nodal points of the composite wave function [1] . By judicious choice of the extent of the wave packet, excellent fit can be obtained for the quantum parameters in e.g., the MOSFET inversion layer.
