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Understanding the orientation distribution of structural discontinuities using the limited information
afforded by their trace in outcrop has considerable application, with such analysis often providing the
basis for geological modelling. However, eigen analysis of 3D structural lineaments mapped at decimetre
to regional scales indicates that discontinuity best ﬁt plane estimates from such datasets tend to be
unreliable. Here, the relationship between digitised lineament vertex geometry (coplanarity/collinearity)
and the reliability of their estimated best ﬁtting plane is investigated using Monte Carlo experiments.
Lineaments are modelled as the intersection curve between two orthonormally oriented fractional
Brownian surfaces representing the outcrop and discontinuity plane. Commensurate to increasing
lineament vertex collinearity (K), systematic decay in estimated pole vector precision is observed from
these experiments. Pole vector distributions are circumferentially constrained around the axis of rotation
set by the end nodes of the synthetic lineaments, reducing the rotational degrees of freedom of the
vertex set from three to one. Vectors on the unit circle formed perpendicular to this arbitrary axis of
rotation conform to von Mises (circular normal) distributions tending towards uniform at extreme values
of K. This latter observation suggests that whilst intrinsically unreliable, conﬁdence limits can be placed
upon orientation estimates from 3D structural lineaments digitised from remotely sensed data. A
probabilistic framework is introduced which draws upon the statistical constraints obtained from our
experiments to provide robust best ﬁt plane estimates from digitised 3D structural lineaments.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Whether micro-cracks or continental scale tectonic dislocations,
the surﬁcial expression of structural discontinuities is typically a
lineament or trace signifying the curve of intersection between a
discontinuity plane and an outcrop surface. It is widely recognized
that the underlying structures which lineaments represent (i.e.
faults, fractures and veins) exert fundamental controls over ﬂuid
ﬂow, geomechanical behaviour and seismic wave propagation
within the subsurface (Barton, 1976; Brown, 1987; Schoenberg and
Sayers, 1995). Consequently, understanding the geometry and dis-
tribution of structural discontinuities using the limited information
afforded by their trace has considerable application, with such
analysis often providing the basis for structural and geophysical
models (Koike et al., 1998; Moreau et al., 1987; Rhen et al., 2007).
Indeed, for many settings where geophysical imaging of the rock.D. Seers).
Ltd. This is an open access articlevolume proves untenable (i.e. planetary surfaces, continental in-
teriors, localized rock exposures), lineaments and traces provide
the solitary control over subsurface structural architecture.
Conventionally, bi-dimensional approaches using photogeologic
interpretation have been used to infer the geometry of parent
structures from trace and lineament data (e.g. Wang and Howarth,
1990). Advances in trace extraction procedures, however, now
enable three dimensional representations of structural lineaments
to be delineated from digital elevation models and orthophotos
(e.g. Banerjee and Mitra, 2004; Vasuki et al., 2014), as well as mesh
based surface reconstructions (e.g. Umili et al., 2013). The principle
advantage of obtaining higher dimensional representations of lin-
eaments is that they allow best ﬁt plane estimates to be made for
their corresponding discontinuities. These orientation estimates
yield deterministic constraints upon structural architecture and
enable the assessment of spatially dependent discontinuity
network properties, such as volumetric intensity and connectivity,
which are known to govern key rock mass physical properties (i.e.
strength, elastic modulus and permeability: Gudmundsson, 2011;under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 2. Model conﬁguration for Monte Carlo simulations of outcrop-discontinuity
intersection using fractional Brownian surfaces.
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The unconditional application of plane ﬁtting routines to obtain
discontinuity orientations from such datasets should however be
viewed with caution, with two convergent degenerate cases being
readily identiﬁable. Firstly, if the asperity heights of a discontinuity
surface locally exceed those of the outcrop along their intersecting
curve, the least squares plane ﬁtted to the associate structural
lineament will indicate the outcrop rather than discontinuity
orientation. In practice, it is relatively trivial to ﬂag such cases by
testing for approximate coincidence between the discontinuity and
outcrop best ﬁt planes. The second case is, however, more prob-
lematic: the reliability of a best ﬁt plane is contingent upon the
distribution of the ﬁtted vertices, with deterioration in precision
expected as a point set tends towards a collinear conﬁguration and
verges away from the idealized planar model (Fernandez, 2005).
Since most mechanical discontinuities are approximately coplanar,
it is the former condition which is of particular concern: in its
simplest form, a discontinuity trace may be conceptualized as the
chord of a planar polygon or disk intersecting a plane (e.g.
Berkowitz and Adler, 1998) which serves as an arbitrary axis of
rotation aroundwhich an inﬁnite number of solutions to the best ﬁt
plane exist. As the geometry of naturally formed lineaments
approach this model conﬁguration their capacity to act as a reliable
indicator of discontinuity orientation concomitantly decreases. It is
recognized that structural attitude imparts considerable inﬂuence
over critical discontinuity network properties, such as fracture
permeability (Odling et al., 1999), indicating that uncertainties
pertaining to the measurement of discontinuity orientation from
remotely sensed data may impact downstream upon structural
modelling. It is therefore imperative that conﬁdence intervals are
established for the ﬁtted model if orientation measurements ob-
tained from digitized 3D lineaments are to be substantiated. To the
authors' knowledge, there have been no attempts either to obtain
such parameters or to investigate the geometrical properties (esp.
collinearity and coplanarity) of naturally formed lineaments which
govern the reliability of the best ﬁt plane for their associated
discontinuity. It is these deﬁciencies in the current state of under-
standing which are addressed here through Monte Carlo simula-
tions of outcrop-discontinuity intersection.
2. Lineament best ﬁt plane estimates
A number of methods exist for estimating the best ﬁt plane of a
3D point set, the most common of which are based upon regression
analysis (i.e. multiple linear/planar regression), matrix factorization
(e.g. singular value decomposition: Golub and Reinsch, 1970) or
iterative voting scheme based model estimation (e.g. random
sample consensus or RANSAC: Fischler and Bolles,1981). There is an
appreciable advantage in utilizing the subset of matrix factorization
techniques which employ eigen decomposition to derive best ﬁt
plane estimates. The relative magnitudes of the eigenvalues
derived from such analysis allow the distribution of the ﬁtted point
set in the axes aligned to its orthogonal eigenvector components to
be evaluated. In this study, we employ eigen basedmethods to elicitFig. 1. (left) Vertex coplanarity [M ¼ ln(l1/l3)] vs. collinearity [K ¼ ln(l1/l2)/ln(l2/l3)] for
Photo-panel depicting examples of structural discontinuities from each study area: Vale of
stones. Trowbarrow Quarry, NW UK: joints within Carboniferous aged shallow marine carbon
dolomitic carbonates. Borrowdale Volcanic Group, NW UK: Regional scale fault systems with
Troughbarrow Quarry and Carboneras Fault Zone were mapped from photogrammetry derive
house). Faults from the Borrowdale Volcanics Group were digitized by mapping elevation da
the British Geological Survey's mapping inventory. Trowbarrow Quarry and Carboneras Fa
Volcanics Series fault dataset provided by W. Head.estimates of discontinuity orientation whilst assessing the
geometrical properties of their corresponding trace.
The least-squares plane or ellipse of a set of x, y, z points may be
located by ﬁnding the eigensolution of their associated covariance
matrix. The approach assumes that the plane of best ﬁt passes
through the point set's barycentre ½ x y z , with the pole to the
least-squares plane being the axis of the maximummoment inertia
of the vertex set (i.e. the location of minimum vectorial density).
The maximum inertial moment of a vertex list can be estimated by
constructing the point set's covariance matrix, C, composed of the
sums of squares and products of the vectors containing its x, y, z
components [xi, yi, zi], rigidly transformed such that their centroid
is coincident with the coordinate system origin:
C ¼
2
64
P ðxi  xÞ2 Pðxi  xÞðyi  yÞ Pðxi  xÞðzi  zÞPðyi  yÞðxi  xÞ P ðyi  yÞ2 Pðyi  yÞðzi  zÞPðzi  zÞðxi  xÞ Pðzi  zÞðyi  yÞ P ðzi  zÞ2
3
75
(1)
C is a real square symmetric matrix and is therefore amenable to
eigen decomposition which yields its eigenvectors [v1, v2, v3] and
eigenvalues [l1, l2, l3]. The eigenvector corresponding to the
eigenvalue minimum [v3 ≘ l3] is the maximum moment of inertia
of the point set and thus the pole to its best ﬁt plane. This procedure
equates to the classic multivariate method of principal components
analysis (PCA) using covariance matrices (Hotelling, 1933; Pearson,
1901), commonly used to estimate lines and planes of best ﬁt along
demagnetization paths from palaeomagnetic specimens
(Kirschvink, 1980: the reader is advised that the composition of the3D structural lineaments and traces mapped at decimetre to kilometre scales. (Right)
Eden Basin, NW UK: shear bands (microfaults) within the Permian aged aeolian sand-
ates. Carboneras Fault Zone, SE Spain: shear fractures within Triassic aged mesofractured
Ordovician aged igneous and volcanoclastic rocks. Traces from the Vale of Eden Basin,
d mesh based surface reconstructions using optical ray tracing (software developed in-
ta from the Ordinance Survey Terrain 5 DEM to the vertices of 2D fault lineaments from
ult Zone photogrammetry datasets provided by M. James and L. Valetti. Borrowdale
Table 1
Parameters used for Monte Carlo experiments of outcrop-discontinuity intersection.
Experiment mМ
a Mrange Krange n bins n obs. per bin Noise model Noise parameter
Expt. 1 5.0 4e6.5 0.5e10,000 45 20,000 e e
Expt. 2 7.6 6.5e9 0.5e10,000 45 20,000 e e
Expt. 3 10.2 9e11.4 0.5e10,000 45 20,000 e e
Expt. 4 12.6 11.4e15.5 0.5e10,000 45 20,000 e e
Expt. 5 10.2b 9e11.4b 0.5e10,000 45 20,000 Gaussian s ¼ 0.0045c
Expt. 6 10.2b 9e11.4b 0.5e10,000 45 20,000 Comp. Gauss. tb/2 ¼ 0.0045c
a Mean lineament vertex coplanarity (M) per experimental run.
b Coplanarity values measured prior to the introduction of the additive noise component.
c Statistical noise parameter is equivalent to themean asperity height of the synthetic fracture surfaces used with in each experiment (value obtained from 10,000 fractional
Brownian surfaces generated using the scaling factor employed within experiments 3, 5 and 6).
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ror (eq. (1), pp. 701), giving the impression of non-symmetry1).
Omitting the translation of the point set barycentre to the coordi-
nate system origin, the formulation of C is also mathematically
equivalent to that of the orientation tensor of Woodcock (1977;
after Watson, 1966), used for the analysis of pole vector distribu-
tions. It should be noted that although Woodcock's method has
been proposed as a means to obtain the least squares plane from
geo-referenced point data (Fernandez, 2005), the solution may lack
numerical stability unless the centre of mass of the point set co-
incides with the coordinate system origin (i.e. Eq. (1)). Generally
point data contained within a geodetic reference frame cannot be
expected to obey this condition.
In addition to the normal vector of the least-squares plane, the
ratios between the eigenvalues provided by the spectral decom-
position of C give estimates of vertex coplanarity [M ¼ ln(l1/l3)]
and collinearity [K¼ ln(l1/l2)/ln(l2/l3)], equating to goodness of ﬁt
and reliability of the ﬁtted model (Fernandez, 2005; Woodcock,
1977). Using numerical experiments, Fernandez (2005) estab-
lished ad hoc thresholds of M and K to serve as indicators orien-
tation measurement quality [M > 4/K < 0.8], which we have used to
assess the suitability of digitized 3D lineaments as a medium for
obtaining discontinuity best ﬁt plane estimates. It can be demon-
strated from the eigen characteristics [M/K] of naturally formed
lineaments mapped at decimetre to regional scales that trace
coplanarity is ostensibly above the threshold required to obtain
reliable orientation estimates (Fig. 1). Conversely, measured values
of K indicate that the mapped lineaments tend to have vertex ge-
ometries which are considered to be too collinear to provide useful
best ﬁt plane estimates, with 84% of the traces in Fig. 1 being
rejected based upon the Fernandez criteria.
The observation that the majority of lineaments mapped from
altimetry and range data do not constitute reliable indicators of
discontinuity orientation presents major problems, as it implies
that extensive curtailment of trace/lineament networks will be
required to ensure that orientation estimates remain credible. It is
unlikely that rock physical properties or structural models derived
from these sparsiﬁed networks will be satisfactorily resolved (Seers
and Hodgetts, 2013), thereby nullifying the advantage of having
three dimensional structural trace representations. The imposition
of the K threshold of Fernandez, which is based upon a limited
analysis of vector distributions on a 2n-hypersphere, may however
be viewed as overly discriminatory. If the transition of pole vector
distributions towards axial uniformity with increasing trace vertex
collinearity is, as expected, gradual, it is conceivable that orienta-
tion measurements from traces characterized by values of K which
fall outside the Fernandez criteria may be placed within conﬁdence1 A corrected manuscript is now available from J. L. Kirschvink: personal
communication.bounds. Knowledge of the underlying probability distribution of
estimated pole vectors, and in particular its statistical dispersion in
relation to K, could therefore provide the basis for a more inclusive
probabilistic framework when estimating discontinuity orienta-
tions from structural traces. In the following sections Monte-Carlo
simulations of discontinuity-outcrop intersection are used to
parameterize the decay in pole vector precision in relation to
increasing trace collinearity. Conditioned by the results of these
numerical experiments, a probability based analytical method for
estimating the orientations of structural discontinuities from their
corresponding trace data is then presented.3. Methods
Given the infeasibility of an analytical solution, we turn to
Monte Carlo experiments to determine the probability density
characteristics of structural trace orientation estimates at differing
intervals of K. The procedure involves the generation of synthetic
lineament objects by locating the curve of intersection between a
triangular mesh based representation of a discontinuity surface of
known attitude, v! ¼ [0 0 1]T, and an equivalent cross cutting,
orthonormally oriented surface representing the outcrop. It has
long been recognized that asperities observed on the surfaces of
naturally formed discontinuities in granular and crystalline rocks,
as well those of topographic surfaces formed by geomorphological
processes exhibit scale invariance (e.g. Mandelbrot, 1983; Power
and Tullis, 1991). Motivated by these observations, fractional
Brownian approximations are used to model discontinuity and
outcrop surfaces, created using the diamond square algorithm of
Fournier et al. (1982)/(Fig. 2). Stochastically generated fractal sur-
faces cover a comprehensive range of Hurst exponents, Hq ¼ [0, 1],
indicative of persistent (Hq > 0.5) to anti-persistent (Hq < 0.5)
behaviour. In the case of discontinuity surfaces, we apply a constant
scaling factor in the axis perpendicular to the nascent grid plane to
constrain their coplanarity characteristics to intervals of M
observed from natural discontinuities (Table 1/see Fig. 1). To vary
the collinearity characteristics (K) of the intersecting curve be-
tween model iterations, a uniform random scaling factor is also
applied to each generated outcrop surface. Putative points of
intersection between each pair of cross cutting, triangulated sur-
faces are located by assuming that each constituent mesh triangle
edge represents an inﬁnitesimal ray, then solving the ray-triangle
intersection problem using the Barycentric coordinate based solu-
tion presented by M€oller and Trumbore (1997). Positive in-
tersections occur when the intersecting point, p0 lies between the
end nodes of its corresponding triangle edge (p1, p2), identiﬁed
when the following criterion is satisﬁed:
kp0  p1k þ kp0  p2k ¼ kp1  p2k (2)
As discussed in Section 1, when the asperity heights of a
Table 2
Monte Carlo simulation results: spherical and circular statistics calculated for synthetic structural lineament best ﬁt plane pole vectors for selected bins (a full breakdown of all
experimental results are provided within the Supplementary materials). See footnotes for deﬁnitions.
Spherical statistics Circular statistics
K Bins S1=S2
a Sub Dv1
c () k1
d k2
d U2e kf kag bh Si () c95
j ()
0.5e0.8
Expt. 1 1.18  103 9.62  104 0.05 588.73 35.66 0.13 68.04 0.97 0.000 6.97 14.30
Expt. 2 2.42  104 9.95  104 0.00 900.00 627.44 0.12 1204.23 1.00 0.000 1.65 3.24
Expt. 3 1.08  105 1.00  105 0.00 900.00 900.00 0.07 14230.20 1.00 0.000 0.50 0.94
Expt. 4 6.90  106 1.00  105 0.00 900.00 900.00 0.07 23448.06 1.00 0.000 0.37 0.73
Expt. 5 8.01  105 1.00  105 0.15 900.00 900.00 0.06 20359.39 1.00 0.000 0.40 0.79
Expt. 6 9.34  105 1.00  105 0.09 900.00 900.00 0.06 19093.65 1.00 0.000 0.41 0.81
2e2.5
Expt. 1 7.13  102 6.41  104 0.26 410.47 4.63 0.05 7.20 0.74 0.001 22.20 43.80
Expt. 2 2.42  104 9.42  104 0.13 900.00 31.48 0.12 59.15 0.97 0.000 7.48 15.14
Expt. 3 2.85  105 9.69  104 0.14 900.00 48.72 0.07 95.18 0.98 0.000 5.89 11.75
Expt. 4 2.04  106 9.72  104 0.11 900.00 53.98 0.08 104.98 0.98 0.000 5.61 10.96
Expt. 5 1.89  105 9.73  104 3.46 900.00 54.52 0.35 101.46 0.98 0.003 5.70 11.15
Expt. 6 2.07  105 9.79  104 1.72 900.00 74.19 0.09 145.37 0.99 0.001 4.76 9.31
4.5e5
Expt. 1 4.47  102 4.2  104 0.32 287.54 2.54 0.06 3.85 0.53 0.002 31.60 63.16
Expt. 2 1.06  104 6.74  104 0.20 900.00 4.79 0.07 7.39 0.75 0.001 21.88 43.14
Expt. 3 1.08  105 6.32  104 0.11 900.00 4.23 0.06 6.50 0.71 0.001 23.46 46.29
Expt. 4 9.64  105 6.55  104 0.07 900.00 4.55 0.06 7.07 0.73 0.001 22.41 44.26
Expt. 5 6.76  104 8.64  104 30.00 900.00 8.66 0.20 15.44 0.87 0.011 14.83 29.24
Expt. 6 1.02  105 7.33  104 17.78 900.00 6.01 0.09 10.10 0.81 0.003 18.52 36.44
>100
Expt. 1 2.24  102 2.58  104 3.27 219.59 0.03 0.13 1.68 0.01 0.001 54.12 117.30
Expt. 2 2.50  104 2.50  104 20.70 900.00 0.10 0.13 1.71 0.02 0.016 53.68 116.18
Expt. 3 2.97  104 2.50  104 1.76 900.00 0.10 0.12 1.72 0.02 0.001 53.51 115.75
Expt. 4 3.14  105 2.50  104 2.14 900.00 0.09 0.13 1.71 0.02 0.001 53.55 115.85
Expt. 5 2.32  104 2.71  104 21.03 900.00 0.40 0.11 1.84 0.08 0.054 51.22 109.88
Expt. 6 2.44  104 2.53  104 7.72 900.00 0.23 0.12 1.78 0.06 0.013 51.18 112.35
a Woodcock and Naylor (1983) test for non-uniformity (critical value ¼ 1.207 at the 99% conﬁdence level).
b Mardia (1972) test for non-uniformity (critical value ¼ 15.09 at the 99% conﬁdence level).
c Angular displacement between the known fracture surface normal, v!¼ [0 0 1]T, and the principle direction, v1, of each bin.
d Maximum likelihood estimated concentration parameters for the Bingham distribution (Bingham, 1974). High negative values indicate low dispersion on the associated
semi-axis of the Bingham ellipse, with ki ¼ 900 equating to the minimum tabulated value within the open source Bingham Statistics Library diagonal concentration matrix
look-up table (http://code.google.com/p/bingham).
e U2 test statistic of for the goodness of ﬁt test of Watson (1961). The null hypothesis that the data follows a von Mises distribution is not rejected at the 5% level if the
observed test statistic U2 is lower than the critical value: Uc ¼ 0.186.
f Maximum likelihood estimation of the concentration parameter of the von Mises distribution.
g Circular kurtosis (Pewsey, 2004).
h Circular skew (Pewsey, 2004).
i Circular standard deviation.
j Sample 95% conﬁdence level.
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curve of intersection, the best ﬁt plane will indicate outcrop rather
that discontinuity orientation. Subsequent to aligning the end
nodes of each synthetic trace with the coordinate frame's y axis, we
employ PCA to ﬂag these degenerate cases. We initially compare
the ratio between the maximum and minimum eigenvalues of the
trace object's x, y components to those obtained from 10,000 re-
alizations of uniformly distributed (2D) random walks at n-steps
equivalent to the number of vertices of the input trace. When
lineament vertex eigenvalue ratios are found to lie above the ratio
obtained from the corresponding stochastic random process,
orientation estimates are rejected if the arc length between the
pole vector of the lineament plane of best ﬁt and normal of the
outcrop is less than that to the known facture surface normal.
To investigate the inﬂuence of sensor noise upon the reliability
of structural lineament orientation estimates, two additional ex-
periments are conducted which introduce (1) an oblique Gaussian
and (2) oblique compound Gaussian noise component to the syn-
thetic trace vertex lists (Table 1). The selection of the Gaussian
family of models is motivated by their ability to provide an
approximation of laser scanner and stereo photogrammetry mea-
surement error (e.g. Thuy and Leon, 2009), as well as the effects of
interferometric phase noise upon synthetic aperture radarinterferometry (inSAR) derived DEMs (e.g. Bo et al., 1999).
The probability density function of the Gaussian noise compo-
nent is given by:
FðvÞ ¼ 1
s
ﬃﬃﬃﬃﬃﬃ
2p
p e
ðvGmÞ2
2s2 (3)
where m is the mean of the sample (equal to zero) and s is its
standard deviation. In the case of the experiment run using a
Gaussian mixture model, the noise component is generated by
compounding Eq. (3) with a uniform continuous distribution gov-
erning the parametric variation of s such that:
GðrÞ ¼
8><
>:
1
ðb aÞ for a  s  b
0 otherwise
(4)
with a and b deﬁning the boundaries of the uniform continuous
interval U(0,1)t, where t is a scaling term used to vary the magni-
tude of r. The resulting compound distribution Hmay be expressed
as:
Fig. 3. (A) Hyperspherical distributions of positively signed pole vectors collated from Experiment 3 (mM ¼ 10.2) at different intervals of K. (B) Distributions of axially ﬂattened pole
vectors derived from Experiment 3 for intervals of K shown in A.
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Z
q
pFðvjrÞpGðvjrÞdr (5)
where a is the hyperparameter of the prior uniform distribution
G(r). The compound Gaussian retains an identical m and has a
similar shape to F(v), whilst being characterised by larger variance
and heavier tails than the formative Gaussian distribution, repre-
sentative of the greater presence of outliers.
Six experimental runs were performed in total: four using
synthetic discontinuity surfaces at intervals ofM covering the range
of values observed in outcrop, and one conducted using each of the
described additive noise models (where 2/bt f s) using a single
interval of M (Table 1). After the generation of each synthetic trace
object, the covariance tensor C is constructed from its vertex list,
with the trace plane normal (v3), as well as vertex coplanarity and
collinearity metrics (M/K) calculated. Synthetic trace measure-
ments are placed into bins according to values of K, with directional
statistics (Bingham, 1974; Fisher, 1953; Mardia, 1972; Woodcock,
1977) obtained for each sub-population, enabling pole vector dis-
tributions to be assessed.4. Results
Experimental results are summarized in Table 2 (Monte Carlo
simulation datasets and a detailed breakdown of the experimental
results discussed within this paper are available within the sup-
plementary materials). Several pertinent observations concerning
the relationship between lineament collinearity and the reliability
of the plane of best ﬁt emerge from the data.4.1. Spherical statistics
Distributions of the binned pole vectors on the unit hypersphere
are non-random in all cases, conﬁrmed at the 99% conﬁdence level
using the eigenvalue tests of Mardia (1972), and Woodcock and
Naylor (1983). With increasing values of K, vectors exhibit a
greater degree of dispersion, transforming from clusters centred
around the known discontinuity normal to girdles formed
perpendicular to the axis of rotation set by the end nodes of the
synthetic traces (i.e. around the y axis/Fig. 3a). Using the two axis
ratio method of Woodcock (1977), the transition between cluster
and girdle distributions is identiﬁed as occurring between K ¼ 0.8
to K ¼ 1.5 (Fig. 4a).
Assuming approximation to the Bingham distribution (e.g.
Yamaji and Sato, 2011), we obtain the principle direction (i.e. v1: the
location of highest vector density) and maximum likelihood esti-
mated concentration parameters (k1, k2) for each bin (Bingham,
1974). Representative of the dispersion of pole vectors along the
major and minor semi-axes of the Bingham ellipse; the growing
disparity in the ratios between k1 and k2 with increasing values of K
reﬂect the transition from clusters to girdles, with pole vector
distributions transforming from symmetric bipolar (k1 ¼ k2≪ 0) or
asymmetric bipolar (k1 < k2 ≪ 0) distributions, through to asym-
metric girdles (k1 ≪ k2 < 0) (see Collins and Weiss, 1990). The
observation that the degree of dispersion around the long axis of
the Bingham ellipse is ostensibly small in all cases (i.e. k1 ≪ 0) is
signiﬁcant, as it conﬁrms that structural lineament best ﬁt plane
estimates are circumferentially constrained. Thus, the rotational
degrees of freedom of each orientation estimate are, in effect,
reduced from a notional system of three to one. Consequently, the
T.D. Seers, D. Hodgetts / Journal of Structural Geology 82 (2016) 37e47 43true discontinuity surface normal is assumed to lie proximal to the
great circle formed perpendicular to the arbitrary axis of rotation
set by the end nodes of the associate structural lineament. In
addition to providing powerful geometric constraint upon the
location of the pole to the best ﬁt plane upon the unit sphere, the
fact that vectors are circumferentially distributed reduces the
parameterization of the decay in the precision of structural linea-
ment orientation estimates with increasing vertex collinearity to a
2D problem on the unit circle. We therefore employ circular sta-
tistics to further elucidate the nature of this relationship, utilising
axially ﬂattened representations of the binned pole vectors derived
from these experiments.4.2. Circular statistics
Vector distributions upon the unit circle ostensibly conform to
von Mises (circular normal) distributions (Fig. 3b), with the
goodness-of-ﬁt between the empirical and theoretical distribution
assessed using the U2 test of Watson (1961)/Table 2. Characterized
by the progressive reduction in circular kurtosis (sensu: Pewsey,
2004) and increase in dispersion (indicated by the reciprocal
decay in maximum likelihood estimates of the concentration
parameter of the von Mises distribution, k: Fig. 4b), pole vectors
tend towards uniform with increasing vertex collinearity.Fig. 4. (A) Normalized eigenvalue (S1, S2, S3) ratio plots (Woodcock, 1977) showing the or
likelihood concentration parameter, k, of the von Mises distribution calculated for binned (a
level for (axially ﬂattened) binned pole vectors from Experiments 1 to 4. Note that the bin
purpose of visualization in B and C.Moreover, comparison of values of k obtained from equivalent low
collinearity bins (i.e. those covering the range K ¼ 0.5e3) of each
experimental run also suggests a marked loss in the precision of
best ﬁt plane estimates with decreasing vertex coplanarity. From
Experiments 1 to 4 (mM ¼ 5.2 and mM ¼ 12.6 respectively) over an
order of magnitude increase in k is observed for the lowest
collinearity bin (K ¼ 0.5e0.8), with an associated decrease in cir-
cular standard deviation of 6.6.
Locating the sample 95% conﬁdence interval using the method
of De Sa (2007), we ﬁnd that a major portion of the synthetic trace
data with vertex collinearity characteristics that are outside the
Fernandez criteria for reliable orientation measurement quality
(K> 0.8)may be placedwithin relatively narrowconﬁdence bounds
(Fig. 4c). For traces with moderate to high vertex coplanarity values
(Experiments 2, 3 and 4), 95% of best ﬁt plane estimates for
structural lineaments with K values of 2e2.5 may be placed upon a
circular arc tangent with an internal half angle of between 10.96
(Expt. 4) to 15.14 (Expt. 2). For highly collinear lineaments, conﬁ-
dence bounds become appreciably wide, with the sample 95%
conﬁdence interval exceeding the theoretical maximum deviation
angle between two vectors on the unit circle (i.e. p) for traces
characterized by collinearity values of ~K > 20.ientation tensors of binned pole vectors from Experiments 1 to 4. (B) The maximum
xially ﬂattened) pole vectors from Experiments 1 to 4. (C) The sample 95% conﬁdence
containing K values over 100 is plotted at its lowest bin range (i.e. K z 100) for the
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Examining the distributions of pole vector upon the unit sphere,
and axially ﬂattened vectors upon the unit circle indicates that
sensor noise has a considerable impact upon the reliability of best
ﬁt plane estimates from digitised structural lineaments. Using a
Gaussian noise component with a standard deviation equivalent to
mean asperity height of the fracture surfaces used within Experi-
ments 3, 5 and 6 (s ¼ 0.0045), it was found that the angular
displacement between the reference fracture surface normal and
the principle direction of the vector set becomes evidently large,
even at relatively low values of K (Table 2). With increasing vertex
collinearity, pole vector distributions become negatively skewed in
both experiments run with simulated sensor noise, with the prin-
ciple direction displaced towards the oblique vector of the additive
noise component (Fig. 5).
5. Probabilistic lineament best ﬁt plane estimates
Evidence presented here suggests that many structural linea-
ments digitized from altimetric and range datasets do not consti-
tute a reliable medium for the estimation of discontinuity
orientation. Despite these initial misgivings, these experiments
demonstrate that:
 Structural traces reduce the rotational degrees of freedom of
their associated discontinuity from a notional system of three to
one.Fig. 5. (A) Hyperspherical distributions of positively signed pole vectors from Experiments r
noise models. (B) Distributions of axially ﬂattened pole vectors derived from Experiments Pole vectors on the great circle formed perpendicular to this
singular rotational axis conform to von Mises distributions,
tending towards uniform when trace vertices approach a
collinear conﬁguration.
 A signiﬁcant proportion of structural lineaments with vertex
collinearity characteristics that are not conducive to reliable
orientation estimates under existing thresholds may be placed
within relatively narrow conﬁdence bounds.
These observations are used as the conceptual basis for a
probabilistic framework to obtain robust estimates of discontinuity
orientation from digitized structural lineaments, the details of
which are as follows:
5.1. Probabilistic orientations
The approach relies upon the assumption that the discontinuity
pole vector associated with a digitized lineament lies upon the
great circle formed perpendicular to the arbitrary axis of rotation
set by the trace's end nodes. The probability density characteristics
around this rotational axis are considered to be governed by
(Fig. 6):
1. The underlying probability distribution of estimated pole vec-
tors with respect to a given interval of M/K
2. The angle of incidence between the estimated best ﬁt plane of a
trace and that of the outcrop locally along their intersection
curve (e.g. Terzaghi, 1965)un using the Gaussian (Experiment 5) and compound Gaussian (Experiment 6) additive
5 and 6.
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cluster centroids identiﬁed from the wider discontinuity
network
The probability density function of the von Mises distribution
for the angle q is given by:
f ðqjmq; kÞ ¼
ecosðqmqÞ
2pI0ðkÞ
(6)
where I0(k) is the modiﬁed Bessel function (Forbes et al., 2011). The
location parameter mq corresponds to the nearest point on the
initialized great circle to the pole to the discontinuity best ﬁt plane
v3, estimated through the spectral decomposition of C. The con-
centration parameter k, is selected from experimentally derived
values constrained to different intervals K and M, based upon the
corresponding collinearity and coplanarity characteristics of the
input trace.
The probability density for the intersection of a discontinuity at
the angle of incidence b is deﬁned as:
f ðbÞ ¼ cb
8>><
>>:
1
arcsinðbÞ þ
1
sinðAÞ for A  b  p=2
1
arcsinðAÞ þ
1
sinðAÞ for 0  b<A
(7)
where:
Zp2
0
cbf ðbÞdb ¼ 1 (8)
Omitting the normalization constant cb, f(b) for the interval
A  b  p/2 is inversely proportional to the Terzaghi weighting
factor used to correct orientation bias in rock joint surveys
(Terzaghi, 1965). The imposition of the lower bound A (where
0 < A < p/2) is required due to the asymptotic behaviour of f(b) as b
tends towards zero.
Forming the analogue to the von Mises distribution (Eq. (6))Fig. 6. Factors determining the probability density characteristics a point, p, on the 2-
sphere around the arbitrary axis of rotation set by the end nodes of a 3D structural
lineament (see text for discussion).upon the 2n-hypersphere (Sp1), the simpliﬁcation that a pole
vector clusters within the discontinuity array approximates to the
von MiseseFisher (vMF) distribution (Fisher, 1953) is used. By
extension, it is assumed that the probability density for each point,
x (where x 2 Sp1) on the prospective great circle located within
the cone of 99% conﬁdence of a given orientation cluster is given by:
fvMFðxjmx; kÞ ¼
kp=21
2ðpÞp=21Ip=21ðkÞ
ekm
T
x (9)
where the location parameter ux corresponds to the cluster
centroid, k > 0 is the concentration parameter of the vMF distri-
bution for each cluster and Iv(.) is the modiﬁed Bessel function.
To obtain probabilistic estimates of discontinuity orientation, an
aggregation scheme is employed to combine individual probability
densities into a combined probability model. In this work, the
combined probability model is formulated using a linear opinion
pool (Clemen andWinkler,1999; Stone,1961), which represents the
weighted linear combination of the individual probability density
functions:
pðuÞ ¼
Xn
i¼1
wipiðuÞ (10)
where, n is the number of prior probability density distributions
used to formulate the combination model, pi(u) represents the ith
probability distribution for the uncertain quantity u, wi denotes the
ith weighting factor (where
P
(w1,…wn) ¼ 1), and p(u) represents
the combined probability distribution. A critical advantage of the
linear opinion pool is that it allows each contributing probability
density distribution to be weighted according to the perceived
quality of the information which it represents. A hierarchical
weighting system is employed, with the underlying probability
distribution of eigen estimated pole vectors determined primarily
by the collinearity characteristics of the input trace. The clustering
of the discontinuity network and the angle of incidence between
the orientation estimate and the outcrop then make a secondary
and tertiary contribution to the weighting scheme respectively. In
cases where the measured values of vertex collinearity approach
circular uniform distributions within the experimental dataset
(K > 100), or where coincidence between the discontinuity and
outcrop best ﬁt planes is detected, the probability distribution of
eigen-estimated pole vectors makes a null contribution. Similarly,
the weighting of probability densities of points upon the prospec-
tive great circle within the 99% conﬁdence cone of a posteriori
clusters relates to the proportion of the discontinuity array
explained by cluster membership, as well as the size of individual
clusters. In the sparsest case (i.e. collinear trace within a non-
systematic discontinuity array), p(u) is equivalent to f(b).5.2. Implementation
To test the power of the approach, synthetic discontinuity net-
works composed of two orthogonal subpopulations drawn from
vonMiseseFisher distributions (where k¼ 20e50) and a uniformly
oriented component (where k z 0) constituting 10e25% of the
discontinuity array are iteratively generated. In this test scheme, a
subset of directional vectors is randomly selected from the two
systematic orientation sets, with orthonormally arranged fractional
Brownian surfaces representative of each sampled discontinuity
and the cross-cutting outcrop generated. The curve of intersection
between each set of paired surfaces is then located using the
approach outlined in Section 2, with the least squares plane to each
lineament, as well as the eigen attributes of its vertex list (M/K)
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covariance matrix, C (see Eq. (1)). Having acquired the eigensolu-
tion to the lineament's plane of best ﬁt, a probabilistic orientation
estimate is then derived using the approach outlined above (aver-
aged over 1000 realizations), enabling the degree of precision
offered by each approach to be assessed: a basic implementation of
the orientation solver and demonstration program written in
MATLAB™ code are provided within the supplementary materials.
Over 10,000 simulations we ﬁnd a marked improvement in the
precision of structural lineament best ﬁt plane estimates derived
using our probabilistic framework over analytically derived solu-
tions. This occurs at the expense of a minor loss in orientation
precision for low values of K (K ¼ 0.8e2). Over these experiments
we ﬁnd a mean reduction of 19.64 in angular displacement be-
tween the known fracture surface normal and the estimated pole to
the best ﬁt plane for the probabilistic case, with the greatest
improvement in precision being obtained for traces with K values
over 2.5 (Fig. 7). These results suggest that the probabilistic esti-
mation discontinuity orientation from 3D structural lineaments
holds great promise, potentially allowing estimates to be drawn
from trace objects with vertex geometries that are not conducive
towards least squares plane ﬁtting using conventional approaches.6. Discussion and conclusions
With the continued proliferation of terrestrial and planetary
altimetry datasets (e.g. Zuber et al., 2012) and the rapid develop-
ment of portable, low-cost range imaging modalities (i.e. terrestrial
lidar and UAV based stereo photogrammetry: Bemis et al., 2014;
Hodgetts, 2013), the emergence of three dimensional lineament
feature extraction procedures provides the opportunity to advance
structural interpretations in many settings. However, as demon-
strated by this study, orientation estimates derived from 3D line-
aments are subject to considerable error, with the precision of the
least squares plane highly dependent upon the geometry of the
ﬁtted vertex set. The capacity to relate the geometrical properties
(esp. collinearity) of structural lineaments to the reliability of their
associated plane of best ﬁt should therefore be a ﬁrst order
consideration in the inference of structural architecture from such
datasets.
The numerical experiments presented here demonstrate that
whilst the degree of uncertainty associated with structural traceFig. 7. Comparison between the precision of least squares planes ﬁtted to synthetic structur
within this study. Values represent the mean angular displacement between the pole vector
the associated synthetic discontinuity, binned by lineament vertex collinearity (K).orientation estimates is intrinsically high, both geometric and
probabilistic constraints may be placed upon these measurements.
At a minimum, lineaments act as an arbitrary axis of rotation to the
discontinuity plane of best ﬁt, limiting orientation estimates to a
singular rotational degree of freedom. The results from our exper-
iments do however suggest that the majority of discontinuity at-
titudes estimated from structural lineaments mapped from
altimetry or range datasets may be contained within far narrower
conﬁdence bounds. Fitting the conﬁdence intervals obtained from
our experiments to the digitized structural discontinuities pre-
sented in Fig. 1, it is found that 58%, 67% and 73% of the mapped
structures may be placed at 95% conﬁdence levels of approximately
10, 15 and 20 respectively. It should be noted that these results
are only applicable in cases where the contribution of sensor noise
is deemed to be nominal. Judging by the high degree of skew
imposed upon best ﬁt plane estimations within experiments
employing an additive noise component, an appreciation of the
error characteristics of the sensor used to map outcropping linea-
ments is essential if such features are to form the basis for the
inference structural architecture. A further point to emphasise is
that least squares planes ﬁtted to structural lineaments are only
informative about discontinuity orientation locally along its curve
of intersection with the outcrop surface. Clearly, such information
cannot fully encompass the orientation characteristics discontinu-
ities with highly curvilinear geometries (e.g. listric faults), or those
whose surfaces deviate markedly from the idealized planar model
(see Experiment 1).
Though the above ﬁndings constitute a signiﬁcant advance in
the understanding of uncertainties in orientation measurements
from structural lineaments, they also reinforce the view that many
features within a trace network do not constitute a reliablemedium
for the estimation of discontinuity attitude. However, by employing
a probabilistic framework, lineaments which would otherwise not
be conducive to the estimation of discontinuity orientation may be
encompassed. Even using a simplistic implementation of the con-
cepts developed in Section 4, a marked improvement in lineament
best ﬁt plane precision is achieved, particularly for traces charac-
terized by highly collinear sets of vertices. Clearly, such an approach
is better suited to well clustered discontinuity arrays, with a
reduction in predictive power expected where clusters become
convergent (e.g. Hua et al., 2014), or where a signiﬁcant portion of
the network is uniformly oriented. Nevertheless, these resultsal lineaments using the eigensolution and the probabilistic orientation solver presented
to the best ﬁt plane obtained by each method and that of the reference best ﬁt plane for
T.D. Seers, D. Hodgetts / Journal of Structural Geology 82 (2016) 37e47 47suggest that the probabilistic estimation of discontinuity orienta-
tion from structural lineaments holds great promise. Furthermore,
by employing a more sophisticated Bayesian probability density
aggregation scheme (e.g. Lindley, 1988), and guiding the solver
using established relationships between the axial orientation in-
dividual lineaments and the clustering of the wider discontinuity
array, it is anticipated that major improvements in performance
may be gained over the elementary implementation presented
here.
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