Katugampola Fractional Calculus With Generalized $k-$Wright Function by Salamooni, Ahmad Y. A. & Pawar, D. D.
ar
X
iv
:1
90
9.
07
88
0v
1 
 [m
ath
.A
P]
  1
1 S
ep
 20
19
KATUGAMPOLA FRACTIONAL CALCULUS WITH
GENERALIZED k−WRIGHT FUNCTION
AHMAD Y. A. SALAMOONI, D. D. PAWAR
Abstract. In this article, we presented some properties of the Katugampola
fractional integrals and derivatives. Also we studied the fractional calculus
properties involving Katugampola Fractional integrals and derivatives of gen-
eralized k−Wright function nΦkm(z).
AMS classifications: 33B15; 33C20; 26A33.
1. Introduction and Preliminaries
In recent years, researchers and authors have introduced a new fractional inte-
grators operators and fractional derivatives operators which are generalizations of
the famous Riemann-Leuville and the Hadamard-type, for more details see [1-5]
and references therein.
Definition 1.[5] Let Ω = [a, b], the Katugampola fractional integrals ρI
γ
0+ϕ and ρI
γ
−
ϕ
of order γ ∈ C(R(γ) > 0) are defined for ρ > 0, a = 0 and b =∞ as
(ρI
γ
0+ϕ)(s) =
ρ1−γ
Γ(γ)
∫ s
0
τρ−1ϕ(τ)
(sρ − τρ)1−γ
dτ, (s > 0), (1.1)
and
(ρI
γ
−
ϕ)(s) =
ρ1−γ
Γ(γ)
∫
∞
s
τρ−1ϕ(τ)
(τρ − sρ)1−γ
dτ, (s > 0), (1.2)
and the corresponding Katugampola fractional derivatives ρD
γ
0+ϕ and ρD
γ
−
ϕ are
defined with
(
n = 1 + [R(γ)]
)
as
(ρD
γ
0+ϕ)(s) :=
(
s1−ρ
d
ds
)1+[R(γ)](
ρ
I
1−γ+[R(γ)]
0+ ϕ
)
(s)
=
ργ−[R(γ)]
Γ(1− γ + [R(γ)])
(
s1−ρ
d
ds
)1+[R(γ)] ∫ s
0
τρ−1ϕ(τ)
(sρ − τρ)γ−[R(γ)]
dτ, (s > 0),
(1.3)
and
(ρD
γ
−
ϕ)(s) :=
(
− s1−ρ
d
ds
)1+[R(γ)](
ρ
I
1−γ+[R(γ)]
−
ϕ
)
(s)
=
ργ−[R(γ)]
Γ(1− γ + [R(γ)])
(
− s1−ρ
d
ds
)1+[R(γ)] ∫ ∞
s
τρ−1ϕ(τ)
(τρ − sρ)γ−[R(γ)]
dτ, (s > 0).
(1.4)
Key words and phrases. Katugampola Fractional integral and derivative, k−Gamma function
and k−Wright Function.
1
2Definition 2.[6] The generalized K−Gamma function Γk(y) defined by
Γk(y) = lim
n→∞
n!kn(nk)
y
k
−1
(y)n,k
, (k > 0; y ∈ C \ kZ−), (1.5)
where (y)n,k is the k−Pochhammer symbol given as
(y)n,k :=


Γk(y+nk)
Γk(y)
(k ∈ R; y ∈ C \ {0})
y(y + k)(y + 2k)...(y + (n− 1)k) (n ∈ N+; y ∈ C)
(1.6)
and for R(y) > 0, the K−Gamma function Γk(y) defined by the integral
Γk(y) =
∫
∞
0
xy−1e−
xk
k dx (1.7)
this given relation with Euler’s Gamma function as
Γk(y) = k
y
k
−1Γ(
y
k
). (1.8)
Also [7],
Γ(1− y)Γ(y) =
pi
sin(ypi)
. (1.9)
Definition 3. [8] The Beta function B(υ, ω) is defined as
B(υ, ω) =
∫ 1
0
zυ−1(1− z)ω−1dz, R(υ) > 0, R(ω) > 0,
=
Γ(υ)Γ(ω)
Γ(υ + ω)
(1.10)
Furthermore,∫
∞
xˆ
(z − xˆ)υ−1(z − yˆ)ω−1dz = (xˆ− yˆ)υ+ω−1B(υ, 1− υ − ω),
xˆ > yˆ, 0 < R(υ) < 1−R(ω). (1.11)
Recently the Generalized K−Wright function introduced by (Gehlot and Pra-
japati [9]) which is defined as following:
Definition 4. For k ∈ R+; z ∈ C; pi, qj ∈ C, αi, βj ∈ R (αi, βj 6= 0; i =
1, 2, ..., n; j = 1, 2, ...,m) and (pi + αir), (qj + βjr) ∈ C \ kZ
−, the generalized
k−Wright function nΦ
k
m is defined by
nΦ
k
m(z) = nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣z
]
=
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
zr
r!
, (1.12)
with the convergence conditions describing as
∆ =
m∑
j=1
(βj
k
)
−
n∑
i=1
(αi
k
)
;µ =
n∏
i=1
∣∣αi
k
∣∣−αik m∏
j=1
∣∣βj
k
∣∣βjk ; ν = m∑
j=1
(qj
k
)
−
n∑
i=1
(pi
k
)
+
n−m
2
Lemma 1. [9] For k ∈ R+; z ∈ C; pi, qj ∈ C, αi, βj ∈ R (αi, βj 6= 0; i =
1, 2, ..., n; j = 1, 2, ...,m) and (pi + αir), (qj + βjr) ∈ C \ kZ
−
3(1) If ∆ > −1, then series (1.12) is absolutely convergent for all z ∈ C and
generalized k−Wright function nΦ
k
m(z) is an entire function of z.
(2) If ∆ = −1, then series (1.12) is absolutely convergent for all |z| < µ and of
|z| = µ,R(µ) >
1
2
.
2. Properties of Katugampola Fractional integral and derivative
In this section, we investigated some properties of the Katugampola fractional
integrals and derivatives (1.1), (1.2) and (1.3), (1.4) for the power function ϕ(s) =
sα−1 and the exponential function e−λ s
ρ
.
Lemma 2. Let ρ > 0,R(γ) ≧ 0 and n = 1 + [R(γ)]
(1) If R(α) > 0, then
(ρI
γ
0+τ
α−1)(s) =
ρ−γΓ(1 + α−1
ρ
)
Γ(1 + α−1
ρ
+ γ)
sργ+(α−1) (R(γ) ≥ 0; R(α) > 0) (2.1)
(ρD
γ
0+τ
α−1)(s) =
ργ−nΓ(1 + α−1
ρ
)
Γ(1 + α−1
ρ
− γ)
s(α−1)−ργ (R(γ) ≧ 0; R(α) > 0). (2.2)
(2) If α ∈ C, then
(ρI
γ
−
τα−1)(s) =
ρ−γΓ(1−α
ρ
− γ)
Γ(1−α
ρ
)
sργ+(α−1) (R(γ) ≥ 0; R(γ + α) < 1) (2.3)
(ρD
γ
−
τα−1)(s) =
ργ−nΓ(1−α
ρ
+ γ)
Γ(1−α
ρ
)
s(α−1)−ργ (R(γ) ≧ 0; R(γ + α− [R(γ)]) < 1).
(2.4)
(3) If R(λ) > 0, then
(ρI
γ
−
e−λτ
ρ
)(s) = (λρ)−γe−λ s
ρ
(R(γ) ≥ 0) (2.5)
(ρD
γ
−
e−λτ
ρ
)(s) = (λρ)γe−λ s
ρ
(R(γ) ≧ 0). (2.6)
Proof. To prove this Lemma, let the substitution x = τ
ρ
sρ
, in parts (1) and (2).
(1) Firstly, by the equation (1.1) and the given substitution we have
(ρI
γ
0+τ
α−1)(s) =
ρ−γsργ+α−1
Γ(γ)
∫ 1
0
x
α−1
ρ
(1− x)1−γ
dx
=
ρ−γsργ+α−1
Γ(γ)
B
(
γ, 1 +
α− 1
ρ
)
,
now, using equation (1.10), we obtain the result (2.1). ✷
Secondly, by the equation (1.3), the given substitution and by using the result (2.1),
we have
(ρD
γ
0+τ
α−1)(s) =
(
s1−ρ
d
ds
)n(
ρ
I
n−γ
0+ τ
α−1
)
(s)
=
ργ−nΓ(1 + α−1
ρ
)
Γ(1 + α−1
ρ
+ n− γ)
(
s1−ρ
d
ds
)n
sρ(n−γ)+α−1
4=
ργ−nΓ(1 + α−1
ρ
)
Γ(1 + α−1
ρ
− γ)
s(α−1)−ργ ✷
(2) Firstly, by the equation (1.2) and the given substitution we have
(ρI
γ
−
τα−1)(s) =
ρ−γsργ+α−1
Γ(γ)
∫
∞
1
x
α−1
ρ (x − 1)γ−1dx,
now, using the equation (1.11), with xˆ = 1 and yˆ = 0, we obtain
(ρI
γ
−
τα−1)(s) =
ρ−γsργ+α−1
Γ(γ)
B
(
γ, 1− γ − (1 +
α− 1
ρ
)
)
,
by using equation (1.10), we obtain the result (2.3). ✷
Secondly, by the equation (1.4), the given substitution and by using the result
(2.3), we have
(ρD
γ
−
τα−1)(s) =
(
− s1−ρ
d
ds
)n(
ρ
I
n−γ
−
τα−1
)
(s)
=
(−1)nργ−nΓ(1−α
ρ
+ γ − n)
Γ(1−α
ρ
)
(
s1−ρ
d
ds
)n
sρ(n−γ)+α−1
=
(−1)nργ−n
Γ(1−α
ρ
)
Γ(1−α
ρ
+ γ − n)Γ(1− [ 1−α
ρ
+ γ − n])
Γ(1 − [γ − α−1
ρ
])
(2.7)
Also, by using (1.9), we have
Γ(
1− α
ρ
+ γ − n)Γ(1− [
1− α
ρ
+ γ − n]) =
pi
sin([ 1−α
ρ
+ γ − n]pi)
=
(−1)npi
sin([γ − α−1
ρ
]pi)
(2.8)
and
1
Γ(1− [γ − α−1
ρ
])
=
Γ(γ − α−1
ρ
)
Γ(γ − α−1
ρ
)Γ(1 − [γ − α−1
ρ
])
=
Γ(γ − α−1
ρ
)
pi
sin([γ −
α− 1
ρ
]pi)
(2.9)
Substituting relations (2.8) and (2.9) in (2.7), we obtain (2.4). ✷
(3) For this part let the substitution x = τρ − sρ.
Firstly, by the equation (1.2) and the given substitution in this part we have
(ρI
γ
−
e−λτ
ρ
)(s) =
ρ−γ
Γ(γ)
e−λ s
ρ
∫
∞
0
e−λ xxγ−1dx,
then use the substitution ϑ = λ x, we obtain
(ρI
γ
−
e−λτ
ρ
)(s) =
ρ−γ
Γ(γ)
e−λ s
ρ
λ−γ
∫
∞
0
e−ϑϑγ−1dϑ,
since
∫
∞
0 e
−ϑϑγ−1dϑ = Γ(γ) [7], then the result is satisfy. ✷
Secondly, by the equation (1.4) and by using the result (2.5), we have
(ρD
γ
−
e−λτ
ρ
)(s) =
(
− s1−ρ
d
ds
)n(
ρ
I
n−γ
−
e−λτ
ρ)
(s)
5= (−1)n
(
s1−ρ
d
ds
)n(
(λρ)γ−ne−λ s
ρ)
= (−1)n s(1−ρ)n (λρ)γ−n
( dn
dsn
e−λ s
ρ)
= (λρ)γe−λ s
ρ
✷
Remark 1. (a) In Lemma 2, if the power function is ϕ(s) =
(
sρ
ρ
)α−1
, then
(1) If R(α) > 0, then(
ρI
γ
0+
(τρ
ρ
)α−1)
(s) =
Γ(α)
Γ(α+ γ)
(sρ
ρ
)α+γ−1
(R(γ) ≥ 0; R(α) > 0)
(
ρD
γ
0+
(τρ
ρ
)α−1)
(s) =
Γ(α)
Γ(α− γ)
(sρ
ρ
)α−γ−1
(R(γ) ≧ 0; R(α) > 0).
(2) If α ∈ C, then(
ρI
γ
−
(τρ
ρ
)α−1)
(s) =
Γ(1− γ − α)
Γ(1− α)
(sρ
ρ
)α+γ−1
(R(γ) ≥ 0; R(γ + α) < 1)
(
ρD
γ
−
(τρ
ρ
)α−1)
(s) =
Γ(1 + γ − α)
Γ(1− α)
(sρ
ρ
)α−γ−1
(R(γ) ≧ 0; R(γ + α− [R(γ)]) < 1).
(b) If R(α) > R(γ) > 0, then
(ρI
γ
−
τ−α)(s) =
ρ−γΓ(α
ρ
− γ)
Γ(α
ρ
)
sργ−α (2.10)
3. Katugampola Fractional integration for Generalized k−Wright
Function
In this section, we established the Katugampola fractional integration for gen-
eralized k−Wright function (1.12).
Theorem 1. Let γ, α ∈ C such that R(γ) > 0, R(α) > 0; λ ∈ C, ρ > 0, ν > 0,
then for ∆ > −1, the Katugampola fractional integration ρI
γ
0+ for generalized
k−Wright function nΦ
k
m(z) is given as(
ρI
γ
0+
(
τ
α
k
−1
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ νk
]))
(s)
= (
k
ρ
)γ s
α
k
+ργ−1
n+1Φ
k
m+1
[ (
pi, αi
)
1,n
,
(
1
ρ
(α+ (ρ− 1)k), ν
ρ
)(
qj , βj
)
1,m
,
(
1
ρ
(α+ (ρ(γ + 1)− 1)k), ν
ρ
)
∣∣∣∣∣ λ s νk
]
(3.1)
Proof. According to Lemma 1, a generalized k−Wright functions in both side of
the equation (3.1), exist for s > 0. We consider that
M ≡
(
ρI
γ
0+
(
τ
α
k
−1
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ νk
]))
(s)
6using (1.12), we can write the above equation as
M ≡
(
ρI
γ
0+
(
τ
α
k
−1
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
(λ τ
ν
k )r
r!
))
(s)
now, using the integration of the series term- by term we obtain
M ≡
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
(λ)r
r!
(
ρI
γ
0+
(
τ
α
k
+ νr
k
−1
))
(s)
applying (2.1), the above equation reduces to,
M ≡
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
(λ)r
r!
ρ−γΓ(1 +
α
k
+ νr
k
−1
ρ
)
Γ(1 +
α
k
+ νr
k
−1
ρ
+ γ)
s
α+νr
k
+ργ−1
using (1.8), we obtain
M ≡ (
k
ρ
)γ s
α
k
+ργ−1
n+1Φ
k
m+1
[ (
pi, αi
)
1,n
,
(
1
ρ
(α + (ρ− 1)k), ν
ρ
)(
qj , βj
)
1,m
,
(
1
ρ
(α+ (ρ(γ + 1)− 1)k), ν
ρ
)
∣∣∣∣∣ λ s νk
]
✷
Theorem 2. Let γ, α ∈ C such that R(γ) > 0, R(α) > 0; λ ∈ C, ρ > 0, ν >
0, then for ∆ > −1, the Katugampola fractional integration ρI
γ
−
for generalized
k−Wright function nΦ
k
m(z) is given as(
ρI
γ
−
(
τ−
α
k nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ− νk
]))
(s)
= (
k
ρ
)γ sργ−
α
k
n+1Φ
k
m+1
[(
pi, αi
)
1,n
,
(
α
ρ
− kγ, ν
ρ
)(
qj , βj
)
1,m
,
(
α
ρ
, ν
ρ
)
∣∣∣∣∣ λ s− νk
]
(3.2)
Proof. According to Lemma 1, a generalized k−Wright functions in both side of
the equation (3.2), exist for s > 0. We consider that
N ≡
(
ρI
γ
−
(
τ−
α
k nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ− νk
]))
(s)
using (1.12), we can write the above equation as
N ≡
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
(λ)r
r!
(
ρI
γ
−
(
τ−
α+νr
k
))
(s)
applying (2.10), the above equation reduces to,
N ≡
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)
(λ)r
r!
ρ−γΓ(
α+νr
k
ρ
− γ)
Γ(
α+νr
k
ρ
)
sργ−
α+νr
k
using (1.8), we obtain
N ≡ (
k
ρ
)γ sργ−
α
k n+1Φ
k
m+1
[(
pi, αi
)
1,n
,
(
α
ρ
− kγ, ν
ρ
)(
qj , βj
)
1,m
,
(
α
ρ
, ν
ρ
)
∣∣∣∣∣ λ s− νk
]
✷
74. Katugampola Fractional differentiation for Generalized
k−Wright Function
This section deals with the Katugampola fractional differentiation for generalized
k−Wright function (1.12).
Theorem 3. Let γ, α ∈ C such that R(γ) > 0, R(α) > 0; λ ∈ C, ρ > 0, ν > 0,
then for ∆ > −1, the Katugampola fractional integration ρD
γ
0+ for generalized
k−Wright function nΦ
k
m(z) is given as(
ρD
γ
0+
(
τ
α
k
−1
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ νk
]))
(s)
= (
k
ρ
)−γ s
α
k
−ργ−1
n+1Φ
k
m+1
[ (
pi, αi
)
1,n
,
(
1
ρ
(α+ (ρ− 1)k), ν
ρ
)(
qj , βj
)
1,m
,
(
1
ρ
(α+ (ρ(1− γ)− 1)k), ν
ρ
)
∣∣∣∣∣ λ s νk
]
(4.1)
Proof. According to Lemma 1, a generalized k−Wright functions in both side of
the equation (4.1), exist for s > 0. Let n = 1 + [R(γ)], then we consider that
P ≡
(
ρD
γ
0+
(
τ
α
k
−1
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ νk
]))
(s)
using (1.3), we have
P ≡
(
s1−ρ
d
ds
)n(
ρI
n−γ
0+
(
τ
α
k
−1
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ νk
]))
(s)
using Theorem 1, we obtain
P ≡
(
s1−ρ
d
ds
)n(
(
k
ρ
)n−γ s
α
k
+ρ(n−γ)−1
n+1Φ
k
m+1
[ (
pi, αi
)
1,n
,
(
1
ρ
(α+ (ρ− 1)k), ν
ρ
)(
qj , βj
)
1,m
,
(
1
ρ
(α+ (ρ(n− γ + 1)− 1)k), ν
ρ
)
∣∣∣∣∣ λ s νk
])
using (1.12), we can write the above equation as
P ≡ (
k
ρ
)n−γ
∞∑
r=0
∏n
i=1 Γk(pi + αir)Γk(
1
ρ
(α + (ρ− 1)k) + ν
ρ
r)∏m
j=1 Γk(qj + βjr)Γk(
1
ρ
(α+ (ρ(n− γ + 1)− 1)k) + ν
ρ
r)
(λ)r
r!
(
s1−ρ
d
ds
)n(
s
α
k
+ ν
k
+ρ(n−γ)−1
)
we can write the above equation as
P ≡ kn−γ ργ
∞∑
r=0
∏n
i=1 Γk(pi + αir)Γk(
1
ρ
(α + (ρ− 1)k) + ν
ρ
r)∏m
j=1 Γk(qj + βjr)Γk(
1
ρ
(α+ (ρ(n− γ + 1)− 1)k) + ν
ρ
r)
(λ)r
r!
×
Γ( 1
ρ
(α
k
+ νr
k
+ (n− γ)ρ+ ρ− 1)
Γ( 1
ρ
(α
k
+ νr
k
− γρ+ ρ− 1)
s
α
k
+ ν
k
−ργ−1
using (1.8), we obtain
P ≡ (
k
ρ
)−γ s
α
k
−ργ−1
n+1Φ
k
m+1
[ (
pi, αi
)
1,n
,
(
1
ρ
(α+ (ρ− 1)k), ν
ρ
)(
qj , βj
)
1,m
,
(
1
ρ
(α+ (ρ(1− γ)− 1)k), ν
ρ
)
∣∣∣∣∣ λ s νk
]
✷
Theorem 4. Let γ, α ∈ C such that R(γ) > 0, R(α) > 1 + [R(γ)] −R(γ); λ ∈
8C, ρ > 0, ν > 0, then for ∆ > −1, the Katugampola fractional integration ρD
γ
−
for generalized k−Wright function nΦ
k
m(z) is given as(
ρD
γ
−
(
τ−
α
k nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ− νk
]))
(s)
= (
k
ρ
)−γ s−ργ−
α
k
n+1Φ
k
m+1
[(
pi, αi
)
1,n
,
(
α
ρ
+ kγ, ν
ρ
)(
qj , βj
)
1,m
,
(
α
ρ
, ν
ρ
)
∣∣∣∣∣ λ s− νk
]
(4.2)
Proof. According to Lemma 1, a generalized k−Wright functions in both side of
the equation (4.2), exist for s > 0. Let n = 1 + [R(γ)], then we consider that
Q ≡
(
ρD
γ
−
(
τ−
α
k
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ− νk
]))
(s)
using (1.4), we have
Q ≡
(
− s1−ρ
d
ds
)n(
ρI
n−γ
−
(
τ−
α
k
nΦ
k
m
[
(pi, αi)1,n
(qj , βj)1,m
∣∣∣ λ τ− νk
]))
(s)
using Theorem 2, we obtain
Q ≡
(
− s1−ρ
d
ds
)n
(
k
ρ
)n−γ sρ(n−γ)−
α
k
n+1Φ
k
m+1
[(
pi, αi
)
1,n
,
(
α
ρ
− k(n− γ), ν
ρ
)(
qj , βj
)
1,m
,
(
α
ρ
, ν
ρ
)
∣∣∣∣∣ λ s− νk
]
using (1.12), we can write the above equation as
Q ≡ (−1)n(
k
ρ
)n−γ
∞∑
r=0
∏n
i=1 Γk(pi + αir)Γk(
α
ρ
− (n− γ)k + ν
ρ
r)∏m
j=1 Γk(qj + βjr)Γk(
α
ρ
+ ν
ρ
r)
(λ)r
r!
(
s1−ρ
d
ds
)n(
sρ(n−γ)−
α
k
−
ν
k
)
on simplifying the above equation, we obtain
Q ≡ (−1)nkn−γργ
∞∑
r=0
∏n
i=1 Γk(pi + αir)Γk(
α
ρ
− (n− γ)k + ν
ρ
r)∏m
j=1 Γk(qj + βjr)Γk(
α
ρ
+ ν
ρ
r)
(λ)r
r!
×
Γ(1 + (n− γ)− α
ρk
− ν
ρk
r)
Γ(1− γ − α
ρk
− ν
ρk
r)
(
s−ργ−
α
k
−
ν
k
)
using (1.8), we obtain
Q ≡ (−1)nργ
∞∑
r=0
∏n
i=1 Γk(pi + αir)∏m
j=1 Γk(qj + βjr)Γ(
α
ρk
+ ν
ρk
r)
(λ)r
r!
×
Γ(γ − n+ α
ρk
+ ν
ρk
r)Γ(1 − (γ − n+ α
ρk
+ ν
ρk
r))
Γ(1− (γ + α
ρk
+ ν
ρk
r))
(
s−ργ−
α
k
−
ν
k
)
(4.3)
using (1.9), we have
Γ(γ − n+
α
ρk
+
ν
ρk
r)Γ(1 − (γ − n+
α
ρk
+
ν
ρk
r))
=
pi
sin[(γ + α
ρk
+ ν
ρk
r)pi − npi]
=
pi
sin[(γ + α
ρk
+ ν
ρk
r)pi] cos(npi)
9=
(−1)npi
sin[(γ + α
ρk
+ ν
ρk
r)pi]
(4.4)
and
1
Γ(1 − (γ + α
ρk
+ ν
ρk
r))
=
Γ(γ + α
ρk
+ ν
ρk
r) sin[(γ + α
ρk
+ ν
ρk
r)pi]
pi
(4.5)
Substituting (4.4) and (4.5) in (4.3), and finally using (1.8), we obtain
Q ≡ (
k
ρ
)−γ s−ργ−
α
k n+1Φ
k
m+1
[(
pi, αi
)
1,n
,
(
α
ρ
+ kγ, ν
ρ
)(
qj , βj
)
1,m
,
(
α
ρ
, ν
ρ
)
∣∣∣∣∣ λ s− νk
]
Remark 2. If ρ = 1, then
Theorems 1, 2, 3 and 4, are reduced to Theorems 2, 3, 4 and 5, respectively
(see[10]).
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