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In this work we study steady states of one-dimensional viscous
isentropic compressible ﬂows through a contracting–expanding
nozzle. Treating the viscosity coeﬃcient as a singular parameter,
the steady-state problem can be viewed as a singularly perturbed
system. For a contracting–expanding nozzle, a complete classiﬁca-
tion of steady states is given and the existence of viscous proﬁles is
established via the geometric singular perturbation theory. Particu-
larly interesting is the existence of a maximal sub-to-super transonic
wave and its role in the formation of other complicated transonic
waves consisting of a sub-to-super portion.
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1. Introduction
Consider the following quasi-one-dimensional model for viscous isentropic compressible ﬂows
through a nozzle:
{
(aρ)t + (aρu)x = 0,
(aρu)t +
(
aρu2
)
x + a
(
P (ρ)
)
x = ε(aux)x,
(1.1)
where ρ,u, P , ε > 0 and a = a(x) are the density, velocity, pressure, viscosity coeﬃcient of the gas and
the area of the cross section at x of the rotationally symmetric tube of the nozzle. The pressure P will
be assumed to be a given function of the density ρ . For polytropic gases, it is known that P (ρ) = Aργ
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(A-1) P (0) = 0, P ′(ρ) > 0 and P ′′(ρ) 0 for ρ > 0. (1.2)
System (1.1) is a well-known one-dimensional model describing the motion of viscous compress-
ible ﬂuid through a narrow nozzle with variable cross-section area (see [2,3,9,12,15,21,22,25], etc.).
Sometimes an energy equation is also included in the system (1.1). For the inviscid case (ε = 0),
(1.1) with an additional equation for the energy e can be written as the following nonlinear balance
law:
∂w
∂t
+ ∂ f (w)
∂x
= A(x)h(w), (1.3)
where w = (ρ,ρu,ρe), A(x) = −a′(x)/a(x) and h(w) = (ρu,ρu2,ρue + Pu).
Global solutions of (1.3) and their asymptotic behaviors were ﬁrst investigated by T.-P. Liu [14].
Later, the asymptotic states of general solutions of (1.3), that are solutions which produce no wave
interaction, were also studied by T.P. Liu [15]. It was pointed out that asymptotic states consist of
shock waves, rarefaction waves, contact discontinuities of Riemann problem of (1.3) with uniform
ducts (A(x) = 0) and standing waves of (1.3) that satisfy
∂ f (w)
∂x
= A(x)h(w). (1.4)
The asymptotic states of (1.3) along a duct that contracts and then expands (A(x) > 0 for −1< x< 0,
A(x) < 0 for 0 < x < 1 and A(x) ≡ 0 for x /∈ [−1,1]) are completely described in [15]. Further-
more, steady nozzle ﬂows were also investigated numerically by Chakravarthy and Osher [1], Embid
et al. [3], Isaacson and Temple [10], Shubin et al. [20], Smith [23], etc.
In [9], S.-B. Hsu and T.-P. Liu considered the steady-state problem of system (1.1). The steady-
state system can be reduced to a singular Sturm–Liouville problem with a nonlinear convection and a
strongly coupling source:
εu′′ = f (x,u)′ − c(x)H(u). (1.5)
Assuming the duct is uniform outside the interval [0,1], the authors examined a two-point bound-
ary value problem of (1.5) with a special attention on the transonic waves. They gave a detailed
analysis on the existence, multiplicity and local uniqueness of solutions of the boundary value prob-
lem. Viewing solutions of the boundary value problem as stationary solutions of the corresponding
reaction–diffusion equation, stability results were also obtained.
Motivated by the work of [9,15], we also studied the steady states of a system slightly different
from (1.1) in [6]. More precisely, in addition to including the viscous term ε(aρx)x in the ﬁrst equation,
the viscous term ε(aux)x was replaced with ε(a(ρu)x)x in the second equation. As the result, the
steady-state problem of system (1.1) cannot be reduced to a single singular second order equation as
(1.5) and the techniques in [9] cannot be directly applied to the problem. Another main difference in
the setting was the assumption on a(x); that is, we assumed
(A-2)′
{
a(x) → a± and ax(x) → 0 as x → ±∞;
ax(x) > 0 for x< 0, ax(x) < 0 for x> 0.
In particular, we did not assume a(x) to be a constant away from an interval and the monotonicity
of a(x) was also allowed to change (in [9], a(x) is assumed to be monotone over [0,1]). Because
of our assumption on the function a(x), a steady-state solution corresponds to a heteroclinic orbit
connecting two equilibria (rather than a two-point boundary value problem). Naturally, there are
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existence results for heteroclinic orbits [6]. For their boundary value problems, S.-B. Hsu and T.-P. Liu
established the existence result for all cases. We also showed that any standing shock (not necessarily
weak) that satisﬁes the entropy and the Rankine–Hugoniot jump conditions admits a viscous proﬁle.
The problem was investigated by the geometric singular perturbation method. This approach has been
applied by many researchers to certain problems of conservation laws (see, for example, [13,16–19]).
In this paper, we will examine the steady states for (1.1) for a contracting–expanding nozzle; that
is, we assume a(x) satisﬁes
(A-2)
{
a(x) → a± and ax(x) → 0 as x → ±∞;
ax(x) < 0 for x< 0, ax(x) > 0 for x> 0.
(1.6)
Assumption (A-2) means the duct is contracting ﬁrst, then followed by an expanding part. Because
of (A-2), the singular perturbation problem for the steady states exhibits a signiﬁcant difference from
that studied in [6]. In fact, there exists a so-called canard point such that degenerated standing shocks
occur in some cases. Thus the structure for steady states is more complicated than that studied in [6].
What seems to be completely new is that we ﬁnd transonic steady-states from subsonic to supersonic
states. These solutions are quite interesting since shocks only go from supersonic to subsonic due to
the entropy condition. The sub-to-super transonic steady-states are also quite relevant; in particular,
the maximal sub-to-super transonic steady-state O0 and its viscous proﬁle Oε (see Theorem 3.19) are
shown to be linearly stable in [7].
This paper is organized as follows. In Section 2, we give a brief discussion on the steady states of
the inviscid ﬂow (1.1). In Section 3, we formulate the steady-state problem of the viscous ﬂow from
the viewpoint of dynamical systems, which can be treated as a singularly perturbed problem. Detailed
analysis for the limit slow and fast systems are carried out for general a(x). Singular orbits are con-
structed for a special type of a(x). Our main results on a classiﬁcation of the inviscid steady-states
and the existence of their viscous proﬁles are then established by applying the geometric singular
perturbation method.
2. Standing waves and shocks of inviscid ﬂow
This section concerns with the asymptotic states of the inviscid ﬂow (1.1). As pointed out in [15],
asymptotic states of system (1.1) with ε = 0 consist of elementary waves of the uniform duct, standing
waves and standing shocks. In [6], we obtained some new information on the standing waves and
standing shocks. For completeness, some observations for standing waves and standing shocks are
recalled as follows.
2.1. Standing waves
Consider the steady-state system of (1.1) with ε = 0:{
(aρu)x = 0,(
aρu2
)
x + a
(
P (ρ)
)
x = 0.
(2.1)
Without loss of generality, we will consider positive speed u > 0 only.
From the ﬁrst equation in (2.1), a(x)ρu = m for some constant m > 0. Smooth solutions of (2.1)
then satisfy
ρx = m
2a−3(x)ax(x)ρ−1
P ′(ρ) −m2a−2(x)ρ−2 , (2.2)
for (ρ,m, x) ∈ Z0 :=R+ ×R+ ×R. Note that system (2.2) is singular on
T =
{
(ρ,m, x)
∣∣∣ m
a(x)ρ
=√P ′(ρ)}.
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the inviscid system (1.1) with ε = 0 are
λ1(ρ,u) = u −
√
P ′(ρ) and λ2(ρ,u) = u +
√
P ′(ρ),
and
√
P ′(ρ) is the sound speed. Thus, the set T corresponds to sonic states, and separates Z0 into two
parts:
Zu0 =
{
(ρ,m, x)
∣∣∣ m
a(x)ρ
>
√
P ′(ρ)
}
and Z s0 =
{
(ρ,m, x)
∣∣∣ m
a(x)ρ
<
√
P ′(ρ)
}
.
The sets Zu0 and Z s0 correspond to supersonic and subsonic states respectively.
Standing waves on Zu0 and Z s0 can be completely characterized in terms of system (2.2). In fact,
the following observation was made in [3,6] and can be checked directly.
Lemma 2.1. System (2.2) has an integral
I(ρ, x) = E(ρ) + m
2
2a2(x)ρ2
where E(ρ) =
∫
P ′(ρ)
ρ
dρ. (2.3)
An implication of Lemma 2.1 is the problem (2.1) can be completely solved (implicitly) due to
two integrals, one is (2.3) the other is aρu = m. Set z = (ρ,m, x) and denote R(z1, z2) the solution
curve of (2.2) from z1 = (ρ1,m, x1) to z2 = (ρ2,m, x2) so that R(z1, z2) ⊂ Zu0 or R(z1, z2) ⊂ Z s0. If
z = (ρ,m, x) ∈ R(z1, z2), then
x ∈ [x1, x2] and
ρ∫
ρ1
P ′(s)
s
ds = m
2
2a2(x1)ρ21
− m
2
2a2(x)ρ2
.
In particular, a necessary condition for z1 and z2 being connected by a standing wave is either
z1, z2 ∈ Zu0 or z1, z2 ∈ Z s0, and
ρ2∫
ρ1
P ′(ρ)
ρ
dρ = m
2
2a2(x1)ρ21
− m
2
2a2(x2)ρ22
;
in terms of the coordinates (x1,ρ1,u1) and (x2,ρ2,u2), the latter is the same as
ρ2∫
ρ1
P ′(ρ)
ρ
dρ = 1
2
u21 −
1
2
u22.
2.2. Standing shocks and their viscous proﬁles
If z1 and z2 are on the different sides of T , then the only way to connect them is, in addition to
the standing waves, through a standing shock.
Suppose there is a standing shock of the inviscid system (2.1), denoted by S(z1, z2), from
z1 = (ρ1,m1, x1) to z2 = (ρ2,m2, x2). The Rankine–Hugoniot jump condition for a standing shock
(speed is zero) imposes
x1 = x2, m1 =m2, m
2
1
a(x )ρ
+ a(x1)P (ρ1) = m
2
2
a(x )ρ
+ a(x2)P (ρ2). (2.4)1 1 2 2
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λi(ρ1,u1) > 0 > λi(ρ2,u2) for i = 1 or 2. Since λ2 > 0 always holds due to the assumption that
u > 0, it must be i = 1 (1-shock). By the deﬁnition of Zu,s0 , we have z1 ∈ Zu0 and z2 ∈ Z s0; that is,
a standing shock only goes from a supersonic state to a subsonic state. In particular, ρ1 < ρ2.
For a standing shock S(z1, z2) from (ρ1,m0, x0) to (ρ2,m0, x0) with ρ1 < ρ2, u1 =m0a−1(x0)ρ−11
and u2 =m0a−1(x0)ρ−12 , a viscous shock proﬁle is a solution of system (1.1) of the form
(
ρ(x, t;ε),u(x, t;ε))= (ρ( x− x0
ε
)
,u
(
x− x0
ε
))
that approaches (ρ1,u1) and (ρ2,u2) as ξ = (x−x0)/ε → ±∞. Substituting into system (1.1), rescaling
x to ξ and taking ε → 0, we deduce
{
ρu =m0a−1(x0),
uξ = a−1(x0)
(
m0u + a(x0)P (ρ) − q
)
,
or
ρξ = −m−10 ρ2
(
m20a
−1(x0)ρ−1 + a(x0)P (ρ) − q
)
, (2.5)
where q is the constant from the Rankine–Hugoniot condition above; that is,
q = m
2
0
a(x0)ρ1
+ a(x0)P (ρ1) = m
2
0
a(x0)ρ2
+ a(x0)P (ρ2).
It turns out that the Rankine–Hugoniot jump condition is also suﬃcient for the existence of a
viscous proﬁle of the standing shock. In fact, the Rankine–Hugoniot condition implies that ρ1 and ρ2
are the only two equilibria of (2.5) (see Lemma 3.4) and ρ1 is unstable and ρ2 is stable. Hence, there
is a heteroclinic orbit from ρ1 to ρ2 for system (2.5).
3. Inviscid steady-state and its viscous proﬁles
In this section, we consider the steady states of the inviscid ﬂow and the viscous regularization
(see Deﬁnition 3.1 below) via the viscous ﬂow (1.1). We formulate our problem for ducts with general
a(x) satisfying a(x) → a± and ax(x) → 0 as x → ±∞ but will focus on a special type (see (A-2)) for
concrete results later in this section.
The steady-state solutions of system (1.1) satisfy:
{
(aρu)x = 0,(
aρu2
)
x + a
(
P (ρ)
)
x = ε(aux)x.
(3.1)
Deﬁnition 3.1 (Inviscid steady-states and viscous proﬁles).
(1) An asymptotic state, that is, a steady-state solution (ρ(x),u(x)) of the inviscid system (1.1) with
ε = 0 whose orbit consists of standing waves and standing shocks, and the limit (ρ(x),u(x)) →
(ρ±,u±) as x → ±∞ exists will be called an inviscid steady-state.
(2) An inviscid steady-state with (ρ(x),u(x)) → (ρ±,u±) as x → ±∞ admits a viscous proﬁle if there
is a solution (ρ(x;ε),u(x;ε)) of system (3.1)—a viscous proﬁle of (ρ(x),u(x))—such that the or-
bit of (ρ(x;ε),u(x;ε)) converges to that of the inviscid steady-state; more precisely, as ε → 0,
(ρ(x;ε),u(x;ε)) converges to (ρ(x),u(x)) in L1(K ) for any compact subset K of R, and
lim
x→±∞
(
ρ(x;ε),u(x;ε))= (ρ±(ε),u±(ε)) and lim
ε→0
(
ρ±(ε),u±(ε)
)= (ρ±,u±).
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singular orbit of its viscous proﬁle.
We will apply the geometric singular perturbation method for this study. Let (ρ(x;ε),u(x;ε)) be
a solution of (3.1) and assume (ρ(x;ε),u(x;ε)) → (ρ±(ε),u±(ε)) as x → ±∞ and (ρ±(ε),u±(ε)) →
(ρ±,u±) as ε → 0. From the ﬁrst equation in (3.1), we get
a(x)ρ(x;ε)u(x;ε) =mε,
for some constant mε . In particular, u±(ε) have the same sign. Without loss of generality, we will
assume u±(ε) 0 and u±  0.
With the substitution u(x;ε) =mεa−1(x)ρ−1(x;ε), system (3.1) reduces to
(
m2εa
−1ρ−1
)
x + a
(
P (ρ)
)
x = ε
(
a
(
mεa
−1ρ−1
)
x
)
x. (3.2)
In the following, we will study system (3.2) assuming mε →m0  0 as ε → 0. If mε = 0, system (3.2)
has a trivial solution with ρ = const and u = 0. Therefore, we will only consider the case m0 > 0 and
mε > 0 in the sequel.
3.1. A dynamical system formulation
The problem (3.2) can be examined using the geometric singular perturbation approach of dy-
namical systems. In order to do so, we will rewrite Eq. (3.2) as an autonomous system of ﬁrst order
equations. Thus, we introduce the variables:
w := εa(mεa−1ρ−1)x −m2εa−1ρ−1 − aP (ρ), ηx = 1− η2 with η(0) = 0. (3.3)
It is obvious that η(x) is an increasing function for −∞ < x < ∞ and η(±∞) = ±1. We denote the
inverse by x = x(η) with −1  η  1 and treat a(x) as a function of η via x = x(η). System (3.2) is
recast, together with the new variables in (3.3), as
⎧⎪⎨
⎪⎩
ερ˙ = −εa−1axρ −m−1ε ρ2
(
w +m2εa−1ρ−1 + aP (ρ)
)
,
w˙ = −axP (ρ),
η˙ = 1− η2,
(3.4)
where “·” means ddx . A naive way to make the system autonomous is to augment the equation x˙ = 1
instead of η˙ = 1− η2. In doing so, one has to consider the whole phase space R3. With the introduc-
tion of the variable η, since η → ±1 as x → ±∞, we can restrict system (3.4) on the compact portion
{−1 η 1} of η-variable so that some invariant manifold theory [4,8] can be applied directly in our
construction of steady-state solutions.
In terms of the fast scale ξ = x/ε, system (3.4) becomes
⎧⎪⎨
⎪⎩
ρ ′ = −εa−1axρ −m−1ε ρ2
(
w +m2εa−1ρ−1 + aP (ρ)
)
,
w ′ = −εaxP (ρ),
η′ = ε(1− η2),
(3.5)
where “′” means ddξ . The equilibria of system (3.5) are B±(ε) = (ρ±(ε),w±(ε),±1) where
w±(ε) = −m2εa−1± ρ−1± (ε) − a±P
(
ρ±(ε)
)
.
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where the zero eigenvalue corresponds to the set of equilibria and where
λ±(ε) =m−1ε a±ρ2±(ε)
(
m2εa
−2± ρ−2± (ε) − P ′
(
ρ±(ε)
))
.
Thus the existence of solutions of (3.2) is equivalent to ﬁnding an orbit (ρ,w, η) of (3.4) or equiva-
lently (3.5) in R3 that connects B−(ε) to B+(ε). Connecting orbits from B−(ε) to B+(ε) must lie in
the intersection of Wu(B−(ε)) and Ws(B+(ε)). Generically, this would require
dimWu
(
B−(ε)
)+ dimWs(B+(ε))− 3 1.
As a consequence, the existence of steady states for given B− and B+ is not generic except for the case
where u− >
√
P ′(ρ−) and u+ <
√
P ′(ρ+). Extra conditions are needed for the existence. In Section
3.3 we will give a necessary and suﬃcient condition for the existence and a count of multiplicity.
The idea of the geometric singular perturbation theory (see [5,11], etc.) is to ﬁrst understand
the limiting systems of (3.4) and (3.5) at ε = 0 and then piece the information together to make
conclusions for ε > 0 small.
3.2. Slow manifold, limiting slow and fast dynamics
Now, let’s consider the slow and fast systems (3.4) and (3.5) from general geometric singular per-
turbation point of view. When ε = 0, we have the limiting slow and fast systems⎧⎪⎨
⎪⎩
0= w +m20a−1ρ−1 + aP (ρ),
w˙ = −axP (ρ),
η˙ = 1− η2,
(3.6)
and
{
ρ ′ = −m−10 ρ2
(
w +m20a−1ρ−1 + aP (ρ)
)
,
w ′ = 0, η′ = 0. (3.7)
The slow manifold Z0 is given by
Z0 =
{
w +m20a−1ρ−1 + aP (ρ) = 0
}
,
which is the set of equilibria of system (3.7).
Typically, one represents the slow manifold Z0 as graphs of functions of the fast variable ρ in
terms of slow variables (w, η). We will need two representations for the study of limiting slow and
fast systems, respectively.
3.2.1. First representation of Z0 and limiting slow dynamics
First we represent the slow manifold Z0 in terms of (ρ,η) by
Z0 =
{
(ρ,w, η): w = −m20a−1ρ−1 − aP (ρ)
}
.
This representation is convenient for a more explicit form of the limiting slow system. The lineariza-
tion of system (3.7) along the slow manifold Z0 is⎛
⎝m−10 aρ2(m20a−2ρ−2 − P ′(ρ)) −m−10 ρ2 m−10 ρ2(m20a−2 − P (ρ))ax(1− η2)−10 0 0
0 0 0
⎞
⎠ .
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Z s0 deﬁned by ρ = ρ2(w, η), and they meet at the set of turning points T ; the projection of T onto wη-plane is the curve
deﬁned by w = w0(η) and that onto ρη-plane is the curve deﬁned by ρ = ρ0(w0(η)).
The eigenvalue λ in the transversal direction to Z0 is
λ =m−10 aρ2
(
m20a
−2ρ−2 − P ′(ρ)).
Note that λ has the same sign as that of m0a−1ρ−1 −
√
P ′(ρ). Introduce the following sets (see Fig. 1)
Zu0 =
{
(ρ,w, η) ∈ Z0: m0a−1ρ−1 >
√
P ′(ρ), ρ > 0, η ∈ [−1,1]},
Z s0 =
{
(ρ,w, η) ∈ Z0: m0a−1ρ−1 <
√
P ′(ρ), ρ > 0, η ∈ [−1,1]},
T = {(ρ,w, η) ∈ Z0: m0a−1ρ−1 =√P ′(ρ), ρ > 0, η ∈ [−1,1]}.
Then Z0 = Z s0 ∪ T ∪ Zu0 . The portion Z s0 is (normally) attracting, Zu0 is (normally) repelling and T is
the set of turning points. With the obvious identiﬁcation of Z0 with the ρη-plane, on the ρη-plane
with ρ-axis as the vertical one, T separates the band {(ρ,η): ρ > 0, η ∈ [−1,1]} into two parts: Z s0
lies above T and Zu0 below (see Fig. 2). Those sets were deﬁned in Section 2.1 in terms of a different
coordinate system. Since they represent the same objects, with a slight abusing the notation, we keep
the same letters.
For the dynamics of the limiting slow ﬂow, we use this representation of Z0 and write the system
in terms of (ρ,η). To do so, we differentiate
w = −m20a−1ρ−1 − aP (ρ)
with respect to x and use system (3.6) to get
−aP ′(ρ)ρ˙ +m20a−2axρ−1 +m20a−1ρ−2ρ˙ = 0.
Not surprisingly, this is basically the system (2.2) in the variables (ρ,η):
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, η) = 0,Fig. 2. Representation of Z0 in terms of (ρ,η). The curve T of turning points separates Z0 into Z s0 (top part) and Zu0 (bottom
part), where (ρL ,−1) = T ∩ {η = −1} and (ρR ,1) = T ∩ {η = 1}. Vector ﬁelds on Z s0 and Zu0 are sketched. Note that there is
discontinuity of the vector ﬁelds along the curve T .
ρ˙ = m
2
0axa
−3ρ−1
P ′(ρ) −m20a−2ρ−2
, η˙ = 1− η2. (3.8)
With the substitution x = x(η), the integral in Lemma 2.1 becomes an integral for system (3.8)
I(ρ,η) = E(ρ) + m
2
0
2a2(x(η))ρ2
. (3.9)
3.2.2. Second representation of Z0 and limiting fast dynamics
We now give another representation of Z0 in terms of (w, η) and use it to study the limiting fast
dynamics. To do so, we set
g(ρ,w, η) := ρP (ρ) + a−1ρw +m20a−2.
Then, w +m20a−1ρ−1 + aP (ρ) = 0 if and only if g(ρ,w, η) = 0.
Lemma3.3. For ﬁxed η, there exists a strictly decreasing function ρ0(w, η) for w  0 such that gρ(ρ0(w, η),w
ρ0(0, η) = 0 and ρ0(w, η) → +∞ as w → −∞.
Proof. Note that
gρ = P (ρ) + ρP ′(ρ) + a−1w and gρρ = 2P ′(ρ) + ρP ′′(ρ) > 0 for ρ > 0.
Together with gρ(0,w, η) = a−1w  0 and gρ(ρ,w, η) → +∞ as ρ → +∞, we conclude that there
is a unique ρ = ρ0(w, η) 0 with ρ0(0, η) = 0 and ρ0(−∞, η) = +∞ such that
gρ
(
ρ0(w, η),w, η
)= P(ρ0(w, η))+ ρ0(w, η)P ′(ρ0(w, η))+ a−1w = 0. (3.10)
Differentiating (3.10) with respect to w , one ﬁnds that ρ0(w, η) is strictly decreasing in w . 
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(1) if w = w0(η), then ρ0(w0(η),η) is the only solution of g(ρ,w0(η),η) = 0;
(2) if w > w0(η), then g(ρ,w, η) > 0 for any ρ  0;
(3) if w < w0(η), then g(ρ,w, η) = 0 has two positive solutions ρ1 = ρ1(w, η) and ρ2 = ρ2(w, η)
with 0 < ρ1 < ρ0(w, η) < ρ2 , and
√
P ′(ρ1) < m0a−1ρ−11 and
√
P ′(ρ2) > m0a−1ρ−12 ; furthermore,
ρ1(w, η) is strictly increasing and ρ2(w, η) is strictly decreasing in w, and as w → −∞, ρ1(w, η) → 0
and ρ2(w, η) → ∞.
Proof. (1) The function w0(η) will be deﬁned from g(ρ0(w, η),w, η) = 0. Fix η and set
f (w) := g(ρ0(w, η),w, η)= ρ0(w, η)P(ρ0(w, η))+ a−1wρ0(w, η) +m20a−2.
It follows from (3.10) that
f (w) = −ρ20 (w, η)P ′
(
ρ0(w, η)
)+m20a−2.
Since ρ0(w) is strictly decreasing in w , f (w) is strictly increasing in w . The existence of w0(η) < 0
follows from that f (0) =m20a−2 > 0 and f (w) → −∞ as w → −∞.
(2) If w > w0(η), then g(ρ0(w, η),w, η) = f (w) > f (w0(η)) = 0, and hence, g(ρ,w, η) 
g(ρ0(w, η),w, η) > 0 for any ρ  0. This proves the assertion (2).
(3) If w < w0(η), then g(ρ0(w, η),w, η) < 0. The convexity of g in ρ > 0 together with
g(0, η) > 0 and g(+∞, η) = +∞ implies that there are two positive solutions ρ1 = ρ1(w, η) and
ρ2 = ρ2(w, η) of g(ρ,w, η) = 0 such that ρ1 < ρ0 < ρ2. The assertions
√
P ′(ρ1) < m0a−1ρ−11 and√
P ′(ρ2) > m0a−1ρ−12 follow from gρρ > 0 and gρ = 0 at ρ0(w, η). Since ρ0(w, η) → +∞ as
w → −∞, ρ2(w, η) → +∞. For any δ > 0 small, g(δ,w, η) → −∞ as w → −∞, thus ρ1(w, η) → 0
as w → −∞. The proof is complete. 
From Lemma 3.4, we have (see Fig. 1)
Zu0 =
{
(ρ,w, η): ρ = ρ1(w, η), w < w0(η), η ∈ [−1,1]
}
,
Z s0 =
{
(ρ,w, η): ρ = ρ2(w, η), w < w0(η), η ∈ [−1,1]
}
,
T = {(ρ,w, η): ρ = ρ0(w, η), w = w0(η), η ∈ [−1,1]}.
Lemma 3.5. Fix (w∗, η∗) with w∗ < w0(η∗). System (3.7) has two equilibria: (ρ1,w∗, η∗) = (ρ1(w∗, η∗),
w∗, η∗) and (ρ2,w∗, η∗) = (ρ2(w∗, η∗),w∗, η∗). The equilibrium (ρ1,w∗, η∗) is a source and (ρ2,w∗, η∗)
is a sink. There is a heteroclinic orbit from (ρ1,w∗, η∗) to (ρ2,w∗, η∗).
Proof. By Lemma 3.4, (ρ1,w∗, η∗) is a source and (ρ2,w∗, η∗) is a sink. The existence of a hetero-
clinic orbit from (ρ1,w∗, η∗) to (ρ2,w∗, η∗) is trivial. 
We deﬁne a map J : Zu0 → Z s0 as follows.
Deﬁnition 3.6. For (ρ,η) ∈ Zu0 in terms of the ﬁrst representation, we deﬁne J (ρ,η) = (ρ∗, η) ∈ Z s0
implicitly by
m20
a(x(η))ρ∗
+ a(x(η))P (ρ∗) = m20
a(x(η))ρ
+ a(x(η))P (ρ).
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(1) Lemma 3.4 states that J is well deﬁned and ρ < ρ∗ . Lemma 3.5 then implies that there is a
heteroclinic orbit of system (3.7) (a standing shock) from (ρ,η) to J (ρ,η) = (ρ∗, η).
(2) If J (ρ,η) = (ρ∗, η) and a(x(η¯)) = a(x(η)) for η¯, then J (ρ, η¯) = (ρ∗, η¯).
3.3. Contracting–expanding nozzles
In this section and the sequel, we will assume the nozzle is contracting–expanding, that is, (A-2) in
(1.6) is satisﬁed, and drive a number of crucial results.
3.3.1. Basic lemmas
In the sequel, we will let ρ0 be the unique value so that (ρ0,0) ∈ T . Consider system (3.8).
Due to the assumption (A-2), on Z s0 ∩ {(ρ,η): η ∈ [−1,0)} where P ′(ρ) − m20a−2ρ−2 > 0 and
ax < 0, the ρ-component of a solution is decreasing, and on Z s0 ∩{(ρ,η): η ∈ (0,1]} where P ′(ρ) −
m20a
−2ρ−2 > 0 and ax > 0, the ρ-component of a solution is increasing. Similarly, on Zu0 ∩ {(ρ,η):
η ∈ [−1,0)}, the ρ-component of a solution is increasing, and on Zu0 ∩{(ρ,η): η ∈ (0,1]}, the ρ-com-
ponent of a solution is decreasing (see Fig. 2). Note also that the region {(ρ,η): ρ > 0, η ∈ [−1,1]}
is invariant under system (3.8).
We now prove several important lemmas.
Lemma 3.8. There are exactly four points Bs± = (ρs±,±1) ∈ Z s0 and Bu± = (ρu±,±1) ∈ Zu0 with ρu− < ρL <
ρs− and ρu+ <ρR <ρs+ such that
I
(
Bs±
)= I(Bu±)= I(ρ0,0), (3.11)
and each point is connected with (ρ0,0) by the corresponding level curve.
We denote the singular orbits in Zu0 from Bu− to (ρ0,0) by Λu , from (ρ0,0) to Bu+ by Λru , and
the singular orbits in Z s0 from Bs− to (ρ0,0) by Λs , from (ρ0,0) to Bs+ by Λrs .
Remark 3.9. The singular orbit Λu ∪ Λrs (resp. Λs ∪ Λru) connects Bu− , (ρ0,0) and Bs+ (resp. Bs− ,
(ρ0,0) and Bu+) representing a zero strength transonic shock from supersonic to subsonic (resp. sub-
sonic to supersonic) which is degenerated to the point (ρ0,0), see Fig. 3.
Lemma 3.10. The function I(ρ,η) is strictly decreasing in ρ for (ρ,η) ∈ Zu0 , and is strictly increasing in ρ for
(ρ,η) ∈ Z s0 .
Proof. We show the ﬁrst statement. Since (ρ,η) ∈ Zu0 , we have
Iρ(ρ,η) = P
′(ρ)
ρ
− m
2
0
a2(x(η))ρ3
= P
′(ρ) −m20a−2(x(η))ρ−2
ρ
< 0.
This completes the proof. 
All level curves either intersect the ρ-axis (see Fig. 3) or the turning point curve T . The above
lemma says that, when approaching (ρ0,0) along the ρ-axis and when moving away from (ρ0,0)
along T , the level of I decreases.
Corollary 3.11. Each level set of I on the set Zu0 below the curve Λu ∪ Λru is a single connected curve; that
is, two disjoint level curves correspond to different levels. Hence, two points (ρi, ηi) ∈ Zu0 for i = 1,2 can be
connected by a level curve (a standing wave) of I if and only if I(ρ1, η1) = I(ρ2, η2). Similar statements hold
true for level curves of I on the set Z s0 above the curve Λs ∪ Λrs .
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Let L ⊂ Zu0 be a level curve of I and let L∗ = J (L) ∈ Z s0 where J is the map in Deﬁnition 3.6.
Lemma 3.12. The curve L∗ is transversal to level curves of I except at the point (φ,0) ∈ L∗ . Furthermore, the
curve L∗ is a graph of a function from η to ρ and, in Z s0 , each level curve of I is also a graph of a function from
η to ρ . At any point (φ,η) on L∗ with η = 0, the slope of L∗ is greater than that of the level curve of I if η < 0
and is smaller if η > 0.
Proof. This can be proved in the same line as that of Lemma 3.10 in [6] with a minor change. For
completeness, we include the proof of the statement for η 0.
Let (ρ¯, η¯) ∈ L be a point with η¯ 0 and denote a¯ = a(x(η¯)). Then L can be viewed as the graph of
the function ρ = ρ(η) deﬁned implicitly by
ρ¯∫
ρ
P ′(s)
s
ds + m
2
0
2a¯2ρ¯2
− m
2
0
2a2ρ2
= 0.
Differentiate with respect to η implicitly to get
ρη = m
2
0ax
a3ρ(1− η2)(P ′(ρ) −m20a−2ρ−2)
. (3.12)
On the other hand, if we denote the curve L∗ by φ = φ(η), then, from Deﬁnition 3.6,
m20
aφ
+ aP (φ) = m
2
0
aρ
+ aP (ρ).
Thus,
P (φ)− P (ρ)
φ − ρ ρφ =
m20
2
.a
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ρφ
φ − ρ
(
P ′(φ) − m
2
0
a2φ2
)
φη = − 2m
2
0ax
a3(1− η2) +
ρφ
φ − ρ
(
P ′(ρ) − m
2
0
a2ρ2
)
ρη.
Using (3.12) for ρη , we get
(
P ′(φ)− m
2
0
a2φ2
)
φη = m
2
0ax
a3(1− η2)
2ρ − φ
φρ
. (3.13)
Let ψ = ψ(η) be the function whose graph is the level curve of I containing (φ¯, η¯) = J (ρ¯, η¯). Then
the derivation of (3.12) gives that
(
P ′(ψ)− m
2
0
a2ψ2
)
ψη = m
2
0ax
a3ψ(1− η2) . (3.14)
If η¯ = 0, then ax = 0 and hence φη = ψη = 0 at (φ¯,0). Therefore, L∗ is tangent to the corresponding
level curve of I at (φ¯,0).
Suppose now η¯ < 0. Note that ψ(η¯) = φ(η¯) = φ¯, P ′(ψ) −m20a−2ψ−2 > 0 and ax < 0. Thus, from
(3.13) and (3.14), ψη < φη if and only if
1
φ¯
>
2ρ¯ − φ¯
φ¯ρ¯
.
The latter is true since φ¯ > ρ¯ . This completes the proof. 
Corollary 3.13. Any level curve of I in Z s0 can intersect L∗ at most two points: at most one point in the region
with η < 0 and at most one with η > 0.
Lemma 3.14. For any ρ ∈ (0,ρ0), let J (ρ,0) = ( J (ρ),0) ∈ Z s0 and let I(ρ) > ρ0 be such that
ρ∫
ρ0
P ′(s)
s
ds + m
2
0
2a2(0)ρ2
=
I(ρ)∫
ρ0
P ′(s)
s
ds + m
2
0
2a2(0)I2(ρ)
;
that is, (I(ρ),0) ∈ Z s0 and (ρ,0) ∈ Zu0 have the same energy level I . Then, J (ρ) < I(ρ) for ρ ∈ (0,ρ0).
Proof. Denote a = a(0). From the deﬁnition of J , we have
m20
a2ρ
+ P (ρ) = m
2
0
a2 J (ρ)
+ P( J (ρ)).
Differentiate with respect to ρ to get
J ′(ρ) = f (ρ, J (ρ)) := P ′(ρ) −m20a−2ρ−2
P ′( J (ρ)) −m2a−2 J−2(ρ) .0
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ρ∫
ρ0
P ′(s)
s
ds + m
2
0
2a2(0)ρ2
=
I(ρ)∫
ρ0
P ′(s)
s
ds + m
2
0
2a2(0)I2(ρ)
to get
I ′(ρ) = g(ρ, J (ρ)) := I(ρ)
ρ
P ′(ρ) −m20a−2ρ−2
P ′(I(ρ)) −m20a−2 I−2(ρ)

P ′(ρ) −m20a−2ρ−2
P ′(I(ρ)) −m20a−2 I−2(ρ)
= f (ρ, I(ρ)).
The latter inequality follows from that
P ′(ρ) −m20a−2ρ−2
P ′(I(ρ)) −m20a−2 I−2(ρ)
< 0 since ρ < ρ0 < I(ρ)
and the equality holds only when I(ρ) = ρ , or equivalently, ρ = ρ0.
Now, for ρ ∈ (0,ρ0),
J ′(ρ) − I ′(ρ) = f (ρ, J(ρ))− g(ρ, I(ρ))
> f
(
ρ, J(ρ)
)− f (ρ, I(ρ))
= f z
(
ρ, z(ρ)
)(
J (ρ) − I(ρ))
for some function z(ρ), or, for some β(ρ) > 0,
J ′(ρ) − I ′(ρ) = f z
(
ρ, z(ρ)
)(
J (ρ) − I(ρ))+ β(ρ).
Let h(ρ) = ∫ ρρ0 f z(s, z(s))ds. Note that J (ρ0) = I(ρ0) = ρ0. Then, for ρ ∈ (0,ρ0),
J (ρ) − I(ρ) =
ρ∫
ρ0
eh(ρ)−h(s)β(s)ds = −
ρ0∫
ρ
eh(ρ)−h(s)β(s)ds < 0.
This completes the proof. 
As a consequence of Lemmas 3.12 and 3.14, we have
Corollary 3.15. Let Lu ∈ Zu0 and Ls ∈ Z s0 be two level curves of I(ρ,η) with the same level. If (ρ0,0) /∈ Lu ,
then J (Lu) lies strictly below Ls; if (ρ0,0) ∈ Lu , then J (Lu) lies strictly below Ls except at (ρ0,0).
Remark 3.16. Physically, this result implies that all shocks can only jump from a higher level of the
total enthalpy I to a lower level.
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3.3.2. Dynamics near T for ε > 0
In Section 3.2.2, we showed that a passage from the supersonic region Zu0 to the subsonic regionZ s0 can be realized by shocks. Would a passage through the turning point set T directly be possible?
To answer this question, the dynamics near T for ε > 0 needs to be examined.
The turning point (ρ0,0) is a canard fold-saddle point and all other points on T are regular fold
points. The following results are fundamental regarding the canard point (ρ0,0).
Theorem 3.17. For ε > 0 small, the slow manifold Z0 will break along the set T of turning points. If we choose
a cross-section Σ = {(ρ,w, η): ρ = σ(w, η)} near T , then, for ε > 0, T s,uε = Z s,uε ∩ Σ are curves on Σ . Let
T s,uε =
{
(ρ,w, η): ρ = σ(w, η), w = ws,u(η)}.
Then, there exists ηε closed to 0 so that
ws(η) > wu(η) for η ∈ (−1, ηε) and ws(η) < wu(η) for η ∈ (ηε,1).
(Necessarily, ws(ηε) = wu(ηε) and ws(±1) = wu(±1).) See Fig. 4.
Furthermore, there is a unique orbit Oε from Z sε to Zuε through the point (ρε,ηε) = T sε ∩ T uε near (ρ0,0)
and Oε → O0 = Λs ∪ Λru as ε → 0.
Proof. The statement follows from the result in [24] for fold-saddle type turning point (ρ0,0). 
3.4. Classiﬁcation of inviscid and viscous steady-states
We now present a complete analysis on inviscid steady-states and their viscous proﬁles. Let’s
denote the unstable manifold of B− = (ρ−,−1) on Z0 by U (B−) and the stable manifold of
B+ = (ρ+,1) on Z0 by S(B+) (see, e.g., Figs. 5 and 6). Both U (B−) and S(B+) are nothing but
the level curves of I through B− and B+ respectively. It is easy to see that U (B−)∩ S(B+) = ∅ if and
only if one of the following holds
(i) either B− = Bs− , B+ = Bu+ or B− = Bu− , B+ = Bs+;
(ii) either B−, B+ ∈ Zu0 or B−, B+ ∈ Z s0, and I(B−) = I(B+) > I(ρ0,0).
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Naturally, there are four cases:
Case 1. B− ∈ Z s0 and B+ ∈ Zu0 ; Case 2. B− ∈ Z s0 and B+ ∈ Z s0;
Case 3. B− ∈ Zu0 and B+ ∈ Zu0 ; Case 4. B− ∈ Zu0 and B+ ∈ Z s0.
Remark 3.18. It turns out, upon the reversing of the x-direction in (3.4) or (3.5), Cases 2 and 3
are symmetric but Cases 1 and 4 are not. To see this, suppose we have the results regarding the
connection between B− ∈ Z s0 and B+ ∈ Z s0 for Case 2. For the direction-reversed system, we then have
the results regarding the connection between B+ ∈ Zu0 and B− ∈ Zu0 for Case 3. But, if we have the
results regarding the connection between B− ∈ Z s0 and B+ ∈ Zu0 for Case 1, then, for the direction-
reversed system, we have the results regarding the connection between B+ ∈ Zu0 and B− ∈ Z s0 which
still belongs to Case 1. In fact, among these four cases, Case 4 has a structure that is overwhelmingly
richer than that of the other cases.
3.4.1. Case 1. B− ∈ Z s0 and B+ ∈ Zu0
Recall that Z s0 where |u| <
√
P ′(ρ) is the subsonic region and Zu0 where u >
√
P ′(ρ) is the super-
sonic region.
Theorem 3.19. For B− ∈ Z s0 and B+ ∈ Zu0 , only when B− = Bs− and B+ = Bu+ , there is a unique inviscid
steady-state given by O0 = Λs ∪ Λru . The inviscid steady-state O0 admits a unique viscous proﬁle.
Proof. Note that dim(Ws(B+)) = 1 for B+ ∈ Zu0 . Thus, Ws(B+) = S(B+).
If ρ+ < ρu+ where ρu+ is deﬁned in Lemma 3.8, then, from Corollary 3.11, S(B+) stays strictly
below the curve Λu ∪ Λru and approaches, in backward ﬂow, an equilibrium in Zu0 ∩ {η = −1} on
the level curve I = I(B+) of I . The normally hyperbolic invariant manifold theory (see [4,8], etc.)
implies that Z0 persists for system (3.5) with ε > 0 small. Therefore, for ε > 0 small, the perturbed
S(B+) stays in Zuε and approaches, in backward ﬂow, an equilibrium in Zuε ∩ {η = −1}. We conclude
that there is no inviscid steady-state from B− ∈ Z s0 to such a B+ . If ρ+ > ρu+ , then S(B+) intersects
T at a point to the right of (ρ0,0) and leaves a neighborhood of Zε in backward time. Therefore,
for any ﬁxed B− , if ε > 0 is small enough, there is no inviscid steady-state from B− to B+ . Similar
argument shows that if B− = Bs− , there is no inviscid steady-state from B− to B+ ∈ Zu0 .
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The only situation left is B− = Bs− and B+ = Bu+ . In view of Theorem 3.17, there is an inviscid
steady-state and it is given by O0 = Λs ∪ Λru from Bs− through (ρ0,0) to Bu+ . Theorem 3.17 also
guarantees the existence of a unique viscous proﬁle Oε of O0. 
Note that the inviscid steady-state O0 is a transonic wave from subsonic to supersonic and we
refer to O0 as the maximal sub-to-super transonic wave. There are other inviscid steady-states, to be
discussed later, undergo transitions from subsonic to supersonic. All those sub-to-super transitions are
realized by portions of the maximal sub-to-super transonic wave.
3.4.2. Case 2. B− ∈ Z s0 and B+ ∈ Z s0
Both B− and B+ are now in the subsonic region where 0 u± <
√
P ′(ρ±).
In the following, for points on the lines {(ρ,η): η = 1} and {(ρ,η): η = −1}, we will order them
according to their ρ-coordinates. For example, if B1 = (ρ1,1) and B2 = (ρ2,1), we write B1 < B2 if
ρ1 < ρ2; B = (ρ,1) ∈ (B1, B2] if ρ ∈ (ρ1,ρ2], etc.
For a point B ∈ Zu0 , the point J (B) ∈ Z s0 deﬁned in Deﬁnition 3.6 will be used in the following
results.
Theorem 3.20. Let B± = (ρ±,±1) ∈ Z s0 . There are three subcases (see Fig. 5).
(1) If ρ− < ρs− (or B− < Bs−), then there is no inviscid steady-state from B− to B+ .
(2) If ρ− > ρs− (or B− > Bs−), then there is an inviscid steady-state Λ from B− to B+ if and only if
I(B−) = I(B+). The inviscid steady-state is then given by Λ = U (B−) = S(B+) ⊂ Z s0 and it admits
viscous proﬁles.
(3) If ρ− = ρs− (or B− = Bs−), then, for any B+ ∈ ( J (Bu+), Bs+], there is an inviscid steady-state which consists
of a portion O0 followed by a standing transonic shock Γ in the expanding region of the duct and a portion
of S(B+) from Bs− to B+ . The inviscid steady-state admits viscous proﬁles.
Proof. (1) We note that, if ρ− < ρs− , then Wu(B−) = U (B−) will stay strictly below Λs and intersects
the set T . For ε > 0 small, U (B−) persists up to T and its extension will leave any ﬁxed bounded
neighborhood of Z0, and hence, never reach a neighborhood of any given B+ .
(2) If ρ− > ρs− , it follows from Corollary 3.11 that Wu(B−) = U (B−) will stay strictly above
Λs ∪ Λrs and approach an equilibrium on {η = 1} with the same I-level. Therefore, an inviscid
steady-state Λ exists from B− to B+ if and only if I(B−) = I(B+). In this case, Λ is nothing but
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so we can take a compact invariant neighborhood N of Λ in Z s0. Then N is normally hyperbolic
(see [4,8], etc.). The normally hyperbolic invariant manifold theory implies that, for ε > 0 small,
there exists invariant Nε close to N so that the ﬂow on Nε is a regular perturbation of that on N .
From which we conclude that, for any B−(ε) = (ρ−(ε),−1) → B− as ε → 0, there exists a unique
B+(ε) = (ρ+(ε),1) with the property that B+(ε) → B+ as ε → 0 so that B−(ε) and B+(ε) are con-
nected by a heteroclinic orbit Λ(ε) of system (3.4) in a neighborhood of Λ; in particular, Λ(ε) → Λ
as ε → 0, see Fig. 5. Such an orbit Λε is a viscous proﬁle of Λ. We remark that, in general, we cannot
require B±(ε) = B± although we may require, in this case, either B−(ε) = B− or B+(ε) = B+ .
(3) By Lemma 3.12, it is obvious that J (Bu+) < Bs+ . We will treat the situation that
B+ ∈ ( J (Bu+), Bs+).
For any B+ ∈ ( J (Bu+), Bs+), S(B+)∩ J (Λru) = (ρ∗, η∗) for some η∗ > 0, i.e., on the expanding region
of the duct. Let (ρ∗, η∗) = Λru ∩ {η = η∗} = J−1((ρ∗, η∗)) and let Γ be the orbit of (3.7) connecting
(ρ∗, η∗) and (ρ∗, η∗). Then the orbit
{
(ρ,η) ∈ O0: −1 η η∗
}∪ Γ ∪ {(ρ,η) ∈ S(B+): η∗  η 1}
is an inviscid steady-state.
Next we show that the inviscid steady-state admits viscous proﬁles. From Theorem 3.17, for ε > 0
small, there is a unique heteroclinic orbit Oε from Bs−(ε) to Bu+(ε) with Oε → O0, Bs−(ε) → Bs− and
Bu+(ε) → Bu+ as ε → 0. Consider a small portion Mε of Z sε where
Mε = {Wuε (Bˆ−): Bˆ− = (ρˆ−,−1), ρs−(ε) < ρˆ− < ρs−(ε) + ε}.
Again from Theorem 3.17, the extension of Mε lies above Zuε and hence intersects the portion of the
unstable manifold of Zuε between Zuε and Zuε . Note that this portion of the unstable manifold of Zuε
is a portion of the stable manifold of Z sε . Therefore, Mε will move along the orbit Oε and then follow
the jump map J to reach Z sε . By continuity, if Bˆ− is O (e−C/ε)-close to Bs−(ε) for C > 0, then its
unstable manifold Wuε (Bˆ−) will follow Oε beyond η = 0, pass the vicinity of (ρ∗, η∗) for suﬃciently
large C and jump along a shock toward Z sε; if Bˆ− is only O (ε)-close to Bs−(ε), its unstable manifold
Wuε (Bˆ−) will follow Oε and jump away in the vicinity of (ρ0,0). By continuity again, there is a Bˆ−
so that Wuε (Bˆ−) will follow Oε to the vicinity of (ρ∗, η∗) and jump along Γ . As the result, Wuε (Bˆ−)
will approach some B+(ε) that is O (ε)-close to B+ . Such an orbit is a viscous proﬁle.
The corresponding results for B+ = Bs+ follow from continuity. 
Remark 3.21. In subcase (3), the reason that B+ cannot be J (Bu+) is the following: To reach the point
J (Bu+), it needs the shock at η = 1 or at x = +∞. Therefore, this shock has no counterpart in the
original system (3.1). The same remark applies to other cases whenever it is relevant.
3.4.3. Case 3. B− ∈ Zu0 and B+ ∈ Zu0
Both B− and B+ are in the supersonic region where u± >
√
P ′(ρ±). This case is symmetric to
Case 2 as discussed in Remark 3.18. We thus only state the result (see also Fig. 6).
Theorem 3.22. Let B± = (ρ±,±1) ∈ Zu0 . There are three subcases.
(1) If ρ+ > ρu+ (or B+ > Bu+), then there is no inviscid steady-state from B− to B+ .
(2) If ρ+ < ρu+ (or B+ < Bu+), then there is an inviscid steady-state Λ from B− to B+ if and only if
I(B−) = I(B+). The inviscid steady-state is then given by U (B−) = S(B+) ⊂ Zu0 and it admits viscous
proﬁles.
(3) If ρ+ = ρu+ (or B+ = Bu+), then, for any B− ∈ ( J−1(Bs−), Bu−], there is an inviscid steady-state which
consists of a portion of U (B−), a standing transonic shock Γ in the contacting region of the duct and a
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portion of the zero strength shock Λs ∪ Λru from B− to Bu+ . The inviscid steady-state admits viscous
proﬁles.
3.4.4. Case 4. B− ∈ Zu0 and B+ ∈ Z s0
As remarked before, this case has a very rich structure. To insure the presentation easy to follow,
we further break the study into following cases.
Case 4-1. B− > Bu−; Case 4-2. B− = Bu−;
Case 4-3. J−1(Bs−) < B− < Bu−; Case 4-4. B−  J−1(Bs−).
Case 4-1: B− > Bu− . In this case, Wu(B−) = Wu(U (B−)) is of two-dimensional and it is the union
of all shocks from U (B−) to J (U (B−)). Note that B− > Bu− implies that U (B−) lies strictly above
Λu and intersects the curve T at (ρ¯, η¯) for some η¯ < 0. Lemma 3.12 implies that J (U (B−)) lies
strictly below Λs and intersects T also at (ρ¯, η¯). From Theorem 3.17, for ε > 0 small, all orbits in
Wuε (B−) will move toward the point (ρ¯, η¯) and then move away from Z0. Thus, there is no inviscid
steady-state from B− to B+; that is,
Theorem 3.23. If B− > Bu− , then for any B+ ∈ Z s0 , there is no inviscid steady-state from B− to B+ that admits
viscous proﬁles.
Case 4-2: B− = Bu− . In this case, for any B+ ∈ ( J (Bu+), Bs+], there is a unique (ρ∗, η∗) ∈ S(B+)∩ J (Λru)
with 0  η∗ < 1 (see Fig. 7); in particular, η∗ = 0 if B+ = Bs+ and η∗ → 1 as B+ → J (Bu+). Denote
(ρ∗, η∗) = J−1(ρ∗, η∗) and Γ the shock from (ρ∗, η∗) to (ρ∗, η∗). Note that Γ degenerates to the
point (ρ0,0) if η∗ = 0.
Theorem 3.24. If B− = Bu− , then for any B+ ∈ ( J (Bu+), Bs+], there is a unique inviscid steady-state from B−
to B+ and the inviscid steady-state admits viscous proﬁles.
Proof. We will prove for B+ ∈ ( J (Bu+), Bs+). For B+ = Bs+ , the result can be obtained by continuity.
The inviscid steady-state from B− = Bu− to B+ is given by
Λu ∪
{
(ρ,η) ∈ Λru: η ∈ (0, η∗)
}∪ Γ ∪ {(ρ,η) ∈ S(B+): η ∈ (η∗,1]}.
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and ρ∗(ε) → ρ∗ as ε → 0. Now for δ > 0 small and ε > 0 small, let
Nδε =
⋃{
(ρ,η∗) ∈ Zuε : ρ∗(ε) − δ < ρ < ρ∗(ε)
}
.
Then α(Nδε) is a set of equilibria of (3.4) or (3.5) on {η = −1} in an O (δ)-neighborhood of Bu− .
Let Mδε = Wu(α(Nδε)). For ε > 0 small, Mδε will move along U (α(Nδε)) to the vicinity of Nδε , follow
the jump map J to approach S(B+) along Ws(S(B+)) in an O (δ)-neighborhood of Γ , and then, along
S(B+), converge to a set of equilibria on {η = 1} in an O (δ)-neighborhood of B+ . Any such an orbit
is in the O (δ)-neighborhood of the inviscid steady-state. We conclude that the inviscid steady-state
admits viscous proﬁles. 
To describe the rest results, we will use the following notion. For any B ∈ Z0, if the level curve L
of I with level I(B) intersects the line {(ρ,η): η = 1}, we denote the intersection point by H(B) (see,
for example, Figs. 8 and 9).
Case 4-3: J−1(Bs−) < B− < Bu− . In this case, U (B−) and J−1(Λs) intersect at a unique point, say
BuL := (ρuL , ηL) with ηL < 0. Let BsL := (ρsL, ηL) = J (BuL ) ∈ Λs and let B0 = U (B−) ∩ {ρ = 0}. It is not
hard to show that both Bs+ and J (H(B−)) lie between J (Bu+) and H( J (B0)); that is,
J
(
Bu+
)
< Bs+ < H
(
J (B0)
)
and J
(
Bu+
)
< J
(
H(B−)
)
< H
(
J (B0)
)
.
But, in general, the relative position between J (H(B−)) and Bs+ is not deﬁnite. In either case, we will
show that, for B+ ∈ ( J (Bu+), H( J (B0))], there are inviscid steady-states from B− to B+ that admit
viscous proﬁles. But the number and locations of inviscid steady-states depend on the relative position
between J (H(B−)) and Bs+ . Accordingly, we will break the study into two subcases:
Subcase 4-3-1. J (H(B−)) Bs+; Subcase 4-3-2. Bs+ < J (H(B−)).
Subcase 4-3-1: J−1(Bs−) < B− < Bu− and J (H(B−))  Bs+ . In this case, we show that if B+ ∈
( J (Bu+), H( J (B0))], then there are inviscid steady-states from B− to B+ that admit viscous proﬁles.
More precisely, we have
Theorem 3.25. Assume J−1(Bs−) < B− < Bu− and J (H(B−))  Bs+ . Denote S( J (H(B−))) ∩ J (Λru) =
(ρS J , ηS J ) and J (U (B−)) ∩Λrs = (ρUΛ,ηUΛ). Then, ηS J > 0 and ηUΛ > 0.
(1) If B+  J (Bu+) or B+ > H( J (B0)), there is no inviscid steady-state from B− to B+ .
(2) If J (Bu+) < B+ < J (H(B−)), then there is a unique Bsr := (ρsr , ηr) ∈ S(B+)∩ J (Λru) with ηr ∈ [ηS J ,1).
Denote Bur := (ρur , ηr) = J−1(Bsr) ∈ Λru . There is a unique inviscid steady-state ΛL ∪ΓL ∪Λ0 ∪Γr ∪Λr
from B− to B+ where ΛL = {(ρ,η) ∈ U (B−): η ∈ [−1, ηL]}, ΓL is the shock from BuL to BsL , Λ0 ={(ρ,η) ∈ Λs∪Λru: η ∈ (ηL, ηr)}, Γr is the shock from Bur to Bsr andΛr = {(ρ,η) ∈ S(B+): η ∈ (ηr,1]}.
The inviscid steady-state admits viscous proﬁles (see Fig. 8).
(3) If J (H(B−))  B+  Bs+ , then there are two points Bsr1 := (ρsr1 , ηr1 ) ∈ S(B+) ∩ J (Λru) with ηr1 ∈[0, ηS J ) and Bsr2 := (ρsr2 , ηr2 ) ∈ S(B+) ∩ J (U (B−)) with ηr2 ∈ [ηUΛ,1). Denote Bur2 := (ρur2 , ηr2) =
J−1(Bsr2 ) ∈ U (B−). There are two inviscid steady-states ΛL ∪ ΓL ∪ Λ0 ∪ Γr1 ∪ Λr1 as in (2) and
Λr2 ∪ Γr2 ∪ Λr2 from B− to B+ where Λr2 = {(ρ,η) ∈ U (B−): η ∈ [−1, ηr2 ]}, Γr2 is the shock from
Bur2 to B
s
r2 and Λ
r2 = {(ρ,η) ∈ S(B+): η ∈ (ηr2 ,1]}. If J (H(B−)) = B+ , then ηr2 = 1 and the shock Γr2
occurs at x = +∞. In this case, the corresponding orbit will be ignored (see Remark 3.21). Both inviscid
steady-states admit viscous proﬁles (see Fig. 9).
(4) If Bs+ < B+  H( J (B0)), there are two points Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (U (B−)) with ηr ∈ [0, ηUΛ)
and Bs := (ρs, η) ∈ S(B+) ∩ J (U (B−)) with η ∈ (ηL,0]. (Bsr = Bs = J (B0) in the degenerate case
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B+ = H( J (B0)).) Denote Bur := (ρur , ηr) = J−1(Bsr) and Bu := (ρu , η) = J−1(Bs). There are two in-
viscid steady-states Λr ∪ Γr ∪ Λr and Λ ∪ Γ ∪ Λ as the second inviscid steady-state in (3) from B−
to B+ . Both inviscid steady-states admit viscous proﬁles (see Fig. 10).
Proof. (1) If B+ > H( J (B0)), then S(B+) stays strictly above the level curve I through J (B0) so that
J−1(S(B+)) stays strictly below U (B−), and hence, Ws(B+) = Ws(S(B+)) intersects {η = −1} in the
region either strictly below B− or strictly above at least Bs− . This structure persists for ε > 0 small.
We thus conclude that there is no inviscid steady-states from B− to B+ .
If B+ < J (Bu+), then S(B+) stays strictly below J (Λru), and hence, intersects T at a point (ρ¯, η¯)
with η¯ > 0. Also, J−1(S(B+)) stays strictly above Λru and intersects T at (ρ¯, η¯). Therefore, for ε > 0
small, in backward direction of the ﬂow, the stable manifold Ws(B+) = Ws(S(B+)) will approach
the point (ρ¯, η¯) and leave a bounded neighborhood of Zε; in particular, there will be no inviscid
steady-states from B− to B+ . For B+ = J (Bu+), see Remark 3.21.
(2) For ε > 0 small, we will consider the backward trace of Wsε(B+) below. First of all, Wsε(B+)
will follow Λr to a neighborhood of Bsr , and then approach a neighborhood of B
u
r around Γr . Part
of Wsε(B+) then follows Λ0 to the vicinity of BsL , jumps around ΓL to the vicinity of BuL , and then
follows ΛL toward the vicinity of B− . Therefore, the inviscid steady-states from B− to B+ admit
viscous proﬁles.
(3) We treat the case where J (H(B−)) < B+ < Bs+ if any and the other cases can be achieved by
continuity.
The existence of viscous proﬁles for the inviscid steady-state ΛL ∪ ΓL ∪ Λ0 ∪ Γr1 ∪ Λr1 follows
exactly the proof as for the above case (2).
For the standing asymptotic state Λr2 ∪Γr2 ∪Λr2 , we again consider the backward trace of Wsε(B+).
First of all, part of Wsε(B+) will follow Λr2 to a neighborhood of Bsr2 , and approach a neighborhood
of Bur2 around Γr2 . It then follows Λr2 toward the vicinity of B− . Therefore, this inviscid steady-state
admits viscous proﬁles.
(4) Both inviscid steady-states are the same type as that of the second orbit in (3). The only
difference is the location of the shocks: Γr occurs in the region with η > 0 and Γ with η < 0. We
thus infer the existence of viscous proﬁles for both inviscid steady-states. 
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Fig. 10. Standing transonic shocks for (4) of Subcase 4-3-1.
Subcase 4-3-2: J−1(Bs−) < B− < Bu− and Bs+ < J (H(B−)). In this case, we show that if B+ ∈
( J (Bu+), H( J (B0))], then there are inviscid steady-states from B− to B+ and they admit viscous pro-
ﬁles. More precisely, we have
Theorem 3.26. (See Fig. 11.) Assume J−1(Bs−) < B− < Bu− and Bs+ < J (H(B−)). Denote S( J (H(B−))) ∩
J (U (B−)) = (ρ J S , η J S ). Then, η J S < 0.
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(1) If B+  J (Bu+) or B+ > H( J (B0)), there is no inviscid steady-state from B− to B+ .
(2) If J (Bu+) < B+  Bs+ , then there is a unique Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (Λrr) with ηr ∈ [0,1). Denote
Bur := (ρur , ηr) = J−1(Bsr) ∈ Λru . There is a unique inviscid steady-state ΛL ∪ ΓL ∪ Λ0 ∪ Γr ∪ Λr from
B− to B+ where ΛL = {(ρ,η) ∈ U (B−): η ∈ [−1, ηL]}, ΓL is the shock from BuL to BsL , Λ0 = {(ρ,η) ∈
Λls ∪Λru: η ∈ (ηL, ηr]}, Γr is the shock from Bur to Bsr and Λr = {(ρ,η) ∈ S(B+): η ∈ (ηr,1]}.
(3) If Bs+ < B+  J (H(B−)), then there is a unique Bs := (ρs, η) ∈ S(B+)∩ J (U (B−))with η ∈ (ηL, η J S ].
Denote Bu := (ρu , η) = J−1(Bs) ∈ U (B−). There is a unique inviscid steady-state Λ ∪ Γ ∪ Λ from
B− to B+ whereΛ = {(ρ,η) ∈ U (B−): η ∈ [−1, η]}, Γ is the shock from Bu to Bs andΛ = {(ρ,η) ∈
S(B+): η ∈ (η,1]}.
(4) If J (H(B−)) < B+  H( J (B0)), there are two points Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (U (B−)) with ηr ∈
[0,1) and Bs := (ρs, η) ∈ S(B+) ∩ J (U (B−)) with η ∈ (η J S ,0]. (Bsr = Bs = J (B0) in the degenerate
case B+ = H( J (B0)).) Denote Bur := (ρur , ηr) = J−1(Bsr) and Bu := (ρu , η) = J−1(Bs). There are two
inviscid steady-states Λr ∪ Γr ∪Λr and Λ ∪ Γ ∪ Λ as in (3) from B− to B+ .
All inviscid steady-states in (2), (3) and (4) admit viscous proﬁles.
Proof. Statement (1) can be proved in the same way as that for (1) in Theorem 3.25. Every inviscid
steady-state in other statements is the same type as one of the states considered in Theorem 3.25
and the existence of viscous proﬁles can be established in the similar way. 
For the locations η of the shocks of Subcases 4-3 in terms of ρ+ , see Fig. 12.
Case 4-4: B−  J−1(Bs−). Note that H( J (B−)) < H( J (B0)) and J (H(B−)) < H( J (B0)). According to
the relative positions of J (H(B−)) and H( J (B−)), we consider two subcases.
Subcase 4-4-1. J (H(B−)) H( J (B−)); Subcase 4-4-2. J (H(B−)) > H( J (B−)).
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Fig. 13. Standing transonic shocks for Subcase 4-4-1.
Subcase 4-4-1: B−  J−1(Bs−) and J (H(B−))  H( J (B−)). In this case, we show that if B+ ∈
( J (H(B−)), H( J (B0))], then there are inviscid steady-states from B− to B+ and they admit viscous
proﬁles. More precisely, we have
Theorem 3.27. (See Fig. 13.) Assume B−  J−1(Bs−) and J (H(B−))  H( J (B−)). Denote S(H( J (B−))) ∩
J (U (B−)) = (ρH J , ηH J ). Then, ηH J > 0.
(1) If B+  J (H(B−)) or B+ > H( J (B0)), there is no inviscid steady-state from B− to B+ .
(2) If J (H(B−)) < B+  H( J (B−)) (if J (H(B−)) = H( J (B−)), this is an empty case), there is a unique
Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (U (B−)) with ηr ∈ [ηH J ,1). Denote Bur := (ρur , ηr) = J−1(Bsr). There is a
unique inviscid steady-state Λr ∪ Γr ∪ Λr from B− to B+ where Λr = {(ρ,η) ∈ U (B−): η ∈ [−1, ηr]},
Γr is the shock from Bur to B
s
r and Λ
r = {(ρ,η) ∈ S(B+): η ∈ [ηr,1]}.
(3) If H( J (B−)) < B+  H( J (B0)), there are two points Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (U (B−)) with ηr ∈[0, ηH J ) and Bs := (ρs, η) ∈ S(B+)∩ J (U (B−))with η ∈ (−1,0]. (Bsr = Bs = J (B0) in the degenerate
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case B+ = H( J (B0)).) Denote Bur := (ρur , ηr) = J−1(Bsr) and Bu := (ρu , η) = J−1(Bs). There are two
inviscid steady-states Λr ∪ Γr ∪Λr and Λ ∪ Γ ∪ Λ as in (4) of Theorem 3.26 from B− to B+ .
All inviscid steady-states in (2) and (3) admit viscous proﬁles.
Proof. Statement (1) can be proved in the same way as that for (1) in Theorem 3.25. Every inviscid
steady-state in other statements is the same type as one of the states considered in Theorem 3.25
and the existence of viscous proﬁles can be established in the similar way. 
Subcase 4-4-2: B−  J−1(Bs−) and H( J (B−)) < J (H(B−)). In this case, we show that if B+ ∈
[H( J (B−)), H( J (B0))], then there are inviscid steady-states from B− to B+ and they admit viscous
proﬁles. More precisely, we have
Theorem 3.28. (See Fig. 14.) Assume B−  J−1(Bs−) and H( J (B−)) < J (H(B−)). Denote S( J (H(B−))) ∩
J (U (B−)) = (ρ J S , η J S ). Then, η J S < 0.
(1) If B+  H( J (B−)) or B+ > H( J (B0)), there is no inviscid steady-state from B− to B+ .
(2) If H( J (B−)) < B+  J (H(B−)), there is a unique Bs := (ρs, η) ∈ S(B+) ∩ J (U (B−)) with η ∈
(−1, η J S ]. Denote Bu := (ρu , η) = J−1(Bs). There is a unique inviscid steady-state Λ ∪ Γ ∪ Λ
from B− to B+ where Λ = {(ρ,η) ∈ U (B−): η ∈ [−1, η]}, Γ is the shock from Bu to Bs and
Λ = {(ρ,η) ∈ S(B+): η ∈ [η,1]}.
(3) If J (H(B−)) < B+  H( J (B0)), there are two points Bsr := (ρsr , ηr) ∈ S(B+) ∩ J (U (B−)) with ηr ∈
[0,1) and Bs := (ρs, η) ∈ S(B+) ∩ J (U (B−)) with η ∈ (η J S ,0]. (Bsr = Bs = J (B0) in the degenerate
case B+ = H( J (B0)).) Denote Bur := (ρur , ηr) = J−1(Bsr) and Bu := (ρu , η) = J−1(Bs). There are two
inviscid steady-states Λr ∪ Γr ∪Λr and Λ ∪ Γ ∪ Λ as in (3) of Theorem 3.27 from B− to B+ .
All inviscid steady-states in (2) and (3) admit viscous proﬁles.
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ρ-component of H( J (B−)).
Proof. Statement (1) can be proved in the same way as that for (1) in Theorem 3.25. Every inviscid
steady-state in other statements is the same type as one of the states considered in Theorem 3.25
and the existence of viscous proﬁles can be established in the similar way. 
For the locations η of the shocks of Subcases 4-4 in terms of ρ+ , see Fig. 15.
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