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Abstract
Toward a deeper understanding on the inner work
of deep neural networks, we investigate CNN
(convolutional neural network) using DCN (de-
convolutional network) and randomization tech-
nique, and gain new insights for the intrinsic prop-
erty of this network architecture. For the random
representations of an untrained CNN, we train
the corresponding DCN to reconstruct the input
images. Compared with the image inversion on
pre-trained CNN, our training converges faster
and the yielding network exhibits higher quality
for image reconstruction. It indicates there is rich
information encoded in the random features; the
pre-trained CNN may discard information irrele-
vant for classification and encode relevant features
in a way favorable for classification but harder for
reconstruction. We further explore the property of
the overall random CNN-DCN architecture. Sur-
prisingly, images can be inverted with satisfactory
quality. Extensive empirical evidence as well as
theoretical analysis are provided.
1. Introduction
Since the first introduction in 1990’s (LeCun et al., 1989),
convolutional neural networks (CNNs) have demonstrated
impressive performance for various computer vision tasks,
and an essential element is to understand the deep repre-
sentations for intermediate layers. A variety of visualiza-
tion techniques have been developed in order to unveil the
feature representation and hence the inner mechanism of
CNNs (Zeiler & Fergus, 2014; Mahendran & Vedaldi, 2015;
Yosinski et al., 2015; Xu et al., 2015), however, our under-
standing of how these deep learning models operate remains
limited. In this paper we propose to apply randomization,
the assignment of random weights, on deconvolutional net-
works for the visual representation, and permit deeper un-
derstanding on the intrinsic property of the convolutional
architecture. Two techniques are closely related to our work,
deconvolution and randomization.
Deconvolutional networks (DCNs) are commonly used for
deep feature visualization. In the seminal work of Zeiler
et al. (2014), they propose to use a multi-layered deconvo-
lutional network (Zeiler et al., 2011) to project the feature
activations back to the input pixel space, and show that the
features have many intuitively desirable properties such as
compositionality, increasing invariance and class discrimi-
nation for deeper layers. Dosovitskiy et al. (2016) design a
deconvolution variant which they call the up-convolutional
neural network to invert image representations learned from
a pre-trained CNN, and conclude that features in higher
layers preserve colors and rough contours of the images
and discard information irrelevant for the classification task
that the convolutional model is trained on. As there is no
back propagation, their reconstruction is much quicker than
the representation inverting method based on gradient de-
scent (Mahendran & Vedaldi, 2015).
Randomization on neural networks can be tracked back to
the 1960’s where the bottom-most layer of shallow networks
consisted of random binary connections (Block, 1962). In
recent years, largely motivated by the fact that “random-
ization is computationally cheaper than optimization”, ran-
domization has been resurfacing repeatedly in the machine
learning literature (Scardapane & Wang, 2017). For opti-
mization problems such as regression or classification, this
technique is used to stochastically assign a subset of the
network weights to derive a simpler problem (Igelnik & Pao,
1995; Rahimi & Recht, 2009). Specifically, they compute
a weighted sum of the inputs after passing them through a
bank of arbitrary randomized nonlinearities, such that the
resulting optimization task is formulated as a linear least-
squares problem. Empirical comparisons as well as theoret-
ical guarantees are provided for the approximation (Rahimi
& Recht, 2008; 2009; Arora et al., 2014). Other related
works include random kernel approximation (Rahimi &
Recht, 2007; Sinha & Duchi, 2016).
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Specifically on convolutional neural networks (CNNs), there
are a few lines of work considering randomization. Jarrett et
al. (2009) observe that, on a one-layer convolutional pooling
architecture, random weights perform only slightly worse
than pre-trained weights. Andrew et al. (2011) prove that
certain convolutional pooling architectures with random
weights are inherently frequency selective and translation
invariant, and argue that these properties underlie their per-
formance. He et al. (2016) accomplish three popular visual-
ization tasks, image inversion, texture synthesize and style
transfer, using random weight CNNs. Daniely et al. (2016)
extend the scope from fully-connected and convolutional
networks to a broad family of architectures by building a
general duality between neural networks and compositional
kernel Hilbert spaces and proving that random networks
induce representations which approximate the kernel space.
Motivated by the intuition that “random net may be theo-
retically easier to comprehend than the complicated well-
trained net”, and that it may reveal the intrinsic property of
the network architecture, we use randomization to explore
the convolution followed by deconvolution architecture, and
provide theoretical analysis on the empirical observations.
Our goal is toward a deeper understanding on the inner
mechanism of deep convolutional networks.
Our main contributions are as follows:
First, we propose a random weight CNN subsequently con-
necting a trained deconvolutional network(DCN) to recon-
struct images. By means of CNN-DCN architecture, either
fixing the random weights assigned to CNN model or util-
ising the pre-trained CNN model, we train the correspond-
ing DCN to invert the input image. The DCN architecture
uses the inverted layer sequence of the CNN, as in (Doso-
vitskiy & Brox, 2016). Compared with the inversion on
pre-trained CNN, the random approach can train the corre-
sponding DCN model more quickly and invert the image
with higher quality. The results explicitly reveal that ran-
dom weight CNN can encode rich feature information of
the inputs while pre-trained CNN may discard feature in-
formation irrelevant for classification and encode relevant
feature in a way favourable for classification but harder for
image reconstruction.
Second, we present the overall random CNN-DCN archi-
tecture to further investigate the randomness in CNNs, i.e.
there is no training at all for inverting the inputs that pass
their information through a random weight convolutional
network. Surprisingly, the image is inverted with satisfac-
tory quality. The geometric and photometric feature of the
inputs are well preserved. We argue that this is due to the in-
trinsic property of the CNN-DCN architecture. We provide
empirical evidence as well as theoretical analysis on the
reconstruction quality, and bound the error in terms of the
number of random nonlinearities, the network architecture
and the distribution of the random weights.
2. Preliminaries
2.1. Deconvolutional network architecture
For the network architecture, we consider two typical CNNs
for the deconvolution, VGG16 (Simonyan & Zisserman,
2015) and AlexNet (Krizhevsky et al., 2012). A convolu-
tional layer is usually followed by a pooling layer, except for
the last convolutional layer, Conv5. For consistency, we will
explore the output after the convolutional layer but before
the pooling layer. In what follows, “feature representation”
or “image representation” denotes the feature vectors after
the linear convolutional operator and the nonlinear activa-
tion operator but before the pooling operator for dimension
reduction.
We build a CNN-DCN architecture on the layer of feature
representation to be studied. The convolution operator of a
deconvolutional layer in DCN is the same as the convolution
operator in CNN, and an upsampling operator is applied in
DCN to invert the corresponding pooling operator in CNN,
as designed in (Dosovitskiy & Brox, 2016). We will focus
on the representations of the convolutional layers, as Doso-
vitskiy et al. build DCNs for each layer of the pre-trained
AlexNet and find that the predicted image from the fully
connected layers becomes very vague. Figure 1 illustrates
an example of the VGG16 Conv5-DeConv5 architecture,
where Conv5 indicates the sequential layers from Conv1
to Conv5. For the activation operator, we apply the leaky
ReLU nonlinearity with slope 0.2, that is, r(x) = x if x ≥ 0
and otherwise r(x) = 0.2x. At the end of the DCN, a final
Crop layer is added to cut the output of DeConv1 to the
same shape as the original images.
Figure 1. The CNN-DCN architecture for Conv5 of VGG16.
We build deconvolutional networks on both VGG16 and
AlexNet, and most importantly, we focus on the random fea-
tures of the CNN structure when training the corresponding
DCN. Then we do no training for deconvolution and explore
the properties of the purely random CNN-DCN architecture.
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2.2. Random distributions
For the random weights assigned to CNN or DCN, we try
several Gaussian distributions with zero mean and various
variance to see if they have different impact on the DCN
reconstruction. Subsequent comparison shows that a small
variance around 0.015 yields minimal inverting loss. We
also try several other types of random distributions, Uniform,
Logistic, Laplace, to study their impact.
• The Uniform distribution is in [-0.04, 0.04), such that
the interval equals [µ− 3δ, µ+ 3δ] where µ = 0 and
δ = 0.015 are parameters for Gaussian distribution.
• The Logistic distribution is 0-mean and 0.015-scale of
decay. It resembles the normal distribution in shape
but has heavier tails.
• The Laplace distribution is with 0 mean and 2 ∗ λ2
variance (λ = 0.015), which puts more probability
density at 0 to encourage sparsity.
3. Random-CNN-trained-DCN
3.1. Training method for DCN
For each intermediate layer, using the feature vectors of all
training images, we train the corresponding DCN such that
the summation of L2-norm loss between the inputs and the
outputs is minimized. Let Φ(xi, w) represent the output
image of the DCN, in which xi is the input of the ith image
and w is the weights of the DCN. We train the DCN to get
the desired weights w∗ that minimize the loss. Then for a
feature vector of a certain layer, the corresponding DCN can
predict an estimation of the expected pre-image, the average
of all natural images which would have produced the given
feature vector.
w∗ = arg min
w
L = arg min
w
∑
i
(Φ(xi, w)− xi)2 (1)
Specifically, we initialize the DCN by the “MSRA”
method (He et al., 2015) based on a modified Caffe (Jia
et al., 2014; Dosovitskiy & Brox, 2016). We use the training
set of ImageNet (Deng et al., 2009) and the Adam (Kingma
& Ba, 2015) optimizer with β1 = 0.9, β2 = 0.999 with
mini-batch size 32. The initial learning rate is set to 0.0001
and the learning rate gradually decays by the “multistep”
training. The weight decay is set to 0.0004 to avoid overfit-
ting. The maximum number of iterations is set at 200,000
empirically.
3.2. Results for inverting the representation
Training. We observe similar results for the training loss in
different layers. Take the Conv2-DeConv2 architecture for
elaboration, the loss curves during the training process are
shown in Figure 2. Figure 2(a) compares VGG and AlexNet
on random as well as pre-trained weights. The training for
reconstruction converges much quicker on random CNN and
yields slightly lower loss, and this trend is more apparent
on VGG. It indicates that by pre-training for classification,
CNN encodes relevant features of the input image in a way
favorable for classification but harder for reconstruction.
Also, VGG yields much lower inverting loss as compared
with AlexNet. Figure 2(b) shows that random filters of
different Gaussian distributions on CNN affect the initial
training loss, but the loss eventually converges to the same
magnitude. Figure 2(c) shows that the four different random
distributions with appropriate parameters acquire similar
reconstruction loss.
Generalization. We take 5000 samples from the training set
and validation set respectively from ImageNet, and compare
their average reconstruction loss. The statistics is as shown
in Figure 3, where Convk represents a Convk-DeConvk
architecture. Figure 3(a) shows that the VGG architecture is
good in generalization for the reconstruction, and random
VGG yields much less loss than pre-trained VGG. For rep-
resentations of deeper layers, the inverting loss increases
significantly for pre-trained VGG but grows slowly for ran-
dom VGG. This means that in deeper layers, the pre-trained
VGG discards much more information that is not crucial for
classification, leading to a better classifier but a harder re-
construction task. Figure 3(b) compares VGG and AlexNet
on the Conv3-DeConv3 architecture. It shows that Alexnet
is also good in generalization for the reconstruction, and the
difference between the random and the pre-trained is very
small.
Reconstruction. Figure 4 shows reconstructions from vari-
ous layers of random VGG and random AlexNet, denoted by
rwVGG and rwAlexNet respectively. 1 On both rwVGG and
rwAlexNet, the reconstruction quality decays for represen-
tations of deeper layers. The rwVGG structure yields more
accurate reconstruction, even on Conv5, which involves 26
convolution operations and 4 max pooling operations.
Figure 6 shows reconstructions from a cat example image for
various distributions of rwVGG Conv2-DeConv2. Except
for N(0, 1), the reconstruction quality is indistinguishable
by naked eyes. It shows that different random distributions
work well when we set the random weights relatively sparse.
In a nutshell, it is interesting that random CNN can speed up
the training process of the DCN on both VGG and AlexNet,
obtain higher quality reconstruction and generalize well for
other inputs. Regarding weights in the convolutional part
as a feature encoding of the original image, then the decon-
volutional part can decode from the feature representations
encoded by various methods. The fact that the random en-
1For input images, the cat is an example image from caffe, and
the other two are from the validation set of ImageNet.
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(a) VGG vs. Alexnet (b) rwVGG (c) rwVGG
Figure 2. Training loss for the Conv2-DeConv2 architecture.
(a) Random VGG vs. Pre-trained VGG (b) VGG vs. Alexnet on Conv3
Figure 3. Comparison on the generalization error.
Original Conv1 Conv2 Conv3 Conv4 Conv5
(a) rwVGG
Conv1 Conv2 Conv3 Conv4 Conv5
(b) rwAlexNet
Figure 4. (Zoom in for details.) Reconstructions for representations of different convolutional layers of rwVGG and rwAlexNet.
Figure 5. (Zoom in for details.) Reconstructions on rrVGG Conv1-DeConv1 networks.
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coding of CNN is easier to be decoded indicates that the
training for classification moves the image features of dif-
ferent categories into different manifolds that are moving
further apart. Also, it may discard information irrelevant
for the classification. The pre-trained CNN benefits the
classification but is adverse to the reconstruction.
Figure 6. (Zoom in for details.) Reconstructions for representa-
tions of rwVGG Conv2 in various random distributions.
4. Random-CNN-random-DCN
In this section we mainly focus on VGG16, and explore the
reconstructions on purely random VGG CNN-DCN architec-
ture (denoted by rrVGG for brevity). Surprisingly, we find
that even the overall CNN-DCN network is randomly con-
nected, the images can be inverted with satisfactory quality.
In other words, the CNN randomly extracts the image fea-
tures and passes them to the DCN, then in an unsupervised
manner the DCN can reconstruct the input image by random
feature extraction again. Our surprising results show that
the random-CNN-random-DCN architecture substantially
contributes to the geometric and photometric invariance
for the image inversion. This reminds us the immortal AI
Koan (Rahimi & Recht, 2009): Sussman said,“I am training
a randomly wired neural net to play tic-tac-toe,” “The net is
wired randomly as I do not want it to have any preconcep-
tions of how to play.” Minsky said, “I will close my eyes so
the room will be empty.” And Sussman was enlightened.
In the following, we will systematically explore the re-
construction ability of the rrVGG architecture. For con-
venience analysis, we use the normal ReLU nonlinearity
(i.e. ReLU(x) = max(x, 0)), and the dimensions of the
convolutional layers of VGG are summarized in Table 1.
For evaluation, we use the Pearson correlation coefficient,
corr ∈ [−1, 1], between the output image and the original
image to approximately evaluate the reconstruction quality.
An extreme corr, either positive or negative, indicates a
high correlation with the geometric information. For statis-
tics on the trend, we use the structural similarity (SSIM)
index (Wang et al., 2004), which is more accurate by con-
sidering the correlation and dependency of local spatially
close pixels, and more consistent to the perceptron of human
eyes. To remove the discrepancy on colors, we transform
the inputs and outputs in grey-scale, and in case of negative
SSIM value, we invert the luminosity of the grayscale image
for calculation, so the value is in [0, 1].
4.1. Network width versus network depth
Taking the cat image as an example, we first study the re-
construction quality for different convolutional layers, as
shown in the first row of Figure 7. The weights are ran-
dom in N(0, 0.1) and Convk indicates a Convk-DeConvk
architecture. The deeper the random representations are, the
coarser the reconstructed images are. Even though there is
no training at all, DCN can still perceive geometric positions
and contours for Conv1 to Conv3. We can still perceive a
very rough contour for the purely random Conv4-DeConv4
architecture, which is already 10 layers deep (Zoom in to
see the contours).
In the second row of Figure 7, we build a simplified input-
Convk-DeConk-output architecture by connecting the data
layer directly to Convk followed by DeConvk, then to the
output layer. And we use the same N(0, 0.1) distribution
for the weights. The reconstruction quality is similar to
that of the first row, indicating that the dimension (width)
of the convolutional layer contributes significantly to the
reconstruction quality, while the depth of the CNN-DCN
network contributes only a little.
Layer # Channels Shape of feature maps Dimension
Data 3 227 × 227 154,587
Conv1 64 227 × 227 3,297,856
Conv2 128 114 × 114 1,663,488
Conv3 256 57 × 57 831,744
Conv4 512 29 × 29 430,592
Conv5 512 15 × 15 115,200
Table 1. The dimension of each convolutional layer of VGG.
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Conv1 Conv2 Conv3 Conv4 Conv5
Figure 7. (Zoom in for details.) Reconstruction images for the
rrVGG architecture, and the simplified rrVGG architecture. All
random weights are in N(0, 0.1) distribution.
As the reconstruction quality decays quickly for deep layers,
we argue that it may due to the shape reduction of the fea-
ture maps. As shown in Table 1, the shape of feature maps,
while going through convolutional layers, will be reduced
by 1/4 except for the input data layer. The convolutional
layer will project information of the previous layer to a 1/4
scale shape. So the representations encoded in feature maps
will be compressed randomly and it is hard for a random
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DCN to extract these feature representations. However in
the previous section, we see that the trained DCN can extract
these random deep representations easily and well recon-
struct the images. It indicates that almost all information is
transformed to the next layer in the random CNN. Without
training on DCN, however, the reconstruction through low
dimension layers will certainly lose some information.
4.2. Results on number of random channels
We further explore the reconstruction quality on the number
of random channels using the rrVGG Conv1-DeConv1 ar-
chitecture, which contains two convolutional operators, one
pooling operator, one upsampling operator and another two
convolutional operators. For simplicity, for each network
instance we use the same number of channels in all layers
except the output layer. We vary the number of random
channels from 4, 8 up to 2048, and for each number of chan-
nels, we generate 30 rrVGG Conv1-DeConv1 networks and
all random weights are in N(0, 0.1) distribution. For input
images we randomly pick 50 samples from the ImageNet
validation set.
To reduce occasionality on the reconstruction, we transform
the inputs and outputs in grey-scale and calculate the aver-
age SSIM value and Pearson correlation coefficient on each
network, then we do statistics (mean and standard deviation)
on the 30 average values. Figure 8 and Figure 9 show the
trends when the number of channels increases, (a) is for the
original rrVGG network and (b) is for the variant of rrVGG
network. The variant of rrVGG network is almost the same
as the original network except that the last convolutional
layer is replaced by an average layer, which calculates the
average over all the channels of the feature maps next to
the last layer. We see that the increasing number of ran-
dom channels promotes the reconstruction quality. Similar
in spirit to the random forest method, different channels
randomly and independently extract some feature from the
previous layer, and they are complementary to each other.
With a plenty number of random channels we may encode
and transform all information to the next layer. The in-
creasing trend and the convergence on the variant of the
rrVGG network are much more apparent. We will provide
theoretical analysis in the next section.
In Figure 5, we pick some input images, and show their
output images closest to the mean SSIM value for various
number of channels. The SSIM value is on the top of each
output image. As the color information is discarded for ran-
dom reconstruction, we transform the images in grey-scale
to show their intrinsic similarity. The increasing number of
channels promotes the random reconstruction quality.
(a) original rrVGG (b) variant rrVGG
Figure 8. Statistics on SSIM for rrVGG Conv1-DeConv1 architec-
ture (mean, mean ± std). All weights are in N(0,0.1) distribution.
(a) original rrVGG (b) variant rrVGG
Figure 9. Statistics on Pearson correlation for rrVGG Conv1-
DeConv1 architecture (mean, mean ± std). All weights are in
N(0,0.1) distribution.
4.3. Results on random kernel size
We expect that the reconstruction quality decays with larger
kernel size, as a large kernel size can not consider the local
visual feature of the input. In the extreme case when the
kernel size equals the image dimension, the convolution
operator actually combines all pixel values of the input to an
output pixel using random weights. To verify this assump-
tion, we use the rrVGG Conv1 1 DeConv1 1 architecture,
which simply contains two convolutional operators. The
random weights are from the N(0, 0.1) distribution. For
each kernel size, we randomly generate 30 networks for the
reconstruction on 50 sample images as selected above.
Figure 10. SSIM for various kernel sizes on rrVGG Conv1 1.
5. Theories on Random Convolution
In this section, we provide theoretical analysis to explain
the surprising empirical results shown in the previous ex-
periments. We will show that for a slight variant of the
random CNN architecture, when the number of channels in
each layer goes to infinity, the output image will converge
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to an image highly correlated to the input image. Note that
DCN is also a kind of CNN with up-sampling layers, so our
result can be directly applied to the CNN-DCN architecture.
We first introduce some notations and describe our variant
random CNN architecture.
Notations: We use A:,j to denote the jth column vector of
matrix A and ‖x‖ to denote the l2-norm of vector x. Let L
be the number of layers in the neural network and X(i) ∈
RNi×di be the feature maps in the ith layer, where Ni is
the number of channels and di is the dimension of a single
channel feature map (i.e. the width of the map times its
height). X = X(0) is the input image and f = X(L) is the
output image. w(i,j), a row vector, is the jth convolutional
filter of the ith layer if it is a convolutional layer. We use
ReLU(x) = max(x, 0) as the activation function in the
following analysis.
Definition 5.1. Random CNN architecture This struc-
ture is different from the classic CNN structure in the fol-
lowing three points:
• Different filters in the same layer are i.i.d. random vec-
tors and filters in different layers are independent. The
probability density function of each filter is isotropic.
Let k(i)m = 12E|w(i,j)1 |m and K(i)m =
k
(i)
2m−(k(i)m )2
(k
(i)
m )2
. Sup-
pose that k(i)1 , k
(i)
2 , k
(i)
4 all exist.
• The last layer is the arithmetic mean of the channels of
the previous layer, not the weighted combination.
• Except for X(L−1), each layer of convolutional feature
maps are normalized by a factor of 1√
Ni
, where Ni is
the number of channels of this layer.
5.1. Convergence
As from the previous experiments, we see that when the
number of channels increases, the quality of the output
image becomes better, so we are interested in what the
output image looks like when the number of channels in
each convolution layer goes to infinity. We prove that when
the number of channels goes to infinity, the output will
actually converge. Each pixel in the final convergence value
is a constant times the weighted norm of its receptive field.
Formally, we state our main results for the convergence
value of the random CNN as follows:
Theorem 5.1. (Convergence Value) Suppose all the pool-
ing layers use l2-norm pooling. When the number of filters
in each layer of a random CNN goes to infinity, the output f
corresponding to a fixed input will converge to a fixed image
f∗ with probability 1, where f∗ = kz∗ and k is a constant
only related to the CNN architecture and the distribution of
random filters and z∗i =
√∑
l∈Ri n(l,i)‖X:,l‖2, whereRi
is the index set of the receptive field of z∗i and n(l,i) is the
number of routes from the lth pixel of a single channel of
the input image to the ith output pixel.
The proof of Theorem 5.1 is in the Appendix. Here for
the pooling layer, instead of average pooling, which calcu-
lates the arithmetic mean, we use l2-norm pooling which
calculates the norm of the values in a patch. Intuitively, if
most pixels of the input image are similar to their adjacent
pixels, the above two pooling methods should have similar
outputs. We also show the result for average pooling in the
Appendix.
5.2. Variance
Now we consider the case of finite number of channels in
each layer. We mainly focus on the difference between
the real output and the convergence value as a function
of the number of channels. We prove that for our random
CNN architecture, as the number of channels increases, with
high probability, the angle between the real output and the
convergence value becomes smaller, which is in accordance
with the variant rrVGG experiment results shown in Section
4.2. To give an insight, we first state our result for a two-
layer random CNN and then extend it to a multi-layer one.
Theorem 5.2. (Variance) For a two-layer random CNN
with N filters in the first convolutional layer, let Θ denote
the angle between the output f and the convergence value
f∗, then with probability 1− δ, sin Θ ≤
√
K
(0)
1
1
Nδ .
Now we extend Theorem 5.2 to the multi-layer random
CNN setting:
Theorem 5.3. (Multilayer Variance) Suppose all the pool-
ing layers use l2-norm pooling. For a random CNN with
L layers and Ni filters in the ith layer, let Θ denote the
angle between the output f and the convergence value f∗,
suppose that there is at most one route from an arbitrary
input pixel to an arbitrary output pixel for simplicity, then
with probability 1− δ,
sin Θ ≤
√
L− 1
Nδ
+
√√√√(L− 2)√L− 1
Nδ
L−2∏
i=0
λi,
where λi = 1√
1− ‖(i)((z∗(i))2)‖2‖(z∗(i))2‖2
and 1
N
= 1L−1 (
K
(L−2)
1
NL−1
+
∑L−2
i=1
K
(i−1)
2
Ni
).
Here, (i)(x) actually measures the local similarity of x.
The full definition of (i)(x) and the proof of Theorem 5.3
is in the Appendix.
5.3. Difference on the convergence value and the input
Finally, we focus on how well our random CNN architecture
can reconstruct the original input image. From Theorem
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5.2 and Theorem 5.3, we know that with high probability,
the angle between the output of a random CNN with finite
channels and the convergence value will be upper-bounded.
Therefore, to evaluate the performance of reconstruction, we
focus on the difference between the convergence value and
the input image. We will show that if the input is an image
whose pixels are similar to their adjacent pixels, then the
angle between the input imageX and the convergence value
of the output image will be small. To show the essence
more clearly, we state our result for a two-layer random
CNN and leave the multi-layer one in the Appendix, which
needs more complicated technics but has the same insight
as the two-layer one.
Theorem 5.4. For a two-layer random CNN, suppose each
layer has a zero-padding scheme to keep the output dimen-
sion equal to the dimension of the original input. The kernel
size is r and stride is 1. The input image is X ∈ Rd0 ,
which has only one channel, whose entries are all posi-
tive. t = Xt −Xt means the difference between one pixel
Xt and the mean of the r-sized image patch whose cen-
ter is Xt. Let Φ be the angle between the input image X
and the convergence value of the output image, we have
cos Φ ≥ 1− 1M
∑
t tXt, where M =
∑
tX
2
t .
The full proof of Theorem 5.4 is in the Appendix. Note
that when the kernel size r increases, t will become larger
as an image only has local similarity, so that the lower
bound of the cosine value becomes worse, which explains
the empirical results in Section 4.3.
6. Discussion and Conclusions
In recent years randomization has been attracting increasing
attention due to its competitive performance for optimiza-
tion as compared to fully trained costly models, and the
potential for fast deep learning architecture selection. In
this work, we focus on understanding the inner representa-
tion of deep convolutional networks via randomization and
deconvolution. To our knowledge, this is the first attempt
to explore the randomness of convolutional networks by
inverting the representation back to the image space through
deconvolution and also the first attempt to explore the ran-
domness of the overall CNN-DCN network structure in the
literature.
We first study the representation of random convolutional
networks by training a deconvolutional network, and shed
some lights on the inner mechanism of CNN. Extensive
empirical study shows that the representation of random
CNN performs better than that of the pre-trained CNN when
used for reconstruction. Our results indicate that the random
CNN can retain the photographically accurate information,
while the pre-trained CNN discards some irrelevant infor-
mation for classification, making it harder for the image
reconstruction.
When we use random feature extractor for the overall CNN-
DCN architecture, with a plenty number of channels in each
layer, we can approximately reconstruct the input images.
We further explore the reconstruction ability of the purely
random CNN-DCN architecture from three perspectives:
the depth and width of the network, the number of chan-
nels and the size of the filter. As compared to the network
depth, the dimensions (width) of the convolutional layers
contribute significantly to the reconstruction quality. We in-
vestigate various number of channels for reconstruction and
find that the increasing number of random channels actually
promotes the reconstruction quality. For the third point, we
verify our assumption that the reconstruction quality will
decay with the increasement of the filter size.
In the end, we provide theoretical foundations to interpret
the empirical results on the random CNN-DCN architecture.
We prove that for a variant of the random CNN architecture
that calculates the average over the feature maps next to the
last layer, when the number of channels in each layer goes to
infinity, the output image will converge to an image highly
correlated to the input. We also bound the error between the
convergence value and the actual output when the number
of channels in each layer is finite.
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A. Proof of Theories on Random Convolution
In the appendix, we prove that for a slight variant of the
random CNN architecture, when the number of filters in
each layer goes to infinity, the output will converge to a
fixed image f∗ with probability 1 and it is proportional
to the square root of the weighted sum of the square of
the pixels in the corresponding receptive field; when the
numbers of filters in each layer are finite, then with high
probability, the angle between its output image and f∗ is
bounded. For random convolutional neural networks with
zero-padding in each layer, we also give a lower bound for
the cosine value of the angle between the input image and
the convergence value of the output image.
For completeness, we repeat the notations and the definition
of random CNN architecture.
Notations: We use A:,j to denote the jth column vector
of matrix A and use Aij to denote its entry. Let xi be
the ith entry of vector x. Let L be the number of layers
in the neural network and X(i) ∈ RNi×di be the feature
maps in the ith layer, where Ni is the number of channels
and di is the dimension of a single channel feature map
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(i.e. the width of the map times its height). X = X(0) is
the input image and f = X(L) is the output image. For
convenience, we also define convolutional feature maps to
be the feature maps after convolutional operation and define
pooled feature maps and up-sampled feature maps in the
same way. In the ith layer, let ri be the fixed kernel size
or the pool size (e.g. 3 × 3). If X(i+1) is convolutional
feature maps, let Y (i) ∈ RNiri×d˜i be the patched feature
maps of X(i), where d˜i is the number of patches and in fact
d˜i = di+1 and Y
(i)
:,j is the receptive field of the j
th pixel in
a single channel output image after the ith layer. To form
Y (i), we first divide X(i) into patches and the mth patch
is X(i)
:,D(i)m
, {X(i):,j | j ∈ D(i)m }, where D(i)m is an ordered
set of indexes. D(i)m,s means the sth corresponding element
in D(i)m , s ∈ [ri]. We assume
⋃d˜i
m=1D(i)m = [di], which
is satisfied by most widely used CNNs. By transforming
X
(i)
:,D(i)m
into a column vector, we can obtain Y (i):,m. z(i) ∈ Rd˜i
is a row vector defined by z(i)j = ‖Y (i):,j ‖, where ‖·‖ is the l2-
norm operation. w(i,j), a row vector, is the jth convolutional
filter of the ith layer. If X(i+1) is pooled feature maps, we
also divide X(i) into patches and D(i)m is the indexes of
the mth patch. If X(i+1) is up-sampled feature maps we
have D(i)m = {m}, which has only one element. So we
can also define Y (i) and z(i) for pooling and up-sampling
layers. For the jth pixel of the output image in the last
layer, define its receptive filed on the input image in the first
layer as X:,Rj = {X:,m | m ∈ Rj}, where Rj is a set of
indexes. The activation function ReLU(x) = max(x, 0) is
the element-wise maximum operation between x and 0 and
(·)m is the element-wise power operation.
Definition A.1. Random CNN architecture. This struc-
ture is different from the classic CNN in the following three
points:
• Different filters in the same layer are i.i.d. random vec-
tors and filters in different layers are independent. The
probability density function of each filter is isotropic.
Let k(i)m = 12E|w(i,j)1 |m and K(i)m =
k
(i)
2m−(k(i)m )2
(k
(i)
m )2
. Sup-
pose k(i)1 , k
(i)
2 , k
(i)
4 all exist.
• The last layer is the arithmetic mean of the channels of
the previous layer, not the weighted combination.
• Except for X(L−1), each layer of convolutional feature
maps are normalized by a factor of 1√
Ni
, where Ni is
the number of channels of this layer.
A.1. Convergence
Theorem A.1. (Convergence Value) Suppose all the pool-
ing layers use l2-norm pooling. When the number of filters
in each layer of a random CNN goes to infinity, the output f
corresponding to a fixed input will converge to a fixed image
f∗ with probability 1, where f∗ = kz∗ and k is a constant
only related to the CNN architecture and the distribution
of random filters and z∗i =
√∑
l∈Ri n(l,i)‖X:,l‖2, where
n(l,i) is the number of routes from the lth input pixel to the
ith output pixel.
Here for the pooling layer, instead of average pooling, which
calculates the arithmatic mean, we use l2-norm pooling
which calculates the norm of the values in a patch. We also
show the result for average pooling in Theorem A.7.
To prove the theorem, we first prove the following lemma.
Lemma A.2. Suppose w ∈ Rn, n ≥ 2 is a random
row vector and its probability density function is isotropic.
Y ∈ Rn×d is a constant matrix whose ith column vector is
denoted by yi. z ∈ Rd is a row vector and zi = ‖yi‖. Let
g = max{wY, 0}. If km = 12E|w1|m exists, then Egm =
kmz
m and Egigj = 1pik2[(pi − θij) cos θij + sin θij ]zizj ,
where θij is the angle between yi and yj .
Proof. Note that max{·, ·} and (·)m are both element wise
operations. The ith element of Egm is
(Egm)i = Emax{wyi, 0}m.
Since the probability density function of w is isotropic,
we can rotate yi to y′i without affecting the value of
Emax{wyi, 0}m. Let y′i = (‖yi‖, 0, ..., 0)T , we have
(Egm)i = Emax{‖yi‖w1, 0}m
= zmi Emax{w1, 0}m
= zmi
1
2
E|wm1 |
= kmz
m
i .
Where the third equality uses the fact that the marginal
distribution of w1 is also isotropic. Similarly, we have:
Egigj = Emax{wyi, 0}max{wyj , 0}.
We can also rotate yi and yj to y′i and
y′j . Let y
′
i = (‖yi‖, 0, 0, ..., 0)T and y′j =
(‖yj‖ cos θij , ‖yj‖ sin θij , 0, ..., 0)T and suppose the
marginal probability density function of (w1, w2) is p(ρ)
which does not depend on φ since it is isotropic, where
ρ =
√
w21 + w
2
2 is the radial coordinate and φ is the angular
coordinate. We have:
Egigj = zizj
∫ ∞
0
p(ρ)ρ3dρ
∫ pi
2
θij−pi2
cos(θij−φ) cosφdφ.
Note that:∫ ∞
0
p(ρ)ρ3dρ =
1
2pi
Eρ2 =
1
pi
Ew21 =
2
pi
k2,
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2
θij−pi2
cos(θij−φ) cosφdφ = 1
2
((pi−θij) cos θij+sin θij).
We obtain the second part of this lemma.
Now, we come to proof of Theorem A.1.
Proof. According to Lemma A.2, ifX(i+1) is convolutional
feature maps, we can directly obtain:
E(X(i+1)1,: )
2 =
1
Ni+1
Emax{w(i,1)Y (i), 0}2
=
k
(i)
2
Ni+1
(z(i))2, 0 ≤ i ≤ L− 2
where we have fixed Y (i) and the expectation is taken over
random filters in the ith layer only. Since different channels
inX(i+1) are i.i.d. random variables, according to the strong
law of large numbers, we have:
Ni+1∑
j=1
(X
(i+1)
j,: )
2 a.s.−→ k(i)2 (z(i))2 when Ni+1 →∞,
which implies that with probability 1,
lim
Ni+1→∞
(z(i+1)m )
2 = lim
Ni+1→∞
∑
l∈D(i+1)m
Ni+1∑
j=1
(X
(i+1)
j,l )
2
= k
(i)
2
∑
l∈D(i+1)m
(z
(i)
l )
2.
Suppose that all Nj for 1 ≤ j ≤ i have gone to infinity and
z(i) has converged to z∗(i), the above expression is the recur-
rence relation between z∗(i+1) and z∗(i) in a convolutional
layer: (z∗(i+1)m )2 = k
(i)
2
∑
l∈D(i+1)m (z
∗(i)
l )
2.
If X(i+1) is l2-norm pooled feature maps, we have
‖X(i+1):,l ‖ = z(i)l by defination. Therefore,
(z(i+1)m )
2 =
∑
l∈D(i+1)m
(z
(i)
l )
2.
If X(i+1) is up-sampled feature maps, a pixel X(i)jp will be
up-sampled to a r-sized block {X(i+1)jpq | q ∈ [r]}, where
X
(i+1)
jp1
= X
(i)
jp and all the other elements are zeros. Define
D˜(i+1)m = {p | p1 ∈ D(i+1)m }, we have:
(z(i+1)m )
2 =
∑
l∈D˜(i+1)m
(z
(i)
l )
2.
So far, we have obtained the recurrence relation in each
layer. In order to get z∗(i+1) given z∗(i), we use the same
sliding window scheme on z∗(i) as that of the convolutional,
pooling or upsampling operation on the feature maps. The
only difference is that in a convolutional layer, instead of
calculating the inner product of a filter and the vector in
a sliding window, we simply calculate the l2-norm of the
vector in the sliding window and then multiply it by
√
k
(i)
2 .
Note that z∗(0) can be directly obtained from the input im-
age. Repeat this process layer by layer and we can obtain
z∗(L−2).
According to Lemma A.2, we have:
EX(L−1)1,: = Emax{w(L−2,1)Y (L−2), 0} = k(L−2)1 z(L−2).
Suppose that z(L−2) has converged to z∗(L−2), and by Defi-
nition A.1, f = 1NL−1
∑NL−1
i=1 X
(L−1)
i,: , we have:
f
a.s.−→ k(L−2)1 z∗(L−2) when Ni →∞, i ∈ [L− 1].
Let k = k(L−2)1
∏L−3
i=0 k
(i)
2 and z
∗ =
(
∏L−3
i=0 k
(i)
2 )
−1z∗(L−2), we have f∗ = kz∗. Note
that z∗ is obtained through a multi-layer sliding window
scheme similar to the CNN structure. It only depends on
the input image and the scheme. It is easy to verify that
z∗i is the square root of the weighted sum of the square
of input pixel values within the receptive field of the ith
output pixel, where the weight of an input image pixel is
the number of routes from it to the output pixel.
A.2. Variance
Theorem A.3. (Variance) For a two-layer random CNN
with N filters in the first convolutional layer, let Θ denote
the angle between the output f and the convergence value
f∗, then with probability 1− δ, sin Θ ≤
√
K
(0)
1
1
Nδ .
Proof. According to Theorem A.1, we have Ef = f∗ =
k
(0)
1 z
∗, where z∗ = z∗(0). For a two-layer CNN, we can
directly obtain:
f =
1
N
N∑
i=1
X
(1)
i,: =
1
N
N∑
i=1
max{w(0,i)Y (0), 0},
Since different channels are i.i.d. random variables, we have
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EX(1)i,: = Ef = k
(0)
1 z
∗. Then,
E‖f − Ef‖2 = 1
N
E‖X(1)i,: − EX(1)i,: ‖2
=
1
N
(E‖X(1)i,: ‖2 − ‖EX(1)i,: ‖2)
=
1
N
(
d˜0∑
j=1
Emax{w(0,i)Y (0):,j , 0}2 − (k(0)1 )2‖z∗‖2)
=
1
N
(
d˜0∑
j=1
k
(0)
2 ‖Y (0):,j ‖2 − (k(0)1 )2‖z∗‖2)
=
1
N
(k
(0)
2 − (k(0)1 )2)‖z∗‖2
According to Markov inequality, we have:
Pr(‖f − Ef‖2 ≥ 2) ≤ 1
N2
(k
(0)
2 − (k(0)1 )2)‖z∗‖2.
Let δ = 1N2 (k
(0)
2 − (k(0)1 )2)‖z∗‖2, then with probability
1− δ:
sin Θ ≤ ‖f − Ef‖‖Ef‖ ≤

k
(0)
1 ‖z∗‖
=
√√√√k(0)2 − (k(0)1 )2
(k
(0)
1 )
2
1
Nδ
=
√
K
(0)
1
1
Nδ
.
To extend the above two-layer result to a multi-layer one,
we first prove the following lemma. Note that in this lemma,
D(i) should be replaced by D˜(i) defined in the proof of
Theorem A.1 if X(i) is up-sampled feature maps.
Lemma A.4. Let φ(i)(·) : Rd˜i → Rd˜i+1 for 0 ≤ i ≤
L − 3 denote the recurrence relation of {(z∗(i))2} (i.e.
(z∗(i+1))2 = φ(i)((z∗(i))2)), then φ(i)(·) is a linear map-
ping. For simplicity, suppose that for any i ∈ [L − 3],
card(D(i)m ) = ri for any m ∈ [d˜i]. And D(i)l
⋂D(i)m =
∅ for any l,m ∈ [d˜i] if l 6= m. Then we can ob-
tain ‖φ(i)(x)‖2 = ri+1(k(i))2(‖x‖2 − ‖(i)(x)|2) ≤
ri+1(k
(i))2‖x‖2, where k(i) = k(i)2 for convolutional layers
and k(i) = 1 for pooling and up-sampling layers and (i)(·)
is defined by (i)(x)j = xj − 1ri+1
∑
l∈D(i+1)m xl, where m
satisfies j ∈ D(i+1)m .
Proof. According to the definition of φ(i)(·) and Theorem
A.1, we have:
φ(i)(x)m = k
(i)
∑
j∈D(i+1)m
xj .
It is easy to verify that for any c ∈ R and x,y ∈ Rdi+1
we have φ(i)(cx) = cφ(i)(x) and φ(i)(x + y) = φ(i)(x) +
φ(i)(y). So φ(i)(·) is a linear mapping.
Define xm = 1ri+1
∑
j∈D(i+1)m xj , which is the average
value of the mth patch. Let (i)(x)j = xj − xm, where m
satisfies j ∈ D(i+1)m . We have:∑
j∈D(i+1)m
x2j =
∑
j∈D(i+1)m
(xm + 
(i)(x)j)
2
= ri+1x
2
m +
∑
j∈D(i+1)m
(i)(x)2j ,
Since {D(i+1)m |m ∈ [d˜i+1]} is a partition of [d˜i] under our
assumptions, we have ‖x‖2 = ∑d˜i+1m=1∑j∈D(i+1)m x2j and
‖φ(i)(x)‖2 = r2i+1(k(i))2
∑d˜i+1
m=1 x
2
m, which implies that
‖φ(i)(x)‖2 = ri+1(k(i))2(‖x‖2 − ‖(i)(x)|2)
≤ ri+1(k(i))2‖x‖2.
Theorem A.5. (Multilayer Variance) Suppose all the pool-
ing layers use l2-norm pooling. For a random CNN with
L layers and Ni filters in the ith layer, let Θ denote the
angle between the output f and the convergence value f∗,
suppose that there is at most one route from an arbitrary
input pixel to an arbitrary output pixel for simplicity, then
with probability 1− δ,
sin Θ ≤
√
L− 1
Nδ
+
√√√√(L− 2)√L− 1
Nδ
L−2∏
i=0
λi,
where λi = 1√
1− ‖(i)((z∗(i))2)‖2‖(z∗(i))2‖2
and
1
N
= 1L−1 (
K
(L−2)
1
NL−1
+
∑L−2
i=1
K
(i−1)
2
Ni
).
Proof. We will bound Θ recursively. Suppose that the angle
between (z(i))2 and (z∗(i))2 is θi. We have θ0 = 0. Let
g(i+1,j) = (X
(i+1)
j,: )
2 and g(i+1) = 1Ni+1
∑Ni+1
j=1 g
(i+1,j).
If X(i+1) is convolutional feature maps, we have obtained
in the proof of Theorem A.1 that Eg(i+1) = Eg(i+1,j) =
k
(i)
2 (z
(i))2. Using similar method to the proof of Theo-
rem A.3 and let αi+1 denote the angle between g(i+1) and
Eg(i+1), we can derive that with probability 1− δi+1,
sinαi+1 ≤
√
K
(i)
2
1
Ni+1δi+1
.
For a l2-norm pooling layer or an up-sampling layer, we
have:
sinαi+1 = 0 ≤
√
K
(i)
2
1
Ni+1δi+1
.
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Let βi+1 denote the angle between g(i+1) and (z∗(i))2. We
have:
sinβi+1 ≤ sin(θi + αi+1) ≤ sin θi + sinαi+1.
Note that there exists a constant γ such that sinβi+1 =
‖γg(i+1)−(z∗(i))2‖
‖(z∗(i))2‖ . In fact, we can find the value of γ
is (z
∗(i))2(g(i+1))T
‖g(i+1)‖2 , where (·)T means transpose. We use
φ(i)(·) to denote the recurrence relation of {(z∗(i))2}
(i.e. (z∗(i+1))2 = φ(i)((z∗(i))2)). Note that (z(i+1))2 =
φ(i)(g(i+1)) and φ(i)(·) is linear, using the result in Lemma
A.4, we can obtain:
sin θi+1 ≤ ‖γ(z
(i+1))2 − (z∗(i+1))2‖
‖(z∗(i+1))2‖
=
‖φ(i)(γg(i+1) − (z∗(i))2)‖
‖φ(i)((z∗(i))2)‖
≤ ‖γg
(i+1) − (z∗(i))2‖√
‖(z∗(i))2‖2 − ‖(i)((z∗(i))2)‖2
= λi sinβi+1
≤ λi(sin θi + sinαi+1).
Where we defined λi = 1√
1− ‖(i)((z∗(i))2)‖2‖(z∗(i))2‖2
for 0 ≤ i ≤
L− 3, which is usually slightly bigger than 1 if the input is
a natural image.
So far, we have derived the recurrence relation between
sin θi+1 and sin θi. So we can get the bound of θL−2.
However, note that θL−2 is the angle between (z(L−2))2
and (z∗(L−2))2 instead of that between z(L−2) and z∗(L−2).
We will denote the latter by µ which is what we really
need. We know that there exists a constant γ′ such that
sin θL−2 =
‖γ′(z(L−2))2−(z∗(L−2))2‖
‖(z∗(L−2))2‖ . Note that for any
a,b ∈ R+n, according to Cauchy-Schwarz inequality, we
have:
n
n∑
i=1
(a2i − b2i )2 ≥ (
n∑
i=1
|a2i − b2i |)2
= (
n∑
i=1
|ai − bi|(ai + bi))2
≥ (
n∑
i=1
(ai − bi)2)2,
which implies that ‖a− b‖4 ≤ n‖a2 − b2‖2. Then we can
bound µ:
sinµ ≤ ‖
√
γ′(z(L−2))− (z∗(L−2))‖
‖z∗(L−2)‖
≤
√√√√√d˜L−2‖(z∗(L−2))2‖
‖z∗(L−2)‖2 sin θL−2
If we define d˜L−1 = 1 and D(L−1)1 = [dL−1], then
we can define φL−2(·) : RdL−1 → R as φ(L−2)(x) =∑
j∈[dL−1] xj . Note that ‖z∗(L−2)‖2 = φL−2((z∗(L−2))2)
by definition. Then according to Lemma A.2, let λL−2 =
1√
1− ‖(L−2)((z∗(L−2))2)‖2‖(z∗(L−2))2‖2
, we have
sinµ ≤
√
λL−2 sin θL−2
Let v denote the angle between z(L−2) and f , we have ob-
tained its bound in Theorem A.3. With probability 1−δL−1,
we have sin v ≤
√
K
(L−2)
1
1
NL−1δL−1
. With all the bounds
above, defineN by 1
N
= 1L−1 (
K
(L−2)
1
NL−1
+
∑L−2
i=1
K
(i−1)
2
Ni
) and
choose δi =
δNK
(i)
2
(L−1)Ni for i ≤ L−2 and δL−1 =
δNK
(L−2)
1
(L−1)NL−1
for simplicity, we can obtain the bound of Θ: with probabil-
ity 1− δ,
sin Θ ≤
√
L− 1
Nδ
+
√√√√(L− 2)√L− 1
Nδ
L−2∏
i=0
λi
A.3. Difference of the convergence value and the input
For this part, we will give a detailed proof for a two-layer
CNN and argue that the result can be directly extended to a
multi-layer one only with a few slight changes of definition.
Theorem A.6. For a two-layer random CNN, suppose that
each layer has a zero-padding scheme to keep the output
dimension equal to the dimension of the original input. The
kernel size is r and stride is 1. The input image is X ∈ Rd0 ,
whose entries are all positive. t = Xt − Xt means the
difference between one pixel Xt and the mean of the r-
sized image patch whose center is Xt. Let Φ be the angle
between the input image X and the convergence value of
the output image, we have cos Φ ≥ 1− 1M
∑
t tXt, where
M =
∑
tX
2
t .
Proof. According to Theorem A.1, we know that f∗ = kz∗,
where zt is the square root of the sum of the square of the
pixels in its corresponding receptive field (i.e. the l2-norm
of the pixels), which means zt =
√∑
α∈Rt X
2
α and k is a
constant related to the network structure and distribution of
the random filters. With zero-padding on the input image,
we can calculate the angle between f∗ and X:
cos Φ =
∑
t
(√∑
α∈Rt X
2
αXt
)
√∑
t
∑
α∈Rt X
2
α
√∑
tX
2
t
.
As each pixel contributes at most r times to the final output,
we have √∑
t
∑
α∈Rt
X2α ≤
√
r
√
M.
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Also, using Cauchy-Schwarz Inequality and the fact that all
Xt are positive, we can obtain√∑
α∈Rt
X2α ≥
1√
r
∑
α∈Rt
Xα.
Now, we can bound the above cos Φ as follows:
cos Φ ≥
∑
t
(
1√
r
Xt
∑
α∈Rt Xα
)
√
r
√
M
√
M
=
1
M
∑
t
XtXt
=
1
M
∑
t
Xt(Xt − t)
= 1− 1
M
∑
t
tXt.
The above theorem indicates that, if the input is an image
whose pixels are similar to their adjacent pixels, then the
the angle between the input image X and the convergence
value of the output image will be small.
We point out that the above theorem can be directly extended
to multi-layer convolutional neural networks. Suppose that
the neural network has multiple layers. According to Theo-
rem A.1, f∗ = kz∗. Now, the pixels in the receptive fields
contribute unequally to the corresponding output. Note that
when the network is multi-layer, the receptive field is greatly
enlarged. We can similarly obtain:
cos Φ =
∑
t
(√∑
α∈Rt n(α,t)X
2
αXt
)
√∑
t
∑
α∈Rt n(α,t)X
2
α
√∑
tX
2
t
.
Here, Rt is the index set of the receptive field of ft and
n(α,t) is the number of routes from Xα to ft. Suppose that
the receptive field of each ft has the same size and shape,Xt
is at a fixed relative position of the receptive field of ft and
n(α,t) only depends on the relative position between Xα
and Xt. Let Xt =
∑
α∈Rt n(α,t)Xα∑
α∈Rt n(α,t)
be the weighted average
and t = Xt −Xt. By using the same technique above, we
can obtain that
cos Φ ≥ 1− 1
M
∑
t
tXt.
Note that although the bound is the same as the two-layer
convolutional neural network, as the receptive field is en-
larged, t can be much larger, so that the above bound will
be worse.
We also give the convergence value for average pooling in
the next theorem.
Theorem A.7. (Convergence Value, average pooling)
Suppose all the pooling layers use average pooling. When
the number of filters in each layer of a random CNN goes
to infinity, the output f corresponding to a fixed input will
converge to a fixed image f∗ with probability 1.
Proof. Define C(i) ∈ Rdi×di by C(i)jk = (X(i):,j )TX(i):,k . If
X(i+1) is convolutional feature maps, according to Lemma
A.2, we have:
EX(i+1)1,j X
(i+1)
1,k
=
1
Ni+1
Emax{w(i,1)Y (i):,j , 0}max{w(i,1)Y (i):,k , 0}
=
1
Ni+1
k
(i)
2 h(ϕ
(i)
jk )z
(i)
j z
(i)
k ,
where ϕ(i)jk is the angle between Y
(i)
:,j and Y
(i)
:,k and we de-
fined h(x) = 1pi [(pi− x) cosx+ sinx] for abbreviation. We
have fixed Y (i) and the expectation is taken over random fil-
ters in the ith layer only. Since different channels in X(i+1)
are i.i.d. random variables, according to the strong law of
large numbers, we have:
C
(i+1)
jk =
Ni+1∑
l=1
X
(i+1)
l,j X
(i+1)
l,k
a.s.−→ k(i)2 h(ϕ(i)jk )z(i)j z(i)k
when Ni+1 →∞.
Note that:
z
(i)
j =
√√√√ ∑
l∈D(i)j
‖X(i):,l ‖2 =
√√√√ ∑
l∈D(i)j
C
(i)
ll ,
cosϕ
(i)
jk =
(Y
(i)
:,j )
TY
(i)
:,k
z
(i)
j z
(i)
k
=
∑ri
s=1 C
(i)
D(i)j,sD(i)k,s
z
(i)
j z
(i)
k
.
Suppose that all Nj for 1 ≤ j ≤ i have gone to infinity
and C(i) has converged to C∗(i), the above expressions are
the recurrence relation between C∗(i+1) and C∗(i) for a
convolutional layer. If X(i+1) is average-pooled feature
maps, we have:
X
(i+1)
:,j =
1
ri
∑
l∈D(i)j
X
(i)
:,l .
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We have:
C
(i+1)
jk = (X
(i+1)
:,j )
TX
(i+1)
:,k
=
1
r2i
∑
l∈D(i)j ,m∈D(i)k
(X
(i)
:,l )
TX(i):,m
=
1
r2i
∑
l∈D(i)j ,m∈D(i)k
C
(i)
lm,
which is the recurrence relation for an average pooling layer.
For an up-sampling layer, a pixel X(i)jk will be up-sampled
to a block {X(i+1)jkm | m ∈ [r]}, where X
(i+1)
jk1
= X
(i)
jk and
all the other elements are zeros. We have:
C
(i+1)
jlkm
=
{
C
(i)
jk for l = m = 1,
0 otherwise.
Note that we can directly calculate C∗(0) according to the
input image. So we can recursively obtain C∗(L−2) and thus
z∗(L−2).
According to Lemma A.2, we have:
EX(L−1)1,: = Emax{w(L−2,1)Y (L−2), 0} = k1z(L−2).
Suppose that z(L−2) has converged to z∗(L−2), and by Defi-
nition A.1, f = 1NL−1
∑NL−1
i=1 X
(L−1)
i,: , we have:
f
a.s.−→ k1z∗(L−2) when Ni →∞, i ∈ [L− 1].
We can obtain the convergence value f∗ through the above
process.
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