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Abstract. Using the L2 norm of the Higgs field as a Morse function, we
study the moduli spaces of U(p, q)-Higgs bundles over a Riemann surface. We
require that the genus of the surface be at least two, but place no constraints
on (p, q). A key step is the identification of the function’s local minima as
moduli spaces of holomorphic triples. We prove that these moduli spaces of
triples are irreducible and non-empty.
Because of the relation between flat bundles and fundamental group rep-
resentations, we can interpret our conclusions as results about the num-
ber of connected components in the moduli space of semisimple PU(p, q)-
representations. The topological invariants of the flat bundles bundle are
used to label components. These invariants are bounded by a Milnor–Wood
type inequality. For each allowed value of the invariants satisfying a certain
coprimality condition, we prove that the corresponding component is non-
empty and connected. If the coprimality condition does not hold, our results
apply to the irreducible representations.
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1 Introduction
The core of this paper is a Morse theoretic study of the the moduli space
of U(p, q)-Higgs bundles over a Riemann surface X of genus g > 2. Our
interest in this space comes from two sources. The first is its relevance to
questions concerning the representation variety for representations of π1X
in the real Lie group PU(p, q). The second has to do with the intrinsic
geometry revealed by the Morse function and the methods we are able to use
to carry out our analysis. Our main goals are to fully understand the minimal
submanifolds of the Morse function and, thereby, to count the number of
connected components in the representation varieties.
A Higgs bundle consists of a holomorphic bundle together with a Higgs
field, i.e. a section of a certain associated vector bundle. A U(p, q)-Higgs
bundle is a special case of the G-Higgs bundles defined by Hitchin in [23],
where G is a real form of a complex reductive Lie group. Such objects provide
a natural generalization of holomorphic vector bundles, which correspond to
the case G = U(n) and zero Higgs field. In particular, they permit an
extension to other groups of the Narasimhan and Seshadri theorem ([28])
on the relation between unitary representations of π1X and stable vector
bundles.
By embedding U(p, q) in GL(p+ q) we can give a concrete description of
a U(p, q)-Higgs bundle as a pair
(V ⊕W,Φ = ( 0 βγ 0 ))
where V and W are holomorphic vector bundles of rank p and q respectively,
β is a section in H0(Hom(W,V ) ⊗ K), and γ ∈ H0(Hom(V,W ) ⊗ K), so
that Φ ∈ H0(End(V ⊕W ) ⊗K). Foremost among the key features of such
objects is (by the work of Hitchin, [23, 24] Donaldson [12], Corlette [10] and
Simpson [31, 32, 33, 34]) the existence of moduli spaces of polystable objects
which can be identified with moduli spaces of solutions to natural gauge
theoretic equations. Moreover, since the gauge theory equations amount
to a projective flatness condition, these moduli spaces correspond with a
moduli spaces of flat structures. In the case of U(p, q)-Higgs bundles, the flat
structures correspond to semisimple representations of π1X into the group
PU(p, q). The Higgs bundle moduli spaces can thus be used, in a way which
we make precise in Sections 2 and 3, as a tool to study the representation
variety
R(PU(p, q)) = Hom+(π1X,PU(p, q))/PU(p, q) ,
where Hom+(π1X,PU(p, q)) denotes the semisimple representations into PU(p, q)
and the the quotient is by the adjoint action.
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This relation between Higgs bundles and surface group representations
has been successfully exploited by others, going back originally to the work
of Hitchin and Simpson on complex reductive groups. The use of Higgs bun-
dle methods to study representation variety R(G) for real G was pioneered
by Hitchin in [24], and further developed in [18, 19] and by Xia and Xia-
Markman in [37, 38, 39, 26]. Where we differ from these works is that in
none of them is the general case of PU(p, q) considered. What we have in
common is that in all cases insight into the topology of the space R(G) comes
from a natural Morse function on the corresponding moduli space of Higgs
bundles.
The natural Morse function measures the L2-norm of the Higgs field.
This turns out to provide a suitably non-degenerate Morse function which
is, moreover, a proper map. In some cases (cf. [23, 18]) all the critical sub-
manifolds are sufficiently well understood so as to permit the extraction of
detailed topological information such as the Poincare´ polynomial. In our case
our understanding is confined mostly to the submanifolds corresponding to
the local minima of the Morse function. Fortunately, this is sufficient for
our purposes, namely to understand the number of components of the Higgs
moduli spaces, and thus of the representation varieties.
The Morse function is non-negative but cannot always attain its zero
lower bound. For GL(n)-Higgs bundles, this lower bound is attained, with
the minimizing points in the moduli space consisting of semistable vector
bundles with zero Higgs field. However in the case of U(p, q)-Higgs bundles,
the special form of the underlying holomorphic bundle prevents a polystable
Higgs bundle from having a vanishing Higgs field. The minimizers of the
Morse function thus have a more complicated structure than simply that
of a stable bundle. Generalizing the results in [18, 19], we show that any
minimizer consists of a pair of bundles together with a morphism between
them. That is, the minimizers correspond precisely to a special case of the
holomorphic triples introduced in [6].
The holomorphic triples admit moduli spaces of stable objects in their
own right. In order to exploit the relation between these spaces and the
minimal submanifolds in the moduli spaces of U(p, q)-Higgs bundles, we need
a sufficiently good understanding of the triples moduli spaces. A substantial
part of this paper is devoted to acquiring just such an understanding. The
way we acquire the needed information is similar in spirit to techniques used
by Thaddeus in [35]. The key idea (described fully in sections 5 and 6) is
that the moduli spaces of triples come in discrete families, with the members
of the families ordered by intervals in the range of a continuously varying
real parameter. As the parameter moves to the large extreme of its range,
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the structure of the corresponding moduli spaces simplify and we can obtain
a detailed description. Moreover, as the parameter decreases, we can track,
albeit somewhat crudely, how the moduli spaces change. Combining these
pieces of data, we get just enough information about the moduli space of
relevance to our Higgs bundle problem.
We now give a brief summary of the contents and main results of this
paper.
In Sections 2 and 3 we give some background and describe the basic ob-
jects of our study. In Sections 2 we describe the natural invariants associated
with representations of π1X into PU(p, q). We also discuss the invariants as-
sociated with representations of Γ, the universal central extensions of π1,
into U(p, q). In both cases, these involve a pair of integers (a, b) which can
be interpreted respectively as degrees of rank p and rank q vector bundles
over X . In the case of the PU(p, q) representations, the pair is well defined
only as a class in a quotient Z⊕Z/(p, q)Z. This leads us to define subspaces
R[a, b] ⊂ R(PU(p, q)) and RΓ(a, b) ⊂ RΓ(U(p, q)). For fixed (a, b), the space
RΓ(a, b) fibers over R[a, b] with connected fibers.
In section 3 we give precise definitions of the U(p, q)-Higgs bundles and
their moduli spaces and establish their essential properties. Thinking of
a U(p, q)-Higgs bundle as a pair (V ⊕ W,Φ), the parameters (a, b) appear
here as the degrees of the bundles V and W . We denote the moduli space of
polystable U(p, q)-Higgs bundles with deg(V ) = a and degW = b byM(a, b),
and identify M(a, b) with the component RΓ(a, b) of RΓ(U(p, q)). This,
together with the fibration over RΓ(U(p, q)) are the crucial links between the
Higgs moduli and the surface group representation varieties.
Except for the last section, where we translate back to the language of
representation varieties, the rest of the paper is concerned with the spaces
M(a, b). Fixing p, q, a and b, we begin the Morse theoretic analysis ofM(a, b)
in Section 4. Using the L2-norm of the Higgs field Φ =
(
0 β
γ 0
)
as the Morse
function, the basic result we need (cf. Proposition 4.2) is that this function
has a minimum on each connected component ofM(a, b), and if the subspace
of local minima is connected then so is M(a, b). The next step is to identify
the local minima, the loci of which we denote by N (a, b) . We prove (cf.
Propositions 4.10 and 4.15) that these correspond precisely to the polystable
Higgs bundles in which β = 0 or γ = 0. The data defining a Higgs bundle
with β = 0 can thus be written as the triple (W ⊗ K, V, γ). Similarly, the
γ = 0 minima correspond to triples (V ⊗ K,W, β). This brings us to the
theory of such holomorphic triples.
In sections 5-9 we develop the theory we need concerning holomorphic
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triples and their moduli spaces. While only triples of a specific special kind
correspond to the minima on the U(p, q)-Higgs moduli, we develop the theory
for the general case in which a holomorphic triple is specified by the set T =
(E1, E2, φ), where E1 and E2 are holomorphic bundles on X and φ : E2 → E1
is holomorphic (see [15] and [6]). There is a notion of stability for triples
which depends on a real parameter α and there are moduli spaces of α-
polystable triples, which are shown in [6] (see also [15]) to be projective
varieties. In order for Nα to be non-empty, one must have α > αm with
αm = d1/n1 − d2/n2 > 0. In the case n1 6= n2 there is also a finite upper
bound αM . When the parameter α varies, the nature of the α-stability
condition only changes for a discrete number of so-called critical values of α
(see section 5.1 for the precise statements). We denote by
Nα = Nα(n1, n2, d1, d2)
the moduli space of α-polystable triples with rk(Ei) = ni and deg(Ei) = di
for i = 1, 2. The subspace of α-stable triples inside Nα, denoted by N sα, is a
quasi-projective variety. In Theorem 5.21 we show that
Theorem. N sα is smooth for all values of α greater than or equal to 2g − 2.
We show furthermore that the triples which appear inN (a, b) are α-polystable
with α = 2g−2. We must thus understand a moduli space of α-stable triples,
with α on the boundary of the range in which the moduli spaces are smooth.
We do this indirectly, by obtaining a description of N sα when α is large and
then examining how the moduli space changes as α decreases.
In section 6 we examine how the moduli spaces differ for values of α on
opposite sides of a critical value. If Nα±c denote the moduli spaces for values
of α above and below a critical value αc, we denote the loci along which they
differ by Sα±c respectively. Our main results are
Theorem (Theorem 6.19). Let αc ∈ (αm, αM) be a critical value for triples
of type (n1, n2, d1, d2). If αc > 2g − 2 then the loci Sα±c ⊂ N sα±c are contained
in subvarieties of codimension at least g−1. In particular, they are contained
in subvarieties of strictly positive codimension if g > 2. If αc = 2g − 2 then
the same is true for Sα+c .
Theorem (Corollary 6.20). Let α1 and α2 be any two values in (αm, αM)
such that αm < α1 < α2 < αM and 2g − 2 6 α1. Then
• The moduli spaces N sα1 and N sα2 have the same number of connected
components, and
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• The moduli space N sα1 is irreducible if and only if N sα2 is.
Where by αM we denote the upper bound for α if n1 6= n2, or ∞ if
n1 = n2.
In sections 7-9 we look more closely at how the parameter α affects the
nature of α-stable triples. There are three cases to consider, namely n1 < n2,
n1 > n2 and n1 = n2. However, using a duality result, it is enough to
consider n1 > n2 and n1 = n2. In the first case, as mentioned above, there
is a bounded interval [αm, αM ] outside of which Nα is empty. Within this
interval we identify a number of special values beyond which the structure of
α-stable triples simplify; by Corollary 7.3 the map φ : E2 → E1 is injective
if α > α0, by Proposition 7.5 the cokernel is torsion free. Finally, for the
largest values of α, i.e. for values greater than a bound which we denote by
αL, we show (cf. Proposition 8.3) that α-stable triples have the form
0 −→ E2 φ−→ E1 −→ F −→ 0,
with F locally free, and E2 and F semistable. This leads to a description of
Nα for any α in the range αL < α < αM . Denoting this moduli space by NL,
we get
Theorem (Theorem 8.7). Let n1 > n2 and d1/n1 > d2/n2.
The moduli space N sL(n1, n2, d1, d2) is smooth, and is birationally equiva-
lent to a PN -fibration over Ms(n1−n2, d1−d2)×Ms(n2, d2), where Ms(n, d)
denotes the moduli space of stable bundles of degree n and rank d, and the
fiber dimension is N = n2d1 − n1d2 + n1(n1 − n2)(g − 1)− 1. In particular,
N sL(n1, n2, d1, d2) is non-empty and irreducible. If GCD(n1−n2, d1−d2) = 1
and GCD(n2, d2) = 1, the birational equivalence is an isomorphism.
Moreover, NL(n1, n2, d1, d2) is irreducible and hence birationally equiva-
lent to N sL(n1, n2, d1, d2).
Theorem (Theorem 8.9, Corollary 8.10). Let α be any value in the range
2g− 2 6 α < αM . Then N sα is birationally equivalent to N sL. In particular it
is non-empty and irreducible.
Let (n1, n2, d1, d2) be such that GCD(n2, n1 + n2, d1 + d2) = 1. If α is
generic then Nα is birationally equivalent to NL, and in particular it is irre-
ducible.
The case n1 = n2 differs from the n1 > n2 case in two ways. The range
for α is unbounded above, and in general there is no way to avoid torsion
in the cokernel of the map φ. The range for α presents no difficulties since
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(cf. Theorem 9.5) beyond a finite bound there are no changes in the moduli
spaces. It thus still makes sense to identify a ‘large α moduli space, NL’. We
prove the following.
Theorem (Theorem 9.13). The moduli space NL(n, n, d1, d2) is non-empty
and irreducible. Moreover, it is birationally equivalent to a PN -fibration over
Ms(n, d2)× Divd(X), where the fiber dimension is N = n(d1 − d2)− 1.
Theorem (Theorem 9.14). If α > 2g−2 then the moduli spaceN sα(n, n, d1, d2)
is birationally equivalent to NL(n, n, d1, d2) and hence non-empty and irre-
ducible. Moreover, Nα(n, n, d1, d2) is birationally equivalent to NL(n, n, d1, d2),
and hence irreducible, if also
• GCD(n, 2n, d1 + d2) = 1 and α > 2g − 2 is generic, or
• d1 − d2 < α,
In section 10 we apply our results to the moduli spaces M(a, b), and
hence to the components RΓ(a, b) and R[a, b] of the representation varieties
RΓ(U(p, q)) and R(PU(p, q)), respectively. Some of the results depend only
on the combination
τ = τ(a, b) = 2
aq − bp
p+ q
,
known as the Toledo invariant. Indeed, (a, b) is constrained by the bounds
0 6 |τ | 6 τM , where τM = 2min{p, q}(g − 1). Originally proved by Domic
and Toledo in [11], these bounds emerge naturally from our point of view (cf.
Corollary 3.21 and Remark 5.13). After a discussion (in Section 10.1) of the
relation between (a, b) and τ , and (in section 10.2) of the significance of the
coprime condition GCD(p + q, a + b) = 1, we assemble (in section 10.3) our
results for the Higgs Moduli spaces. Summarizing the results of section 10.3
into one Theorem, we get
Theorem. Let (a, b) be such that |τ(a, b)| 6 τM . Unless further restrictions
are imposed, let (p, q) be any pair of positive integers.
(1) If either of the following sets of conditions apply, then the moduli space
Ms(a, b) is a non-empty, smooth manifold of the expected dimension,
with connected closure M¯s(a, b):
(i) 0 < |τ(a, b)| < τM ,
(ii) |τ(a, b)| = τM and p = q
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(2) If any one of the following sets of conditions apply, then the moduli
space M(a, b) is non-empty and connected:
(i) τ(a, b) = 0,
(ii) |τ(a, b)| = τM and p 6= q. ,
(iii) (p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2) and p = q,
(iv) GCD(p+ q, a+ b) = 1
(3) If |τ(a, b)| = τM and p 6= q then any element in M(a, b) is strictly
semistable (i.e.Ms(a, b) is empty). If p < q, then any such representa-
tion decomposes as a direct sum of a U(p, p)-Higgs bundle with maximal
Toledo invariant and a polystable vector bundle of rank q − p. Thus, if
τ = p(2g − 2) then there is an isomorphism
M(p, q, a, b) ∼=M(p, p, a, a− p(2g − 2))×M(q − p, b− a + p(2g − 2)),
where the notation M(p, q, a, b) indicates the moduli space of U(p, q)-
Higgs bundles with invariants (a, b), and M(n, d) is the moduli space
of semistable vector bundles of rank n and degree d. (A similar result
holds if p > q, as well as if τ = −p(2g − 2)).
(4) If GCD(p + q, a + b) = 1 then M(a, b) is a smooth manifold of the
expected dimension.
Translating this into the language of representations of Γ and the funda-
mental group, we get the following.
Theorem (Theorem 10.18). Let (a, b) be such that |τ(a, b)| 6 τM . Unless
further restrictions are imposed, let (p, q) be any pair of positive integers.
(1) If either of the following sets of conditions apply, then the moduli
space R∗Γ(a, b) of irreducible semi-simple representations, is a non-
empty, smooth manifold of the expected dimension, with connected clo-
sure R¯∗Γ(a, b):
(i) 0 < |τ(a, b)| < τM ,
(ii) |τ(a, b)| = τM and p = q
(2) If any one of the following sets of conditions apply, then the moduli
space RΓ(a, b) of all semi-simple representations is non-empty and con-
nected:
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(i) τ(a, b) = 0,
(ii) |τ(a, b)| = τM and p 6= q. ,
(iii) (p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2) and p = q,
(iv) GCD(p+ q, a+ b) = 1
(3) If |τ(a, b)| = τM and p 6= q then any representation in RΓ(a, b) is
reducible (i.e. R∗Γ(a, b) is empty). If p < q, then any such representa-
tion decomposes as a direct sum of a semisimple representation of Γ in
U(p, p) with maximal Toledo invariant and a semisimple representation
in U(q − p). Thus, if τ = p(2g − 2) then there is an isomorphism
RΓ(p, q, a, b) ∼= RΓ(p, p, a, a− p(2g − 2))× RΓ(q − p, b− a+ p(2g − 2)),
where the notation RΓ(p, q, a, b) indicates the moduli space of represen-
tations of Γ in U(p, q) with invariants (a, b), and RΓ(n, d) denotes the
moduli space of degree d representations of Γ in U(n). (A similar result
holds if p > q, as well as if τ = −p(2g − 2)).
(4) If GCD(p + q, a + b) = 1 then RΓ(a, b) is a smooth manifold of the
expected dimension.
Theorem (Theorem 10.19). Let (a, b) be such that |τ(a, b)| 6 τM . Unless
further restrictions are imposed, let (p, q) be any pair of positive integers.
(1) If either of the following sets of conditions apply, then the moduli space
R∗[a, b] of irreducible semi-simple representations, is non-empty, with
connected closure R¯∗[a, b]:
(i) 0 < |τ(a, b)| < τM ,
(ii) |τ(a, b)| = τM and p = q
(2) If any one of the following sets of conditions apply, then the moduli
space R[a, b] of all semi-simple representations is non-empty and con-
nected:
(i) τ(a, b) = 0,
(ii) |τ(a, b)| = τM and p 6= q. ,
(iii) (p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2) and p = q,
(iv) GCD(p+ q, a+ b) = 1
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(3) If |τ(a, b)| = τM and p 6= q then any representation in R[a, b] is re-
ducible (i.e. R∗[a, b] is empty). If p < q, then any such representation
reduces to a semisimple representation of π1X in P(U(p, p)×U(q−p)),
such that the representation in PU(p, p) induced via projection on the
first factor has maximal Toledo invariant. (A similar result holds if
p > q, as well as if τ = −p(2g − 2)).
Statement (3) in the previous theorem is a generalization to arbitrary
(p, q) of a result of D. Toledo [36] when p = 1 and L. Herna´ndez [22] when
p = 2. This rigidity phenomenon for the moduli space of representations
for the largest value of the Toledo invariant turns out to be of significance
in relation to Hitchin’s Teichmu¨ller components for the real split form of a
complex group [24] (this will be discussed somewhere else [16]).
We note, finally, that our methods clearly have wider applicability than
to the U(p, q)-Higgs bundles and representations into PU(p, q). A careful
scrutiny of the Lie algebra properties used in our proofs suggests a general-
ization to any real group G for which G/K is hermitian symmetric, where
K ⊂ G is a maximal compact subgroup. This will be addressed in a future
publication.
The main results proved in this paper were announced in the note [7]. In
that note we claim that the connectedness results hold for the moduli spaces
R(a, b) and R[a, b], whether or not the coprimality condition GCD(p+ q, a+
b) = 1 is satisfied (and similarly for the corresponding moduli of triples and
U(p, q)-Higgs bundles). While we expect this to be true, we have not so far
been able to prove it. We hope to come back to this question in a future
publication.
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2 Representations of surface groups
2.1 Definitions
Let X be a closed oriented surface of genus g > 2 and let G be either U(p, q)
or PU(p, q) where p and q are any positive integers. We think of U(p, q) as the
subgroup of GL(n) (with n = p+ q) which leaves invariant a hermitian form
of signature (p, q). It is a non-compact real form of GL(n) with center S1 and
maximal compact subgroup U(p)× U(q). The quotient U(p, q)/U(p)×U(q)
is a hermitian symmetric space. The adjoint form PU(p, q) is given by the
exacts sequence of groups
1 −→ U(1) −→ U(p, q) −→ PU(p, q) −→ 1.
By a representation of π1X in G we mean a homomorphism ρ : π1X → G.
Fixing PU(p, q) ⊂ PGL(n), we say a representation of π1X in PU(p, q) is
semi-simple if it defines a semi-simple PGL(n) representation. The group
PU(p, q) acts on the set of representations via conjugation. Restricting to
the semi-simple representations, we get the character variety,
R(PU(p, q)) = Hom+(π1X,PU(p, q))/PU(p, q). (2.1)
This can be described as follows: from the standard presentation
π1X = 〈A1, B1, . . . , Ag, Bg |
g∏
i=1
[Ai, Bi] = 1〉
we see that Hom+(π1X,PU(p, q)) can be embedded in PU(p, q)
2g via
Hom+(π1X,PU(p, q))→ PU(p, q)2g
ρ 7→ (ρ(A1), . . . ρ(Bg)).
We give Hom+(π1X,PU(p, q)) the subspace topology and R(PU(p, q)) the
quotient topology; this is Hausdorff because we have restricted attention to
semi-simple representations. We can similarly define
RΓ(U(p, q)) = Hom+(Γ,U(p, q))/U(p, q), (2.2)
where Γ is the central extension
0 −→ Z −→ Γ −→ π1X −→ 1 (2.3)
defined (as in [3]) by the generators A1, B1, . . . , Ag, Bg and a central element
J subject to the relation
∏g
i=1[Ai, Bi] = J . Regarding U(p, q) as a subset
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of GL(n), the representations in Hom+(Γ,U(p, q)) are direct sums of irre-
ducible representations on Cn. The first step in the study of the topological
properties of R(G) is to identify the appropriate topological invariants of a
representation ρ : π1X → G. To do that, one uses the correspondence be-
tween representations of π1X in G and flat principal G-bundles on X . We
start with G = PU(p, q). Let ρ : π1X → PU(p, q) be a representation. The
corresponding flat principal PU(p, q)-bundle is
Pρ = X˜ ×ρ PU(p, q),
where X˜ is the universal cover of X . Since X has real dimension two, any
PU(p, q)-bundle lifts to a U(p, q)-bundle. Moreover, a PU(p, q)-bundle with
a flat connection can be lifted to a U(p, q)-bundle with a projectively flat
connection, i.e. with a connection with constant central curvature. Now,
for any smooth (not necessarily flat) U(p, q)-bundle there is a reduction of
structure group to the maximal compact subgroup U(p)× U(q). Taking the
standard representation on Cp ⊕ Cq, we get an associated vector bundle of
the form V ⊕W , where V and W are rank p and q complex vector bundles
respectively. Such bundles over a Riemann surface are topologically classified
by a pair of integers
(a, b) = (deg(V ), deg(W )).
The lift to a U(p, q)-bundle, and therefore the pair (a, b), is however not
uniquely determined. If we twist the associated vector bundle (plus projec-
tively flat connection) by a line bundle L with a connection with constant
curvature, then after projectivizing we obtain the same flat PU(p, q)-bundle.
If the degree of L is l then the invariant associated to the twisted bundle
is (a + pl, b + ql). In order to obtain a well defined invariant for the rep-
resentation ρ we must thus take the quotient of (Z ⊕ Z) by the Z-action
l · (a, b) = (a + pl, b + ql), i.e. we must pass to the quotient (Z⊕ Z)/(p, q)Z
in the exact sequence
0→ Z→ Z⊕ Z→ (Z⊕ Z)/(p, q)Z→ 0 .
Since the PU(p, q)-orbits in Hom(π1X,PU(p, q)) under the conjugation ac-
tion correspond to isomorphism classes of flat PU(p, q)-bundles, the above
construction defines a map
c : R(PU(p, q)) −→ (Z⊕ Z)/(p, q). (2.4)
The map is continuous and is thus constant on connected components of
R(PU(p, q)).
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Remark 2.1. This map can be seen from a different point of view, from which
it seen that the target space is π1PU(p, q). We begin with the observation
that the flat bundle Pρ is described by locally constant transition functions.
Thus the isomorphism class of this bundle is represented by a class in the
(non-abelian) cohomology set H1(X,PU(p, q)), where, by abuse of notation,
we denote the sheaf of locally constant maps into PU(p, q) on X by the same
symbol PU(p, q). Let P˜U(p, q) be the universal cover of PU(p, q). The short
exact sequence of groups
π1PU(p, q)→ P˜U(p, q)→ PU(p, q)
induces a sequence of cohomology sets and, since π1PU(p, q) is Abelian, the
coboundary map
δ : H1(X,PU(p, q))→ H2(X, π1PU(p, q))
can be defined. The obstruction to lifting the flat PU(p, q)-bundle Pρ to a
flat P˜U(p, q)-bundle is exactly the image of the cohomology class of Pρ under
δ. We denote this class by c(ρ) ∈ H2(X, π1PU(p, q)) ∼= π1PU(p, q). Next
we recall the calculation of π1PU(p, q). The maximal compact subgroup of
U(p, q) is U(p)×U(q) and the inclusion U(p)×U(q) →֒ U(p, q) is a homotopy
equivalence. The determinant gives an isomorphism of fundamental groups
π1U(p)
∼=−→ π1U(1) ∼= Z. Hence the map U(p, q)→ U(1)× U(1) defined by
U(p, q)→ U(1)× U(1)(
x y
z w
)
7→ (det(x), det(w)) (2.5)
gives an isomorphism π1U(p, q)
∼=−→ Z ⊕ Z. Furthermore, the composition of
the standard inclusion U(1) →֒ U(p, q) and the map given in (2.5) is the map
λ 7→ (λp, λq) from U(1) → U(1) × U(1). The induced map on fundamental
groups is n 7→ (pn, qn). The short exact sequence
U(1)→ U(p, q)→ PU(p, q) (2.6)
is a fibration, so we see that π1U(p, q)→ π1PU(p, q) is surjective. It follows
that we have a commutative diagram
π1U(1) −−−→ π1U(p, q) −−−→ π1PU(p, q)
∼=
y ∼=y ∼=y
Z
(p·,q·)−−−→ Z⊕ Z −−−→ (Z⊕ Z)/(p, q)Z
and hence c(ρ) defines a class [a, b] ∈ (Z⊕Z)/(p, q)Z. This is the same class
as that defined by the map (2.4) though, since we will not make use of this,
we omit the proof.
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2.2 Invariants on RΓ(U(p, q)) and relation to R(PU(p, q))
Putting together (2.6) and (2.3) we get the commutative diagram
U(1) −−−→ U(p, q) −−−→ PU(p, q)x ρ˜x ρx
Z −−−→ Γ −−−→ π1X
.
From this we get a surjection π : RΓ(U(p, q)) → R(PU(p, q)). We can
understand the fibers of this map as follows. By the same argument as in
[3]1, RΓ(U(p, q)) can be identified as the moduli space of U(p, q)-bundles
on X with projectively flat structures. Taking the reduction to the maximal
compact U(p)×U(q), we thus associate to each class ρ˜ ∈ RΓ(U(p, q)) a vector
bundle of the form V ⊕W , where V and W are rank p and q respectively,
and thus a pair of integers (a, b) = (deg(V ), deg(W )). The map c˜ : ρ˜ 7→ (a, b)
fits in a commutative diagram
RΓ(U(p, q)) π−−−→ R(PU(p, q))
c˜
y cy
Z⊕ Z −−−→ (Z⊕ Z)/(p, q)Z
.
We can now define the subspaces
RΓ(a, b) : = c˜−1(a, b)
= {ρ˜ ∈ RΓ(U(p, q)) | c˜(ρ˜) = (a, b) ∈ Z⊕ Z},
R[a, b] : = c−1[a, b]
= {ρ ∈ R(PU(p, q)) | c(ρ) = [a, b] ∈ Z⊕ Z/(p, q)Z} .
Clearly we have surjective maps
RΓ(a, b)→R[a, b]. (2.7)
Moreover, the pre-image
π−1(R[a, b]) =
⋃
(a,b)
RΓ(a, b) (2.8)
where the union is over all (a, b) in the class [a, b] ∈ Z⊕ Z/(p, q)Z. As men-
tioned above, tensoring by line bundles with constant curvature connections
of degree l gives an isomorphism
RΓ(a, b)
∼=−→ RΓ(a + pl, b+ ql) .
1While [3] gives the argument for U(n) and PU(n), there are no essential changes to
be made in order to adapt for the case of U(p, q) and PU(p, q).
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Notice that if the invariant c(ρ) of a representation ρ ∈ R(PU(p, q)) can
be represented by the pair (a,−a), then the associated U(p, q)-bundle has
degree zero and the projectively flat connection is actually flat. Thus ρ
defines to a representation of π1X in U(p, q). Under the correspondence
between R(PU(p, q)) and RΓ(U(p, q)), ρ corresponds to a Γ representation
in which the central element J acts trivially. Furthermore the subspaces
R(a) = {ρ ∈ R(U(p, q)) | c(ρ) = (a,−a) with a ∈ Z}
can be identified with the subspaces RΓ(a,−a) ⊂ RΓ(U(p, q)). Finally, we
observe that Jac(X), the moduli space of flat degree zero line bundles, acts
by tensor product of bundles on RΓ(a, b). Since Jac(X) is isomorphic to the
torus U(1)2g, we get the following relation between connected components.
Proposition 2.2. The map RΓ(a, b) → R[a, b] given in (2.7) defines a
U(1)2g-fibration which, if the total space and base are smooth manifolds, is
a smooth principal bundle. Thus the subspace R[a, b] ⊆ R(PU(p, q)) is con-
nected if RΓ(a, b) is connected.
We will study RΓ(a, b) by choosing a complex structure on X and identi-
fying this space with a certain moduli space of Higgs bundles. This is carried
out in the next section. In the rest of the paper, the subspaces of irreducible
representations are denoted by R∗.
3 Higgs bundles and flat connections
3.1 GL(n)-Higgs bundles
Give X the structure of a Riemann surface. We recall (from [12, 10, 23, 31,
33, 34]) the following basic facts about GL(n)-Higgs bundles.
Definition 3.1. 1. A GL(n)-Higgs bundle on X is a pair (E,Φ), where E
is a rank n holomorphic vector bundle over X and Φ ∈ H0(End(E)⊗K)
is a holomorphic endomorphism of E twisted by the canonical bundle
K of X.
2. The GL(n)-Higgs bundle (E,Φ) is stable if the slope stability condition
µ(E ′) < µ(E) (3.1)
holds for all proper Φ-invariant subbundles E ′ of E. Here the slope is
defined by µ(E) = deg(E)/ rk(E) and Φ-invariance means that Φ(E ′) ⊂
E ′ ⊗K.
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3. Semistability is defined by replacing the above strict inequality with a
weak inequality. A Higgs bundle is called polystable if is the direct sum
of stable Higgs bundles with the same slope.
4. Given a hermitian metric H on E, let A denote the unique connection
compatible with the holomorphic structure and unitary with respect to
H. Hitchin’s equations on (E,Φ) are
FA + [Φ,Φ
∗] = −√−1µIdEω,
∂¯AΦ = 0,
(3.2)
where ω is the Ka¨hler form on X, IdE is the identity on E, µ = µ(E)
and ∂¯A is the antiholomorphic part of the covariant derivative dA .
Proposition 3.2. [12, 23, 31, 33, 34]
1. Let (E,Φ) be a GL(n)-Higgs bundle. Then (E,Φ) is polystable if and
only if it admits a hermitian metric such that Hitchin’s equation (3.2)
is satisfied
2. There is a moduli space of rank n degree d polystable Higgs bundles
which is a quasi-projective variety of complex dimension 2(d+n2(g−1)).
3. If we define a Higgs connection (as in [33]) by
D = dA + θ (3.3)
where θ = Φ + Φ∗, then Hitchin’s equations are equivalent to the con-
ditions
FD =−
√−1µIdEω,
dAθ = 0,
d∗Aθ = 0.
(3.4)
4. In particular, since X is a Riemann surface, if A satisfies (3.2) then
D is a projectively flat connection. If deg(E) = 0 then D is actually
flat. It follows that in this case the pair (E,D) defines a representa-
tion of π1X in GL(n). If deg(E) 6= 0, then the pair (E,D) defines a
representation of π1X in PGL(n), or equivalently, a representation of
Γ in GL(n). By the theorem of Corlette ([10]), every semisimple rep-
resentation of Γ (and therefore all semisimple representation of π1X)
arise in this way.
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5. There is thus a bijective correspondence between the moduli space of
polystable Higgs bundles of rank n and the moduli space of (conjugacy
classes of) semisimple representations of Γ in GL(n). If the degree of
the Higgs bundle is zero, then the first moduli space corresponds actually
to the representation variety for representations of π1X in GL(n).
3.2 U(p, q)-Higgs bundles
If we fix integers p, q such that n = p+ q, then we can isolate a special class
of GL(n)-Higgs bundles by the requirements that
E = V ⊕W
Φ =
(
0 β
γ 0
) (3.5)
where V and W are holomorphic vector bundles on X with rk(V ) = p,
rk(W ) = q, deg(V ) = a, deg(W ) = b, β ∈ H0(Hom(W,V ) ⊗ K), and γ ∈
H0(Hom(V,W )⊗K). We can describe such Higgs bundles more intrinsically
as follows. Let PGL(p) and PGL(q) be the principal frame bundles for V andW
respectively. Let P = PGL(p) × PGL(q) be the fiber product, and let AdP =
P ×Ad gl(n) be the adjoint bundle, where GL(p) × GL(q) ⊂ GL(n) acts by
the Ad-action on the the Lie algebra of GL(n). Let (gl(p)⊕ gl(q))⊥ ⊂ gl(n)
be the orthogonal complement with respect to the usual inner product. This
defines a subbundle
Pp,q := P ×Ad (gl(p)⊕ gl(q))⊥ ⊂ AdP . (3.6)
We can then make the following definition.
Definition 3.3. A U(p, q)-Higgs bundle2 on X is a pair (P,Φ) where P is a
holomorphic principal GL(p)×GL(q) bundle, and Φ is a holomorphic section
of the vector bundle Pp,q ⊗K (where Pp,q is the bundle defined in (3.6).
Remark 3.4. We can always write P = PGL(p) × PGL(q). If we let V and W
be the standard vector bundles associated to PGL(p) and PGL(q) respectively,
then any Φ ∈ H0(Pp,q⊗K) can be written as in (3.5). We will usually adopt
the vector bundle description of U(p, q)-Higgs bundles.
Remark 3.5. Definition 3.3 is compatible with the definitions in [24] and in
[18]. There they define a G-Higgs bundle for any real form of a complex
reductive Lie group. The bundle in their definition is a principal HC-bundle,
2The reason for the name is explained by the following remarks and by Lemma 3.6
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where H ⊂ G is a maximal compact subgroup and HC is its complexifica-
tion. Thus in the case that G = U(p, q), we get that HC = GL(p)× GL(q).
The Higgs field is precisely a section of the bundles which appears in Def-
inition 3.3. From a different perspective, Definition 3.3 defines an example
of a principal pair in the sense of [4] and [27]. Strictly speaking, since the
canonical bundle K plays the role of a fixed ‘twisting bundle’, what we get
is a principal pair in the sense of [8]. The defining data for the pair are then
(i) the principal GL(p)×GL(q)×GL(1)-bundle PGL(p)×PGL(q)×PK , where
PK is the frame bundle for K and (ii) the associated vector bundle Pp,q⊗K.
Lemma 3.6. Let (V ⊕ W,Φ) be a U(p, q)-Higgs bundle with a Hermitian
metric H = HV ⊕ HW , i.e. such that V ⊕ W is a unitary decomposition.
Let A be a unitary connection with respect to H, and let D = dA + θ be the
corresponding Higgs connection, where θ = Φ + Φ∗. Then D is a U(p, q)-
connection, i.e. in any unitary local frame the connection 1-form takes its
values in the Lie algebra of U(p, q).
Proof. Fix a local unitary frame (with respect to H = HV ⊕ HW ). Then
D = d + A + θ, where A takes its values in u(p) ⊕ u(q) ⊂ u(p, q) ⊂ u(n),
while θ takes its values in (u(p)⊕ u(q))⊥ ∩ u(p, q).
Definition 3.7. Let (E,Φ) be a U(p, q)-Higgs bundle with E = V ⊕W and
Φ =
(
0 β
γ 0
)
. We say (E,Φ) is a stable U(p, q)-Higgs bundle if the slope stabil-
ity condition (3.1), i.e. µ(E ′) < µ(E), is satisfied for all Φ-invariant subbun-
dles of the form E ′ = V ′ ⊕W ′, i.e. for all subbundles V ′ ⊂ V and W ′ ⊂ W
such that
β : W ′ −→ V ′ ⊗K (3.7)
γ : V ′ −→W ′ ⊗K . (3.8)
Semistability for U(p, q)-Higgs bundles is defined by replacing the above strict
inequality with a weak inequality, and polystability means a direct sum of sta-
ble U(p, q)-Higgs bundles all with the same slope. In particular a polystable
U(p, q)-Higgs bundle is the direct sum of (lower rank) U(p′, q′)-Higgs bun-
dles. We shall say that a polystable U(p, q)-Higgs bundle which is not stable
is reducible. Two U(p, q)-Higgs bundles (V ⊕W,Φ) and (V ′ ⊕W ′,Φ′) are
isomorphic if there are isomorphisms gV : V → V ′ and gW : W →W ′ which
intertwine Φ and Φ′, i.e. such that (gV ⊕gW )⊗IK ◦Φ = Φ′ ◦ (gV ⊕gW ) where
IK is the identity on K.
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Remark 3.8. The stability condition for a U(p, q)-Higgs bundle is a priori
weaker than the stability condition given in Definition 3.1 for GL(n)-Higgs
bundles. Namely, the slope condition has to be satisfied only for all proper
non-zero Φ-invariant subbundles which respect the decomposition E = V ⊕
W , that is, subbundles of the form E ′ = V ′⊕W ′ with V ′ ⊆ V and W ′ ⊆W .
However, it is shown in [19, Section 2.3] that the weaker condition is in fact
equivalent to the ordinary stability of (E,Φ).
Proposition 3.9. Let (E,Φ) be a U(p, q)-Higgs bundle with E = V ⊕ W
and Φ =
(
0 β
γ 0
)
. Then (E,Φ) is U(p, q)-polystable if and only if it admits
a compatible hermitian metric H = HV ⊕ HW such that Hitchin’s equation
(3.2) is satisfied
Proof. Though not explicitly proved there, this is a special case of the cor-
respondence invoked in [24] for G-Higgs bundles where G is a real form of
a reductive Lie group. By Remark 3.5 it can also be seen as a special case
of the Hitchin–Kobayashi correspondence for principal pairs (cf. [4] and [27]
and [8]). We note finally that in one direction the result follows immediately
from Remark 3.8 : if (V ⊕ W,Φ) supports a compatible metric such that
(3.2) is satisfied, then it is polystable as a GL(n)-Higgs bundle, and hence it
is U(p, q)-polystable.
Remark 3.10. This correspondence allows us, via the next theorem, to use
U(p, q)-Higgs bundles to study representations of the surface groups π1X and
Γ into U(p, q) and PU(p, q)
Definition 3.11. Fix integers a and b. Let M(a, b) denote the moduli space
of isomorphism classes of polystable U(p, q)-Higgs bundles with deg(V ) = a
and degW = b.
Proposition 3.12. The moduli spaceM(a, b) can be identified with the mod-
uli space of U(p, q)-Higgs bundles which admit solutions to Hitchin’s equa-
tions. It is a quasi-projective variety which is smooth away from the points
representing reducible U(p, q)-Higgs bundles. There is an homeomorphism be-
tween RΓ(a, b) andM(a, b). This restricts to give a homeomorphism between
the subspace R∗Γ(a, b) of irreducible elements in RΓ(a, b) and the subspace
Ms(a, b) of stable Higgs bundles in M(a, b).
Proof. The first statement is a direct consequence of Proposition 3.9. The
construction ofM(a, b) is essentially the same as in section §9 of [33]. There
the moduli space of G-Higgs bundles is constructed for any reductive group
18
G. We take G = GL(p) × GL(q). The difference between a U(p, q)-Higgs
bundle and a GL(p) × GL(q)-Higgs bundle is entirely in the nature of the
Higgs fields. Taking the standard embedding of GL(p)×GL(q) in GL(p+ q)
we see that in a GL(p)×GL(q)-Higgs bundle the Higgs field Φ takes its values
in the subspace (gl(p)⊕gl(q)) ⊂ gl(p+q), while in a U(p, q)-Higgs bundle the
Higgs field Φ takes its values in the complementary subspace (gl(p)⊕gl(q))⊥.
Since both subspaces are invariant under the adjoint action of GL(p)×GL(q),
the same method of construction works for the moduli spaces of both types
of Higgs bundle.
Suppose that (E = V ⊕W,Φ) represents a point in M(a, b), i.e. suppose
that it is a U(p, q)-polystable Higgs bundle, and suppose that with metric
H = HV ⊕ HW Hitchin’s equation (3.2) is satisfied. Rewriting the equa-
tions in terms of the Higgs connection D = dA + θ, where A is the metric
connection determined by H and θ = Φ + Φ∗, we see that D is projectively
flat. By Lemma 3.6 it is a projectively flat U(p, q)-connection, and thus
defines a point in RΓ(a, b). Conversely by Corlette’s theorem [10], every rep-
resentation in Hom+(π1X,PU(p, q)), or equivalently every representation in
Hom+(Γ,U(p, q)), arises in this way.
Remark 3.13. If GCD(p + q, a + b) = 1 then for purely numerical reasons
there are no strictly semistable U(p, q)-Higgs bundles in M(a, b). In this
case Ms(a, b) =M(a, b).
Proposition 3.14. With n = p + q and d = a + b, let M(d) denote the
moduli space of polystable GL(n)-Higgs bundles of degree d. If p 6= q or a 6= b
then M(a, b) embeds as a closed subvariety in M(d). If p = q and a = b,
then there is a finite morphism from M(a, a) to M(d).
Proof. Let [V ⊕ W,Φ]p,q denote the point in M(a, b) represented by the
U(p, q)-Higgs bundle (V ⊕ W,Φ). Then (E = V ⊕ W,Φ) is a polystable
GL(n)-Higgs bundle and the map M(a, b)→M(d) is defined by
[V ⊕W,Φ]p,q 7→ [E,Φ]n ,
where [, ]n denotes the isomorphism class in M(d). The only question is
whether this map is injective. Suppose that (E = V ⊕ W,Φ) and (E ′ =
V ′⊕W ′,Φ′) are isomorphic as GL(n)-Higgs bundles. Let the isomorphism be
given by complex gauge transformation g : E → E ′. Since we can regard the
smooth splitting of E as fixed, we see that unless V ∼= W ′ and W ∼= V ′, the
gauge transformation must already be of the form ( gV 00 gW ), i.e. [V ⊕W,Φ]p,q =
[V ′ ⊕ W ′,Φ′]p,q. But in order to have V ∼= W ′ and W ∼= V ′ we require
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p = q and a = b. In that case, if V and W are non-isomorphic, then
[V ⊕W, ( 0 βγ 0 )]n = [W ⊕ V, ( 0 γβ 0 )]n but the Higgs bundles are not isomorphic
as U(p, q)-Higgs bundles.
3.3 Deformation theory of Higgs bundles
A main tool in the study of the topology of moduli spaces of Higgs bundles is
given by the Morse theoretic techniques introduced by Hitchin [24]. In order
to use these methods, we first need to recall the deformation theory of Higgs
bundles. We refer to the paper by Biswas and Ramanan [5] for details. Let
(E,Φ) be a stable U(p, q)-Higgs bundle in Ms(a, b). Some times it will be
convenient to use the following notation:
U = End(E)
U+ = End(V )⊕ End(W ),
U− = Hom(W,V )⊕ Hom(V,W ). (3.9)
Clearly, U = U+ ⊕ U−. Note that Φ ∈ H0(U− ⊗ K) and that ad(Φ) in-
terchanges U+ and U−. As it is shown in [5], the Zariski tangent space
to Ms(a, b) at the point defined by (E,Φ) can be identified with the first
hypercohomology of the complex of sheaves
C• : U+
ad(Φ)−−−→ U− ⊗K. (3.10)
One has the long exact sequence
0 −→ H0(C•) −→ H0(U+) −→ H0(U− ⊗K) −→ H1(C•)
−→ H1(U+) −→ H1(U− ⊗K) −→ H2(C•) −→ 0,
(3.11)
from which one obtains the following.
Proposition 3.15. The moduli space of stable U(p, q)-Higgs bundles is a
smooth complex variety of dimension 1 + (p+ q)2(g − 1).
Proof. Let (E,Φ) be a stable U(p, q)-Higgs bundle. Then (E,Φ) is simple,
that is, its only automorphisms are the non-zero scalars. Thus, if (E,Φ) is
stable,
ker
(
ad(Φ): H0(U)→ H0(U ⊗K)) = C.
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Since U = U+ ⊕ U− and ad(Φ) interchanges these two summands it follows
that
ker
(
ad(Φ): H0(U+)→ H0(U− ⊗K)) = C (3.12)
ker
(
ad(Φ): H0(U−)→ H0(U+ ⊗K)) = 0 (3.13)
Hence, if (E,Φ) is stable, (3.12) shows that H0(C•) = C. To show that the
moduli space is smooth at a neighbourhood of (E,Φ) we need to show that
H2(C•) = 0. But we have natural ad-invariant isomorphisms U+ ∼= (U+)∗
and U− ∼= (U−)∗. Thus
ad(Φ): H1(U+)→ H1(U− ⊗K)
is Serre dual to ad(Φ): H0(U−) → H0(U+ ⊗ K). Thus (3.13) shows that
H2(C•) = 0. The dimension of the moduli space is hence
dimH1(C•) = 1− χ(U+) + χ(U− ⊗K)
= 1 + (p2 + q2)(g − 1) + 2pq(g − 1)
= 1 + (p+ q)2(g − 1).
Remark 3.16. Notice that the dimension of the moduli space of stable U(p, q)-
Higgs bundles is half the dimension of the moduli space of stable GL(p+q,C)-
Higgs bundles.
Remark 3.17. As pointed out previously, if GCD(p+q, a+b) = 1, then there
are no strictly semistable elements in M(a, b) and hence M(a, b) is smooth.
3.4 Bounds on the topological invariants
In this section we shall show how the Higgs bundle point of view provides an
easy proof of a result of Domic and Toledo [11] which allows us to bound the
topological invariants deg(V ) and deg(W ) for which U(p, q)-Higgs bundles
may exist. The lemma is a slight variation on the results of [19, Section 3]
(cf. also Lemma 3.6 of Markman and Xia [26]).
Lemma 3.18. Let (E,Φ) be a semistable U(p, q)-Higgs bundle. Then
p(µ(V )− µ(E)) 6 rk(γ)(g − 1), (3.14)
q(µ(W )− µ(E)) 6 rk(β)(g − 1). (3.15)
If equality occurs in (3.14) then either (E,Φ) is strictly semistable or p = q
and γ is an isomorphism. If equality occurs in (3.15) then either (E,Φ) is
strictly semistable or p = q and β is an isomorphism.
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Proof. If γ = 0 then V is Φ-invariant and so, by stability, µ(V ) 6 µ(E) where
equality can only occur if (E,Φ) is strictly semistable. This proves (3.14) in
the case γ = 0 and we may, therefore, assume that γ 6= 0. Let N ⊆ V be
the vector bundle associated to ker(γ) and let I ⊆ W be the vector bundle
associated to im(γ)⊗K−1. Then
rk(N) + rk(I) = p (3.16)
and, since γ induces a non-zero section of det((V/N)∗ ⊗ I ⊗K),
deg(N) + deg(I) + rk(I)(2g − 2) > deg(V ). (3.17)
The bundles N and V ⊕ I are Φ-invariant subbundles of E and hence we ob-
tain by semistability that µ(N) 6 µ(E) and µ(V ⊕I) 6 µ(E) or, equivalently,
that
deg(N) 6 µ(E) rk(N), (3.18)
deg(I) 6 µ(E)(p+ rk(I))− deg(V ). (3.19)
Adding (3.18) and (3.19) and using (3.16) we obtain
deg(N) + deg(I) 6 2µ(E)p− deg(V ). (3.20)
Finally, combining (3.17) and (3.20) we get
deg(V )− rk(I)(2g − 2) 6 2µ(E)p− deg(V ),
which is equivalent to (3.14) since rk(γ) = rk(I). Note that equality can
only occur if we have equality in (3.18) and (3.19) and thus either (E,Φ)
is strictly semistable or neither of the subbundles N and V ⊕ I is proper
and non-zero. In the latter case, clearly N = 0 and I = W and therefore
p = q; furthermore we must also have equality in (3.17) implying that γ is
an isomorphism. An analogous argument applied to β proves (3.15).
Remark 3.19. The proof also shows that if we have equality in, say, (3.14)
then γ : V/N → I ⊗ K is an isomorphism. In particular, if p < q and
µ(V )− µ(E) = g − 1 then γ : V ∼=−→ I ⊗K.
We can reformulate Lemma 3.18 to obtain the following corollary.
Corollary 3.20. Let (E,Φ) be a semistable U(p, q)-Higgs bundle. Then
q(µ(E)− µ(W )) 6 rk(γ)(g − 1), (3.21)
p(µ(E)− µ(V )) 6 rk(β)(g − 1). (3.22)
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Proof. To see that (3.21) is equivalent to (3.14) one simply notes that µ(W )−
µ(E) = p
q
(
µ(E)− µ(V )). Similarly (3.22) is equivalent to (3.15).
An important corollary of the lemma above is the following Milnor–Wood
type inequality for U(p, q)-Higgs bundles (due to Domic and Toledo [11],
improving on a bound obtained by Dupont [13] in the case G = SU(p, q)).
This result gives bounds on the possible values of the topological invariants
deg(V ) and deg(W ).
Corollary 3.21. Let (E,Φ) be a semistable U(p, q)-Higgs bundle. Then
pq
p+ q
|µ(V )− µ(W )| 6 min{p, q}(g − 1). (3.23)
Proof. Since µ(E) = p
p+q
µ(V )+ q
p+q
µ(W ) we have µ(V )−µ(E) = q
p+q
(µ(V )−
µ(W ) and therefore (3.14) gives
pq
p+ q
(µ(V )− µ(W )) 6 rk(γ)(g − 1).
A similar argument using (3.15) shows that
pq
p+ q
(µ(W )− µ(V )) 6 rk(β)(g − 1).
But, obviously, rk(β) and rk(γ) are both less than or equal to min{p, q} and
the result follows.
Definition 3.22. Let a = deg(V ) and b = deg(W ). The number
τ = τ(a, b) = 2
qa− pb
p+ q
(3.24)
is known as the Toledo invariant of the representation corresponding to
(E,Φ).
Remark 3.23. Since
τ = 2
pq
p+ q
(µ(V )− µ(W )),
the inequality (3.23) can thus be written
|τ | 6 min{p, q}(2g − 2) .
We denote τM = min{p, q}(2g − 2).
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3.5 Moduli space for p = q and |τ | = τM
Suppose p = q. Then τ = τ(p, p, a, b) = a − b. In this section we give an
alternative (more explicit) description of the moduli spaceM(a, b) in the case
in which the Toledo invariant is maximal, i.e. |τ | = |a− b| = τM = p(2g− 2).
Before doing this, we need to review briefly the notion of L-twisted Higgs
pairs. Let L be a line bundle. An L-twisted Higgs pair (V, θ) consists of a
holomorphic vector bundle V and an L-twisted homomorphism θ : V −→
V ⊗ L. The notions of stability, semistability and polystability are defined
as for Higgs bundles. The moduli space of semistable L-twisted Higgs pairs
has been constructed by Nitsure using GIT [29]. LetML(n, d) be the moduli
space of polystable L-twisted Higgs pairs of rank n and degree d.
Proposition 3.24. Let p = q and |a− b| = p(2g − 2). Then
M(a, b) ∼=MK2(p, a) ∼=MK2(p, b).
Proof. Let (E = V ⊕W,Φ) ∈M(a, b). Suppose for definiteness that b− a =
p(2g − 2). From (3.15) it follows that γ : V −→ W ⊗K is an isomorphism.
We can then compose β : W −→ V ⊗K with γ ⊗ IdK : V ⊗K −→W ⊗K2
to obtain a K2-twisted Higgs pair θW : W −→ W ⊗K2. Similarly, twisting
β : W −→ V ⊗ K with K and composing with γ, we obtain a K2-twisted
Higgs pair θV : V −→ V ⊗K2. Conversely, given an isomorphism γ : V −→
W ⊗ K, we can recover β from θV as well as from θW . It is clear that the
(poly)stability of (E,Φ) is equivalent to the (poly)stability of (V, θV ) and to
the (poly)stability of (W, θW ), proving the claim.
Remark 3.25. The moduli space MK2(p, a) contains an open (irreducible)
subset consisting of a rank N vector bundle over Ms(p, a). This is because
the stability of V implies the stability of any K2-twisted Higgs pair (V, θV ),
and H1(End V ⊗K2) = 0. The rank N is determined by the Riemann–Roch
Theorem.
3.6 Rigidity for extreme values of the Toledo invariant
From the bounds in Section 3.4 it follows that if p < q (a similar result holds
for p > q) and (a, b) such that |τ | = τM there are no stable U(p, q)-Higgs
bundles and every element in M(a, b) is in fact reducible. In particular the
moduli space has smaller dimension than expected exhibiting a certain kind
of rigidity. This phenomenon (for large Toledo invariant) has been studied
from the point of view of representations of the fundamental group by D.
24
Toledo [36] when p = 1 and L. Herna´ndez [22] when p = 2. We deal here with
the general case which, as far as we know, has not appeared previously in the
literature. To state our result, we use the more precise notationM(p, q, a, b)
for the moduli space of U(p, q)-Higgs bundles such that deg(V ) = a, and
deg(W ) = b, and write the Toledo invariant as
τ = τ(p, q, a, b) = 2
qa− pb
p+ q
. (3.25)
Proposition 3.26. Let (p, q, a, b) with p < q and |τ(p, q, a, b)| = p(2g −
2). Then every element in M(p, q, a, b) is strictly semistable and decompose
as the direct sum of a polystable U(p, p)-Higgs bundle with maximal Toledo
invariant and a polystable vector bundle of rank (q − p). To be precise, let
τ = p(2g − 2), then
M(p, q, a, b) ∼=M(p, p, a, a− p(2g − 2))×M(q − p, b− a+ p(2g − 2)).
(3.26)
In particular, the dimension at a smooth point in M(p, q, a, b) is 2 + (p2 +
5q2−2pq)(g−1), and it is hence strictly smaller than the expected dimension.
(A similar result holds if p > q, as well as if τ = −p(2g − 2)).
Proof. Suppose that τ(p, q, a, b) = p(2g − 2). Let (E,Φ) ∈ M(p, q, a, b).
Then µ(V ) − µ(E) = g − 1 and µ(E) − µ(W ) = p
q
(g − 1). Since rk(β) and
rk(γ) are at most p, it follows from (3.14) and (3.22) that rk(β) = rk(γ) = p.
Let Wγ = im(γ) ⊗ K−1 and let Wβ = ker(β). One has that V ⊕ Wγ is
a Φ-invariant subbundle of V ⊕W , and µ(V ⊕Wγ) = µ(E). We see that
(E,Φ) is strictly semistable (as we already knew from Lemma 3.18). Since
it is polystable it must split as
(V ⊕Wγ ,Φ)⊕ (0⊕W/Wγ, 0).
In fact, using
0 −→ ker(Φ) −→ V ⊕W −→ (V ⊕W )⊗K −→ 0.
we see that ker Φ = (0 ⊕ Wβ, 0) and W/Wγ = Wβ. It is clear that (V ⊕
Wγ ,Φ) ∈ M(p, p, a, a − p(2g − 2)) and Wβ ∈ M(q − p, b − a + p(2g − 2)).
Moreover, (V ⊕Wγ ,Φ) has maximal Toledo invariant, that is, τ(p, p, a, a −
p(2g − 2)) = 2p(g − 1). To complete the proof we observe that
dimMs(p, p, a, a− p(2g − 2)) + dimMs(q − p, b− a + p(2g − 2))
= 1 + (2p)2(g − 1) + 1 + (q − p)2(g − 1) = 2 + (p2 + 5q2 − 2pq)(g − 1),
which, since q > 1, is smaller than 1 + (p + q)2(g − 1), the dimension of
M(p, q, a, b).
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Corollary 3.27. Let (p, q, a, b) with p < q and τ(p, q, a, b) = p(2g−2). Then
M(p, q, a, b) ∼=MK2(p, a− p(2g − 2))×M(q − p, b− a+ p(2g − 2)).
Proof. It follows from Propositions 3.26 and 3.24.
4 Morse theory
4.1 The Morse function
An extremely efficient tool for studying topological properties of Higgs bundle
moduli is considering the C∗-action on the moduli space given by multiplying
the Higgs field Φ by a non-zero scalar. In order to explain this, it is convenient
to consider the moduli space from the gauge theory point of view. The U(1)-
action Φ 7→ eiθΦ on M(a, b) preserves solutions to Hitchin’s equations (3.2)
(but the full C∗-action does not preserve solutions to the first equation).
Restricted to the smooth locus ofM(a, b) this turns out to be a Hamiltonian
circle action with moment map (up to multiplication by a constant)
f(A,Φ) =
∫
X
|Φ|2,
the L2-norm squared of the Higgs field. Thus, if the moduli space is smooth, f
is a perfect Bott-Morse function (by a theorem of Frankel [14]; the essential
point is that the Morse indices are even) and the critical points of f are
exactly the fixed points of the circle action. In particular, if M(a, b) is
smooth, then its number of connected components is the same as the number
of connected components of the subspace of local minima of f . However,
even if M(a, b) is not smooth, f can be used to obtain information about
the connected components of M(a, b) in the following way. It was shown by
Hitchin [23], using Uhlenbeck’s weak compactness theorem, that f is proper.
We have the following general result.
Proposition 4.1. Let Z be a Hausforff space and let f : Z → R be proper
and bounded below. Then f attains a minimum on each connected component
of Z and, furthermore, if the subspace of local minima of f is connected then
so is Z.
In particular this applies to our situation.
Proposition 4.2. Let f : M(a, b) → R be defined as above. Then f has a
minimum on each connected component ofM(a, b). Moreover, if the subspace
of local minima of f is connected then so is M(a, b).
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4.2 Critical points of the Morse function
Next we recall Hitchin’s method [23, 24] for determining the local minima of
f . A point (E,Φ) is a fixed point of the circle action if and only if it is a
system of Hodge bundles, that is,
E = F1 ⊕ · · · ⊕ Fm (4.1)
for holomorphic vector bundles Fi such that the restriction
Φi := Φ|Fi ∈ H0(Hom(Fi, Fi+1)⊗K).
To see why this is true, note that, if (A,Φ) represents a fixed point then there
must be a 1-parameter family of gauge transformations g(θ) taking (A,Φ)
to (A, eiθΦ) and this gives an infinitesimal U(p)×U(q)-gauge transformation
ψ = g˙ which is covariantly constant (i.e. dAψ = 0) and such that [ψ,Φ] = iΦ.
It follows that we can decompose E in holomorphic subbundles Fλ on which
ψ acts as iλ and furthermore that Φ maps Fλ to Fλ+1⊗K. If (E,Φ) is stable
each of these components of Φ is non-zero since, otherwise, (E,Φ) would
be reducible. We can therefore write E = F1 ⊕ · · · ⊕ Fm where the weight
of ψ on Fk+1 is one plus the weight of ψ on Fk. In general (for reducible
Higgs bundles) (E,Φ) is the direct sum of such chains. Furthermore, note
that ψ preserves V and W and, therefore, the Fk are direct sums of bundles
contained in V and W . The decomposition E = F1 ⊕ · · · ⊕ Fm gives a
corresponding decomposition of the bundle U = End(E) into eigenbundles
for the adjoint action of ψ:
U =
m−1⊕
k=−m+1
Uk,
where Uk =
⊕
i−j=kHom(Fj , Fi). We now show how to find the local minima
of f which are represented by stable Higgs bundles. In fact, one can do much
better: it is possible to calculate the Morse index at the critical point. It
follows from Hitchin’s calculations in [24, §8] (see also [18, Section 2.3.2])
that the subspace of the tangent space at (E,Φ) on which the Hessian of f
has eigenvalue −k is H1 of the following complex:
C•k : U
+
k
ad(Φ)−−−→ U−k+1 ⊗K, (4.2)
where we use the notation
U+k = Uk ∩ U+,
U−k = Uk ∩ U−,
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with U+ and U− as defined in (3.9). This description of the eigenspace of
the Hessian of f gives rise to the long exact sequence
0 −→ H0(C•k) −→ H0(U+k ) −→ H0(U−k+1 ⊗K) −→ H1(C•k)
−→ H1(U+k ) −→ H1(U−k+1 ⊗K) −→ H2(C•k) −→ 0.
(4.3)
Note that if some Fk has a non-zero component in both V and W this leads
a decomposition of (E,Φ) and so, if (E,Φ) is stable, the Fk are alternately
contained in V and W . It follows that
U+ =
⊕
k even
Uk; U
− =
⊕
k odd
Uk. (4.4)
Thus we see that all the eigenvalues of the Hessian of f are even and that
C•2k : U2k
ad(Φ)−−−→ U2k+1 ⊗K. (4.5)
Hence we have the long exact sequence
0→ H0(C•2k)→ H0(U2k)→ H0(U2k+1 ⊗K)→ H1(C•2k)
→ H1(U2k)→ H1(U2k+1 ⊗K)→ H2(C•2k)→ 0. (4.6)
Note that when (E,Φ) is a stable critical point we have H0(C•2k) = H
2(C•2k) =
0 for k 6= 0, while H2(C•0) = 0 and H0(C•0) = C. We can therefore use
the exact sequence (4.6) and the Riemann–Roch formula to calculate the
dimension of H1(C•2k):
dim(H1(C•2k)) = χ(U2k+1 ⊗K)− χ(U2k)
= (g − 1)(rk(U2k+1) + rk(U2k))+ deg(U2k+1)− deg(U2k) (4.7)
for k 6= 0, while for k = 0 we obtain
dim(H1(C•0)) = 1 + (g − 1)
(
rk(U1) + rk(U0)
)
+ deg(U1)− deg(U0). (4.8)
In particular we can calculate the Morse index of f at a smooth critical point:
dim
(
H1
(⊕
k>1
C•2k
))
=
m−1∑
k=2
(
(g − 1) rk(Uk) + (−1)k+1 deg(Uk)
)
. (4.9)
Note that this is the complex dimension; thus the Morse index is twice this
number. From this discussion we see that the following proposition holds.
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Proposition 4.3. A stable U(p, q)-Higgs bundle of the form (4.1) corre-
sponds to a local minimum of f if and only if
H1(C•2k) = 0
for all k > 1.
Definition 4.4. Let
N (a, b) = {(E,Φ) ∈M(a, b) | β = 0 or γ = 0}. (4.10)
The following is an important result for our approach that characterizes
the local minima of f .
Theorem 4.5. Let (E,Φ) be a polystable U(p, q)-Higgs bundle in M(a, b).
Then (E,Φ) is a local minimum of f : M(a, b) → R if and only if (E,Φ)
belongs to N (a, b).
Proof. This follows directly from Propositions 4.10, 4.11, 4.13, and 4.15,
which are given in the following three sections.
Remark 4.6. This Theorem was already known to hold when p, q 6 2 (by
the results of [19], Hitchin [23], and Xia [39]), and also when p = q and
(p− 1)(2g − 2) < |τ | 6 p(2g − 2) by Markman-Xia [26].
Which section actually vanishes for a minimum is given by the following.
Proposition 4.7. Let (E,Φ) ∈ N (a, b). Then
(1) γ = 0⇔ a/p 6 b/q ⇔ τ 6 0,
(2) β = 0⇔ a/p > b/q ⇔ τ > 0,
In particular, β = γ = 0 if and only if a/p = b/q (i.e. τ = 0).
Proof. The relation between the conditions on τ and the conditions on a/p−
b/q follows directly from the definition of τ (cf. 3.24). By Lemma 3.18 and
we have
β =0⇒ a/p > b/q
γ =0⇒ a/p 6 b/q.
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Since we assume that at least one of β or γ must vanish, we can use the
contrapositives of these implications to infer further that
a/p > b/q ⇒ γ = 0
a/p < b/q ⇒ β = 0
It remains to check that β = γ = 0 if a/p = b/q and (E,Φ) is polystable.
We know that at least one of β and γ must vanish. Suppose that β = 0.
Then Φ(W ) = 0 ⊂ W ⊗K, i.e. W is Φ-invariant. By stability, we get that
µ(W ) 6 µ(E), with equality if and only if (E,Φ) splits as (V,Φ) ⊕ (W, 0).
But µ(W ) = µ(E) since a/p = b/q. Thus (E,Φ) splits as indicated, and
hence V must be Φ-invariant. Since Φ(V ) = γ(V ) ⊂ W ⊗K, it follows that
γ = 0. A similar argument shows that β = 0 if γ = 0.
This can also conveniently be seen from the gauge theory point of view:
Hitchin’s equations show that the value of f on a U(p, q)-Higgs bundle such
that β = 0 is f = ‖γ‖2 = q(µ(W )− µ(E)), while f = ‖β‖2 = p(µV − µ(E))
if γ = 0.
Corollary 4.8. If a/p = b/q then N (a, b) ∼= M(p, a)×M(q, b).
Proof. If a/p = b/q, then any (E,Φ) ∈ N (a, b) has E = V ⊕W and Φ = 0.
The polystability of (E,Φ) is thus equivalent to the polystability of V and
W .
4.3 Local minima and the adjoint bundle
In this section we find a criterion for (E,Φ) to be a local minimum in terms of
the adjoint bundle. We use the notation introduced in Section 4.2. Consider
the complex C•k defined in (4.2) and let
χ(C•k) = dimH
0(C•k)− dimH1(C•k) + dimH2(C•k).
Proposition 4.9. Let (E,Φ) be a stable U(p, q)-Higgs bundle which is a fixed
point of the S1-action on M(a, b). Then χ(C•k) 6 0 and equality holds if and
only if
ad(Φ): U+k → U−k+1 ⊗K
is an isomorphism.
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Proof. For simplicity we shall adopt the notation
Φ±k = Φ|U±
k
: U±k −→ U∓k+1 ⊗K.
The key fact we need is that there is a natural ad-invariant isomorphism
U ∼= U∗ under which we have U+ ∼= (U+)∗, U− ∼= (U−)∗ and U±k ∼= (U±−k)∗.
Since ad(Φ)t = ad(Φ)⊗ 1K−1 under this isomorphism we have
(Φ±k )
t = Φ∓−k−1 ⊗ 1K−1. (4.11)
We have the short exact sequence
0 −→ ker(Φ+k ) −→ (U−k+1 ⊗K)∗ −→ im(Φ+k ) −→ 0.
From (4.11) we have ker(Φ+,tk )
∼= ker(Φ−−k−1) ⊗ K−1. Thus, tensoring the
above sequence by K, we obtain the short exact sequence
0 −→ ker(Φ−−k−1) −→ (U−k+1)∗ −→ im(Φ+k )⊗K −→ 0.
It follows that
deg(im(Φ+k )) 6 deg(U
−
k+1) + (2g − 2) rk(Φ+k ) + deg(ker(Φ−−k−1)).
Combining this inequality with the fact that
deg(U+k ) 6 deg(ker(Φ
+
k )) + deg(im(Φ
+
k )), (4.12)
we obtain
deg(U+k ) 6 deg(U
−
k+1) + (2g − 2) rk(Φ+k ) + deg(ker(Φ−−k−1)) + deg(ker(Φ+k )).
(4.13)
Since (E,Φ) is semistable, so is the Higgs bundle (End(E), ad(Φ)). Clearly
ker(Φ±k ) ⊆ End(E) is Φ-invariant and hence, from semistability,
deg(ker(Φ±k )) 6 0,
for all k. Substituting this inequality in (4.13), we obtain
deg(U+k ) 6 deg(U
−
k+1) + (2g − 2) rk(Φ+k ). (4.14)
From the long exact sequence (4.2) and the Riemann–Roch formula we obtain
χ(C•k) = χ(U
+
k )− χ(U−k+1 ⊗K)
= (1− g)(rk(U+k ) + rk(U−k+1))+ deg(U+k )− deg(U−k+1).
Using this identity and the inequality (4.14) we see that
χ(C•k) 6 (g − 1)
(
2 rk(Φ+k )− rk(U+k )− rk(U−k+1)
)
.
Hence χ(C•k) 6 0. Furthermore, if equality holds we have
rk(Φ+k ) = rk(U
+
k ) = rk(U
−
k+1)
and also equality must hold in (4.14) and so deg(im(Φ+k )) = deg(U
−
k+1 ⊗K),
showing that Φ+k is an isomorphism as claimed.
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4.4 Stable Higgs bundles
In this section we shall prove Theorem 4.5 for stable Higgs bundles. The
reducible (polystable) ones will be dealt with in the next section. We continue
to use the notation of Section 4.2.
Proposition 4.10. Let (E,Φ) be a stable U(p, q)-Higgs bundle with β = 0
or γ = 0. Then (E,Φ) is a local minimum of f .
Proof. If β = γ = 0 then clearly (E,Φ) is an absolute minimum of f . Other-
wise such a Higgs bundle is a Hodge bundle of length 2, that is, E = F1⊕F2
with F1 = V and F2 = W (if β = 0) or vice-versa (if γ = 0). Hence
End(E) = U−1 ⊕ U0 ⊕ U1, in other words, Uk = 0 for |k| > 1. It follows that
the complex C•k is zero for any k > 0 and hence all eigenvalues of the Hessian
of f are positive.
The hard part is to show that any other critical point is not a local minimum
of f .
Proposition 4.11. Let (E,Φ) = (F1⊕· · ·⊕Fm,Φ) be a stable U(p, q)-Higgs
bundle representing a critical point of f such that m > 3. Then (E,Φ) is not
a local minimum of f .
Proof. Note that Uk = 0 for |k| > m; in particular Um = 0. Note also that,
since (E,Φ) is stable, H0(C•m−1) = H
2(C•m−1) = 0 (cf. the discussion at the
end of Section 3.3) and therefore
H1(C•m−1) = −χ(C•m−1). (4.15)
We shall consider the cases when m is odd and even separately. The case
m odd. In this case m − 1 is even and therefore (4.4) shows that U+m−1 =
Um−1 6= 0 while U−m ⊆ Um = 0. It therefore follows from Proposition 4.9 that
χ(C•m−1) < 0. Hence we have
H1(C•m−1) = −χ(C•m−1) > 0,
showing that (E,Φ) is not a local minimum of f .
The case m even. In this case we shall show that H1(C•m−2) 6= 0. First
note that (4.4) shows that U+m−2 = Um−2 and U
−
m−1 = Um−1. Thus, using
(4.15) and Proposition 4.9, we get that H1(C•m−2) vanishes if and only if
ad(Φ) : Um−2 → Um−1 ⊗K
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is an isomorphism. Note that
Um−1 = Hom(F1, Fm)
Um−2 = Hom(F1, Fm−1)⊕ Hom(F2, Fm).
If ad(Φ) : Um−2 → Um−1 ⊗ K is an isomorphism, the same is true for its
restriction to any fibre. But, by stability of (E,Φ), the bundles F1, F2,
Fm−1 and Fm are all non-zero and, therefore, Lemma 4.12 below shows that
ad(Φ): Um−2 → Um−1 ⊗K cannot be an isomorphism.
Lemma 4.12. Let c′ : V′2 → V′1 and c′′ : V′′2 → V′′1 be linear maps between
finite dimensional vector spaces. Assume that V′1⊕V′2 6= 0 and V′′1⊕V′′2 6= 0.
Define
C : Hom(V′′1,V
′
1)⊕Hom(V′′2,V′2) −→ Hom(V′′2,V′1)
(ψ1, ψ2) 7−→ c′ψ2 − ψ1c′′.
If C is an isomorphism, then exactly one of the following alternatives must
occur:
(1) V′1 = V
′′
2 = 0 and c
′ = c′′ = 0.
(2) V′′1 = 0, V
′
1,V
′
2,V
′′
2 6= 0 and c′ : V′2
∼=−→ V′1.
(3) V′2 = 0, V
′
1,V
′′
1,V
′′
2 6= 0 and c′′ : V′′2
∼=−→ V′′1.
In particular, if V′1, V
′
2, V
′′
1 and V
′′
2 are all non-zero then C cannot be an
isomorphism.
Proof. If (c′, c′′) = (0, 0) then C = 0 and therefore
Hom(V′′2,V
′
1) = Hom(V
′′
1,V
′
1) = Hom(V
′′
2,V
′
2) = 0.
If V′1 6= 0 then V′′1 = V′′2 = 0 which is absurd, hence V′1 = 0. Similarly one
sees that V′′2 6= 0 and thus alternative (1) occurs. Henceforth assume that
(c′, c′′) 6= (0, 0). Let r′i = dimV′i and r′′i = dimV′′i for i = 1, 2. If C is an
isomorphism then r′′1r
′
1 + r
′′
2r
′
2 = r
′′
2r
′
1 from which it follows that
r′′2(r
′
1 − r′2) = r′′1r′1,
r′1(r
′′
2 − r′′1) = r′′2r′2.
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Hence
r′1 > r
′
2, (4.16)
r′′2 > r
′′
1 . (4.17)
Assume that we have strict inequality in (4.16) and (4.17). Then, in par-
ticular, im(c′) and ker(c′′) must both be non-zero. Choose a complement to
im(c′) in V′1 so that
V′1 = im(c
′)⊕ im(c′)⊥.
We then have an inclusion
Hom(ker(c′′), im(c′)⊥) →֒ Hom(V′′2,V′1).
Let ψ = (ψ1, ψ2) ∈ Hom(V′′1,V′1)⊕ Hom(V′′2,V′2) and x ∈ ker(c′′), then
C(ψ)(x) = c′ψ2(x)− ψ1c′(x) = c′ψ2(x),
which belongs to im(c′). Hence im(C) and Hom(ker(c′′), im(c′)⊥) have trivial
intersection and, therefore, C cannot be an isomorphism, which is absurd. It
follows that equality must hold in at least one of the inequalities (4.16) and
(4.17). Suppose that equality holds in (4.16) then r′′1r
′
1 = 0. Suppose first
that r′1 = 0, i.e. V
′
1 = 0, then V
′
2 6= 0 and, since c′ = 0, we also have c′′ 6= 0.
It follows that V′2 6= 0, V′′2 6= 0 and that C(ψ1, ψ2) = −ψ1c′′. Since C is an
isomorphism this shows that alternative (2) occurs. In a similar manner one
sees that if equality holds in (4.17) then alternative (3) occurs. Obviously
the three alternatives are mutually exclusive.
4.5 Reducible Higgs bundles
In this section we shall finally conclude the proof of Theorem 4.5 by showing
that it also holds for reducible Higgs bundles. First we shall show that a
reducible Higgs bundle which is not of the form given in Theorem 4.5 cannot
be a local minimum of f ; for this we use an argument similar to the one
given by Hitchin [24, §8] for the case of PSL(n,R).
Proposition 4.13. Let (E,Φ) be a reducible U(p, q)-Higgs bundle. If β 6= 0
and γ 6= 0 then (E,Φ) is not a local minimum of f .
Proof. We know that (E,Φ) is a direct sum of stable U(p′, q′)-Higgs bundles
of lower rank. Since f(E,Φ) is the sum of the values of f on each of the
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summands (on the corresponding lower rank moduli space), it follows that
each of these stable summands is a local minimum of f on the lower rank
moduli space. In particular, (E,Φ) is a fixed point of the circle action.
Therefore, by Proposition 4.10, each stable direct summand has β = 0 or
γ = 0. Hence we can choose two stable direct summands (E ′,Φ′) and (E ′′,Φ′′)
such that γ′ 6= 0 and β ′′ 6= 0 and β ′ = γ′′ = 0. It is clearly sufficient to show
that (E ′ ⊕ E ′′,Φ′ ⊕ Φ′′) is not a local minimum of f on the corresponding
moduli space and we can therefore assume that (E,Φ) = (E ′ ⊕E ′′,Φ′ ⊕Φ′′)
without loss of generality.
Let C denote the configuration space of all solutions to Hitchin’s equations
and let (A0,Φ0) ∈ C be the gauge theory object corresponding to (E,Φ). As
in Section 4.2 we denote by ψ = g˙ the infinitesimal gauge transformation
counteracting the circle action. We can write ψ = ψ′ + ψ′′, where ψ′ and ψ′′
are infinitesimal gauge transformations of (E ′,Φ′) and (E ′′,Φ′′) respectively;
recall that we may assume that tr(ψ′) = trψ′′ = 0. The calculations of [24,
§8] show that if α(t) = (At,Φt) is a smooth curve in C such that (A0,Φ0)
represents a fixed point of the circle action then (f ◦α)′(0) = 0. Furthermore,
if α′(0) = (A˙, Φ˙) is a tangent vector to C at (A0,Φ0) and ψ acts on A˙ with
weight λ and on Φ˙ with weight ν then
(f ◦ α)′′(0) = −λc1 − (ν − 1)c2
for strictly positive constants c1 and c2.
Suppose that we have a family (Et,Φt) of polystable Higgs bundles such
that (E0,Φ0) = (E,Φ) and let α(t) = (At,Φt) be the corresponding family
of solutions to Hitchin’s equations. Then the holomorphic structure on Et
is given by the (0, 1)-part of A, while the holomorphic Φ coincides with its
gauge theory counterpart and hence the weight of ψ on (A˙, Φ˙) coincides with
its weight on (E˙, Φ˙).
This provides a criterion for proving that a given fixed point is not a min-
imum: it will be sufficient to find a 1-parameter family (Et,Φt) of polystable
Higgs bundles such that (E0,Φ0) = (E,Φ) and such that (E˙, Φ˙) lies in a
direct sum of strictly positive weight spaces for ψ. In fact we shall construct
a family such that Φ˙ = 0 and thus we simply need to consider the tangent
vector E˙ ∈ H1(End(E)) at 0 to the family Et. Recall from Section 4.2 that
we have decompositions E ′ =
⊕
F ′k and E
′′ =
⊕
F ′′k into eigenspaces of ψ.
Clearly we have
F ′1 = V
′ , F ′2 =W
′ ,
F ′′1 =W
′′ , F ′′2 = V
′′ .
35
Let λ′V and λ
′
W be the weights of the action of ψ on V
′ and W ′ respectively,
and analogously for E ′′. We then have that
λ′W = λ
′
V + 1 , λ
′′
V = λ
′′
W + 1 .
and, since tr(ψ)′ = tr(ψ)′′ = 0,
λ′V p
′ + λ′W q
′ = 0 ,
λ′′V p
′′ + λ′′W q
′′ = 0 ,
where p′ = rk(V ′), q′ = rk(W ′), p′′ = rk(V ′′) and q′′ = rk(W ′′). From these
equations we conclude that
λ′W − λ′′W =
p′
p′ + q′
+
p′′
p′′ + q′′
> 0 , (4.18)
λ′′V − λ′V =
q′′
p′′ + q′′
+
q′
p′ + q′
> 0 . (4.19)
Hence the subspacesH1(Hom(W ′′,W ′)) andH1(Hom(V ′, V ′′)) ofH1(End(E))
have strictly positive weights and it will suffice for us to construct a family
(Et,Φt) as described above such that E˙ lies in the direct sum of these two
spaces and Φ˙ = 0. For this argument to be valid it is of course essential
for this direct sum to be non-zero; in fact it is proved in Lemma 4.14 be-
low that both H1(Hom(W ′′,W ′)) and H1(Hom(V ′, V ′′)) are non-vanishing.
In order to find such a family we adapt the construction of such a family
used in the proof of Proposition 4.3 of [19] (for SU(2, 2)-Higgs bundles): Let
η ∈ H1(Hom(V ′, V ′′)) and σ ∈ H1(Hom(W ′′,W )) be non-zero; we can then
define a deformation of (E,Φ) by using that η defines an extension
0 −→ V ′′ −→ V η −→ V ′ −→ 0 ,
while σ defines an extension
0 −→W ′ −→ W σ −→W ′′ −→ 0 .
Let E(η,σ) = V η ⊕W σ and define Φ(η,σ) by the compositions
b(η,σ) : W σ −→W ′′ b′′−→ V ′′ → V η ,
c(η,σ) : V η −→ V ′ c′−→W ′ −→W σ.
Note that (E0,Φ0) = (E,Φ) (the Higgs fields agree since b′ = c′′ = 0). Now
define the family (Et,Φt) = (E
(ηt,σt),Φ(ηt,σt)). It is then clear that E˙ = (η, σ).
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In order to see that Φ˙ = 0 we simply note that our definition of Φ(η,σ) did not
change the Higgs field but only the holomorphic structure on the bundles:
thus the reason why the Higgs field stays holomorphic with respect to the
deformed holomorphic structure is that β ′ = γ′′ = 0.
In order to conclude the proof we still need to show that (Et,Φt) is a
polystable Higgs bundle for each t. It is in fact easy to see that (Eη,σ,Φη,σ)
is stable: the essential point is that the destabilizing subbundles V ′ and W ′′
of (E,Φ) are not subbundles of the deformed Higgs bundle. We leave the
details to the reader.
Lemma 4.14. The cohomology groupsH1(Hom(V ′, V ′′)) andH1(Hom(W ′′,W ′))
are both non-vanishing.
Proof. Since γ′′ = 0, V ′′ is a Φ-invariant subbundle of E ′′ and therefore
µ(V ′′) < µ(E ′′) = µ(E ′). Using the Riemann–Roch formula we therefore
obtain
h0(Hom(V ′, V ′′)− h1(Hom(V ′, V ′′) = p′p′′(1− g + µ(V ′′)− µ(V ′))
< p′p′′(1− g + µ(E ′)− µ(V ′)).
Since rk(β ′) 6 p′ the inequality (3.22) of Corollary 3.20 shows that µ(E ′)−
µ(V ′) 6 g − 1 and we therefore deduce that
h0(Hom(V ′, V ′′)− h1(Hom(V ′, V ′′) < 0,
from which it follows that H1(Hom(V ′, V ′′) 6= 0. Similarly one sees that
H1(Hom(W ′′,W ′)) 6= 0.
In order to finish the proof of Theorem 4.5 we only need to show that any
reducible U(p, q)-Higgs bundle with β = 0 or γ = 0 is a local minimum of f .
Proposition 4.15. Let (E,Φ) be a reducible U(p, q)-Higgs bundle with β = 0
or γ = 0. Then (E,Φ) is a local minimum of f .
Proof. Recall from (4.10) that N (a, b) is the subspace of polystable U(p, q)-
Higgs bundles in M(a, b) with β = 0 or γ = 0. From Proposition 4.7 we
know that if a/p > b/q then β = 0 and f(N (a, b)) = q(µ(W )− µ(E)). Since
we know thatM(a, b)rN (a, b) does not contain any local minima of f and
that f has a global minimum onM(a, b) it follows that this global minimum
is exactly f(N (a, b)) and, therefore, f(N (a, b)) consists of local minima of
f . Of course a similar argument applies if a/p < b/q.
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Finally, if a/p = b/q then we know from Proposition 4.7 that Φ = 0 and
hence f(N (a, b)) = 0, showing that N (a, b) consists of (global) minima of
the positive function f .
4.6 Local minima and connectedness
Denote byMs(a, b) ⊆M(a, b) and N s(a, b) ⊆ N (a, b) the subspaces consist-
ing of stable U(p, q)-Higgs bundles, and denote by M¯s(a, b) and N¯ s(a, b) their
respective closures. In this section we explain how to obtain connectedness
results on Ms(a, b) and M¯s(a, b).
The invariants (a, b) will be fixed in the following and we shall occasionally
drop them from the notation and write M =M(a, b), etc.
Proposition 4.16. The closure of N s in M coincides with N¯ s and
N¯ s = M¯s ∩ N .
Proof. Clear.
Now consider the restriction of the Morse function to M¯s,
f : M¯s → R .
since M¯s is closed in M the restriction of f remains proper.
Proposition 4.17. The restriction of f to M¯s is proper and the subspace
of local minima of this function coincides with N¯ s.
Proof. Properness of the restriction follows from properness of f and the fact
that M¯s is closed in M.
We know that f is constant on N and that its value on this subspace is
the global minimum of f on M. Thus N¯ s is contained in the subspace of
local minima of f .
It remains to see that there are no other local minima of the restriction
of f to M¯s. We already know that the subspace of local minima on Ms is
N s. Now,Ms is open in M¯s so there cannot be any additional local minima
on M.
Thus all we we need to prove is that there are no local minima of f in
(M¯srMs)rN¯ s. So let (E,Φ) be a strictly poly-stable U(p, q)-Higgs bundle
representing a point in this space, then from Proposition 4.16 we see that
β 6= 0 and γ 6= 0. In the proof of Proposition 4.13 we constructed a family
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(Et,Φt) of U(p, q)-Higgs bundles such that (E,Φ) = (E0,Φ0) and (Et,Φt) is
stable for t 6= 0. Furthermore we showed that the restriction of f to this
family does not have a local minimum at (E0,Φ0). It follows that (E,Φ) is
not a local minimum of f on M¯s.
Proposition 4.18. (1) If N (a, b) is connected, then so is M(a, b).
(2) If N s(a, b) is connected, then so is M¯s(a, b).
Proof. (1) In view of Proposition 4.2, this follows from Theorem 4.5.
(2) If N s(a, b) is connected, then so is its closure N¯ s(a, b). But from
Proposition 4.17, N¯ s(a, b) is the subspace of local minima of the proper
positive map f : M¯s(a, b) → R. Hence the result follows from Proposi-
tion 4.1.
5 Stable triples
5.1 Definitions and basic facts
We briefly recall the relevant definitions for holomorphic triples as studied
in [6] and [15]; we refer to these papers for details. A holomorphic triple
on X , T = (E1, E2, φ) consists of two holomorphic vector bundles E1 and
E2 on X and a holomorphic map φ : E2 → E1. A homomorphism from
T ′ = (E ′1, E
′
2, φ
′) to T = (E1, E2, φ) is a commutative diagram
E ′2
φ′−−−→ E ′1y y
E2
φ−−−→ E1.
T ′ = (E ′1, E
′
2, φ
′) is a subtriple of T = (E1, E2, φ) if the homomorphisms of
sheaves E ′1 → E1 and E ′2 → E2 are injective. For any α ∈ R the α-degree
and α-slope of T are defined to be
degα(T ) = deg(E1) + deg(E2) + α rk(E2),
µα(T ) =
degα(T )
rk(E1) + rk(E2)
= µ(E1 ⊕ E2) + α rk(E2)
rk(E1) + rk(E2)
.
39
The triple T = (E1, E2, φ) is α-stable if
µα(T
′) < µα(T )
for any proper sub-triple T ′ = (E ′1, E
′
2, φ
′). Sometimes it is convenient to use
∆α(T
′) = µα(T
′)− µα(T ), (5.1)
in terms of which the α-stability of T is equivalent to ∆α(T
′) < 0 for any
proper sub-triple T ′. We define α-semistability by replacing the above strict
inequality with a weak inequality. A triple is called α-polystable if it is the
direct sum of α-stable triples of the same α-slope. Write n = (n1, n2) and
d = (d1, d2). We denote by
Nα = Nα(n,d) = Nα(n1, n2, d1, d2)
the moduli space of α-polystable triples T = (E1, E2, φ) with rk(Ei) = ni
and deg(Ei) = di for i = 1, 2. The subspace of α-stable triples is denoted
by N sα. We refer to (n,d) = (n1, n2, d1, d2) as the type of the triple. Like
in the Higgs bundle case, the stability condition for triples arises in relation
to some gauge-theoretic equations, known as the vortex equations. Namely,
given a triple T = (E1, E2, φ), one is looking for hermitian metrics H1 and
H2 on E1 and E2, respectively, such that
√−1ΛF (E1) + φφ∗ = τ1 IdE1,√−1ΛF (E2)− φ∗φ = τ2 IdE2,
(5.2)
where Λ is contraction by the Ka¨hler form of a metric on X normalized so
that vol(X) = 2π, F (Ei) is the curvature of the unique connection on Ei
compatible with hi and the holomorphic structure of Ei, and τ1 and τ2 are
real parameters satisfying d1 + d2 = n1τ1 + n2τ2. A solution to (5.2) exists
if and only if T is α-polystable for α = τ1 − τ2 ([6]). There are certain
necessary conditions in order for α-semistable triples to exist. Let µi = di/ni
for i = 1, 2. We define
αm =µ1 − µ2, (5.3)
αM =(1 +
n1 + n2
|n1 − n2|)(µ1 − µ2), n1 6= n2. (5.4)
One has the following ([6, 15]).
Proposition 5.1. The moduli space Nα(n1, n2, d1, d2) is a complex analytic
variety, which is projective when α is rational. A necessary condition for
Nα(n1, n2, d1, d2) to be non-empty is
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0 6 αm 6 α 6 αM if n1 6= n2,
0 6 αm 6 α if n1 = n2.
The moduli space of triples for α = αm is given by the following.
Proposition 5.2. A triple T = (E1, E2, φ) is αm-polystable if and only if
φ = 0 and E1 and E2 are polystable. We thus have
Nαm(n1, n2, d1, d2) ∼= M(n1, d1)×M(n2, d2).
Proof. Consider equations (5.2) on T . If α = αm then τ1 = µ1 and τ2 = µ2
and hence in order to have solutions of (5.2) we must have φ = 0. In this
case, (5.2) say that the hermitian metrics on E1 and E2 have constant central
curvature. But this is equivalent to the polystability of E1 and E2 by the
theorem of Narasimhan and Seshadri [28].
Remark 5.3. If αm = 0 and n1 6= n2 then αm = αM = 0 and the moduli
space of α stable triples is empty unless α = 0.
Given a triple T = (E1, E2, φ) one can define the dual triple T
∗ = (E∗2 , E
∗
1 , φ
∗),
where E∗i is the dual of Ei and φ
∗ is the transpose of φ. It is not diffi-
cult to prove ([6]) that the α-(semi)stability of T is equivalent to the α-
(semi)stability of T ∗. The map T 7→ T ∗ defines then an isomorphism
Nα(n1, n2, d1, d2) = Nα(n2, n1,−d2,−d1).
This can be used to restrict our study to n1 > n2 and appeal to duality to
deal with the other case. A triple T = (E1, E2, φ) is strictly α-semistable if
and only if it has a subtriple T ′ = (E ′1, E
′
2, φ
′) such that
µ(E ′1 ⊕ E ′2) + α
n′2
n′1 + n
′
2
= µ(E1 ⊕E2) + α n2
n1 + n2
. (5.5)
There are two ways in which this can happen: the first one is if there exists
a subtriple T ′ such that
n′2
n′1 + n
′
2
=
n2
n1 + n2
,
µ(E ′1 ⊕E ′2) = µ(E1 ⊕E2) .
In this case the terms containing α drop from (5.5) and T is strictly α-
semistable for all values of α. We refer to this phenomenon as α-independent
semistability. This cannot happen if GCD(n2, n1 + n2, d1 + d2) = 1. The
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other way in which strict α-semistability can happen is if equality holds in
(5.5) but
n′2
n′1 + n
′
2
6= n2
n1 + n2
. (5.6)
The values of α ∈ [αm,∞) for which this happens are called critical values.
For such an α there exists (n′1, n
′
2, d
′
1, d
′
2) such that
d′1 + d
′
2
n′1 + n
′
2
+ α
n′2
n′1 + n
′
2
=
d1 + d2
n1 + n2
+ α
n2
n1 + n2
.
In other words,
α =
(n1 + n2)(d
′
1 + d
′
2)− (n′1 + n′2)(d1 + d2)
n′1n2 − n1n′2
with n′i 6 ni, (n
′
1, n
′
2, d
′
1, d
′
2) 6= (n1, n2, d1, d2), (n′1, n′2) 6= (0, 0) and n′1n2 6=
n1n
′
2. We say that α is generic if it is not critical. We thus have the following
(cf. [6]).
Proposition 5.4. (1) There is only a discrete number of critical values of
α ∈ [αm,∞) for given (n1, n2, d1, d2).
(2) If n1 6= n2 the number of critical values is finite and lies in the interval
[αm, αM ].
(3) The stability criteria for two values of α lying between two consecutive
critical values are equivalent; thus the corresponding moduli spaces are
isomorphic.
(4) If α is generic and GCD(n2, n1 + n2, d1 + d2) = 1 then α-semistability
is equivalent to α-stability.
Let α+m = αm + ǫ, with ǫ such that the interval (αm, α
+
m] does not con-
tain any critical value (sometimes we refer to this value of α as small. The
following is important in the construction of the moduli space for small α.
Proposition 5.5 ([6]). If a triple T = (E1, E2, φ) is α
+
m-semistable triple,
E1 and E2 are semistable. In the converse direction, if E1 or E2 is stable
and the other is semistable, T = (E1, E2, φ) is α
+
m-stable.
Corollary 5.6. If GCD(n1, d1) = 1 and GCD(n2, d2) = 1, the moduli space
N s
α+m
(n1, n2, d1, d2) is isomorphic to the projectivization of a Picard sheaf over
M(n1, d1)×M(n2, d2).
42
Proof. Let E1 and E2 the universal bundles over X × M(n1, d1) and X ×
M(n2, d2), respectively. Consider the canonical projections π : X×M(n1, d1)×
M(n2, d2) → M(n1, d1) ×M(n2, d2); πˆ : X ×M(n1, d1) ×M(n2, d2) → X ;
π1 : X ×M(n1, d1)×M(n2, d2)→ X ×M(n1, d1); and π2 : X ×M(n1, d1)×
M(n2, d2)→ X ×M(n2, d2). From Proposition 5.5 we deduce that
N s
α+m
(n1, n2, d1, d2) = P(R
1π∗(π
∗
1E1 ⊗ π∗2E∗2 ⊗ πˆ∗K)∗).
It is important for us to have criteria to rule out strict α-semistability when
α is an integer.
Lemma 5.7. Let m be an integer such that GCD(n1+n2, d1+d2−mn1) = 1.
Then
(1) α = m is not a critical value,
(2) there are no α-independent semistable triples.
Proof. To prove (1), suppose that α = m is a critical value. There exist then
a triple T and a proper subtriple T ′ so that
(d′1 + d
′
2 +mn
′
2)(n1 + n2) = (d1 + d2 +mn2)(n
′
1 + n
′
2).
This means in particular that n1 + n2 divides (d1 + d2 +mn2)(n
′
1 + n
′
2) and
since n1+n2 > n
′
1+n
′
2 we must have that GCD(n1+n2, d1+ d2+mn2) > 1.
But, since d1+ d2+mn2 = d1+ d2 −mn1 +m(n1 + n2), we have GCD(n1 +
n2, d1+d2−mn1) > 1, in contradiction with the hypothesis. To prove (2), we
will show that GCD(n2, n1 + n2, d1 + d2) = 1, from which the result follows
by (4) in Proposition 5.4. Suppose that GCD(n2, n1+n2, d1+ d2) 6= 1. Then
there is (n′2, n
′, d′) such that
n′2
n′
1
+n′
2
= n2
n1+n2
and
d′1+d
′
2
n′
1
+n′
2
= d1+d2
n1+n2
. It follows
that
d′1 + d
′
2 −mn′1
n′1 + n
′
2
=
d1 + d2 −mn1
n1 + n2
,
and hence GCD(n1 + n2, d1 + d2 − mn1) 6= 1, in contradiction with the
hypothesis.
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5.2 Minima as triples
Let (E,Φ) be a U(p, q)-Higgs bundle with γ = 0. We can then define a
holomorphic triple T = (E1, E2, φ) by
E1 = V ⊗K
E2 = W,
φ = β;
and given a holomorphic triple we can define an associated U(p, q)-Higgs
bundle with γ = 0. Similarly, there is a bijective correspondence between
U(p, q)-Higgs bundles with β = 0 and holomorphic triples given by
E1 = W ⊗K,
E2 = V
φ = γ.
The link between the stability conditions for holomorphic triples and U(p, q)-
Higgs bundles is given by the following result.
Proposition 5.8. A U(p, q)-Higgs bundle (E,Φ) with β = 0 or γ = 0 is
(semi)stable if and only if the corresponding holomorphic triple T = (E1, E2, φ)
is α-(semi)stable for α = 2g − 2.
Proof. For definiteness we shall assume that γ = 0 (of course, the same
argument applies if β = 0). We then have E1 = V ⊗ K and E2 = W and,
hence,
deg(E1) = deg(V ) + p(2g − 2).
Since p = rk(E1) and q = rk(E2) it follows that
µα(T ) =
deg(V ) + deg(W ) + p(2g − 2) + αq
p+ q
= µ(E) +
p
p+ q
(2g − 2) + q
p+ q
α.
If we set α = 2g − 2 we therefore have
µα(T ) = µ(E) + 2g − 2. (5.7)
Clearly the correspondence between holomorphic triples and U(p, q)-Higgs
bundles gives a correspondence between sub-triples T ′ = (E ′1, E
′
2, φ
′) and
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Φ-invariant subbundles of E which respect the decomposition E = V ⊕W
(i.e., subbundles E ′ = V ′ ⊕W ′ with V ′ ⊆ V and W ′ ⊆ W ). It was shown in
Section 2.3 of [19] that (E,Φ) is (semi)stable if and only if the (semi)stability
condition holds for Φ-invariant subbundles which respect the decomposition
E = V ⊕W . On the other hand, it follows from (5.7) that
µ(E ′) < µ(E)
if and only if
µα(T
′) < µα(T )
(and similarly for semistability), thus concluding the proof.
Recall thatM(a, b) is the space of polystable U(p, q)-Higgs bundles with
deg(V ) = a and deg(W ) = b. We have the following important characteriza-
tion of the subspace of local minima of f on M(a, b).
Theorem 5.9. Let N (a, b) be the subspace of local minima of f on M(a, b).
(1) If a/p 6 b/q then
N (a, b) ∼= N2g−2(p, q, a+ p(2g − 2), b),
the moduli space of α-polystable triples with n1 = p, n2 = q, d1 =
a + p(2g − 2), d2 = b, and α = 2g − 2.
(2) If a/p > b/q then
N (a, b) ∼= N2g−2(q, p, b+ q(2g − 2), a),
the moduli space of α-polystable triples with n1 = q, n2 = p, d1 =
b+ q(2g − 2), d2 = a, and α = 2g − 2.
(3) If a/p = b/q then
N (a, b) ∼= M(p, a)×M(q, b),
where M(p, a) is the moduli space of polystable bundles of rank p and
degree a, and M(q, b) is the moduli space of polystable bundles of rank
q and degree b.
Proof. It is obtained by combining Theorem 4.5, Proposition 4.7, Proposi-
tion 5.8 and Corollary 4.8.
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Remark 5.10. If a/p = b/q then 2g − 2 is equal to the extreme value, αm,
for triples of type (p, q, a+ p(2g − 2), b) and also for triples of type (q, p, b+
q(2g − 2), a). Thus by Proposition 5.2 the descriptions of N (a, b) in (1) and
(2) of Theorem 5.9 coincide with each other and agree with that in (3).
Theorem 5.11. (1) Let a/p 6 b/q.
– If N2g−2(p, q, a + p(2g − 2), b) is connected then M(a, b) is con-
nected.
– If N s2g−2(p, q, a + p(2g − 2), b) is connected then M¯s(a, b) is con-
nected.
(2) Let a/p > b/q.
– If N2g−2(q, p, b + q(2g − 2), a) is connected then M(a, b) is con-
nected.
– If N s2g−2(q, p, b + q(2g − 2), a) is connected then M¯s(a, b) is con-
nected.
(3) If a/p = b/q then M(a, b) and M¯s(a, b) are connected.
Proof. It follows from Proposition 4.18 and Theorem 5.9. For (3) we also use
that the moduli spaces of semistable bundles M(p, a) and M(q, b) are con-
nected, and that the moduli spaces of stable bundles Ms(p, a) and Ms(q, b)
are connected (in fact these moduli spaces are irreducible.)
In view of Theorem 5.9, it is important to understand where 2g − 2 lies
in the range (given by Proposition 5.1) for the stability parameter α.
Proposition 5.12. Let (n1, n2, d1, d2) be the type of the triples arising from
N (a, b), as in Theorem 5.9. Let τ be the Toledo invariant as in (3.24).
(1) 2g − 2 > αm, with equality if and only if τ = 0.
(2) If p 6= q then the Milnor–Wood inequality |τ | 6 min{p, q}(2g − 2) is
equivalent to the condition 2g−2 6 αM . Moreover, 2g−2 = αM if and
only if |τ | = min{p, q}(2g − 2).
(3) If p = q, then the Milnor–Wood inequality is equivalent to the condition
αm > 0. Moreover αm = 0 if and only if |τ | = p(2g − 2).
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Proof. Let (E,Φ) ∈ N (a, b). We assume that a/p > b/q, i.e. τ > 0 (the
case a/p 6 b/q is analogous). Then µ1 = b/q + 2g − 2, µ2 = a/p, and hence
αm = µ1 − µ2 = b/q − a/p+ 2g − 2. We thus have αm 6 2g − 2. Hence, the
Toledo invariant (3.24) is
τ =
2pq
p+ q
(
a
p
− b
q
) =
2pq
p+ q
(2g − 2− αm), (5.8)
from which we see that αm 6 2g−2 is equivalent to τ > 0 and, in particular,
αm = 2g − 2 if and only if τ = 0. This proves (1). From (5.8) we see that
αm > 0 is equivalent to
τ 6
2pq
p+ q
(2g − 2). (5.9)
If p = q then (5.9) is equivalent to τ 6 p(2g− 2), which is the Milnor–Wood
inequality, proving (2). If p 6= q, then (5.9) is weaker than the Milnor–Wood
inequality. But in this case αM is an upper bound for α and in order to have
existence we must assume
2g − 2 6 αM . (5.10)
Suppose that p > q (the case p < q is analogous), then αM =
2p
p−q
αm and
hence (5.8) can be written as
τ =
2pq
p+ q
(2g − 2− p− q
2p
αM). (5.11)
Hence, from (5.11) we see that (5.10) is equivalent to τ 6 q(2g − 2), and in
particular we have 2g−2 = αM if and only if τ = q(2g−2). Which conludes
the proof of (3).
Remark 5.13. The above proposition gives another explanation for the Milnor–
Wood inequality in Corollary 3.21. Using the fact that the non-emptiness of
M(a, b) is equivalent to the non-emptiness of eitherN2g−2(p, q, a+p(2g−2), b)
or N2g−2(q, p, b + q(2g − 2), a), we see that the Milnor–Wood inequality
is equivalent to the condition that 2g − 2 lies within the range where α-
polystable triples of the given kind exist. From this, we see that in order to
study N (a, b) for different values of the Toledo invariant, we have to study
the moduli space of triples for α that may be lying anywhere in the α-range,
including in the extreme values αm and αM .
The rest of the paper is devoted to this question. The strategy we adopt
is the following: When p 6= q, and assuming that 2g−2 is not an extreme, we
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give a explicit birational description of what we call the large moduli space.
This is the moduli space for α−M = αM − ǫ, for ǫ > 0 small enough so that
there is no any critical value in [α−M , αM). Once we have identified this, we
need to study the changes that happen when we cross a critical value. We
do this with all the critical values until we get to α = 2g − 2. When p = q
there is no upper bound for α but it turns out that the moduli space remains
unchanged after a certain value of α (Sec. 9.3). We can thus apply the same
principle as before taking this as the large moduli space.
5.3 Extensions and deformations of triples
Let T ′ = (E ′1, E
′
2, φ
′) and T ′′ = (E ′′1 , E
′′
2 , φ
′′) be two triples and, as usual, let
(n′,d′) = (n′1, n
′
2, d
′
1, d
′
2),
(n′′,d′′) = (n′′1, n
′′
2, d
′′
1, d
′′
2),
where n′i = deg(E
′
i), n
′′
i = deg(E
′′
i ), d
′
i = deg(E
′
i) and d
′′
i = deg(E
′′
i ). Let
Hom(T ′′, T ′) denote the linear space of homomorphisms from T ′′ to T ′, and
let Ext1(T ′′, T ′) denotes the linear space of extensions of the form
0 −→ T ′ −→ T −→ T ′′ −→ 0.
In order to analyse Ext1(T ′′, T ′) one considers the complex of sheaves
C•(T ′′, T ′) : E ′′1
∗ ⊗ E ′1 ⊕ E ′′2 ∗ ⊗ E ′2 c−→ E ′′2 ∗ ⊗ E ′1, (5.12)
where the map c is defined by
c(ψ1, ψ2) = φ
′ψ2 − ψ1φ′′.
Proposition 5.14. There are natural isomorphisms
Hom(T ′′, T ′) ∼= H0(C•(T ′′, T ′)),
Ext1(T ′′, T ′) ∼= H1(C•(T ′′, T ′)),
and a long exact sequence associated to the complex C•(T ′′, T ′):
0 −→ H0(C•(T ′′, T ′)) −→ H0(E ′′1 ∗ ⊗ E ′1 ⊕E ′′2 ∗ ⊗ E ′2) −→ H0(E ′′2 ∗ ⊗ E ′1)
−→ H1(C•(T ′′, T ′)) −→ H1(E ′′1 ∗ ⊗ E ′1 ⊕E ′′2 ∗ ⊗ E ′2) −→ H1(E ′′2 ∗ ⊗ E ′1)
−→ H2(C•(T ′′, T ′)) −→ 0.
(5.13)
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Proof. A proof can be given by using cocycle representatives of the hyper-
cohomology classes, in a manner similar to what is done in the study of
deformations ([5]). In fact the result is a special case of a much more general
result proved in [20].
We introduce the following notation:
hi(T ′′, T ′) = dimHi(C•(T ′′, T ′)),
χ(T ′′, T ′) = h0(T ′′, T ′)− h1(T ′′, T ′) + h2(T ′′, T ′).
Proposition 5.15. For any holomorphic triples T ′ and T ′′ we have
χ(T ′′, T ′) = χ(E ′′1
∗ ⊗ E ′1) + χ(E ′′2 ∗ ⊗ E ′2)− χ(E ′′2 ∗ ⊗E ′1)
= (1− g)(n′′1n′1 + n′′2n′2 − n′′2n′1)
+ n′′1d
′
1 − n′1d′′1 + n′′2d′2 − n′2d′′2 − n′′2d′1 + n′1d′′2.
Proof. Immediate from the long exact sequence (5.13) and the Riemann–
Roch formula.
Corollary 5.16. For any extension 0→ T ′ → T → T ′′ → 0 of triples,
χ(T, T ) = χ(T ′, T ′) + χ(T ′′, T ′′) + χ(T ′′, T ′) + χ(T ′, T ′′).
Remark 5.17. Proposition 5.15 shows that χ(T ′′, T ′) depends only on the
topological invariants (n′,d′) and (n′′,d′′) of T ′ and T ′′. Whenever convenient
we shall therefore use the notation
χ(n′′,d′′,n′,d′) = χ(T ′′, T ′).
The following vanishing results for H0 and H2 play a central role in our
problem.
Proposition 5.18. Suppose that T ′ and T ′′ are α-semistable.
1. If µα(T
′) < µα(T
′′) then H0(C•(T ′′, T ′)) ∼= 0
2. If µα(T
′) = µα(T
′′) and T ′′ is α-stable, then
H0(C•(T ′′, T ′)) ∼=
{
C if T ′ ∼= T ′′
0 if T ′ 6∼= T ′′.
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Proof. By Proposition 5.14 we can identify H0(C•(T ′′, T ′)) with Hom(T ′′, T ′).
The statements (1) and (2) are thus the direct analogs for triples of the same
results for semistable bundles. The proof is identical. Suppose that we can
find a h : T ′′ → T ′ is a non-trivial homorphism of triples h : T ′′ → T ′. If
T ′ = (E ′1, E
′
2,Φ
′) and T ′′ = (E ′′1 , E
′′
2 ,Φ
′′) then h is given by a pair of bundle
maps ui : E
′′
i → E ′′i for i = 1, 2 such that Φ′ ◦ u2 = u1 ◦ Φ′′. We can thus
define subtriples of T ′′ and T ′ respectively by TN = (ker(u1), ker(u2),Φ
′′) and
TI = (im(u1), im(u2),Φ
′), where in TI , it is in general necessary to take the
saturations of the image im(u1) and im(u2). By the semistability conditions,
we get
µα(TN) 6 µα(T
′′) 6 µα(TI) 6 µα(T
′) .
The conclusions follow directly from this.
Proposition 5.19. Suppose that triples T ′ and T ′′ are α-semistable with
µα(T
′) = µα(T
′′). Then
1. H2(C•(T ′′, T ′)) = 0 whenever α > 2g − 2.
2. If one of T ′, T ′′ is α+ ǫ-stable for some ǫ > 0, then H2(C•(T ′′, T ′)) = 0
whenever α > 2g − 2.
Proof. From (5.13) it is clear that the vanishing of H2(C•(T ′′, T ′)) is equiv-
alent to the surjectivity of the map
H1(E ′′1
∗ ⊗E ′1 ⊕ E ′′2 ∗ ⊗ E ′2) −→ H1(E ′′2 ∗ ⊗ E ′1) .
By Serre duality this is equivalent to the injectivity of the map
H0(E ′1
∗ ⊗E ′′2 ⊗K) P−→ H0(E ′1∗ ⊗ E ′′1 ⊗K)⊕H0(E ′2∗ ⊗ E ′′2 ⊗K)
ψ 7−→ ((φ′′ ⊗ Id) ◦ ψ, ψ ◦ φ′).
(5.14)
Proof of (1): Suppose that P is not injective. Then there is a non-trivial
homomorphism ψ : E ′1 → E ′′2 ⊗ K in kerP . Let I = imψ and N = kerψ.
Since (φ′′⊗ IdK)◦ψ = 0, I ⊂ kerφ′′ and hence T ′′I = (0, I⊗K∗, 0) is a proper
subtriple of T ′′. Similarly, the fact that ψ ◦ φ′ = 0 implies that imφ′ ⊂ N
and thus T ′N = (kerψ,E
′
2, φ
′) is a proper subtriple of T ′. Let k = rk(N) and
l = deg(N). Then, from the exact sequence
0 −→ N −→ E ′1 −→ I −→ 0.
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we see that rk(I) = n′1 − k and deg(I) = d′1 − l. Hence
µα(T
′
N) =
l + d′2
k + n′2
+ α
n′2
k + n′2
,
µα(T
′′
I ) =
d′1 − l
n′1 − k
+ 2− 2g + α.
Adding these two expressions, and clearing denominators we see that
d′1 + d
′
2 + (n
′
1 − k)(2− 2g) + α(n′1 + n′2 − k) = (k + n′2)µα(T ′N) + (n′1 − k)µα(T ′′I ).
But µα(T
′
N ) 6 µα(T
′), µα(T
′′
I ) 6 µα(T
′′) and µα(T
′) = µα(T
′′). From this we
obtain that
d′1 + d
′
2 + (n
′
1 − k)(2− 2g) + α(n′1 + n′2 − k) 6 d′1 + d′2 + αn′2 , (5.15)
and hence
α(n′1 − k) 6 (n′1 − k)(2g − 2) .
Since n′1 − k > 0 we get that α 6 2g − 2. Hence P must be injective if the
hypotheses of the part (1) of the proposition are satisfied.
Proof of (2): Suppose that T ′′ is α+ ǫ-stable for some ǫ > 0. It follows that
µα+ǫ(T
′′
I ) < µα+ǫ(T
′′), i.e
µα(T
′′
I )− µα(T ′′) < ǫ(
n′′2
n′′1 + n
′′
2
− 1) 6 0 .
Thus, following exactly the same argument as in the proof of (1), we get a
strict inequality in (5.15). We conclude that that if P is not injective then
α < 2g − 2, i.e. if α > 2g − 2 then P must be injective. If T ′ is α + ǫ-stable
for some ǫ > 0 then we get that
µα(T
′
N)− µα(T ′) < ǫ(
n′2
n′1 + n
′
2
− n
′
2
k + n′2
) 6 0 .
The rest of the argument is the same as in the case that T ′′ is α+ǫ-stable.
Corollary 5.20. Let T ′ and T ′′ be two holomorphic triples.
(1) dimExt1(T ′′, T ′) = h0(T ′′, T ′) + h2(T ′′, T ′)− χ(T ′′, T ′).
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(2) If T ′ and T ′′ are α-semistable, µα(T
′) = µα(T
′′), and α > 2g − 2, then
dimExt1(T ′′, T ′) = h0(T ′′, T ′)− χ(T ′′, T ′).
The same holds for α > 2g − 2 if in addition T ′ or T ′′ is α + ǫ-stable
for some ǫ > 0.
Since the space of infinitesimal deformations of T is isomorphic toH1(C•(T, T )),
these considerations also apply to studying deformations of a holomorphic
triple T . To be precise, one has the following.
Theorem 5.21. Let T = (E1, E2, φ) be an α-stable triple of type (n1, n2, d1, d2).
(1) The Zariski tangent space at the point defined by T is isomorphic to
H1(C•(T, T )).
(2) If H2(C•(T, T )) = 0, then the moduli space of α-stable triples is smooth
in a neighbourhood of the point defined by T .
(3) H2(C•(T, T )) = 0 if and only if the homomorphism
H1(E∗1 ⊗E1 ⊕ E∗2 ⊗ E2) −→ H1(E∗2 ⊗ E1)
in the corresponding long exact sequence is surjective.
(4) At a smooth point T ∈ N sα(n1, n2, d1, d2) the dimension of the moduli
space of α-stable triples is
dimN sα(n1, n2, d1, d2) = h1(T, T ) = 1− χ(T, T )
= (g − 1)(n21 + n22 − n1n2)− n1d2 + n2d1 + 1.
(5.16)
(5) If φ is injective or surjective then T = (E1, E2, φ) defines a smooth
point in the moduli space.
(6) If α > 2g − 2, then T defines a smooth point in the moduli space, and
hence N sα(n1, n2, d1, d2) is smooth.
Proof. Statements (1) and (2) are proved in [6] (see also [5]). (3) follows
from the long exact sequence (5.13) with T = T ′ = T ′′. (4) follows from (1),
(2) and Propositions 5.15 and 5.20. (5) is proved in [6, Prop. 6.3]. (6) is a
consequence of Proposition 5.19.
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6 Crossing critical values
In this section we study the differences between the stable loci N sα(n,d) in
the moduli spaces Nα(n,d), for fixed values of n = (n1, n2) and d = (d1, d2)
but different values of α. Since in this section n and d are fixed, we use the
abbreviated notation
N sα = N sα(n,d) and Nα = Nα(n,d) .
Our main result is that for all α > 2g−2 any differences between the N sα are
confined to subvarieties of positive codimension. In particular, the number of
components and the irreducibility properties of the spaces N sα are the same
for all α satisfying α > 2g−2 and αm < α < αM 3. If the coprimality condition
GCD(n2, n1 + n2, d1 + d2) = 1 is satisfied, then N sα = Nα at all non-critical
vales of α, so the results apply to Nα for all non-critical α > 2g − 2.
We begin with a set theoretic description of the differences between two
spaces N sα1 and N sα2 when α1 and α2 are separated by a critical value (as
defined in section 5.1). For the rest of this section we adopt the following
notation: Let αc be a critical value such that
αm < αc < αM . (6.1)
Set
α+c = αc + ǫ , α
−
c = αc − ǫ , (6.2)
where ǫ > 0 is small enough so that αc is the only critical value in the interval
(α−c , α
+
c ).
6.1 Flip Loci
Definition 6.1. Let αc ∈ (αm, αM) be a critical value for triples of type
(n,d). We define flip loci Sα±c ⊂ N sα±c by the conditions that the points inSα+c represent triples which are α+c -stable but α−c -unstable, while the points
in Sα−c represent triples which are α−c -stable but α+c -unstable.
Remark 6.2. The definition of Sα+c can be extended to the extreme case αc =
αm. However, since all α
+
m-stable triples must be α
−
m-unstable, we see that
Sα+m = N sα+m . Similarly, when n1 6= n2 we get Sα−M = N
s
α−
M
. The only
interesting cases are thus those those for which αm < αc < αM .
3When n1 6= n2 the bounds αm and αM are as in (5.3) and (5.3). When n1 = n2 we
adpot the convention that αM =∞
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Lemma 6.3. In the above notation:
N s
α+c
− Sα+c = N sαc = N sα−c − Sα−c . (6.3)
Proof. By definition we can identify N s
α+c
− Sα+c = N sα−c − Sα−c .
Suppose now that t is a point in N s
α+c
−Sα+c = N sα−c −Sα−c , but that t is not
in N sαc . Let T be a triple representing t. Then T has a subtriple T ′ ⊆ T for
which µαc(T
′) > µαc(T ), and also µα±c (T
′) < µα±c (T ). This is not possible,
and hence t ∈ N sαc .
Finally, suppose that t ∈ N sαc and let T be a triple representing t. Then
µαc(T
′) < µαc(T ) for all subtriples T
′ ⊂ T . But since the set of possible
values for µαc(T
′) is a discrete subset of R, we can find a δ > 0 such that
µαc(T
′)−µαc(T ) 6 −δ for all subtriples T ′ ⊂ T . Thus µα±c (T ′)−µα±c (T ) < 0.
That is, t is in N s
α±
, and hence N sα ⊆ N sα± − Sα± .
Our goal is to show that the flip loci Sα±c are contained in subvarieties of
positive codimension in N s
α±c
respectively.
Proposition 6.4. Let αc ∈ (αm, αM) be a critical value for triples of type
(n,d) = (n1, n2, d1, d2). Let T = (E1, E2, φ) be a triple of this type.
1. Suppose that T represents a point in Sα+c , i.e. suppose that T is α+c -
stable but α−c -unstable. Then T has a description as the middle term
in an extension
0→ T ′ → T → T ′′ → 0 (6.4)
in which
(a) T ′ and T ′′ are both α+c -stable, with µα+c (T
′) < µα+c (T ),
(b) T ′ and T ′′ are both αc-semistable with µαc(T
′) = µαc(T ),
(c)
n′2
n′
1
+n′
2
is a maximum among all proper subtriples T ′ ⊂ T which
satisfy (b),
(d) n′1 + n
′
2 is a minimum among all subtriples which satisfy (c).
2. Similarly, if T represents a point in Sα−c , i.e. if T is α−c -stable but α+c -
unstable, then T has a description as the middle term in an extension
(6.4) in which
(a) T ′ and T ′′ are both α−c -stable with µα−c (T
′) < µα−c (T ),
(b) T ′ and T ′′ are both αc-semistable with µαc(T
′) = µαc(T ),
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(c)
n′
2
n′
1
+n′
2
is a minimum among all proper subtriples T ′ ⊂ T which
satisfy (b),
(d) n′1 + n
′
2 is a minimum among all subtriples which satisfy (c).
Proof. In both cases (i.e. (1) and (2)), since its stability property changes
at αc, the triple T must be strictly αc-semistable, i.e. it must have a proper
subtriple T ′ with µαc(T
′) = µαc(T ). We can thus consider the (non-empty)
set
F1 = {T ′ ( T | µαc(T ′) = µαc(T ) }.
(Proof of (1)) Suppose first that T is α+c -stable but α
−
c -unstable. We observe
that if T ′ ∈ F1, then n
′
2
n′
1
+n′
2
< n2
n1+n2
, since otherwise T could not be α+c -stable.
But the allowed values for
n′
2
n′
1
+n′
2
are limited by the constraints 0 6 n′1 6 n1,
0 6 n′2 6 n2 and n
′
1 + n
′
2 6= 0. We can thus define
λ0 = max
{
n′2
n′1 + n
′
2
∣∣∣∣ T ′ ∈ F1 }
and set
F2 =
{
T1 ⊂ F1
∣∣∣∣ n′2n′1 + n′2 = λ0
}
.
Now let T ′ be any triple in F2. Since T ′ has maximal αc-slope, we can
assume that T ′′ = T/T ′ is a locally free triple, i.e. if T ′′ = (E ′′2 , E
′′
1 ,Φ) then
E ′′2 and E
′′
1 are both locally free. Furthermore, since T is αc-semistable and
µαc(T
′) = µαc(T ) = µαc(T
′′), it follows that both T ′ and T ′′ are αc-semistable
and of the same αc-slope. We now show that T
′′ is α+c -stable. Suppose not.
Then there is a proper subtriple T˜ ′′ ⊂ T ′′ with µα+c (T˜ ′′) > µα+c (T ′′). However,
since we can assume that α+c is not a critical value for triples of type (T˜
′′),
we must have
µα+c (T˜
′′) > µα+c (T
′′) .
Thus, since (T ′′) is αc-semistable, we must have
• µαc(T˜ ′′) 6 µαc(T ′′)
• n˜′′2
n˜′′
1
+n˜′′
2
>
n′′2
n′′
1
+n′′
2
If µαc(T˜
′′) < µαc(T
′′), say µαc(T˜
′′) = µαc(T
′′) − δ, then in order to have
µα+c (T˜
′′) > µα+c (T
′′) we must have
n˜′′2
n˜′′1 + n˜
′′
2
>
n′′2
n′′1 + n
′′
2
+
δ
ǫ
.
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Letting ǫ approach zero, we see that
n˜′′
2
n˜′′
1
+n˜′′
2
must be arbitrarily large. This
cannot be if 0 6 n˜′′1 6 n
′′
1 and 0 6 n˜
′′
2 6 n
′′
2 (and n˜
′′
1 + n˜
′′
2 > 0). We may thus
assume that µαc(T˜
′′) = µαc(T
′′). Consider now the subtriple T˜ ′ ⊂ T defined
by the pull-back diagram
0→ T ′ → T˜ ′ → T˜ ′′ → 0 .
This has µαc(T˜
′) = µαc(T
′′) = µαc(T ) and thus
n˜′2
n˜′1 + n˜
′
2
6 λ0 =
n′2
n′1 + n
′
2
.
It follows from this and the above extension that
n˜′′2
n˜′′1 + n˜
′′
2
6 λ0 =
n′2
n′1 + n
′
2
.
However, since µαc(T
′) = µαc(T ) but µα+c (T
′) < µα+c (T ), we have that
n′2
n′1 + n
′
2
<
n′′2
n′′1 + n
′′
2
.
Combining the previous two inequalities we get
n˜′′2
n˜′′1 + n˜
′′
2
<
n′′2
n′′1 + n
′′
2
which is a contradiction. Now take T ′ ∈ F2 with minimum rank (i.e. mini-
mum n′1+ n
′
2) in F2. We claim that T ′ is α+c -stable. If not, then as before it
has a proper subtriple T˜ ′ with
• µαc(T˜ ′) 6 µαc(T ′)
• n˜′2
n˜′
1
+n˜′
2
>
n′
2
n′
1
+n′
2
.
But then n˜′1 + n˜
′
2 < n
′
1 + n
′
2, which contradicts the minimality of n
′
1 + n
′
2.
Thus T ′ is α+c -stable. Moreover, since T is α
+
c -stable it follows that µα+c (T
′) <
µα+c (T ). Thus taking T
′ ∈ F2 with minimum rank, and T ′′ = T/T ′, we get a
description of T as an extension in which (a)-(d) are satisfied.
Proof of (2). If T is α−c -stable but α
+
c -unstable, then
n′
2
n′
1
+n′
2
> n2
n1+n2
for all
T ′ ∈ F1. The proof of (i) must thus be modified as follows. With
λ0 = min
{
n′2
n′1 + n
′
2
∣∣∣∣ T ′ ∈ F1 }
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we can define
F2 =
{
T ′ ⊂ F1
∣∣∣∣ n′2n′1 + n′2 = λ0
}
and select T ′ ∈ F2 such that T ′ has minimal rank in F2. It follows in a
similar fashion to that above that T has a description as
0→ T ′ → T → T ′′ → 0
in which all the requirements of the proposition are satisfied.
Remark 6.5. Unlike for Jordan-Holder filtrations for semistable objects, the
filtrations produced by the above proposition are always of length two, i.e.
always yield a description of the semistable object as an extension of stable
objects. This is achieved by exploiting the extra ‘degree of freedom’ provided
by the parameter αc. The true advantage of never having to consider exten-
sions of length greater than two is that it removes the need for inductive
procedures in the analysis of the flip loci.
Definition 6.6. Let αc ∈ (αm, αM) be a critical value for triples of type
(n,d). Let (n′,d′) = (n′1, n
′
2, d
′
1, d
′
2) and (n
′′,d′′) = (n′′1, n
′′
2, d
′′
1, d
′′
2) be such
that
(n,d) = (n′,d′) + (n′′,d′′) , (6.5)
(i.e. n1 = n
′
1 + n
′′
1, n2 = n
′
2 + n
′′
2, d1 = d
′
1 + d
′′
1, and d2 = d
′
2 + d
′′
2), and also
d′1 + d
′
2
n′1 + n
′
2
+ αc
n′2
n′1 + n
′
2
=
d′′1 + d
′′
2
n′′1 + n
′′
2
+ αc
n′′2
n′′1 + n
′′
2
. (6.6)
1. Define S˜α+c (n′′,d′′,n′,d′) to be the set of all isomorphism classes of
extensions
0 −→ T ′ −→ T −→ T ′′ −→ 0,
where T ′ and T ′′ are α+c -stable triples with topological invariants (n
′,d′)
and (n′′,d′′) respectively, and the isomorphism is on the triple T .
2. Define S˜0
α+c
(n′′,d′′,n′,d′) ⊂ S˜α+c (n′′,d′′,n′,d′) to be the set of all ex-
tensions for which moreover T is α+c -stable. In an analogous manner,
define S˜α−c (n′′,d′′,n′,d′) and S˜0α−c (n
′′,d′′,n′,d′) ⊂ S˜α+c (n′′,d′′,n′,d′).
3. Define
S˜α+c =
⋃
S˜α+c (n′′,d′′,n′,d′) , S˜0α+c =
⋃
S˜0
α+c
(n′′,d′′,n′,d′)
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where the union is over all (n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1, n
′′
2, d
′′
1, d
′′
2) such that
the above conditions apply, and also
n′
2
n′
1
+n′
2
<
n′′
2
n′′
1
+n′′
2
.
4. Similarly, define
S˜α−c =
⋃
S˜α−c (n′′,d′′,n′,d′) , S˜0α−c =
⋃
S˜0
α−c
(n′′,d′′,n′,d′)
where the union is over all (n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1, n
′′
2, d
′′
1, d
′′
2) such that
the above conditions apply, and also
n′
2
n′
1
+n′
2
>
n′′
2
n′′
1
+n′′
2
.
Remark 6.7. It can happen that S˜0
α−c
or S˜0
α−c
is empty. For instance there
may be no possible choices of (n′1, n
′
2, d
′
1, d
′
2) and (n
′′
1, n
′′
2, d
′′
1, d
′′
2) which satisfy
all the required conditions. In this case, the implication of the next lemma
is that one or both of the flip loci Sα±c is empty.
Lemma 6.8. There are maps, say v± : S˜0
α±c
−→ N s
α±c
, which map triples to
their equivalence classes. The images contain the flip loci Sα±c .
Proof. The existence of the maps is clear. The second statement, about the
images of the maps, follows by Proposition 6.4. Indeed, suppose that T
represents a point in Sα+c and that
0→ T ′ → T → T ′′ → 0
is an extension of the type described in proposition 6.4, with T ′ a triple of
type (n′,d′) and T ′′ a triple of type (n′′,d′′). Then (n′,d′) and (n′,d′) satisfy
conditions (6.5) and (6.6). Furthermore, since µα+c (T
′) < µα+c (T
′′), we must
have
n′2
n′
1
+n′
2
<
n′′2
n′′
1
+n′′
2
. Thus T is contained in v+(S˜0
α+c
). A similar argument
shows that Sα+c is contained in v−(S˜0α−c )
6.2 Codimension Estimates
Let αc ∈ (αm, αM) be a critical value for triples of type (n,d). Fix (n′,d′) =
(n′1, n
′
2, d
′
1, d
′
2) and (n
′′,d′′) = (n′′1, n
′′
2, d
′′
1, d
′′
2) as in Definition 6.6. For simplic-
ity we shall denote the moduli spaces of α±c -semistable triples of topological
type (n′,d′), respectively (n′′,d′′), by
N ′
α±c
= Nα±c (n′,d′) and N ′′α±c = Nα±c (n
′′,d′′).
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Proposition 6.9. If αc > 2g−2 then the space S˜α±c (n′′,d′′,n′,d′) is a locally
trivial fibration over N ′
α±c
×N ′′
α±c
, with projective fibers of dimension
−χ(n′′,d′′,n′,d′)− 1 .
In particular, S˜α±c (n′′,d′′,n′,d′) has dimension
1− χ(n′,d′,n′,d′)− χ(n′′,d′′,n′′,d′′)− χ(n′′,d′′,n′,d′) ,
where χ(n′,d′,n′,d′) etc. are as in section 5.3.
Proof. From the defining properties of S˜α±c (n′′,d′′,n′,d′) there is map
S˜α±c (n′′,d′′,n′,d′) −→ N ′α±c ×N
′′
α±c
(6.7)
which sends an extension
0→ T ′ → T → T ′′ → 0
to the pair ([T ′], [T ′′]), where [T ′] denotes the class represented by T ′ and
similarly for [T ′′]. We first examine the fibers of this map.
Notice that T ′ and T ′′ satisfy the hypothesis of Proposition 5.19 and
therefore of Corollary 5.20. Notice moreover that, since µα±c (T
′) < µα±c (T
′′),
it is not possible to have T ′ ∼= T ′′. Thus (cf. Corollary 5.20 and Proposition
5.18(2)) we get
dimP(Ext1(T ′′, T ′)) = dimExt1(T ′′, T ′)− 1
= −χ(T ′′, T ′)− 1
= −χ(n′′,d′′,n′,d′)− 1 , (6.8)
which is independent of T ′ and T ′′. It remains to establish that the fibration
(6.7) is locally trivial. If the coprime conditions GCD(n′1, n
′
2, d
′
1 + d
′
2) = 1 =
GCD(n′′1, n
′′
2, d
′′
1 + d
′′
2) hold then the moduli spaces N ′α±c and N
′′
α±c
are fine
moduli spaces (cf. [30]). That is, there are universal objects, say U ′ and
U ′′, defined over N ′
α±c
×X and N ′′
α±c
× X . These can be viewed as coherent
sheaves of algebras (cf. [2]), or more precisely as examples of the Q-bundles
considered in [20]. Pulling these back to N ′
α±c
×N ′′
α±c
×X we can construct
Hom(U ′′,U ′) (where we have abused notation for the sake of clarity). Taking
the projection from N ′
α±c
×N ′′
α±c
×X onto N ′
α±c
×N ′′
α±c
, we can then construct
the first direct image sheaf. By the results in [20], we can identify the fibers
as hypercohomology groups which, in this case, parameterize extensions of
triples. We thus obtain S˜α±c as the projectivization of the first direct image
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of Hom(U ′′,U ′). If the coprime conditions fail, then the universal objects do
not exist globally. However they still exist locally over (analytic) open sets
in the stable locus in the base N ′
α±c
×N ′′
α±c
. This is sufficient for our purpose
since by construction the image of the map in (6.7) lies in the stable locus.
The result now follows from (6.8) and formula (5.16) (in Theorem 5.21) as
applied to N ′
α±c
and N ′′
α±c
.
Corollary 6.10. If αc > 2g−2 then the loci Sα±c ⊂ N sα±c are locally contained
in subvarieties of codimension bounded below by
min{−χ(n′′,d′′,n′,d′)} ,
where the minimum is over all (n′,d′) and (n′′,d′′) which satisfy (6.5) and
(6.6) and also
n′
2
n′
1
+n′
2
<
n′′
2
n′′
1
+n′′
2
(in the case of Sα+c ) or
n′
2
n′
1
+n′
2
>
n′′
2
n′′
1
+n′′
2
(in the
case of Sα−c ). The same is true for Sα+c when αc = 2g − 2.
Proof. If αc > 2g − 2 then we can assume α±c > 2g − 2. Clearly also,
α+c > 2g − 2 when αc = 2g − 2. Thus by Theorem 5.21 the moduli spaces
N s
α±
are smooth and have dimension 1− χ(n1, n2, d1, d2). By Corollary 5.16
and Proposition 6.9 we get
dimN sα± = 1− χ(n′1, d′1, n′2, d′2)− χ(n′′1, d′′1, n′′2, d′′2)
− χ(n′1, d′1, n′′2, d′′2)− χ(n′′1, d′′1, n′2, d′2)
=dimS˜α±c (n′′,d′′,n′,d′)− χ(n′′1, d′′1, n′2, d′2).
In order to complete the estimate on the size of the flip loci we thus need
to estimate the expressions χ(T ′′, T ′) = χ(n′′,d′′,n′,d′). The basic idea is to
identify χ(T ′, T ′′) as a hypercohomology Euler characteristic for the complex
C•(T ′′, T ′) defined in 5.12 and to notice that the complex is itself a holomor-
phic triple. As such it ought to satisfy a stability condition induced from the
stability condition of T ′ and T ′′. The right way to obtain the stability con-
dition for C•(T ′′, T ′) should be via the Hitchin–Kobayashi correspondence,
in a way analogous to the case of vector bundles: to show that the tensor
product of two stable vector bundles is semistable, one constructs a flat uni-
tary connection on the tensor product from flat unitary connections on each
of the factors. In the case of holomorphic triples one considers solutions to
the so-called coupled vortex equations instead of flat connections. However,
it turns out that one cannot construct (at least in a simple way) a solution
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to the coupled vortex equations for C•(T ′′, T ′) from solutions on T ′ and T ′′.
Instead one needs to consider a so-called holomorphic chain. These objects
were studied in [1] and generalize holomorphic triples. Next we recall the
relevant results and definitions.
6.3 Holomorphic chains
A holomorphic chain is a diagram
C : Em φm−→ Em−1 φm−1−→ · · · φ1−→ E0,
where each Ei is a holomorphic bundle and φi : Ei → Ei−1 is a holomorphic
map. Let
µ(C) = µ(E0 ⊕ · · · ⊕ Em),
λi(C) = rk(Ei)∑m
i=0 rk(Ei)
, i = 0, . . . , m.
For α = (α1, . . . , αm) ∈ Rm, the α-slope of C is defined to be
µα(C) = µ(C) +
m∑
i=1
αiλi(C).
The notions of α-(semi)stability and α-polystability are then defined via
the standard α-slope condition on sub-chains. Note that holomorphic chains
generalize holomorphic triples: a holomorphic triple is a holomorphic chain of
length 2, and the stability notions coincide, taking α = (α). There are natu-
ral gauge theoretic equations for holomorphic chains, which we now describe.
Define τ = (τ0, . . . , τm) ∈ Rm+1 by
τi = µα(C)− αi, i = 0, . . . , m, (6.9)
where we make the convention α0 = 0. Then α can be recovered from τ by
αi = τ0 − τi, i = 0, . . . , m. (6.10)
The τ -vortex equations or chain vortex equations
√−1ΛF (Ei) + φi+1φ∗i+1 − φ∗iφi = τi IdEi, i = 0, . . . , m,
are equations for Hermitian metrics on E0, . . . , Em. Here F (Ei) is the cur-
vature of the Hermitian connection on Ei, Λ is contraction with the Ka¨hler
form and vol(X) = 2π. By convention φi = 0 for i 6= 1, . . . , m. With these
preliminaries we can now state the Hitchin–Kobayashi correspondence for
holomorphic chains.
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Theorem 6.11 ([1]). A holomorphic chain C is α-polystable if and only if
the τ -vortex equations have a solution, where α and τ are related by (6.9).
Remark 6.12. To be consistent with the previous notation for holomorphic
triples we use here a slightly different notation from that of [1]: in that
paper a parameter vector α˜ = (α˜0, α˜1, . . . , α˜m) is used; in these terms our α
is given by α = (α˜0 − α˜1, . . . , α˜0 − α˜m).
Consider the length 3 holomorphic chain
C˜•(T ′′, T ′) : E ′′1
∗ ⊗ E ′2 a2−→ E ′′1 ∗ ⊗ E ′1 ⊕ E ′′2 ∗ ⊗ E ′2 a1−→ E ′′2 ∗ ⊗E ′1, (6.11)
where
a2(ψ) = (φ
′ψ,−ψφ′′),
a1(ψ1, ψ2) = φ
′ψ2 − ψ1φ′′.
We shall sometimes write this chain briefly as
C˜•(T ′′, T ′) : C2
a2−→ C1 a1−→ C0.
Note that the last two terms of C˜•(T ′′, T ′) is just the complex C•(T ′′, T ′).
Note also that C˜•(T ′′, T ′) is not in general a complex. Our goal in this section
is to prove, using the Hitchin–Kobayashi correspondence for chains, that if
T ′ and T ′′ are α-polystable then C˜•(T ′′, T ′) is α-polystable for a suitable
choice of α.
Lemma 6.13. Let T ′ and T ′′ be holomorphic triples and suppose we have
solutions to the (τ ′1, τ
′
2)-vortex equations on T
′ and the (τ ′′1 , τ
′′
2 )-vortex equa-
tions on T ′′, such that τ ′1− τ ′′1 = τ ′2− τ ′′2 . Then the induced Hermitian metric
on C˜•(T ′′, T ′) satisfies the chain vortex equations
√−1ΛF (C0) + a1a1∗ = τ˜0 IdC0 , (6.12)√−1ΛF (C1) + a2a2∗ − a1∗a1 = τ˜1 IdC1 , (6.13)√−1ΛF (C2)− a2∗a2 = τ˜2 IdC2 . (6.14)
for τ = (τ˜0, τ˜1, τ˜2) given by
τ˜0 = τ
′
1 − τ ′′2 ,
τ˜1 = τ
′
1 − τ ′′1 = τ ′2 − τ ′′2 ,
τ˜2 = τ
′
2 − τ ′′1 .
62
Proof. We shall only show that the induced Hermitian metric satisfies (6.13),
since the proofs that it satisfies the two remaining equations are similar (but
simpler).
The coupled vortex equations for T ′ and T ′′ are
√−1ΛF (E ′1) + φ′φ′∗ = τ ′1 IdE′1,
√−1ΛF (E ′′1 ) + φ′′φ′′∗ = τ ′′1 IdE′′1 ,√−1ΛF (E ′2)− φ′∗φ′ = τ ′2 IdE′2,
√−1ΛF (E ′′2 )− φ′′∗φ′′ = τ ′′2 IdE′′2 .
We shall write the left hand side of (6.13) in terms of these known data of
the triples T ′ and T ′′. First, we note that
F (E ′i
∗
) = −F (E ′i)t, i = 1, 2,
and similarly for F (E ′′i
∗). Hence
F (C1) = F (E
′′
1
∗ ⊗ E ′1 ⊕E ′′2 ∗ ⊗E ′2)
=
(
F (E ′′1
∗
)⊗ Id+ Id⊗F (E ′1), F (E ′′2 ∗)⊗ Id+ Id⊗F (E ′2)
)
=
(−F (E ′′1 )t ⊗ Id+ Id⊗F (E ′1), −F (E ′′2 )t ⊗ Id+ Id⊗F (E ′2)). (6.15)
Next we calculate a∗1: note that for ξ⊗x ∈ C0 and (η1⊗ y1, η2⊗ y2) ∈ C1 we
have 〈
a∗1(ξ ⊗ x), (η1 ⊗ y1, η2 ⊗ y2)
〉
C1
=
〈
ξ ⊗ x, a1(η1 ⊗ y1, η2 ⊗ y2)
〉
C0
=
〈
ξ ⊗ x, −η1φ′′ ⊗ y1 + η2 ⊗ φ′(y2)
〉
C0
=
〈
ξ ⊗ x, −φ′′t(η1)⊗ y1 + η2 ⊗ φ′(y2)
〉
C0
=− 〈ξ, φ′′t(η1)〉E′′
2
∗
〈
x, y1
〉
E′
1
+
〈
ξ, η2
〉
E′′
2
∗
〈
x, φ′(y2)
〉
E′
1
=− 〈φ′′t∗(ξ), η1〉E′′
1
∗
〈
x, y1
〉
E′
1
+
〈
ξ, η2
〉
E′′
2
∗
〈
φ′
∗
(x), y2
〉
E′
2
=
〈
(−φ′′t∗(ξ)⊗ x, ξ ⊗ φ′∗(x)), (η1 ⊗ y1, η2 ⊗ y2)
〉
C1
.
Hence,
a∗1(ξ ⊗ x) =
(−φ′′t∗(ξ)⊗ x, ξ ⊗ φ′∗(x)). (6.16)
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Similarly, to calculate a∗2 consider ξ⊗x ∈ C2 and (η1⊗y1, η2⊗y2) ∈ C1, then〈
a∗2(η1 ⊗ y1, η2 ⊗ y2), ξ ⊗ x
〉
C2
=
〈
(η1 ⊗ y1, η2 ⊗ y2), a2(ξ ⊗ x)
〉
C1
=
〈
(η1 ⊗ y1, η2 ⊗ y2), (ξ ⊗ φ′(x),−ξφ′′ ⊗ x)
〉
C1
=
〈
η1 ⊗ y1, ξ ⊗ φ′(x)
〉
E′′
1
∗⊗E′
1
+
〈
η2 ⊗ y2,−φ′′t(ξ)⊗ x
〉
E′′
2
∗⊗E′
2
=
〈
η1 ⊗ φ′∗(y1), ξ ⊗ x
〉
E′′
1
∗⊗E′
2
+
〈−φ′′t∗(η2)⊗ y2, ξ ⊗ x〉E′′
1
∗⊗E′
2
.
Thus,
a∗2(η1 ⊗ y1, η2 ⊗ y2) = η1 ⊗ φ′∗(y1)− φ′′t∗(η2)⊗ y2. (6.17)
Using (6.17) and (6.16) we can now calculate for (η1 ⊗ y1, η2 ⊗ y2) ∈ C1:
a2a
∗
2(η1 ⊗ y1, η2 ⊗ y2)
=
(
η1⊗φ′φ′∗(y1)−φ′′t∗(η2)⊗φ′(y2), −φ′′t(η1)⊗φ′∗(y1)+φ′′tφ′′t∗(η2)⊗y2
)
,
(6.18)
and
a∗1a1(η1 ⊗ y1, η2 ⊗ y2)
=
(
φ′′
t∗
φ′′
t
(η1)⊗y1−φ′′t∗(η2)⊗φ′(y2), −φ′′t(η1)⊗φ′∗(y1)+η2⊗φ′∗φ′(y2)
)
.
(6.19)
Putting together (6.15), (6.18) and (6.19) we finally obtain(√−1ΛF (C1) + a2a2∗ − a1∗a1)(η1 ⊗ y1, η2 ⊗ y2)
=
(
η1 ⊗
(√−1ΛF (E ′1) + φ′φ′∗)(y1) + (−√−1ΛF (E ′′1 )t + φ′′t∗φ′′t)(η1)⊗ y1,
η2 ⊗
(√−1ΛF (E ′2)− φ′∗φ′)(y2)− (√−1ΛF (E ′′2 )t − φ′′tφ′′t∗)(η2)⊗ y2).
(6.20)
Notice that the unpleasant mixed term
(−φ′′t∗(η2)⊗φ′(y2),−φ′′t(η1)⊗φ′∗(y1))
appears both in a∗1a1 and a2a
∗
2 and therefore cancels. This would not have
been the case if we had considered the vortex equations on the triple C•(T ′′, T ′)
and is the reason why we must consider the chain C˜•(T ′′, T ′). Combining
(6.20) with the coupled vortex equations (or their transposes) for the triples
T ′ and T ′′ we get(√−1ΛF (C1) + a2a2∗ − a1∗a1)(η1 ⊗ y1, η2 ⊗ y2)
=
(
(τ ′1 − τ ′′1 )η1 ⊗ y1, (τ ′2 − τ ′′2 )η2 ⊗ y2
)
. (6.21)
Since τ ′1 − τ ′′1 = τ ′2 − τ ′′2 this concludes the proof.
64
Proposition 6.14. Let T ′ and T ′′ be α-polystable triples. Then the holo-
morphic chain C˜•(T ′′, T ′) is α-polystable for α = (α1, α2) = (α, 2α).
Proof. Since T ′ and T ′′ are α-polystable, it follows from the Hitchin–Koba-
yashi correspondence for triples that they support solutions to the (τ ′1, τ
′
2)-
and (τ ′1, τ
′
2)-vortex equations, respectively, where α = τ
′
1−τ ′2 = τ ′′1−τ ′′2 . Notice
that τ ′1 − τ ′′1 = τ ′2 − τ ′′2 . Thus Lemma 6.13 shows that C˜•(T ′′, T ′) supports
a solutions to the chain vortex equations for τ = (τ ′1 − τ ′′2 , τ ′1 − τ ′′1 , τ ′2 − τ ′′1 ).
Now the Hitchin–Kobayashi correspondence for chains (Theorem 6.11) and
(6.10) imply that C˜•(T ′′, T ′) is α-polystable for
α1 = τ
′
1 − τ ′′2 − τ ′2 + τ ′′2 = α,
α2 = τ
′
1 − τ ′′2 − τ ′2 + τ ′′1 = 2α.
The following Lemmas will be needed in the next section:
Lemma 6.15. Let T ′ = (E ′1, E
′
2, φ
′) and T ′′ = (E ′′1 , E
′′
2 , φ
′′) be triples for
which the chain C˜•(T ′′, T ′) is α = (α, 2α)-poly-stable. Let
C1 = E
′′
1
∗ ⊗E ′1 ⊕ E ′′2 ∗ ⊗E ′2,
C0 = E
′′
2
∗ ⊗E ′1,
and a1 : C1 → C0 be defined as in (6.11). Then the following inequalities
hold.
deg(ker(a1)) 6 rk(ker(a1))(µα(T
′)− µα(T ′′)), (6.22)
deg(im(a1)) 6
(
rk(C0)− rk(im(a1))
)
(µα(T
′′)− µα(T ′)− α) + deg(C0).
(6.23)
Proof. If rk(ker(a1)) = 0 then (6.22) is obvious. Assume therefore that
rk(ker(a1) > 0. Using ker(a1), we can then define a quotient of the chain
C˜•(T ′′, T ′) by
K : 0→ ker(a1)→ 0.
Thus, since µα(K) = µ(ker(a1)) + α, it follows that
µ(ker(a1)) + α 6 µα(C˜•(T
′′, T ′)) = µα(T
′)− µα(T ′′) + α.
We therefore have
µ(ker(a1)) 6 µα(T
′)− µα(T ′′),
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which is equivalent to (6.22). The second inequality, i.e. (6.23), is obvious if
rk(im(a1) = rk(C0). We thus assume rk(im(a1) < rk(C0). Using the cokernel
coker(a1) (or its saturation if it is not torsion free), we can define a sub-chain
of the chain C˜•(T ′′, T ′) by
Q : 0→ 0→ coker(a1).
By theα-poly-stability of C˜•(T ′′, T ′) we have µα(Q) > µα(C˜•(T ′′, T ′)). This,
together with the fact that
µ(coker(a1) 6
deg(C0)− deg(im(a1))
rk(C0)− rk(im(a1)) ,
leads directly to 6.23.
Lemma 6.16. Let
0 −→ T ′ −→ T −→ T ′′ −→ 0
be an extension of α-polystable triples, where T ′ and T ′′ are non-zero and
µα(T
′) = µα(T
′′) = µα(T ). Let αm and αM be the extreme α values for the
triple T , as defined in (5.3) and (5.4), with the convention that αM = ∞ if
n1 = n2 in T . Then the map
a1 : E
′′
1
∗ ⊗ E ′1 ⊕ E ′′2 ∗ ⊗ E ′2 → E ′′2 ∗ ⊗ E ′1
is not an isomorphism if αm < α < αM .
Proof. If a1 is an isomorphism then, applying Lemma 4.12 fibrewise, it follows
that one of the following alternatives must occur:
(a) E ′1 = E
′′
2 = 0 and φ
′ = φ′′ = 0.
(b) E ′′1 = 0, E
′
1, E
′
2, E
′′
2 6= 0 and φ′ : E ′2
∼=−→ E ′1.
(c) E ′2 = 0, E
′
1, E
′′
1 , E
′′
2 6= 0 and φ′′ : E ′′2
∼=−→ E ′′1 .
We shall consider each case in turn. Case (a). In this case T ′ = (0, E2, 0), T
′′ =
(E1, 0, 0), T = (E1, E2, 0), and the extension 0→ T ′ → T → T ′′ → 0 is triv-
ial. It follows from µα(T
′) = µα(T ) that α = µ(E1)−µ(E2) = αm. Case (b).
In this case we have n1 = n
′
1 and n2 = n
′
2 + n
′′
2 = n
′
1 + n
′′
2. Hence n2 > n1.
Furthermore, from µα(T
′) = µα(T ) we get µ(E1) +
α
2
= µ(E1 ⊕E2) + n2n1+n2 ,
i.e. α = 2n2
n2−n1
αm = αM . Case (c). In this case we have n2 = n
′′
2 and
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n1 = n
′
1+ n
′′
1 = n
′
1+ n
′′
2. Hence n1 > n2. Furthermore, from µα(T
′′) = µα(T )
we get α = 2n1
n1−n2
αm = αM . If n1 = n2 then case (a) is the only possibility,
so α = αm. If n1 6= n2, then (a) or exactly one of (b) and (c) are the only
possibilities, depending on whether n1 < n2 or n1 > n2. In both cases we see
that α = αm or α = αM .
6.4 Estimate of χ(n′′,d′′,n′,d′) and comparison of mod-
uli spaces
Let αc ∈ (αm, αM) be a critical value with αc > 2g − 2, and let α±c be as
in (6.2). Fix (n′,d′) = (n′1, n
′
2, d
′
1, d
′
2) and (n
′′,d′′) = (n′′1, n
′′
2, d
′′
1, d
′′
2) such
that equations (6.5) and (6.6) are satisfied, and such that
n′
2
n′
1
+n′
2
6= n′′2
n′′
1
+n′′
2
.
Let T ′ and T ′′ be triples of type (n′,d′) = (n′1, n
′
2, d
′
1, d
′
2) and (n
′′,d′′) =
(n′′1, n
′′
2, d
′′
1, d
′′
2) respectively. Suppose that T
′ and T ′′ satisfy:
• both are αc-semistable with µαc(T ′) = µαc(T ′′),
• if n′2
n′
1
+n′
2
<
n′′2
n′′
1
+n′′
2
then T ′ and T ′′ are both α+c -stable,
• if n′2
n′
1
+n′
2
>
n′′
2
n′′
1
+n′′
2
then T ′ and T ′′ are both α−c -stable.
It follows by Proposition 6.14 that the chain C˜•(T ′′, T ′) is (α+c , 2α
+
c )-polystable
(if
n′2
n′
1
+n′
2
<
n′′2
n′′
1
+n′′
2
) or it is (α−c , 2α
−
c )-polystable ( if
n′2
n′
1
+n′
2
<
n′′2
n′′
1
+n′′
2
).
Lemma 6.17. The chain C˜•(T ′′, T ′) is (αc, 2αc) polystable.
Proof. The critical values for the chain form a discrete set of points in the
(α1, α2) plane. We can thus pick ǫ > 0 so that, with α
±
c = αc ± ǫ, the
point (α±c , 2α
±
c ) is not a critical point. We can in fact assume that there
are no critical points in B◦ǫ (αc, 2αc), i.e. in the punctured ball of radius ǫ
centered at (αc, 2αc). Thus (α
±
c , 2α
±
c ) polystability is equivalent to (αc, 2αc)
polystability.
Proposition 6.18. Let T ′ = (E ′1, E
′
2, φ
′) and T ′′ = (E ′′1 , E
′′
2 , φ
′′) be triples as
above. In particular, suppose that both are αc-semstable and that µαc(T
′) =
µαc(T
′′). Then
χ(T ′′, T ′) 6 1− g < 0
if one of the following holds:
67
1. αc > 2g − 2 and T ′, T ′′ are both are α−c -stable,
2. αc > 2g − 2 and T ′, T ′′ are both are α+c -stable.
Proof. From the long exact sequence (5.13) and the Riemann-Roch formula
we obtain
χ(T ′′, T ′) = (1− g)(rk(C1)− rk(C0))+ deg(C1)− deg(C0). (6.24)
where C1 and C0 are as in (6.11). From Proposition 6.14, we know that
C˜•(T ′′, T ′) is (α+c , 2α
+
c )-poly-stable or (α
−
c , 2α
−
c )-poly-stable. By the Lemma
6.17 it follows that C˜•(T ′′, T ′) is also α = (αc, 2αc)-poly-stable. Thus Lemma
6.15 applies, and we can use the estimates (6.22) and (6.23). Together with
deg(C1) = deg(ker(a1)) + deg(im(a1)) , (6.25)
rk(C1) = rk(ker(a1)) + rk(im(a1)) , (6.26)
these yield
deg(C1) 6 (µαc(T
′)− µαc(T ′′))
(
rk(C1)− rk(C0)
)
− αc
(
rk(C0)− rk(im(a1))
)
+ deg(C0).
Using that µαc(T
′) = µαc(T
′′), we can then deduce that
deg(C1)− deg(C0) 6 −αc
(
rk(C0)− rk(im(a1))
)
.
Combining this with (6.24) we get
χ(T ′′, T ′) 6 (1− g)(rk(C1)− rk(C0))− αc(rk(C0)− rk(im(a1))) . (6.27)
If αc > 2g − 2 then we get
χ(T ′′, T ′) 6 (1− g)(rk(C0) + rk(C1)− 2 rk(im(a1))),
with equality if and only if αc = 2g − 2. Furthermore rk(a1) 6 rk(C0) and
rk(a1) 6 rk(C1), with equality in both if and only if a1 is an isomorphism.
Thus in all cases we get χ(T ′′, T ′) 6 0, with equality if and only if αc = 2g−2
and a1 is an isomorphism. But by Lemma 6.16 if αm < αc < αM then a1
cannot be an isomorphism. Thus in all cases we get rk(C0) + rk(C1) −
2 rk(im(a1) > 1) and hence χ(T
′′, T ′) 6 1− g.
Combining Proposition 6.18 with Corollary 6.10, we obtain
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Theorem 6.19. Let αc ∈ (αm, αM) be a critical value for triples of type
(n,d). If αc > 2g − 2 then the loci Sα±c ⊂ N sα±c are contained in subvarieties
of codimension at least g−1. In particular, they are contained in subvarieties
of strictly positive codimension if g > 2. If αc = 2g−2 then the same is true
for Sα+c .
Corollary 6.20. Let α1 and α2 be any two values in (αm, αM) such that
αm < α1 < α2 < αM and 2g − 2 6 α1. Then
• The moduli spaces N sα1 and N sα2 have the same number of connected
components, and
• The moduli space N sα1 is irreducible if and only if N sα2 is.
Proof. This follows immediately from Theorem 6.19 if α1 and α2 are non-
critical, and from Theorem 6.19 together with Lemma 6.3 if either of them
is critical.
7 Special values of α
Throughout this section we will assume that the triple (E1, E2, φ) has type
(n1, n2, d1, d2), with n1 > n2. The case n1 < n2 can be dealt with via
duality of triples. In this section we identify some critical values in the range
(αm, αM) and describe their significance for the structure of α-stable triples.
7.1 The kernel of φ and the parameter α
Definition 7.1. For each integer 0 6 j < n2 set
αj =
2n1n2
n2(n1 − n2) + (j + 1)(n1 + n2)(µ1 − µ2) . (7.1)
Proposition 7.2. Let T = (E1, E2, φ) be a triple in which n1 > n2. Let
N ⊂ E2 be the kernel of φ : E2 −→ E1. Suppose that T is α-semistable for
some α > αj. Then N has rank at most j. In particular, if T is α-semistable
for some α > α0 then N = 0, i.e. φ is injective.
Proof. Suppose that
rk(N) = k > 0 . (7.2)
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We consider the subtriples TN = (0, N, 0) and TI = (I, E2, φ), where I de-
notes the image sheaf im(φ). If N 6= 0, then the triple TN is a proper
subtriple, and so is TI since n1 > n2. The α-semistability condition applied
to TN yields
µN + α 6 µ+
αn2
n1 + n2
,
where µN denotes the slope of N and µ is the slope of E1⊕E2. Rearranging,
we get
αn1 6 (n1 + n2)(µ− µN) . (7.3)
The α-semistability condition applied to TI yields
µ(E2 ⊕ I) + α n2
i+ n2
6 µ+ α
n2
n1 + n2
, (7.4)
where i = rk(I). Furthermore, from the exact sequence
0 −→ N −→ E2 → I −→ 0 , (7.5)
we get
k + i = n2 , (7.6)
kµN + iµI = n2µ2 . (7.7)
Using (7.7) we can write
µ(E2 ⊕ I) = 2n2µ2 − kµN
2n2 − k (7.8)
and hence (7.4) yields
−k(n1 + n2)µN 6 (n1 + n2)((2n2 − k)µ− 2n2µ2) + αn2(n2 − k − n1) .
(7.9)
Combining k times (7.3) and (7.9) yields
α 6
2n2(n1 + n2)
n2(n1 − n2) + k(n1 + n2)(µ− µ2)
=
2n1n2
n2(n1 − n2) + k(n1 + n2)(µ1 − µ2). (7.10)
We have thus shown that if rk(N) = k and the triple is α-stable, then
α 6 αk−1
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where αk−1 is given by (7.1) with j = k − 1. Equivalently, if the triple is
α-semistable for some α > αk−1, then rk(N) 6= k. But
αk−1 > αk > · · · > αn2−1 .
We can thus conclude that if the triple is α-semistable with α > αk−1, then
the rank of N is strictly less than k. In particular, if α > α0, where
α0 =
2n1n2
n2(n1 − n2) + (n1 + n2)(µ1 − µ2), (7.11)
then T is injective.
We thus have the following.
Corollary 7.3. Let α > α0, where α0 is given by (7.11).
(1) An α-semistable triple (E1, E2, φ) defines a sequence of the form
0 −→ E2 φ−→ E1 −→ F ⊕ S −→ 0 , (7.12)
where F is locally free and S is a torsion sheaf.
(2) If n1 = n2 then an α-semistable triple (E1, E2, φ) defines a sequence of
the form
0 −→ E2 φ−→ E1 −→ S −→ 0, (7.13)
where S is a torsion sheaf of degree d1 − d2.
Lemma 7.4. Let α0 be given by (7.11).
(1) If n1 > n2 then
α0 =
n2(n1 − n2)
n2(n1 − n2) + n1 + n2αM =
2n1n2
n2(n1 − n2) + n1 + n2αm, (7.14)
where αm and αM are given by (5.3) and (5.4), respectively.
(2) If n1 = n2 = n then
α0 = nαm = n(µ1 − µ2) = d1 − d2. (7.15)
(3) If n1 > n2 then α0 > αm, with equality if and only if αm = 0 or n2 = 1.
Proof. Parts (1) and (2) are immediate. Using (1) we compute
α0 − αm = n1 + n2
n2(n1 − n2) + n1 + n2 (n2 − 1)αm ,
from which (3) follows.
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7.2 The cokernel of φ and the parameter α
In this section we will assume that n1 > n2. The range for α is then [αm, αM ],
where αm and αM are given by (5.3) and (5.3). Let us define
αt := αM − n1 + n2
n2(n1 − n2) . (7.16)
Proposition 7.5. Suppose that a triple T = (E1, E2, φ) of the form (7.12)
with n1 > n2 is α-semistable for some α > αm. Then
s 6
n2(n1 − n2)
(n1 + n2)
(αM − α) ,
where s is the degree of S. In particular, if α > αt, then S = 0.
Proof. If T = (E1, E2, φ) is of the form in (7.12), with S 6= 0, then we can
find a proper subtriple T ′ = (E ′1, E2, φ) of the form
0 −→ E2 φ−→ E ′1 −→ S −→ 0 , (7.17)
Indeed, E ′1 is the kernel of the sheaf map E1 −→ F ⊕ S −→ S. Notice that
n′1 = n2 and d
′
1 = d2 + s, where n
′
1 , d
′
1 denote the rank and degree of E
′
1,
etc. We compute
∆α(T
′) =
n1
n1 + n2
(µ2 − µ1) + α
2
(
n1 − n2
n1 + n2
)
+
s
2n2
. (7.18)
But
n1
n1 + n2
(µ1 − µ2) = αM
2
(
n1 − n2
n1 + n2
)
and hence
∆α(T
′) =
n1 − n2
2(n1 + n2)
(
α− αM + n1 + n2
n2(n1 − n2)s
)
. (7.19)
If the triple is α-semistable then ∆α(T
′) 6 0 and the result follows.
Let us define
αe = max{αm, α0, αt}. (7.20)
The following is then immediate.
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Proposition 7.6. Let α > αe. An α-semistable triple (E1, E2, φ) defines an
extension
0 −→ E2 φ−→ E1 −→ F −→ 0, (7.21)
with F locally free.
It turns out that for extension like (7.21), arising from semistable triples
the dimension of H1(E2 ⊗ F ∗) does not depend on the given triple. More
precisely:
Proposition 7.7. Let (E1, E2, φ) be an α-semistable triple defining an ex-
tension like (7.21). Then H0(E2 ⊗ F ∗) = 0 and hence
dimH1(E2 ⊗ F ∗) = n2d1 − n1d2 + n1(n1 − n2)(g − 1). (7.22)
Proof. From [6, Lemma 4.5] we have that the α-semistability of (E1, E2, φ)
for arbitrary α implies that H0(E1 ⊗ E∗2) = 0. From (7.21), we have an
injective homomorphism F ∗ → E∗1 , which after tensoring with E2 gives that
H0(E2 ⊗ F ∗) injects in H0(E1 ⊗ E∗2), and hence the desired vanishing. By
Riemann–Roch we obtain (7.22).
8 Moduli space of triples with n1 6= n2
Throughout this section we assume that n1 > n2. As usual, the case n1 < n2
can be dealt with by triples duality. Recall that the allowed range for the
stability parameter is αm 6 α 6 αM , where αm = µ1−µ2 and αM = 2n1n1−n2αm,
and we assume that µ1 − µ2 > 0.
We are now ready to jump all the way up to the large extreme value of
the range, and describe the moduli space for αM .
8.1 Moduli space for α = αM
Proposition 8.1. Let T = (E1, E2, φ) be an αM -polystable triple then E1 =
imφ⊕F , and T decomposes as the direct sum of two αM -polystable triples of
the same αM -slope, T
′ and T ′′, where T ′ = (imφ,E2, φ), and T
′′ = (F, 0, 0).
In particular, T is never αM -stable. Moreover, E2 ∼= imφ and E2 and F are
polystable.
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Proof. By Proposition, 7.6 T defines an extension
0 −→ E2 φ−→ E1 −→ F −→ 0, (8.1)
with F locally free. Let T ′ = (imφ,E2, φ). Of course φ : E2 → imφ is an
isomorphism, and
µαM (T
′) = µ(E2) +
αM
2
,
but this is equal to µαM (T ) and hence T cannot be αM -stable and must de-
compose as T ′ ⊕ T ′′, where T ′′ = (F, 0, 0). It is clear from the polystability
of T that T ′ and T ′′ are αM -polystable with the same αM -slope. Apply-
ing the αM -semistability condition to the subtriples (E
′
2, φ(E
′
2), φ) ⊂ T ′ and
(F ′, 0, 0) ⊂ T ′′, we obtain that µ(E ′2) 6 µ(E2) and µ(F ′) 6 µ(F ), and hence
E2 and F are semistable. In fact the polystability of T
′ and T ′′ imply the
polystability of E2 and F .
Using Proposition 9.1 and Corollary 9.2 from Section 9.1, we obtain the
following corollary of Proposition 8.1:
Corollary 8.2. Suppose that n1 > n2 and µ1 − µ2 > 0. Then
NαM (n1, n2, d1, d2) ∼= NαM (n2, n2, d2, d2)×M(n1 − n2, d1 − d2)
∼= M(n2, d2)×M(n1 − n2, d1 − d2)
(8.2)
where M(n, d) denotes the moduli space of polystable bundles of rank n and
degree d. In particular, NαM (n1, n2, d1, d2) is irreducible.
8.2 Moduli space for large α
Let αL be the largest critical value in (αm, αM), and let NL (respectively
N sL) denote the moduli space of α-polystable (respectively α-stable) triples
for αL < α < αM . We refer to NL as the ‘large α’ moduli space.
If a triple T = (E1, E2, φ) defines an extension of the form (7.21), then
I = imφ is a subbundle with torsion free quotient in E1, and φ : E2 −→ I
is an isomorphism. Thus we get a subtriple TI = (I, E2, φ) in which the
bundles have the same rank and degree, and φ is an isomorphism.
Proposition 8.3. Let T = (E1, E2, φ) represent a point in NL, i.e. suppose
that the triple is α-semistable for some α in the range αL < α < αM . Then
(1) the triple TI = (I, E2, φ) is αM -semistable
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(2) the bundle E2 is semistable
Proof. (1). Let T ′ = (E ′1, E
′
2, φ
′) be any subtriple of TI . Since T
′ is also a
subtriple of T , we get
µα(T
′) 6 µα(T ) . (8.3)
A direct computation shows that
µα(T ) = µα(TI) +
n1 − n2
n1 + n2
(µ(F )− µ2 − α
2
)
= µα(TI) +
n1 − n2
2(n1 + n2)
(αM − α), (8.4)
where in the last line we have used the fact that n1 > n2 in T and hence
αM =
2n1
n1−n2
(µ1 − µ2) = 2(µ(F )− µ2). Thus for all αL < α < αM we have
µα(T
′)− µα(TI) 6 n1 − n2
2(n1 + n2)
(αM − α) .
Taking the limit α→ αM , we get
µαM (T
′)− µαM (TI) 6 0 ,
i.e. TI is αM -semistable.
(2). Let E ′2 ⊂ E2 be any proper subsheaf. Then (φ(E ′2), E ′2, φ) is a
subtriple of TI . Since φ : E2 −→ φ(E2) is an isomorphism, this subtriple has
µ(φ(E ′2) = µ(E
′
2) and n
′
2 = n
′
1. The αM -semistability condition of TI thus
gives
µ(E ′2) +
αM
2
6 µ2 +
αM
2
,
(where we have made use of the fact that µ(φ(E2) = µ(E2) = µ2). It follows
from this that µ(E ′2) 6 µ2, i.e. that E2 is semistable.
Proposition 8.4. Suppose that the triple T = (E1, E2, φ) is of the form in
(7.21), i.e.
0 −→ E2 φ−→ E1 −→ F −→ 0,
with F locally free. Then there is an ǫ > 0 such that F is semistable if the
triple is α-semistable for any α > αM − ǫ. Indeed the conclusion holds for
any
0 < ǫ <
2
m(m− 1)2 , (8.5)
where m = n1 − n2 = rk(F ).
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Proof. Let F ′ ⊂ F be any proper subsheaf. Denote the rank and slope of F
(resp. F ′) by m and µF (resp. m
′ and µF ′). We can always find E
′
1 ⊂ E1
such that F ′ = E ′1/E2, i.e. such that we have
0 −→ E2 φ−→ E ′1 −→ F ′ −→ 0.
Let T ′ = (E ′1, E2, φ). For convenience, define
∆α ≡ ∆α(T ′) = µα(T ′)− µα(T ) . (8.6)
Using
n1 = n2 +m ,
n′1 = n2 +m
′ ,
n1µ1 = n2µ2 +mµF , (8.7)
n′1µ
′
1 = n2µ2 +m
′µF ′ ,
we get
µF ′ − µF = (2n2 +m)(2n2 +m
′)
2n2m′
∆α −
(
m−m′
2m′
)
(α− 2(µF − µ2)) .
(8.8)
But 2(µF − µ2) = αM . Thus, setting
α = αM − ǫ , (8.9)
we get
µF ′ − µF = (2n2 +m)(2n2 +m
′)
2n2m′
∆α +
(
m−m′
m′
)
ǫ
2
. (8.10)
If now we take
ǫ
2
<
1
m(m− 1)2 ,
then for all 0 < m′ < m we get(
m−m′
m′
)
ǫ
2
<
1
m(m− 1) . (8.11)
Hence, if the triple is α-semistable, so that ∆α 6 0, then we get
µF ′ − µF < 1
m(m− 1) . (8.12)
Since µF and µF ′ are rational numbers, the first with denominator m, and
the second with denominator m′ 6 (m−1), equation (8.12) equivalent to the
condition µF ′ − µF 6 0.
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We can combine Propositions 7.6, 8.4 and 8.3 to obtain the following.
Proposition 8.5. Let T = (E1, E2, φ) be an α-semistable triple for some α
in the range αL < α < αM . Then T is of the form
0 −→ E2 φ−→ E1 −→ F −→ 0,
with F locally free, and E2 and F are semistable.
In the converse direction we have:
Proposition 8.6. Let T = (E1, E2, φ) be a triple of the form
0 −→ E2 φ−→ E1 −→ F −→ 0,
with F locally free. If E2 is semistable and F is stable then T is α-stable for
α = αM − ǫ in the range αL < α < αM .
Proof. Any subtriple T ′ = (E ′1, E
′
2, φ
′) defines a commutative diagram
0 −−−→ E2 φ−−−→ E1 −−−→ F −−−→ 0x x x
0 −−−→ E ′2 φ
′−−−→ E ′1 −−−→ F ′ −−−→ 0,
where F ′ ⊂ F . Then
∆α ≡ ∆α(T ′) = µα(T ′)− µα(T )
= µ(E ′1 ⊕ E ′2)− µ(E1 ⊕ E2) + α(
n′2
n′1 + n
′
2
− n2
n1 + n2
). (8.13)
Denote the rank and slope of F (resp. F ′) by m and µF (resp. m
′ and µF ′).
Using
n1 = n2 +m ,
n′1 = n
′
2 +m
′ ,
n1µ1 = n2µ2 +mµF ,
n′1µ
′
1 = n
′
2µ2 +m
′µF ′ ,
and the fact that αM = 2(µF − µ2), and setting α = αM − ǫ, we obtain
∆α =
2n′2 + µ
′
2 +mµF ′
2n′2 +m
′
− 2n2 + µ2 +mµF
2n2 +m
+ 2(µF − µ2)( n
′
2
2n′2 +m
′
− n2
2n2 +m
)
− ǫ( n
′
2
2n′2 +m
′
− n2
2n2 +m
)
=
2n′2
2n′2 +m
′
(µ′2 − µ2) +
m′
2n′2 +m
′
(µF ′ − µF )− ǫ( n
′
2m− n2m′
(2n′2 +m
′)(2n2 +m)
).
(8.14)
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Clearing denominators in (8.14) we obtain
∆ˆα = n
′
2(2∆2 −
m
2n2 +m
ǫ) +m′(∆F +
n2
2n2 +m
ǫ), (8.15)
where
∆ˆα = (2n
′
2 +m
′)∆α, ∆2 = µ
′
2 − µ2, and ∆F = µF ′ − µF . (8.16)
Now suppose that E2 is semistable and F is stable. The semistability of E2
implies that
2∆2 − m
2n2 +m
ǫ < 0,
while the stability of F implies there exists δ > 0 such that
∆F 6 −δ < 0.
Thus by taking
ǫ <
2n2 +m
n2
δ,
we have
∆F +
n2
2n2 +m
ǫ < 0,
and hence ∆α < 0, completing the proof.
Theorem 8.7. Let n1 > n2 and d1/n1 > d2/n2. The moduli spaceN sL(n1, n2, d1, d2)
is smooth of dimension
(g − 1)(n21 + n22 − n1n2)− n1d2 + n2d1 + 1,
and is birationally equivalent to a PN -fibration over Ms(n1 − n2, d1 − d2) ×
Ms(n2, d2), where
N = n2d1 − n1d2 + n1(n1 − n2)(g − 1)− 1.
In particular, N sL(n1, n2, d1, d2) is non-empty and irreducible.
If GCD(n1 − n2, d1 − d2) = 1 and GCD(n2, d2) = 1, the birational equiv-
alence is an isomorphism.
Moreover, NL(n1, n2, d1, d2) is irreducible and hence birationally equiva-
lent to N sL(n1, n2, d1, d2).
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Proof. For every triple T = (E1, E2, φ) in N sL(n1, n2, d1, d2), the homomor-
phism φ is injective and hence, by (5) in Proposition 5.21, T defines a smooth
point in the moduli space, whose dimension is then given by (4) in Proposi-
tion 5.4.
Given F ∈ Ms(n1 − n2, d1 − d2) and E2 ∈ Ms(n2, d2), we know from
Proposition 5.4 that every extension
0 −→ E2 φ−→ E1 −→ F −→ 0,
determines a triple T = (E1, E2, φ) in N sL(n1, n2, d1, d2). These extensions are
classified by H1(E2⊗F ∗). In fact two classes defining the same element in the
projectivatization PH1(E2 ⊗ F ∗) define equivalent extensions and therefore
equivalent triples. Now,
deg(E2 ⊗ F ∗) = (n1 − n2)d2 − n2(d1 − d2) = n1n2(µ2 − µ1) < 0
and, since E2 ⊗ F ∗ is semistable, then H0(E2 ⊗ F ∗) = 0. Hence, by the
Riemann–Roch theorem
h1(E2 ⊗ F ∗) = n2d1 − n1d2 + n1(n1 − n2)(g − 1).
In particular this dimension is constant as F and E2 vary in the corresponding
moduli spaces.
We can describe this globally in terms of Picard sheaves. To do that we
consider first the case in which GCD(n1−n2, d1−d2) = 1 and GCD(n2, d2) =
1. In this situation there exist universal bundles F and E2 over X ×M(n1 −
n2, d1 − d2) and X ×M(n2, d2), respectively. Consider the canonical projec-
tions π : XM(n1−n2, d1−d2)×M(n2, d2)× →M(n1−n2, d1−d2)×M(n2, d2)
ν : X ×M(n1 − n2, d1 − d2) ×M(n2, d2) → X ×M(n1 − n2, d1 − d2), and
π2 : X×M(n1−n2, d1−d2)×M(n2, d2)→ X×M(n2, d2). The Picard sheaf
S := R1π∗(π∗2E2 ⊗ ν∗F∗),
is then locally free (a Picard bundle) and we can identify NL(n1, n2, d1, d2) =
N sL(n1, n2, d1, d2) with P = P(S). This is indeed a PN fibration with N =
n2d1 − n1d2+ n1(n1 − n2)(g− 1)− 1, which in particular is non-empty since
M(n1 − n2, d1 − d2) and M(n2, d2) are non-empty and N > 0.
If GCD(n1 − n2, d1 − d2) 6= 1 and GCD(n2, d2) 6= 1, the universal bun-
dles and hence the Picard bundle do not exist but the projectivization over
Ms(n1 − n2, d1 − d2) ×Ms(n2, d2) does. One way to show this is to work
in the open set R of the Quot scheme corresponding to stable bundles.
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The point is that an appropriate linear group GL acts on R, with the cen-
tre acting trivially and such that PGL acts freely with the quotient being
Ms(n1 − n2, d1 − d2) ×Ms(n2, d2). For the action on the projective bundle
associated to the universal bundle over R, the centre of GL still acts trivially,
and one can use standard descent arguments to obtain a PN fibration P over
Ms(n1 − n2, d1 − d2)×Ms(n2, d2).
W now show that N sL(n1, n2, d1, d2) − P has strict positive codimension
in N sL(n1, n2, d1, d2). This follows from two facts. The first one is that any
family of semistable bundles of rank n1−n2 and degree d1−d2 depends on a
number of parameters strictly less than the dimension ofMs(n1−n2, d1−d2)
(similarly for any family of semistable bundles of rank n2 and degree d2). The
second fact is that the dimension of H1(E2 ⊗ F ∗) is fixed by the Riemann–
Roch theorem (we use here that E2 and F are semistable).
To prove the last statement, i.e. to extend the results to NL(n1, n2, d1, d2),
we consider the family P˜ of equivalence classes of extensions
0 −→ E2 φ−→ E1 −→ F −→ 0,
where F and E2 are semistable. Clearly, P˜ contains the family P. The family
P˜ is irreducible. This is because since F and E2 are semistable they vary
(for fixed ranks and degrees) in irreducible families F and E2, respectively,
and as shown above H0(E2 ⊗ F ∗) = 0. Hence P˜ is a projective bundle over
F × E2. From Proposition 8.5, we know that NL(n1, n2, d1, d2) ⊂ P˜ , and
since α-semistability is an open condition we have that NL(n1, n2, d1, d2) is
irreducible.
Remark 8.8. If n1 < n2, we have an analogous theorem for N sL(n1, n2, d1, d2)
via the isomorphism
N sα(n1, n2, d1, d2) = N sα(n2, n1,−d2,−d1)
given by duality.
8.3 Moduli space for 2g − 2 6 α < αM
Theorem 8.9. Let α be any value in the range 2g− 2 6 α < αM . Then N sα
is birationally equivalent to N sL. In particular it is non-empty and irreducible.
Proof. This follows from Corollary 6.20 and Theorem 8.7.
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Corollary 8.10. Let (n1, n2, d1, d2) be such that GCD(n2, n1+n2, d1+d2) =
1. If α is a generic value satisfying 2g−2 6 α < αM , then Nα is birationally
equivalent to NL, and in particular it is irreducible.
Proof. From (4) in Proposition 5.4 one has that Nα = N sα if GCD(n2, n1 +
n2, d1 + d2) = 1 and α is generic. In particular, NL = N sL, and hence the
result follows from Theorem 8.9.
9 Moduli space of triples with n1 = n2
Throughout this section we will assume that n1 = n2 = n and d1 > d2.
9.1 Moduli space for d1 = d2
Proposition 9.1. Suppose that n1 = n2 = n and d1 = d2 = d. Let T =
(E1, E2, φ) be a triple of type (n1, n2, d1, d2), and let α > 0. Then T is α-
(poly)stable if and only if E1 and E2 are (poly)stable and φ is an isomorphism.
Proof. In this case α0 = αm = 0 and hence for every α-semistable triple T =
(E1, E2, φ) with α > 0, φ must be injective and therefore an isomorphism.
The polystability of E1 and E2 is now straightforward to see. To show the
converse, suppose that E1 and E2 are both polystable and let T
′ = (E ′1, E
′
2, φ
′)
be any subtriple of T .
µα(T
′) = µ(E ′1 ⊕E ′2) + α
n′2
n′1 + n
′
2
6 µ(E1 ⊕ E2) + α n
′
2
n′1 + n
′
2
6 µα(T ) + α(
n′2
n′1 + n
′
2
− 1
2
)
6 µα(T ),
since n′1 > n
′
2 for φ is injective.
Corollary 9.2. There is a surjective map from Nα(n, n, d, d) to M(n, d)
which defines an isomorphism between the two moduli spaces. In particu-
lar Nα(n, n, d, d) is non-empty and irreducible.
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Proof. From Proposition 9.1 it is clear that we have a surjective map, say
π : Nα(n, n, d, d)→M(n, d) .
Suppose that π([T ]) = π([T ′]), where [T ] and [T ′] are points in Nα(n, n, d, d)
represented by triples T = (E,E, φ) and T ′ = (E ′, E ′, φ′) respectively. We
may assume that T and T ′ are polystable triples, and hence that E and E ′ are
polystable bundles. Thus, since π([T ]) = π([T ′]), we can find an isomorphism
h1 : E 7→ E ′. Set h2 = φ′ ◦ h1 ◦ φ−1 (remember that φ and φ′ are bundle
isomorphisms!). Then (h1, h2) defines an isomorphism form T to T
′. Thus π
is injective.
9.2 Bounds on E1 and E2 for α > α0
Lemma 9.3. Let (E1, E2, φ) be a triple with ker φ = 0. Let (E
′
1, E
′
2, φ
′) be a
subtriple with n′1 = n
′
2 = n
′. Thus we get the following diagram, in which S
and S ′ are torsion sheaves:
0 −−−→ E2 φ−−−→ E1 −−−→ S −−−→ 0x x x
0 −−−→ E ′2 φ
′−−−→ E ′1 −−−→ S ′ −−−→ 0.
Then
∆α(T
′) ≡ µα(T ′)− µα(T ) = (µ(E ′2)− µ2) +
1
2
(
s′
n′
− s
n
)
= (µ(E ′1)− µ1)−
1
2
(
s′
n′
− s
n
)
.
Here s and s′ are the degrees of S and S ′ respectively.
Proof. From the above diagram we get
nµ2 + s = nµ1 ,
nµ(E ′2) + s
′ = nµ(E ′1) .
Thus
µα(T
′) =
1
2
(µ(E ′1) + µ(E
′
2)) +
α
2
=
1
2
(
2µ(E ′2) +
s′
n′
)
+
α
2
=
1
2
(
2µ(E ′1)−
s′
n′
)
+
α
2
,
and similarly for µα(T ).
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Proposition 9.4. Let (E1, E2, φ) be an α-semistable triple with kerφ = 0.
Then
(1) For any subsheaf E ′1 ⊂ E1
µ(E ′1) 6 µ1 +
1
2
(n− 1)(µ1 − µ2) .
(2) For any subsheaf E ′2 ⊂ E2
µ(E ′2) 6 µ2 +
1
2
(µ1 − µ2) .
Proof. Since ker φ = 0 the results of Lemma 9.3 apply. Furthermore, any
subsheaf E ′1 ⊂ E1 is part of a subtriple (E ′1, E ′2, φ′) with n′1 = n′2 = n′.
Likewise, given any subsheaf E ′2 ⊂ E2, we can take E ′1 = φ(E ′2). Thus
we can use the results of Lemma 9.3, plus the fact that α-stability implies
∆α(T
′) < 0 for all subtriples, to conclude
µ(E ′1)− µ1 −
1
2
(
s′
n′
− s
n
)
< 0
for all E ′1 ⊂ E1. Similarly
µ(E ′2)− µ2 +
1
2
(
s′
n′
− s
n
)
< 0
for all E ′2 ⊂ E2. The results now follow using the fact that 0 6 s′ 6 s and
1 6 n′ < n.
9.3 Stabilization of moduli
Theorem 9.5 (Stabilization Theorem). Let α0 be as in (7.15).
(1) If α1, α2 be any real numbers such that α0 < α1 6 α2,
Nα1(n, n, d1, d2) ⊆ Nα2(n, n, d1, d2).
(2) There is a real number αL > α0 such that
Nα1(n, n, d1, d2) = Nα2(n, n, d1, d2)
for all α1 > α2 > αL.
83
Proof. (1). Recall from 7.3 that if α > α0 then any triple, say T = (E1, E2, φ),
in Nα(n, n, d1, d2) has rk(φ) = n. It follows that in any subtriple, say T ′ =
(E ′1, E
′
2, φ
′), the rank of E ′1 is at least as big as the rank of E
′
2, i.e. n
′
1 > n
′
2.
We treat the cases n′1 > n
′
2 and n
′
1 = n
′
2 separately. In both cases we must
show that
∆α1(T
′) 6 0 ⇒ ∆α2(T ′) 6 0
if α1 6 α2. If n
′
1 = n
′
2 then for any α
∆α(T
′) = µ(E ′1 ⊕ E ′2)− µ(E1 ⊕E2) . (9.1)
In particular, ∆α(T
′) is independent of α and hence ∆α1(T
′) = ∆α2(T
′). If
n′1 > n
′
2, then for any α
∆α(T
′) = µ(E ′1 ⊕E ′2)− µ(E1 ⊕ E2) +
(
n′2
n′1 + n
′
2
− 1
2
)
α. (9.2)
For each subtriple, ∆α(T
′) is thus a linear function of α, with slope
λ(T ′) =
(
n′2
n′1 + n
′
2
− 1
2
)
=
n′2 − n′1
2(n′1 + n
′
2)
(9.3)
and constant term
M(T ′) = µ(E ′1 ⊕ E ′2)− µ(E1 ⊕E2) . (9.4)
We see that if n′1 > n
′
2 then λ(T
′) < 0. It follows from this that
∆α1(T
′) 6 0 =⇒ ∆α2(T ′) 6 0
if α1 6 α2. (2). Consider any α1, α2 such that α0 < α1 6 α2. By Part (1),
the difference (if any) between Nα1 and Nα2 is due entirely to triples which
are α2-stable but not α1-stable. Any such triple must have a subobject, say
T ′ = (E ′1, E
′
2, φ
′), for which
∆α2(T
′) 6 0 < ∆α1(T
′) . (9.5)
As in (1), we need only consider subobjects for which the rank of E ′1 is at
least as big as the rank of E ′2, i.e. n
′
1 > n
′
2. Clearly (9.5) is not possible for
a subobject with n′1 = n
′
2 (since in that case ∆α1(T
′) = ∆α2(T
′)). Suppose
then that n′1 > n
′
2. By (9.2) and the fact that for such a subobject λ(T
′) < 0,
we get that
∆α(T
′) > 0 ⇐⇒ α 6 M(T
′)
−λ(T ′) . (9.6)
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We claim that there is a bound, αL, depending only on the degrees and ranks
of E1 and E2, such that
M(T ′)
−λ(T ′) 6 αL (9.7)
for all possible subtriples with n′1 > n
′
2. For a triple T = (E1, E2, φ) in Nα2
Proposition 9.4 applies, giving upper bounds on slopes of subsheaves of both
E1 and E2. Using these bounds we compute
M(T ′) 6
nn′1
2(n′1 + n
′
2)
(µ1 − µ2) . (9.8)
Combined with (9.3), this gives
M(T ′)
−λ(T ′) 6
nn′1
(n′1 − n′2)
(µ1 − µ2)
6 n(n− 1)(µ1 − µ2).
We can thus take
αL = n(n− 1)(µ1 − µ2) . (9.9)
We can now complete the proof of Part (2): if α1 > αL then no triple in Nα2
can have a subobject satisfying (9.6). Hence Nα2 = Nα1 .
Remark 9.6. If n = 2 then αL = α0 = d1−d2, i.e. the stabilization parameter
coincides with the injectivity parameter.
It is clear from (9.9) that αL = 0 correspond to the following especial cases.
Proposition 9.7. The condition αL = 0 holds if and only if n = 1 or αm =
0. Hence if ǫ is any positive real number:
(1) If n = 1, the moduli space for every α ∈ (αm,∞) is isomorphic to
Nαm+ǫ(1, 1, d1, d2) ,
(2) If αm = 0, the moduli space for every α ∈ (0,∞) is isomorphic to
Nǫ(n, n, d1, d2).
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9.4 Moduli for large α and α > 2g − 2
Let α > α0. By Corollary 7.3, we know that all triples in Nα(n, n, d1, d2) are
of the form
0 −→ E2 φ−→ E1 −→ S −→ 0, (9.10)
where S is a torsion sheaf of degree d = d1 − d2.
Theorem 9.8 (Markman-Xia [26]). There is an irreducible family S pa-
rameterizing quotients E1 −→ S −→ 0, where E1 is a rank n and degree d1
locally free coherent sheaf varying on a bounded family, and S is a torsion
sheaf of degree d > 0.
Theorem 9.9. Let α > α0, then Nα(n, n, d1, d2) is irreducible.
Proof. Since α > α0, an α-semistable triple T = (E1, E2, φ) defines a se-
quence as in (9.10) and hence a quotient E1 −→ S −→ 0 in S. That E1
varies on a bounded family is a consequence of (1) in Proposition 9.4. In-
deed, let E be a vector bundle of degree d and rank n satisfying
µ(E ′) 6 B (9.11)
for all subbundles E ′ ⊂ E, and fixed B. But then (see, for instance, the
proof of Theorem 5.6.1 in [25]) we can find a line bundle L of sufficiently
high degree such that H1(E ⊗ L) = 0 for all E which satisfy (9.11). The
irreducibility of Nα(n, n, d1, d2) follows now from the irreducibility of S and
the fact that α-semistability is an open condition.
By analogy with the n1 6= n2, let us denote by NL(n, n, d1, d2) the ‘large
α’ moduli space, i.e. the moduli space of α-semistable triples for any α ∈
(αL,∞). Since αL > α0 we have that all triples in NL(n, d1, d2) are of the
form
0 −→ E2 φ−→ E1 −→ S −→ 0 ,
and that E1 and E2 are bounded by the constraints in Proposition 9.4.
In the converse direction we have
Proposition 9.10. Let T = (E1, E2, φ) be a triple such that kerφ = 0 If
E1 and E2 are semistable, then T is α-semistable for large enough α, i.e.
T ∈ N (n, n, d1, d2). If either E1 or E2 is stable, then T is α-stable.
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Proof. Since kerφ = 0, it follows (as in the proof of Theorem 9.5) that in
any subtriple, say T ′ = (E ′1, E
′
2, φ
′), the rank of E ′1 is at least as big as the
rank of E ′2, i.e. n
′
1 > n
′
2. If n
′
1 > n
′
2, then (9.2), (9.3) and (9.4) apply, with
λ(T ′) < 0 and M(T
′)
−λ(T ′)
6 αL. Thus ∆α < 0 whenever α > αL. For subtriples
with n′1 = n
′
2, equation (9.1) applies, i.e.
∆α(T
′) = µ(E ′1 ⊕ E ′2)− µ(E1 ⊕ E2)
for any α. For such subtriples, and for any α, it thus follows that
(1) ∆α(T
′) 6 0 if both E1 and E2 are semistable, and
(2) ∆α(T
′) < 0 if at least one of the bundles is stable.
Theorem 9.11. The moduli space N sL(n, n, d1, d2) is non-empty.
Proof. Our strategy is to show that there exist rank n stable bundles E1 and
E2 of degree d1 and d2, respectively, and a torsion sheaf S of degree d1 − d2,
fitting in an exact sequence
0 −→ E2 −→ E1 −→ S −→ 0.
The result will then follow from Proposition 9.10.
To prove this, let E be a vector bundle, and let Quotd(E) be the Quot
scheme of quotients E −→ S where S is a torsion sheaf of degree d. The
basic fact we will need is the following result of R. Herna´ndez ([21]): Let
ψ : On −→ S be an element in Quotd(On), then for a generic S, the vector
bundle E = kerψ is stable. Notice that degE = −d. By tensoring with a
line bundle L of big enough degree (depending on n and d), we can extend
the result to Quotd(Ln), so that the kernel of any element in Quotd(Ln) has
a given (fixed) degree.
Let L be a line bundle of degree m and d′′ > 0 such that d1 = nm−d′′. By
Herna´ndez result, if ψ : Ln −→ S ′′ ∈ Quotd′′(Ln) is generic, then E1 = kerψ
is a stable bundle of rank n and degree d1. Let d = d1 − d2 and consider
a generic element η : E1 −→ S ∈ Quotd(E1). Let E2 = ker η, and let S ′
the cokernel of the natural inclusion E2 −→ Ln. We have the following
commutative diagram:
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0 0 0
↓ ↓ ↓
0 → E2 → E1 → S → 0
‖ ↓ ↓
0 → E2 → Ln → S ′ → 0
↓ ↓ ↓
0 → S ′′ = S ′′ → 0
↓ ↓
0 0.
We see from the diagram that E2 coincides with the kernel of L
n −→ S ′.
If S ′ is general enough we can again apply the basic result of Herna´ndez and
conclude that E2 is stable. To show that this is indeed the case, we observe
that the diagram defines a map
Quotd0(E1)×Quotd
′′
0 (L
n) −→ Quotd+d′′0 (Ln),
where Quot0 denotes an open non-empty subscheme of Quot, which is sur-
jective and finite.
Proposition 9.12. The moduli space NL(n, n, d1, d2) is birationally equiva-
lent to a PN -fibration P over Ms(n, d2)×Divd(X), where N = n(d1−d2)−1.
Proof. Let E2 be a rank n and degree d2 vector bundle and let S be a torsion
sheaf of degree d > 0. We construct E1 as an extension
0 −→ E2 −→ E1 −→ S −→ 0. (9.12)
Such extensions are parameterized by Ext1(S,E2). Suppose that S is of the
form S = OD, where D is a divisor in Divd(X). Let L be a line bundle.
Consider the short exact sequence
0 −→ L∗(−D) −→ L∗ −→ OD −→ 0,
and apply to it the functor Hom(·, E2), to obtain the long exact sequence
0 −→ H0(E2 ⊗ L) −→ H0(E2 ⊗ L(D)) −→
Ext1(OD, E2) −→ H1(E2 ⊗ L) −→ H1(E2 ⊗ L(D)) −→ 0. (9.13)
We thus have
dimExt1(OD, E2) = χ(E2 ⊗ L)− χ(E2 ⊗ L(D)) = nd,
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which is positive since we are assuming d > 0. Taking L so that deg(L) >> 0,
we have that H1(E2⊗L) = 0. If E2 is semistable (or more generally it moves
in a bounded family) we can take the same L for every E2. Then
Ext1(OD, E2) = H0(E2 ⊗ L(D))/H0(E2 ⊗ L).
Let P be the set of equivalence classes of extensions (9.12), where E2 is stable
then P is a PN -fibration over Ms(n, d2) × Divd(X), where N = nd − 1 =
dimP(Ext1(OD, E2)). Setting d = d1 − d2, a simple computation shows that
dimP = (g − 1)(n21 + n22 − n1n2)− n1d2 + n2d1 + 1.
Cleary P is irreducible of the same dimension as NL, and since it is con-
tained in S (like NL) it must birationally equivalent to NL. Notice that If
GCD(n, d2) = 1, then P is a Picard sheaf.
Combining Theorems 9.9 and 9.11, and Proposition 9.12 we have the
following.
Theorem 9.13. . The moduli space NL(n, n, d1, d2) is non-empty and irre-
ducible. Moreover, it is birationally equivalent to a PN -fibration overMs(n, d2)×
Divd(X), where the fiber dimension is N = n(d1 − d2)− 1.
Theorem 9.14. Let α > 2g − 2. Then
(1) The moduli space N sα is birationally equivalent to NL and it is hence
non-empty and irreducible.
(2) If in addition either
• GCD(n, 2n, d1 + d2) = 1 and α > 2g − 2 is generic, or
• d1 − d2 < α,
then Nα(n, n, d1, d2) is birationally equivalent to NL(n, n, d1, d2) and
hence irreducible.
Proof. (1) From Theorem 9.9 we know that NL is birationally equivalent to
N sL. The result follows now from Corollary 6.20 and Theorem 9.13.
(2) For the first part, we observe that from (4) in Proposition 5.4 one
has that Nα = N sα if GCD(n, 2n, d1 + d2) = 1 and α is generic, and hence
the result follows from (1). The second part is a consequence of Theorem
9.9.
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10 Existence and connectedness for U(p, q) and
PU(p, q) moduli spaces
We now return to the representation spaces R(PU(p, q)) and RΓ(U(p, q)),
defined in section 2. Recall that we identified components of R(PU(p, q))
labeled by [a, b] ∈ Z ⊕ Z/(p + q)Z, and similarly identified components of
RΓ(U(p, q)) labeled by (a, b) ∈ Z⊕ Z.
By Proposition 2.2 RΓ(a, b) is a U(1)2g-fibration over R[a, b], and hence
the number of connected components of RΓ(a, b) is greater than or equal to
that of R[a, b]. By Proposition 3.12 there is an homeomorphism between
RΓ(a, b) and the moduli space M(a, b) of U(p, q)-Higgs bundles and this re-
stricts to give a homeomorphism between the subspace R∗Γ(a, b) of irreducible
elements in RΓ(a, b) and the subspace Ms(a, b) of stable Higgs bundles in
M(a, b). By Proposition 4.2 the number of connected components ofM(a, b)
is determined by the number of connected components in the subspace of lo-
cal minima for the Bott-Morse function defined in Section 4.1. By Theorem
5.9 we can identify the subspace of local minima as a moduli space of α-stable
triples, with α = 2g − 2. Summarizing, we have:
|π0(R[a, b])| 6 |π0(RΓ(a, b))| [Proposition 2.2]
6 |π0(M(a, b))| [Proposition 3.12]
6 |π0(N (a, b))| [Proposition 4.2]
= |π0(N2g−2(n1, n2, d1, d2))| [Proposition 5.9]
where |π0(·)| denotes the number of components, and (in the notation of
Section 5) the moduli space of triples which appears in the last line is either
N2g−2(p, q, a + p(2g − 2), b) (if a/p 6 b/q) or N2g−2(q, p, b+ q(2g − 2), a) (if
a/p > b/q). Similarly, replacing Proposition 4.2 with Proposition 4.18, we
get that
|π0(R¯∗[a, b])| 6 |π0(N¯ s2g−2(n1, n2, d1, d2))| .
In particular, if the moduli spaces of triples are connected, then so are the
spaces R[a, b] and R¯∗[a, b].
We use the results of Sections 6-9 to determine the connectedness of the
spaces N2g−2(p, q, a + p(2g − 2), b) and N2g−2(q, p, b + q(2g − 2), a). Our
main tool is Corollary 6.20, which allows us convert the problem into one
of counting the components for NL, the moduli space of α-stable triples for
sufficiently large α. In the case p 6= q, Theorem 8.7 and its dual supply the
90
requisite details. The results in Section 9 cover the the case p = q, which is
not as well understood as the case p 6= q.
Before presenting specific results, we make some general observations.
10.1 Toledo invariant and the number of components
As described in Section 3.4, it is useful to introduce the combination
τ := τ(a, b) =
2
n
(qa− pb)
known as the Toledo invariant. Throughout this section, for convenience, we
set n = p+ q.
The map (a, b) 7→ τ(a, b) defines an invariant on each componentRΓ(a, b).
Moreover, since the map factors through Z⊕Z/(p+q)Z, it defines an invariant
of R[a, b], where it takes the same value as on RΓ(a, b).
Proposition 10.1. Suppose that GCD(p, q) = k. Then the map
τ :Z⊕ Z/(p, q)Z −→ 2
n
Z
[a, b] 7→ 2
n
(aq − bp)
fits in an exact sequence
0 −−−→ Z/kZ σ−−−→ Z⊕ Z/(p, q)Z τ−−−→ 2k
n
Z −−−→ 0 (10.1)
where the map σ is [t] 7→ [t p
k
, t q
k
]. In particular, τ is a k : 1 map onto the
subset 2k
n
Z ⊂ 2
n
Z.
Proof. The map σ is clearly injective, and τ ◦ σ = 0. To see that ker(τ) =
im(σ), observe that if τ [a, b] = 0 then either a = b = 0 or a
b
= p
q
, i.e.
[a, b] = [t p
k
, t q
k
] for some t ∈ Z. Finally, if a0q − b0p = k, then for any l ∈ Z
we have τ [la0, lb0] =
2k
n
l. Thus τ is surjective onto 2k
n
Z.
Remark 10.2. Proposition 10.1 shows why we must4use [a, b] rather than τ
to label the components of R(PU(p, q)) or of RΓ(U(p, q)). There are,
nevertheless, important features of R[a, b] and RΓ(a, b) which depend on τ
rather than on [a, b] or (a, b). The rigidity result described in Section 3.6 is
4Unless p and q are coprime, in which case the correspondence between [a, b] and τ is
1-1.
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one such feature. Others emerge in the analysis of the minimal submanifolds,
i.e. in the moduli spaces N2g−2(p, q, a+p(2g−2), b) and N2g−2(q, p, b+q(2g−
2), a). In particular, for triples of the indicated type, the key critical values of
the stability parameter α (i.e. αm, α0, αt, αM , in the notation of Section 5-9),
as well as the all-important location of 2g − 2 within the interval (αm, αM),
are all determined by τ .
Proposition 10.1 allows us to count the number of components in the
decomposition R(PU(p, q)) = ⋃(p,q)R[a, b]. Recall (from Section 3.4) that if
p 6 q then the Toledo invariant is bounded by |τ | 6 τM = 2p(g − 1). Thus
the set of allowed values for τ is contained in [−τM , τM ] ∩ 2nZ.
Definition 10.3. Suppose that GCD(p, q) = k. Define
C = τ−1([−τM , τM ] ∩ 2k
n
Z) , (10.2)
where τ is the map defined in Proposition 10.1.
The following is then an immediate corollary of Proposition 10.1.
Corollary 10.4. Suppose that GCD(p, q) = k and C is as above. Then C
is precisely the set of all the points in Z⊕ Z/(p, q)Z which label components
R[a, b] in R(PU(p, q)). The cardinality of C is
|C| = 2nmin{p, q}(g − 1) + k
= |([−τM , τM ] ∩ 2
n
Z)|+GCD(p, q)− 1 .
Proof. The first statement is a direct consequence of Proposition 10.1 and
the bound on τ . Suppose for definiteness that min{p, q} = p. Then since
τM = 2min{p, q}(g − 1) = 2kn (n pk (g − 1)) ∈ 2kn Z, the number of points in
[−τM , τM ] ∩ 2kn Z is 2n pk (g − 1) + 1. The second statement now follows from
the fact that τ is a k : 1 map. The proof is similar if min{p, q} = q.
10.2 Genericity of 2g-2 and coprimality conditions
In general the Higgs moduli spacesM(a, b) and also the triples moduli spaces
N2g−2(p, q, a+ p(2g− 2), b) and N2g−2(q, p, b+ q(2g− 2), a), are not smooth.
In both the Higgs and the triples moduli spaces, the singularities occur at
points representing strictly semistable objects. Apart from complications
caused by such singularities, further difficulties can arise if 2g − 2 is not a
generic value in the range of the stability parameter for the triples.
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We now show that both types of problems are avoided if we make the
assumption that p+ q and a+ b are coprime, i.e. that GCD(p+ q, a+ b) = 1.
Proposition 10.5. Suppose that GCD(p+ q, a+ b) = 1. Then
1. M(a, b) is smooth,
2. α = 2g−2 is not a critical value for triples of type (p, q, a+p(2g−2), b)
or (q, p, b+ q(2g − 2), a), and
3. The moduli spaces N2g−2(p, q, a+p(2g−2), b) and N2g−2(q, p, b+q(2g−
2), a) are smooth.
Proof. The first statement is simply a restatement of Remark 3.13. The
second and third statements follow from Lemma 5.7. Indeed, for triples of
type (p, q, a+ p(2g − 2), b), the coprime condition in that lemma becomes
GCD(p+ q, a+ b+ (2g − 2)(p+ q)) = 1 . (10.3)
But (10.3) is equivalent to GCD(p + q, a + b) = 1. The proof is similar for
triples of type (q, p, b+ q(2g − 2), a).
Recall that p and q are fixed, but [a, b] runs over C, the indexing set for
the components R[a, b]. The coprime condition GCD(p + q, a + b) = 1 can
thus be satisfied on some components but not on others.
Proposition 10.6. Fix p and q and let C ⊂ Z⊕Z/(p+q)Z be as in Definition
10.3. Let C(1) denote the subset of classes [a, b] ∈ C for which the condition
GCD(p + q, a + b) = 1 is satisfied. Then both C(1) and its complement in C
are non-empty.
Proof. If a = p and b = q−1 then GCD(p+ q, a+ b) = 1. Also, τ(p, q−1) =
2p
p+q
, which is in [−τM , τM ] ∩ 2kn Z. Thus [p, q − 1] is in C(1). It is similarly
straightforward to see that (p, q) = (0, 0) defines an element in C − C(1), as
does (p, q) = (p,−p) if p 6 q or (p, q) = (q,−q) if q 6 p.
It seems somewhat complicated to go beyond this result and completely
enumerate the elements in C(1). The following result is, however, a step in
that direction.
Definition 10.7. Let Ω ⊂ R⊕ R be the region bounded by
• the ray b = q and a 6 p,
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• the ray a = p and b 6 q,
• the ray a = 0 and b 6 0,
• the ray b = 0 and a 6 0,
• the line aq − bp = np(g − 1), and
• the line aq − bp = −np(g − 1),
and including all the boundary lines except the first two rays. Let ΩZ be the
set of integer points in Ω, i.e. ΩZ = Ω
⋂
Z ⊕ Z. We refer to ΩZ as the
fundamental region for (p, q).
Proposition 10.8. Suppose that p and q are integers with GCD(p, q) = k
and p 6 q5.
1. There is a bijection between C and ΩZ.
2. If (a, b) lies in ΩZ then d = a+ b satisfies the bounds
−n(g − 1) 6 d < n . (10.4)
All values of d in this range occur.
3. Let lt denote the line aq − bp = tk. Then the points on lt
⋂
ΩZ define
the locus of points (a, b) for which τ(a, b) = t2k
n
.
4. The line lt intersects ΩZ for −npk (g−1) 6 t 6 npk (g−1) For each integer
t in this range, there are k points on lt
⋂
ΩZ.
5. For a fixed t, all integer points (a, b) ∈ lt
⋂
ΩZ have the same GCD(d,
n
k
),
where d = a + b.
6. If GCD(d, n
k
) 6= 1 then GCD(d′, n) 6= 1 for all (a′, b′) ∈ lt
⋂
ΩZ.
Proof. (1) Suppose first that a
p
6
b
p
. Pick l such that 0 6 a + lp 6 p. Then
b + lq 6 q, so that (a + lp, b+ lq) is in the fundamental region. Similarly, if
a
p
>
b
p
then we pick l such that 0 6 b+ lq 6 q and see that a+ lp 6 p. In this
way we get a well defined map from C to the fundamental region. The map
is clearly injective. To see that it is surjective, notice that the boundary lines
aq − bp = np(g − 1), and aq− bp = −np(g − 1) correspond to the conditions
τ = τM and τ = −τM respectively.
5With an analogous Proposition for the case p > q.
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(2) This is clear from a sketch of the fundamental region. In such a sketch,
the loci of points with constant value of d = a+ b are straight lines of slope
−1. Since p 6 q, the extreme cases are those of the lines passing through the
points (0,−n(g−1) and (p, q). Using the points (0, b) with −n(g−1) 6 b < q
we get points at which all values of d in the range −n(g − 1) 6 d < q are
realized. We get values of d in the range g 6 d < n at the points (a, q − 1),
with 1 6 a < p.
(3)-(4) This is simply a re-statement of Proposition 10.1.
(5)-(6) Both follow from the fact that for any two points (a, b) and (a′, b′)
on lt, we get d
′ = d+ sn
k
for some s ∈ Z.
Remark 10.9. There is no converse to (6), i.e. it is possible to have GCD(d′, n) 6=
1 for some (a′, b′) ∈ lt
⋂
ΩZ, even if GCD(d,
n
k
) = 1. For example, take
p = 2, q = 4, a = −1, b = 0, a′ = 0, b′ = 2, and t = −2. Then GCD(d′, n) = 2
but GCD(d, n
k
) = 1.
10.3 Moduli spaces of U(p, q)-Higgs bundles
In this section we give our main results on the moduli spaces of U(p, q)-Higgs
bundles. As noted several times before, the results are conveniently stated
using the Toledo invariant τ(a, b) = 2(qa − pb)/(p + q). For completeness
we recall from Remark 3.23 that the maximal value of the Toledo invariant
is τM = min{p, q}(2g − 2). In the case p = q these definitions simplify to
τ = a− b and τM = p(2g − 2).
Recall from Proposition 3.15 that, whenever the moduli space Ms(a, b)
of stable U(p, q)-Higgs bundles with invariants (a, b) is non-empty, it is a
smooth complex manifold of dimension 1+ (p+ q)2(g− 1). We shall refer to
this dimension as the expected dimension in the following.
Theorem 10.10. Let (a, b) be such that τ(a, b) = 0, then M(a, b) is non-
empty and connected.
Proof. It follows from (1) in Proposition 5.12, applied to the triples inN (a, b),
that if τ = 0 then a
p
= b
q
. The result is thus simply a re-statement of (3) in
Theorems 5.11 and 5.9 (plus the non-emptiness of the moduli spaces M(p, a)
and M(q, b)).
Remark 10.11. It is not clear ifMs(a, b) is non-empty. Notice that the min-
imal subvariety is N (a, b) = M(p, a) × M(q, b), in which every element is
reducible. To show that strictly stable points exist we must look beyond
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the minima. We observe though, that if it is non-empty, then Ms(a, b) is a
smooth connected manifold of the expected dimension.
Theorem 10.12. Let (a, b) be such that 0 < |τ(a, b)| < τM . Then the clo-
sure M¯s(a, b) of the moduli space of stable U(p, q)-Higgs bundles with fixed
invariant (a, b) is connected. Moreover, the stable locus Ms(a, b) is a smooth
non-empty manifold of the expected dimension.
Proof. If p 6= q, from (2) of Proposition 5.12 we have that 2g − 2 < αM and
therefore Theorem 8.9 shows that N s2g−2 is non-empty and irreducible. If
p = q, Theorem 9.14 shows that N s2g−2 is non-empty and irreducible. From
this we draw two conclusions. Firstly, we see from (1) and (2) of Theorem 5.11
that M¯s(a, b) is connected. Secondly, it follows that Ms(a, b) is a smooth
non-empty manifold of the expected dimension.
Theorem 10.13. Let p = q and let (a, b) be such that |τ(a, b)| = τM . Then
M(a, b) is non-empty and connected. Moreover, Ms(a, b) is non-empty, and
smooth of the expected dimension.
Proof. Since p = q, the Toledo invariant is τ = a−b. Suppose for definiteness
that a > b. Since, by hypothesis, a − b = τM = p(2g − 2), the moduli space
of triples N2g−2(p, p, b + p(2g − 2), a) is simply N2g−2(p, p, a, a), which by
Corollary 9.2 is irreducible. Now, by (2) in Theorem 5.11, we have that
M(a, b) is connected. A similar argument applies if a < b.
If p 6= q then Theorem 3.26 gives a description of M(a, b) when (a, b) is
such that |τ(a, b)| = τM . For definiteness, assume that p < q and τ(a, b) =
τM . Then, using the more precise notationM(p, q, a, b) for the moduli space
of semistable U(p, q)-Higgs bundles with topological invariant (a, b), Propo-
sition 3.26 gives
• M(p, q, a, b) ∼=M(p, p, a, a− p(2g − 2))×M(q − p, b− a+ p(2g − 2)),
where M(q − p, b − a + p(2g − 2)) is the moduli space of polystable
bundles of degree q − p and rank b− a+ p(2g − 2).
• The dimension at a smooth point in M(p, q, a, b) is 2 + (p2 + 5q2 −
2pq)(g−1), and it is hence strictly smaller than the expected dimension.
• Every element in M(p, q, a, b) is strictly semistable, i.e. Ms(a, b) is
empty.
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Similar statements hold for p > q and/or τ = −τM . We can now add:
Theorem 10.14. Let p 6= q and let (a, b) be such that |τ(a, b)| = τM . Then
M(a, b) is non-empty and connected.
Proof. This follows from (1) and (2) of Theorem 5.11 and Corollary 8.2.
Theorem 10.15. Let (a, b) be such that |τ(a, b)| 6 τM , and suppose more-
over that GCD(p + q, a + b) = 1. Then M(a, b) is a non-empty, connected,
smooth manifold of the expected dimension.
Proof. Under the condition GCD(p + q, a + b) = 1 there are no strictly
semi-stable U(p, q)-Higgs bundles and hence M(a, b)s = M(a, b) (cf. Re-
mark 3.13).
Note also that the condition GCD(p+q, a+b) = 1 excludes the possibility
τ = 0 and, when p 6= q, the possibility |τ | = τM (by Proposition 3.26). Hence
we have, in fact, that 0 < |τ | 6 τM and, when p 6= q, that 0 < |τ | < τM .
Thus the statement is immediate from the preceding Theorems.
In the case p = q and (p − 1)(2g − 2) < |τ | 6 τM we do not need to
impose any coprimality conditions in order to prove connectedness of the
moduli spaces M(a, b). This follows from the fact that in this situation no
flips are required to go from NL to N2g−2. Thus we have the following.
Theorem 10.16. Assume that p = q and that τ = a− b is such that
(p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2),
then M(a, b) is non-empty and connected.
Proof. For definiteness let us assume that a > b (an analogous argument
applies to a < b). We must then prove the connectedness of the moduli
space of (2g − 2-polystable) triples N2g−2(p, p, a + p(2g − 2), b) Recall from
(7.15) that
α0 = d1 − d2 = a− b+ p(2g − 2).
Since, by hypothesis, a− b > (p− 1)(2g − 2) we have that 2g − 2 > α0. We
thus have that N2g−2(p, p, a + p(2g − 2), b) is non-empty and irreducible by
Theorem 9.14, and hence M(a, b) is connected by Theorem 5.11.
Remark 10.17. The connectedness part of Theorem 10.16 is a result previ-
ously proved by Markman and Xia [26].
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10.4 Moduli spaces of U(p, q) and PU(p, q) representa-
tions
In this section we finally give our results on the moduli spaces of representa-
tions. We begin by translating the results of Section 10.3 into results about
the moduli spaces of U(p, q) representations via Proposition 3.12. We denote
by R¯∗Γ(a, b) the closure of R∗Γ(a, b) in RΓ(a, b).
Theorem 10.18. Let (a, b) be such that |τ(a, b)| 6 τM . Unless further re-
strictions are imposed, let (p, q) be any pair of positive integers.
(1) If either of the following sets of conditions apply, then the moduli
space R∗Γ(a, b) of irreducible semi-simple representations, is a non-
empty, smooth manifold of the expected dimension, with connected clo-
sure R¯∗Γ(a, b):
(i) 0 < |τ(a, b)| < τM ,
(ii) |τ(a, b)| = τM and p = q
(2) If any one of the following sets of conditions apply, then the moduli
space RΓ(a, b) of all semi-simple representations is non-empty and con-
nected:
(i) τ(a, b) = 0,
(ii) |τ(a, b)| = τM and p 6= q. ,
(iii) (p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2) and p = q,
(iv) GCD(p+ q, a+ b) = 1
(3) If |τ(a, b)| = τM and p 6= q then any representation in RΓ(a, b) is
reducible (i.e. R∗Γ(a, b) is empty). If p < q, then any such representa-
tion decomposes as a direct sum of a semisimple representation of Γ in
U(p, p) with maximal Toledo invariant and a semisimple representation
in U(q − p). Thus, if τ = p(2g − 2) then there is an isomorphism
RΓ(p, q, a, b) ∼= RΓ(p, p, a, a− p(2g − 2))× RΓ(q − p, b− a+ p(2g − 2)),
where the notation RΓ(p, q, a, b) indicates the moduli space of represen-
tations of Γ in U(p, q) with invariants (a, b), and RΓ(n, d) denotes the
moduli space of degree d representations of Γ in U(n). (A similar result
holds if p > q, as well as if τ = −p(2g − 2)).
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(4) If GCD(p + q, a + b) = 1 then RΓ(a, b) is a smooth manifold of the
expected dimension.
From Theorem 10.18 and Proposition 2.2 we finally obtain the following
theorem about the moduli spaces of PU(p, q) representations. Note that
the closure R¯∗[a, b] in R[a, b] is the image of R¯∗Γ(a, b) under the map of
Proposition 2.2, hence these two spaces have the same number of connected
components.
Theorem 10.19. Let (a, b) be such that |τ(a, b)| 6 τM . Unless further re-
strictions are imposed, let (p, q) be any pair of positive integers.
(1) If either of the following sets of conditions apply, then the moduli space
R∗[a, b] of irreducible semi-simple representations, is non-empty, with
connected closure R¯∗[a, b]:
(i) 0 < |τ(a, b)| < τM ,
(ii) |τ(a, b)| = τM and p = q
(2) If any one of the following sets of conditions apply, then the moduli
space R[a, b] of all semi-simple representations is non-empty and con-
nected:
(i) τ(a, b) = 0,
(ii) |τ(a, b)| = τM and p 6= q. ,
(iii) (p− 1)(2g − 2) < |τ | 6 τM = p(2g − 2) and p = q,
(iv) GCD(p+ q, a+ b) = 1
(3) If |τ(a, b)| = τM and p 6= q then any representation in R[a, b] is re-
ducible (i.e. R∗[a, b] is empty). If p < q, then any such representation
reduces to a semisimple representation of π1X in P(U(p, p)×U(q−p)),
such that the representation in PU(p, p) induced via projection on the
first factor has maximal Toledo invariant. (A similar result holds if
p > q, as well as if τ = −p(2g − 2)).
Remark 10.20. As explained by Hitchin in [23, Section 5], the moduli space
of irreducible representations in the adjoint form of a Lie group is liable to
acquire singularities, because of the existence of stable vector bundles which
are fixed under the action of tensoring by a finite order linebundle. For this
reason we are not making any smoothness statements in Theorem 10.19.
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