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RESUMO
A identiﬁcação de sistemas está presente em diversas áreas da engenharia onde um
modelo matemático preciso é exigido. Diferentes tipos de algoritmos de estimação têm
sido usados para identiﬁcar sistemas lineares invariantes no tempo. Contudo, o caso
particular que considera a utilização dos chamados métodos iterativos Vector Fitting
(VF) tem atraído atenção signiﬁcativa da comunidade cientíﬁca, especialmente durante
as últimas duas décadas. Neste contexto, esta tese aborda o problema de formulação de
algoritmos VF para ambos os domínios, do tempo e da frequência. No domínio do tempo,
algoritmos VF são aqui desenvolvidos dentro de um contexto ringdown, de modo que
dinâmicas oscilatórias (assim como dinâmicas puramente exponenciais) de sistemas de
potência possam ser efetivamente estimadas através de conjuntos de dados transitórios
extraídos desses sistemas. Neste sentido, também é apresentada uma abordagem multi-
sinal para estimar simultaneamente múltiplos sinais transitórios possivelmente distribuídos
em diferentes localizações do sistema de potência que está sendo modelado. Por outro
lado, no âmbito do domínio da frequência, esta tese apresenta um método VF que pode
ser aplicado na estimação de modelos formados por bases de funções racionais (BFRs)
deﬁnidas tanto no tempo contínuo como no tempo discreto. Em ambos os contextos do
tempo e da frequência, formulações VF alternativas baseadas em variáveis instrumentais
(VI) são também vastamente investigadas neste trabalho. Soluções convergidas fornecidas
por essas formulações VF baseadas em VI são provadamente ótimos locais de suas funções
objetivo não-lineares correspondentes, sendo essa importante propriedade de otimalidade
local independente da natureza do ruído que corrompe os dados de estimação. Exemplos
numéricos apresentados neste trabalho focam em dados de resposta em frequência extraídos
de transformadores de potência e de potencial indutivo reais assim como em conjuntos de
dados transitórios extraídos do sistema de potência interconectado Brasileiro e do sistema
de interconexão leste norte americano.
Palavras-chave: identiﬁcação de sistemas. vector ﬁtting. análise ringdown. estimação de
respostas em frequência. variáveis instrumentais
ABSTRACT
System identiﬁcation appears in several areas of engineering where a accurate mathematical
model is required. Many diﬀerent types of estimating algorithms have been used for
identifying linear time-invariant systems. Nonetheless, the particular case of using the
so-called iterative Vector Fitting (VF) algorithms has been drawing signiﬁcant attention
from scientiﬁc community, especially during the last two decades. In this context, this
thesis addresses the problem of formulating VF algorithms for both time- and frequency-
domain system identiﬁcation. When it comes to time-domain, VF algorithms are here
developed within a ringdown context, so that oscillatory (as well as purely exponential)
dynamics of power systems can be eﬀectively estimated through transient (ringdown)
data sets extracted from these systems. In this sense, it is also presented a multi-signal
approach for simultaneously estimating multiple transient signals possibly distributed
over diﬀerent locations of the power system under modeling. On the other hand, when
it comes to frequency-domain, this thesis presents a unifying VF method which can be
similarly applied for estimating models formed either by continuous- or discrete-time
rational basis functions (RBFs). In both time- and frequency-domain contexts, alternative
VF formulations based on instrumental variables (IV) are also intensively investigated
throughout this thesis. Converged solutions provided by these IV-based VF formulations
are proved to be local optimums of their corresponding nonlinear objective functions, being
this important optimality property independent on the nature of the noise that corrupts
estimation data. Numerical examples presented in this work focus on frequency response
data extracted from actual power and potential transformers as well as on transient data
sets extracted from the Brazilian Interconnected Power (BIP) system and from the North
American Eastern Interconnection (NAEI) system.
Keywords: system identiﬁcation. vector ﬁtting. ringdown analysis. frequency response
estimation. instrumental variables.
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1 INTRODUCTION
The act of formulating models has been part of human life for thousands of years.
When children learn to walk, for instance, their brains develop mental models which are
capable of relating notions of equilibrium, distance and motor coordination. In a sense,
although nature of models may vary signiﬁcantly, in many daily circumstances one has to
deal with the problem of obtaining (estimating) mathematical models that describe the
so-called memory eﬀect (dynamic behavior) of physical processes (systems).
Indeed, various areas of engineering demand for mathematical models that appro-
priately represent physical processes. These models can be applied, for instance, in the
design and implementation of new processes, in the design of control systems and in studies
involving system stability (EREMIA; SHAHIDEHPOUR, 2013; MUNOZ-HERNANDEZ;
MANSOOR; JONES, 2013; LJUNG, 1999; ÅSTRÖM, 1996).
There are, in principle, two ways of constructing mathematical models: physical
modeling and system identiﬁcation (LJUNG; GLAD, 1994). In physical modeling, which is
also called white box modeling, considerable knowledge about physical laws that describe
the process behavior is used for obtaining mathematical models. The model for a DC motor,
for example, can be obtained by using principles of mechanics and electricity. On the other
hand, system identiﬁcation, which is also known as black box or gray box modeling, plays
a key role in cases where there is little (gray box) or no (black box) knowledge about
physical phenomena involved in the process behavior, although data from such a process
is considered to be available for measurement. Therefore, one can say system identiﬁcation
is based on experimentation, being mathematical models built through data extracted
from the process under modeling.
One can divide system identiﬁcation methods into (i) time-domain methods
(LJUNG, 1999), when estimation data are composed of a sequence of samples discretized
in time; and (ii) frequency-domain methods (PINTELON; SCHOUKENS, 2012), when, al-
ternatively, estimation data are composed of a sequence of samples discretized in frequency.
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Extraction of such data sets may occur directly either in frequency-domain (through
direct frequency response measurement) or time-domain (through analysis of input-output
data). Nonetheless, one can also transform data from one domain to the other by using,
for instance, non-parametric identiﬁcation or (inverse) discrete Fourier Transform (DFT)
(LJUNG, 1999).
Once a (time- or frequency-domain) data set is available, system identiﬁcation
approaches must deal with the deﬁnition of a model structure, where its parameters are
then carefully chosen (estimated) so that the model response gets suﬃciently close to the
actual response extracted from the system.
When it comes to identifying systems which can be considered to be linear, i.e.,
which satisfy the so-called superposition principle, there are in the literature several well
consolidated types of model structures, such as OE, ARX, BJ and ARMAX model struc-
tures. System identiﬁcation methods for estimating the parameters of such structures have
already been extensively investigated (AGUIRRE, 2007; LJUNG, 1999; VAN DEN BOSCH;
VAN DER KLAUW, 1994). However, in the speciﬁc context of OE model structures, espe-
cially during the last two decades, the so-called iterative Vector Fitting (VF) algorithms
have drawn increasing attention from scientiﬁc community (GRIVET-TALOCIA; GUS-
TAVSEN, 2016; VOORHOEVE et al., 2014; DESCHRIJVER; HAEGEMAN; DHAENE,
2007; HEUBERGER; VAN DEN HOF; WAHLBERG, 2005; GRIVET-TALOCIA, 2003;
GUSTAVSEN, 2002).
1.1 VF algorithms
VF algorithms have become popular especially within power systems and micro-
electronics communities since they may provide satisfactory estimates for transfer function
poles of OE model structures (GRIVET-TALOCIA; GUSTAVSEN, 2016; UBOLLI; GUS-
TAVSEN, 2011; GUSTAVSEN, 2006; GUSTAVSEN; SEMLYEN, 1999). In the particular
case of power systems, successful applications of VF comprehend the following areas: mod-
eling of frequency-dependent network equivalents for transient analysis (SCHUMACHER;
OLIVEIRA, 2017; UBOLLI; GUSTAVSEN, 2011; RAMIREZ, 2009), wideband modeling of
Chapter 1. Introduction 18
transmission lines and transformers (GUSTAVSEN, 2006; Gustavsen, 2004; GUSTAVSEN;
SEMLYEN, 1999), estimation of electromechanical modes (SCHUMACHER; OLIVEIRA;
KUIAVA, 2019; SCHUMACHER; OLIVEIRA; KUIAVA, 2018; PAPADOPOULOS et al.,
2016) and passive macromodeling (GRIVET-TALOCIA; GUSTAVSEN, 2016; IHLEN-
FELD; OLIVEIRA; SANS, 2016; OLIVEIRA; RODIER; IHLENFELD, 2016). In the
particular case of frequency response modeling of power transformers, estimating wideband
dynamic models may improve electromagnetic transient simulations which subsidize, for
instance, insulation coordination and system performance studies (GUSTAVSEN, 2010;
Cigre WG A2/C4.39, 2014) (see also (THOMAS; SAVADAMUTHU, 2017) for a connection
between very fast transients and paper insulation in power transformers).
In VF algorithms, transfer functions are represented by means of a linear com-
bination of rational basis functions (RBFs). In a sense, these algorithms can be also
understood as robust reformulations (reinterpretations) of the original Sanathanan-Koerner
(SANATHANAN; KOERNER, 1963) and Steiglitz-McBride (STEIGLITZ; MCBRIDE,
1965) iterations (HENDRICKX; DHAENE, 2006), which, in turn, represent transfer func-
tions by means of a ratio between polynomials. Fig. 1 brieﬂy explains the main idea of
a generic VF algorithm. As it can be observed, VF algorithms are based on iteratively
estimating poles of RBF-based models.
Select a set of RBFs which are
linearly combined in a RBF-based OE 
model structure.
Use time- or frequency-domain data 
in order to estimate model scruture
coefficients.
Based on the estimated
coeficients, generate a 
novel set of poles.
Select a set of starting poles for the
model RBFs.
Figure 1 – A generic VF algorithm.
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By making use of continuous-time partial fractions as RBFs, VF has been primarily
proposed by Gustavsen and Semlyen (GUSTAVSEN; SEMLYEN, 1999; GUSTAVSEN,
2002) in frequency-domain, i.e., for estimating models based on frequency-domain (fre-
quency response) data. Few years later, several modiﬁcations and improvements have
been incorporated to this standard frequency-domain VF (FD-VF) approach. For instance,
by promoting some numerical enhancements for faster convergence (the QR approach)
(DESCHRIJVER et al., 2008; KNOCKAERT, 2009) and also the so-called VF relaxation
(GUSTAVSEN, 2006), FD-VF has reached the so-called vectﬁt3 form, found in (PACKAGE,
2008), which is still one of the most popular implementations of FD-VF.
In (DESCHRIJVER; HAEGEMAN; DHAENE, 2007), the authors have introduced
another standard FD-VF algorithm, known as Orthonormal VF, which consists of replac-
ing the original partial fractions with the so-called continuous-time Takenaka-Malmquist
orthonormal basis functions (SCHUMACHER; OLIVEIRA, 2018). As mentioned in (DE-
SCHRIJVER; HAEGEMAN; DHAENE, 2007; NOURI; ACHAR; NAKHLA, 2010), im-
provement in terms of numerical conditioning is considered as one of the beneﬁts of using
orthonormal functions as RBFs. In (SCHUMACHER; OLIVEIRA; MITCHELL, 2015), the
use of frequency localizing basis functions as RBFs is also studied in the context of FD-VF.
Discrete-time counterparts of these FD-VF algorithms can be found, for instance, in
(NOURI; ACHAR; NAKHLA, 2010; WONG; LEI, 2008; MEKONNEN; SCHUTT-AINÉ,
2007).
Now, when it comes to system identiﬁcation based on time-domain data, the
continuous-time VF technique introduced by (GRIVET-TALOCIA, 2003) remains as
one of the most adopted techniques. However, since time-domain data sets are always in
the form of discrete-time samples (meaning that signals are known only at discrete-time
instants), practical implementation of such a time-domain VF (TD-VF) method relies on
a numerical approximation of convolution integrals (GRIVET-TALOCIA; GUSTAVSEN,
2016; UBOLLI; GUSTAVSEN, 2011; GRIVET-TALOCIA, 2003). In order to cope with
this issue, in (SCHUMACHER; OLIVEIRA, 2017) TD-VF has been directly formulated
in a discrete time-domain framework whose practical implementation does not rely on
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approximating convolution integrals. Such an alternative approach also allows TD-VF
to be easily used not only with partial fractions, but also with more general RBF sets,
such as discrete-time Takenaka–Malmquist orthonormal basis functions (SCHUMACHER;
OLIVEIRA, 2018; HEUBERGER; VAN DEN HOF; WAHLBERG, 2005; VAN DEN HOF;
HEUBERGER; BOKOR, 1995).
As discussed in (SCHUMACHER, 2017), both TD-VF and FD-VF algorithms
beneﬁt from representing RBF-based OE model structures in a state-space framework. In
this sense, Schumacher e Oliveira (2018) propose a unifying method which can be similarly
applied for constructing both continuous- and discrete-time RBF sets. In particular, the
construction method proposed in (SCHUMACHER; OLIVEIRA, 2018) is designed for
ﬁnding characterizing matrices of linear RBF state equations, being analytic expressions
for the realization of such state-space matrices also developed in this reference. Finally, we
also remark that, although VF algorithms are focused on identifying linear time-invariant
systems, linear RBF state equations can also be applied in nonlinear system modeling - see,
for instance, (SCHUMACHER; LIMA; OLIVEIRA, 2016), where Volterra models based
on discrete-time Takenaka–Malmquist orthonormal basis functions are used for behavioral
modeling of radio frequency power ampliﬁers.
1.2 Properties of solutions provided by regular VF implementations
Although regular VF algorithms are worldwide recognized for providing fast and
good solutions for system identiﬁcation problems (and that is actually the main reason
for the success of these algorithms) (GRIVET-TALOCIA; GUSTAVSEN, 2016), two
key issues still remain unsolved. First, there is no proof of convergence for the VF
iterations. When it comes to Fig. 1, this means that estimates for poles and coeﬃcients
do not necessarily converge to ﬁxed values. Second, if convergence is indeed achieved,
regular VF implementations do not guarantee their converged solutions are local (or the
global) optimums of their corresponding nonlinear objective functions (NOFs) (GRIVET-
TALOCIA; GUSTAVSEN, 2016). In fact, if data used during estimation are corrupted
by colored noise, some recent results on regular VF implementations show they never
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converge to any local minimum (SHI, 2016).
In order to eﬀectively overcome the second aforementioned issue, quite recently
two instrumental variable (IV)-based VF methods have been proposed: one in time-
(SCHUMACHER; OLIVEIRA, 2017) and the other in frequency-domain (SCHUMACHER;
OLIVEIRA, 2019). The key advantage of these two IV formulations is that, diﬀerently from
regular VF implementations, they guarantee that the gradient local optimality condition
of their corresponding NOFs are necessarily satisﬁed after convergence. In other words,
converged solutions provided by these IV-based methods are necessarily local (or global)
optimums. Moreover, this important result is proved to be independent on the nature
of the noise that corrupts the data used during estimation. As a result, more accurate
models may be obtained even if this noise is colored. From a practical point of view, the IV
formulations in (SCHUMACHER; OLIVEIRA, 2017) and (SCHUMACHER; OLIVEIRA,
2019) can be used to further reﬁne solutions provided by regular VF implementations.
Additionally, they can be considered as generalizations of diﬀerent IV techniques such as
those in (VOORHOEVE et al., 2014) and (GILSON; WELSH; GARNIER, 2013).
So far, in this thesis, VF algorithms have been mostly discussed from a generic
system identiﬁcation point of view, meaning applications of these algorithms have been just
mentioned, but not detailed. Nonetheless, as highlighted in Section 1.4, two diﬀerent scopes
of application of VF algorithms are focused in this thesis: ringdown response estimation
and frequency response estimation.
On the one hand, the idea of frequency response estimation can be directly related
to frequency-domain system identiﬁcation and, more speciﬁcally, in this thesis, to FD-VF
techniques. On the other hand, since it comprehends a more speciﬁc topic within power
systems community, the idea of estimating ringdown responses cannot be directly explained
in the sense of generic VF algorithms. Therefore, in the following section of this text it
is introduced the concept of power system transient (ringdown) analysis as well as how
generic VF algorithms have been adapted (modiﬁed) to cover this particular scope of
application.
Chapter 1. Introduction 22
1.3 Application of VF to power system transient (ringdown) analysis
Estimation of oscillatory as well as purely exponential dynamics (modes) plays an
important role to infer about stability of interconnected power systems (KUNDUR, 1994;
CANIZARES et al., 2017). In this context, when a transient (ringdown) event occurs (due
to, for instance, a disturbance or a fault), such dynamics are induced in a considerable
number of power system signals (power ﬂows, system frequency, etc) (THAMBIRAJAH;
BAROCIO; THORNHILL, 2010).
Worldwide, research groups have been expending substantial eﬀort to install entire
wide-area monitoring systems (WAMS) in order to collect real-time power system data not
only from ringdown events but also from ambient (quasi-stationary) operation. Examples
of WAMS based on the so-called Frequency Disturbance Recorders (FDRs) or Phasor
Measurement Units (PMUs) are found, for instance, in the Brazilian Interconnected Power
(BIP) system (MEDFASEE, 2017) and in the North American Eastern Interconnection
(NAEI) system (YE; LIU, 2012; HWANG; LIU, 2014; HWANG; LIU, 2017). In this context,
Fig. 2 illustrates the importance of monitoring modes of power systems through ringdown
and ambient data. This contrasting scenario shows how tripping of transmission lines or
generators may reduce the damping of oscillatory modes, which can in turn lead to a
system breakup. In the speciﬁc scenario of Fig. 2, as also emphasize Trudnowski et al.
(2008), ‘a mode meter alert during this interval might have allowed system operators to
reconﬁgure the system and perhaps avoid the breakup’.
Both ringdown and ambient data acquired through WAMS encounter their own
applications when it comes to estimating power system modes (THAMBIRAJAH; BARO-
CIO; THORNHILL, 2010). This means estimating methods which process ambient data
are usually diﬀerent from those which deal with ringdown data.
As far as linear methods based on ringdown data are considered, methods can
be divided into two groups: time-domain and frequency-domain methods. Time-domain
methods such as Prony (HAUER; DEMEURE; SCHARF, 1990) and Matrix Pencil (CROW;
SINGH, 2005) consider the roots of characteristic polynomials (or matrices) as modal
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Figure 2 – Power ﬂow on Malin–Round Mountain line of the western North America power
system on August 10, 1996.
Source: Trudnowski et al. (2008)
estimates. Although widely adopted, these methods may require extensive calculations
due to singular value decompositions (GLICKMAN; O’SHEA; LEDWICH, 2007; HAUER;
DEMEURE; SCHARF, 1990; HWANG; LIU, 2017). On the other hand, frequency-domain
methods may require fewer calculations since they usually generate estimates of oscillatory
modes by simply identifying peak frequencies in the DFT of ringdown data sequences.
However, since they rely on performing DFTs, frequency-domain techniques may suﬀer
from poor or biased modal estimates due to the well known spectral leakage (windowing)
eﬀect. Such a windowing eﬀect is a critical issue especially when ringdown data contain
increasing/decreasing dc components. To cope with this issue, recently in (HWANG; LIU,
2017), it has been proposed to remove such dc components by using the diﬀerence sequence
between two sets of ringdown data.
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From a broader perspective, as already discussed in this thesis, regular VF im-
plementations have been ﬁrst proposed more than a decade ago (GRIVET-TALOCIA,
2003; GUSTAVSEN; SEMLYEN, 1999). However, VF has been only recently adapted for
estimating power system modes through ringdown data, in a speciﬁc DFT-based setting
(PAPADOPOULOS et al., 2016) that reveals the potential of VF for estimation of modal
parameters in power systems. Nonetheless, as a ‘ringdown frequency-domain Vector Fitting’
(RFD-VF) approach, the implementation in (PAPADOPOULOS et al., 2016) naturally
suﬀers from drawbacks which are inherent to DFT computation (poor or biased modal
estimates).
Alternatively, the recently proposed ‘ringdown time-domain Vector Fitting’ (RTD-
VF) method (SCHUMACHER; OLIVEIRA; KUIAVA, 2018) proves to be capable of
providing superior ﬁtting performance over the worldwide recognized Prony (HAUER;
DEMEURE; SCHARF, 1990) and Matrix Pencil (CROW; SINGH, 2005) techniques. In
RTD-VF, VF is applied to a suitable time-domain state-space discretization framework
which enables ringdown events to be eﬀectively estimated when described as artiﬁcial
unit impulse responses. When compared with its counterpart RFD-VF approach in
(PAPADOPOULOS et al., 2016), the main advantage of RTD-VF lies in the fact that
it completely avoids the necessity to perform DFTs. As a consequence, the method can
also be naturally applied to ringdown signals with increasing/decreasing dc components,
without having to create auxiliary diﬀerence sequences (which is an advantage when
compared to (HWANG; LIU, 2017)). Nonetheless, although quite robust and eﬀective,
there are two problems related to RTD-VF.
The ﬁrst problem is described in the following. Since it is based on modeling
ringdown signals independently, i.e., one at a time, the ‘single-signal RTD-VF’ method
proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018) generates modal estimates
that are naturally more related with the particular section of the power system in which
the signal under modeling has been measured. In this context, one can expect more realistic
estimates for the entire system if multiple signals distributed over diﬀerent locations are
simultaneously used during modal estimation (TRUDNOWSKI; JOHNSON; HAUER,
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1999; DOSIEK; PIERRE, 2012; DOSIEK; PIERRE, 2013; KHAZAEI et al., 2016).
Generating a unique set of modal estimates based on multiple data channels (ob-
tained, for instance, from Phasor Measurement Units or Frequency Disturbance Recorders)
is of major importance. In (TRUDNOWSKI; JOHNSON; HAUER, 1999), it has been
shown Prony analysis based on multiple ringdown signals improves accuracy of modal
estimates and, in addition, simpliﬁes the analysis from a user’s perspective, since the
operator is not left with the problem of determining which set of estimates is more accurate.
Recently, in (KONTIS et al., 2018a), an average energy approach based on references
(NING; SARMADI; VENKATASUBRAMANIAN, 2015; NING; PAN; VENKATASUB-
RAMANIAN, 2013) has been used for extending single-signal techniques such as Matrix
Pencil (CROW; SINGH, 2005) and Eigenvalue Realization Algorithm (JUANG; PAPPA,
1985) to multi-signal analysis. In (PATERNINA et al., 2019), such an average energy
approach is also applied for estimating electromechanical modes based on variational
mode decomposition. In (MESSINA; VITTAL, 2007), empirical mode decomposition is
used, and in (LI et al., 2018) a multichannel wavelet transform approach is proposed. In
(DOSIEK; PIERRE, 2012; DOSIEK; PIERRE, 2013), multi-signal methods are also shown
to provide promising results when applied to ambient data. Moreover, techniques based
on processing multiple power system signals simultaneously also encounter applications in
areas such as, for instance, measurement-based dynamic load modeling (KONTIS et al.,
2018b; STOJANOVIĆ; KORUNOVIĆ; MILANOVIĆ, 2008; RENMU; JIN; HILL, 2006;
CHOI et al., 2006), coherency identiﬁcation in multi-machine power systems (BAROCIO
et al., 2015; SUSUKI; MEZIC, 2011), steady state model synthesis of power systems
(MAHMOOD et al., 2017) and identiﬁcation of ‘dominant inter-area oscillation paths’
(CHOMPOOBUTRGOOL; VANFRETTI, 2013).
The second problem related to standard RTD-VF comes from the fact that it can
be considered as a regular VF implementation, meaning its converged solutions are not
necessarily local (or the global) optimums of their corresponding NOFs (SCHUMACHER;
OLIVEIRA, 2017; GRIVET-TALOCIA; GUSTAVSEN, 2016; SHI, 2016). At this point,
as discussed in Section 1.2, we remember IV-based VF approaches such as the generic
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discrete time-domain method in (SCHUMACHER; OLIVEIRA, 2017) indeed guarantees
that local optimums are obtained after algorithm convergence.
1.4 Objectives and contributions of this thesis
This thesis addresses the problem of formulating VF algorithms for both time- and
frequency-domain system identiﬁcation. When it comes to time-domain, VF algorithms
are developed within a ringdown context, so that oscillatory (as well as purely exponential)
dynamics of power systems can be eﬀectively estimated through transient data sets
extracted from these systems. When it comes to frequency-domain, this thesis presents
a unifying FD-VF method which can be similarly applied for estimating models formed
either by continuous- or discrete-time RBFs. Numerical examples for validating such a
FD-VF approach focus mainly on frequency response data extracted from power and
inductive potential transformers. IV-based VF formulations which are proved to guarantee
local optimums after algorithm convergence are also intensively investigated throughout
this thesis.
In what follows, we synthesize the two objectives of this work.
O.1 The ﬁrst objective consists of presenting, from an objective function perspective, the
single-signal RTD-VF method proposed in (SCHUMACHER; OLIVEIRA; KUIAVA,
2018), which can be considered as a natural extension of the regular TD-VF technique
(GRIVET-TALOCIA, 2003) to the context of ringdown analysis. In particular, it
is shown such a method is capable of providing superior ﬁtting performance over
recognized techniques, such as Prony (HAUER; DEMEURE; SCHARF, 1990) and
Matrix Pencil (CROW; SINGH, 2005), as well as over its counterpart RFD-VF
method previously proposed in (PAPADOPOULOS et al., 2016). Subsequently,
single-signal RTD-VF is generalized into the multi-signal RTD-VF approach recently
proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2019), which is capable of
generating modal estimates by simultaneously processing multiple ringdown signals
possibly distributed over diﬀerent locations of a power system. Finally, it is presented
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the IV version of multi-signal RTD-VF, which is proved to guarantee local optimums
after algorithm convergence. Such a ‘multi-signal IV-RTD-VF’ method has also
been proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2019) and is used for
further reﬁning solutions provided by regular multi-signal RTD-VF. It should also be
mentioned that multi-signal IV-RTD-VF can be regarded as a ringdown version of the
generic discrete time-domain IV-based approach in (SCHUMACHER; OLIVEIRA,
2017).
O.2 The second objective of this work consists of presenting, based on a unifying FD-VF
approach, the IV-based FD-VF method proposed in (SCHUMACHER; OLIVEIRA,
2019), which is also proved to guarantee local optimums after algorithm convergence.
In fact, the IV-based FD-VF method proposed in this chapter consists of a multi-
input multi-output (MIMO) generalization of the single-input single-output (SISO)
approach in (SCHUMACHER; OLIVEIRA, 2019). The terminology ‘unifying’ is used
to emphasize that such an IV-FD-VF method can be similarly applied for estimating
models formed either by continuous- or discrete-time RBFs, being compatible, for
instance, with any RBF set listed in (SCHUMACHER; OLIVEIRA, 2018). As will
be shown, IV-FD-VF may provide superior ﬁtting performance when compared to
standard FD-VF algorithms such as, for instance, vectﬁt3 (PACKAGE, 2008), which
is still one of the most popular implementations of standard FD-VF.
1.5 Thesis organization
The remainder chapters of this thesis are organized as follows.
Chapter 2: Estimation of power system oscillations through ringdown
data
In this chapter it is addressed the problem of formulating VF algorithms which are
capable of estimating, based on transient (ringdown) data, oscillatory (as well as purely
exponential) dynamics (modes) of power system signals. In this sense, all points listed as
objective O.1 are addressed in this chapter of the thesis.
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Numerical examples presented in Chapter 2 focus on actual ringdown data sets
extracted from NAEI and BIP systems.
Chapter 3: Frequency-domain system identiﬁcation
In this chapter it is addressed the problem of formulating VF algorithms for system
identiﬁcation based on frequency-domain data. In this sense, all points listed as objective
O.2 are addressed in this chapter of the thesis.
Numerical examples presented in Chapter 3 focus on frequency response data
extracted from actual power and inductive potential transformers.
Chapter 4: Conclusions
This chapter addresses the conclusions of this work.
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2 ESTIMATION OF POWER SYSTEM OSCILLATIONS THROUGH
RINGDOWN DATA
In this chapter, we address the problem of formulating VF algorithms which are
capable of estimating, based on transient (ringdown) data, oscillatory (as well as purely
exponential) components of power system signals.
Firstly, based on fundamentals for single-signal modeling, it is presented – from an
objective function perspective – the ‘single-signal ringdown time-domain Vector Fitting’
(RTD-VF) method proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018), which
can be considered as a natural extension of the regular TD-VF technique (GRIVET-
TALOCIA, 2003) to the context of ringdown analysis. In particular, it is shown such a
method is capable of providing superior ﬁtting performance over recognized techniques,
such as Prony (HAUER; DEMEURE; SCHARF, 1990) and Matrix Pencil (CROW; SINGH,
2005), as well as over its counterpart ‘ringdown frequency-domain Vector Fitting’ (RFD-
VF) method previously proposed in (PAPADOPOULOS et al., 2016). Subsequently,
single-signal RTD-VF is generalized into the multi-signal RTD-VF approach proposed
in (SCHUMACHER; OLIVEIRA; KUIAVA, 2019), which is capable of generating modal
estimates by simultaneously processing multiple ringdown signals possibly distributed
over diﬀerent locations of a power system. Finally, it is presented the IV version of multi-
signal RTD-VF, which is proved to guarantee local optimums after algorithm convergence.
Such a ‘multi-signal IV-RTD-VF’ method has also been proposed in (SCHUMACHER;
OLIVEIRA; KUIAVA, 2019) and is used for further reﬁning solutions provided by regular
multi-signal RTD-VF.
2.1 Single-signal modeling: Fundamentals
Oscillatory as well as purely exponential dynamics (modes) are induced in power
system signals (power ﬂows, system frequency, etc) when transient (ringdown) events
occur. Such a phenomenon is exempliﬁed through Fig. 3, which depicts a ringdown event
occurred during a reconnection of Itaipu Hydroelectric to the Brazilian Interconnected
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Power (BIP) system. Itaipu Hydroelectric was disconnected from the rest of the BIP
system on September 02, 2011, at 19h43m40.3s UTC, due to an electrical bushing explosion
(ONS, 2011). It was reconnected to the BIP system 27m49.7s later (ONS, 2011).
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Figure 3 – Example of a typical ringdown response. Measurements (which are composed of
901 samples, from time 19h43m40.3s UTC to 19h43m55.3s UTC) represent system
frequency and have been recorded (with a sampling period of (1/60)s) by a frequency
disturbance recorder (FDR) installed within Federal University of Santa Catarina
(MEDFASEE, 2017).
As suggests Fig. 3, one can assume a generic ringdown response y(t) to have a
starting time t = 0. As discussed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018),
approximating y(t) for t ≥ 0 is possible by means of a modeling signal structure y¯(t) which
can be assumed to contain not only oscillatory and purely exponential modes, but also a
dc component hdc:
y¯(t) = hdc +
MOSC∑
l=1
Aleσlt cos(ωlt + ϕl) +
M∑
l=MOSC+1
Aleσlt. (2.1)
As it can be observed in equation (2.1), y¯(t) has MOSC oscillatory modes and M − MOSC
purely exponential modes (where M denotes the total number of modes). Each l-th
oscillatory mode (l = 1, · · · ,MOSC) is composed of its amplitude Al, attenuation σl,
frequency ωl = 2πfl and phase ϕl. On the other hand, each l-th purely exponential mode
(l = MOSC + 1, · · · ,M) naturally has only an amplitude Al and an attenuation σl.
In this chapter, we deal with the system identiﬁcation problem of estimating modal
parameters of (2.1)-type structures based on a set of K time-domain data samples for
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y(t). Since ringdown signal y(t) has been considered to have a starting time t = 0, one can
assume it has been measured over the following set of discrete-time instants:
t = kT, k = 0, · · · , K − 1, (2.2)
where T denotes the sampling period used during data acquisition. Ringdown data sets
available for modal estimation are then formed by the set of measurements
y(kT ), k = 0, · · · , K − 1. (2.3)
As suggests example from Fig. 3, at least in real case scenarios, ringdown data sets are
contaminated by measurement noise, which may aﬀect signiﬁcantly performance of system
identiﬁcation approaches.
Generating modal estimates for (2.1)-type structures plays an important role to
infer about stability of interconnected power systems (KUNDUR, 1994; CANIZARES et
al., 2017). From (2.1), one can observe y¯(t) approaches hdc as t → ∞, given that σl < 0 ∀ l.
Meanwhile, y¯(t) becomes unbounded for suﬃcient large values of t if, for any l, we have
σl > 0. In principle, the most basic idea of stability monitoring is then to evaluate how
close (or how far) σl values are from becoming positive.
In a deeper analysis, however, stability monitoring is performed in terms of eigen-
value analysis, being the eigenvalues of y¯(t) in (2.1) deﬁned by1
λl =
⎧⎪⎪⎨⎪⎪⎩
σl + jωl , l = 1, · · · ,MOSC
σl , l = MOSC + 1, · · · ,M
(2.4)
where j =
√−1. From (2.4), it becomes clear stability monitoring can also be performed
by analyzing eigenvalues in the complex plane, where its stability region is deﬁned by
all values of λl which satisfy e(λl) = σl < 0. From a practical point of view, it is
1 Eigenvalues are usually related to matrices. Nonetheless, we consider that the λl values deﬁned in (2.4)
correspond to the eigenvalues of equation (2.1) since it is also possible to express this equation by means
of a state-space representation in which the state matrix has eigenvalues σl ± jωl, l = 1, · · · , MOSC,
and σl, l = MOSC + 1, · · · , M .
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well known complex-valued eigenvalues with lower frequencies may be related to poorly-
damped oscillations in electromechanical variables (rotor angle from synchronous machines,
voltages, etc) of the power system from which ringdown signal y(t) has been measured
(WADDUWAGE; ANNAKKAGE; NARENDRA, 2015). In this context, as explained in
(WADDUWAGE; ANNAKKAGE; NARENDRA, 2015), unacceptable damping for such
low-frequency complex-valued eigenvalues (which are also called electromechanical modes
and usually present frequencies within a frequency range from 0.2Hz up to 3Hz) may
indicate that the power system is operating close to instability (collapse).
Direct estimation of modal parameters in equation (2.1) is diﬃcult since they are
nonlinearly related to each other. However, by means of the unit impulse function δ(t),
one can alternatively express such an equation by the following partial fraction expansion
(see Section 2.9.1 for the derivation of this equation):
y¯(t) = hdc +
N∑
i=1
ri
ρ − pi δ(t), (2.5)
where
pi =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λ i+1
2
, i = 1, 3, · · · , 2MOSC − 1
(pi−1)∗ , i = 2, 4, · · · , 2MOSC
λi−MOSC , i = 2MOSC + 1, 2MOSC + 2, · · · , N
(2.6)
ri =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
2A i+12 e
jϕ i+1
2 , i = 1, 3, · · · , 2MOSC − 1
(ri−1)∗ , i = 2, 4, · · · , 2MOSC
Ai−MOSC , i = 2MOSC + 1, 2MOSC + 2, · · · , N
(2.7)
N = M + Mosc (2.8)
and (·)∗ denotes conjugate. It is important to observe that, by means of equations (2.6)
and (2.7), modal parameters in (2.1) are directly related with the partial fractions’ residues
{ri} and poles {pi} in (2.5). In this sense, each oscillatory mode in (2.1) is represented by
two complementary partial fractions in (2.5). It is also important to remark ρ denotes the
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so-called diﬀerentiation operator, which makes any pair of generic functions G(ρ) and x(t)
to satisfy
G(ρ)x(t) = L−1 {G(s)X(s)} , (2.9)
where X(s) represents the Laplace transform of x(t), whereas L−1{·} represents the inverse
Laplace transform operator.
Based on representation (2.5), one can indirectly estimate oscillatory and purely
exponential components of a generic ringdown signal y(t) by formulating the least-squares
problem
γˆ = argmin
γ
K−1∑
k=0
(y(kT ) − y¯(kT ))2 ,
= argmin
γ
K−1∑
k=0
(
y(kT ) −
(
hdc +
N∑
i=1
ri
ρ − pi δ(kT )
))2
,
(2.10)
where γˆ represents an estimate for parameter vector
γ =
[
hdc r1 · · · rN p1 · · · pN
]T
, (2.11)
with (·)T being the transpose operator.
Estimating γ via (2.10) constitutes a nonlinear optimization problem, once poles
{pi} appear in the denominator of y¯(t). In this sense, one can observe that, if poles {pi} are
assumed to be known beforehand, (2.10) reduces itself to a linear least-squares problem,
since only coeﬃcients {ri} and hdc remain unknown. Unfortunately, prior knowledge about
these poles is usually not available.
In what follows, we address the problem of estimating all parameters in γ (including
poles {pi}) by means of the ‘single-signal ringdown time-domain Vector Fitting’ (single-
signal RTD-VF) method proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018). As
a VF approach, single-signal RTD-VF is based on transforming the nonlinear least-squares
problem in (2.10) into a sequence of linear least-squares problems where coeﬃcient sets
are estimated via pre-speciﬁed update-dependent poles.
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2.2 Single-signal RTD-VF
VF approaches estimate pole sets by means of alternative OE model structures
(SCHUMACHER; OLIVEIRA, 2017; GRIVET-TALOCIA; GUSTAVSEN, 2016; DESCHRI-
JVER; HAEGEMAN; DHAENE, 2007). When it comes to the ringdown context introduced
in Section 2.1 of this thesis, one can use the two auxiliary transfer functions in equations
(2.13) and (2.14) in order to deﬁne the alternative structure shown in equation (2.12).
yˆ(t) = hdc +
B(ρ)
F (ρ)δ(t),
= hdc +
N∑
i=1
ci
ρ − p¯i
1 +
N∑
i=1
di
ρ − p¯i
δ(t);
(2.12)
B(ρ)
Fˆ (ρ)
=
N∑
i=1
ci
ρ − p¯i ; (2.13)
F (ρ)
Fˆ (ρ)
= 1 +
N∑
i=1
di
ρ − p¯i ; (2.14)
where {p¯i} is assumed to be a set of pre-speciﬁed (known) poles. In these equations, Fˆ (ρ)
denotes the known monic polynomial whose roots are {p¯i}, i.e.,
Fˆ (ρ) = (ρ − p¯1)(ρ − p¯2) · · · (ρ − p¯N). (2.15)
Meanwhile, B(ρ) and F (ρ) denote polynomials whose roots are, respectively, the zeros of
(2.13) and (2.14).
Now, by deﬁning parameter vector
θ =
[
hdc c1 · · · cN d1 · · · dN
]T
, (2.16)
the following objective function can be formulated:
J(θ) =
K−1∑
k=0
e2(kT ), (2.17)
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where e(kT ) is the scalar error
e(kT ) = y(kT ) − yˆ(kT ) (2.18)
that, based on equation (2.12), also reads
e(kT ) = F (ρ)
F (ρ)y(kT ) −
(
hdc +
B(ρ)
F (ρ)δ(kT )
)
. (2.19)
As a VF approach (GRIVET-TALOCIA; GUSTAVSEN, 2016), one can consider
approximation e(kT ) ≈ e˜(kT ), where
e˜(kT ) = F (ρ)
Fˆ (ρ)
y(kT ) −
(
hdc +
B(ρ)
Fˆ (ρ)
δ(kT )
)
(2.20)
=
(
1 +
N∑
i=1
di
ρ − p¯i
)
y(kT ) −
(
hdc +
N∑
i=1
ci
ρ − p¯i δ(kT )
)
(2.21)
or, equivalently,
e˜(kT ) = y(kT ) − mT(kT )θ, (2.22)
being
m(kT ) =
[
1 u˜T(kT ) −y˜T(kT )
]T
; (2.23)
y˜(kT ) =
[
1
ρ − p¯i · · ·
1
ρ − p¯N
]T
y(kT ); (2.24)
u˜(kT ) =
[
1
ρ − p¯i · · ·
1
ρ − p¯N
]T
δ(kT ). (2.25)
By approximating e(kT ) by e˜(kT ) in equation (2.17), the nonlinear problem of
minimizing objective function J(θ) (in terms of θ) is transformed into an approximated
but linearized least-squares problem whose solution can be written as follows
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θˆ = argmin
θ
K−1∑
k=0
e˜2(kT ) (2.26)
= argmin
θ
K−1∑
k=0
(
y(kT ) − mT(kT )θ
)2
(2.27)
=
[
MTM
]−1
MTy, (2.28)
where θˆ can be considered as an estimate for θ obtained for a given set of pre-speciﬁed
poles {p¯i}, being θ the global minimum of J(θ). In (2.28), matrices M and y are deﬁned
as follows
M =
[
U˜ −Y˜
]
; (2.29)
y =
[
y[0] · · · y[K − 1]
]T
; (2.30)
where
Y˜ =
[
y˜[0] · · · y˜[K − 1]
]T
; (2.31)
U˜ =
⎡⎢⎢⎣ 1 · · · 1
u˜[0] · · · u˜[K − 1]
⎤⎥⎥⎦
T
. (2.32)
Throughout this thesis, we may sometimes use terminology x(kT ) = x[k] to simplify
notation.
Once θ has been estimated via (2.28), one can try to make the approximate error
e˜(kT ) in (2.20) closer to the original error e(kT ) in (2.19) by considering the obtained
polynomial F (ρ) as a possibly more reﬁned estimate for polynomial Fˆ (ρ). In terms of
roots, this means that roots of F (ρ), which can be determined based on the estimated
coeﬃcients {di} in θ (see equation (2.14)), are to be considered as a more reﬁned estimate
for the N pre-speciﬁed poles p¯1, · · · , p¯N . Based on this novel set of poles {p¯i}, one can
reestimate θ via (2.28).
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This procedure can be repeated (iterated) until θˆ and {p¯i} converge to ﬁxed values
θˆ′ and {p¯′i}. When convergence is achieved, it naturally follows that F ′(ρ) = Fˆ ′(ρ), where
F ′(ρ) and Fˆ ′(ρ) denote the values obtained for polynomials F (ρ) and Fˆ (ρ) when p¯i = p¯′i
and θˆ = θˆ′. Consequently, the alternative modeling structure yˆ(t) in (2.12) obtained after
algorithm convergence ﬁts exactly into the desired signal structure in (2.5):
yˆ′(t) = h′dc +
B′(ρ)
F ′(ρ)δ(t)
= h′dc +
B′(ρ)
Fˆ ′(ρ)
δ(t)
= h′dc +
N∑
i=1
c′i
ρ − p¯′i
δ(t)
(2.33)
Expression (2.33) reveals h′dc, c
′
1, · · · , c′N and p¯′1, · · · , p¯′N are our ﬁnal estimates for
hdc, r1, · · · , rN and p1, · · · , pN . Since F ′(ρ) = Fˆ ′(ρ), one can observe that, at convergence,
equation (2.14) becomes
F ′(ρ)
Fˆ ′(ρ)
= 1 +
N∑
i=1
d′i
ρ − p¯′i
(2.34)
= 1. (2.35)
This means that the converged coeﬃcients {d′i} no longer aﬀect the resulting modeling
signal yˆ′(t), as shown in (2.33).
2.2.1 Step by step procedure for implementing single-signal RTD-VF
Step 1. Given a ringdown response y(t) sampled at t = kT , with k = 0, · · · , K −1,
one must deﬁne the number of iterations and a set of starting poles {p¯i}, i = 1, · · · , N .
Comment: As emphasized in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018;
GRIVET-TALOCIA; GUSTAVSEN, 2016), starting poles can be chosen as weakly at-
tenuated complex conjugate pairs (for instance, with e(p¯i) = −0.01 × |	m(p¯i)|) with
imaginary parts linearly distributed over a frequency band of interest [0, ωmax]. Since
electromechanical modes in power systems usually have an imaginary part which is not
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higher than 3 Hz, one can simply deﬁne staring poles as follows:
p¯i =
⎧⎪⎪⎨⎪⎪⎩
p¯∗i+1 , i = 1, 3, · · · , N − 1
i(−0.01 + j)ωmax/N , i = 2, 4, · · · , N
(2.36)
where ωmax = 2π × 3. If N is an odd number, then one can additionally deﬁne p¯N =
e(p¯N−1), meaning p¯N is not deﬁned without occurrence of its corresponding conjugate.
Step 2. Construct matrices M and y based on (2.29)–(2.32). In these equations,
vectors y˜[k] and u˜[k] can be approximated, for k = 1, · · · , K − 1, by recursive use of the
following state-space discretizations of equations (2.24) and (2.25) (see Section 2.9.2 for
the derivation):
y˜[k] ≈ Ady˜[k − 1] + Bdy[k − 1], y˜[0] = 0 (2.37)
u˜[k] ≈ Adu˜[k − 1], u˜[0] = B (2.38)
where
Ad = eAT ; Bd = A−1(Ad − I)B (2.39)
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p¯1 0 · · · 0
0 p¯2 · · · 0
... ... . . . ...
0 0 · · · p¯N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
N×1
(2.40)
and I denotes the N × N identity matrix.
Step 3. Obtain a least-squares estimate for parameter vector θ via (2.28).
Comment: As shown in (GRIVET-TALOCIA; GUSTAVSEN, 2016; SCHUMACHER;
OLIVEIRA; KUIAVA, 2018), it is possible to ensure that the partial fraction residues ci
and ci+1 are always estimated in perfect conjugate pairs (ci+1 = c∗i ) whenever p¯i+1 = p¯∗i .
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As evidenced in equation (2.41), if p¯i and p¯i+1 constitute a complex conjugate pair, then
the corresponding basic partial fractions 1/(s − p¯i) and 1/(s − p¯∗i ) in (2.12) can be sub-
stituted by (1/(s − p¯i) + 1/(s − p¯∗i )) and (j/(s − p¯i) − j/(s − p¯∗i )), respectively. In the
corresponding state-space representation, this modiﬁcation is implemented by simply
replacing submatrices
⎡⎢⎢⎣ p¯i 0
0 p¯i+1
⎤⎥⎥⎦ and
⎡⎢⎢⎣ 1
1
⎤⎥⎥⎦
within matrices A and B in (2.40) by, respectively,
⎡⎢⎢⎣ e(p¯i) 	m(p¯i)−	m(p¯i) e(p¯i)
⎤⎥⎥⎦ and
⎡⎢⎢⎣ 2
0
⎤⎥⎥⎦ .
Such a substitution can be regarded as a modal transformation (CHEN, 1999) and it is
also performed in classical frequency-domain VF (GUSTAVSEN; SEMLYEN, 1999). As it
can be observed through equation (2.41), it has the eﬀect that the corresponding residues
in the solution vector θ become equal to e(ci) and 	m(ci).
[
1
s − p¯i
1
s − p¯∗i
] ⎡⎢⎢⎣ ci
c∗i
⎤⎥⎥⎦ =
[
1
s − p¯i +
1
s − p¯∗i
j
s − p¯i −
j
s − p¯∗i
] ⎡⎢⎢⎣ e(ci)	m(ci)
⎤⎥⎥⎦ .
(2.41)
Step 4. Update {p¯i} with the roots of polynomial F (ρ).
Comment: Since the roots of polynomial F (ρ) naturally equal the zeros of transfer
function F (ρ)/Fˆ (ρ), deﬁned in (2.14), one can update {p¯i} by calculating the eigenvalues
of matrix (A − BD−1C) (see (GRIVET-TALOCIA; GUSTAVSEN, 2016) for a proof),
with (A,B,C,D) being the state-space realization for F (ρ)/Fˆ (ρ) in which A and B satisfy
(2.40) while
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C =
[
d1 · · · dn
]
and D = 1. (2.42)
To ensure model stability, a usual practice in continuous-time VF implementations
(GRIVET-TALOCIA; GUSTAVSEN, 2016) is the one which consists of inverting the
sign of poles with positive real parts if they occur while adopting
{p¯i} ← eig
(
A − BD−1C
)
. (2.43)
It is also interesting to remark that, if the modal transformation commented in
Step 3 has been applied to a pole set {p¯i} formed only by real-valued numbers and
complex conjugate pairs, then A, B and consequently θ are real-valued, meaning (2.43)
returns a novel pole set which is also formed only by real-valued numbers and complex
conjugate pairs.
Comment: Throughout iterations, we might also want to observe how our current
set of poles {p¯i} performs in structure (2.5). In this case, its coeﬃcients {ri} can be
estimated in the linear least-squares sense via (2.28) by simply redeﬁning M = U˜. In this
context, the associated root mean square (RMS) error of modeling signal y¯(t) is a metric
which can be observed, being its deﬁnition given as follows
RMS error =
√√√√ 1
K
K−1∑
k=0
(y[k] − y¯[k])2. (2.44)
Step 5. Repeat steps 2 to 4 until the number of iterations is achieved.
Step 6. The resulting modal components of the estimated ringdown signal y¯(t)
are obtained through relations described in (2.6) and (2.7).
Comment: It is straightforward to reorganize partial fractions’ real and complex
conjugate poles (and their corresponding residues) in case they do not come directly
organized in the order presumed by equations (2.6) and (2.7).
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2.3 Numerical results using single-signal RTD-VF
In this section, three case studies are used to validate single-signal RTD-VF. In par-
ticular, single-signal RTD-VF is compared with the worldwide recognized Prony (HAUER;
DEMEURE; SCHARF, 1990) and Matrix Pencil (CROW; SINGH, 2005) techniques as well
as with the emerging Curve-Fitting (HWANG; LIU, 2017) and ‘ringdown frequency-domain
Vector Fitting’ (RFD-VF) (PAPADOPOULOS et al., 2016) approches, being the latter the
frequency-domain counterpart method of RTD-VF. We remark that most results exposed
in this section have been ﬁrst presented in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018).
The ﬁrst case study presented in this section aims to identify a synthetic test signal
formed by known modal parameters. In particular, this case study shows RTD-VF is less
sensitive to additive white Gaussian noise when compared to RFD-VF.
The other two case studies of this section consider actual ringdown data sets
extracted from North American Eastern Interconnection (NAEI) (YE; LIU, 2012; HWANG;
LIU, 2014; HWANG; LIU, 2017) and Brazilian Interconnected Power (BIP) (MEDFASEE,
2017) systems. In these two case studies, the modal parameters of the measured signals
are not known beforehand. Therefore, the so-called R2 coeﬃcient of determination is also
used during comparisons. The R2 coeﬃcient of determination is deﬁned by
R2 =
⎛⎜⎜⎜⎜⎜⎝1 −
K−1∑
k=0
(y[k] − y¯[k])2
K−1∑
k=0
(y[k] − yˇ)2
⎞⎟⎟⎟⎟⎟⎠× 100%, (2.45)
where yˇ represents the mean value of the ringdown data set y[k], k = 0, · · · , K − 1. Note
that R2 = 100% indicates a perfect ﬁt for each sample y[k].
We remark that a small improvement has been incorporated into the original
RFD-VF (PAPADOPOULOS et al., 2016) so that it can also estimate a non-zero dc
component hdc. Lastly, we also remark that all simulations were performed in an Intel(R)
Core(TM) i5 2.2GHz 8GB RAM laptop.
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Table 1 – Modal estimates for the synthetic signal.
method l σl [s−1] ωl [rad/s] Al [ ] ϕl [rad]
RFD-VF
1
2
3
−0.1697
−0.8166
−1.8230
1.4351
3.9264
6.4751
0.9962
1.3242
1.1263
−2.5087
1.8864
0.3067
RTD-VF
1
2
3
−0.1697
−0.8150
−1.8230
1.4351
3.9270
6.4654
1.0000
1.3200
1.1300
−2.5133
1.8850
0.3142
2.3.1 Synthetic signal with known modal parameters
This ﬁrst case study aims to identify the modal components of the synthetic test
signal deﬁned by equation (2.46). As also performed in (PAPADOPOULOS et al., 2016),
such a test signal is discretized with a sampling time T = 0.01s and assuming a total
observation time of 30s.
y0(t) = 1.00 × e−0.1697t cos(1.4351t − 2.5133)︸ ︷︷ ︸
mode #1 (l = 1)
+
1.32 × e−0.8150t cos(3.9270t + 1.8850)︸ ︷︷ ︸
mode #2 (l = 2)
+
1.13 × e−1.8230t cos(6.4654t + 0.3142)︸ ︷︷ ︸
mode #3 (l = 3)
.
(2.46)
We ﬁrst consider that the obtained discretized noise-free sequence y0[k] is available
for direct measurement, so that estimation data are given by y[k] = y0[k]. Fig. 4 compares
such estimation data with curves ﬁtted via RFD-VF and RTD-VF, considering N = 6 poles
for both techniques. Table 1 shows the resulting estimated modal components. Although
Fig. 4 shows that both ﬁtted curves satisfactorily match with y[k], Table 1 reveals that
RTD-VF gives more precise estimates for the true modal components of y0(t) in (2.46).
We now consider sequence y0[k] is no longer available for direct measurement,
being y[k] now assumed to be contaminated by a sequence of additive white Gaussian
noise n[k] with zero mean and variance 0.052, so that measurements are actually given by
y[k] = y0[k] + n[k]. RTD-VF and RFD-VF are ran for 1000 diﬀerent generations of noise
sequence n[k]. All estimated modal parameters obtained with both RFD-VF and RTD-VF
during these 1000 generations are represented by their normalized estimated probability
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Figure 4 – Comparison between the noise-free synthetic signal and ﬁtted responses.
density functions in Fig. 5. In this ﬁgure, dotted vertical lines represent the true values for
the modal parameters of the synthetic signal y0(t) in (2.46). From Fig. 5, it is observed
that only RTD-VF is able to provide concise estimates around the true modal parameters,
whereas RFD-VF presents a clear bias for most modal components.
The average simulation time per simulation (i.e., per noise generation) is shown in
Table 2. It is observed that time is not an issue for both algorithms, although RTD-VF
is faster than RFD-VF. This was already expected since RFD-VF relies on performing
additional computations such as DFT of ringdown signal y[k].
Table 2 – Average simulation time in seconds.
RFD-VF RTD-VF
0.8191 0.4435
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frequencies ωl; (c) amplitudes Al; (d) phases ϕl. Vertical dotted lines represent
the true values for σl, ωl, Al, ϕl, found in (2.46).
2.3.2 NAEI system
Due to severe weather conditions, an event occurred in the NAEI system on April
27, 2011 (HWANG; LIU, 2017). This event caused the Northern and Southern areas
from the system to oscillate with decreasing dc components. Oscillations were measured
by two Frequency Disturbance Recorders (FDRs) (one located in Maine and the other
in Florida) with a sampling time of T = 0.1s. Fig. 6 (top) depicts the recorded data
sets normalized at the nominal frequency f0 = 60Hz. Fig. 6 (top) also reveals that the
diﬀerence sequence ‘Maine–Florida’ (signal Maine minus signal Florida) has a constant
dc component. In (HWANG; LIU, 2017), the K = 201 samples extracted from such a
diﬀerence sequence (after a speciﬁed start time of 5.6s) are considered to form the measured
ringdown sequence y[k] (see Fig. 6 (bottom)). Here, for a fair comparison between RTD-VF
and the Curve-Fitting method proposed in (HWANG; LIU, 2017), the same sequence y[k]
is considered, although we remark that RTD-VF can also be naturally applied to ringdown
sequences with increasing/decreasing dc components (this is clearly shown, for instance,
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Table 3 – Modal estimates in the NAEI system.
method l σl [s−1] ωl [rad/s] Al [Hz] ϕl [rad] R2 [%]
Curve-Fitting 12
−0.2290
−0.1384
1.2758
2.1016
0.0415
0.0210
−1.6713
−1.3531 88.1367
Prony 12
−0.2317
−0.1517
1.2261
2.0874
0.0396
0.0221
−1.3663
−1.1534 92.5183
Matrix Pencil 12
−0.1973
−0.2074
1.2441
2.2010
0.0340
0.0290
−1.4031
−1.4981 94.3820
RFD-VF 12
−0.1916
−0.2264
1.2502
2.1852
0.0321
0.0307
−1.4520
−1.4755 94.3697
RTD-VF 12
−0.2028
−0.2279
1.2522
2.1819
0.0345
0.0311
−1.4612
−1.4448 94.5728
in the case study of Section 2.3.3).
Fig. 6 (bottom) depicts the ﬁtted ringdown responses obtained with RTD-VF and
RFD-VF (considering N = 4 for both techniques). Table 3 shows their corresponding
modal components. Fig. 6 (bottom) and Table 3 also show the results obtained with the
Curve-Fitting and Prony methods (such results are available in (HWANG; LIU, 2017)).
Results for the Matrix Pencil method (CROW; SINGH, 2005) are also provided. From
Table 3 it is observed RTD-VF presents a higher R2 coeﬃcient of determination when
compared to the other methods. This suggests that the modal estimates obtained via
RTD-VF are more likely to be closer to the true modal parameters of the NAEI system.
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Figure 6 – Data sets (top) and ringdown responses (bottom). Since a diﬀerence sequence
has been used in this case study as estimation data, RTD-VF and RFD-VF
ﬁtted small constant dc components of hdc = −0.0005 and hdc = −0.0004,
respectively.
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2.3.3 BIP system
The Itaipu Hydroelectric was disconnected from the rest of the BIP system on
September 02, 2011, at 19h43m40.3s UTC, due to an electrical bushing explosion (ONS,
2011). The Itaipu Hydroelectric was reconnected to the BIP system 27m49.7s later
(ONS, 2011). Both disconnection and reconnection events caused the Southern, Northern,
Southeastern and Northeastern areas from the system to oscillate against each other
with varying dc components. As already presented in Fig. 3 of this thesis, oscillatory and
purely exponential dynamics were measured by a FDR located at the Federal University
of Santa Catarina, with a sampling time of T = (1/60)s. Fig. 7 (top) depicts the data set
recorded during the Itaipu Hydroelectric reconnection. For modal identiﬁcation purposes,
the K = 901 samples extracted from such data set (after a speciﬁed start time of 1.5s) are
considered to form ringdown sequence y[k].
The main objective of this case study is to show RTD-VF presents is more suitable
than RFD-VF for modeling ringdown sequences with increasing dc components. From Fig.
7 (bottom) it is observed that the ﬁtted ringdown response obtained with RTD-VF matches
with y[k], whereas RFD-VF presents a clear mismatch for the exponential component of
y[k]. Table 4 shows the resulting modal components for both techniques (note that in both
methods a model order N = 7 has been selected). Fig. 7 (bottom) and Table 4 also show
results for the Matrix Pencil method.
Lastly, it is also interesting to remark that the angular frequencies observed in Table
4 for the RTD-VF and RFD-VF methods correspond to typical values found in the Brazilian
literature (JEREMIAS et al., 2012) for interarea oscillations between South-Southeast
(usually around 2π × 0.70rad/s), North-Northeast (2π × 0.58rad/s) and North-South
(2π × 0.39rad/s) areas.
2.4 Multi-signal modeling: Fundamentals
As mentioned in Chapter 1 of this thesis, since it is based on modeling ringdown
signals independently, i.e., one at a time, single-signal RTD-VF generates modal estimates
that are naturally more related with the particular section of the power system in which
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Figure 7 – Data set (top) and ringdown responses (bottom). In this case study, RTD-VF,
RFD-VF and Matrix Pencil ﬁtted constant dc components of hdc = 60.0188,
hdc = 60.0177 and hdc = 46.6979, respectively.
Table 4 – Modal estimates in the BIP system.
method l σl [s−1] ωl [rad/s] Al [Hz] ϕl [rad] R2 [%]
RFD-VF
1
2
3
4
−0.3865
−0.1722
−0.1806
−0.1029
4.3631
3.6059
2.3556
−
0.0149
0.0136
0.0092
−0.0469
−2.2510
−1.6151
0.5522
−
75.5845
RTD-VF
1
2
3
4
−0.3837
−0.1729
−0.1862
−0.0993
4.3713
3.6016
2.3578
−
0.0145
0.0129
0.0091
−0.0603
−2.2833
−1.6350
0.4951
−
99.2988
Matrix Pencil
1
2
3
4
5
−0.3691
−0.0731
−0.2404
0.0004
−0.0085
3.6594
2.6180
−
−
−
0.0305
0.0030
−0.0346
12.8365
0.4531
−1.5419
−0.7084
−
−
−
97.1401
the signal under modeling has been measured. In this context, one can expect more realistic
estimates for the entire system if multiple signals distributed over diﬀerent locations are
simultaneously used during modal estimation (TRUDNOWSKI; JOHNSON; HAUER,
1999; DOSIEK; PIERRE, 2012; DOSIEK; PIERRE, 2013; KHAZAEI et al., 2016).
In this section, by redeﬁning some variables initially deﬁned in Sections 2.1 and
2.2, we establish fundamentals of multi-signal modeling based on ringdown data. Such
fundamentals are then used in Section 2.5 for transforming single-signal RTD-VF into the
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generalized multi-signal RTD-VF approach proposed in (SCHUMACHER; OLIVEIRA;
KUIAVA, 2019), which is capable of generating modal estimates by processing multiple
ringdown signals simultaneously.
As already discussed in this thesis, oscillatory as well as purely exponential dynamics
are induced in power system signals (power ﬂows, system frequency, etc) when transient
(ringdown) events occur. In this context, one can assume a ﬁnite number of V signals to
be considerably aﬀected due to a particular ringdown event.
y(v)(t); v = 1, · · · , V. (2.47)
The phenomenon aforementioned is exempliﬁed through Fig. 8, which depicts ﬁve
sets of ringdown measurements simultaneously extracted during a reconnection of the
Itaipu Hydroelectric to the BIP system. Diﬀerently from Figs. 3 and 7, which depicts
measurements observed only in Federal University of Santa Catarina (UFSC), Fig. 8
depicts measurements observed also in other four diﬀerent universities. Each university is
located in one of the ﬁve regions of Brazil: North, Northeast, Central-West, Southeast and
South.
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Figure 8 – Example of a typical set of ringdown responses which have been measured simul-
taneously. Measurements represent system frequency and have been recorded by
ﬁve diﬀerent FDRs installed within the following Brazilian universities: Federal
University of Santa Catarina (UFSC); Federal University of Pará (UFPA); University
of Brasília (UNB); Federal University of Ceará (UFC); Federal University of Minas
Gerais (UFMG).
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Approximating signals {y(v)(t)} is possible by means of the following set of modeling
signal structures:
y¯(v)(t) = h(v)dc +
MOSC∑
l=1
A
(v)
l eσlt cos(ωlt + ϕ
(v)
l ) +
M∑
l=MOSC+1
A
(v)
l eσlt, v = 1, · · · , V. (2.48)
In this equation, each modeling signal y¯(v)(t) has a particular dc component h(v)dc and also its
own set of mode amplitudes {A(v)l } and phases {ϕ(v)l }. Nonetheless, all V ringdown signals
in (2.48) are modeled based on a common set of complex-valued eigenvalues λl = σl + jωl,
l = 1, · · · ,MOSC and real-valued eigenvalues λl = σl, l = MOSC + 1, · · · ,M .
A similar derivation to the one presented in Section 2.9.1 can be used to alternatively
express each v-th signal y¯(v)(t) in (2.48) as follows:
y¯(v)(t) = h(v)dc +
N∑
i=1
r
(v)
i
ρ − pi δ(t), (2.49)
where
pi =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λ i+1
2
, i = 1, 3, · · · , 2MOSC − 1
(pi−1)∗ , i = 2, 4, · · · , 2MOSC
λi−MOSC , i = 2MOSC + 1, 2MOSC + 2, · · · , N
(2.50)
r
(v)
i =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1
2A
(v)
i+1
2
e
jϕ
(v)
i+1
2 , i = 1, 3, · · · , 2MOSC − 1
(r(v)i−1)∗ , i = 2, 4, · · · , 2MOSC
A
(v)
i−MOSC , i = 2MOSC + 1, 2MOSC + 2, · · · , N
(2.51)
Based on representation (2.49) and assuming signals {y(v)(t)} have all been measured
over the same set of K discrete-time instants t = kT , k = 0, · · · , K − 1, one can
formulate the following least-squares problem for indirectly estimating oscillatory and
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purely exponential components of these signals:
γˆ = argmin
γ
V∑
v=1
K−1∑
k=0
(
y(v)(kT ) − y¯(v)(kT )
)2
= argmin
γ
V∑
v=1
K−1∑
k=0
⎛⎝y(v)(kT ) −
⎛⎝h(v)dc + N∑
i=1
r
(v)
i
ρ − pi δ(kT )
⎞⎠⎞⎠2 (2.52)
where γˆ can be considered to be an estimate for parameter vector γ that, as shown by
equation (2.53), concatenates the parameters of all modeling signals {y¯(v)(t)}, v = 1, · · · , V .
γ =
[
h
(1)
dc r
(1)
1 · · · r(1)N · · · h(V )dc r
(V )
1 · · · r(V )N p1 · · · pN
]T
. (2.53)
As in the single-signal modeling context described in Section 2.1, estimating γ
via (2.52) constitutes a nonlinear optimization problem, since poles {pi} appear in the
denominator of y¯(v)(t).
2.5 Multi-signal RTD-VF
In order to formulate a generalizing multi-signal RTD-VF approach for estimating
γ in (2.53), we shall here use the two auxiliary transfer functions shown in equations (2.55)
and (2.56) to deﬁne the following alternative structure:
yˆ(v)(t) = h(v)dc +
B(v)(ρ)
F (ρ) δ(t);
= h(v)dc +
N∑
i=1
c
(v)
i
ρ − p¯i
1 +
N∑
i=1
di
ρ − p¯i
δ(t);
(2.54)
B(v)(ρ)
Fˆ (ρ)
=
N∑
i=1
c
(v)
i
ρ − p¯i ; (2.55)
F (ρ)
Fˆ (ρ)
= 1 +
N∑
i=1
di
ρ − p¯i . (2.56)
As in single-signal RTD-VF, {p¯i} is assumed to be a set of pre-speciﬁed (known) poles.
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The related parameter vector is now deﬁned by
θ =
[
h
(1)
dc c
(1)
1 · · · c(1)N · · · h(V )dc c
(V )
1 · · · c(V )N d1 · · · dN
]T
, (2.57)
and the following objective function can be here formulated:
J(θ) =
V∑
v=1
K−1∑
k=0
e2(v)(kT ), (2.58)
where e(v)(kT ) is the scalar error
e(v)(kT ) = y(v)(kT ) − yˆ(v)(kT ) (2.59)
that, based on equation (2.54), also reads
e(v)(kT ) =
F (ρ)
F (ρ)y(v)(kT ) −
(
h
(v)
dc +
B(v)(ρ)
F (ρ) δ(kT )
)
. (2.60)
As a VF approach, one can consider approximation e(v)(kT ) ≈ e˜(v)(kT ), where
e˜(v)(kT ) =
F (ρ)
Fˆ (ρ)
y(v)(kT ) −
(
h
(v)
dc +
B(v)(ρ)
Fˆ (ρ)
δ(kT )
)
(2.61)
=
(
1 +
N∑
i=1
di
ρ − p¯i
)
y(v)(kT ) −
⎛⎝h(v)dc + N∑
i=1
c
(v)
i
ρ − p¯i δ(kT )
⎞⎠ (2.62)
or, equivalently,
e˜(v)(kT ) = y(v)(kT ) − mT(v)(kT )θ, (2.63)
being now
m(v)(kT ) =
[
01×(N+1)(v−1) 1 u˜T(kT ) 01×(N+1)(V −v) −y˜T(v)(kT )
]T
; (2.64)
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y˜(v)(kT ) =
[
1
ρ − p¯i · · ·
1
ρ − p¯N
]T
y(v)(kT ); (2.65)
u˜(kT ) =
[
1
ρ − p¯i · · ·
1
ρ − p¯N
]T
δ(kT ). (2.66)
Comparison between equations (2.23) and (2.64) reveal multi-signal RTD-VF
require terms 0i×j to be deﬁned in order to make expression (2.63) valid for v = 1, · · · , V .
In this thesis, 0i×j terms represent matrices of zeros with i rows and j columns. Nonetheless,
from now on, we may sometimes use 0 to omit dimensions and simplify notation.
By approximating e(v)(kT ) by e˜(v)(kT ) in equation (2.58), the nonlinear problem
of minimizing objective function J(θ) is transformed into an approximated but linearized
least-squares problem whose solution can be written as follows
θˆ = argmin
θ
V∑
v=1
K−1∑
k=0
e˜2(v)(kT ) (2.67)
= argmin
θ
V∑
v=1
K−1∑
k=0
(
y(v)(kT ) − mT(v)(kT )θ
)2
(2.68)
=
[
MTM
]−1
MTy, (2.69)
where θˆ can be considered as an estimate for θ obtained for a given set of pre-speciﬁed
poles {p¯i}, being θ the global minimum of J(θ). In (2.69), matrices M and y are deﬁned
as follows
M =
[
U˜ −Y˜
]
; (2.70)
y =
[
y(1)[0] · · · y(1)[K − 1] · · · y(V )[0] · · · y(V )[K − 1]
]T
; (2.71)
where
Y˜ =
[
y˜(1)[0] · · · y˜(1)[K − 1] · · · y˜(V )[0] · · · y˜(V )[K − 1]
]T
; (2.72)
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U˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
U˜′(1) 0 · · · 0
0 U˜′(2) · · · 0
· · · · · · · · · · · ·
0 0 · · · U˜′(V )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
; U˜′(v) =
⎡⎢⎢⎣ 1 · · · 1
u˜[0] · · · u˜[K − 1]
⎤⎥⎥⎦ (2.73)
Comparison between equations (2.29)–(2.32) and (2.70)–(2.73) shows multi-signal
RTD-VF eﬀectively generalize single-signal RTD-VF, since, if V = 1 (meaning measure-
ments only from a single ringdown response are being considered during modal estimation),
these two sets of equations equal each other.
Once θ has been estimated via (2.69), one can try to make the approximate error
e˜(v)(kT ) in (2.61) closer to the original error e(v)(kT ) in (2.60) by considering the obtained
polynomial F (ρ) as a possibly more reﬁned estimate for polynomial Fˆ (ρ). In terms of
roots, this means that roots of Fˆ (ρ), which can be determined based on the estimated
coeﬃcients {di} in θ (see equation (2.56)), are to be considered as a more reﬁned estimate
for the N pre-speciﬁed poles p¯1, · · · , p¯N . Based on this novel set of poles {p¯i}, one can
reestimate θ via (2.69).
As in single-signal RTD-VF, this procedure can be repeated (iterated) until θˆ and
{p¯i} converge to ﬁxed values θˆ′ and {p¯′i}. When convergence is achieved, it naturally follows
that F ′(ρ) = Fˆ ′(ρ), where F ′(ρ) and Fˆ ′(ρ) denote the values obtained for polynomials F (ρ)
and Fˆ (ρ) when p¯i = p¯′i and θˆ = θˆ′. Consequently, all V alternative modeling structures
yˆ(v)(t) in (2.54) obtained after algorithm convergence ﬁts exactly into the desired signal
structure in (2.49):
yˆ′(v)(t) = h
′(v)
dc +
B′(v)(ρ)
F ′(ρ) δ(t)
= h′(v)dc +
B′(v)(ρ)
Fˆ ′(ρ)
δ(t)
= h′(v)dc +
N∑
i=1
c
′(v)
i
ρ − p¯′i
δ(t)
(2.74)
Expression (2.74) reveals h′(v)dc , c
′(v)
1 , · · · , c′(v)N and p¯′1, · · · , p¯′N are our ﬁnal estimates
for h(v)dc, r
(v)
1 , · · · , r(v)N and p1, · · · , pN . Since F ′(ρ) = Fˆ ′(ρ), one can observe that, at
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convergence, equation (2.56) becomes
F ′(ρ)
Fˆ ′(ρ)
= 1 +
N∑
i=1
d′i
ρ − p¯′i
(2.75)
= 1. (2.76)
This means that the converged coeﬃcients {d′i} no longer aﬀect the resulting modeling
signals yˆ′(v)(t), as shown in (2.74).
2.5.1 Step by step procedure for implementing multi-signal RTD-VF
As one may expect, the step by step procedure for implementing multi-signal RTD-
VF is very similar to the one used for implementing its single-signal version (presented in
Section 2.2.1). In fact, the major diﬀerence between these two approaches comes from the
fact that multi-signal RTD-VF naturally relies on additional computations, since possibly
multiple ringdown sequences are simultaneously used for processing modal estimates.
The complete procedure for implementing multi-signal RTD-VF is described in the
following.
Step 1. Given a set of ringdown responses {y(v)(t)}, v = 1, · · · , V sampled at
t = kT , with k = 0, · · · , K − 1, one must deﬁne the number of iterations and a set of
starting poles {p¯i}, i = 1, · · · , N .
Comment: As emphasized in (SCHUMACHER; OLIVEIRA; KUIAVA, 2018;
GRIVET-TALOCIA; GUSTAVSEN, 2016), starting poles can be chosen as weakly at-
tenuated complex conjugate pairs (for instance, with e(p¯i) = −0.01 × |	m(p¯i)|) with
imaginary parts linearly distributed over a frequency band of interest [0, ωmax]. Since
electromechanical modes in power systems usually have an imaginary part which is not
higher than 3 Hz, one can simply deﬁne staring poles as follows:
p¯i =
⎧⎪⎪⎨⎪⎪⎩
p¯∗i+1 , i = 1, 3, · · · , N − 1
i(−0.01 + j)ωmax/N , i = 2, 4, · · · , N
(2.77)
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where ωmax = 2π × 3. If N is an odd number, then one can additionally deﬁne p¯N =
e(p¯N−1), meaning p¯N is not deﬁned without occurrence of its corresponding conjugate.
Step 2. Construct matrices M and y based on (2.70)–(2.73). In these equations,
vectors y˜(v)[k] and u˜[k] can be approximated, for k = 1, · · · , K − 1, by recursive use of
the following state-space discretizations of equations (2.65) and (2.66)2 :
y˜(v)[k] ≈ Ady˜(v)[k − 1] + Bdy(v)[k − 1], y˜(v)[0] = 0 (2.78)
u˜[k] ≈ Adu˜[k − 1], u˜[0] = B (2.79)
where
Ad = eAT ; Bd = A−1(Ad − I)B (2.80)
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p¯1 0 · · · 0
0 p¯2 · · · 0
... ... . . . ...
0 0 · · · p¯N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
N×1
(2.81)
and I denotes the N × N identity matrix.
Step 3. Obtain a least-squares estimate for parameter vector θ via (2.69).
Comment: As shown in (GRIVET-TALOCIA; GUSTAVSEN, 2016; SCHUMACHER;
OLIVEIRA; KUIAVA, 2018), it is possible to ensure that the partial fraction residues
c
(v)
i and c
(v)
i+1 are always estimated in perfect conjugate pairs c
(v)
i+1 = (c
(v)
i )∗ whenever
p¯i+1 = p¯∗i . As evidenced in equation (2.82), if p¯i and p¯i+1 constitute a complex conjugate
pair, then the corresponding basic partial fractions 1/(s − p¯i) and 1/(s − p¯∗i ) in (2.54) can
be substituted by (1/(s − p¯i) + 1/(s − p¯∗i )) and (j/(s − p¯i) − j/(s − p¯∗i )), respectively. In
2 Derivation of equations (2.78)–(2.80) would follow the same steps presented in Section 2.9.2 for
single-signal RTD-VF.
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the corresponding state-space representation, this modiﬁcation is implemented by simply
replacing submatrices
⎡⎢⎢⎣ p¯i 0
0 p¯i+1
⎤⎥⎥⎦ and
⎡⎢⎢⎣ 1
1
⎤⎥⎥⎦
within matrices A and B in (2.81) by, respectively,
⎡⎢⎢⎣ e(p¯i) 	m(p¯i)−	m(p¯i) e(p¯i)
⎤⎥⎥⎦ and
⎡⎢⎢⎣ 2
0
⎤⎥⎥⎦ .
Such a substitution can be regarded as a modal transformation (CHEN, 1999) and it is
also performed in classical frequency-domain VF (GUSTAVSEN; SEMLYEN, 1999). As it
can be observed through equation (2.82), it has the eﬀect that the corresponding residues
in the solution vector θ become equal to e(c(v)i ) and 	m(c(v)i ).
[
1
s − p¯i
1
s − p¯∗i
] ⎡⎢⎢⎣ c
(v)
i
(c(v)i )∗
⎤⎥⎥⎦ =
[
1
s − p¯i +
1
s − p¯∗i
j
s − p¯i −
j
s − p¯∗i
] ⎡⎢⎢⎣ e(c
(v)
i )
	m(c(v)i )
⎤⎥⎥⎦ .
(2.82)
Step 4. Update {p¯i} with the roots of polynomial F (ρ).
Comment: Since the roots of polynomial F (ρ) equal the zeros of transfer function
F (ρ)/Fˆ (ρ), deﬁned in (2.56), one can update {p¯i} by calculating the eigenvalues of
matrix (A − BD−1C) (see (GRIVET-TALOCIA; GUSTAVSEN, 2016) for a proof), with
(A,B,C,D) being the state-space realization for F (ρ)/Fˆ (ρ) in which A and B satisfy
(2.40) while
C =
[
d1 · · · dn
]
; D = 1. (2.83)
To ensure model stability, a usual practice in continuous-time VF implementations
(GRIVET-TALOCIA; GUSTAVSEN, 2016) is the one which consists of inverting the
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sign of poles with positive real parts if they occur while adopting
{p¯i} ← eig
(
A − BD−1C
)
. (2.84)
It is also interesting to remark that, if the modal transformation commented in
Step 3 has been applied to a pole set {p¯i} formed only by real-valued numbers and
complex conjugate pairs, then A, B and consequently θ are real-valued, meaning (2.84)
returns a novel pole set which is also formed only by real-valued numbers and complex
conjugate pairs.
Comment: Throughout iterations, we might also want to observe how our current
set of poles {p¯i} performs in structure (2.49). In this case, coeﬃcients {r(v)i } can be
estimated in the linear least-squares sense via (2.69) by simply redeﬁning M = U˜. In this
context, the associated root mean square (RMS) error of each v-th modeling signal y¯(v)(t)
is a metric which can be observed, being its deﬁnition given as follows
RMS error(v) =
√√√√ 1
K
K−1∑
k=0
(
y(v)[k] − y¯(v)[k]
)2
. (2.85)
Step 5. Repeat steps 2 to 4 until the number of iterations is achieved.
Step 6. Resulting modal components of estimated ringdown signals are obtained
through relations in (2.50) and (2.51).
Comment: It is straightforward to reorganize the reﬁned real and complex conjugate
poles (and their corresponding residues) in case they do not come directly organized in
the order presumed by equations (2.50) and (2.51).
In the following section of this thesis, we present a multi-signal IV-based RTD-VF
method which can be applied for further reﬁning modal estimates generated by regular
multi-signal RTD-VF. Both techniques are then compared and validated in Section 2.7.
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2.6 Multi-signal IV-RTD-VF
It is well known regular VF implementations are extremely popular within system
identiﬁcation since they usually provide satisfactory estimates for transfer function poles
(GRIVET-TALOCIA; GUSTAVSEN, 2016). In the particular case of RTD-VF, for instance,
Section 2.3 of this thesis (which exposes the same results presented in (SCHUMACHER;
OLIVEIRA; KUIAVA, 2018)) has shown it can provide superior ﬁtting performance over
the worldwide recognized Prony (HAUER; DEMEURE; SCHARF, 1990) and Matrix
Pencil (CROW; SINGH, 2005) techniques as well as over the emerging Curve-Fitting
(HWANG; LIU, 2017) and RFD-VF (PAPADOPOULOS et al., 2016) approches.
Nonetheless, it is also well known regular VF implementations do not guarantee
their converged solutions are local (or the global) optimums of their corresponding nonlinear
objective functions. In Section 2.7 of this thesis, we show that even a very simple example
leads the RTD-VF converged solution θˆ′ to not satisfy the necessary gradient condition
for local/global optimality
∂J
∂θ
∣∣∣∣∣
θ=θˆ′
= 0. (2.86)
In this section, we extend multi-signal RTD-VF to the instrumental variable (IV)-
based context proposed in (SCHUMACHER; OLIVEIRA; KUIAVA, 2019). Through
theorem 2.6.1, we also prove such an extension guarantees its solutions after algorithm
convergence do satisfy (2.86).
From equations (2.54) and (2.57)–(2.59), it follows that (see Section 2.9.3 for the
derivation of this equation)
∂
∂θ
J(θ) = −2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K−1∑
k=0
i(1)(kT ) e(1)(kT )
· · ·
K−1∑
k=0
i(V )(kT ) e(V )(kT )
V∑
v=1
K−1∑
k=0
i′(v)(kT ) e(v)(kT )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.87)
Chapter 2. Estimation of power system oscillations through ringdown data 59
where i(v)(kT ) and i′(v)(kT ) correspond to the following instrument vectors:
i(v)(kT ) =
[
∂
∂h
(v)
dc
∂
∂c
(v)
1
· · · ∂
∂c
(v)
N
]T
yˆ(v)(kT ); (2.88)
i′(v)(kT ) =
[
∂
∂d1
· · · ∂
∂dN
]T
yˆ(v)(kT ). (2.89)
Similarly to the linearization performed in the regular multi-signal RTD-VF ap-
proach of Section 2.5, one can use approximation e(v)(kT ) ≈ e˜(v)(kT ) to transform the
local optimality condition ∂J
∂θ
= 0 into the approximated problem
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K−1∑
k=0
i(1)(kT ) e˜(1)(kT )
· · ·
K−1∑
k=0
i(V )(kT ) e˜(V )(kT )
V∑
v=1
K−1∑
k=0
i′(v)(kT ) e˜(kT )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.90)
or, equivalently, by means of equation (2.63),
K−1∑
k=0
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i(1)[k] 0 · · · 0
0 i(2)[k] · · · 0
· · · · · · · · · · · ·
0 0 · · · i(V )[k]
i′(1)[k] i′(2)[k] · · · i′(V )[k]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎢⎢⎣
y(1)[k]
· · ·
y(V )[k]
⎤⎥⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎣
mT(1)[k]
· · ·
mT(V )[k]
⎤⎥⎥⎥⎥⎥⎥⎦ θˆIV
⎤⎥⎥⎥⎥⎥⎥⎦ = 0. (2.91)
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Finally, by deﬁning
Ψ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i(1)[0] · · · i(1)[K − 1] 0 · · · 0 · · · 0 · · · 0
0 · · · 0 i(2)[0] · · · i(2)[K − 1] · · · 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 0 · · · 0 · · · i(V )[0] · · · i(V )[K − 1]
i′(1)[0] · · · i′(1)[K − 1] i′(2)[0] · · · i′(2)[K − 1] · · · i′(V )[0] · · · i′(V )[K − 1]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
(2.92)
one can rewrite (2.91) into the matrix form
ΨT
(
y − MθˆIV
)
= 0, (2.93)
so that
θˆIV =
[
ΨTM
]−1
ΨTy. (2.94)
2.6.1 Approximation of instruments i(v)(kT ) and i′(v)(kT )
From Equations (2.54)–(2.57) and (2.66), it follows that instrument vectors in
equations (2.88) and (2.89) can be rewritten as
i(v)(kT ) =
⎡⎢⎢⎢⎣
1
Fˆ (ρ)
F (ρ) u˜(kT )
⎤⎥⎥⎥⎦ ; i′(v)(kT ) = −
(
Fˆ (ρ)
F (ρ)
)2
y′(v)(kT ), (2.95)
where
y′(v)(kT ) =
[
1
ρ − p¯1 · · ·
1
ρ − p¯N
]T
y′(v)(kT ), (2.96)
y′(v)(kT ) =
[
c
(v)
1 · · · c(v)N
]
u˜(kT ). (2.97)
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The problem of computing these instruments via equations (2.95)–(2.97) is described
in the following.
Equations (2.56) and (2.97) clearly show i(v)(kT ) and i′(v)(kT ) (and, as a conse-
quence, matrix Ψ) are functions of coeﬃcients {c(v)i } and {di}, which are estimated via
vector θˆIV in (2.94). This means (2.94) cannot be used for directly ﬁnding θˆIV, since
right-hand side of this equation is also function of θˆIV.
On the one hand, computing i(v)(kT ) and i′(v)(kT ) based on the values found for
{c(v)i } and {di} during the previous iteration of the algorithm indeed makes it possible to
use (2.94) for ﬁnding an estimated θˆIV. On the other hand, however, some speciﬁc values
for {di} can lead roots of polynomial F (ρ) to become unstable poles in (2.95). To cope
with this issue, one can assume that i(v)(kT ) ≈ i˜(v)(kT ) and i′(v)(kT ) ≈ i˜′(v)(kT ) are both
valid considerations, with
i˜(v)(kT ) =
⎡⎢⎢⎣ 1
u˜(kT )
⎤⎥⎥⎦ ; i˜′(v)(kT ) = −y˜′(v)(kT ), (2.98)
where y˜′(v)(kT ) represents the values found for y′(v)(kT ) in (2.96) when y′(v)(kT ) in (2.97)
has its coeﬃcients {c(v)i } replaced with their estimates obtained during the previous
algorithm iteration.
When it comes to matrix Ψ, approximations in (2.98) leads to
Ψ ≈
[
U˜ −Y˜′
]
, (2.99)
where U˜ is given as shown in (2.73) and
Y˜′ =
[
y˜′(1)[0] · · · y˜′(1)[K − 1] · · · y˜′(V )[0] · · · y˜′(V )[K − 1]
]T
. (2.100)
2.6.2 Practical implementation of multi-signal IV-RTD-VF
The same implementation steps used for regular multi-signal RTD-VF (described
in Section 2.5.1) can also be used for implementing multi-signal IV-RTD-VF. To do so,
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one must iteratively solve (2.94) instead of (2.69) during Step 3, with matrix Ψ being
approximated as describes equation (2.99).
Due to the necessity of computing vectors y˜′(v)(kT ) based on the values found for
{c(v)i } during the previous algorithm iteration, approximation of matrix Ψ via (2.99) makes
IV-RTD-VF to rely on an initial estimate for these coeﬃcients. In general, a satisfactory
initial estimate can be obtained by running the regular RTD-VF solution (2.69) during a
speciﬁc number of iterations. Then, by adopting the estimated values for {c(v)i }, one can
naturally migrate to the IV iterations.
Lastly, we remark a (2.78)-like state-space discretization can also be used for
estimating each v-th vector y˜′(v)[k] for k = 1, · · · , K − 1. Comparison between (2.65) and
(2.96) reveals such a state-space discretization is given by:
y˜′(v)[k] ≈ Ady˜′(v)[k − 1] + Bdy′(v)[k − 1], y˜′(v)[0] = 0. (2.101)
2.6.3 Optimal property of multi-signal IV-RTD-VF converged solutions
Diﬀerently from regular multi-signal RTD-VF, the presented multi-signal IV-RTD-
VF method allows us to guarantee that the solution after its convergence is indeed a local
optimum of the nonlinear objective function J(θ), deﬁned in (2.58). Such an important
proposition is proved to be true by means of the following theorem.
Theorem 2.6.1. Let pt denote the set of pre-speciﬁed poles p =
[
p¯1 · · · p¯N
]T
used
for obtaining θˆtIV, where t ∈ N emphasizes the iteration number in which θˆIV has been
computed. If θˆtIV and pt converge to ﬁxed values θˆ′IV and p′ at a speciﬁc iteration t = tc,
then θˆtcIV = θˆ′IV is a local (if not the global) optimum of the nonlinear objective function
J(θ).
Proof. See Section 2.9.4 for the proof of theorem 2.6.1.
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2.7 Numerical results using both multi-signal RTD-VF and multi-signal IV-
RTD-VF
This section explores two numerical examples to validate the multi-signal RTD-VF
and IV-RTD-VF techniques presented in Sections 2.5 and 2.6.
The ﬁrst example considers actual ringdown data sets extracted from NAEI (YE;
LIU, 2012; HWANG; LIU, 2014; HWANG; LIU, 2017) and BIP (MEDFASEE, 2017)
systems. In this example, we demonstrate multi-signal RTD-VF may provide superior
ﬁtting performance when compared to its single-signal version, in which ringdown signals
are modeled independently. Besides, we also show IV-RTD-VF can be used to further
reﬁne solutions provided by regular RTD-VF.
The second example uses a single synthetic signal with known modal parameters
to demonstrate IV-RTD-VF also overcomes regular RTD-VF when estimation data are
corrupted by colored noise. In this example, a statistical analysis is provided.
We remark that most results exposed in this section have been ﬁrst presented in
(SCHUMACHER; OLIVEIRA; KUIAVA, 2019).
2.7.1 NAEI and BIP systems
As already discussed in the example of Section 2.3.2, due to severe weather condi-
tions, an event occurred in the NAEI system on April 27, 2011 (HWANG; LIU, 2017). In
Section 2.3.2, modal estimates for NAEI system have been obtained by submitting the
diﬀerence sequence ‘Maine–Florida’ (signal Maine minus signal Florida) to single-signal
estimating methods such as single-signal RTD-VF. In this section, by considering that
signals Maine and Florida form the ringdown sequences y(v)[k], v = 1, 2, we show both
regular multi-signal RTD-VF as well as multi-signal IV-RTD-VF can be alternatively used
for simultaneously estimating these signals. Resulting ﬁtted curves considering N = 8
poles are shown in Fig. 9. Such a value for N has been found to be the ‘dominant order’ of
signals Florida and Maine and has been calculated by using the mode selection approach
described in (TRUDNOWSKI et al., 2008).
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Figure 9 – NAEI system response and ﬁtted ringdown responses obtained when modeling
Florida and Maine curves simultaneously, i.e., via multi-signal (IV-)RTD-VF.
Fig. 10 depicts the corresponding RMS error (through iterations) for each modeling
signal (RMS errors obtained at iteration #50 are emphasized in the right-hand side of this
ﬁgure). Fig. 10 reveals the strategy adopted for initializing IV-RTD-VF: regular RTD-VF
is used for the ﬁrst twenty iterations to generate an initial estimate for the IV-RTD-VF
technique, which is then used for more thirty iterations to obtain further reﬁnement of
modal estimates. Although RTD-VF and IV-RTD-VF techniques were both capable of
satisfactory estimating Florida and Maine ringdown responses (see Fig. 9), Fig. 10 reveals
regular RTD-VF presents higher RMS errors after convergence. Overall simulation time
for both techniques is shown in Table 5. Although IV-RTD-VF is slower (since it relies on
computing the additional matrix Ψ (see, for instance, equation (2.94)), the time diﬀerence
of about 0.6 second is not signiﬁcant.
Table 5 – Overall simulation time in seconds.
RTD-VF IV-RTD-VF
4.428 5.021
Table 6 shows the resulting eigenvalue estimates λl = σl + jωl for the RTD-VF and
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Figure 10 – Fitting error through iterations when modeling Florida and Maine curves with
N = 8.
IV-RTD-VF techniques. Resulting RMS errors and results for the Matrix Pencil (CROW;
SINGH, 2005) and ringdown frequency-domain Vector Fitting (RFD-VF) (PAPADOPOU-
LOS et al., 2016) methods are also provided in this table. In the case of Matrix Pencil
and RFD-VF, a multi-signal analysis is formulated based on the average energy approach
described in (KONTIS et al., 2018a). As it can be observed through Table 6, the proposed
IV-RTD-VF technique presents superior ﬁtting performance (smaller RMS errors) when
compared to Matrix Pencil, RFD-VF and RTD-VF. Through Table 6 it is also observed
that the estimated eigenvalues λ1, λ2 and λ3 are arguably similar for all methods. On
the other hand, estimates for λ4 = σ4 + jω4 vary signiﬁcantly, meaning this mode can be
either spurious or weakly observable at Florida and Maine signals. Indeed, as shown in
Table 7, by repeating the identiﬁcation procedure with a reduced model order N = 6, one
can obtain more consistent estimates for the most strongly observable eigenvalues (λ1, λ2
and λ3). In this particular case, a higher RMS error presented by IV-RTD-VF for Maine
signal (when compared to RTD-VF and RFD-VF) is somewhat compensated by a smaller
RMS error presented by this same technique for Florida signal. Such a behavior can also
be observed in Fig. 11, which depicts the corresponding RMS errors (through iterations)
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Table 6 – Comparison between eigenvalue estimates and RMS errors in NAEI system when
using N = 8.
method σ1; σ2; σ3; σ4 [1/s] ω1; ω2; ω3; ω4 [rad/s]
RMS error
Florida
RMS error
Maine
Matrix Pencil -0.161; -0.245; 0.073; -0.049 2.107; 1.317; 0.919; 4.240 1.1 × 10−2 1.1 × 10−2
RFD-VF -0.151; -0.214; -0.396; -0.209 2.109; 1.328; 0.312; 4.055 2.0 × 10−3 2.6 × 10−3
RTD-VF -0.157; -0.391; -0.398; -0.035 2.075; 1.355; 0.303; 1.302 1.6 × 10−3 2.7 × 10−3
IV-RTD-VF -0.223; -0.221; -0.341; -1.090 2.077; 1.215; 0.462; 2.918 1.3 × 10−3 2.5 × 10−3
Table 7 – Comparison between eigenvalue estimates and RMS errors in NAEI system when
using N = 6.
method σ1; σ2; σ3 [1/s] ω1; ω2; ω3 [rad/s]
RMS error
Florida
RMS error
Maine
Matrix Pencil -0.140; -0.217; 0.048 2.140; 1.367; 0.731 1.2 × 10−2 1.3 × 10−2
RFD-VF -0.144; -0.219; -0.404 2.131; 1.337; 0.260 2.1 × 10−3 2.9 × 10−3
RTD-VF -0.193; -0.217; -0.372 2.069; 1.311; 0.296 2.0 × 10−3 2.9 × 10−3
IV-RTD-VF -0.199; -0.293; -0.406 2.066; 1.321; 0.253 1.8 × 10−3 3.0 × 10−3
for both RTD-VF and IV-RTD-VF.
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Figure 11 – Fitting error through iterations when modeling Florida and Maine curves with
N = 6.
One can also consider a scenario where Florida and Maine curves are modeled
independently, i.e., one at a time, via single-signal IV-RTD-VF, with N = 6 dedicated poles
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Table 8 – Averaged eigenvalue estimates obtained via single-signal IV-RTD-VF.
method σ1; σ2; σ3 [1/s] ω1; ω2; ω3 [rad/s]
RMS error
Florida
RMS error
Maine
IV-RTD-VF -0.158; -0.243; -0.394 2.119; 1.352; 0.389 2.0 × 10−3 3.2 × 10−3
for each curve (resulting in a total of 12 estimated poles). In this scenario, single-signal
IV-RTD-VF presented a RMS error of 1.6 × 10−3 for the Florida signal and a RMS error
of 2.7 × 10−3 for the Maine signal. Since here each curve has its own set of 6 estimated
poles, such RMS error values are naturally smaller than those presented in Table 7 for the
multi-signal scenario, where 6 poles have been used for modeling both Maine and Florida
signals simultaneously. A fairer comparison with the multi-signal results of Table 7 can
be obtained by averaging both sets of poles estimated through single-signal IV-RTD-VF
with the average energy approach described in (KONTIS et al., 2018a). The results are
presented in Table 8. This table also shows the corresponding RMS errors for each curve
(obtained based on the averaged poles). As it can be observed, pole estimates obtained
directly via multi-signal IV-RTD-VF result in better approximations when compared to
those obtained indirectly via single-signal IV-RTD-VF.
We now analyze the BIP system case study from Fig. 8, in which ﬁve sets of
K = 901 ringdown response samples are available for modal estimation. In this case
study, as already mentioned in this thesis, data sets (which are now all depicted separately
through Fig. 12) represent system frequency observed during a reconnection of Itaipu
Hydroelectric to the BIP system. Each one of these signals has been measured with a
sampling time of T = (1/60)s in one of the ﬁve regions of Brazil: North, Northeast,
Central-West, Southeast and South3.
Curves ﬁtted via regular multi-signal RTD-VF and multi-signal IV-RTD-VF (con-
sidering N = 7) are depicted in Fig. 12, whereas Fig. 13 shows their resulting eigenvalue
estimates λl = σl + jωl in the complex plane. Fig. 13 also shows the eigenvalue estimates
obtained when data sets are independently modeled via single-signal (IV-)RTD-VF, also
3 The website link referred in (MEDFASEE, 2017) exposes a diagram with real-time monitoring data of
the BIP system. Such a diagram locates the ﬁve universities (UFPA, UNB, UFC, UFSC, UFMG) from
which ringdown measurements used in this case study have been extracted.
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Figure 12 – BIP system response and ﬁtted ringdown responses obtained via multi-signal
(IV-)RTD-VF.
with N = 7. By using the same model order for both single- and multi-signal methods, it
becomes possible to observe that most estimates provided by single-signal (IV-)RTD-VF
are in the vicinity of estimates provided by multi-signal (IV-)RTD-VF. In principle, one
can argue multi-signal (IV-)RTD-VF generates estimates that tend to represent a wider
part of the BIP system, since multiple signals distributed over its ﬁve diﬀerent regions
are simultaneously approximated by means of a common set of eigenvalues. Meanwhile,
single-signal (IV-)RTD-VF generates estimates that are naturally more related with the
particular sections of the system in which each signal under modeling has been measured.
Now, by means of Fig. 14, we analyze sensitivity of multi-signal methods when ﬁve
diﬀerent data lengths are considered during modal estimation: K =
[
501 601 701 801 901
]
.
As it can be observed, eigenvalue estimates provided by Matrix Pencil and RFD-VF are
more widely spread in the complex plane when compared to those obtained via RTD-VF
and IV-RTD-VF. In fact, the latter present estimates concentrated in certain well-delimited
regions despite changes in data length, being therefore less susceptible to variations in
this parameter. We also remark that estimates observed in Fig. 14 present angular fre-
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Figure 13 – Eigenvalue estimates obtained when BIP system is modeled with single- and
multi-signal RTD-VF as well as with single- and multi-signal IV-RTD-VF.
quencies (ωl values) which are very close to typical values found in the Brazilian literature
(JEREMIAS et al., 2012) for inter-area oscillations between South-Southeast (usually
around 2π×0.70rad/s), North-Northeast (2π×0.58rad/s) and North-South (2π×0.39rad/s)
regions.
2.7.2 Single synthetic signal corrupted by colored noise
This second example directly compares IV-RTD-VF with the single-signal version
of regular RTD-VF, which has been originally proposed in (SCHUMACHER; OLIVEIRA;
KUIAVA, 2018). In particular, we show this IV formulation can also provide superior
ﬁtting performance than regular RTD-VF even when ringdown data samples are corrupted
by colored noise, once it guarantees an optimal solution at convergence.
As in the example of Section 2.3.1, the synthetic three-mode signal to be identiﬁed
is deﬁned in equation (2.102). Such a test signal is discretized with a rate of 100 samples/s
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Figure 14 – Comparison between multi-signal methods when ﬁve diﬀerent data lengths
are considered during modal estimation.
and assuming a total observation time of 30s.
y(t) = 1.00 × e−0.1697t cos(1.4351t − 2.5133)︸ ︷︷ ︸
mode #1 (l = 1)
+
1.32 × e−0.8150t cos(3.9270t + 1.8850)︸ ︷︷ ︸
mode #2 (l = 2)
+
1.13 × e−1.8230t cos(6.4654t + 0.3142)︸ ︷︷ ︸
mode #3 (l = 3)
.
(2.102)
Here, diﬀerently from what has been performed in Section 2.3.1, by deﬁning the following
two diﬀerent sequences of white Gaussian noise of zero mean and variances 0.052 and
0.252, i.e.,
n0[k] ∼ N (0, 0.052), (2.103)
n′0[k] ∼ N (0, 0.252), (2.104)
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one can consider each ringdown measurement y(1)[k] to be deﬁned as
y(1)[k] = y[k] + nmeas[k] + namb[k], (2.105)
so that y(1)[k] is contaminated by a measurement noise component nmeas[k] = n0[k] as
well as by an ambient noise component namb[k], which is obtained by ﬁltering sequence
n′0[k] by the system dynamics described in (2.102). The resulting signal-to-noise ratios due
to measurement and ambient noise are, respectively, 15.59 dB and 17.69 dB. Estimation
data are depicted in Fig. 15 (top).
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Figure 15 – Noisy measurements (top) and comparison between noise-free samples y[k]
and ﬁtted responses (bottom).
Fig. 16 depicts the RMS error (through iterations) for each ﬁtted ringdown response,
considering N = 6 poles. Similarly to the previous example of Section 2.7.1, regular RTD-
VF is used during the ﬁrst twenty iterations to generate an initial estimate for the
IV-RTD-VF technique, which is then used for more twenty iterations to improve modal
estimates. Fig. 16 shows that RTD-VF presents a higher RMS error at convergence. Such
a result is in agreement with Fig. 15 (bottom), which shows that RTD-VF presents a
greater error with respect to the noise-free samples y[k] during ﬁrst transients (the errors
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Table 9 – Gradient of the nonlinear objective function J(θ) at iteration #40.
RTD-VF IV-RTD-VF
∂J/∂h
(1)
dc 0.084×10−6 -0.082×10−10
∂J/∂c
(1)
1 ; ∂J/∂c
(1)
2
∂J/∂c
(1)
3 ; ∂J/∂c
(1)
4
∂J/∂c
(1)
5 ; ∂J/∂c
(1)
6
−0.045 × 10−5;−0.010 × 10−5
−0.241 × 10−5;−0.298 × 10−5
0.046 × 10−5;−0.017 × 10−5
0.072 × 10−10; 0.134 × 10−10
−0.286 × 10−10;−0.028 × 10−10
−0.007 × 10−10; 0.067 × 10−10
∂J/∂d1; ∂J/∂d2
∂J/∂d3; ∂J/∂d4
∂J/∂d5; ∂J/∂d6
−1.406; 0.581
−0.548; 0.890
−1.105;−0.888
−0.078 × 10−10;−0.036 × 10−10
0.049 × 10−10;−0.227 × 10−10
0.083 × 10−10; 0.218 × 10−10
appear multiplied by 5 to make visualization easier).
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Figure 16 – Fitting error through iterations.
We now investigate the converged values obtained for θˆ and θˆIV at iteration #40,
i.e., after algorithm convergence (see Fig. 16). Table 9 shows the associated gradient of
the nonlinear objective function J(θ). One may consider that the IV formulation indeed
converged to a local optimum of J(θ), since its partial derivatives are all highly close to
zero. Meanwhile, regular RTD-VF did not converged to any local optimum.
The results obtained in this case study vary for diﬀerent realizations since n0[k]
and n′0[k] are randomly generated sequences. Therefore, we shall repeat the experiment
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described so far by considering 1000 diﬀerent generations for n0[k] and n′0[k]. The esti-
mated modal parameters obtained from these 1000 generations are represented by their
corresponding normalized estimated probability density functions in Fig. 17. In this ﬁgure,
dotted vertical lines represent the true values for the modal parameters of the synthetic
signal y(t), found in (2.102). Concise estimates around all true modes are provided only
by IV-RTD-VF. On the other hand, regular RTD-VF clearly presents biased estimates for
most parameters. By applying Matrix Pencil and RFD-VF to this statistical analysis, it is
veriﬁed these techniques also present signiﬁcant biasing eﬀects.
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Figure 17 – Estimated normalized probability density functions for (a) attenuations σl; (b)
frequencies ωl; (c) amplitudes Al; (d) phases ϕl. Vertical dotted lines represent
the true values for σl, ωl, Al, ϕl, found in (2.102).
2.8 Final considerations of the chapter
In this chapter, it has been addressed the problem of formulating VF algorithms
which are capable of estimating, based on transient (ringdown) data, oscillatory (as well
as purely exponential) components of power system signals.
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Firstly, based on fundamentals for single-signal modeling, it has been presented –
from an objective function perspective – the ‘single-signal ringdown time-domain Vector
Fitting’ (RTD-VF) method originally proposed in (SCHUMACHER; OLIVEIRA; KUIAVA,
2018), which can be considered as a natural extension of the regular TD-VF technique
(GRIVET-TALOCIA, 2003) to the context of ringdown analysis. By adopting a suitable
state-space discretization which enables an associated artiﬁcial unit impulse response
to be easily calculated, it has been shown single-signal RTD-VF is capable of providing
superior ﬁtting performance over worldwide recognized techniques (such as Prony (HAUER;
DEMEURE; SCHARF, 1990) and Matrix Pencil (CROW; SINGH, 2005)) as well as over
its counterpart ‘ringdown frequency-domain Vector Fitting’ (RFD-VF) method previously
proposed in (PAPADOPOULOS et al., 2016). In particular, based on the results presented
in Section 2.3.1, it has also been shown RTD-VF is less sensitive to additive white noise
when compared to RFD-VF.
Subsequently, in Section 2.5, single-signal RTD-VF has been generalized into the
multi-signal RTD-VF approach proposed in (SCHUMACHER; OLIVEIRA; KUIAVA,
2019), which may provide superior ﬁtting performance than ‘single-signal RTD-VF’ since it
is capable of generating modal estimates by simultaneously processing multiple ringdown
signals possibly distributed over diﬀerent locations of a power system.
Finally, this chapter has presented an IV version of multi-signal RTD-VF which
is proved to guarantee local optimums after algorithm convergence. Such a ‘multi-signal
IV-RTD-VF’ method has also been proposed in (SCHUMACHER; OLIVEIRA; KUIAVA,
2019) and may further reﬁne solutions provided by regular multi-signal RTD-VF. Numerical
results have also shown IV-RTD-VF may provide asymptotically unbiased estimates when
modeling ringdown measurements corrupted by colored noise.
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2.9 Chapter appendices
2.9.1 Appendix A: Derivation of equation (2.5)
Based on the well known Euler’s formula ejx = cosx+ j sin x and also on deﬁnition
given by equation (2.4), one can rewrite (2.1) as follows
y¯(t) = hdc +
MOSC∑
l=1
(
Al
2 e
jϕleλlt + Al2 e
−jϕleλ∗l t
)
+
M∑
l=MOSC+1
Aleλlt. (2.106)
Since L
{
aebt
}
= a/(s − b), Laplace transform of (2.106) reads
Y (s) = hdc
s
+
MOSC∑
l=1
⎛⎜⎜⎝
1
2Ale
jϕl
s − λl +
1
2Ale
−jϕl
s − λ∗l
⎞⎟⎟⎠+ M∑
l=MOSC+1
Al
s − λl , (2.107)
and can also be combined into a unique partial fraction expansion given by
Y (s) = hdc
s
+
N∑
i=1
ri
s − pi , (2.108)
where variables in this expression can be related to those in (2.107) as describes equations
(2.6)–(2.8).
Finally, by considering G(s) =
N∑
i=1
ri
s − pi and X(s) = 1 = L {δ(t)} in (2.9), one
can simply write the inverse Laplace transform of (2.108) as shown in (2.5).
2.9.2 Appendix B: Derivation of approximations in (2.37) and (2.38)
State equations which are capable of describing the dynamic behavior of single-input
linear time-invariant systems usually take the form (CHEN, 1999)
d
dt
x(t) = Ax(t) + Bu(t), x(0) = x0, (2.109)
where u(t) is the system input, x(t) is the so-called state vector, which contains N
state variables, and A and B are constant matrices with dimensions N × N and N × 1,
respectively.
Chapter 2. Estimation of power system oscillations through ringdown data 76
By applying the Laplace transform to equation (2.109), it follows that
sX(s) − x(0) = AX(s) + BU(s), (2.110)
sX(s) − AX(s) = x(0) + BU(s), (2.111)
(sI − A)X(s) = x(0) + BU(s), (2.112)
X(s) = (sI − A)−1x(0) + (sI − A)−1BU(s). (2.113)
As shown through equations (2.114)–(2.116), by applying the inverse Laplace
transform to (2.113), the analytic solution x(t) to state equation (2.109) can be written in
terms of two diﬀerent components: xzi(t) and xzs(t). Component xzi(t) is the so-called
zero-input response, since it corresponds to the solution of (2.109) for t ≥ 0 when the input
u(t) is identically zero for t ≥ 0, meaning x(t) is excited exclusively by the initial state
x(0). Meanwhile, component xzs(t) is the so-called zero-state response, since it corresponds
to the solution of (2.109) for t ≥ 0 when the initial state x(0) is zero, meaning x(t) is
excited exclusively by u(t), t ≥ 0.
x(t) = xzi(t) + xzs(t), (2.114)
where
xzi(t) = L−1
{
(sI − A)−1
}
x(0), (2.115)
xzs(t) = L−1
{
(sI − A)−1BU(s)
}
. (2.116)
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Based on property in (2.9) and since, as proved in (CHEN, 1999),
L−1
{
(sI − A)−1
}
= eAt, (2.117)
one can also rewrite xzi(t) and xzs(t) as follows
xzi(t) = eAtx(0), (2.118)
xzs(t) = (ρI − A)−1 B u(t). (2.119)
One can observe that computing the zero-state response xzs(t) analytically for
t ≥ 0 requires knowledge about input u(t) for t ≥ 0. Unfortunately, in several real-
world applications, only a particular set of K measured samples for u(t) is available,
for instance, samples u(kT ) = u[k], k = 0, · · · , K − 1. In such cases, if u(t) does not
change signiﬁcantly between adjacent samples, then, by choosing a sampling period T
that respects Nyquist criterion, one can eﬀectively approximate the state vector samples
x(kT ) = x[k], k = 1, · · · , K − 1, by recursive use of the following state-space discretization
of (2.109) (see (CHEN, 1999) for a proof):
x[k] ≈ Adx[k − 1] + Bdu[k − 1], x(0) = x0, (2.120)
where
Ad = eAT ; Bd = A−1(Ad − I)B. (2.121)
We now discuss how both approximations (2.37) and (2.38) (used during practical
implementation of single-signal RTD-VF) have been formulated.
First, it is observed that the generic expression in (2.119) presents certain similarities
with respect to equations in (2.24) and (2.25). In fact, by deﬁning matrices A and B as in
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equation (2.40), one can show (SCHUMACHER; OLIVEIRA, 2018)
(ρI − A)−1 B =
[
1
ρ − p¯i · · ·
1
ρ − p¯N
]T
. (2.122)
This means that the continuous-time signals y˜(t) and u˜(t) are solutions for the
following pair of state equations
d
dt
y˜(t) = Ay˜(t) + By(t), y˜(0) = 0, (2.123)
d
dt
u˜(t) = Au˜(t) + Bδ(t), u˜(0) = 0. (2.124)
When it comes to equation (2.123), application of a (2.120)-type discretization
naturally leads to expression in (2.37). When it comes to equation (2.124), since its
zero-input and zero-state responses read, respectively,
u˜zi(t) = eAtu˜(0) (2.125)
= eAt0 (2.126)
= 0 (2.127)
and
u˜zs(t) = L−1
{
(sI − A)−1 BL {δ(t)}
}
(2.128)
= L−1
{
(sI − A)−1 B
}
(2.129)
= L−1
{
(sI − A)−1
}
B (2.130)
= eAtB (2.131)
the following analytic solution can be obtained:
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u˜(t) = u˜zi(t) + u˜zs(t) (2.132)
= eAtB (2.133)
Equation (2.133) is also the analytic solution for the alternative state equation
d
dt
u˜(t) = Au˜(t), u˜(0) = B, (2.134)
which can be readily discretized as shown in (2.38).
In principle, instead of using (2.38), one could use the analytical solution u˜(t) =
eAtB for computing the values of u˜(t) at the discrete-time instants t = kT , k = 1, · · · , K−1.
However, as shown in (HIGHAM, 2005), practical evaluation of matrix exponentials
demands for a signiﬁcant number of mathematical computations. A second idea would be
to apply the (2.120)-type discretization directly to (2.124). In this case, during evaluation
of u˜[1], the resulting state-space discretization would inconveniently require insertion of a
well-deﬁned quantity for δ(0).
2.9.3 Appendix C: Derivation of equation (2.87)
From (2.59) and (2.58), it follows
J(θ) =
V∑
v=1
K−1∑
k=0
(
y(v)(kT ) − yˆ(v)(kT )
)2
. (2.135)
In addition, as it can be observed in equation (2.54), the v-th dc component h(v)dc
and the v-th set of residues {c(v)i } appear only at their corresponding v-th modeling signal
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yˆ(v)(t). When it comes to (2.135), by also applying the so-called chain rule, this means
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂h
(v)
dc
J(θ)
∂
∂c
(v)
1
J(θ)
· · ·
∂
∂c
(v)
N
J(θ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= −2
K−1∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂h
(v)
dc
∂
∂c
(v)
1
· · ·
∂
∂c
(v)
N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
yˆ(v)(kT )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
y(v)(kT ) − yˆ(v)(kT )
)
, v = 1, · · · , V
(2.136)
Meanwhile, modeling signals yˆ(v)(t), v = 1, · · · , V , are all parametrized by the
same set of residues {di}, so that
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂d1
J(θ)
· · ·
∂
∂dN
J(θ)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ = −2
V∑
v=1
K−1∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂d1
· · ·
∂
∂dN
⎤⎥⎥⎥⎥⎥⎥⎥⎦ yˆ(v)(kT )
⎞⎟⎟⎟⎟⎟⎟⎟⎠
(
y(v)(kT ) − yˆ(v)(kT )
)
. (2.137)
Since parameters within θ are arranged as in (2.57), one can use deﬁnitions (2.88)
and (2.89) in equations (2.136) and (2.137) to write ∂
∂θ
J(θ) as shown in (2.87).
2.9.4 Appendix D: Proof of theorem 2.6.1
In order to prove theorem 2.6.1, we make explicit dependences on θ and p that
involved variables might have. One can identify if a speciﬁc variable depends on θ or p by
inspection of equations presented in Sections 2.5 and 2.6.
If θˆLO denotes a local optimum of J(θ), then it necessarily satisﬁes the local/global
optimality condition ∂J
∂θ
∣∣∣∣∣
θ=θˆLO
= 0. Based on equation (2.87), this means
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K−1∑
k=0
i(1)(kT, θˆLO,p) e(1)(kT, θˆLO,p)
· · ·
K−1∑
k=0
i(V )(kT, θˆLO,p) e(V )(kT, θˆLO,p)
V∑
v=1
K−1∑
k=0
i′(v)(kT, θˆLO,p) e(v)(kT, θˆLO,p)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (2.138)
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Meanwhile, when it comes to the IV-RTD-VF approach, approximations e(v)(kT, θ,p) ≈
e˜(v)(kT, θˆtIV,pt), i(v)(kT, θ,p) ≈ i˜(v)(kT,pt) and i′(v)(kT, θ,p) ≈ i˜′(v)(kT, θˆt−1IV ,pt) make it
possible to formulate the approximated problem:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K−1∑
k=0
i˜(1)(kT,pt) e˜(1)(kT, θˆtIV,pt)
· · ·
K−1∑
k=0
i˜(V )(kT,pt) e˜(V )(kT, θˆtIV,pt)
V∑
v=1
K−1∑
k=0
i˜′(v)(kT, θˆt−1IV ,pt) e˜(v)(kT, θˆtIV,pt),
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (2.139)
where pt is speciﬁed so that polynomial Fˆ (ρ,p) equals the estimate obtained for polynomial
F (ρ, θ,p) during the previous algorithm iteration, i.e, so that equation (2.140) is satisﬁed.
Fˆ (ρ,pt) = F (ρ, θˆt−1IV ,pt−1). (2.140)
Now, if there is a suﬃciently small positive value ε and a suﬃciently large iteration
number tc such that
∣∣∣θˆtcIV − θˆtc+jIV ∣∣∣ < ε and |ptc − ptc+j| < ε for all j ∈ N, then one can
consider θˆtIV and pt assume ﬁxed values θˆ′IV and p′ for any t ≥ tc.
For iteration t = tc + 1, it follows from equation (2.140) that
Fˆ (ρ,ptc+1) = F (ρ, θˆtcIV,ptc). (2.141)
Once
θˆtc+1IV = θˆtcIV = θˆ′IV and ptc+1 = ptc = p′, (2.142)
one can also rewrite (2.141) as
Fˆ (ρ,p′) = F (ρ, θˆ′IV,p′), so that Fˆ (ρ,p′)/F (ρ, θˆ′IV,p′) = 1. (2.143)
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Based on these results, it becomes possible to rewrite equation (2.139) for iteration
t = tc + 1 as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K−1∑
k=0
i(1)(kT, θˆ′IV,p′) e(1)(kT, θˆ′IV,p′)
· · ·
K−1∑
k=0
i(V )(kT, θˆ′IV,p′) e(V )(kT, θˆ′IV,p′)
V∑
v=1
K−1∑
k=0
i′(v)(kT, θˆ′IV,p′) e(v)(kT, θˆ′IV,p′)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (2.144)
since, by means of deﬁnitions in (2.142)–(2.143), (2.60)–(2.61) and (2.95)–(2.98),
e˜(v)(kT, θˆtc+1IV ,ptc+1) = e˜(v)(kT, θˆ′IV,p′)
= F (ρ, θˆ
′
IV,p′)
Fˆ (ρ,p′)
y(v)(kT ) −
⎛⎝h(v)dc + B(v)(ρ, θˆ′IV,p′)Fˆ (ρ,p′) δ(kT )
⎞⎠
= F (ρ, θˆ
′
IV,p′)
F (ρ, θˆ′IV,p′)
y(v)(kT ) −
⎛⎝h(v)dc + B(v)(ρ, θˆ′IV,p′)F (ρ, θˆ′IV,p′) δ(kT )
⎞⎠
= e(v)(kT, θˆ′IV,p′)
(2.145)
i˜(v)(kT,ptc+1) = i˜(v)(kT,p′)
=
⎡⎢⎢⎣ 1
u˜(kT,p′)
⎤⎥⎥⎦
=
⎡⎢⎢⎢⎣
1
Fˆ (ρ,p′)
F (ρ, θˆ′IV,p′)
u˜(kT,p′)
⎤⎥⎥⎥⎦
= i(v)(kT, θˆ′IV,p′)
(2.146)
i˜′(v)(kT, θˆtcIV,ptc+1) = −y˜′(v)(kT, θˆtcIV,ptc+1)
= −y˜′(v)(kT, θˆ′IV,p′)
= −
(
Fˆ (ρ,p′)
F (ρ, θˆ′IV,p′)
)2
y′(v)(kT, θˆ′IV,p′)
= i′(v)(kT, θˆ′IV,p′)
(2.147)
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Expression (2.144) matches exactly with the local optimality condition in (2.138),
meaning that θˆ′IV is guaranteed a local (if not the global) optimum of J(θ).
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3 FREQUENCY-DOMAIN SYSTEM IDENTIFICATION
In this chapter, it is addressed the problem of formulating VF algorithms for system
identiﬁcation based on frequency-domain (frequency response) data. Numerical examples
exposed in this chapter focus mainly on frequency response data extracted from power
and inductive potential transformers.
Firstly, it is formulated, in frequency-domain (FD), the problem of estimating linear
models formed by rational basis function (RBF) expansions. In this context, it is also estab-
lished a unifying FD-VF method for estimating these models. The terminology ‘unifying’
is used to emphasize that such a method can be similarly applied for estimating models
formed either by continuous- or discrete-time RBFs, being compatible, for instance, with
any RBF set listed in (SCHUMACHER; OLIVEIRA, 2018). Subsequently, this unifying
FD-VF method is transformed into the instrumental variable (IV-)FD-VF iterations, origi-
nally proposed in (SCHUMACHER; OLIVEIRA, 2019). In fact, the IV-FD-VF approach
proposed in this chapter consists of a multi-input multi-output (MIMO) generalization of
the single-input single-output (SISO) approach proposed in (SCHUMACHER; OLIVEIRA,
2019). As will be shown, since it is proved to guarantee local optimums after algorithm con-
vergence, IV-FD-VF may provide superior ﬁtting performance when compared to standard
FD-VF algorithms such as, for instance, vectﬁt3 (PACKAGE, 2008), which is still one of
the most popular implementations of standard FD-VF. Indeed, IV-FD-VF can be used for
further reﬁning solutions provided by vectﬁt3 and can be regarded as a frequency-domain
extension of the discrete time-domain IV-based approach in (SCHUMACHER; OLIVEIRA,
2017).
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3.1 Problem statement and a unifying FD-VF method
A stable single-input single-output (SISO) linear time-invariant system can be
described in terms of its scalar input U0(α) and its scalar output Y0(α) as
Y0(α) = G(α)U0(α) + V (α), α = z or s (3.1)
where V (α) represents the additive disturbance at the system output, and α determines if
the system is described either in continuous-time (α = s) or discrete-time (α = z).
Based on these deﬁnitions, one can establish the frequency-domain system identiﬁ-
cation problem of estimating a rational basis function (RBF) model for G(α) based on a
set of noisy frequency response data samples {G′(αk), αk}, k = 1, · · · , N , where each term
αk is associated with a frequency ωk according to one of the following relations:
αk =
⎧⎪⎪⎨⎪⎪⎩
sk = jωk (continuous-time case)
zk = ej2πωk/ωs (discrete-time case)
(3.2)
where ωs denotes sampling frequency. Note that an additive noise component VU(αk)
appears in the measured frequency response of system G′(αk) due to the input-output
relation in (3.1):
Y0(αk)
U0(αk)
= G(αk) + VU(αk) = G′(αk), (3.3)
where VU(αk) = V (αk)/U0(αk).
The desired RBF model must have a N -th order transfer function structure in the
form
G¯(α) = r0 +
N∑
i=1
riΦi(α,p), (3.4)
where {ri} are the unknown model structure coeﬃcients and {Φi(α,p)} denotes a set of
N rational basis functions which are completely parametrized by the unknown poles of
G¯(α), here grouped into vector p =
[
p1 · · · pN
]T
.
Chapter 3. Frequency-domain system identiﬁcation 86
In this chapter, it is also assumed (3.4)-like model structures can be represented
by a linear state-space realization given by
⎧⎪⎪⎨⎪⎪⎩
αX(α) = AX(α) + BU0(α),
Y (α) =
[
r1 · · · rN
]
X(α) + r0U0(α),
(3.5)
which means that the pair of matrices A ∈ CN×N and B ∈ CN×1 must necessarily satisfy
the well known state condition
Φ(α) =
[
Φ1(α,p) · · · ΦN(α,p)
]T
= (αI − A)−1B, (3.6)
From equation (3.6), it is clear matrices A and B deﬁne the RBF set used in the model
structure. In principle, any continuous- or discrete-time set {Φi(α,p)} that ﬁts into
deﬁnition (3.6) can be used as RBFs.
When it comes to continuous-time system identiﬁcation, perhaps the most common
choice is to use a set of partial fractions as RBFs (GRIVET-TALOCIA; GUSTAVSEN,
2016; GUSTAVSEN; SEMLYEN, 1999), i.e.,
Φi(s,p) =
1
s − pi , i = 1, · · · , N. (3.7)
For this particular case, A and B are as follows
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1 0 · · · 0
0 p2 · · · 0
... ... . . . ...
0 0 · · · pN
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
; B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.8)
Meanwhile, discrete-time approaches many times consider models formed by the so-
called discrete-time Takenaka-Malmquist orthonormal basis functions (NOURI; ACHAR;
NAKHLA, 2010; HEUBERGER; VAN DEN HOF; WAHLBERG, 2005)
Φi(z,p) =
√
1 − |pi|2
z − pi
i−1∏
j=1
(
1 − p∗jz
z − pj
)
, i = 1, · · · , N (3.9)
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The corresponding state-space construction for the RBF set in (3.9) can be found, for
instance, in (SCHUMACHER; OLIVEIRA, 2018). In fact, in (SCHUMACHER; OLIVEIRA,
2018) it is listed the corresponding state-space construction of several continuous- and
discrete-time RBF sets for which (3.6) holds.
Now, from a broader perspective, instead of considering the identiﬁcation of SISO
systems only, one can consider the more general problem which consists of estimating all
V transfer functions from a multi-input multi-output (MIMO) system simultaneously1:
G(v)(α) ≈ G¯(v)(α); v = 1, · · · , V, (3.10)
where
G¯(v)(α) = r(v)0 +
N∑
i=1
r
(v)
i Φi(α,p); v = 1, · · · , V. (3.11)
As it can be observed through Equation (3.11), all V transfer functions from the
MIMO system are here considered to be approximated with a unique set of poles p,
although each v-th modeling transfer function G¯(v)(α) has its own set of coeﬃcients {r(v)i },
i = 0, · · · , N .
If the MIMO system transfer functions are only known by means of the (possibly)
noisy frequency response data samples {G′(v)(αk), αk}, k = 1, · · · , K, v = 1, · · · , V , then
estimating all V RBF models G¯(v)(α) in terms of their poles p and coeﬃcients {r(v)i } requires
the deﬁnition of a certain estimation criterion. By means of the absolute weighted least-
squares criterion, estimating p and {r(v)i } becomes the following nonlinear optimization
problem:
γˆ = argmin
γ
V∑
v=1
K∑
k=1
∣∣∣W(v)(αk) (G′(v)(αk) − G¯(v)(αk))∣∣∣2
= argmin
γ
V∑
v=1
K∑
k=1
∣∣∣∣∣W(v)(αk)
(
G′(v)(αk) −
(
r
(v)
0 +
N∑
i=1
r
(v)
i Φi(αk,p)
))∣∣∣∣∣
2 (3.12)
1 The set of transfer functions G(v)(α), v = 1, · · · , V are indeed elements of the system transfer matrix
G, which satisﬁes y = Gu, being u and y column vectors which concatenate the system inputs and
outputs, respectively.
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where γˆ can be considered to be an estimate for parameter vector γ, that, as shown by
equation (3.13), concatenates the parameters of all modeling transfer functions {G¯(v)(α)},
v = 1, · · · , V . In (3.12), W(v)(αk) is a weighting function to be selected by the user. Choosing
this weighting function goes beyond the scope of this chapter, although the interested
reader is hereby referred to reference (PORDANJANI et al., 2011), which analyses the
adoption of diﬀerent weighting functions in frequency-domain system identiﬁcation.
γ =
[
r
(1)
0 · · · r(1)N · · · r(V )0 · · · r(V )N p1 · · · pN
]T
, (3.13)
It is also important to remark that estimating γ via (3.12) constitutes a nonlinear
optimization problem, since poles {pi} appear in the denominator of G¯(v)(αk).
The main objective here is to present the IV-FD-VF iterations (SCHUMACHER;
OLIVEIRA, 2019) from a MIMO system identiﬁcation perspective. This means an optimal
way for estimating the RBF model parameters {r(v)i } and p is here addressed. In fact, IV-FD-
VF may be considered as a unifying instrumental variable version of the standard FD-VF
iterations (GRIVET-TALOCIA; GUSTAVSEN, 2016; DESCHRIJVER; HAEGEMAN;
DHAENE, 2007; GUSTAVSEN, 2002; GUSTAVSEN; SEMLYEN, 1999), since it is also
based on transforming (3.12) into a sequence of linear problems where coeﬃcient sets are
estimated by means of pre-speciﬁed update-dependent poles.
In what follows, we brieﬂy introduce a formal and unifying deﬁnition for the
standard FD-VF iterations. Such a unifying deﬁnition is then used in Section 3.2 for
deriving the IV-FD-VF iterations (SCHUMACHER; OLIVEIRA, 2019).
The key idea of standard VF implementations is to replace the problem of estimating
the pole set p within the original model structures in (3.11) by the equivalent problem of
estimating the poles of the following alternative model structures (GRIVET-TALOCIA;
GUSTAVSEN, 2016; DESCHRIJVER; HAEGEMAN; DHAENE, 2007; GUSTAVSEN;
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SEMLYEN, 1999)
Gˆ(v)(α) =
B(v)(α)
F (α) ,
=
c
(v)
0 +
N∑
i=1
c
(v)
i Φi(α, p¯)
1 +
N∑
i=1
diΦi(α, p¯)
,
(3.14)
B(v)(α)
Fˆ (α)
= c(v)0 +
N∑
i=1
c
(v)
i Φi(α, p¯), (3.15)
F (α)
Fˆ (α)
= 1 +
N∑
i=1
diΦi(α, p¯), (3.16)
where p¯ =
[
p¯1 · · · p¯N
]T
is assumed to be a set of pre-speciﬁed (known) poles. By
rewriting (3.16) as a ratio between polynomials, one can observe that poles of Gˆ(v)(α)
(roots of polynomial F (α)) are function not only of the unknown coeﬃcients {di}, but also
of the RBF poles p¯ (roots of polynomial Fˆ (α)). However, by assuming p¯ to be a set of n
speciﬁed (known) poles, poles of Gˆ(v)(α) naturally become function only of {di}.
Now, by deﬁning the related parameter vector
θ =
[
c
(1)
0 · · · c(1)N · · · c(V )0 · · · c(V )N d1 · · · dN
]T
, (3.17)
the following objective function can be formulated:
J(θ) =
V∑
v=1
K∑
k=1
|e(v)(αk)|2, (3.18)
where e(v)(αk) is the scalar error
e(v)(αk) = W(v)(αk)
(
G′(v)(αk) − Gˆ(v)(αk)
)
(3.19)
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that, based on equation (3.14), also reads
e(v)(αk) =
F (αk)
F (αk)
W(v)(αk)G′(v)(αk) − W(v)(αk)
B(v)(αk)
F (αk)
. (3.20)
Note that, although the minimization of objective function J(θ) suggests an alternative
way for estimating the original pole set p (by means of the roots of polynomial F (α)),
the optimization problem itself remains nonlinear with respect to coeﬃcient vector θ,
since polynomial F (α) (which is function of coeﬃcients {di} in θ) appears as transfer
function denominator. To cope with this issue, one can ﬁrst consider approximation
e(v)(αk) ≈ e˜(v)(αk), where
e˜(v)(αk) =
F (αk)
Fˆ (αk)
W(v)(αk)G′(v)(αk) − W(v)(αk)
B(v)(αk)
Fˆ (αk)
(3.21)
=
(
1 +
N∑
i=1
diΦi(αk, p¯)
)
W(v)(αk)G′(v)(αk)
−W(v)(αk)
(
c
(v)
0 +
N∑
i=1
c
(v)
i Φi(αk, p¯)
) (3.22)
or, equivalently,
e˜(v)(αk) = W(v)(αk)G′(v)(αk) − mT(v)(αk)θ, (3.23)
being (see also Equation (3.6))
m(v)(αk) = W(v)(αk)
[
01×(N+1)(v−1) 1 ΦT(αk) 01×(N+1)(V −v) −G′(v)(αk)ΦT(αk)
]T
(3.24)
As in chapter 2 of this thesis, 0i×j terms represent matrices of zeros with i rows
and j columns. Nonetheless, from now on, we may sometimes use 0 to omit dimensions
and simplify notation.
By approximating e(v)(αk) by e˜(v)(αk) in equation (3.18), the nonlinear problem of
minimizing objective function J(θ) (in terms of θ) is transformed into an approximated
but linearized least-squares problem whose solution can be written as follows
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θˆ = argmin
θ
V∑
v=1
K∑
k=1
∣∣∣e˜(v)(αk)∣∣∣2 (3.25)
= argmin
θ
V∑
v=1
K∑
k=1
∣∣∣W(v)(αk)G′(v)(αk) − mT(v)(αk)θ∣∣∣2 (3.26)
=
[
MTM
]−1
MTy, (3.27)
where θˆ can be considered as an estimate for θ obtained for a given set of pre-speciﬁed
poles p¯, being θ the global minimum of J(θ). In (3.27), matrices M and y are deﬁned as
follows
M =
[
U˜ −Y˜
]
, (3.28)
y =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
W(1)(α1)G′(1)(α1)
...
W(1)(αK)G′(1)(αK)
...
W(V )(α1)G′(V )(α1)
...
W(V )(αK)G′(V )(αK)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.29)
with
Y˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
W(1)(α1)G′(1)(α1)Φ(α1)
...
W(1)(αK)G′(1)(αK)Φ(αK)
...
W(V )(α1)G′(V )(α1)Φ(α1)
...
W(V )(αK)G′(V )(αK)Φ(αK)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.30)
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U˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
U˜′(1) 0 · · · 0
0 U˜′(2) · · · 0
· · · · · · · · · · · ·
0 0 · · · U˜′(V )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
, U˜′(v) =
⎡⎢⎢⎣ W(v)(α1) · · · W(v)(αK)
W(v)(α1)Φ(α1) · · · W(v)(αK)Φ(αK)
⎤⎥⎥⎦
(3.31)
Instead of directly solving (3.27), however, one can guarantee that θˆ always occurs
as a vector of real-valued parameters by alternatively solving the real-valued equivalent
problem
θˆ =
[
M˜TM˜
]−1
M˜Ty˜, (3.32)
where
M˜ =
⎡⎢⎢⎣ e{M}	m{M}
⎤⎥⎥⎦ and y˜ =
⎡⎢⎢⎣ e{y}	m{y}
⎤⎥⎥⎦ . (3.33)
Once θˆ is obtained by solving (3.32), one can try to make the approximate error
e˜(v)(αk) in (3.21) closer to the original error e(v)(αk) in (3.20) by considering the obtained
polynomial F (α) as a possibly more reﬁned estimate for polynomial Fˆ (α). In terms of
roots, this means that roots of Fˆ (α), which can be determined based on the estimated
coeﬃcients {di} in θ (see equation (3.16)), are to be considered as a more reﬁned estimate
for the N pre-speciﬁed poles in p¯. Based on this novel set of poles a¯, one can reestimate θ
via (3.32).
This procedure can be repeated (iterated) until θˆ and p¯ converge to ﬁxed parameter
vectors θˆ′ and p¯′. When convergence is achieved, it naturally follows that F ′(α) = Fˆ ′(α),
where F ′(α) and Fˆ ′(α) denote the values obtained for polynomials F (α) and Fˆ (α) when
θˆ = θˆ′ and p¯ = p¯′. Consequently, since F ′(α) = Fˆ ′(α), the (3.14)-type RBF models
obtained after algorithm convergence ﬁts exactly into the desired model structure form in
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(3.11):
Gˆ′(v)(α) =
B′(v)(α)
F ′(α)
= B
′(v)(α)
Fˆ ′(α)
= c′(v)0 +
N∑
i=1
c
′(v)
i Φi(α, p¯′)
(3.34)
Expression (3.34) reveals c′(v)0 , · · · , c′(v)N and p¯′ are our ﬁnal estimates for r(v)0 , · · · , r(v)N
and p. Since F ′(α) = Fˆ ′(α), one can observe that, at convergence, equation (3.16) becomes
F (α)
Fˆ (α)
= 1 +
N∑
i=1
d′iΦi(α, p¯′) (3.35)
= 1. (3.36)
This means that the converged coeﬃcients {d′i} no longer aﬀect the resulting transfer
functions Gˆ′(v)(α), as shown in (3.34).
3.1.1 Step by step procedure for implementing unifying FD-VF
Step 1. Given a set of (possibly) noisy frequency response data samples {G′(v)(αk)},
v = 1, · · · , V , sampled at {αk}, k = 1, · · · , K, one must deﬁne the number of it-
erations, the weighting functions W(v)(αk), v = 1, · · · , V , and a set of starting poles
p¯ =
[
p¯1 · · · p¯N
]T
. As shown in equation (3.2), deﬁnition for αk depends if the RBF
set chosen to the model structure is function of s (continuous-time) or z (discrete-time).
Comment: When it comes to FD-VF implementations based on continuous-time
RBF sets, references (GRIVET-TALOCIA; GUSTAVSEN, 2016; GUSTAVSEN; SEM-
LYEN, 1999) recommend choosing starting poles as weakly attenuated complex conjugate
pairs, with imaginary parts linearly distributed over a frequency band of interest [0, ωmax].
Meanwhile, in case of discrete-time models, a practical rule is the one which consists of
choosing the N = 2m initial poles as follows (GRIVET-TALOCIA; GUSTAVSEN, 2016):
a¯x = ρejxπ/(m+1), x = −m, · · · ,−1, 1, · · · ,m (3.37)
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with ρ being slightly smaller than unity, for instance, 0.99.
Step 2. Construct matrices M˜ and y˜ in (3.33) based on equations (3.28)–(3.31).
Comment: Rational basis function vectors {Φ(αk)}Kk=1 can be calculated, for in-
stance, by varying α in equation (3.6) from α1 to αK .
Step 3. Obtain a least-squares estimate for parameter vector θ via (3.32).
Step 4. Update p¯ with the roots of polynomial F (α).
Comment: Since the roots of polynomial F (α) equal the zeros of transfer func-
tion F (α)/Fˆ (α), deﬁned in (3.16), one can update p¯ by calculating the eigenvalues of
matrix (A − BD−1C) (see (GRIVET-TALOCIA; GUSTAVSEN, 2016) for a proof), with
(A,B,C,D) being the state-space realization for F (α)/Fˆ (α) in which A and B satisfy
(3.6) and
C =
[
d1 · · · dn
]
; D = 1. (3.38)
If a continuous-time basis function set {Φ(s,p)} is being used as RBFs, it is possible
to ensure model stability through iterations by simply inverting the sign of poles with
positive real parts (if they occur while making p¯ ← eig(A−BD−1C)). On the other hand,
in case of discrete-time RBFs {Φ(z,p)}, one can simply ﬂip unstable poles back to the
stable region |z| < 1 by enforcing p¯i ← p¯i/|p¯i|2.
Comment: Throughout iterations, we might also want to observe how our current
set of estimated poles p¯ performs in model structures (3.11). In this case, coeﬃcients
{r(v)i } can be estimated in the linear least-squares sense via (3.32) by simply redeﬁning
M˜ =
⎡⎢⎢⎣ e{U˜}	m{U˜}
⎤⎥⎥⎦ . (3.39)
In this context, the associated root mean square (RMS) error of each v-th modeling
transfer function Gˆ(v)(αk) is a metric which can be observed, being its deﬁnition given as
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follows
RMS error(v) =
√√√√ 1
K
K∑
k=1
∣∣∣G′(v)(αk) − Gˆ(v)(αk)∣∣∣2. (3.40)
Step 5. Repeat steps 2 to 4 until the number of iterations is achieved.
3.2 The IV-FD-VF iterations
FD-VF implementations are extremely popular within frequency-domain system
identiﬁcation since they usually provide satisfactory estimates for the RBF model parame-
ters (GRIVET-TALOCIA; GUSTAVSEN, 2016).
However, although quite popular, it is also well known that standard FD-VF
implementations do not guarantee their converged solutions are local (or the global)
optimums of their corresponding nonlinear objective functions (NOFs). When it comes to
the standard FD-VF method which consists of iteratively solving (3.32), this means the
converged value θˆ′ is not necessarily a local optimum (or the global optimum θ) of the
NOF J(θ), initially deﬁned in (3.18). In fact, it is possible to verify through very simple
examples that θˆ′ may not satisfy the necessary condition for local/global optimality
∂J
∂θ
∣∣∣∣∣
θ=θˆ′
= 0. (3.41)
One of this examples is addressed in the results of this chapter (Section 3.3). In this section,
we present an IV method for alternatively estimating the parameters of (3.11)-like RBF
model structures. The method guarantees that its solutions after algorithm convergence
necessarily satisfy (3.41).
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From (3.18), it follows that (see Section 3.5.1 for the derivation of this equation)
∂
∂θ
J(θ) = −2
K∑
k=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
{
i∗(1)(αk) e(1)(αk)
}
· · ·
e
{
i∗(V )(αk) e(V )(αk)
}
V∑
v=1
e
{
i′∗(v)(αk) e(v)(αk)
}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.42)
where i(v)(αk) and i′(v)(αk) correspond to the following instrument vectors:
i(v)(αk) = W(v)(αk)
[
∂
∂c
(v)
0
· · · ∂
∂c
(v)
N
]T
Gˆ(v)(αk); (3.43)
i′(v)(αk) = W(v)(αk)
[
∂
∂d1
· · · ∂
∂dN
]T
Gˆ(v)(αk). (3.44)
Similarly to the linearization performed in the regular RTD-VF approach of Section
3.1, one can here use approximation e(v)(αk) ≈ e˜(v)(αk) to transform the local optimality
condition ∂J
∂θ
= 0 into the approximated problem
K∑
k=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e
{
i∗(1)(αk) e˜(1)(αk)
}
· · ·
e
{
i∗(V )(αk) e˜(V )(αk)
}
V∑
v=1
e
{
i′∗(v)(αk) e˜(v)(αk)
}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (3.45)
or, equivalently (see Section 3.5.2 for the derivation of this equation),
Ψ˜T
[
y˜ − M˜θˆIV
]
= 0, (3.46)
where θˆIV represents an IV estimate for θ, while
Ψ˜ =
⎡⎢⎢⎣ e{Ψ}	m{Ψ}
⎤⎥⎥⎦ (3.47)
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and
Ψ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i(1)(α1) · · · i(1)(αK) 0 · · · 0 · · · 0 · · · 0
0 · · · 0 i(2)(α1) · · · i(2)(αK) · · · 0 · · · 0
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 · · · 0 0 · · · 0 · · · i(V )(α1) · · · i(V )(αK)
i′(1)(α1) · · · i′(1)(αK) i′(2)(α1) · · · i′(2)(αK) · · · i′(V )(α1) · · · i′(V )(αK)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
.
(3.48)
Finally, by isolating coeﬃcient vector θˆIV in (3.46), it follows that the IV-FD-VF
method presented in this section consists of solving equation (3.49) iteratively.
θˆIV =
[
Ψ˜TM˜
]−1
Ψ˜Ty˜. (3.49)
3.2.1 Approximation of instrument vectors i(v)(αk) and i′(v)(αk)
According to deﬁnitions in (3.6), (3.14)–(3.16), (3.43), (3.44), one can obtain
i(v)(αk) =
⎡⎢⎢⎢⎣
W(v)(αk)
Fˆ (αk)
F (αk)
W(v)(αk)Φ(αk)
⎤⎥⎥⎥⎦ ,
i′(v)(αk) = −W(v)(αk)
(
Fˆ (αk)
F (αk)
)2
G˜′(v)(αk)Φ(αk),
(3.50)
where
G˜′(v)(αk) =
(
c
(v)
0 +
N∑
i=1
c
(v)
i Φi(αk, p¯)
)
. (3.51)
The problem of computing these instruments via equations (3.50) and (3.51) is
described in the following.
Equations (3.16) and (3.51) show i(v)(αk) and i′(v)(αk) (and, as a consequence,
matrix Ψ) are functions of coeﬃcients {c(v)i } and {di}, which are estimated via vector θˆIV
in (3.49). This means (3.49) cannot be used for directly ﬁnding θˆIV, since right-hand side
of this equation is also function of θˆIV.
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On the one hand, computing i(v)(αk) and i′(v)(αk) based on the values found for
{c(v)i } and {di} during the previous iteration of the algorithm indeed makes it possible to
use (3.49) for ﬁnding an estimated θˆIV. On the other hand, however, some speciﬁc values
for {di} can lead roots of polynomial F (α) to become unstable poles in (3.50). To cope
with this issue, one can assume i(v)(αk) ≈ i˜(v)(αk) and i′(v)(αk) ≈ i˜′(v)(αk) are both valid
considerations, with
i˜(v)(αk) =
⎡⎢⎢⎣ W(v)(αk)
W(v)(αk)Φ(αk)
⎤⎥⎥⎦ ,
i˜′(v)(αk) = −W(v)(αk)G˜′(v)(αk)Φ(αk).
(3.52)
In (3.52), it is assumed coeﬃcients {c(v)i } are replaced with their estimates obtained during
the previous algorithm iteration while constructing G˜′(v)(αk) via (3.51).
When it comes to matrix Ψ (deﬁned in Equation (3.48)), approximations in (3.52)
lead to (see also (3.31))
Ψ ≈
[
U˜ −Y˜′
]
, (3.53)
where
Y˜′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
W(1)(α1)G˜′(1)(α1)Φ(α1)
· · ·
W(1)(αK)G˜′(1)(αK)Φ(αK)
· · ·
W(V )(α1)G˜′(V )(α1)Φ(α1)
· · ·
W(V )(αK)G˜′(V )(αK)Φ(αK)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.54)
3.2.2 Step by step procedure for implementing IV-FD-VF
The same implementation steps used for standard FD-VF (described in Section
3.1.1) can also be used for implementing the IV-FD-VF iterations. To do so, one must
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simply solve (3.49) instead of (3.32) during Step 3, with matrix Ψ being approximated as
describes (3.53).
Due to necessity to compute terms G˜′(v)(αk), v = 1, · · · , V , such an approximation
makes IV-FD-VF to rely on an initial estimate for coeﬃcients {c(v)i }. In general, a satis-
factory initial estimate can be obtained by running the standard FD-VF solution (3.32)
during a speciﬁc number of iterations. Then, by adopting the estimated values for {c(v)i },
one can naturally migrate to IV-FD-VF.
3.2.3 Optimal property of IV-FD-VF converged solutions
Diﬀerently from the FD-VF iterations in (3.32), the IV-FD-VF iterations allow us
to guarantee that the solution after their convergence is indeed a local optimum of the
nonlinear objective function J(θ). Such an important proposition is formally conﬁrmed by
the following theorem.
Theorem 3.2.1. Let p¯t denote the set of pre-speciﬁed poles p¯ used for obtaining θˆtIV,
where t ∈ N emphasizes the iteration number in which θˆIV has been computed. If θˆtIV and
p¯t converge to ﬁxed values θˆ′IV and p¯′ at a speciﬁc iteration t = tc, then θˆtcIV = θˆ′IV is a
local (if not the global) optimum of the nonlinear objective function J(θ).
Proof. See Section 3.5.3 for the proof of theorem 3.2.1.
3.3 Numerical results
In this section three numerical examples are used to compare IV-FD-VF with
standard FD-VF. In the ﬁrst case study, it is considered a continuous-time example
where actual frequency-domain data samples were measured from two diﬀerent power
transformers, whereas the second and third case studies aim at identifying, respectively, a
third order discrete-time system corrupted by colored noise and two inductive potential
transformers (IPTs). Both IPTs are modeled as MIMO systems. The ‘unifying’ property of
the presented FD-VF and IV-FD-VF algorithms is also explored here, since the ﬁrst and
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third examples consider system identiﬁcation problems based on continuous-time models
whereas the second one uses discrete-time models. All simulations were performed in an
Intel(R) Core(TM) i5 2.2GHz 8GB RAM laptop.
We remark that most results exposed in this section have been ﬁrst presented in
(SCHUMACHER; OLIVEIRA, 2019).
3.3.1 Example I: Power transformer modeling
For analysis of power system electromagnetic transients, a power transformer is
represented by a p-terminal symmetric admittance matrix Y, as follows:
I(ω) = Y(ω) V(ω), (3.55)
where the entries of vectors I(ω) and V(ω) represent, respectively, the power transformer
current and voltage frequency responses at each terminal. Under certain terminal conditions,
frequency responses of voltage ratios between terminals can be calculated based on the
admittance matrix Y(ω) (Gustavsen, 2004) or can be directly measured by using Sweep
Frequency Response Analyser (SFRA)-type equipments (IEEE Std C57.149, 2012) such as
FRAX-101 (FRAX-101, 2013).
Within this context, the case study of this section aims at comparing the IV-FD-
VF algorithm with standard FD-VF by modeling two diﬀerent power transformers. In
particular, the results obtained with IV-FD-VF are compared to those obtained by the
vectﬁt3 algorithm (PACKAGE, 2008), which is one of the most popular open source
implementations of FD-VF. We remark that the vectﬁt3 algorithm, which has its theory
described in (GUSTAVSEN; SEMLYEN, 1999; GUSTAVSEN, 2006; DESCHRIJVER et
al., 2008), is especially designed for estimating RBF models formed by continuous-time
partial fractions. The main objective of this case study is to show that, due to the optimal
property of its solution, the presented IV-FD-VF method can be used to further reﬁne the
model parameters provided by FD-VF.
The ﬁrst power transformer modeled in this section consists of a single-phase
345/225 kV 225MVA transformer located in a Brazilian Hydroelectric power plant. Actual
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measurements collected from this transformer in the ﬁeld using a SFRA equipment
are considered. Measurements have been extracted according to procedures and norms
described in (IEEE Std C57.149, 2012). Such data are composed of 207 frequency response
samples logarithmically spaced between 10 to 105 Hz and represent the voltage ratio
between the high voltage terminal and the low voltage terminal. Fig. 18 depicts the
corresponding magnitude and phase angle curves.
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Figure 18 – Data extracted from a single-phase 345/225 kV 225MVA power transformer
and resulting model frequency responses.
To model the curves presented in this ﬁgure, it is assumed models formed by 14
continuous-time partial fractions (N = 14) for both FD-VF and IV-FD-VF methods. The
resulting ﬁtted frequency responses are also depicted in Fig. 18. This ﬁgure clearly shows
that the IV formulation presents a superior ﬁtting to the data, especially for frequencies
greater than 3 × 104 Hz.
Fig. 19 shows the RMS error (through iterations) for each RBF model. Fig. 20
provides a zoomed view with respect to the last iterations of Fig. 19. From Figs. 19 and
20 it can be observed the strategy used by the IV-FD-VF algorithm to reﬁne the FD-VF
solution: FD-VF is used for the ﬁrst fourteen iterations to generate an initial estimate for
the IV-FD-VF technique, which is then used for more eleven iterations to improve model
ﬁtness.
From Fig. 20, it is clearer that IV-FD-VF further reﬁnes the model parameters
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Figure 19 – RMS errors through iterations when modeling a single-phase 345/225 kV
225MVA power transformer.
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Figure 20 – Zoomed view with respect to the last iterations of Fig. 19.
provided by FD-VF. Note that results shown in this ﬁgure are in full agreement with the
results provided by Fig. 18, where the biggest RMS error presented by FD-VF at iteration
t = 25 is mainly due to the mismatch presented for frequencies greater than 3 × 104 Hz.
The second power transformer modeled in this section consists of a single-phase
525/18 kV 256 MVA transformer located in a gas-insulated substation. Fig. 21 depicts
admittance data from this transformer (727 frequency response data samples) measured
from 10 Hz up to approximately 2.8 × 106 Hz. Resulting ﬁtted curves (assuming N = 16)
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are also presented in Fig. 21, whereas Fig. 22 shows the corresponding RMS errors through
iterations. In Fig. 22, the smaller RMS error presented by IV-FD-VF after convergence
justiﬁes its superior ﬁtting performance for most data samples in Fig. 21. It is observed
this example also conﬁrms the applicability of IV-FD-VF for modeling resonance peaks of
power transformers in high-frequency (> 50 kHz) measurements.
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Figure 21 – Data extracted from a single-phase 525/18 kV 256 MVA power transformer
and resulting model frequency responses.
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Figure 22 – RMS errors through iterations when modeling a single-phase 525/18 kV 256
MVA power transformer.
Finally, we remark that for both power transformers modeled in this section,
gradient ∂V/∂θ presented partial derivatives with values highly close to zero (in fact,
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with absolute values smaller than 10−8) at the last iteration of the IV-FD-VF algorithm,
meaning that local optimums were obtained. In the next section of this chapter, we use a
third order discrete-time system with known coeﬃcients but corrupted by colored noise to
further investigate this optimal property of IV-FD-VF.
3.3.2 Example II: Third order discrete-time system
In this second case study it is considered the identiﬁcation of the 3rd order discrete-
time system deﬁned by (SCHUMACHER; OLIVEIRA, 2017)
G0(z) =
0.1389 + 0.4166z−1 + 0.4166z−2 + 0.1389z−3
1 + 0.4218z−1 + 0.2499z−2 − 0.5609z−3 . (3.56)
The data used to estimate G0(z) are formed by a set of 500 noisy frequency-domain
data samples {G′0(zk = ej2πωk/ωs), ωk}, k = 1, · · · , 500, with {ωk} chosen linearly spaced
between 0 and (2πfs/2) rad/s, with fs = 1 Hz so that zk = ejωk . In particular, the set
{G′0(jωk)} is assumed to be corrupted by additive colored noise, according to relation
G′0(zk) = G0(zk) + H0(zk)e(k), k = 1, · · · , 500, (3.57)
where e(k) is a sequence of independent random variables extracted from a Gaussian
distribution of zero mean and variance 0.32, i.e.,
e(k) ∼ N (0, σ2 = 0.32), (3.58)
and the ﬁlter H0(zk) is chosen to be equal to the system’s frequency response G0(zk)
(H0(zk) = G0(zk)), so that each measurement G′0(zk) has a noise component which is
proportional to the magnitude of G0(zk). Magnitude of the resulting estimation data
samples is depicted in Fig. 23.
The main objective of this case study is to show that IV-FD-VF also provides
superior ﬁtting performance than regular FD-VF when estimation data are corrupted by
colored noise, once it guarantees an optimal solution at convergence. Since G0(z) consists
of a discrete-time system, instead of using simple continuous-time partial fractions as
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Figure 23 – Magnitude of the resulting estimation data samples used in Example II.
RBFs, in this case study it is considered for both FD-VF and IV-FD-VF methods models
formed by the so-called discrete-time Takenaka-Malmquist Orthonormal Basis functions
(see (SCHUMACHER, 2017) for details). Particularly, it is considered models with N = 3,
that is, with 3 rational functions.
Fig. 24 depicts the RMS error (through iterations) for each ﬁtted RBF model.
Similarly to the ﬁrst example, FD-VF is used for the ﬁrst two iterations to generate an
initial estimate for the IV-FD-VF technique, which is then used for more thirteen iterations
to improve model ﬁtness. Clearly, it is observed from Fig. 24 that the IV formulation
presents a better model accuracy when compared with its standard method (FD-VF),
since its solution has a signiﬁcantly smaller error at iteration t = 15 and it converges with
fewer iterations. Total simulation time for both methods is shown in Table 10. Although
FD-VF is faster, the time diﬀerence of about 0.5 second (observed in a standard laptop) is
not signiﬁcant. Such an increase in simulation time was expected since the IV iterations
rely on computing an additional matrix Ψ˜.
Table 10 – Simulation time in seconds.
FD-VF IV-FD-VF
2.321 2.731
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Figure 24 – RMS errors through iterations.
We now investigate the converged solutions θˆ and θˆIV obtained at t = 15. Table
11 shows the gradient of the nonlinear objective function V (θ) for both FD-VF and IV-
FD-VF methods. It is observed that FD-VF converged to a non-optimal solution, whereas
IV-FD-VF indeed converged to a local optimum of V (θ). A direct comparison with the
coeﬃcients of G0(z) given in (3.56) can be performed by converting the resulting RBF
model state-space representations into transfer functions. Equations (3.59) and (3.60) show
the equivalent models obtained for the IV-FD-VF and FD-VF methods, respectively. Note
that the coeﬃcient estimates provided by the IV-FD-VF are signiﬁcantly closer to the
coeﬃcients of G0(z).
G¯(z, θˆIV, aˆ) =
0.1405 + 0.4156z−1 + 0.4180z−2 + 0.1361z−3
1 + 0.4252z−1 + 0.2343z−2 − 0.5672z−3 (3.59)
G¯(z, θˆ, aˆ) = 0.1404 + 0.3945z
−1 + 0.3814z−2 + 0.1065z−3
1 + 0.3665z−1 + 0.1902z−2 − 0.6136z−3 (3.60)
The results obtained in this case study are supposed to vary for diﬀerent experiments
since e(k) is a randomly generated sequence. We therefore repeat the experiment described
so far 1000 times by considering diﬀerent generations for e(k). The estimated coeﬃcients
obtained for both FD-VF and IV-FD-VF methods are represented by their corresponding
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Table 11 – Gradient of the nonlinear objective function V (θ) at t = 15.
FD-VF IV-FD-VF
∂V/∂r0 -0.0029 ×10−5 0.0009 ×10−11
∂V/∂r1 0.9062 ×10−5 -0.2317 ×10−11
∂V/∂r2 -0.1210 ×10−5 0.3419 ×10−11
∂V/∂r3 -0.5029 ×10−5 -0.0701 ×10−11
∂V/∂d1 -1.4704 -0.2357 ×10−11
∂V/∂d2 5.9295 0.4833 ×10−11
∂V/∂d3 -16.4975 0.0404 ×10−11
estimated probability density functions in Fig. 25. In this ﬁgure, note that dotted vertical
lines represent the true values of the coeﬃcients of G0(z) in (3.56). From Fig. 25, it is
observed that only the IV formulation is able to provide concise estimates around the true
system coeﬃcients. Meanwhile, FD-VF presents a clear bias for most of its estimates.
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Figure 25 – Estimated probability density functions (solid lines) and coeﬃcients of G0(z)
(represented by vertical dotted lines).
3.3.3 Example III: Inductive potential transformer modeling
Three 525kV SF6 insulated inductive potential transformers (IPT) of a Brazilian
gas insulated substation presented dielectric failures due to unknown circumstances.
Engineers designated to investigate such failures believe such an issue has happened due
to high-frequency overvoltages occurred during substation switchings.
The idea here is to estimate models which are capable of representing frequency
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responses (over a wide frequency range) extracted from a “healthy” IPT sample. Then,
associated with a proper modeling of the substation, such models could be used to simulate
(within electromagnetic transient simulators such as EMPT-RV, for instance) if substation
switchings indeed produce overvoltages which exceed the insulation breakdown voltages
speciﬁed by the IPT designer. In this thesis, we concentrate our attention only to the
process of identifying IPT frequency responses.
Fig. 26 depicts the type of IPT under investigation. As shown in Fig. 27, it is
composed of a high voltage winding and two low voltage windings. Terminals are labeled
as shown in this ﬁgure.
Figure 26 – IPT under investigation (left) and its corresponding sketch (right).
Figure 27 – IPT windings and terminals.
Initially, in this case study, we consider only admittance data extracted from the
high voltage winding. Speciﬁcally, it is considered Y (ω) = IH(ω)/VH(ω) data collected
based on two diﬀerent scenarios:
• Scenario #1: Terminals 1a2, 1n, 2a2 and 2n are all grounded.
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• Scenario #2: Terminals 1a2, 1n, 2a2 and 2n are all left opened.
Magnitude curves extracted from the IPT are shown in Figs. 28 and 29 for Scenarios
#1 and #2, respectively. These ﬁgures also show the resulting ﬁtted frequency responses
obtained when applying both regular FD-VF and IV-FD-VF with a model composed of
N = 4 continuous-time partial fractions. As it can be observed, although regular FD-VF
and IV-FD-VF are both capable of estimating the IPT frequency responses, IV-FD-VF
presents a better ﬁt to the data.
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Figure 28 – IPT data extracted for Scenario #1 and resulting model frequency responses.
Now, it is considered a scenario where the IPT is modeled as a (3×3) MIMO
system (i.e., a system with three inputs and three outputs). Speciﬁcally, it is considered
admittance data (depicted in Fig. 30) extracted from the IPT terminals H, 1a2, and 2a2
(terminals 1n and 2n have been maintained grounded). The resulting admittance matrix
has the following form:
⎡⎢⎢⎢⎢⎢⎢⎣
IH(ω)
I1a2(ω)
I2a2(ω)
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
Y11(ω) Y12(ω) Y13(ω)
Y21(ω) Y22(ω) Y23(ω)
Y31(ω) Y32(ω) Y33(ω)
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
VH(ω)
V1a2(ω)
V2a2(ω)
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.61)
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Figure 29 – IPT data extracted for Scenario #2 and resulting model frequency responses.
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Figure 30 – Admittance data extracted from the IPT when it is modeled as a (3×3) MIMO
system. The ﬁgure also depicts the resulting model frequency responses.
or, more compactly,
I(ω) = Y(ω) V(ω). (3.62)
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The objective is to model the IPT admittance elements of Y(ω) via both regular
FD-VF and IV-FD-VF. Here, it is assumed the system is reciprocal, meaning Y(ω) satisﬁes
YT(ω) = Y(ω). Therefore, one can identify the entire matrix Y(ω) by modeling only, for
instance, the admittance elements Y11(ω), Y22(ω), Y33(ω), Y21(ω), Y31(ω), Y32(ω). As it can
be observed through Fig. 30, by adopting a model order N = 50, the IV-FD-VF iterations
present a superior ﬁt for most admittance measurements. This result is also suggested by
Fig. 31, which depicts the objective function value J(θ) through iterations. In this case,
note that the IV-FD-VF has been initialized only after 150 FD-VF iterations.
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Figure 31 – Objective function value J(θ) through iterations.
We now investigate a second case study which considers a 550/0.1166kV SF6
insulated IPT.
Fig. 32 depicts the IPT used in the experiment. Admittance data from this IPT
(depicted in Fig. 33) has been extracted within Institutos Lactec, Curitiba, Paraná, Brazil
(OLIVEIRA et al., 2019).
As it can be observed through Fig. 33, by adopting a model order N = 50, the
IV-FD-VF iterations once again present a superior ﬁt for most admittance measurements.
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Figure 32 – Second IPT under investigation.
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Figure 33 – Admittance data extracted from a second IPT when it is modeled as a (2×2)
MIMO system. The ﬁgure also depicts the resulting model frequency responses.
This result is also suggested by Fig. 34, which depicts the objective function value J(θ)
through iterations. In this case, note that it has been chosen to initialize IV-FD-VF after
30 regular FD-VF iterations.
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Figure 34 – Objective function value J(θ) through iterations when modeling a second IPT.
3.4 Final considerations of the chapter
In this chapter, it has been addressed the problem of formulating VF algorithms
for system identiﬁcation based on frequency-domain (FD) data. In particular, based on
a unifying FD-VF approach, it has been presented a MIMO generalization of the SISO
IV-based FD-VF method originally proposed in (SCHUMACHER; OLIVEIRA, 2019).
Such an IV method, denoted by IV-FD-VF, can be similarly applied for estimating models
formed either by continuous- or discrete-time RBF sets. The key advantage of IV-FD-VF
lies in the fact that it is proved to guarantee optimal solutions after algorithm convergence
(see Section 3.5.3). One can observe this important optimality property does not depend
on the nature of the noise that corrupts estimation data. Numerical results presented
in Section 3.3 have shown IV-FD-VF may provide superior ﬁtting performance when
compared to standard FD-VF algorithms such as, for instance, vectﬁt3 (PACKAGE,
2008). The results presented in this chapter have also shown IV-FD-VF may provide
asymptotically unbiased estimates when modeling linear time-invariant systems corrupted
by colored noise.
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3.5 Chapter appendices
3.5.1 Appendix A: Derivation of equation (3.42)
Assuming x and y denote two complex quantities, the following properties are here
used for derivation of equation (3.42):
|x|2 = x∗x (3.63)
(xy)∗ = x∗y∗ (3.64)
(x − y)∗ = x∗ − y∗ (3.65)
∂
∂θ
(x(θ)y(θ)) = ∂
∂θ
(x(θ)) y(θ) + ∂
∂θ
(y(θ))x(θ) (3.66)
x + x∗ = 2e {x} (3.67)
e {−x} = −e {x} (3.68)
By applying properties (3.63)–(3.65) to (3.18)–(3.19), it follows that
J(θ) =
V∑
v=1
K∑
k=1
W ∗(v)(αk)
(
G′∗(v)(αk) − Gˆ∗(v)(αk)
)
W(v)(αk)
(
G′(v)(αk) − Gˆ(v)(αk)
)
. (3.69)
Since only term Gˆ(v)(αk) is function of θ (see equations (3.14)–(3.17)), based also
on (3.66), we can write
∂
∂θ
J(θ) =
V∑
v=1
K∑
k=1
(x1 + x2) (3.70)
with
x1 =
∂
∂θ
(
W ∗(v)(αk)
(
G′∗(v)(αk) − Gˆ∗(v)(αk)
))
W(v)(αk)
(
G′(v)(αk) − Gˆ(v)(αk)
)
, (3.71)
= −W ∗(v)(αk)
(
∂
∂θ
Gˆ∗(v)(αk)
)
W(v)(αk)
(
G′(v)(αk) − Gˆ(v)(αk)
)
, (3.72)
and
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x2 =
∂
∂θ
(
W(v)(αk)
(
G′(v)(αk) − Gˆ(v)(αk)
))
W ∗(v)(αk)
(
G′∗(v)(αk) − Gˆ∗(v)(αk)
)
, (3.73)
= −W(v)(αk)
(
∂
∂θ
Gˆ(v)(αk)
)
W ∗(v)(αk)
(
G′∗(v)(αk) − Gˆ∗(v)(αk)
)
, (3.74)
= x∗1. (3.75)
Finally, from (3.19) and (3.67)–(3.68), one can rewrite
∂
∂θ
J(θ) =
V∑
v=1
K∑
k=1
−2e
{
W ∗(v)(αk)
(
∂
∂θ
Gˆ(v)(αk)
)∗
e(v)(αk)
}
. (3.76)
As it can be observed in equation (3.14), the v-th set of residues {c(v)i } appear only
at their corresponding v-th modeling transfer function Gˆ(v)(αk). When it comes to (3.76),
this means
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂c
(v)
0
J(θ)
· · ·
∂
∂c
(v)
N
J(θ)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
K∑
k=1
−2e
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
W ∗(v)(αk)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂c
(v)
0
· · ·
∂
∂c
(v)
N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Gˆ(v)(αk)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∗
e(v)(αk)
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
, v = 1, · · · , V
(3.77)
Meanwhile, all modeling transfer functions Gˆ(v)(αk), v = 1, · · · , V are simultane-
ously parametrized by the same set of residues {di}, so that
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂d1
J(θ)
· · ·
∂
∂dN
J(θ)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ =
V∑
v=1
K∑
k=1
−2e
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
W ∗(v)(αk)
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎣
∂
∂d1
· · ·
∂
∂dN
⎤⎥⎥⎥⎥⎥⎥⎥⎦ Gˆ(v)(αk)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
∗
e(v)(αk)
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
. (3.78)
Since parameters within θ are arranged as shown in (3.17), one can use deﬁnitions
(3.43) and (3.44) in equations (3.77) and (3.78) to write ∂
∂θ
J(θ) as in (3.79), being this
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expression equivalent to (3.42).
∂
∂θ
J(θ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K∑
k=1
−2e
{
i∗(1)(αk) e(1)(αk)
}
· · ·
K∑
k=1
−2e
{
i∗(V )(αk) e(V )(αk)
}
V∑
v=1
K∑
k=1
−2e
{
i′∗(v)(αk) e(v)(αk)
}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.79)
3.5.2 Appendix B: Derivation of equation (3.46)
Generally, if x ∈ CN×1 and y ∈ C1×1, then e {x∗y} =
[
e{x} 	m{x}
] ⎡⎢⎢⎣ e{y}	m{y}
⎤⎥⎥⎦.
By means of this property, one can rewrite Equation (3.45) as follows
K∑
k=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
e{i(1)(αk)} 	m{i(1)(αk)}
] ⎡⎢⎢⎣ e{e˜(1)(αk)}	m{e˜(1)(αk)}
⎤⎥⎥⎦
· · ·
[
e{i(V )(αk)} 	m{i(V )(αk)}
] ⎡⎢⎢⎣ e{e˜(V )(αk)}	m{e˜(V )(αk)}
⎤⎥⎥⎦
V∑
v=1
[
e{i′(v)(αk)} 	m{i′(v)(αk)}
] ⎡⎢⎢⎣ e{e˜(v)(αk)}	m{e˜(v)(αk)}
⎤⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (3.80)
or, equivalently,
K∑
k=1
[
e{N(αk)} 	m{N(αk)}
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e{e˜(1)(αk)}
· · ·
e{e˜(V )(αk)}
	m{e˜(1)(αk)}
· · ·
	m{e˜(V )(αk)}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (3.81)
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where
N(αk) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i(1)(αk) 0 · · · 0
0 i(2)(αk) · · · 0
· · · · · · · · · · · ·
0 0 · · · i(V )(αk)
i′(1)(αk) i′(2)(αk) · · · i′(V )(αk)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.82)
Now, since e˜(v)(αk) is deﬁned as shown in (3.23), and by considering θˆIV represents
our IV estimate for vector θ, one can also write
e{e˜(v)(αk)} = e{W(v)(αk)G′(v)(αk)} − e{mT(v)(αk)}θˆIV, (3.83)
	m{e˜(v)(αk)} = 	m{W(v)(αk)G′(v)(αk)} − 	m{mT(v)(αk)}θˆIV, (3.84)
where θˆIV has been assumed to be real-valued.
Finally, by using these deﬁnitions alongside with Equations (3.24), (3.28)–(3.31),
(3.33), (3.47), (3.48) one can rewrite (3.81) as shown in (3.46).
3.5.3 Appendix C: Proof of theorem 3.2.1
In order to prove theorem 3.2.1, we make explicit dependences on θ and p that
involved variables might have. One can identify if a speciﬁc variable depends on θ or p by
inspection of equations presented in Sections 3.1 and 3.2.
If θˆLO denotes a local optimum of J(θ), then it necessarily satisﬁes the local/global
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optimality condition ∂J
∂θ
∣∣∣∣∣
θ=θˆLO
= 0. Based on equation (3.42), this means
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K∑
k=1
e
{
i∗(1)(αk, θˆLO,p) e(1)(αk, θˆLO,p)
}
· · ·
K∑
k=1
e
{
i∗(V )(αk, θˆLO,p) e(V )(αk, θˆLO,p)
}
V∑
v=1
K∑
k=1
e
{
i′∗(v)(αk, θˆLO,p) e(v)(αk, θˆLO,p)
}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0. (3.85)
Meanwhile, when it comes to the IV-FD-VF approach, approximations e(v)(αk, θ,p) ≈
e˜(v)(αk, θˆtIV,pt), i(v)(αk, θ,p) ≈ i˜(v)(αk,pt) and i′(v)(αk, θ,p) ≈ i˜′(v)(αk, θˆt−1IV ,pt) make it pos-
sible to formulate the approximated problem:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K∑
k=1
e
{˜
i∗(1)(αk,pt) e˜(1)(αk, θˆtIV,pt)
}
· · ·
K∑
k=1
e
{˜
i∗(V )(αk,pt) e˜(V )(αk, θˆtIV,pt)
}
V∑
v=1
K∑
k=1
e
{˜
i′∗(v)(αk, θˆt−1IV ,pt) e˜(v)(αk, θˆtIV,pt)
}
,
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0, (3.86)
where pt is speciﬁed so that polynomial Fˆ (α,p) equals the estimate obtained for polynomial
F (α, θ,p) during the previous algorithm iteration, i.e, so that equation (3.87) is satisﬁed.
Fˆ (α,pt) = F (α, θˆt−1IV ,pt−1). (3.87)
Now, if there is a suﬃciently small positive value ε and a suﬃciently large iteration
number tc such that
∣∣∣θˆtcIV − θˆtc+jIV ∣∣∣ < ε and |ptc − ptc+j| < ε for all j ∈ N, then one can
consider θˆtIV and pt assume ﬁxed values θˆ′IV and p′ for any t ≥ tc.
For iteration t = tc + 1, it follows from equation (3.87) that
Fˆ (α,ptc+1) = F (α, θˆtcIV,ptc). (3.88)
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Once
θˆtc+1IV = θˆtcIV = θˆ′IV and ptc+1 = ptc = p′, (3.89)
one can also rewrite (3.88) as
Fˆ (α,p′) = F (α, θˆ′IV,p′), so that Fˆ (α,p′)/F (α, θˆ′IV,p′) = 1. (3.90)
Based on these results, it becomes possible to rewrite equation (3.86) for iteration
t = tc + 1 as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K∑
k=1
e
{
i∗(1)(αk, θˆ′IV,p′) e(1)(αk, θˆ′IV,p′)
}
· · ·
K∑
k=1
e
{
i∗(V )(αk, θˆ′IV,p′) e(V )(αk, θˆ′IV,p′)
}
V∑
v=1
K∑
k=1
e
{
i′∗(v)(αk, θˆ′IV,p′) e(v)(αk, θˆ′IV,p′)
}
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 (3.91)
since, by means of deﬁnitions in (3.89)–(3.90), (3.20)–(3.21) and (3.50)–(3.52),
e˜(v)(αk, θˆtc+1IV ,ptc+1) = e˜(v)(αk, θˆ′IV,p′)
= F (αk, θˆ
′
IV,p′)
Fˆ (αk,p′)
W(v)(αk)G′(v)(αk) − W(v)(αk)
B(v)(αk, θˆ′IV,p′)
Fˆ (αk,p′)
= F (αk, θˆ
′
IV,p′)
F (αk, θˆ′IV,p′)
W(v)(αk)G′(v)(αk) − W(v)(αk)
B(v)(αk, θˆ′IV,p′)
F (αk, θˆ′IV,p′)
= e(v)(αk, θˆ′IV,p′)
(3.92)
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i˜(v)(αk,ptc+1) = i˜(v)(αk,p′)
=
⎡⎢⎢⎣ W(v)(αk)
W(v)(αk)Φ(αk,p′)
⎤⎥⎥⎦
=
⎡⎢⎢⎢⎣
W(v)(αk)
Fˆ (αk,p′)
F (αk, θˆ′IV,p′)
W(v)(αk)Φ(αk,p′)
⎤⎥⎥⎥⎦
= i(v)(αk, θˆ′IV,p′)
(3.93)
i˜′(v)(αk, θˆtcIV,ptc+1) = −W(v)(αk)G˜′(v)(αk, θˆtcIV,ptc+1)Φ(αk,ptc+1)
= −W(v)(αk)G˜′(v)(αk, θˆ′IV,p′)Φ(αk,p′)
= −W(v)(αk)
(
Fˆ (αk,p′)
F (αk, θˆ′IV,p′)
)2
G˜′(v)(αk, θˆ′IV,p′)Φ(αk,p′)
= i′(v)(αk, θˆ′IV,p′)
(3.94)
Expression (3.91) matches exactly with the local optimality condition in (3.85),
meaning that θˆ′IV is guaranteed a local (if not the global) optimum of J(θ).
121
4 CONCLUSIONS
This thesis has addressed and promoted the problem of formulating VF algorithms
for both time- and frequency-domain system identiﬁcation. When it comes to time-
domain, in Chapter 2, VF algorithms have been developed within a ringdown context,
so that oscillatory (as well as purely exponential) dynamics (modes) of power systems
could be eﬀectively estimated through transient data sets. When it comes to frequency-
domain, in Chapter 3, this thesis has presented a unifying FD-VF method which can
be similarly applied for estimating models formed either by continuous- or discrete-time
RBFs. Numerical examples presented in Chapter 2 have focused on actual ringdown data
sets extracted from NAEI and BIP systems. Meanwhile, numerical examples presented
in Chapter 3 have focused mainly on frequency response data extracted from actual
transformers.
Speciﬁcally, in Chapter 2, it has been shown that the single-signal RTD-VF method
(SCHUMACHER; OLIVEIRA; KUIAVA, 2018) is capable of providing superior ﬁtting
performance over recognized techniques, such as Prony (HAUER; DEMEURE; SCHARF,
1990) and Matrix Pencil (CROW; SINGH, 2005), as well as over its counterpart RFD-VF
method previously proposed in (PAPADOPOULOS et al., 2016), which is described in
frequency-domain and therefore relies on performing DFTs of ringdown data sequences.
By simultaneously processing multiple ringdown signals possibly distributed over
diﬀerent locations of a power system, it has also been shown in Chapter 2 that the
multi-signal RTD-VF approach proposed in (SCHUMACHER; OLIVEIRA; KUIAVA,
2019) may provide superior results when compared to single-signal RTD-VF, in which
ringdown signals are estimated independently, i.e., on at a time. In addition, if regular
multi-signal RTD-VF is transformed into the so-called multi-signal IV-RTD-VF iterations
(see also (SCHUMACHER; OLIVEIRA; KUIAVA, 2019)), then it is possible to further
reﬁne solutions provided by regular multi-signal RTD-VF.
On the other hand, in Chapter 3, it has been shown that the IV-FD-VF method
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(SCHUMACHER; OLIVEIRA, 2019) may provide superior ﬁtting performance when
compared to standard FD-VF algorithms such as, for instance, vectﬁt3 (PACKAGE, 2008),
which is still one of the most popular implementations of standard FD-VF.
Finally, by means of theorems 2.6.1 and 3.2.1, presented in Chapters 2 and 3,
respectively, it has been highlighted that in both time-domain and frequency-domain
contexts addressed in this thesis the key advantage of the presented IV-based VF approaches
is to guarantee that local optimums are necessarily obtained after algorithm convergence.
This important optimality property is independent on the nature of noise that corrupts
estimation data, since no assumption about it is adopted while proving these theorems
(see Sections 2.9.4 and 3.5.3). Such propositions have also been conﬁrmed by means of the
numerical examples of Sections 2.7.2 and 3.3.2, which provide statistical analysis based on
data samples corrupted by colored noise.
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