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ABSTRACT
Soils in Southeast Alaska contain some of the world’s highest concentrations
of organic matter; however, the balance between carbon-sequestering net pri-
mary production and greenhouse gas (GHG)-emitting soil respiration in this
region may shift due to climate change. We conducted a metagenomic survey
of microbial respiratory marker gene abundances in soils from several ecosys-
tem types in the carbon (C)-rich perhumid coastal temperate rainforest (PCTR)
of Southeast Alaska in order to better understand microbial controls on GHG
emissions in the context of a vulnerable soil C stock. Landscape-scale variability
in aerobic respiration, methanogenesis, and denitrification marker genes across
ecosystem types was most significantly related to gradients in soil moisture and
pH. We found that the aerobic respiration marker gene A1-type heme-copper
oxidase was associated with measured summertime carbon dioxide (CO2) emis-
sions and the methanogenesis marker gene mcrA was associated with summer-
time methane (CH4) emissions. Denitrification marker genes nirK, nirS, cNor,
qNor, and nosZ were not associated with measured nitrous oxide (N2O) emis-
sions; however, denitrification marker gene abundance was associated with
denitrification activity as measured by denitrification enzyme assays. Deni-
trification activity was shown to be strongly controlled by nitrate rather than
denitrifying community composition. This study demonstrates the utility of
microbial respiratory marker genes in understanding where in the landscape
the greatest emissions of the greenhouse gases CO2, CH4, and N2O likely occur
and what soil properties regulate microbially-mediated GHG emissions.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
To improve our understanding of the Southeast Alaskan perhumid coastal tem-
perate rainforest (PCTR)'s carbon-rich soils as a current sink and potential fu-
ture source of greenhouse gases (GHGs), we need to understand the role of soil
microbial communities in this environment as GHG consumers and producers.
Globally, soil microorganisms are critical influencers of the climate. In total,
soils emit over 350 Pg of carbon dioxide (CO2) equivalents per year of GHGs,
mainly CO2, CH4, and N2O [40]. Approximately 50% of total soil CO2 emis-
sions are believed to be produced by microbial respiration, and microbial respi-
ration is the only major source of CH4, and N2O emissions from soils [40]. The
PCTR is a particularly important setting in which to explore microbial controls
on GHG gas cycling because this region's soils are some of the densest stocks
of soil organic matter on the planet (>300 Mg Carbon (C) ha-1, [15]). Release
of this organic matter-bound C due to increased organic matter decomposition
and coupled microbial respiratory activity could contribute large amounts of
GHGs to the atmosphere [9]. Fortunately, PCTR soils are currently a net C sink,
sequestering an estimated 1.0 to 1.8 Mg C ha-1 year-1 as net primary production
outpaces soil respiration [14]. However, climate change-driven alterations in
temperature and precipitation patterns may significantly change the C seques-
tration versus C sink properties of PCTR soils by deferentially stimulating net
primary production and soil respiration. The objective of this study is to in-
vestigate microbial controls on GHG emissions from PCTR soils by exploring
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the utility of respiratory pathway marker gene abundance as indicators of GHG
emissions.
Prior research in high-latitude tundra and boreal forests has provided evi-
dence of mixed responses in both net primary production and soil respiration
to climate change, depending on the region studied, the estimation approach
employed, and modeling assumptions made [5, 9]. While tundra regions were
generally reported to exhibit a greater increase in soil respiration than net pri-
mary production (e.g. [48]), in boreal forests increases in net primary produc-
tion are thought to balance increases in soil respiration (e.g. [27]) [5]. While
prior studies have emphasized the role of tundra and boreal forest zones as C
sinks or sources, the PCTR represents a range of ecosystem types whose contri-
butions to GHG emissions have been less well studied, yet are subject to similar
climate perturbations. As in tundra and boreal forest regions, temperature and
precipitation have both increased in the PCTR. 50-year temperature measure-
ments (1949 - 1997) from Juneau and Yakutat, AK indicate that surface tem-
peratures in the PCTR have warmed between 0.12 and 0.21 oC per 10 years
[27]. Additionally, [54] report a 10% increase in annual precipitation for the
South/Southeast region of Alaska over the same time period. Recently, [16]
performed laboratory incubations of PCTR soils and found that increased tem-
perature stimulated decomposition of soil organic matter and was positively
correlated with increases in CO2 flux. These results suggest that microbial com-
munity respiration exerts strong control over CO2 fluxes in the PCTR and may
be stimulated by increased temperature. Other studies in the Alaskan fen and
UK peat bogs have also shown that microbial breakdown of soil organic matter
and respiration is controlled by temperature (e.g. [6, 7]). These studies focus on
soil CO2 emissions as a driver of a global climate change. However, methane
2
(CH4) and nitrous oxide (N2O) are two other microbially-produced GHGs with
significant implications for climate change, with 3.7 and 180 times the global
warming potential of CO2, respectively [33]. In this study, we extend the work
of [16] in quantifying GHG emissions across a range of PCTR soils by consider-
ing fluxes of all three GHGs in-situ.
Beyond simply quantifying current GHG emissions from soils, determin-
ing future GHG contributions to the atmosphere from PCTR soils requires an
understanding of the microbial controls on GHG-producing respiratory path-
ways. The extent to which a soil microbial community produces GHGs in soils
depends on which GHG-producing respiratory pathways community members
are genetically capable of employing and which are favored by local soil condi-
tions. [45] investigated microbial marker genes for nitrogen (N)-cycling path-
ways in interior Alaska and found that marker gene abundance was associated
with potential denitrification and nitrification rates. These promising results
indicate that marker gene abundance may be a useful indicator of soil respira-
tory activity. In this study, we employed a similar marker gene-survey strategy
in the PCTR, but extend the work of [45] to include marker genes from CO2
and CH4-producing respiratory pathways. We additionally link marker gene
abundance to in-situ GHG fluxes as well as potential denitrification activity. To
more broadly investigate microbial controls on GHG emissions in the PCTR,
this study seeks to address the following two main questions: (1) Do micro-
bial communities across PCTR ecosystem types vary in their genetic capacity
to perform aerobic respiration, methanogenesis, and denitrification and (2) If
so, are variations in functional gene abundance associated with variations in
GHG emissions? Finally, because we made measurements of both in-situ N2O
emissions and potential denitrification activity under different conditions, we
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were able to ask a third question pertaining to controls on denitrification activity
specifically: to what extent does total denitrification gene abundance moderate
denitrification activity in PCTR soils?
In order to evaluate microbial controls on CO2, CH4, and N2O emissions
across a range of PCTR soils, we quantified functional marker gene abundance
from three different respiratory pathways - aerobic respiration, methanogenesis,
and denitrification - across several PCTR ecosystem types using metagenomic
sampling. These respiratory pathways were chosen because each produces a
GHG; aerobic respiration produces CO2, methanogenesis produces CH4, and
denitrification produces N2O as an intermediate product. Six PCTR ecosystem
types were chosen for sampling to incorporate a range of PCTR soil conditions.
The upland, palustrine forested wetland, palustrine scrub-shrub wetland, and
palustrine emergent wetland ecosystem types were chosen because they span
a hydrologic gradient (from driest to wettest) along hillslopes and are common
across the PCTR. Finally, riparian areas without salmon and with salmon were
additionally considered in order to investigate the impact of annual influxes of
nitrogen (N) and C-rich organic matter from spawning salmon in some PCTR
streams.
1.2 Advantages and Limitations of the Metagenomics Ap-
proach
The metagenomic DNA sequencing approach to quantifying functional gene
abundance has unique advantages and limitations as a means of investigating
microbial community structure-soil process links. Briefly, metagenomic DNA
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sequencing involves the lysis of cells from a small soil volume, the genomes of
which are broken into small pieces and sequenced. Resulting DNA sequences,
also known as reads, are short (150 base pairs in this study) and come from
a multitude of different genomes. Depending on sequencing depth, many
genomes from the original soil sample may not be represented fully, if at all,
in the resulting collection of metagenomic reads. As a result, it is often dif-
ficult to re-assemble longer portions of original genomes from collections of
metagenomic reads. Since metagenomic reads are short, difficult to assemble
into longer genome fragments, and originate from potentially highly diverse
organisms, assigning taxonomy to reads is difficult. Furthermore, the genome
databases which taxonomy assignment methods rely on represent only a small
fraction of earths total diversity, much of which is not taxonomically annotated
[35]. Limited sequencing depth and difficulty in taxonomically classifying reads
are the main drawbacks to metagenomic sampling.
Despite these limitations, metagenomic sampling has several advantages
over the alternate amplification-based (qPCR) approach for quantifying func-
tional gene abundance. These advantages made a metagenomic survey the
most suitable approach to answer our study questions. Many previous stud-
ies have used qPCR as a means of quantifying nutrient cycling gene abundance
in soils (e.g. [45] in Alaska, see [34] for a review). During qPCR functional
gene quantification, barcode primer sequences are used to select and amplify
only genes of interest from a soil sample. The limited scope of qPCR sequenc-
ing results makes phylogenetic analysis and taxonomic assignment relatively
easier than from metagenomic sequencing. However, qPCR is subject to primer
bias; sequence amplification depends on highly specific matches to the selected
primer(s). Whereas metagenomic sampling might result in a wide diversity of
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identified gene sequences, qPCR results are limited to sequences closely related
to primer sequences. Primer bias is known to result in underestimates of gene
abundance from phylogenetically diverse sequences [56]. For example, primer
bias was shown to result in significant underestimates of some nirK sequences
in one denitrification study [10]. The choice of qPCR or metagenomic DNA
sequencing includes a trade-off between accurate gene quantification and tax-
onomic resolution of sampling. Since this study aims to quantify the relative
abundance of a multitude of marker genes from potentially diverse soil micro-
bial communities, accurate gene assignment and unbiased gene quantification
were priorities. As a result, we chose to perform metagenomic sampling at the
expense of taxonomic resolution for this study.
1.3 Respiratory Pathways & Marker Genes
In this study, marker genes from three GHG-producing microbial respiratory
pathways are considered - aerobic respiration, methanogenesis, and denitrifica-
tion. Briefly, heme-copper oxidase (HCO) types are used as marker genes for
aerobic respiration, mcrA is used as a marker gene for methanogenesis, and the
genes nap, nar, nirK, nirS, cNor, qNor, and nosZ are used as marker genes for
denitrification.
Aerobic respiration is the most energetically favorable respiratory pathway
for soil microorganisms and is carried out by the majority of bacteria and ar-
chaea found in soils. During aerobic respiration, carbon sources are oxidized,
producing CO2, and the reducing equivalents are used by a membrane associ-
ated respiratory chain to make ATP. Crucially, oxygen (O2) is required as the
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terminal electron acceptor for aerobic respiration. Aerobic respiration in soils
generally increases with increasing microbial biomass, soil water content (to a
point), temperature, and soil nutrient content [46, 60]. Total soil CO2 fluxes
include respiratory contributions from plant roots, soil fauna, and soil microor-
ganisms. Of these CO2 sources in soils, the relative contribution of microor-
ganisms varies greatly, though it is approximated to be about 50% of total soil
respiration [24]. Regardless of the exact contribution, microbial respiration is
certainly a significant contributor to atmospheric CO2 levels [40, 20].
O2 reductases catalyze the reduction of O2 to water as the final step in aer-
obic respiration. The most prevalent O2 reductases are those belonging to the
superfamily of heme-copper oxidases (HCOs) [43]. HCOs are typically divided
into at least 4 classes based on phylogenetic and structural differences, with ad-
ditional subgroups for some classes. The nomenclature introduced by [43] and
supported in a subsequently expanded analysis by [51] defines these classes as
A-, B-, and C-type HCOs, with A-type oxidases further subdivided into A1- and
A2-types based on a differing amino acid motif at one location. The structural
differences among the various HCO types give rise to differing oxygen affini-
ties and energetic benefits. A-type HCOs are known as low-O2 affinity with
high energetic benefit, while C-type HCOs are known as high-O2 affinity with
low energetic benefit [23].
In anaerobic conditions, some organisms are able to reduce CO2 during res-
piration, a process called methanogenesis. Methanogenesis is carried out by
strictly anaerobic archaea. During methanogenesis, acetate, or H2 and CO2, are
reduced to methane gas (CH4). Methanogenesis is favored in extremely low-
O2 environments where NO−3 and other more energetically favorable alternate
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terminal electron acceptors like sulfate (SO2−4 ), manganese (Mn(IV)), and iron
(Fe(III)) are limited [57]. The methyl-coenzyme M reductase (mcrA) enzyme
catalyzes the final step in methanogenesis, converting methyl-CoM into CH4.
This enzyme is common to all known methanogens and is typically used as a
marker gene for methanogenesis [12]. Methanogenesis is the sole source of soil
CH4 emissions [11].
Additionally, nitrate (NO−3 ) can be used as the terminal electron acceptor
through two different respiratory pathways: denitrification and dissimilatory
nitrate reduction to ammonium (DNRA). During denitrification, NO−3 is sequen-
tially reduced to nitrite (NO2-), nitric oxide (NO), nitrous oxide (N2O), and fi-
nally dinitrogen gas (N2) by the nap, nar, nirK/nirS, cNor/qNor, and nosZ en-
zymes, respectively. However, many denitrifying microorganisms are capable
of only one or a few of these reactions, so the pathway may proceed in an incom-
plete or step-wise fashion with multiple microorganisms involved. Denitrifying
microorganisms are a phylogenetically-diverse group of facultatively-anaerobic
bacteria and archaea. It is generally accepted that denitrification is favored in
oxygen-limited (high soil water content) soils with abundant NO−3 and labile C
[18]. During DNRA, on the other hand, NO−3 is reduced to ammonium (NH
+
4 ).
While there is some evidence N2O may be released as a byproduct of DNRA,
this amount is generally considered negligible compared to N2O emissions from
denitrification [31]. Denitrification is considered the primary source of N2O
emissions from soils [34].
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1.4 Study Sites
The PCTR of Southeast Alaska covers approximately 8.5 million ha along the
western coast of North America, extending from Yakutat to Ketchikan, Alaska
[15, 13]. Precipitation is frequent and year-round, averaging 1,500 to 5,000 mm
annually [15]. Temperatures are generally cool, ranging from an average tem-
perature of 28.3 ◦F in January to an average temperature of 55.9 ◦F in August at
the Juneau Airport weather station (1981-2010 NOAA Climate Normals). Cool
temperatures and moist conditions limit nutrient turnover, giving rise to low
SOC turnover and large soil C stocks (>300 Mg C ha−1, [15]). Atmospheric N
deposition is low (4.96 kg N ha−1yr−1, [25]) and PCTR soils are characterized
as N-limited [17]. Hydrologic conditions strongly control soil conditions in the
PCTR, giving rise to differentiated plant communities along hydrologic gradi-
ents [3]. In this study, the same ecosystem types used by Bisbing & D'Amore
( [3, 2]) are investigated because they span a range of hydrologic conditions
and are ubiquitous across the PCTR region. Wetlands, represented by four
of the ecosystem types considered in this study, comprise approximately 20%
of PCTR land area [16]. The ecosystem types used by Bisbing & D'Amore
( [3, 2]) are categorized based on predominant flora according to the National
Wetland Inventory (NWI) classification system [8]. These ecosystem types in-
clude the palustrine emergent wetland (PEM, emergent wetland), the palustrine
scrubshrub wetland (PSS, scrub-shrub wetland), the palustrine forested wet-
land (PFO, forested wetland), and the forested upland (U, upland). The palus-
trine emergent wetland is characterized by emergent herbaceous angiosperms,
while the palustrine scrub-shrub wetland is characterized by shrubs and small
trees [3]. According to the extensive site hydrology characterization performed
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by Bisbing & D'Amore in [2], both ecosystem types experience near-constant
soil saturation, with depths to water table ranging from 3-8 cm for emergent
wetland soils and 4-15 cm for scrub-shrub wetland soils. The forested wetland
ecosystem type supports large trees, though soils remain saturated for approxi-
mately half the growing season. Mean annual depth to groundwater in forested
wetland soils ranges from 15-63 cm. Finally, the forested upland ecosystem type
of the PCTR is characterized by mixed-conifer forests and a mean depth to water
table in the range of 79-96 cm. Depth to groundwater rarely, if ever, encroaches
into the 20 cm rooting zone in upland soils.
In addition to the hydrologically-differentiated emergent wetland, scrub-
shrub, forested wetland, and upland ecosystem types, this study also considers
riparian sites both accessible to salmon (RF, riparian with salmon) and inacces-
sible to salmon (RNF, riparian without salmon). The annual run of spawning
salmon brings rich N and C resources from marine environments to inland ri-
parian areas where the fish reproduce and then senesce. These nutrient inputs
are hypothesized to significantly stimulate the local ecosystem (see review by
[26]). Outside stream banks, several studies have shown that salmon carcasses
distributed to stream banks by bears could have significant impacts on localized
soil N and C pools [19, 59]. In order to investigate microbial respiratory activity
in the context of salmon-derived N and C inputs, riparian sites accessible and
inaccessible to salmon were included in this study.
Three sites of the same soil type within each of the upland, forested wetland,
scrub-shrub wetland, emergent wetland, and riparian with salmon ecosystem
types and two sites of the same soil type within the riparian without salmon
ecosystem type were chosen to encompass ecosystem type heterogeneity while
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controlling for physical soil characteristics. Only two sites were available for
the riparian without salmon ecosystem type due the scarcity of riparian sites
inaccessible to fish (above waterfalls), accessible to people, and with the same
soil type. Within each site, soil was sampled at 4 replicate plots. A total of 68
plots were sampled, with sampling design blocked by both site and ecosystem
type. Ecosystem types are ordered in figures from driest to wettest (U, PFO,
PSS, PEM) and then riparian without and with salmon (RNF, RF).
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CHAPTER 2
METHODS
2.1 Soil Property Measurements
At each plot, two soil cubes, roughly 10 cm on a side, were sampled and com-
posited for measurement of soil properties. From the composited soil, two repli-
cate samples of 6 ± 0.5 g soil were used for KCl extractions. KCl extractions
were performed at the Cary Institute of Ecosystem Studies (CIES) according to
the protocol detailed in [47]. 30 mL of 1M KCl was added to soil samples,
which were vortexed, shaken, and centrifuged. After centrifugation, soluble
nitrate (NO−3 ), ammonium (NH
+
4 ), and phosphorus (P) were quantified in the
supernatant using a Lachat ion chromatograph (detection limit of 0.02 mg/L).
Additionally, two replicate samples of 15 ± 0.5 g soil were mixed with deion-
ized water to form a soil/water slurry in which pH was measured. Finally, two
replicates samples of 7.5 ± 0.5 g of soil were dried and weighed to calculate
gravimetric water content (GWC).
2.2 GHG Chamber Flux Measurements
In-situ fluxes of CO2, CH4, and N2O (”gases”) were measured from two plots
within each site in July 2017. Measurements were replicated during two sam-
pling campaigns conducted several weeks apart to determine how results var-
ied intra-seasonally. Measurements were made using the static chamber tech-
nique described in [42], in which a circular collar is installed below the soils
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surface and a cover is added to create an airtight chamber above a small area of
soil. Soil collars were installed one week prior to first sampling to allow soils
adequate time to equilibrate. These chambers were then used to capture trace
gases produced by the enclosed soil over a period of 30 minutes. Chamber soil
coverage area and total enclosed volume were 0.07 m2 and 0.02 m3, respectively.
During sampling, accumulated gases within the chamber were sampled using
a syringe and transferred to evacuated glass vials at 0, 10, 20, and 30 minutes
after the placement of chamber covers. Gas concentrations in the sample vials
were determined by gas chromatography at CIES. Gas fluxes were calculated
by fitting a linear model to the concentration data from each chamber over time.
Data from chambers for which linear model fits for CO2 concentration were very
poor (R2 value of less than 0.7, 17 chambers) or in which CO2 flux was negative
(2 additional chambers) were removed since these symptoms indicate that the
chamber seal may have been broken during sampling. In total, 49 valid cham-
ber measurements remained after these data quality control steps. While no
negative gas concentrations were calculated from valid chamber measurements,
several concentration values were outside the bounds of the gas standards used
to calibrate gas chromatography measurements. Namely, 1 N2O concentration
was reported to be 0.8 times the lowest N2O standard (0.25 ppm) and 12 CH4
concentrations were reported to be higher than the highest CH4 standard (10.1
ppm). One soil plot in particular produced exceedingly high CH4-concentration
samples, with peak CH4 concentrations reaching 26 times that of the highest
CH4 standard. The remainder of the extraordinarily high CH4-concentration
samples were all within 5 times the concentration of the highest CH4 standard.
A paired t-test was performed using flux data from plots for which valid cham-
ber gas flux measurements were achieved in both sampling campaigns (n = 27
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plots), which revealed that measured CO2 fluxes were on average 46.4 mg m−2
hr−1 higher during the second sampling campaign (p = 0.005). There was no
statistically significant difference in measured CH4 or N2O fluxes between the
two campaigns (p>0.05). For soil plots with valid flux measurements from both
campaigns, fluxes were averaged and otherwise the measurement from only the
campaign with a valid measurement was reported. In ANOVA tests to deter-
mine significant differences in gas fluxes between ecosystem types a categorical
’campaign’ variable was included as a random effect.
2.3 Denitrification Enzyme Assays
In order to quantify denitrification rates, denitrification enzyme assays (DEAs)
were performed. Since N2, rather than N2O, is the final end product of deni-
trification, chamber flux measurements of N2O did not measure denitrification
rates, per se. Instead, denitrification rates were quantified with DEA experi-
ments. During DEA experiments, anoxic conditions were induced in soil cores
by flushing cores with N2 gas. Acetylene gas (C2H2) was then added to inhibit
N2O conversion to N2. As a result, the denitrification process is terminated with
N2O as the final end product. N2O flux over a 60-minute period (from 30 to 90
minutes after the start of incubation) was then quantified via gas chromatogra-
phy, also performed at CIES. The complete DEA methodology is described in
[21]. Since DEA terminates denitrification with N2O as a final product, N2O
fluxes from DEA experiments are assumed to be representative of relative den-
itrification activity. Three DEA experiments were performed: one incubation
with soils only and no added nutrients (soil-only treatment), and two replicate
experiments with soils plus added NO−3 and glucose (soil + NO
−
3 + glucose treat-
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ment). For all DEA experiments, two replicates of 5 ± 0.5 g soil were used for the
incubation. The DEA media for the soil + NO−3 + glucose treatment was 10 mL
of 100 mg/L NO−3N and 1000 mg/L glucose. N2O concentrations and fluxes
were determined in the same manner as for chamber gas flux measurements,
though N2O concentration was only sampled at two timepoints, 30 and 90 min-
utes. It is worth noting that these results must be interpreted with caution since
measured N2O concentrations were frequently lower than the lowest N2O stan-
dard used to calibrate gas chromatography results (0.25 ppm). Across samples
from all three DEA experiments, reported N2O concentrations were lower than
the lowest N2O standard for 148 samples out of 408. Additionally, 17 samples
were reported to have negative concentrations, a unphysical result which was
accounted for by adjusting up to zero. No N2O measurements were discarded
from the study. N2O fluxes varied by 4.8 µg N g soil−1 hr−1 on average between
the two soil + NO−3 + glucose experiments (paired t-test, p = 0.02). To account
for these differences, N2O fluxes for the soil + NO−3 + glucose treatment were
reported as an average between the two replicate experiments. In ANOVA tests
to determine significant differences in DEA results between ecosystem types a
categorical ’replicate’ variable was included as a random effect for the soil +
NO−3 + glucose experiments.
2.4 Metagenomic Sampling, DNA Extraction, & Sequencing
Metagenomic sampling was performed at the plot level (the finest resolution
sampling level in this experiment), resulting in a total of 68 samples with 8-12
samples per ecosystem type. First, three soil cubes, roughly 10 cm on a side,
were taken from each plot. To limit contamination during soil collection, cubes
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were broken open and soil was sampled from the center of each cube. Samples
from the center of each of the three cubes were composited and immediately
placed in sterile containers. Soils were then frozen and overnight shipped to
Cornell University in Ithaca, NY. Between 24 and 125 g of soil were sampled in
total from each plot. DNA was extracted from 0.25 g of soil per sample using a
MoBio PowerSoil kit and quantified using a Qubit fluorometer. Library prepa-
ration and sequencing were performed by the Biotechnology Resource Center
(BRC) at the Cornell Institute of Biotechnology. Library preparation was done
with a NexteraXT kit and single-end 150 base pair DNA sequencing was per-
formed on an Illumina NextSeq500 machine. Remaining Nextera sequencing
adapters were removed using Cutadapt with default settings [37] and read
quality for the resulting sequencing files was assessed using FastQC [1]. One
metagenomic sample (PEM site 2, plot A) was removed from the analysis due to
a very low number of reads (<2 standard deviations below the average number
of reads across samples). For remaining, quality-controlled samples, the num-
ber of reads per sample ranged from 2,451,038 to 9,485,771 with an average of
4,157,109 reads per sample. A breakdown of raw and quality-controlled read
counts per sample is available in Appendix B Table 2.
2.5 Functional Gene Assignment
Functional gene assignment was performed using a similarity-based approach
in which reads are translated from DNA to protein sequences and best-match
alignments are found with annotated reference protein databases. To investigate
broad trends in overall community genetic structure, all reads were first aligned
to a filtered Uniref90 dataset using FMAP [29]. The Uniref90 dataset includes
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protein sequences from the Uniref databases clustered at 90% sequence identity.
It has been shown that 98% of Uniref90 clusters contain proteins of identical
function, making this dataset useful for functional assignment [55]. Addition-
ally, the Uniref90 dataset includes information on the common taxonomy of
each cluster. To reduce spurious gene assignments, we utilized this Uniref90 fea-
ture to filter the dataset to include only sequences classified as bacterial (NCBI
taxonomy ID 2) and archaeal (NCBI taxonomy ID 2157). The resulting filtered
database included 3,849,454 protein sequences from 13,481 KEGG orthologous
groups (”orthologies”), where an orthology encompasses a collection of homol-
ogous gene sequences. We then ran performed similarity-based functional an-
notation of metagenomic reads with the default maximum e-value of 10. Be-
tween 4 and 8% of reads from each sample were assigned to one of 10,286 KEGG
orthologies. The breakdown of percentage reads assigned a function is available
in Appendix B Table 2. We chose to report functional annotation results as reads
per kilobase per million (RPKM) for each orthology because RPKM values are
crudely normalized to both gene length and sequencing depth (see [29] for a
detailed description of RPKM calculation). By reporting orthology abundance
as RPKM values, we aim to prevent the underestimation of very short genes
and overestimation of very long genes in our samples.
To get a more accurate estimate of abundance for respiratory pathway
marker genes, all reads were additionally aligned to manually curated pro-
tein sequence databases for each selected marker gene. 1,781 HCO protein se-
quences were downloaded from the database compiled by Sousa et al. ( [50]),
7,514 denitrification protein sequences were downloaded from the database
compiled by Li et al. ( [36]), and 1,460 mcrA protein sequences were down-
loaded from the database compiled by Speth & Orphan ( [53]). The break-
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down of sequences from each protein or protein type within these databases
is detailed in Appendix B Table 1. We chose to perform functional assign-
ment for marker genes using individually curated databases, rather than the
more general Uniref90 database discussed above because we wanted to encom-
pass as much of the known diversity in marker gene sequences as possible. To
avoid spurious gene assignments and alignment to distant homologs of marker
genes, we used a stricter maximum e-value of 0.001 for these alignments. Reads
were aligned to each database using DIAMOND [4]. Read-database sequence
matches were then filtered to include only alignments with over 65% percent
identity and an alignment length of at least 25 amino acids. Any reads with
high-quality alignments to multiple proteins in the same database were ex-
cluded to remove ambiguity in functional gene assignments. Additionally, 1
read had a high-quality alignment to both mcrA and the A2-type HCO. This
read was also excluded from marker gene analysis.
2.6 Statistics
2.6.1 Summarizing Soil Properties & GHG Fluxes
Differences in soil properties (GWC, pH, NO−3 , and NH
+
4 ) and GHG fluxes (CO2,
CH4, and N2O from chamber measurements, N2O from soil-only and soil +
NO−3 + glucose DEA experiments) across ecosystem types were investigated.
First, a linear mixed-effects model was fit for each soil property, GHG flux mea-
surement, and DEA flux measurement with the lmer function in R. ’Site’ was
included as a random variable for all models, ’campaign’ was included as a ran-
18
dom variable for chamber flux measurements, and ’replicate’ was included as a
random variable for the DEA soil + NO−3 + glucose treatment. Tukey HSD tests
were then performed using the glht function in R to determine the significance
of pairwise differences in variables between ecosystem types. Mean values for
each variable grouped by ecosystem type are reported in Table 1. The CH4 Lin-
ear model fit and Tukey HSD tests were performed with the one datapoint from
an exceedingly high CH4 flux plot (>3 standard deviations from the mean CH4
flux) removed. When this outlier plot was included, distinctions between all
other CH4 fluxes were negligible and there were no significant differences be-
tween ecosystem types (p >0.05). The removal of this outlier is noted in the
Table 1 legend. Appendix A Figures 3 and 4 show boxplots of CH4 fluxes by
ecosystem type with and without the outlier sample.
2.6.2 Determining Microbial Community Structure
General similarities and differences in microbial community genetic structure
across ecosystem types were investigated with an ordination of orthology
RPKM values. Principal components from the matrix of orthology RPKM val-
ues by sample were computed using the prcomp function in R with variable
scaling enabled so that all variables had unit variance prior to principle compo-
nents analysis. The first two principal component vectors were used to inves-
tigate microbial community structure (Figure 1). Since only a low percentage
of reads were assigned a function based on FMAP, a kmer-based dissimilarity
measure was additionally used as a confirmatory comparison of overall genetic
composition of samples (MASH, [41], Appendix A Figure 1).
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2.6.3 Comparing Marker Gene Abundances Across Ecosystem
Types
Marker gene abundance was compared across ecosystem types using a quasi-
Poisson model in which gene abundances (count data) were predicted by
ecosystem type. Total read depth for each sample was included as an offset
in the model to account for varying sampling effort (i.e. sequencing depth).
Unlike a standard Poisson model, a quasi-Poisson model allows the model dis-
persion parameter to vary, which was useful in accounting for overdispersion
in the distribution of marker gene abundance data. Model fit was generally
good, with the exception of the low-abundance nirS and cNor genes, for which
residuals plots were highly skewed due to a large proportion of zero counts. To
highlight that model fit was not ideal for these genes, model coefficient signif-
icance (p <0.05) is noted in the figure (Figure 2). The emmeans package in R
was used to extract mean gene abundance values (per million total reads) from
the fitted models. These values are presented with error bars indicating a 95%
confidence interval for the estimate of the mean in Figure 2. Abundances of the
denitrification marker genes nirK, nirS, cNor, qNor, and nosZ were aggregated
(Figure 2c) because these genes are unique to the denitrification pathway.
Associations between marker gene abundance and soil properties (pH, soil
moisture (GWC), NO−3 , and NH
+
4 ) were statistically tested using mixed-effects
linear models. Functional gene abundances were first normalized to reads per
million total reads for each sample. Next, both the functional gene response
variable and all predictor variables were Box-Cox transformed to improve the
linearity of the relationship between predictors and response. All variables were
then scaled to the standard normal distribution so that a model coefficient rep-
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resents the effect of a single standard deviation increase in the Box-Cox trans-
formed independent variable on the Box-Cox transformed dependent variable.
This serves to make the coefficients somewhat more interpretable. Ecosystem
type was included as a random effect, with site a nested random effect within
ecosystem type. Regression coefficients and significance are reported in Table
3. It should be noted that Poisson regressions were also fit to functional gene
count data, with total read depth as an offset and an observation-level random
effect added to account for overdispersion in the Poisson distribution fit. Pois-
son regressions yielded similar results for the HCO and methanogenesis marker
genes, however for total denitrification gene abundance no associations were
significant using Poisson regression. The AIC scores were on the order of 5-10
times greater for linear models than Poisson models, so only linear modeling
results are reported.
2.6.4 Relating Marker Gene Abundances and GHG Emissions
Relationships between functional gene abundance and GHG fluxes from cham-
ber flux measurements were investigated using mixed-effects linear modeling.
The best marker gene feature set was determined by visual inspection of asso-
ciations between marker gene abundances and GHG fluxes. Regression models
were fit to data from plots for which at least one valid chamber flux measure-
ment was available (n = 31). CO2 flux was predicted by A1-type HCO gene
abundance, CH4 flux was predicted by mcrA gene abundance, and N2O flux
was predicted by total (nirK + nirS + cNor + qNor + nosZ) denitrification gene
abundance. Because both CH4 fluxes and scaled mcrA gene abundance exhib-
ited highly skewed distributions, these variables were log-transformed before
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regression, a distinction that is noted in the figure axes. Log-transformation was
performed in order to satisfy the assumptions of linear modeling, namely that
model residuals are normally distributed with constant variance. All regression
models included marker gene abundance as a fixed effect and ecosystem type
as a random effect with site as a random effect nested within ecosystem type.
Results are presented in Figure 3.
2.6.5 Controls on Denitrification
Motivated by unexpected results from DEA experiments, structural equation
modeling (SEM) was used to test a conceptual model of associations between
soil properties, including NO−3 substrate concentration, total denitrification gene
abundance, and N2O flux from the soil-only DEA treatment. Structural equa-
tion modeling is a statistical technique useful for testing a conceptual model
of linear relationships between multiple variables using observed data. Since
no latent variables are included in the model, the problem is equivalent to a
path analysis. An important distinction in the model arises between exogenous
variables, which are assumed to be independent variables unaffected by any
other variables in the model, and endogenous variables, which are assumed
to be variables which depend on exogenous and/or other endogenous vari-
ables [58, 30]. For the purposes of the moderation hypothesis tested in this
study, NO−3 , NH
+
4 , soil moisture (GWC), and pH were assumed to be exoge-
nous variables with direct effects on both denitrification gene abundance and
N2O fluxes. Total (nirK + nirS + cNor + qNor + nosZ) denitrification gene abun-
dance and N2O fluxes were endogenous variables in the model. A direct effect
between total denitrification gene abundance and N2O flux was included to test
22
the moderating impact of denitrification gene abundance on N2O flux. Since
SEM requires continuous variables, total denitrification gene abundance was
normalized to the total read depth in each sample so that this variable repre-
sents frequencies rather than counts. Total gene abundance, rather than abun-
dance of each individual gene, was included because gene abundances were
either highly correlated with one another (e.g. nirK and qNor) or exhibited zero-
inflated distributions that did not satisfy the linear modeling assumptions of
the SEM (e.g. cNor, nirS, nosZ). Collapsing denitrification gene abundances ad-
ditionally served to increase available degrees of freedom for estimating model
parameters. All variables except N2O production, which was log-transformed,
were Box-Cox transformed to improve the linearity of relationships, an addi-
tional SEM assumption. One outlier DEA measurement had a particularly large
negative N2O flux that was greatly exaggerated by the data transformation. Re-
lationships between all transformed variables both with and without this outlier
are reported in Appendix A Figures 14 and 15. The model was fit both with and
without this outlier and results from both fits are reported. Variables were then
scaled to the standard normal distribution for comparison purposes. The SEM
model was fit in STATA with ecosystem type and site collapsed into a single
random effect because STATA only allows for two factor levels. The conceptual
model was fitted to soil property data, total denitrification gene abundance, and
soil-only DEA N2O flux data from 66 plots (67 with the outlier plot included).
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CHAPTER 3
RESULTS
3.1 Ecosystem Type Characterizations
Soil properties differed significantly depending on ecosystem type (Table 1).
Emergent wetland and scrub-shrub wetland soils were highly saturated, hav-
ing the highest moisture contents of soils from any ecosystem type. Soil pH was
generally acidic across all ecosystem types, ranging from 4.1 in upland soils to
5.3 in riparian soils with salmon. Soil NO−3 was uniformly low except in ripar-
ian soils with salmon, where it was on the order of 10 times higher than in other
soils. Soil NH+4 was highest in upland and forested wetland soils (88.4 and 57.5
µg g soil−1, respectively) and lowest in emergent wetland soils (18.6 µg g soil−1).
Soil phosphorus (P) was negligible in the emergent and scrub-shrub wetland
soils as well as in the riparian soils with and without salmon. Soil P was highest
in upland and forested wetland soils (18.3 and 10.2 g µg soil−1, respectively).
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Table 1: Average measures of soil characteristics and GHG fluxes determined via the static chamber flux method in each
ecosystem type. Letter columns represent statistically significant differences between ecosystem types (p < 0.05).
*A single exceedingly high CH4 flux value was removed from the dataset prior to ANOVA and Tukey HSD tests
for CH4.
Ecosystem Type GWC pH NO−3 NH
+
4 P CO2 Chamber Flux CH4 Chamber Flux* N2O Chamber Flux
(%) (µg g soil−1) (µg g soil−1) (µg g soil−1) (mg CO2-C m−2 hr−1) (µg CH4-C m−2 hr−1) (µg N2O-N m−2 hr−1)
U 3.82 a 4.08 a 3.19 a 88.37 b 18.31 a 157.18 b -14.36 a 19.58 a
PFO 4.99 a 4.54 ac 5.22 a 57.48 ab 10.16 a 159.06 b 640.28 ab -8.62 a
PSS 17.70 b 4.21 ab 4.81 a 19.67 a 2.25 a 47.63 a 3553.83 b -7.21 a
PEM 11.21 ab 4.56 ac 5.19 a 18.61 a 0.41 a 46.07 a 2244.81 ab 29.66 a
RNF 1.37 a 5.08 bc 2.65 a 23.07 a 0.00 a 154.03 ab -80.01 a 11.06 a
RF 0.97 a 5.30 c 33.12 a 35.98 a 0.08 a 108.67 ab 47.91 a 23.70 a
Table 2: Average DEA N2O-N fluxes in each ecosystem type, as well as the percent change in average N2O flux mea-
sured between soil-only and soil + NO−3 + glucose treatments. Letter columns represent statistically significant
differences between ecosystem types (p < 0.05).
Ecosystem Type Soil-Only DEA N2O Flux Soil + NO−3 + Glucose DEA N2O Flux % Increase in N2O Flux
(µg N2O-N g soil−1 day−1) (µg N2O-N g soil−1 day−1)
U 0.1 b 17.4 ab 14722.5
PFO 0.3 b 34.6 a 10917.9
PSS 1.6 b 14.5 ab 782.5
PEM 0.5 b 15.3 ab 2834.5
RNF 0.8 b 3.3 b 302.5
RF 5.3 a 10.8 b 102.5
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3.2 GHG Chamber Flux Measurements
To measure soil GHG production from the three respiratory pathways consid-
ered, the gaseous products CO2, CH4, and N2O were quantified from soils in
each ecosystem type. The flux of each gas from soils was first measured in
situ using the static chamber flux method (see 'Chamber Flux'measurements
in Table 1). CO2 and CH4 production showed opposite trends across ecosystem
types, with the emergent and scrub-shrub wetland soils producing the least CO2
and the most CH4. CH4 production in the upland, forested wetland, and ripar-
ian soils with and without salmon was on the order of to 10 to 100 times smaller
than in the emergent and scrub-shrub wetland soils. In contrast, CO2 produc-
tion in upland, forested wetland, and riparian soils with and without salmon
soils was on the order of 10 times greater than in the emergent and scrub-shrub
wetland soils. In contrast, N2O was barely quantifiable via the static chamber
flux method in any soils, ranging from a low of -10.1 µg N2O-N m−2 hr−1 in
forested wetland soils to a high of 44.2 µg N2O-N m−2 hr−1 in emergent wetland
soils.
3.3 Denitrification Enzyme Assays
DEA experiments were also performed to quantify potential denitrification
rates (Table 1). In the soil-only DEA treatment, N2O production was still uni-
versally low in most soils (0.1-1.6 µg N2O-N m−2 hr−1), with the notable excep-
tion of soils from riparian sites with salmon. Soil samples from riparian sites
with salmon produced on average 5.3 µg N2O-N m−2 hr−1, 3 to 50 times higher
than soil samples from other ecosystem types. However, results differed from
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the soil-only treatment to the soil + NO−3 + glucose treatment. In the presence
of added NO−3 and glucose, N2O production increased between approximately
100% for soils from riparian sites with salmon and 15000% for upland soils.
Forested wetland soils produced the most N2O under the soil + NO−3 + glu-
cose treatment, with riparian soils with and without salmon producing the least
N2O.
3.4 Microbial Community Composition
Figure 1: Ordination of study sites by ecosystem type. Principle components
are calculated based on KEGG orthology abundance at each site.
An ordination was performed to investigate the microbial community ge-
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netic structure across ecosystem types (Figure 1). The ordination is based on the
first two principle components calculated from the matrix of orthology abun-
dances across samples determined by FMAP [29]. Together, the first two prin-
ciple components explain 27% of the variation in the dataset. The only apparent
distinctions in community composition are between the riparian sites and the
wetland/upland sites. Dissimilarity-based principal coordinates ordination of
sample kmer contents (Appendex A Figure 1) shows an even more pronounced
separation of riparian sites from sites of other ecosystem types.
3.5 Respiratory Pathway Marker Genes
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Figure 2: Mean marker gene abundance by ecosystem type. Error bars indicate a 95% confidence interval for estimates
of mean abundance. The shape of datapoints indicates whether the quasi-Poisson model coefficient for the
ecosystem type was significant since some models were poor fits to zero-inflated marker gene distributions.
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3.5.1 Heme-Copper Oxidase Gene Type Abundance
The low-O2 affinity A1 and A2 -type HCOs were generally more abundant than
B and C-type HCOs across ecosystem types. Low O2-affinity A1-type HCOs
were most abundant at forested wetland sites and were significantly less abun-
dant at scrub-shrub wetland sites. High-O2 affinity C-type HCOs showed a
more distributed trend in abundance across ecosystem types, with the lowest
C-type HCO abundance occurring in upland soils and an increasing abundance
in forested wetland, scrub-shrub wetland, emergent wetland, and riparian sites
without salmon. C-type HCO abundance was greatest at riparian sites with
salmon. In contrast, A2-type HCO abundance was significantly lower at ripar-
ian sites than any other ecostsytem type. Finally, B-type HCO abundance was
uniformly low and not significantly different between ecosystem types.
3.5.2 Methanogenesis Gene Abundance
The mcrA marker gene for methanogenesis was found in soils from all ecosys-
tem types. mcrA abundance was, on average, highest in soils from the scrub-
shrub and emergent wetland ecosystem types. However, the only statisti-
cally significant differences in mcrA abundance were between the highest mcrA
counts from scrub-shrub and emergent wetland soils and the lowest mcrA
counts in riparian soils with salmon.
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3.5.3 Denitrification Gene Abundance
The magnitude of reads from denitrification genes varies drastically among
genes, with nar the most abundant gene, on average, and nirS the least abun-
dant gene, on average. No significant patterns of variance among ecosystem
types are apparent in the low-abundance nirS and cNor genes. For the more
abundant nap, nar, nirK, qNor, and nosZ genes, a somewhat consistent trend in
abundance across ecosystem types is apparent, with lowest abundance in up-
land soils and highest abundance in riparian soils with salmon. Total denitri-
fication gene abundance was least in upland soils and increased in abundance
from forested wetland to emergent wetland, scrub-shrub wetland, and ripar-
ian soils without salmon. Total denitrification gene abundance was greatest in
riparian soils with fish.
3.6 Relating Marker Gene Abundances and Soil Properties
To investigate the association between measured soil properties and marker
gene abundance, mixed-effects linear modeling was employed. Model coeffi-
cients are reported in Table 3. It must be noted that coefficients represent the
association between Box-Cox transformed, scaled variables. Therefore, it is not
possible to easily interpret coefficient magnitudes. Instead, the significance and
direction of association are more important to note. Total (nirK + nirS + cNor +
qNor + nosZ) denitrification gene abundance was most significantly positively
associated with pH, and was negatively associated with soil moisture (GWC).
mcrA abundance was positively associated with soil moisture, while A1-type
HCO abundance was weakly negatively associated with soil moisture. B-type
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Table 3: Table 3. Mixed-effects linear model coefficients for measured soil prop-
erties. Asterisks indicate statistical significance of coefficient values
(***p < 0.001, **p < 0.01, *p < 0.05, .p < 0.1). Coefficients are between
Box-Cox transformed, scaled variables.
Regression Coefficients Total Denitrification Genes mcrA A1 HCO A2 HCO B HCO C HCO
pH 0.41*** 0.08 -0.28 -0.01 -0.33 . 0.45***
GWC -0.35* 0.56** -0.38 . 0.30 -0.33 0.04
NO−3 0.01 0.03 -0.001 0.02 0.07 0.11
NH+4 -0.14 0.03 0.06 0.14 -0.05 -0.17*
HCO abundance was weakly negatively associated with pH. C-type HCO abun-
dance was strongly positively associated with pH and negatively associated
with NH+4 .
3.7 Relating Marker Gene Abundances and GHG Emissions
Figure 3: Linear mixed-effects regression of GHG emissions by marker gene
abundance based on sample plots with valid chamber flux measure-
ments (n = 31). Shape indicates ecosystem type, and line represents
mixed-effects regression fit.
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Marker gene abundances were more closely associated with in-situ chamber
measurements of CO2 and CH4 flux than N2O flux (Figure 3). Regression co-
efficients for the fixed-effect marker gene variable were significant for CO2 (p
<0.01) and CH4 (p <0.01), but not for N2O (p >0.05).
3.8 Controls on Denitrification
Figure 4: Fitted SEM pathway coefficients. Significance is indicated by asterisks
(***p < 0.001, **p < 0.01, *p < 0.05, .p < 0.1). Values outside parentheses
are model coefficients from the model fit without the outlier (n = 66)
and values inside parentheses are model coefficients from the model
fit with the outlier (n = 67).
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Structural equation modeling identified significant direct effects between
soil properties, total (nirK + nirS + cNor + qNor + nosZ) denitrification gene
abundance, and denitrification activity as measured by DEA N2O production
from the soil-only treatment. No significant indirect effects between soil proper-
ties, denitrification gene abundance, and denitrification activity were identified.
Higher pH, lower soil moisture, and lower NH+4 concentration were associated
with higher denitrification gene abundance. Higher NO−3 was associated with
greater denitrification activity. Due to the inclusion of random effects in the
model, a p-score is not available. The model AIC score was 197.
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CHAPTER 4
DISCUSSION
Study results show that landscape-scale patterns in respiratory functional gene
abundance were evident and were associated with gradients in soil moisture
(GWC), pH, NO−3 , and NH
+
4 concentration across PCTR ecosystem types (Table
3). Measured GHG emissions also varied significantly by ecosystem type, with
the greatest CO2 emissions produced in upland and forested wetland ecosys-
tems and the greatest CH4 emissions produced in emergent and scrub-shrub
wetland ecosystems. In contrast, observed N2O emissions were negligible and
were not significantly different across ecosystem types (Table 1). In-situ mea-
sured CO2 emissions were positively associated with A1-type HCO gene abun-
dance and CH4 emissions were positively associated with mcrA gene abundance
(Figure 3a,b). However, in-situ measured N2O emissions were not associated
with total (nirK + nirS + cNor + qNor + nosZ) denitrification gene abundance
(Figure 3c). While measured N2O emissions were negligible across ecosystem
types, denitrification marker gene abundance and soil-only DEA experiments
suggest that the greatest denitrification activity likely occurs at riparian sites
with salmon (Figure 2c, Table 1). Despite providing marker gene evidence
of microbial community specialization for denitrification in riparian soils with
salmon, soil NO−3 was more strongly associated with denitrification activity and
N2O emissions in the DEA experiments than denitrification gene abundance
(Figure 4). These results demonstrate that microbial community genetic struc-
ture may be a useful indicator of the type and magnitude of GHG emissions
from various PCTR ecosystem types, though in the case of denitrification and
N2O at least, substrate concentration is, as expected in an N-limited environ-
ment, a stronger controller of N2O emissions than community genetic capacity.
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Should N-deposition increase in the future due to increased fossil fuel combus-
tion or altered weather patterns, this study indicates PCTR microbial communi-
ties are poised to respond with increased denitrification activity across ecosys-
tem types, potentially increasing the N2O contribution of a wide swath of PCTR
soils.
4.1 Variability in Respiratory Marker Gene Abundance by
Ecosystem Type
Marker gene abundance varied in expected ways across ecosystem types for
each respiratory pathway considered. These distinctions were independent of
larger trends in overall community genetic composition, in which only riparian
soils stand out from other ecosystem types (Figure 1). Furthermore, patterns
in marker gene abundance between sites were strongly associated with various
soil properties for each respiratory pathway (Table 3). These results provide
evidence that the topographically-driven hydrologic differences among PCTR
ecosystem types, which lead to the formation of distinct plant communities,
also drive respiratory specialization in below-ground microbial communities.
An inverse relationship was observed between A1-type heme-copper oxi-
dase gene abundance and mcrA gene abundance across ecosystem types (Figure
2a and 2b), a relationship that is consistent with the differing ecological niches
fulfilled by organisms carrying these genes. It is expected that methanogens
would have a selective advantage over aerobic microorganisms in the nearly
constantly saturated scrub-shrub and emergent wetland soils, while specialized
aerobes carrying the low O2-affinity A1-type HCO would fare better in soils
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where the water table is typically lower, such as upland and forested wetland
sites. In support of this conclusion, both mcrA and A1-type HCO gene abun-
dance were found to be most closely associated with soil moisture out of all
measured soil properties (Table 1). As expected, CH4 emissions were signif-
icantly greater from emergent and scrub-shrub wetland sites than other sites,
while CO2 emissions were significantly greater at upland and forested wetland
sites than emergent and scrub-shrub wetland sites (Table 1). CO2 emissions
from riparian sites with and without salmon were intermediate (Table 1).
Interestingly, the high O2-affinity C-type heme-copper oxidase gene was
more closely associated with pH and NH+4 concentration than soil moisture
(Table 3). In general, abundance of denitrification genes followed the same
trend across ecosystem types as the C-type HCO gene, suggesting a potential
regulatory or functional linkage between the C-type HCO gene and denitrifi-
cation genes (Figure 2a,d). One possible explanation for higher C-type and
lower A2-type HCO abundance at riparian sites without salmon is taxonomic
overlap with denitrifiers. According to taxonomic assignment of HCO and den-
itrification gene reads (Appendix A, Figure 13), C-type HCO reads were over-
whelmingly from proteobacteria (91% of taxonomically classified C-type HCO
reads), while only about half of taxonomically classified A2-type HCO reads
were from proteobacteria. Denitrification marker genes were most commonly
found among proteobacteria as well (83% of taxonomically classified denitrifi-
cation marker gene reads), suggesting that proteobacteria which contain den-
itrification genes may also preferentially have C-type HCOs in contrast to the
more taxonomically diverse A2-type HCOs. Additionally, the C-type HCO may
serve to detoxify nitric oxide (NO), a cytotoxic compound, at sites with higher
NO-producing denitrification activity [44]. Finally, the C-type HCO is known
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to serve a regulatory function in response to anoxic conditions, which also pro-
mote denitrification [39]. While we can only speculate as to the nature of any
regulatory or functional linkage between C-type HCO and denitrification genes,
our results suggest that such a linkage may occur in PCTR soils.
Variability in the distribution of individual denitrification genes across
ecosystem types serves as a further indication of microbial respiratory special-
ization to unique soil conditions across PCTR ecosystem types. Of the genes
unique to the denitrification pathway, qNor, nirK, and nosZ were the most abun-
dant. nirS and cNor abundances were very low (on the order of 10 reads/million
total reads) across all ecosystem types. The nirS and cNor enzymes each require
additional proteins for enzyme assembly [49], making these genes less energet-
ically favorable than their functionally redundant counterparts nirK and qNor.
nirS and cNor abundance may be an indicator of conditions highly favorable
for denitrification (Roco & Nadeau, in preparation). Therefore, the uniformly
low NO−3 levels across ecosystem types in the PCTR, even at riparian sites with
salmon where NO−3 is appreciably greater than at other sites, may not be suffi-
cient to support specialist denitrifier communities. Even the higher NO−3 con-
centrations found in riparian soils with salmon may be ephemeral, since mea-
surements were made during the time salmon were in the stream, which occurs
for only a limited portion of the year. The denitrification genes most represented
in this study, qNor, nirK, and nosZ, do represent a complete denitrification path-
way and abundance of each of these genes was generally similar across the up-
land, wetland, and riparian sites without salmon and highest at riparian sites
with salmon. Among the genes not unique to denitrification, nap (the periplas-
mic NO−3 reductase) abundance was similar between riparian sites with and
without salmon. In contrast, nar (the cytoplasmic NO−3 reductase) abundance
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was greater only at riparian sites with fish, consistent with abundance patterns
of the other highly-abundant denitrification genes (Figure 2d). This distinction
could be due to the differing modes of action of these NO−3 reductases; nar is
definitively and commonly involved in NO−3 respiration while the significance
of nap to NO−3 respiration is debatable [52]. Greater nar abundance at ripar-
ian sites with salmon suggests that higher NO−3 concentrations, evidently from
salmon presence, might support microbial communities with greater NO−3 res-
piratory capacity in riparian soils adjacent to salmon-accessible streams.
4.2 Relating Marker Gene Abundances and GHG Emissions
This study presents evidence that microbial community respiratory specializa-
tion (i.e. variability in marker gene abundance) is linked to summer GHG emis-
sions. In-situ measurements of CO2 and CH4 emissions from two summertime
sampling campaigns using the chamber flux method were significantly associ-
ated with A1-type HCO and mcrA marker gene abundances, respectively (Fig-
ure 3a,b). These results suggest that marker gene abundance may be a useful
indicator of CO2 and CH4 emissions. However, this conclusion requires fur-
ther testing, especially considering that our data only represent limited intra-
seasonal temporal variability in gas fluxes and no temporal variability in marker
gene abundance. Furthermore, N2O emissions were not associated with to-
tal (nirK + nirS + cNor + qNor + nosZ) denitrification gene abundance (Figure
3c). Either low denitrification activity in general or high activity of the nitrous
oxide reductase (NosZ) enzyme may have resulted in the low N2O emissions
observed. According to the ”leaky pipe” model proposed by [18], under condi-
tions which stimulate high denitrification activity, high concentrations of N2O
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may overwhelm active sites of NosZ enzymes and be ”leaked” from the deni-
trification pipeline to the atmosphere. However, under conditions of low deni-
trification this phenomenon is likely not observable, as may have been the case
during our chamber flux sampling campaigns. Denitrification activity is known
to be highly temporally variable and is therefore difficult to asses based on
chamber sampling measurements [22]. However, several factors suggest that
denitrification activity is greater at riparian sites with salmon than other sites,
even if this difference did not result in enhanced N2O emissions during our
chamber flux measurement campaigns. Firstly, denitrification gene abundance
was significantly higher in riparian soils with salmon than other soils (Figure
2c), indicating that conditions in which denitrification is necessary and N-oxide
substrates are available may occur more often in these soils than other PCTR
soils. Secondly, greater concentrations of soil NO−3 were measured in riparian
soils with salmon while salmon were in the stream, meaning substrate avail-
ability for denitrification is at least temporarily enhanced in these soils (Table
1). Finally, DEA measurements from the soil-only treatment indicate that, un-
like in the field, under controlled laboratory conditions (possibly due to higher
temperature than in the field), denitrification activity is greater at riparian sites
with salmon (Table 2). Each of these pieces of evidence indicates that con-
ditions for denitrification are more favorable at in riparian soils with salmon
than other PCTR soils. Following the leaky-pipe model, it is plausible that over
longer time-scales than were measured during this study appreciable quantities
of N2O may be ”leaked” from the denitrification pipeline in riparian soils with
salmon.
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4.3 Controls on Denitrification
In answer to our third study question, DEA results and confirmatory analysis
with structural equation modeling suggest that total denitrification gene abun-
dance does not have a significant controlling effect on denitrification activity in
PCTR soils, at least under the DEA conditions studied. The contrast between
DEA results from the soil-only treatment and the soil + NO−3 + glucose treat-
ment indicated that either NO−3 or glucose was a limiting factor in denitrifica-
tion, rather than denitrification gene abundance. Soils from riparian sites with
salmon exhibited the greatest denitrification activity in the soil-only treatment
consistent with them having the highest NO−3 concentrations and the greatest to-
tal denitrification gene abundance (Table 1, Figure 2c). However, upon addition
of NO−3 and glucose to PCTR soils, soils with smaller total denitrification gene
abundances exhibited the greatest increases in denitrification activity compared
to the soil-only DEA experiment (Table 1). Strikingly, riparian soils with and
without salmon exhibited the lowest denitrification activity in the soil + NO−3 +
glucose treatment (Table 1). The explanation for this observation is not readily
apparent, though it has been noted that glucose is a somewhat selective C source
[38]. It is possible that the microbial communities in the non-riparian soils were
better able to capitalize on provided N and C resources than riparian soils in the
soil + NO−3 + glucose DEA treatment. Regardless, these results suggest that the
total abundance of denitrification genes is not necessarily a controlling factor
for denitrification rates, at least under the DEA conditions studied.
To statistically test whether denitrification gene abundance controlled the
effect of NO−3 concentration and other soil properties on denitrification activity,
structural equation modelling was used. SEMs have previously been used to
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infer causal relationships between soil properties, including substrate concen-
trations, microbial gene abundance, and process rates in the context of denitri-
fication [45] as well as other C and N cycling processes [32]. In this study,
we used SEM to evaluate the hypothesis that denitrification gene abundance
moderates the effect of soil properties, including NO−3 concentration, on deni-
trification activity as measured by the soil-only DEA treatment. Congruent with
linear modeling results (Table 3), pH, soil NH+4 , and moisture content were sig-
nificantly associated with total (nirK + nirS + cNor + qNor + nosZ) denitrifica-
tion gene abundance according to SEM (Figure 4). However, the only signif-
icant association with N2O production (our proxy for denitrification activity)
was NO−3 concentration. No indirect relationships between soil properties, total
denitrification gene abundance, and N2O emissions were statistically signifi-
cant (p >0.05). These results are inconsistent with those achieved by Petersen
et al. ( [45]), who concluded that nirK and nosZ gene abundance, quantified via
qPCR, were strongly associated with potential denitrification rates from South-
east Alaskan soils. However, Petersen et al. used fertilized DEA experiments
including added NO−3 and glucose for their SEM analysis. A similar analysis
performed by Lammel et al. ( [32]) in Amazonian soils using in-situ chamber-
flux measurements found a weaker relationship between functional gene abun-
dance and CO2, CH4, and N2O emissions. Our study provides new information
on the relationship between soil properties, including NO−3 concentration, on
denitrification activity in PCTR soils under conditions which mimic field condi-
tions more closely than DEA experiments with added N and C.
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4.4 Conclusion
In conclusion, we provide evidence that microbial communities specialize in
their respiratory capabilities across PCTR ecosystem types, which has implica-
tions for where in the landscape we can expect the greatest emissions of various
greenhouse gas to come from. We present evidence that the greatest CO2, CH4,
and N2O emissions are partitioned by ecosystem type in the PCTR, with CO2
emissions highest in upland and forested wetland sites, CH4 emissions high-
est in emergent and scrub-shrub wetland sites, and N2O emissions potentially
highest in riparian sites with salmon. Respiratory marker gene abundance was
a useful indicator of these landscape-scale distinctions in GHG emissions for
at least CO2 and CH4. Based on denitrification activity measurements, we hy-
pothesize that marker gene abundance is also predictive of longer-term N2O
emissions, though we provide no direct evidence for this. Additionally, DEA
experiments and confirmatory structural equation modeling suggest that NO−3
concentration is a stronger control on denitrification activity than denitrification
gene abundance in these soils. This result implies that should N deposition in-
crease in the PCTR, we can expect increased N2O emissions from soils across all
ecosystem types.
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APPENDIX A
SUPPLEMENTAL FIGURES
Figure 1: Non-metric dimensional scaling (NMDS) based on dissimilarity mea-
sures between read sets from each ecosystem type. Dissimilarity was
calculated using MASH [41] with default settings. NMDS coordinates
were determined using the metaMDS function in R.
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Figure 2: Chamber CO2 flux measurements by ecosystem type.
Figure 3: Chamber CH4 flux measurements by ecosystem type, with outlier plot
included.
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Figure 4: Chamber CH4 flux measurements by ecosystem type, with outlier plot
removed.
Figure 5: Chamber N2O flux measurements by ecosystem type.
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Figure 6: DEA N2O flux measurements by ecosystem type (soil-only treatment).
Figure 7: DEA N2O flux measurements by ecosystem type (Soil + NO−3 + glu-
cose treatment).
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Figure 8: pH measurements by ecosystem type.
Figure 9: Gravimetric water content measurements by ecosystem type.
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Figure 10: NO−3 measurements by ecosystem type.
Figure 11: NH+4 measurements by ecosystem type.
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Figure 12: P measurements by ecosystem type.
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Figure 13: Taxonomic assignment of heme-copper oxidase and denitrification
marker gene reads aggregated at the phylum level. Taxonomy as-
signment was performed using Centrifuge [28] with default settings.
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Figure 14: Associations between SEM variables with outlier (n = 67).
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Figure 15: Associations between SEM variables without outlier (n = 66).
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Figure 16: Average GHG emissions from each ecosystem type (measured by
chamber flux method) by gas in CO2 equivalents (CO2e)
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APPENDIX B
SUPPLEMENTAL TABLES
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Table 1: Protein database sequence composition.
Gene Type Sequence Count
A1 947
A2 143
B 116
C 365
nap 1976
nar 3066
nirK 660
nirS 205
cNor 530
qNor 592
nosZ 484
mcrA 1460
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Table 2: Metagenomic read counts.
Ecosystem Site Plot Sample read depth Sample read depth Average read Total reads % Reads
Type Before QC After QC length assigned FMAP assigned FMAP
RF 13 A 4681482 4681482 141.23 328237 7.01
RF 13 B 4726447 4726445 142.01 331075 7
RF 13 C 4431510 4431508 142.53 316826 7.15
RF 13 D 3592139 3592139 139.5 246182 6.85
RF 16 A 4904794 4904793 141 340040 6.93
RF 16 B 5324731 5324731 140.07 342251 6.43
RF 16 C 4577941 4577941 139.96 298259 6.52
RF 16 D 4443496 4443495 141.67 267954 6.03
RF 17 A 4733232 4733225 140.23 304804 6.44
RF 17 B 6180721 6180721 141.16 434519 7.03
RF 17 C 4988502 4988500 142.41 365641 7.33
RF 17 D 4970928 4970927 141.17 296346 5.96
RNF 14 A 3648687 3648685 142.89 239452 6.56
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RNF 14 B 2881419 2881419 140.97 189470 6.58
RNF 14 C 3624674 3624672 142.8 256896 7.09
RNF 14 D 5037842 5037837 142.75 356489 7.08
RNF 15 A 7132422 7132418 137.46 471944 6.62
RNF 15 B 8082925 8082925 137.15 567582 7.02
RNF 15 C 5493437 5493431 141.19 388238 7.07
RNF 15 D 4347076 4347072 140.14 236379 5.44
PEM 2 A 964329 964326 140.9 50010 5.19
PEM 2 B 3500538 3500530 140.41 178707 5.11
PEM 2 C 3616630 3616629 139.11 194141 5.37
PEM 2 D 2809090 2809089 140.73 131069 4.67
PEM 6 A 3097910 3097910 143.69 175117 5.65
PEM 6 B 3088734 3088732 142.51 167084 5.41
PEM 6 C 2599404 2599404 142.69 142123 5.47
PEM 6 D 2768442 2768440 143.16 139282 5.03
PEM 8 A 5159491 5159489 143.5 333238 6.46
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PEM 8 B 4612154 4612148 141.79 303190 6.57
PEM 8 C 4550749 4550744 140.67 292525 6.43
PEM 8 D 5463253 5463251 142.01 348855 6.39
PSS 10 A 2925330 2925330 143.02 163075 5.57
PSS 10 B 4058362 4058362 142.13 234125 5.77
PSS 10 C 3846177 3846176 141.89 205618 5.35
PSS 10 D 3336661 3336660 143.24 193127 5.79
PSS 3 A 3433028 3433028 140.74 221344 6.45
PSS 3 B 3964611 3964609 137.68 231243 5.83
PSS 3 C 3569546 3569546 142.36 222676 6.24
PSS 3 D 2451038 2451038 143.44 156531 6.39
PSS 5 A 3548479 3548468 143.12 189748 5.35
PSS 5 B 3651930 3651927 142.89 201313 5.51
PSS 5 C 3101292 3101291 143.57 184545 5.95
PSS 5 D 2476940 2476938 143.75 142442 5.75
PFO 1 A 4579171 4579170 142.66 259173 5.66
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PFO 1 B 6170088 6170081 141.84 320440 5.19
PFO 1 C 4673315 4673309 143.1 278145 5.95
PFO 1 D 3407073 3407068 143.83 184189 5.41
PFO 4 A 3537276 3537276 142.2 226648 6.41
PFO 4 B 5977871 5977869 139.51 358267 5.99
PFO 4 C 3111631 3111631 139.07 188950 6.07
PFO 4 D 3265825 3265815 140.66 201016 6.16
PFO 9 A 4593370 4593358 140.35 264361 5.76
PFO 9 B 4793269 4793267 141.58 308073 6.43
PFO 9 C 4412666 4412662 143.19 244637 5.54
PFO 9 D 4147902 4147898 142.07 208950 5.04
U 11 A 3966030 3966028 140.92 220435 5.56
U 11 B 3931483 3931481 140.05 224165 5.7
U 11 C 3524693 3524693 142.02 194443 5.52
U 11 D 2927945 2927945 141.09 138998 4.75
U 12 B 3157886 3157886 141.51 203353 6.44
60
U 12 C 3098881 3098880 141.02 189128 6.1
U 12 X 3367163 3367163 142.59 191614 5.69
U 12 Y 2781799 2781792 141.93 153918 5.53
U 7 A 3384627 3384626 139.84 197900 5.85
U 7 B 9485775 9485771 140.83 631634 6.66
U 7 C 3712324 3712318 143.23 215067 5.79
U 7 D 3084242 3084242 142.21 160226 5.19
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