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Abstract
John Lott has computed an integer-valued signature for the orbit space of a compact
orientable (4k + 1) manifold with a semi-free S1-action, which is a homotopy invariant
of that space, but he did not construct a Dirac type operator which has this signature as
its index. In this Thesis, we construct such operator on the orbit space, a Thom-Mather
stratified space with one singular stratum of positive dimension, and we show that it is
essentially unique and that its index coincides with Lott’s signature, at least when the
stratified space satisfies the so called Witt condition. We call this operator the induced
Dirac-Schro¨dinger operator. The strategy of the construction is to “push down” an
appropriate S1-invariant first order transversally elliptic operator to the quotient space.
The Witt condition, a topological condition which in this case depends on the codi-
mension of the fixed point set, has various analytic consequences. In particular, when
not satisfied, the Hodge-de Rham operator on the quotient space does not need to be
essentially self-adjoint and therefore a choice of boundary conditions is required. This
choice freedom is not natural in view of the fact that Lott’s signature is well defined
independently of the Witt condition.
The Dirac-Schro¨dinger operator constructed in this Thesis differs from the Hodge-de
Rham operator by a zero order term which ensures it to be essentially self-adjoint.
Moreover, this zero order term anti-commutes with the chirality involution allowing the
whole operator to split so that the index can be computed even if the Witt condition is
not satisfied.
Zusammenfassung
John Lott berechnete eine Signatur mit ganzzahligen Werten fu¨r den Orbitraum einer
kompakten, orientierbaren (4k + 1)-Mannigfaltigkeit mit einer halbfreien S1-Wirkung.
Diese Signatur ist eine Homotopieinvariante fu¨r den Orbitraum. Allerdings konstruierte
er keinen Operator vom Dirac-Typ, der die Signatur als Index besitzt. In dieser
Arbeit konstruieren wir einen solchen Operator auf dem Orbitraum der S1-Wirkung,
einem Thom-Mather stratifizierten Raum mit einem singula¨ren Stratum von positiver
Dimension, und wir zeigen, dass der Operator im wesentlichen eindeutig bestimmt ist.
Ferner zeigen wir, dass sein Index mit Lotts Signatur u¨bereinstimmt, zumindest wenn
der stratifizierte Raum die sogenannte Witt-Bedingung erfu¨llt. Wir nennen diesen
Operator den induzierten Dirac-Schro¨dinger Operator. Unsere Konstruktionsstrategie
ist es, einen geeigneten S1-invarianten transversal elliptischen Operator erster Ordnung
auf den S1-invarianten Differentialformen zu definieren, der den gesuchten Operator auf
den Differentialformen des Orbitraums induziert.
Die Witt-Bedingung, eine topologische Bedingung, welche in diesem Fall von der
Kodimension der betrachteten Punktmenge abha¨ngt, la¨sst verschiedene analytische
Schlussfolgerungen zu. Insbesondere ist, wenn die Bedingung nicht erfu¨llt ist, der
Hodge-de Rham Operator auf dem Quotientenraum nicht notwendigerweise essentiell
selbstadjungiert und die Wahl einer Randbedingung ist daher notwendig. Diese Wahlfrei-
heit erscheint unnatu¨rlich in Anbetracht der Tatsache, dass Lotts Signatur unabha¨ngig
von der Witt-Bedingung wohldefiniert ist.
Der Dirac-Schro¨dinger Operator, der in dieser Arbeit konstruiert wird, unterschei-
det sich vom Hodge-de Rham Operator durch einen Term nullter Ordnung, welcher
sicherstellt, dass der Operator wesentlich selbstadjungiert ist. Auerdem antikommutiert
dieser Term nullter Ordnung mit der Signatur-Involution, wodurch der gesamte Operator
zerfa¨llt und so der Index berechnet werden kann, auch wenn die Witt-Bedingung nicht
erfu¨llt ist.
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Introduction
Description of the problem
Let M be a 4k + 1 dimensional closed, connected and orientable smooth Riemannian
manifold admitting an effective semi-free S1-action by orientation preserving isometries.
“Semi-free” means that there are only two isotropy groups: the trivial group and the
whole S1. We can decompose the manifold as M = M0 ∪MS1 where M0 is the principal
orbit space - an open and dense subset of M on which the action is free - and MS
1
, the
fixed point set, is a disjoint union of closed odd dimensional submanifolds of M . This
decomposition is a Whitney stratification ([41, Section 2.7]). Since the S1-action on M0
is free, the quotient space M0/S
1 has a unique smooth structure such that the orbit
map piS1 : M0 −→ M0/S1 becomes a smooth fiber bundle. Moreover, we can induce
a quotient metric by requiring piS1 to be a Riemannian submersion. In general, this
metric will be incomplete. By studying the associated linear action, one can see that
the quotient space close to a connected component F of the singular stratum MS
1
is
diffeomorphic to the mapping cylinder C(F) of a Riemannian fiber bundle piF : F −→ F
with typical fiber Y = CPN for some N ∈ N which depends on the codimension of F in
M (see Figure 1).
CPN
F
F
Figure 1: Mapping cylinder of the CPN -fiber bundle piF : F −→ F.
In this context, Lott defined in [61] a topological invariant of the action, the
equivariant S1-signature σS1(M), as follows: Let V ∈ C∞(M,TM) denote the generating
vector field of the S1-action and consider the complex of basic differential forms with
compact support Ωbas,c(M0) := {ω ∈ Ωc(M0) | LV ω = ιV ω = 0}. Here LV and ιV
denote the Lie derivative and the contraction with V , respectively. Let H∗bas,c(M0) be
the associated cohomology groups with respect to the exterior derivative. Then, the
equivariant S1-signature is defined as the signature of the quadratic form
H2kbas,c(M0)⊗H2kbas,c(M0) // R
[ω1]⊗ [ω2]  //
∫
M
α ∧ ω1 ∧ ω2,
where α ∈ Ω1(M0) satisfies LV α = 0 and α(V ) = 1. Lott showed that this signature does
not depend on the metric on M and that it is an invariant under orientation-preserving
S1-homotopy equivalences ([61, Proposition 6]). Moreover, he proved the following
remarkable formula ([61, Theorem 4])
σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
+ η(MS
1
), (1)
where L
(
T (M0/S
1), gT (M0/S
1)
)
is the L-polynomial of the curvature form of the tangent
i
bundle T (M0/S
1) with respect to the quotient metric gT (M0/S
1)and η(MS
1
) is the eta
invariant of the odd signature operator defined on the fixed point set. It is important to
emphasize that part of the result is the convergence of the integral over M0/S
1 (which
is an open manifold if the action is not free). The main idea of the proof is to approxi-
mate each connected component of the fixed point set by a manifold with boundary in
order to apply the Atiyah-Patodi-Singer signature theorem [4, Theorem 4.14] and then
take the adiabatic limit, using the techniques developed in [38], of the geometric and
analytic quantities as they approach the singular stratum (see Figure 3). The proof also
requires some equivariant methods, discussed for example in [13], to explain why the
eta form of Bismut and Cheeger does not appear in the adiabatic formula ([45]) and
also to compute the transgression term, which appears in the Atiyah-Patodi-Singer sig-
nature formula when the metric is not a product close to the boundary ([44, Section 4.3]).
CPN
F
r
0
1
F
Figure 2: Decomposition of C(F) near the fixed point set F .
The question that arises naturally is whether there exists a Fredholm operator whose
index computes σS1(M). This question was posed by Lott himself as a remark in his
original work [61, Section 4.2]. A natural candidate is the Hodge-de Rham operator
DM0/S1 := dM0/S1 + d
†
M0/S1
defined on the space of compactly supported differential
forms Ωc(M0/S
1). Here d†
M0/S1
denotes the L2 formal adjoint of the exterior derivative
dM0/S1 : Ω
∗
c(M0/S
1) −→ Ω∗+1c (M0). As Fredholm operators are by definition closed, we
need to choose a closed extension of DM0/S1 . If the quotient metric is not complete,
DM0/S1 might have several closed extensions. In order to understand this phenomenon
better we need to study the form of the operator close to the fixed point set. Following
the work [25] of Bru¨ning one sees that DM0/S1 , close to F ⊂MS
1
, is unitary equivalent
to an operator of the form
Ψ−1DM0/S1Ψ = γ
(
∂
∂r
+
(
I 0
0 −I
)
⊗A(r)
)
. (2)
Here A(r) is an operator acting on differential forms Ω(F) of the total space of the fiber
bundle and r > 0 is the radial coordinate. The operator A(r) can be written as
A(r) := AH(r) +
1
r
AV , (3)
where AH(r) is a first order horizontal operator, well defined for r ≥ 0. The coefficient
AV is a first order vertical operator, known as the cone coefficient, which can be itself
written as AV = A0V +ν, where A0V can be thought as the tangential signature operator
of the fiber and ν := vd − N where vd is the vertical degree counting operator. Using
the techniques developed in [31], Bru¨ning showed in [25, Section 4] that the operator
(2) has a discrete self-adjoint extension. In addition, if the cone coefficient satisfies the
ii
spectral condition
|AV | ≥ 1
2
, (4)
then the operator is in fact essentially self-adjoint. In the Witt case, i.e when there are
no harmonic forms in degree N , we can always achieve condition (4) by rescaling the
vertical metric, which is an operation that preserves the index. To see this one needs to
understand the spectrum of AV . It was shown in [25, Theorem 3.1] that the essential
eigenvalues, those invariant under the rescaling, are the ones obtained when restricting
to the space of vertical harmonic forms. These eigenvalues are explicitly given by 2j−N ,
for j = 0, 1, · · · , N . Observe that if N is odd, zero does not appear as an essential
eigenvalue and |2j − N | ≥ 1. On the other hand, if N = 2` then zero appears as an
eigenvalue when j = ` and the corresponding eigenspace is non-zero (the non-Witt case);
therefore the rescaling procedure would fail to ensure condition (4).
For the Witt case we apply the technques from the work of Bru¨ning [25, Section 5]
to prove ind(D+
M0/S1
) = σS1(M), where D
+
M0/S1
is the chiral Dirac operator with respect
to the Clifford involution ?M0/S1 ([13, Proposition 3.58]). The main tool for the index
computation is the Dirac-Schro¨dinger systems formalism developed in [7]. The strategy
is to use the gluing index theorem [7, Theorem 4.17] to compute the index as the sum of
two contributions by approximating the singularity through a manifold with boundary,
in the same spirit of Lott’s proof of (1). This decomposition can be schematically
visualized in Figure 3.
Zt
∂Zt = Ft
Ut MS
1
Figure 3: Decomposition of M/S1 as M/S1 = Zt ∪ Ut where Zt is a compact manifold
with boundary and Ut = C(Ft).
Imposing complementary APS boundary conditions on Zt and Ut respectively, one
obtains the following decomposition formula for the index of D+ := D+
M/S1
,
ind(D+) = ind
(
D+Zt,Q<(A(t))(H)
)
+ ind
(
D+Ut,Q≥(A(t))(H)
)
. (5)
One of the main ingredients of Bru¨ning’s index computation is the fact that, for t > 0
sufficiently small, the index contribution of Ut vanishes. As a consequence, since the
left hand side of (5) is independent of t, we can compute the index by taking the limit
of ind
(
D+Zt,Q<(A(t))(H)
)
as t −→ 0+ using the techniques of [38]. One final subtle point
in the derivation of the index formula is the need, in order to compute a certain Kato
index ([25, Theorem 5.4]), of a remarkable result of Cheeger and Dai, presented in
[37], relating the τ invariant of the fibration F and the L2-signature of the associated
generalized Thom space for the Witt case.
Overview of the Thesis work
Up to this point the picture looks incomplete as Lott’s geometric proof of (1) works
without any distinction on the parity of N . In contrast, for the analytical counterpart
iii
one needs to distinguish between the Witt and the non-Witt case since in the latter we
are forced to impose boundary conditions. This motivates the following question: Does
there exist an essentially self-adjoint operator on M/S1, independent of the codimension
of the fixed point set in M , whose index is precisely the S1-signature? Heuristically,
should this operator exist, we hope it would be a perturbation of the Hodge-de Rham
operator. That is, it would differ by a zero order potential whose contribution close
to the singular stratum would be of the form 1/r, in view of the form of operator
(3), and such that it would push the spectrum of the corresponding cone coefficient
outside the open interval (−1/2, 1/2). This would automatically make it essentially self-
adjoint as the analogous condition (4) of the perturbed cone coefficient would be satisfied.
Hope for the existence of such operator relies on the fundamental work [26] of Bru¨ning
and Heintze, where the authors develop a machinery to “push-down” self-adjoint opera-
tors to quotients of compact Lie group actions. The key observation of their formalism
is that, whenever a self-adjoint operator commuting with the group action is restricted
to the space of invariant sections, it remains self-adjoint in the restricted domain. Once
this result was established, Bru¨ning and Heintze constructed a unitary map Ψ between
the space of square integrable invariant sections on the principal orbit and the space
of square integrable sections of certain vector bundle defined on the quotient space.
Altogether, the “push-down” procedure for a self-adjoint operator consists of two steps:
First, restrict its domain to the space of invariant sections. Second, compose this
resulting domain with the unitary map Ψ.
This construction seems appropriate for our case of interest because all geometric
differential operators on M , defined on smooth forms, are essentially self-adjoint since M
is closed. The next question is to determine which operator to choose in order to apply
Bru¨ning and Heintze’s construction. Two natural candidates are the Hodge-de Rham
operator and the odd signature operator. Implementing the procedure described above
for these two operators, one obtains only partially satisfactory results. Concretely, the
induced operators are indeed self-adjoint by construction, but the resulting potentials do
not anti-commute with ?M0/S1 . This is of course a problem since ?M0/S1 is the natural
involution which should split the desired push down operator in order to obtain the
S1-signature.
Despite these results, going back to the construction of [26], one can see that it is enough
to push down a transversally elliptic operator in order to obtain an elliptic operator
on the quotient. Using this observation, which enlarges the pool of candidates for the
operator, and by analyzing the concrete form of the unitary transformation Ψ defined by
Bru¨ning and Heintze, we are able to find an essentially self-adjoint S1-invariant transver-
sally elliptic operator whose induced push-down operator satisfies all the requirements
described above. We call the resulting operator the induced Dirac-Schro¨dinger operator.
We now present the main steps of its construction, where the following geometric
quantities are needed,
• h : M0/S1 −→ R is the function that computes the volume of the orbit, i.e.
h(y) := vol(pi−1
S1
(y)), where piS1 : M0 −→M0/S1 is the orbit map.
• κ ∈ Ω1(M0) is the associated mean curvature 1-form, given by κ := −d log(‖V ‖)
where V is the generating vector field of the S1-action.
• χ ∈ Ω1(M0) is the characteristic 1-form defined by the relation χ(V ) := ‖V ‖.
• ϕ0 ∈ Ω2(M0) is the 2-form defined by the equation ϕ0 := dχ+ κ ∧ χ.
• c : T ∗M −→ End(∧T ∗M) denotes the Clifford multiplication, which is defined for
an element α ∈ T ∗M by c(α) := α ∧ −ια] .
iv
• ε := (−1)j on j-forms is the Gauss-Bonnet grading.
The forms κ and ϕ0 are basic, which is equivalent to saying that there exist unique
forms κ¯ and ϕ¯0 in M0/S
1 such that κ = pi∗S1(κ¯) and ϕ0 = pi
∗
S1(ϕ¯0).
Consider now the operator B := −c(χ)d + d†c(χ) : Ωc(M0) −→ Ωc(M0). It is not
hard to see that B has the following properties:
1. It is a first order symmetric differential operator.
2. It is transversally elliptic.
3. It commutes with the S1-action.
4. It commutes with the Gauss-Bonnet grading ε.
This allows us to define the operator D ′ : Ωc(M0/S1) −→ Ωc(M0/S1) through the
following commutative diagram:
Ωevc (M0)
S1 B
ev
// Ωevc (M0)
S1
Ωc(M0/S
1)
ψev
OO
D ′ // Ωc(M0/S
1)
ψev
OO
Here ψev is a modification of the unitary transformation introduced in [30, Section 5],
ψev(ω¯) :=
(
1 + ε
2
)
h−1/2pi∗S1(ω¯) +
[(
1− ε
2
)
h−1/2pi∗S1(ω¯)
]
∧ χ.
The operator D ′ is given explicitly by
D ′ = DM0/S1 +
1
2
c(κ¯)ε− 1
2
ĉ(ϕ¯0)(1− ε),
where c(κ¯) is the Clifford action and ĉ(ϕ¯0) := (ϕ¯0∧)− ?M0/S1(ϕ¯0∧)?M0/S1 .
The following properties of D ′ are proven combining the results of [25, Section 4],
[26] and [47, Lemma 2.1] .
Theorem 1. The operator D ′ : Ωc(M0/S1) −→ Ωc(M0/S1) satisfies the following prop-
erties:
1. It anti-commutes with ?M0/S1.
2. It is essentially self-adjoint.
3. It has the same principal symbol as the Hodge-de Rham operator DM0/S1 .
4. It is discrete.
Implementing the transformation Ψ of (2) for the operator D ′ one sees that the
term ĉ(ϕ¯0) is actually proportional to r and therefore bounded. Using the Kato-Rellich
theorem we can remove this term and study instead the operator
D := DM0/S1 +
1
2
c(κ¯)ε,
which remains essentially self-adjoint. We call this operator the induced Dirac-
Schro¨dinger operator. Since the mean curvature form can be written close to the
fixed point set as κ¯ = −dr/r, one verifies that the whole transformation of D is in fact
Ψ−1DΨ = γ
(
∂
∂r
+
(
I 0
0 −I
)
⊗
(
A(r)− ε
2r
))
. (6)
v
One can deduce from [25, Theorem 3.1] that, by rescaling the vertical metric if necessary,
spec
(
AV − 1
2
ε
)
∩
(
−1
2
,
1
2
)
= ∅, (7)
which verifies that D is indeed essentially self-adjoint. Furthermore, it is easy to verify
that the parametrix’s construction of [25, Section 4] can be adapted to D , which allows
us to prove that this operator is discrete.
Now we describe the index computation. As for the signature operator, we can split
the index using the decomposition of Figure 3 and [7, Theorem 4.17] as
ind(D+) = ind
(
D+Zt,Q<(A(t))(H)
)
+ ind
(
D+Ut,Q≥(A(t))(H)
)
.
Using some deformation arguments, motivated by the proof of [25, Theorem 5.2], we
show that in the Witt case, the index contribution of Ut is zero for t > 0 small enough.
Using this vanishing result we compute the index in a similar manner as for the signature
operator by taking the limit as t −→ 0+ of the index contribution of the manifold with
boundary Zt.
Theorem 2. In the Witt case for the graded Dirac-Schro¨dinger operator D+ we have
the following index identity
ind(D+) = σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
.
Here we have used the fact that in the Witt case the eta invariant of the odd
signature operator of fixed point set vanishes.
Organization of the document
A first objective of the Thesis is to provide a clear and structured presentation of the
subject. This does not mean that the presentation is self-contained, but that we present
the most important arguments in a transparent way. The first three chapters are thus
prerequisite material.
In Chapter 1 we describe in detail the general construction of “pushing down” a
self-adjoint operator of Bru¨ning and Heintze treated in [26, Sections 1 & 2]. In Chapter
2 we recall some background material in order to understand the adiabatic limit formula
for the odd signature operator [38, Theorem 0.3]. In addition, we discuss the definition of
L2-cohomology and the construction of the signature operator in the context of Hilbert
complexes. In Chapter 3 we present the construction of the S1-equivariant signature
σS1(M) following [61, Sections 2.1 & 2.3]. In particular, we give a detailed and extended
proof of (1) using the tools introduced in Chapter 2.
The main results are developed in the following chapters. Chapter 4 presents the
push-down procedure for the Hodge-de Rham operator and the odd signature operator.
This includes a careful implementation of the construction given in Chapter 1. We then
construct D ′, the operator described above, and prove (1)-(3) of Theorem 1. In Chapter
5 we present concrete examples of the theory. We first deal with some low dimensional
examples. Next, we treat a semi-free S1-action on the 5-sphere such that S5/S1 is a Witt
space with one singular stratum MS
1
= S1. We verify (1) in this example by exploiting
the relation between σS1(M) and the signature of the pairing in intersection homology
for Witt spaces. In Chapter 6 we dive into the local description of the operators D and
D to obtain the transformation (6) and verify condition (7). Chapter 7 presents, in a
synthesized manner, Bru¨ning’s construction of the parametrix for the signature operator
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([25, Section 4]). Furthermore, we show how this can be adapted to obtain a parametrix
for D and hence to prove Theorem 1(4). Finally, in Chapter 8 we revisit the index
computation presented in [25, Section 5], we set up an analogous Dirac system for the
operator D and prove the vanishing result for the index contribution on Ut in the Witt
case, proving Theorem 2.
We include two appendices: One collecting the main results of regular singular
operators [30, Sections 2 & 3] and another one containing the construction of a sequence
of cut-off functions introduced in [29, Section 6] and its generalization in [31, Lemma
5.1]. This sequence is essential for the results of Chapter 7.
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1 Compact Lie group actions and self-adjoint operators
The aim on this first chapter is to give a detailed study of the construction, developed
in the fundamental work [26] of Bru¨ning and Heintze, on induced self-adjoint operators
on quotients of compact Lie group actions.
1.1 G-Vector bundles
We begin by describing some important results in the context of compact Lie group
actions on smooth manifolds and vector bundles. We do not intend to give a complete
self contained description but rather establish some notation and state relevant results
that will be needed later on. For a thorough study we encourage to consult [13], [24],
[41], [67], [73] among many other references.
1.1.1 G-manifolds
Let G be a compact Lie group acting on a smooth manifold M . We abbreviate this by
simply saying that M is a G-manifold. We will always assume that the maps are all
of class C∞ unless otherwise stated. Let us begin with some basic definitions. For an
element x ∈M we define its orbit as Gx := {gx | g ∈ G} ⊆M . Since G is compact each
orbit is an embedded submanifold of M . We denote the space of orbits by M/G and
we equip it with the quotient topology with respect to the orbit map piG : M −→M/G.
In general M/G is not a smooth manifold, nevertheless since G is compact then it is at
least Hausdorff ([24, Theorem I.3.1]). For x ∈M , we define the its isotropy or stabilizer
group at by Gx := {g ∈ G | gx = x} ⊆ G. Since this set is closed then it follows that is
in fact a compact Lie subgroup of G. In addition, the quotient map defines a principal
Gx-bundle G −→ G/Gx.
Definition 1.1. Let e denote the identity element of G, then we say the action is
• Free if Gx = {e} for all x ∈M .
• Semi-free if Gx = {e} or Gx = G for all x ∈M .
• Effective if for all g ∈ G with g 6= e there exists x ∈M such that gx 6= x.
Our first objective is to describe a local model for the G-action on M . This is the
content of the so called Slice Theorem (see Theorem 1.3 below). To do so we need to
describe the induced G-action on each tangent space, i.e. its linearization.
Lemma 1.2 ([24, Proposition I.4.1]). For each x ∈M , the multiplication map
`x : G //M
g  // gx,
induces a diffeomorphism between the quotient G/Gx and the orbit Gx.
If we differentiate `x at g = e we obtain a map αx := d`x|g=e : g −→ TxM, where
g ∼= TeG denotes the Lie algebra of G. We call αx the infinitesimal action at x. Note
that the kernel of αx is equal to the Lie algebra of the subgroup Gx.
We are now ready to describe the local model of the action. Fix a point x ∈M and
an element g ∈ Gx, then the derivative at x of the induced function on M
g : M //M
y  // gy,
1
induces a linear map dg|x : TxM −→ TxM , called the tangent action. This defines a
linear representation ([73, Theorem 3.45])
ρx : Gx // Aut(TxM)
g  // dg|x.
(1.1)
Starting from the principal Gx-bundle G −→ G/Gx we can therefore construct the
associated vector bundle G ×Gx TxM −→ G/Gx. Recall that this vector bundle is
defined as G ×Gx TxM := (G × TxM)/Gx where we define the action of an element
g ∈ Gx on (h, v) ∈ G × TxM by g(h, v) := (hg−1, ρx(g)v). Let [(h, v)] ∈ G ×Gx TxM
denote the equivalence class of (h, v) ∈ G × TxM , then the projection onto the G/Gx
is just [(h, v)] 7−→ hGx. Now we define an action of the whole group G on the vector
bundle G ×Gx TxM by h0[(h, v)] := [(h0h, v)]. The action of G on G ×Gx TxM is well
defined since it commutes with the Gx-action.
Theorem 1.3 (Slice Theorem, [41, Section 2.4]). Let G be a compact Lie group acting
on a manifold M . For each x ∈ M there exists a G-invariant open neighborhood Ox of
x in M such that the G-action in Ox is equivalent to the action of G on G×Gx B. Here
B is an open Gx-invariant neighborhood of 0 in Tx/αx(g), on which Gx acts linearly, via
the tangent action.
Note in particular the following commutative diagram:
G×Gx B

// Ox

G/Gx
`x // Gx.
Corollary 1.4. If the action on M is free, then the quotient space M/G is a manifold,
and piG : M −→M/G is a principal G-bundle.
Let H ⊂ G be a subgroup, we define its associated fixed point set by
MH := {x ∈M | hx = x , ∀h ∈ H} ⊆M.
If H ⊂ G is a closed subgroup then each connected component of MH is a closed
submanifold of M ([58]).
For an element x ∈M we define its orbit type to be the conjugacy class of its istoropy
group Gx in G. Since for all g ∈ G we have Ggx = gGxg−1 we see that the orbit type is
constant along each orbit. For a closed subgroup H ⊂ G we define
M(H) := {x ∈M |Gx is conjugate toH} ⊂M.
It can be shown, using the Slice Theorem, that each M(H) is a submanifold of M . The
following relation is the main idea for the proof.
Lemma 1.5. For the local model described by the Slice Theorem above we have
(G×H B)(H) = G×H BH ∼= (G/H)×BH .
Proof. Let [(g, v)] ∈ (G×H B)(H) and g˜ ∈ G[(g,v)] then by definition there exists h ∈ H
such that (g˜g, v) = (gh−1, ρ(h)v). In particular we see that g˜ = gh−1g−1 and h ∈ Hv,
where Hv denotes the isotropy group of v ∈ B with respect to the H-action. This shows
the relation G[(g,v)] = gHvg
−1. Note that Hv is conjugate to H if, and only if, Hv = H.
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This can be seen as follows: Assume H = gHvg
−1 and let Adg denote the conjugation by
g, which is an isomorphism with inverse Adg−1 . Let j : Hv −→ H denote the inclusion,
then the diagram
H
Adg // gHg−1 = Hv
Hv
?
j
OO
shows that j must be an isomorphism. Hence, for [(g, v)] ∈ (G×H B)(H) we must have
Hv = H, which shows (G×H B)(H) = G×H BH . Since the action of H on BH is trivial
we see that the twisted product becomes G×H BH ∼= (G/H)×BH .
Remark 1.6. From the proof of last lemma we also obtain (G×H B)(H)/G = BH .
The following is another important result which describes a particularly important
orbit type.
Proposition 1.7 (Principal Orbit, [24, Section VI.3],[41, Section 2.8]). Suppose that M
is connected. Then there exists a closed subgroup K ⊂ G such that M0 := M(K) is open
and dense in M . The subset M0 is called the principal orbit and the conjugacy class class
(K) is called the principal orbit type of the action. Moreover, the quotient space M0/G
is also a connected manifold.
Now let us equip the G-manifold M with a Riemannian metric and suppose the
compact Lie group G acts on M by orientation preserving isometries. This can always
achieved my means of the averaging procedure described below. Let M0 be the principal
orbit from Proposition 1.7, which we know is an open and dense subset of M . We equip
the manifold M0/G with a Riemannian metric such that piG|M0 : M0 −→M0/G becomes
a Riemannian submersion, i.e. we require dpiG
∣∣
(ker dpiG)⊥
: (ker dpiG)
⊥ −→ T (M0/G) to
be an isometry. We call this the associated quotient metric.
1.1.2 G-vector bundles
In addition, let piE : E −→M be a complex vector bundle with Hermitian metric 〈·, ·〉E .
This metric induces an inner product on the space of continuous sections with compact
support Cc(M,E) by
(s, s′)L2(E) :=
∫
M
〈s(x), s′(x)〉EvolM (x), (1.2)
where s, s′ ∈ Cc(M,E), x ∈ M and volM denotes the Riemannian volume element on
M . Define the space L2(E) as the Hilbert space completion of Cc(M,E) with respect to
the inner product (1.2).
Remark 1.8. By [24, Proposition IV.3.7] it follows that M −M0 has measure zero with
respect to the Riemannian measure, hence L2(E) = L2(E|M0).
Assume further that E is a G-equivariant vector bundle, i.e. G acts on E preserving
the Hermitian metric and for each g ∈ G the following diagram commutes
E
piE

g // E
piE

M
g //M.
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In this setting there is an induced action of G on the space of continuous sections
C(M,E) defined by the formula
(Ugs)(x) := g(s(g
−1x)), (1.3)
where g ∈ G s ∈ C(M,E) and x ∈ M . This actions turns out to be an unitary
representation of G in L2(E). To see this we compute the norm
‖Ugs‖2L2(E) =
∫
M
‖g(s(g−1x))‖2EvolM (x) =
∫
M
‖s(g−1x)‖2EvolM (x) = ‖s‖2L2(E),
where the second equality follows since the G-action preserves the Hermitian metric and
the third equality follows from the fact that G acts on M by orientation preserving
isometries. We say that a section s ∈ C(M,E) is G-invariant if Ugs = s for all g ∈ G
and we denote by C(M,E)G and L2(E)G the G-invariant subspaces of C(M,E) and
L2(E) respectively.
Let us discuss now the construction of the orthogonal projection Q : L2(E) −→ L2(E)G.
We begin by recalling some results from the theory of integration on Lie groups ([41,
Section 4.2]). Since G is a compact Lie group then we can choose a left invariant
Riemannian metric on it with associated volume element dG. In order to understand
the construction of Q it is essential to study the process of averaging over G a
continuous function f ∈ C(G,V) with values in a complete, locally convex, topological
vector space V. Such a function is automatically uniformly continuous because G
is compact. A locally convex space is a vector space V together with a family of
seminorms {νa}a∈A. The topology on V is the one generated by sets of the form
OB,(p) := {q ∈ V | νa(p− q) <  , ∀a ∈ B}, for p ∈ V , B ⊆ A and  > 0 ([68, Chapter 1]).
For each  > 0 and each seminorm νa we can use the uniform continuity of f to construct
a finite partition of unity {(Oj , hj)}Nj=1 on G where Oj ⊂ G is open, hj : G −→ C is a
non negative continuous function with supp(hj) ⊂ Oj for each j, the pointwise sum of all
hj is equal to one and such that νa(f(g0)− f(g1)) <  whenever g0, g1 ∈ supp(hj) ⊂ G.
If we choose gj ∈ supp(hj) then we can consider the “Riemann sums”
N∑
j=1
(∫
G
hj(g)dG(g)
)
f(gj) ∈ V . (1.4)
These sums depend of course on the partition of unity, however they form a Cauchy net
and therefore converge to an element in V, which is by definition the integral∫
G
f(g)dG(g).
Moreover, if φ : V −→ C is a continuous linear functional then φ ◦ f ∈ C(G) and
φ
(∫
G
f(g)dG(g)
)
=
∫
G
φ(f(g))dG(g).
Now let U be a representation of G in V. It can be shown (using the Banach-Steinhaus
theorem) that for each h ∈ C(G), the map
U(h) : V // V
p  //
∫
G
h(g)U(g)(p)dG(g)
is continuous. In particular, we can consider the special case h(g) = 1 and define the
average of the representation U by
av(U) : V // V
p  //
1
vol(G)
∫
G
U(g)(p)dG(g).
(1.5)
We summarize what we have described in the following theorem.
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Theorem 1.9 (Averaging Principle, [41, Proposition 4.2.1]). Let G be a compact group,
and U be a representation of G in a complete, locally convex, topological vector space V.
Then av(U) is a linear projection of V onto the space
VU(G) := {p ∈ V | U(g)p = p , ∀g ∈ G}.
If U is a unitary representation of G on a Hilbert space V, then av(U) is equal to the
orthogonal projection from V onto VU(G).
Applying Theorem 1.9 to our case of interest, namely V = L2(M,E) and the unitary
representation U defined by (1.3), we see then that the orthogonal projection Q := av(U)
is explicitly given by
Qs =
1
vol(G)
∫
G
(Ugs)dG(g), for s ∈ L2(M,E). (1.6)
Example 1.10 (Exterior Algebra). As before let M be an oriented Riemannian manifold
on which G acts by orientation preserving isometries. The action on M induces an
action on the exterior algebra bundle E = ∧T ∗M = ⊕r ∧rT ∗M as follows: For x ∈M ,
α ∈ ∧rT ∗xM and g ∈ G, we want to define the element gα ∈ ∧rT ∗gxM . To do this is
enough to describe its action on tangent vectors. For v1, · · · vr ∈ TgxM define
(gα)(v1, · · · vr) := α((dg−1|gx)v1, · · · , (dg−1|gx)vr).
This is well defined since (dg−1|gx) : TgxM −→ TxM . With this action E becomes a G-
vector bundle over M . We now describe the action (1.3). Let X1, · · · , Xr ∈ C∞(M,TM)
be vector fields on M and ω ∈ Ωr(M) := C∞(M,∧T rM) be a differential r-form, then
by definition
(Ugω)(x)(X1(x) · · · , Xr(x)) = (gω(g−1x))(X1(x) · · · , Xr(x))
= ω(g−1x)((dg−1|x)X1(x), · · · , (dg−1|x)Xr(x))
= ((g−1)∗ω)(x)(X1(x) · · · , Xr(x)).
Thus, the G-action on differential forms is simply given by Ugω = (g
−1)∗ω. In particular,
an element ω ∈ Ω(M)G is characterized by the relation (g−1)∗ω = ω for all g ∈ G.
The final aim of this section is to carefully study the construction, introduced in [26,
Section 1.], of a Hilbert space isomorphism between L2(M,E)G and L2(M0/G, F ) where
F is a Hermitian vector bundle on M0/G constructed from E. To begin consider the
subset
E′ :=
⋃
x∈M0
EGxx (1.7)
where EGxx denotes the elements of the fiber Ex := pi
−1
E (x) which are invariant under the
Gx-action.
Lemma 1.11 ([26, Lemma 1.2]). If M is connected then E′ is a G-equivariant subbundle
of E
∣∣
M0
.
Proof. To show that E′ is G-equivariant we use the relation Ggx = gGxg−1 for x ∈ M
and g ∈ G to conclude that g(EGxx ) = EGgxgx . To prove local triviality of E′ we use
the local description of Lemma 1.5, that is, we assume that M0 = G/H × B where B
is an open ball in some Euclidean space. The action of g ∈ G in this local model is
g(g0H, v) = (gg0H, v) for (g0H, v) ∈ G/H × B. In particular if x ∈ O := H × B then
Gx = H. Define now E
′′ := E′
∣∣
O = (E
∣∣
O)
H , where (E
∣∣
O)
H denotes the image of (E
∣∣
O)
under the averaging map (Theorem 1.9)
1
vol(H)
∫
H
Uh(·)dH(h).
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Being the image of a vector bundle homomorphism, as Uh ∈ C∞(M,Hom(E′
∣∣
O, E
′∣∣
O)),
we can conclude that E′′ is a vector bundle. Thus we can assume that E′′ is trivial
(since we are interested in a local condition). Now we want to prove that E′ is trivial by
extending the trivialization of E′′. Let (sj)kj=1 be a maximal set of linear independent
sections of E′′. Define associated sections (s¯j)kj=1 on E
′ by s¯j((gH, v)) := gsj((H, v)).
Clearly the sections (s¯j)
k
j=1 are also maximal linearly independent, which implies that
E′ is also locally trivial. Finally, since M is connected, M0/G is also connected by
Proposition 1.7 and this implies the rank of E′ is constant on M0.
From the proof of last lemma we see that E′ has just one orbit type (H) with respect
to the G action. Hence,from Remark 1.6, it follows that F := E′/G is a manifold. Let
pi′G : E
′ −→ F denote the orbit map and piE′ : E′ −→M0 denote the projection. Locally
we can assume E′ = G/H × B˜ and M0 = G/H × B where B˜ and B are two open balls
in some Euclidean space with B ⊂ B˜. Using Remark 1.6 we observe that piE′ : B˜ −→ B
induces a map piF : B˜
H −→ BH which makes the following diagram commute:
G/H × B˜
piE′

pi′G // B˜
piF

G/H ×B piG // B.
(1.8)
This shows that F is a vector bundle over M0/G. Globally the last diagram looks like
E′
piE′

pi′G // F
piF

M0
piG //M0/G.
(1.9)
Remark 1.12. Observe from Lemma 1.5 and Remark 1.6 that the dimension of the
spaces involved in the construction are related by the formulas
dim(M0) = dim(M0/G) + dim(G/H),
dim(E′) = dim(F ) + dim(G/H).
In particular we see that the rank, as vector bundles, of E′ and F coincide. Indeed,
from the relations above,
rk(E′) = dim(E′)− dim(M0) = dim(F )− dim(M0/G) = rk(F ).
Lemma 1.13. The bundle F inherits a Hermitian metric 〈·, ·〉F from E′ defined by the
relation 〈pi′Gv1, pi′Gv2〉F (y) := 〈v1, v2〉E(x), where x ∈M0, v1, v2 ∈ E′x and piG(x) = y.
Proof. We need to show that the relation above is well defined. Assume pi′Gv1 = pi
′
Gv˜1
and pi′Gv2 = pi
′
Gv˜2 for v˜1, v˜2 ∈ E′x˜, where x = gx˜. Then there exist g1, g2 ∈ G such that
v1 = g1v˜1 and v2 = g2v˜2. Since E
′ is G-equivariant then
x = piE′(v1) =piE′(gv˜1) = g1piE′(v˜1) = g1x˜,
x = piE′(v2) =piE′(gv˜2) = g2piE′(v˜2) = g2x˜.
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These relations show g−1g1, g−1g2 ∈ Gx˜. Hence,
〈v1, v2〉E(x) =〈g1v˜1, g2v˜2〉E(x)
=〈g−1g1v˜1, g−1g2v˜2〉E(g−1x)
=〈v˜1, v˜2〉E(x˜),
where the second equality holds since the metric on E is preserved by the G-action and
the third equality follows from the definition of E′.
For y ∈M0/G let h(y) := vol(pi−1G (y)) be the volume of the orbit containing a point in
pi−1G (y). Using this function we can consider the weighted inner product on Cc(M0/G, F )
defined by the formula
(s, s′)L2(F,h) :=
∫
M0/G
〈s(y), s′(y)〉Fh(y)volM0/G(y), (1.10)
where volM0/G denotes the Riemannian volume element of M0/G with respect to the
quotient metric. Analogously we define L2(F, h) to be the completion of Cc(M0/G, F )
with respect to this inner product.
We now describe one of the most important results of [26]. The spirit of the proof
relies on the construction above and Remark 1.8.
Theorem 1.14 ([26, Theorem 1.3]). There is an isometric isomorphism of Hilbert spaces
Φ : L2(E)G −→ L2(F, h).
With pi′G : E
′ −→ F denoting the orbit map Φ is given by
Φs1 ◦ piG(x) = pi′G ◦ s1(x),
where s1 ∈ Cc(M0, E)G and x ∈M0. Its inverse map is given by
Φ−1s2(x) = s2 ◦ piG(x) ∩ Ex,
where s2 ∈ Cc(M0/G, F ) and x ∈M0.
Proof. We divide the proof in several steps:
• Step 1: Φ is well defined.
Let s1 ∈ Cc(M0, E)G and x ∈M0, then if g ∈ Gx we have
gs1(x) = g(s1(g
−1x)) = (Ugs1)(x) = s1(x),
thus Cc(M0, E)
G ⊂ Cc(M0, E′). This shows that the map Φ is well defined.
• Step 2: Φ(C∞c (M0, E)G) = C∞c (M0/G, F ).
From the definition of Φ it follows directly that Φ(C∞c (M0, E)G) ⊂ C∞c (M0/G, F ).
Let s2 ∈ C∞c (M0/G, F ) and x ∈ M0, then using the slice theorem and (1.8) we
observe that we can write x = (g0H, b) ∈ G/H × B and s2(piG(x)) = pi′G(g0H, v)
for some (g0H, v) ∈ G/H × B˜. We now compute
(Ug(Φ
−1s2))(x) = g((Φ−1s2)(g−1x)) = g(g−1g0H, v) = (g0H, v) = (Φ−1s2)(x).
This completes the proof of the relation Φ(C∞c (M0, E)G) = C∞c (M0/G, F ).
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• Step 3: Φ is an isometry.
Since Cc(M0, E)
G and Cc(M0/G, F ) are dense in L
2(E
∣∣
M0
) = L2(E) and L2(F )
respectively, it is enough to show that Φ is an isometry on Cc(M0, E)
G. For
a section s1 ∈ Cc(M0, E)G we compute ‖Φs1‖2L2(F,h) using Fubini’s theorem for
Riemannian submersions ([12, Proposition A.III.5]),
‖Φs1‖2L2(F,h) =
∫
M0/G
‖Φs1(y)‖2F (y)h(y)volM0/G(y)
=
∫
M0/G
‖pi′G(s1(x))‖2F (y)h(y)volM0/G(y)
=
∫
M0/G
(∫
pi−1G (y)
‖s1(x)‖2F (y)volpi−1G (y)(x)
)
volM0/G(y)
=
∫
M0
‖s1(x)‖2E(x)volM0(x)
=‖s1‖2L2(E|M0 ).
From the proof of the theorem above we have the following immediate consequences.
Corollary 1.15 ([26, Corollary 1.4]). The map Φ satisfies:
1. Φ(C∞c (M0, E)G) = C∞c (M0/G, F ).
2. ‖Φs1(piG(x))‖F = ‖s1(x)‖E for s1 ∈ C∞c (M0, E)G and x ∈M0.
3. Φ−1(φs2) = (φ ◦ piG)Φ−1s2 for s2 ∈ Cc(M0/G, F ) and φ ∈ C(M0/G).
4. supp(Φs1) = piG(supp(s1)) for s1 ∈ Cc(M0, E)G and supp(Φ−1s2) = pi−1G (supp(s2))
for s2 ∈ Cc(M0/G, F ).
Now we comment on a further property of the map Φ with respect to the jet maps,
which will be relevant in the next section. For k ∈ Z+ and s ∈ C∞c (M0, F ) consider
jk(s) : M0 // J
k(F )
x  // jk(s)(x),
where jk(s)(x) denotes the k-jet of s at x and J
k(F ) denotes that k-jet bundle associated
with s ([65, Chapter IV.2]) .
Corollary 1.16 ([26, Corollary 1.4(5)]). For s ∈ C∞c (M0/G, F ) and x ∈ M0 we have
jk(Φ
−1s)(x) = 0 whenever jk(s)(piG(x)) = 0.
Proof. Let piG(x) = y ∈M0/S1 and suppose jk(s)(y) = 0. This implies we can express
s =
r∑
i=1
φisi
with φi ∈ C∞c (M0/G) and si ∈ C∞c (M0/G, F ) with jk(φi)(y) = 0 for 1 ≤ r ≤ k. From
Corollary 1.15(3) it then follows
jk(Φ
−1s)(x) =
r∑
i=1
jk((φi ◦ piG)Ψ−1si)(x) =
r∑
i=1
jk(φi)(y)jk(Φ
−1si)(x) = 0.
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1.1.3 G-invariant and basic differential forms
We end this section recalling some facts and fixing some notation regarding G-invariant
differential forms. Let g denote the Lie algebra of G and consider the setting as above.
To each element X ∈ g we can associate a first order differential operator acting on
s ∈ C∞(M,E), called the Lie derivative ([13, Section 1.1]), defined by the formula
LEXs :=
d
dt
∣∣∣∣
t=0
Uexp(tX)s, (1.11)
where exp : g −→ G denotes the exponential map. It is easy to see that s ∈ C∞(M,E)G
if and only if LEXs = 0 for all X ∈ g if G is connected.
Remark 1.17. In the special case when E = M ×C the operator (1.11) defines a vector
field, which we still denote by X and is called the generating or Killing vector field. This
vector field acts on a function f ∈ C∞(M) as
(Xf)(x) =
d
dt
∣∣∣∣
t=0
f(exp(−tX)x).
Consider now the setting of Example 1.10 in which E = ∧T ∗M . In this case the
differential operator defined by (1.11) is the usual Lie derivative LX acting on differential
forms. For future reference we recall Cartan’s formula
LX = dιX + ιXd, (1.12)
where ιX : Ω
r(M) −→ Ωr−1(M) denotes the inner multiplication, or contraction, by X
and d : Ωr(M) −→ Ωr+1(M) is the exterior derivative. We now define the space of basic
differential forms as
Ωbas(M) := {ω ∈ Ω(M) | LXω = 0 and ιXω = 0 ∀X ∈ g} (1.13)
Using Cartan’s formula it is easy to verify that (Ωbas(M), d) is a sub-complex of
(Ω(M), d), the de Rham complex of M . Observe also the inclusion Ωbas(M) ⊂ Ω(M)G
where Ω(M)G := C∞(M,∧T ∗M)G is the space of G-invariant differential forms. This is
basically due to the condition LXω = 0. On the other hand, a differential forms ω satis-
fying the condition ιXω = 0 for all X ∈ g is called horizontal. The space of horizontal
differential forms on M is denoted by Ωhor(M). Thus, Ωbas(M) = Ωhor(M) ∩ Ω(M)G.
The following result relates the space of basic forms and the space of differential
forms on the orbit space when the action is free.
Proposition 1.18 ([13, Proposition 1.9],[63, Lemma 6.44]). Let G act on M freely, then
for each basic form ω ∈ Ωbas(M) there exists a unique differential form ω¯ ∈ Ω(M/G) on
the orbit space such that ω = pi∗Gω¯.
1.2 Induced operators on the principal orbit type
In this subsection we are going to describe how to use Theorem 1.14 to construct
a self-adjoint operator on L2(F, h) from a given G-invariant self-adjoint operator on
L2(E). Let piE : E −→ M be a G-equivariant vector bundle as above and let
R : Dom(R) ⊆ L2(E) −→ L2(E) be a self-adjoint operator with domain of definition
Dom(R).
Definition 1.19. We say that R is G-invariant if it commutes with G, that is
1. Ug(Dom(R)) ⊂ Dom(R) for all g ∈ G.
2. UgR(s) = RUg(s) for all g ∈ G and s ∈ Dom(R).
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Let us denote its spectral resolution by
R =
∫ ∞
−∞
tdRt, (1.14)
where t 7−→ Rt is left continuous ([57, Section VI.5],[69, Section 5.3]). When we identify
Rt with its image in L
2(E) we see that Rt is G-invariant for t ∈ R.
Lemma 1.20 ([26, Lemma 2.2]). The operator S := R|Dom(R)∩L2(E)G is a well defined
self-adjoint operator on L2(E)G with Dom(S) = Dom(R)G.
Proof. First we want to show the restriction of Q to Dom(R) maps into Dom(R). Let
s ∈ Dom(R) then, using the notation of the construction of the average representation
from the last section, we see each finite Riemann sum (1.4) satisfies
N∑
j=1
(
1
vol(G)
∫
G
hj(g)dG(g)
)
Ugjs ∈ Dom(R),
since Ug(Dom(R)) ⊂ Dom(R) for all g ∈ G. Moreover, applying R to such a sum we get
R
 N∑
j=1
(
1
vol(G)
∫
G
hj(g)dG(g)
)
Ugjs
 =
 N∑
j=1
(
1
vol(G)
∫
G
hj(g)dG(g)
)
R(Ugjs)

=
 N∑
j=1
(
1
vol(G)
∫
G
hj(g)dG(g)
)
Ugj (Rs)
 ,
so we see that these sums converge in (Dom(R), ‖·‖R), where ‖·‖R denotes the graph
norm of R, as this space is a Hilbert space. As a result, Qs belongs also to Dom(R).
Regarding R : Dom(R) −→ L2(E) as a bounded linear operator we have easily see
UgRQ = RUgQ = RQ, on Dom(R), for all g ∈ G. Thus, R(Dom(R)∩L2(E)G) ⊂ L2(E)G.
Using the fact that both Q and R are symmetric we compute for s, s′ ∈ Dom(R),
(s,QRQs′)L2(E) = (QRQs, s′)L2(E) = (RQs, s′)L2(E) = (s,QRs′)L2(E),
which implies QRQ = QR since R is densely defined. Hence, RQ = QRQ = QR on
Dom(R). This shows the operator S is well defined. Finally note that as bounded
operators (RQ)∗ = Q∗R∗ = QR = RQ on Dom(S), thus S is self-adjoint.
Remark 1.21. The associated spectral resolution of S is obtained from (1.14) as
S =
∫ ∞
−∞
t dSt with St = R
G
t .
From Theorem 1.14 and Lemma 1.20 we deduce the following remarkable result.
Proposition 1.22 ([26, pg. 178-179]). Define an operator
T : Dom(T ) ⊆ L2(F, h) −→ L2(F, h)
by the relation
T := Φ ◦ S ◦ Φ−1∣∣
Φ(Dom(S))
,
with Dom(T ) := Φ(Dom(S)). Then T is a self-adjoint operator.
Lemma 1.23 ([26, Lemma 2.3]). We have the following relation between the spectrum
of R and the spectrum of T :
1. spec(T ) ⊂ spec(R).
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2. If λ ∈ spec(T ) is an isolated eigenvalue of R then R is also an eigenvalue of T .
Proof. For z /∈ Spec(R) the projection Q commutes with the resolvent (R − z)−1 and
therefore the (R − z)−1 can be regarded as an operator on L2(E)G, thus z /∈ spec(S).
This shows spec(S) ⊂ spec(R), and since S and T are unitarily equivalent then the
first assertion follows. For the second assertion recall first that each isolated point of
the spectrum of a self-adjoint operator is en eigenvalue ([69, Corollary 5.11]). Now
assume that λ is an isolated eigenvalue of R with eigenspace W and Q(W ) = 0 then it
follows from Remark 1.21 that St is constant near t = λ and therefore λ /∈ spec(S) ([69,
Proposition 5.10(i)]).
1.2.1 Example: Differential operators
To finish this section we are going to describe a special case of the construction above
for which the operator R is generated by a differential operator. One defines a k-th order
differential operator D acting between sections of two vector bundles E1 and E2 over
a manifold M as a linear map D : C∞(M,E1) −→ C∞(M,E2) satisfying the following
property: For each x ∈ M and s ∈ C∞(M,E1) the condition jk(s)(x) = 0 implies
Ds(x) = 0 ([65, Chapter IV.3]). Given such an operator we can consider its restriction
to smooth sections with compact support D : C∞c (M,E1) −→ C∞c (M,E2). Let us
assume further that M is an oriented, Riemannian and that E1, E2 are Hermitian vector
bundles. These additional structures allow us to define the formal adjoint operator
D† : C∞c (M,E2) −→ C∞c (M,E1) of D by the relation
(Ds1, s2)L2(E2) = (s1, D
†s2)L2(E1), ∀s1 ∈ C∞c (M,E1), s2 ∈ C∞c (M,E2).
It can be shown, using integration by parts in local charts, that D† exists and it is also
a differential operator. The existence of the formal adjoint implies that D is a closable
operator, i.e. given a sequence (sn)n ⊂ C∞c (M,E1) such that sn −→ s and Dsn −→ 0
(here we mean L2-convergence) then s = 0. Hence, we can define its closure D¯ =: Dmin,
also called the minimal extension, which is a closed operator with domain of definition
Dom(Dmin) :=
{
s ∈ L2(M,E1) : ∃(sn)n ⊂ Cc(M,E1), s˜ ∈ L2(M,E2) such that
sn −→ s and Dsn −→ s˜ ∈ L2(M,F ).
}
For such s ∈ Dom(Dmin) we define Dmins := s˜.
There is another important closed extension of a differential operator, the so called
maximal extension, which is defined by its distributional action. More precisely, for
s ∈ L2(M,E1) we say that Ds ∈ L2(M,E2) if there exists s˜ ∈ L2(M,E2) such that for
all s′ ∈ C∞c (M,E1) the relation
(s′, s)L2(E1) = (D
†s′, s˜)L2(E2),
holds true. We define
Dom(Dmax) := {s ∈ L2(M,E1) |Ds ∈ L2(M,E2)},
and for s ∈ Dom(Dmax) we set Dmaxs := Ds. Any choice of closed extension between the
minimal extension and maximal extension is called an ideal boundary condition ([35]).
The following result shows that the difference between the minimal and the maximal
extension for a first order differential operator happens at “infinity”.
Lemma 1.24 ([47, Lemma 2.1]). Let D : C∞c (M,E1) −→ C∞c (M,E2) be a first order
differential operator. If s ∈ Dom(Dmax) and φ ∈ C∞c (M) then φs ∈ Dom(Dmin).
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Let us recall the notion of Hilbert space adjoint D∗ of the operator D. We say that
s ∈ Dom(D∗) ⊂ L2(M,E2) if the map
Cc(M,E1) // C
s˜  // (Ds˜, s)L2(E2)
is continuous. In this case, since D is densely defined, there exists a unique section
s′ ∈ L2(M,E2) such that (Ds˜, s)L2(E1) = (s˜, s′)L2(E1). For such s ∈ Dom(D∗) we set
D∗s := s′.
Definition 1.25. A differential operator D : C∞c (M,E1) −→ C∞c (M,E2) is called
• Symmetric if D = D†.
• Self-adjoint if D = D∗.
• Essentially self-adjoint if D¯ = D∗.
Remark 1.26. Note that the definition of the maximal extension of D given above is
equivalent to Dmax = (D
†)∗, i.e. Dmax is the Hilbert space adjoint of D†.
Remark 1.27. Lemma 1.24 shows in particular that any symmetric first order differ-
ential operator D : C∞(M,E1) −→ C∞(M,E2) over a closed manifold M , i.e. compact
without boundary, satisfies
Dmin = Dmax = (D
†)∗ = D∗ = (Dmin)∗,
i.e. is D essentially self-adjoint.
Let D : C∞c (M,E1) −→ C∞c (M,E2) be a differential operator of order k, recall that
the principal symbol σP (D)(x, ξ) : E1,x −→ E2,x of D at a point (x, ξ) ∈ T ∗M is the
linear map defined by
σP (D)(x, ξ)(e) := D
(
(−i)k
k!
φks
)
(x), (1.15)
where φ ∈ C∞(M) is any function with dφ(x) = ξ and φ(x) = 0, s ∈ C∞(M,E1) such
that s(x) = e. We say that D is elliptic if σP (D)(x, ξ) is invertible for all ξ 6= 0.
In the context in which a compact Lie group G acts on M , as in last section, we define
T ∗GM := {(x, ξ) ∈ T ∗M | ξ(v) = 0, ∀v ∈ TxM tangent to the orbit Gx}.
We say that D is transversally elliptic if σP (D)(x, ξ) is inverible for all non-zero ξ ∈ T ∗GM .
The following theorem shows one, among many others, important consequence of the
ellipticity condition.
Theorem 1.28 ([59, Theorem III.5.8]). Let D : C∞(M,E) −→ C∞(M,E) be a symmet-
ric k-th order elliptic differential operator over a closed Riemanian manifold M . Then D
is essentially self-adjoint and discrete. Moreover, we have an orthogonal decomposition
L2(E) =
⊕
λ∈specD
Eλ,
where Eλ ⊂ C∞(M,E) is the finite dimensional eigenspace of λ ∈ spec(D) ⊂ R.
After this brief discussion on differential operators on vector bundles and in view of
Theorem 1.28 it is natural to be interested in the particular case of the construction
described in Section 1.2 when R is generated by a differential operator D, that is, when
C∞c (M,E) ⊂ Dom(R) and R|C∞c (M,E) = D. The following result states that in this case
the induced operator T on M0/G of Proposition 1.22 is also generated by a differential
operator of the same order.
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Proposition 1.29 ([26, Theorem 2.4]). If R is generated by a differential operator D of
order k, then T is also generated by a certain differential operator D′ of order k. Their
principal symbols are related by the formula
σP (D
′)(y, ξ)(pi′G(e)) = pi
′
G(σP (D)(x, pi
∗
Gξ)(e)),
where y ∈M0/G, ξ ∈ T ∗y (M0/G), x ∈ pi−1G (y) and e ∈ E′x.
Proof. From Corollary 1.15 we know that
C∞c (M0/G, F ) ⊂ Dom(T ) and Φ(C∞c (M0, E)G) = C∞c (M0/G, F ),
thus for s ∈ C∞c (M0/G, F ) we have supp(Ts) = supp(Φ(D(Φ−1s))) ⊂ supp(s), since R
is generated by the differential operator D. Now let {φi}i be a partition of unity on
M0/G. Define for s ∈ C∞(M0/G, F )
D′(s) :=
∑
i
T (φis).
Then D′ is a linear extension of T |C∞c (M0/G,F ) to C∞(M0/G, F ) and from the discussion
above we have supp(D′s) ⊂ supp(s) for all s ∈ C∞(M0/G, F ). Next we verify that
D′ is indeed a differential operator of order k. Fix y ∈ M0/G, x ∈ pi−1G (y) and let
s ∈ C∞(M0/G, F ) be such that jks(y) = 0, we want to show D′s(y) = 0. Choose a
cut-off function ψ ∈ C∞c (M0/G) such that ψ = 1 in a neighborhood around y, then from
Corollary 1.15 and Corollary 1.16 we get
D′s(y) = D′(ψs)(y) = Φ(D(Φ−1ψs))(piG(x)) = pi′G(D(Φ
−1(ψs)(x)) = 0.
Hence, T is generated by a differential operator of order k.
To derive the relation between the principal symbols we just compute (1.15) using
Corollary 1.15. Concretely, choose y ∈ M0/G, x ∈ pi−1G (y), e ∈ E′x, ξ ∈ T ∗y (M0/G),
φ ∈ C∞c (M0/G) so that φ(y) = 0 and dφ(y) = ξ, and s ∈ Cc(M0/G, F ) such that
s(y) = pi′G(e). Now we calculate
σP (D
′)(y, ξ)(pi′G(e)) =D
′
(
(−1)k
k!
φks
)
(y)
=Φ
(
D
(
Φ−1
(
(−1)k
k!
φks
)))
(piG(x))
=pi′G
(
D
(
(−1)k
k!
(φ ◦ piG)kΦ−1s
)
(x)
)
=pi′G(σ(D)(x, pi
∗
Gξ)(e)).
Corollary 1.30. The operator D′ is elliptic if D is transversally elliptic.
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2 Adabiatic limit of the eta invariant
This chapter is intended to collect of various kown results from the literature which
will serve as elements of a toolbox for the subsequent chapters. In spite of the wide
range of topics presened here, there is a concrete goal: to understand Dai’s formula for
the adiabatic limit of the eta invariant associated to the signature operator studied in
detail in [38]. This formula contains various kind of terms from different nature and it is
essential for our objective to understand their definitions and main properties. We begin
by collecting some geometric and analytic properties of the signature operator and its
relation to the signature of manifolds. Then, we explain how to construct this operator
in the framework of Hilbert complexes, introduced by Bru¨ning and Lesch in [27], and its
relation to L2-cohomology. Next we describe how to decompose the exterior derivative
on a fibered manifold. This decomposition will be a recurrent tool throughout the
whole document. In addition, we discuss an important invariant associated to the Leray
spectral sequence of such fibration. This will allow us to understand the right hand
side of Dai’s result. Finally we will briefly recall some important equivariant techniques,
which will play a fundamental role in the proof of Lott’s formula for the S1-signature.
These equivariant methods are treated in detail in [13].
2.1 The signature operator
Let M be an oriented Riemannian manifold of dimension m. The metric on M , denoted
by 〈·, ·〉, defines two musical isomorphisms
[ : TM // T ∗M
Y  // Y [ := 〈Y, ·〉
] : T ∗M // TM
ω  // [−1(ω).
(2.1)
These maps induce a metric on the cotangent bundle ∧T ∗M , which we still denote by
〈·, ·〉, so that ∧T ∗M = ⊕r ∧rT ∗M is a orthogonal decomposition. The metric and the
orientation of M allow us to define the Hodge star operator ∗ : ∧rT ∗M −→ ∧m−rT ∗M
by the relation
α ∧ ∗β := 〈α, β〉volM for α, β ∈ ∧rT ∗M, (2.2)
where volM is the Riemannian volume element defined by the orientation and the
metric. This operator satisfies 〈∗α, ∗β〉 = 〈α, β〉 for α, β ∈ ∧rT ∗M and ∗2 = (−1)r(m−r)
on r-forms ([63, Proposition 4.7]).
For ω, ω ∈ Ωc(M) differential forms with compact support, we can use the Hodge star
operator to express the L2-inner product of (1.2) as
(ω, ω′)L2(∧T ∗M) =
∫
M
〈ω, ω′〉volM =
∫
M
ω ∧ ∗ω′.
Let d : Ωrc(M) −→ Ωr+1c (M) be the exterior derivative on M . As this operator is a first
order differential, we can consider its formal adjoint d† : Ωrc(M) −→ Ωr−1c (M) defined
by the condition
(dω, ω′)L2(∧T ∗M) = (ω, d†ω′)L2(∧T ∗M) ∀ω, ω′ ∈ Ωc(M).
We can express d† explicitly in terms of the Hodge star operator as d† = (−1)m(r+1)+1∗d∗
on r-forms.
The Hermitian vector bundle ∧CT ∗M := ∧T ∗M ⊗ C carries an additional geometric
structure induced from the metric, the Clifford action ([13, Section 3.6],[59]). That is,
∧CT ∗M is equipped with the left Clifford multiplication,
c : T ∗M // End(∧CT ∗M)
α  // c(α) := α ∧ −ια] .
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It is easy to verify the relation c(α)c(β) + c(β)c(α) = −2〈α, β〉, for all α, β ∈ T ∗M .
The left Clifford multiplication satisfies (c(α)ω, ω′)L2(∧T ∗M) = −(ω, c(α)ω′)L2(∧T ∗M), i.e.
c(α)† = −c(α). This relation follows from the fact that (α∧)† = ια] with respect to the
L2-inner product. One can also define the right Clifford multiplication by ĉ(α) := α∧+ια] .
To each Clifford bundle we can associate its corresponding chirality operator or
complex volume element ([13, Lemma 3.17]), which for ∧CT ∗M equipped with the left
Clifford action described above it is explicitly given by
? ∧rCT ∗M // ∧m−rC T ∗M
ω  // ?ω := i[(m+1)/2]+2mr+r(r−1) ∗ ω,
(2.3)
where [·] denotes the integer part and i := √−1. The following proposition summarizes
some important properties of the chirality operator.
Proposition 2.1 ([13, Proposition 3.58]). The chirality operator ? satisfies:
1. ?2 = 1.
2. ?† = ?.
3. For α ∈ T ∗M , ?(α∧)? = (−1)mια].
4. d† = (−1)m+1 ? d?.
Corollary 2.2. The chirality operator and the Clifford map satisfy
?c(α) = (−1)m+1c(α)?,
?ĉ(α) = (−1)mĉ(α) ? .
From the last proposition we see that ? is a self-adjoint involution in ∧CT ∗M .
Another endomorphism of this type is the so called Gauß-Bonnet involution defined by
ε := (−1)r on r-forms. This involution satisfies the relations
ε? =(−1)m ? ε, (2.4)
εc(α) =− c(α)ε, (2.5)
εĉ(α) =− ĉ(α)ε. (2.6)
Given the Clifford bundle structure described above we can associate to it a first
order differential operator D : Ωc(M) −→ Ωc(M) called the Dirac operator. For our
case of study it is explicitly given by D = d + d†. This operator is also known in the
literature as the Hodge-de Rahm operator. Clearly D is a symmetric operator on Ωc(M).
The operator D satisfies the following relations
D? =(−1)m+1 ? D, (2.7)
εD =−Dε. (2.8)
Proposition 2.3. The principal symbol of the Hodge-de Rham operator D is given by
σP (D)(x, ξ) = −ic(ξ); therefore, it is an elliptic operator.
Proof. Using Equation (1.15) we can compute the principal symbols
σP (d)(x, ξ) =− iξ∧,
σP (d
†)(x, ξ) =iιξ] ,
and conclude that σP (D)(x, ξ) = −ic(ξ). Note that −c(ξ)c(ξ) = ‖ξ‖2 6= 0 if ξ 6= 0, hence
D is elliptic.
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The Hodge-de Rham operator satisfies the following important property
Proposition 2.4 ([13, Proposition 3.38]). If f ∈ C∞(M) and ω ∈ Ω(M), then
D(fω) = c(df)ω + fDω.
Another relevant differential operator associated to this Clifford bundle is the
Laplacian ∆ := D2 = dd† + d†d, defined also on Ωc(M).
Proposition 2.5. The operator ∆ : Ωc(M) −→ Ωc(M) is a second order, symmetric
differential operator which satisfies the relations
1. ε∆ = ∆ε.
2. ?∆ = ∆?.
3. (∆ω, ω)L2(∧T ∗M) ≥ 0 for all ω ∈ Ωc(M).
4. σP (∆)(x, ξ) = ‖ξ‖2.
In particular, ∆ is an elliptic operator.
Remark 2.6. For a > 0 consider the rescaled metric g(a) := a2g. We want to compare
the Laplacians ∆g(a) and ∆g associated to the metrics g and g(a) respectively. To do
this we first compare the Hodge star operators ∗a and ∗. From definition we compute
for r-forms ω0 and ω1,
ω0 ∧ ∗aω1 = 〈ω0, ω1〉avolg(a) = (a−2r〈ω0, ω1〉)amvolg = ω0 ∧ (am−2r ∗ ω1).
Thus, we see that ∗a = am−2r∗ on r-forms and in particular
∗ad∗a = am−2(m−r+1) ∗ dam−2r∗ = a−2 ∗ d ∗ .
Hence, we see that the Laplacians are related by ∆g(a) = a
−2∆g.
Let us assume m is even. By the properties of ? described in Proposition 2.1 we see
we can decompose Ω(M) = Ω+(M) ⊕ Ω−(M) where Ω±(M) are the ±1-eigenspaces of
?. These eigenspaces are known as spaces of self-dual (+1-eigenvalue) and anti-self-dual
(−1-eigenvalue) forms respectively. From (2.7) it follows that D can be also decomposed
with respect to this splitting as
D =
(
0 D−
D+ 0
)
, (2.9)
where D : Ω±c (M) −→ Ω∓c (M). We define the signature operator as the component
D+ : Ω+c (M) −→ Ω−c (M). (2.10)
2.1.1 The signature theorem for closed manifolds
Suppose now M closed and m = 4k. In this case, Poincare´ duality ensures that the
quadratic form
H2k(M ;C)×H2k(M ;C) // H4k(M ;C) // C
(ω, ω′)  // ω ∧ ω′  //
∫
M
ω ∧ ω′,
is non-degenerate. Here H∗(M ;C) denotes the de Rham cohomology ring of M with C
coefficients.
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Definition 2.7. The signature of M , denoted by σ(M), is defined to be the signature
of this quadratic form.
Proposition 2.8 ([53, Chapter 2]). The signature satisfies the following properties:
1. Let −M denote the manifold M with reversed orientation, then σ(−M) = −σ(M).
2. If M = ∂M˜ is the boundary of a compact manifold M˜ , then σ(M) = 0.
3. σ(M1 ×M2) = σ(M1)σ(M2).
Equipp M with a Riemannian metric gTM . As M is assumed to be a closed manifold
then D is a Fredholm operator since it is elliptic ([59, Theorem III.5.2]). Using the Hodge
Theorem ([13, Proposition 3.48]) one verifies that the index of the signature operator is
equal to the signature of M , that is, ind(D+) = σ(M). From this relation and applying
the celebrated Atiyah-Singer index theorem, one can show that the signature of M can
be expressed as ([13, Theorem 4.8], [59, Theorem III.13.9])
σ(M) =
∫
M
L(TM, gTM ), (2.11)
where L(TM, gTM ) is Hirzebruch’s L-polynomial of the Levi-Civita connection of gTM
([13, Section 1.5]). It is important to bear in mind that L(TM, gTM ) is an even
polynomial in the components of the curvature Ω ∈ Ω(M, gl(4k)). The first terms are
L(TM, gTM ) = 1− 1
24pi2
tr(Ω ∧ Ω) + · · · ∈ Ω(M).
The relation (2.11), known as the signature theorem, was first proven by Hirzebruch
using Thom’s computations of the oriented cobordism rings ([62, Chapter 19]).
Remark 2.9. Actually, since M is closed, the right hand side of Equation (2.11) can
be computed using any connection since the difference will be an exact form, which
integrates to zero. This of course something to be expected since the signature of M
does not depend on the metric.
2.1.2 The signature of theorem for compact manifolds with boundary
When the dimension of M is odd one can also define a signature operator. In this case,
set R+ := [0,∞) and consider the even dimensional manifold M ×R+ equipped with the
product metric dr2 + gTM where r ≥ 0 denotes the R+ coordinate. It can be shown that
the associated signature operator D+M×R+ on M × R+ can be written as ([38, Section
4.1][44, Section 4.3] and Section 6.2 below)
D+M×R+ = c(dr)
(
∂
∂r
+A
)
, (2.12)
where A a first order, self-adjoint elliptic operator when restricted to M . The operator
A, which can be seen as the tangential part of the signature operator D+M×R+ , is called
the tangential or odd signature operator. This operator can be written explicitly using
only geometric information on M as
A = ?M (dM + d
†
M ), (2.13)
where ?M and dM + d
†
M are the corresponding chirality and Hodge-de Rham operator
on M . For the Gauß-Bonnet involution εM on M we can deduce from (2.4),
εMA = εM ?M (dM + d
†
M ) = − ?M εM (dM + d†M ) = ?M (dM + d†M )εM = AεM ,
thus we can decompose A = Aev ⊕Aodd where Aev/odd : Ωev/odd(M) −→ Ωev/odd(M).
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Remark 2.10. Observe that A2 = ∆M , thus A is a generalized Dirac operator in the
sense of [13, Definition 2.2].
Although the index of an elliptic operator over a closed odd dimensional manifold
always vanishes ([59, Theorem III.13.12]), the odd signature operator described above
plays an essential role in the generalization of the signature theorem for manifolds with
boundary derived by Atiyah, Patodi and Singer in the fundamental article [4]. We will
briefly recall the main ingredients of its formulation. First we come to the definition of
the signature for a manifold with boundary ([53, Section I.2]).
Definition 2.11. Let N be a compact, oriented 4k-dimensional manifold with boundary
∂N = M . The signature σ(N) of N is defined as the signature of the quadratic form
induced by the cup product on the image of the map H2k(N,M) −→ H2k(N), which is
the associated map in cohomology of the inclusion of the pair (N, ∅) −→ (N,M).
The following remarkable result can be shown using purely topological methods (see
[52, Theorem 2.8.1], [53, Chapter 2]).
Proposition 2.12 (Novikov additivity of the signature). Let N1, N2 be two oriented
4k-dimensional manifolds with boundary ∂N1 = ∂N2 = M . By reverting the orientation
of N2 we can glue it to N1 along M and obtain a closed oriented 4k-dimensional manifold
N := N1 ∪M (−N2). The signature of N satisfies σ(N) = σ(N1) + σ(−N2).
In view of formula (2.11) for closed manifolds, a natural question which arises is
whether one can express the signature of a manifold with boundary as the integral
of Hirzebruch’s L-polynomial with respect to a given Riemannian metric on N . By
computing some examples (e.g. Lens spaces) one can see that (2.11) does not hold
true. The correction term, known as the signature defect, was discovered by Atiyah,
Patodi and Singer long after (around 10 years) the proof of the index theorem for
closed manifolds. The main difficulty was to set up an appropriate boundary condition.
To describe it let us consider as before the cylinder M × R+ with the product metric
dr2⊕gTM . The model operator considered by Atiyah, Patodi and Singer on the cylinder
is
∂
∂r
+A, (2.14)
where A is the odd signature operator on M . Since A is elliptic and self-adjoint we
obtain from Theorem 1.28 a discrete orthogonal spectral resolution
L2(∧T ∗M) =
⊕
λ∈specA
Eλ,
where Eλ ⊂ Ω(M) is the finite dimensional eigenspace associated with the eigenvalue
λ. Let P := Q≥(A) denote the spectral projection onto the space generated by
the eigensections corresponding to non-negative eigenvalues. The boundary condition
imposed for the model operator (2.14) is Ps|M := Ps(·, 0) = 0. This boundary condition
is now called the APS boundary condition. In [4, Section 2] they constructed the solution
operator associated to this boundary value problem. They also showed that the spectral
function
ηA(z) :=
∑
λ∈specA
λ 6=0
sign(λ)|λ|−z, (2.15)
is holomorphic near z = 0 and its value at zero ηA(0), called the eta invariant of A, is
proportional to the signature defect. Observe from the decomposition A = Aev ⊕ Aodd
that ηA(0) = 2ηAev(0).
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Remark 2.13 (Adjoint boundary condition). The formal adjoint of the operator (2.14)
is simply
− ∂
∂r
+A.
We want to investigate now what would be the corresponding adjoint boundary condition
associated to P . Let s1, s2 ∈ Cc(M × R+), then integrating by parts((
∂
∂r
+A
)
s1, s2
)
L2(M×R+)
−
(
s1,
(
− ∂
∂r
+A
)
s2
)
L2(M×R+)
= (s1|M , s2|M )L2(M).
Thus, if Ps1|M = 0 then, in order to get (s1|M , s2|M )L2(M) = 0 we must require s2|M to
be in the image of P , i.e. (I − P )s2|M = 0. That is, the adjoint boundary condition is
defined by the spectral projection I − P = Q<(A).
Now let us describe how these results can be used to derive the signature formula
for a closed, oriented Riemannian manifold N with boundary M . Assume the metric
on N is a product metric near the boundary M . Using the solution operator of (2.14)
with the APS boundary condition Atiyah, Patodi and Singer showed that the signature
operator D+ on N has a well defined index and derived the index formula
ind(D+) =
∫
N
L(TN, gTN )− dim(kerAev)− ηAev(0). (2.16)
On the other hand, they also showed using a version of the Hodge theorem for manifolds
with cylindrical ends, the equality
ind(D+) = σ(N)− dim(kerAev). (2.17)
Combining (2.16) and (2.17) one concludes
σ(N) =
∫
N
L(TN, gTN )− ηAev(0).
One can relax the metric condition around the boundary by introducing a transgression
term, which is a secondary characteristic class, that interpolates the L-polynomial
between the given metric and the product metric close to the boundary. These
transgression forms will be discussed in Section 3.2.
Theorem 2.14 ([4],[44, Theorem 4.3.10]). Let (N, gTN ) be a compact, oriented Rie-
mannian manifold of dimension 4k with boundary ∂N = M . Then we can compute the
signature of N as
σ(N) =
∫
N
L
(
TN, gTN
)− ∫
M
TL(gTN )− ηAev(0).
Here L(TN, gTN ) is Hirzebruch’s L-polynomial constructed from the Riemannian metric
gTN , TL(gTN ) is a transgression form and ηAev(0) is the eta invariant of the even part
of the tangential signature operator Aev.
Remark 2.15 (Induced orientation on the boundary). Given an orientation on N we
choose an orientation on the boundary ∂N = M by requiring a local orthonormal basis
{e1, · · · , e4k−1} of TM to be oriented if and only if {−∂r, e1, · · · , e4k−1} is oriented in
TN . Here r ≥ 0 denotes the inward normal coordinate close to the boundary.
Remark 2.16. We will show in Section 8.2 how to derive Novikov’s additivity formula
for the signature (Proposition 2.12) using Theorem 2.14 and a gluing index theorem.
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2.1.3 Vanishing results for the eta invariant
It is important to emphasize that the fact that the eta invariant is finite at z = 0 for
operators arising in Riemannian geometry (studied in [4]), for example the odd signature
operator, is a consequence of the APS index theorem [4, Theorem 3.10]. This regularity
result can be generalized to a larger family of operators. Indeed, let A be a self-adjoint
elliptic pseudo-differential operator over a closed manifold M , then A is discrete and
therefore we can define its corresponding eta function ηA(z) by means of (2.15). Atiyah,
Patodi and Singer proved in [5], using the regularity result for geometric operators and
some K-theoretical methods, that ηA(z) is holomorphic at z = 0 for odd dimensional
manifolds ([5, Theorem 4.5]).
Let us now recall some vanishing results ([4, Remark 3]) of the eta invariant for
geometric operators on a closed manifold M of dimension dimM = 2n−1 for n odd, i.e.
n = 2`− 1. Both observations come from the representation theory of Clifford algebras.
Let A denote a geometric operator (think about the odd signature operator). We have
to distinguish two cases separately:
1. If ` = 2k then n = 2(2k)− 1 ≡ 3(mod 4) and dimM = 8k − 3 ≡ 5(mod 8).
In this case the associated spinor bundle is endowed with quaternionic structure
([59, Remark I.5.13]) which anti-commutes with A. This shows that the spectrum
of A is symmetric about the origin which implies ηA(0) = 0.
2. If ` = 2k− 1 then n = 2(2k− 1)− 1 ≡ 1(mod 4) and dimM = 8k− 7 = 1(mod 8).
In this case the operator A is of the form A = iB where B is a real skew-adjoint
operator. We claim this implies that also in this case the spectrum of A is
symmetric about the origin.
This follows from the fact that since B is similar to its transpose operator then the
must have the same eignevalues, which must be purely imaginary by the spectral
theorem. In particular, if iλ ∈ spec(B) then we must have also −iλ ∈ spec(B).
2.1.4 The Euler characteristic
Another well known topological invariant, which can also be computed as an index, is the
Euler characteristic. If M is a closed and oriented manifold, then its Euler characteristic
is defined by
χ(M) :=
dimM∑
j=0
dimHj(M ;R).
The famous Chern-Gauß-Bonnet theorem states that we can compute this invariant as
χ(M) =
∫
M
e(TM, gTM ),
where e(TM, gTM ) is the Euler class of the tangent bundle, which can be constructed
as a polynomial in the curvature of any Riemannian metric. For a purely topological
proof see [62, Chapter 11, Appendix C]. On the other hand, this theorem can also
be obtained from the Atiyah-Singer index theorem. Indeed, it is not hard to verify,
using the Hodge decomposition, that the index of the graded Hodge-de Rham operator
Dev : Ωev(M) −→ Ωodd, with respect to the involution ε, computes the Euler character-
istic of M (see [13, Section 4.1]).
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In the case of a compact and oriented manifold N with non-empty boundary ∂N = M ,
we can define a relative Euler characteristic by means of the relative cohomology groups
χ(N,M) :=
dimN∑
j=0
(−1)j dimHj(N,M ;R).
Using the long exact sequence in cohomology of the pair (N,M),
0 H0(N,M) H0(N) H0(M)
H1(N,M) H1(N) H1(M)
H2(N,M) H2(N) H2(M)
· · ·
one easily verifies the relation
χ(N) = χ(N,M) + χ(M). (2.18)
We now analyze two different cases:
• If dimN is even then χ(M) = 0 by Poincare´ duality, and therefore (2.18) implies
χ(N) = χ(N,M).
• If dimN is odd then we can consider the double 2N := N ∪ (−N) of N , which is
the closed odd dimensional manifold obtained by gluing two copies of N along the
boundary M . Again, by Poincare´ duality χ(2N) = 0. On the other hand, we can
use the Mayer-Vietoris sequence to verify χ(2N) = 2χ(N) − χ(M). Combining
this relation with (2.18) we get χ(N) = −χ(N,M) = χ(M)/2.
In contrast to the signature theorem, it is not hard to derive the generalization of
the Chern-Gauß-Bonnet formula to manifolds with boundary. In fact, it can be deduced
from the formula for closed manifolds.
Theorem 2.17 ([44, Section 4.2]). Let (N, gTN ) be a compact, oriented Riemannian
manifold with boundary ∂N = M .
1. If the dimension of N is even, then
χ(N) =
∫
N
e(TN, gTN )−
∫
M
Te(gTN ),
where e(TN, gTN ) is the Euler form on N constructed from the metric gTN and
Te(gTN ) is a transgression form.
2. If the dimension of N is odd, then
χ(N) =
1
2
∫
M
e(TM, gTM ),
where e(TM, gTM ) is the Euler form on M constructed from induced metric gTM
on the boundary.
In the even dimensional case, the Gauß-Bonnet formula can be obtained as the index
of the operator Dev induced from the maximal extension of the de Rham complex (the
absolute boundary condition), which we will describe in some detail in the next section
([27, Theorem 4.1],[44, Theorem 4.2.7]). Alternatively, it was proven in [4, Section
4] that Theorem 2.17 can be derived as the difference between two index problems in
which the eta invariant cancels out. The main idea is to add up the contributions of the
index theorem [4, Theorem 3.10] applied to even and odd components of the signature
operator. Indeed, note that D+ interchanges even forms and odd forms.
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2.2 L2-cohomology
In this section we are going to study the de Rham complex as a Hilbert complex in
the sense of Bru¨ning and Lesch ([27]) by considering closed extensions of the exterior
derivative. We will also recall the definition of L2-cohomology and the L2-signature and
discuss when this latter invariant can be computed as an index. As an intermediate
step we we will describe the strong Hodge theorem. For a detailed and comprehensive
treatment of these topics refer to [27], [37], [39] or [47].
Let us continue in the general setting where M is an oriented Riemannian manifold
of dimension m. Consider the associated de Rham complex of M
0 // Ω0c(M)
d0 // Ω1c(M)
d1 // · · · dm−1 // Ωmc (M) // 0.
This elliptic complex admits ideal boundary conditions, i.e. consistent closed extensions
of each dr : Ω
r
c(M) −→ Ωr+1c (M), such that it becomes a Hilbert complex ([27, Lemma
3.1]). There are two particularly important choices: the minimal extension and the
maximal extension of the exterior derivative (see Section 1.2.1), i.e
0 // Dom(d0,min)
d0,min // Dom(d1,min)
d1,min // · · ·dm−1,min// Dom(dm,min) // 0.
and
0 // Dom(d0,max)
d0,max // Dom(d1,max)
d1,max // · · ·dm−1,max// Dom(dm,max) // 0. (2.19)
These are also known as the relative and absolute boundary conditions respectively. In
the case where dr,min = dr,max for all 0 ≤ r ≤ m we say that the case of uniqueness or
L2-Stokes theorem holds for M .
Remark 2.18. From Lemma 1.24 it follows that if M is compact then the L2-Stokes
theorem holds for M . Moreover, Gaffney proved in [43] that this is also true for M
complete.
The cohomology groups of the complex (2.19), denoted by H∗(2)(M), are called the
L2-cohomology groups of the Riemannian manifold M . Since the de Rham complex is
elliptic, the cohomology of the complex (2.19) is isomorphic to the cohomology of the
complex of smooth L2-forms ([27, Theorem 3.5]),
0 // Ω0(2)(M)
d0 // Ω1(2)(M)
d1 // · · · dm−1 // Ωm(2)(M) // 0,
where Ωr(2)(M) := {ω ∈ Ωr(M) ∩ L2(∧T ∗M) | drω ∈ L2(∧T ∗M)}. That is,
Hr(2)(M)
∼= {ω ∈ Ω
r(M) ∩ L2(∧T ∗M) | drω = 0}
{dr−1ω | ω ∈ Ωr−1(M) ∩ L2(∧T ∗M), dr−1ω ∈ Ωr(M) ∩ L2(∧T ∗M)} .
In view of this result one defines the space of L2-harmonic forms as
H∗(2)(M) := {ω ∈ Ω∗(M) ∩ L2(∧T ∗M) | dω = 0, d†ω = 0}.
When the natural inclusion H(2)(M) −→ H∗(2)(M) is an isomorphism we say that the
strong Hodge theorem holds. Let us analyze under which conditions this is the case.
To begin with, consider the weak Hodge orthogonal decomposition of [27, Lemma 2.1]
induced by the maximal extension,
L2(∧rT ∗M) = Ĥr(M)⊕ ran(dr−1,max)⊕ ran(d∗r,max). (2.20)
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Here Ĥr(M) := ker(dr,max) ∩ ker(d∗r−1,max). From this decomposition and the definition
of the L2-cohomology groups we see
Hr(2)(M) = Ĥr(M)⊕
(
ran(dr−1,max)
ran(dr−1,max)
)
.
In particular, Hr(2)(M)
∼= Ĥr(M) if, and only if, dr−1,max has closed image; which is the
case if, for example, Hr(2)(M) is finite dimensional. This follows from the restriction
dim
(
ran(dr−1,max)
ran(dr−1,max)
)
= 0 or ∞,
by the closed graph theorem ([54, Lemma 19.1.1]).
Now we want to understand the relation between H∗(2)(M) and Ĥ∗(M). On the one
hand we have the inclusion
ker(dmax) ∩ ker(d†max) ⊆ ker(d+ d†)max,
and on the other ker(d+ d†)max ⊂ Ω(M) by elliptic regularity. This shows
H∗(2)(M) = ker(dmax) ∩ ker(d†max) = ker(dmax) ∩ ker((dmin)∗). (2.21)
Summarizing we have the following result.
Proposition 2.19 ([35]). If the L2-cohomology of M has finite dimension and the L2-
Stokes theorem holds then the strong Hodge theorem holds, i.e the L2-cohomology of M
is isomorphic to the space of L2-harmonic forms.
Remark 2.20. When M is closed all the conditions of Proposition 2.19 are satisfied
and we obtain the usual Hodge theorem.
Remark 2.21. The L2-Stokes theorem condition as well as the L2-cohomology groups
are not topological invariants. They depend on the quasi-isometry class of the Rieman-
nian metric. Two metrics g and g′ are quasi-isometric if there exists a constant C > 0
such that C−1g ≤ g′ ≤ Cg.
The following result will be used in later chapters.
Proposition 2.22 ([27, Lemma 2.3]). If the Hodge-de Rham operator D = d + d† is
essentially self-adjoint, then the L2-Stokes theorem holds.
Let us now describe how the Hodge star operator behaves under the maximal and
minimal extensions. First of all note that this operator induces a unitary map
∗ : L2(∧rT ∗M) −→ L2(∧m−rT ∗M).
It is not hard to see that
∗Dom(dr,min/max) ⊆ Dom(d†m−r,min/max)
and
d†r,min/max = (−1)m(r+1)+1 ∗ dm−r,min/max ∗ .
Example 2.23. Let ω ∈ Dom(dr,min), then there exists a sequence (ωn)n ⊂ Ωrc(M) such
that ωn −→ ω and drω −→ dr,minω. Since ∗ is unitary we see that ∗ωn −→ ∗ω. On the
other hand
d†m−r ∗ ωn = ± ∗ drωn −→ ± ∗ dr,minω,
again since ∗ is unitary. Hence verify that ∗Dom(dr,min) ⊆ Dom(d†m−r,min).
23
From the relations above we get
∗ : ker(dmax/min) ∩ ker((dmax/min)∗) −→ ker(dmin/max) ∩ ker((dmin/max)∗).
This observation and (2.21) imply the following result.
Proposition 2.24 ([27, Lemma 3.7]). Let M be an oriented Riemannian manifold. If
the L2-Stokes theorem holds then the Hodge star operator induces an isomorphism
∗ : Hr(2)(M) −→ Hm−r(2) (M).
For m = 4k we define the L2-signature of M , denoted by σ(2)(M), as the signature
of the quadratic form
H2k(2)(M)×H2k(2)(M) // C
(ω, ω′)  //
∫
M
ω ∧ ω′.
In view of the signature theorem for closed manifolds, one can wonder whether the L2-
signature can be computed as an index. This is not always the case. Nevertheless, under
certain conditions one can obtain such an index theorem. Since the L2-cohomology
groups are defined using the complex (2.19) a natural candidate to consider would
be the operator Dmax := dmax + (dmax)
∗ with domain of definition Dom(Dmax) :=
Dom(dmax) ∩Dom((dmax)∗). Since this operator is induced from a Hilbert complex it is
automatically is self-adjoint ([27, pg 92]). Suppose that the L2-Stokes theorem holds,
then from the discussion above we see that ∗Dom(Dmax) ⊂ Dom(Dmax) and therefore
?Dom(Dmax) ⊂ Dom(Dmax), where ? is the chirality operator of M . This allow us to
define
D+max :=
1
2
(1− ?)Dmax 1
2
(1 + ?). (2.22)
Theorem 2.25 ([27, Lemma 3.2]). Let M be an oriented Riemannian manifold of
dimension 4k. If the L2-cohomology of M has finite dimension and the L2-Stokes theorem
holds then σ(2)(M) = ind(D
+
max).
Proof. Since dmax = dmin then the operator
D := Dmax = dmax + (dmax)
∗ = dmin + d
†
min,
is defined on
Dom(D) := Dom(dmax) ∩Dom((dmax)∗) = Dom(dmin) ∩Dom(d†min).
Assume ω ∈ kerD, then there exist sequences (ωn)n, (αl)l ⊂ Ωc(M) such that
ωn −→ ω, αl −→ ω,
dωn −→ dminω, d†αl −→ d†minω,
and dminω + d
†
minω = 0. Thus, by continuity of the L
2-inner product
(dminω, d
†
minω)L2(∧T ∗M) = limn→∞ liml→∞
(dωn, d
†αl)L2(∧T ∗M)
= lim
n→∞ liml→∞
(d2ωn, αl)L2(∧T ∗M)
=0.
Hence, kerD = ker(dmin) ∩ ker(d†min). Now, from Proposition 2.19 we conclude that
kerD = H∗(2)(M) = Hr(2)(M). One can prove that the image of D is closed as in the
proof of [27, Theorem 2.4]. The index relation follows directly from Proposition 2.24.
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2.3 Exterior derivative of a Riemannian submersion
This section collects some geometric constructions in the setting of Riemannian fiber
bundles. We describe how the exterior derivative on a total space of a fibration can be
decomposed into a “vertical” and a “horizontal” part. This decomposition will often be
used during the next chapters. Then we recall the structure equations of satisfied by
the connection and the curvature forms of the Levi-Civita connection of a submersion
metric. The aim of this section is to fix some notation and state some results without
proofs. A detailed treatment can be found in [13] and [21].
2.3.1 Decomposition of the exterior derivative
Let pi : N −→ B be a fiber bundle with fiber Y and set v := dimY and h := dimB.
Define the vertical tangent bundle as the collection of subspaces
TVNx := {v ∈ TxN : dpi|x(v) = 0 ∈ Tpi(x)B} ⊂ TxN, for x ∈ B.
Let us assume we are given a connection, i.e an horizontal subbundle THN ⊂ TN such
that TN = THN ⊕TVN and which we can identify THN ∼= pi∗TB. This splitting of TM
induces a splitting of the exterior bundle
∧T ∗N = ∧T ∗HN ⊗ ∧T ∗VN =
⊕
p,q
∧pT ∗HN ⊗ ∧qT ∗VN =:
⊕
p,q
∧p,qT ∗N.
We denote the space of differential (p, q)-forms by Ωp,q(N) := C∞(N,∧p,qT ∗N). With
respect to this decomposition we define the operators which count the horizontal and
vertical degree by
hd|∧p,qT ∗N := p and vd|∧p,qT ∗N := q.
Similarly, let εH := (−1)hd and εV := (−1)vd be the horizontal and vertical Gauß-Bonnet
involution respectively, i.e
εH |∧p,qT ∗N := (−1)p and εV |∧p,qT ∗N := (−1)q.
Let dN : Ω
r(N) −→ Ωr+1(N) be the exterior derivative operator of N . It is proven
in [13, Section 10.1], [27, Proposition 3.4] and [25, Lemma 2.1] that we can decompose
dN as the sum
dN = d
(1)
N,H + d
(2)
N,H + dN,V , (2.23)
where
d
(1)
N,H : Ω
p,q(N) −→ Ωp+1,q(N),
d
(2)
N,H : Ω
p,q(N) −→ Ωp+2,q−1(N),
dN,V : Ω
p,q(N) −→ Ωp,q+1(N).
Here we list some properties of these operators:
• dN,V is given explicitly by dN,V (pi∗ω1 ⊗ ω2) := εH(pi∗ω1) ⊗ dY ω2, where dY is the
exterior derivative on the fiber. Thus, dN,V is a first order vertical differential
operator.
• d(1)N,H is a first order horizontal operator.
• d(2)N,H is a bounded operator involving the curvature of the fibration.
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Using the equation d2N = 0 we obtain the following relations ([21, Equations (3.12)]),
(d
(2)
N,H)
2 =0.
dN,V d
(1)
N,H + d
(1)
N,HdN,V =0,
(d
(1)
N,H)
2 + dN,V d
(2)
N,H + d
(2)
N,HdN,V =0,
d
(1)
N,Hd
(2)
N,H + d
(2)
N,Hd
(1)
N,H =0,
(dN,V )
2 =0.
Remark 2.26. Let us consider the vertical cohomology bundle H ∗(Y ) −→ B defined
by the vertical differential dN,V , i.e. it is the bundle of de Rham cohomology groups of
the fibers. This collection of spaces is indeed locally trivial by the results of [13, Section
9.2]. Moreover, from the first two relations above it follows that d
(1)
N,H induces a flat
connection on this bundle ([2, pg. 12]).
2.3.2 The Levi-Civita connection
Let us equip the vertical tangent bundle TVN with a Riemannian metric g
TV N and the
horizontal bundle THN with a metric g
THN by pulling up with pi a metric gTB from
the base. With these two metrics we can construct a submersion metric on TN by
setting gTN := gTHN ⊕ gTV N and denote by ∇ its associated Levi-Civita connection .
Consider now a local oriented orthonormal basis of TN of the form {ei}vi=1 ∪ {fα}hα=1
where ei ∈ TVN and fα ∈ THN ∼= TB. Let {ei}vi=1 ∪{fα}hα=1 denote its associated dual
basis. With respect to this local frame we construct the associated connection 1-form ω
of the Levi-Civita connection ∇, whose components are defined by the relations
∇ej =: ωij ⊗ ei + ωαj ⊗ fα and ∇fα =: ωiα ⊗ ei + ωαβ ⊗ fβ , (2.24)
where the sum over repeated indices is understood. Since the Levi-Civita connection
preserves the metric then ω is anti-symmetric, i.e. ωIJ = −ωJI , where I, J denote vertical
(latin) or horizontal (greek) indices. On the other hand since the Levi-Civita connection
is torsion free then it satisfies the structure equations
dei + ωij ∧ ej + ωiα ∧ fα = 0, (2.25)
dfα + ωαj ∧ ej + ωαβ ∧ fβ = 0.
We can express each component of ω in terms of the basis elements, for example
ωαj = ω
α
jke
k + ωαjβf
β ∈ Ω1(N),
where ωαjk and ω
α
jβ are smooth (local) functions on N . These components are computed
as follows: First we see from (2.24),
∇ekej = ωij(ek)⊗ ei + ωαj (ek)⊗ fα.
Then to pick up the desired component we just contract with the metric ωαjk =
〈∇ekej , fα〉.
ωαjk = 〈∇ekej , fα〉.
Lemma 2.27 ([21, Equations (3.21)]). The components of ω satisfy
1. ωαjk = ω
α
kj.
2. ωαjβ = ω
α
kβ.
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Proof. For the first identity we just using the relation above
ωαjk − ωαkj =〈∇ekej , fα〉 − 〈∇ejek, fα〉
=〈∇ekej −∇ejek, fα〉
=〈[ek, ej ], fα〉
=0,
since [ek, ej ] is a vertical vector field. Similarly we verify ω
α
jβ − ωαβj = 〈[ek, fβ ], fα〉 = 0,
since [fβ , ej ] is also vertical.
The associated associated curvature 2-form Ω of ∇ has components ([63, Theorem
5.21])
Ωij =dω
i
j + ω
i
k ∧ ωkj + ωiα ∧ ωαj ,
Ωiα =dω
i
α + ω
i
k ∧ ωkα + ωiβ ∧ ωβα, (2.26)
Ωαβ =dω
α
β + ω
α
k ∧ ωkβ + ωαγ ∧ ωγβ .
These components also satisfy the relations ΩIJ = −ΩJI .
2.4 Adiabatic limit of the eta invariant of the signature operator
In this section we are going to describe Dai’s formula for the adiabatic limit of the eta
invariant derived in [38]. The original motivation for such a formula goes back to Witten
in his study of certain types of anomalies ([74]). The adiabatic formula was studied
in the particular case when the base space had dimension one. Rigorous treatments
of Witten’s ideas were developed further in [19], [20]. A remarkable generalization for
general compact base manifolds was developed by Bismut and Cheeger in [15]. One of
the main ingredients of their adiabatic limit formula is the appearance of the η˜-form,a
differential form on the base space. Here are two important features of η˜:
1. It arises as the transgression form on Bismut’s family index theorem ([13, Section
10.5]).
2. It can be seen as a higher dimensional analogue of the eta invariant in view of the
family index theorem for manifolds with boundary of Bismut and Cheeger ([16],
[17]).
In the fundamental paper [15] Bismut and Cheeger studied in detail the case when the
Dirac operators along the fibers are invertible. Note that this is not necessary the case
for the vertical signature operator since its kernel, by Hodge theory, is given by the
cohomology of the fiber. In Dai’s Ph.D. thesis he studied the case when the dimension
of the kernel of the vertical Dirac operators is locally constant ([38]). He found for
the adiabatic limit formula of the eta invariant of the signature operator a new term
arising from the Leray spectral sequence of the fibration, the so-called τ -invariant. The
aim of this section is to understand the meaning of the terms involved in Dai’s result.
Nevertheless, we are not going to dive into the details of the derivation of the formula.
Instead, we will focus in some particular situations in which we have vanishing results
for the η˜-form and the τ -invariant. These results will be essential for next chapter.
2.4.1 Description of the adiabatic limit formula for the signature operator
Let us consider a fibration of closed manifolds N −→ B with typical fiber Y and such
that the dimension of the total space N is 4k − 1 . We will be mainly interested in the
case where fiber Y has even dimension dim Y = 2N , which implies that the dimension
of the base space is dimB = 4k − 2N − 1 is odd. We further assume the fibration
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is oriented, meaning that TB and TVN are both oriented. As before consider the
submersion metric gTN = gTHN ⊕ gTV N on TN such that gTHN comes from a metric
gTB on TB. For a parameter r > 0 define a new metric by
gTN (r) := (r−2gTHM )⊕ gTVM .
Let Ar denote the odd signature operator (2.13) of N with respect to the metric g
TN (r).
In various applications one is interested in the behavior, as the parameter r goes to
zero, of η(Ar) := ηAr(0). This limit is called the adiabatic limit of the eta invariant. In
[38] Dai found an expression of this limit in terms of several geometric and topological
quantities which we now describe (see [38, Section 4.1])
• Let L(TB, gTB) be the L-polynomial of the Levi-Civita connection of gTB.
• Let AB denote the odd signature operator of B with respect to the metric gTB.
• Let DY denote the family of Hodge-de Rham operators along the fibers and let
kerDY denote its corresponding index bundle. Note that kerDY =H
∗(Y ) admits
a flat connection (see Remark 2.26).
• Let η˜ be the eta-form introduced in [15] by Bismut and Cheeger. This is an odd
differential form on B since the dimension of the fiber Y is even. It is constructed
using the Bismut super connection ([13, Section 10.5], [15], [38, Section 1.1]).
• Let τ be Dai’s invariant coming from the Leray’s spectral sequence of the fibration
(which will be explained in detail below).
Theorem 2.28 ([38, Theorem 0.3]). Suppose that the fibration N −→ B with typical
fiber Y is oriented, then
lim
r→0
η(Ar) = 2
∫
B
L(TB, gTB) ∧ η˜ + η(AB ⊗ kerDY ) + 2τ,
where η(AB ⊗ kerDY ) is the eta invariant of the odd signature operator AB of B twisted
by the bundle of vertical harmonic forms kerDY .
Remark 2.29. The theorem above also holds when the dimension of the fiber is odd.
2.4.2 Definition of the η˜-form
We will comment very briefly the definition of the form η˜ for the case of even dimensional
fibers. Let Bt be the Bismut super-connection associated to the fibration N −→ B and
the odd signature operator on N introduced in [14]. The η˜-form is defined, up to
constants, by
η˜ :=
∫ ∞
0
trs
(
dBt
dt
e−Bt
2
)
dt ∈ Ωodd(B), (2.27)
where trs denotes the super-trace in the Clifford algebra ([13, Section 1.5]). It is not
straightforward to verify that this integral is is well defined. In general, this is not true
for an arbitrary super-connection.
2.4.3 Definition of the τ-invariant
Now we are going to illustrate the construction of the invariant τ appearing in the
adiabatic limit formula of Theorem 2.28. To begin, we recall the properties of the Leray
spectral sequence of a fibration.
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Theorem 2.30 (Leray, [23, Theorem 14.18]). Given a fiber bundle N −→ B with fiber
Y over a manifold B and a good cover U on B there is a spectral sequence {(Ep,qr , dr)},
with
Esr :=
⊕
p+q=s
Ep,qr and Er :=
⊕
s≥1
Esr ,
which converges to the cohomology of the total space H∗(N) and has E2-term
Ep,q2 = H
p(U,H q),
where H q is the locally constant presheaf H q(U) := Hq(pi−1U) for U ∈ U.
In addition, this spectral sequence has a multiplicative structure ([50, Chapter 1.2]):
It is equipped with a bilinear product Ep,qr × Es,tr −→ Ep+s,q+tr such that for each r ≥ 1
the differential
dr : E
p,q
r −→ Ep+r,q−r+1r
acts as a derivation, i.e. dr(ab) = (dra)b + (−1)p+qa(drb) for a ∈ Ep,qr . Moreover, since
Ep,qr+1 = ker(dr)/ran(dr) at E
p,q
r the product structure on E
p,q
r+1 is induced by the product
structure on Ep,qr . This multiplicative structure satisfies the relation
ab = (−1)(p+q)(s+t)ba, for a ∈ Ep,qr and b ∈ Es,tr . (2.28)
Now let us see how these results allow us to define the invariant τ . Assume that the
fiber bundle N −→ B is oriented, then the orientation of TVN induces a trivalization of
the top-degree flat line bundle H v(Y ) (Remark 2.26). Here we again use the previous
notation v := dimY and h := dimB. Together with the orientation of B we obtain an
identification
Eh,v2 = H
h(B,H v(Y )) ∼= Hh(B) ∼= R.
In particular, the multiplicative structure gives a Poincare´ pairing
Ep,qr × Eh−p,v−qr −→ Eh,vr ∼= R.
Denote by ξ2 ∈ Eh+v2 the generator induced by the orientations of B and TVN .
By Theorem 2.30 we know that Em∞ = Hh+v(N) ∼= R so dim(Eh+v∞ ) = 1, which im-
plies dim(Eh+vr ) = 1 for all r ≥ 2. Let us denote by ξr ∈ Emr the generator induced by ξ2.
We now consider, for each r, a the bilinear pairing induced from the multiplicative
structure described above. Define
τr : Er × Er // R
(a, b)  // 〈a(drb), ξr〉.
More concretely let a ∈ Ep,qr and b ∈ Es,tr such that
s =h− p− r,
t =v − q + r − 1,
then drb ∈ Eh−p,v−q and so a(drb) ∈ Eh,vr . Thus a(drb) must be a multiple of ξr, we
define 〈a, drb〉 ∈ R to be such a multiple. This bilinear pairing satisfies
τr(a, b) = (−1)(p+q+1)(s+t+1)τr(b, a),
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for a ∈ Ep,qr and b ∈ Es,tr . To see this observe from the derivation property of dr and
(2.28),
a(drb) =dr(ab) + (−1)p+q+1(dra)b
=dr(ab) + (−1)p+q+1(−1)(p+q+1)(s+t)b(dra)
=dr(ab) + (−1)(p+q+1)(s+t+1)b(dra).
Finally note that the term dr(ab) is zero in cohomology. In particular, if h+ v = 4k− 1,
the map τr : E
2k−1
r × E2m−1r −→ R is symmetric so it has a well-defined signature
σ(τr). Define the τ invariant associated to the fibration N −→ B as the sum of these
signatures,
τ :=
∑
r≥2
σ(τr). (2.29)
Example 2.31 (Projectivization bundle). Let E−→B be a complex vector bundle of
rank N+1 and let P (E) −→ B be its associated projectivization bundle. It can be shown
that there exists a cohomology class c ∈ H2(P (E)) such that 1, c, · · · , cN are global
classes on P (E) whose restrictions to the fiber P (Ex) freely generate the cohomology of
the fiber over x ∈ B ([23, pg. 270]). This implies the E2-term of the spectral sequence
of Theorem 2.30 associated to the fibration P (E) −→ B is Ep,q2 = Hp(B) ⊗Hq(CPN ).
Since each term of E2 is already global, it can be seen from the proof of Theorem 2.30
that the differentials d2 = d3 = · · · = 0 and therefore E2 = E∞. In particular, the τ
invariant of pi : P (E) −→ B is zero.
2.5 Equivariant methods
The aim of this last section of the chapter is to gather some results concerning fibrations
with compact structure group. These results will be used in the next chapter. For a
detailed treatment on the subject we refer, for example, to [13], [21, Chapte IV] and
[41].
2.5.1 Equivariant Chern-Weil homomorphism
Let G be a Lie group with associated Lie algebra g and let Y be an oriented G-manifold.
Denote by C[g] the algebra of complex valued polynomial functions on g. An element
g ∈ G acts on α ∈ C[g]⊗ Ω(Y ) as
(gα)(X) := g(α(g−1X)) , for X ∈ g.
Here G acts on g via the adjoint representation. We denote by (C[g]⊗Ω(Y ))G the space
of equivariant differential forms, i.e. forms which are invariant under this G-action. We
can define a Z-grading on the space C[g]⊗ Ω(Y ) by setting
deg(f ⊗ β) := 2 deg(f) + deg(β),
where f ∈ C[g] and β ∈ Ω(Y ). The equivariant exterior differential dg on C[g] ⊗ Ω(M)
is defined by the relation
dg(f ⊗ β)(X) := d(f(X)β)− ιX(f(X)β)).
It is easy to see that dg increases the total degree by one and when restricted to
(C[g]⊗ Ω(Y ))G it satisfies d2g = 0.
In addition let P −→ B be a G-principal bundle with connection form ω ∈ Ω1(P, g)G
and curvature form Ω = dω + ω ∧ ω ∈ Ω2(P, g)G. We can construct the associated
bundle N := P ×G Y over B with typical fiber Y which has an induced connection
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induced from ω ([13, Proposition 1.6]). Recall that this bundle is defined as a quotient
of a G free action on P × Y (Section 1.1.1). Let f ⊗ β ∈ (C[g] ⊗ Ω(Y ))G, then by
Proposition 1.18 we can regard f(Ω)⊗ β ∈ Ωbas(P × Y ) ∼= Ω(N). With this observation
in mind we can make sense of the following fundamental result.
Theorem 2.32 (Chern-Weil, [13, Theorem 7.33]). Let G be a Lie group, P −→ B
be a principal bundle with structure group G and connection form ω and let Y be a
G-manifold. Then the Chern-Weil homomorphism
φω : (C[g]⊗ Ω(Y ))G, dg) // (Ω(N), dN ) ,
defined by φω(f ⊗β) := f(Ω)⊗β is a homomorphism of differential graded Lie algebras.
Corollary 2.33 ([13, Proposition 7.35])). Due the functoriality of the Chern-Weil homo-
morphism, if Y is compact and oriented then we have the following commutative diagram
(C[g]⊗ Ω(Y ))G

φω // Ω(N)

C[g]G φω // Ω(B),
(2.30)
where the left vertical arrow is integration over Y and the right vertical arrow is integra-
tion along the fibers of N −→ B ([23, Chapter 1.6]).
2.5.2 Vanishing of the η˜-form
Let us continue in the setting described above where N = P ×G Y −→ B is a bundle
associated to a principal G-bundle P −→ B with connection. Let us further assume
that the Lie group G is compact. Equip the N with a submersion metric gTHN ⊕ gTV N
as described in Section 2.3. Since G is compact we can assume without loss of generality
that it preserves the vertical metric. It was proven in [51] that in this case the fibers
of N are totally geodesic, i.e. the mean curvature 1-form of the Riemannian fibration
vanishes ([13, Section 10.1]). In particular, the Bismut super-connection Bt simplifies
and its derivative with respect to t, as well as its square, can be written conveniently
so that the argument of the super-trace (2.27) has coefficients only in the odd part of
the Clifford algebra ([13, Sections 9.4, 10.7][45, Section 1.c]). As a result, the form η˜
vanishes as the supertrace of the integrand is zero.
Proposition 2.34 ([45, Remark 1.15]). Let N −→ B be a fibration with compact struc-
ture group G such that dimN = 4k − 1. If we equip N with a submersion metric
gTHN ⊕gTV N such that gTV N is preserved by G, then the η˜-form of Theorem 2.28 is zero.
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3 Lott’s S1-equivariant signature formula
In this chapter we study the definition and some fundamental properties of the equiv-
ariant S1-signature. In particular we provide a detailed proof of Lott’s formula (1) for
semi-free S1-actions, presented in [61], using the tools described in Chapter 2.
3.1 Basics and definitions
Let M be an 4k + 1 dimensional Riemannian, closed, oriented manifold on which S1
acts by orientation-preserving isometries. Let us denote by V the generating vector field
of the action discussed in Remark 1.17.
Lemma 3.1. Let ∇ be the Levi-Civita connection associated to the Riemannian metric
on M . The generating vector field V satisfies the relation
〈∇Y V,Z〉+ 〈Y,∇ZV 〉 = 0,
for all Y,Z ∈ C∞(M,TM).
Proof. As the S1-action is isometric then the Lie derivative of the metric LV 〈·, ·〉
vanishes. We compute this Lie derivative explicitly for Y,Z ∈ C∞(TM),
(LV 〈·, ·〉)(Y,Z) =V 〈Y,Z〉 − 〈[V, Y ], Z〉 − 〈Y, [V,Z]〉
=〈∇V Y − [V, Y ], Z〉+ 〈Y,∇V Z − [V,Z]〉
=〈∇Y V,Z〉+ 〈Y,∇ZV 〉.
Here we have used that ∇ is metric and torsion-free.
Let ı : MS
1 −→ M be the inclusion of the fixed point set. We can define two
sub-complexes of the de Rham complex of M (see (1.13)),
Ωbas(M) :={ω ∈ Ω(M) | LV ω = 0 and ιV ω = 0},
Ωbas(M,M
S1) :={ω ∈ Ω(M)bas | ı∗ω = 0}.
Denote by H∗bas(M) and H
∗
bas(M,M
S1) their respective cohomology groups. It can be
shown that there exist isomorphisms ([61, Proposition 1])
H∗bas(M,M
S1) ∼= H∗bas,c(M −MS
1
) ∼= H∗(M/S1,MS1 ;R), (3.1)
where the subscript c denotes cohomology with compact support. These cohomology
groups are all S1-homotopy invariant ([61, Proposition 2]).
3.1.1 Definition of the S1-equivariant signature
Using the musical isomorphim (2.1) we define the 1-form α on M −MS1 by
α :=
V [
‖V ‖2 ,
so that α(V ) = 1. Note that as ‖V ‖ 6= 0 on M −MS1 then α is well defined.
Lemma 3.2 ([61, Proposition 3]). The 2-form dα is basic.
Proof. First we show that LV α = 0. Indeed, since the action preserves the metric then
LV α =
1
‖V ‖2LV V
[.
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Let ∇ denote the Levi-Civita connection on M , then we compute for a vector field
Z ∈ C∞(M,TM),
(LV V
[)(Z) =V (〈V,Z〉)− 〈V, [V,Z]〉
=(〈∇V V,Z〉+ 〈V,∇V Z〉)− (〈V,∇V Z〉+ 〈V,∇ZV 〉)
=〈∇V V,Z〉+ 〈V,∇ZV 〉
=0.
For the second equality we have used that the Levi-Civita connection preserves the
metric and that is torsion free. The last equality follows by Lemma 3.1. Hence,
LV dα = d(LV α) = 0, which shows that dα is S
1-invariant. On the other hand using
Cartan’s equation (1.12) we calculate ιV dα = LV α− dιV α = −d(α(V )) = 0.
Form the proof of the lemma above we obtain the following fact.
Corollary 3.3. The form α satisfies LV α = 0, that is, α is S
1-invariant.
Proposition 3.4 ([61, Proposition 4]). If ω ∈ Ω4k−1bas,c (M −MS
1
) then∫
M
α ∧ dω = 0.
Proof. On the one hand, we use Stoke’s theorem∫
M
α ∧ dω = −
∫
∂M
α ∧ ω +
∫
M
dα ∧ ω.
The first integral is zero because ∂M = ∅. On the other hand since dα and ω are basic
forms then so is dα ∧ ω. Observe however that every top degree basic form must be
zero.
Definition 3.5 ([61, Definition 2]). We define the S1-fundamental class of M to be
the linear map
H4kbas,c(M −MS
1
) // R
ω  //
∫
M
α ∧ ω.
Note from Proposition 3.4 that the S1-fundamental class of M is a well-defined map
in cohomology.
Proposition 3.6 ([61, Proposition 5]). The S1-fundamental class of M is independent
of the Riemannian metric.
Proof. Let α1 and α2 be two 1-forms constructed from two Riemannian metrics on M .
Since α1 − α2 is a basic 1-form it follows, as before, that∫
M
(α1 − α1) ∧ ω = 0, for all ω ∈ Ω4kbas,c(M −MS
1
).
Definition 3.7 ([61, Definition 4]). We define the equivariant S1-signature σS1(M) of
M with respect to the S1-action as the signature of the symmetric quadratic form
H2kbas,c(M −MS
1
)×H2kbas,c(M −MS
1
) // R
(ω, ω′)  //
∫
M
α ∧ ω ∧ ω′.
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Observe that this intersection form is well defined: Let ω ∈ Ω2k−1bas,c (M −MS
1
) and
ω′ ∈ Ω2kbas,c(M −MS
1
) be forms such that dω′ = 0, then by Proposition 3.4∫
M
α ∧ dω ∧ ω′ =
∫
M
α ∧ d(ω ∧ ω′) = 0.
Proposition 3.8 ([61, Proposition 6]). If f : M −→ N is a orientation-preserving
S1-homotopy equivalence then σS1(M) = σS1(N).
Proof. Let αN be the 1-form defined by a metric on N . For ω ∈ Ω4kbas,c(N − NS
1
) we
have ∫
N
αN ∧ ω =
∫
M
f∗αN ∧ f∗ω.
If αM is the 1-form defined by the metric of M we claim that f
∗αN − αM is a basic
1-form on M . This is easy to see since LVM (f
∗αN − αM ) = f∗(LVNαN ) = 0 and on the
other hand ιXM (f
∗αN − αM ) = f∗(ιXNαN )− ιXMαM = 1− 1 = 0. Therefore∫
M
(f∗αN − αM ) ∧ f∗ω = 0.
This shows that ∫
N
αN ∧ ω =
∫
M
αM ∧ f∗ω,
i.e. the S1-fundamental class of M pushes forward to the S1-fundamental class of N
and the result follows.
3.1.2 S1-signature for semi-free actions
Let us now assume that the action is semi-free (Definition 1.1) and let M0 := M −MS1
be the principal orbit where the action is free (Proposition 1.7). We equip the manifold
M0/S
1 with the quotient metric gT (M0/S
1) as in Section 1.1.1. As we will see below, in
this case the dimension of the fixed point set MS
1
must be odd, so we can consider its
associated odd signature operator (2.13) and the corresponding eta invariant which we
denote by η(MS
1
). One of the most important results in [61] is the following index-type
formula for the equivariant S1-signature.
Theorem 3.9 ([61, Theorem 4]). Suppose S1 acts effectively and semifreely on M , then
σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
+ η(MS
1
).
Remark 3.10. It is important to emphasize that part of the conclusion of Theorem 3.9
it the convergence of the integral of the L-polynomial over the open manifold M0/S
1.
The following result establishes an analogous property as for the signature for closed
manifolds (Proposition 2.8).
Corollary 3.11 ([61, Proposition 7]). Let W be a semifree S1-cobordism between M1
and M2. Then, σS1(W ) = σS1(M1)− σS1(M2).
Now we study two examples where we see that the S1-signature coincides with the
notions of signature discussed in Section 2.1.
Example 3.12 (Spinning a closed manifold). Let X be closed oriented Riemannian
manifold of dimension 4k. Let us consider the product space M := X × S1 equipped
with the product metric and on which S1 acts by multiplication on the second factor. It
is straightforward to see that the action is free and σS1(M) = σ(X).
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Example 3.13 (Spinning a manifold with boundary ([61, pg. 628])). Let X be an
oriented compact manifold with boundary of dimension 4k. We construct from it a
closed manifold M of dimension 4k+1 as follows: Let D2 be the closed disk of dimension
2 and consider the product space D2 × X. Define M := ∂(D2 × X). An equivalent
construction is M = (D2 × ∂X) ∪S1×∂X (S1 ×X), where we glue using the appropriate
orientations (see Figure 3.1). The natural S1-action on M , induced by rotations on
D2, is semi-free and has as fixed point set MS
1
= −∂X. Hence, it follows that
H∗bas(M,M
S1) = H∗(X, ∂X;R) and σS1(M) = σ(X). Moreover, Theorem 3.9 reduces
to the APS signature theorem (Theorem 2.14).
•
•
•
•
•
•
X M MS
1
= −∂X
Figure 3.1: Schematic description of the process of spinning a manifold with boundary
X.
3.2 Proof of the signature formula
The aim of this section is to study in detail the proof of Theorem 3.9 given in [61,
Section 2.3]. In order to clarify the exposition we are going to divide the proof in several
steps.
Step 1: Local description
The first step of the proof is to understand the geometric model of a neighborhood
of a connected component F ⊆ MS1 of the fixed point set. The set F is a closed
submanifold of M and for each x ∈ F , by the Slice Theorem (Theorem 1.3), there
exists an S1-invariant open neighborhood Ox of x in M such that the S1-action in Ox
is equivalent to the action on the associated bundle S1 ×Gx TxM where Gx = S1.
Next we want to understand the induced action ρx : S
1 −→ Aut(TxM) of (1.1).
Note that since the action is orientation and metric preserving then we can regard it as
a representation ρx : S
1 −→ SO(TxM). This implies that for each g ∈ S1 we have the
following commutative diagram
TxM
ρx(g) //
expx

TxM
expx

M
g //M,
(3.2)
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x
HFx
V Fx
F
Figure 3.2: Local slice for a fixed point set x ∈ F .
where expx : TxM −→ M is the exponential map at x. Consider now the following two
subspaces of TxM ,
HFx := {v ∈ TxM | ρx(g)v = v , ∀g ∈ S1} and NFx := HF⊥x ,
called the horizontal and normal spaces respectively. Let v ∈ HFx, then by the
commutativity of the diagram (3.2) we have g expx(v) = exp(ρx(g)v) = expx(v) for all
g ∈ S1, thus expx(v) ∈ F . This shows that the restriction of the exponential map to
HFx is a local diffeomorphism into F since expx : TxM −→M is a local diffeomorphism
itself. Similarly it is easy to see that NFx is a S
1-invariant subspace of TxM and that
the action of ρx on NFx − {0} is free. Hence, we can decompose ρx(g), for each g ∈ S1,
as
ρx(g) :
HFx
⊕
NFx
 1 0
0 ρx(g)

//
HFx
⊕
NFx.
For two distinct points x, y ∈ F the representations ρx and ρy are equivalent. This
can be seen for example by considering the parallel transport along a curve joining x
and y ([59, pg. 263]). The family of subspaces {NFx | x ∈ F} form a vector bundle over
F called the normal bundle of F in M .
From representation theory we know that there is an orthogonal decomposition
NFx = NFx(pi)⊕
( ⊕
0<θ<pi
NFx(θ)
)
, (3.3)
where ρx(g)|NFx(pi) = −1 and NFx(θ) decomposes into 2-dimensional subspaces on
which ρx(g) acts as a rotation by an angle θ for some fixed g ∈ S1. Since the action is
orientation preserving then the dimension of NFx(pi) must be even and therefore the rank
of NF must also be even. We write this rank as rk(NF ) = 2(N+1) for some N ∈ N0. In
particular the dimension of F should be dimF = (4k+ 1)− 2(N + 1) = 4k− 2N − 1, i.e.
each connected component of the fixed point set is a odd dimensional closed submanifold
of M . We claim that since the action is free on NF − F (where F is regarded as the
image of the zero section) then the decomposition of (3.3) only contains one value of θ.
For example let us assume that the action is given for N = 0 by
eiθ −→
(
eiθ 0
0 eiµθ
)
,
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for some 0 < µ < 1. Then for θ = µ−1 the vector(
0
1
)
is fixed and therefore contradicts the fact that the action is free. Arguing by induction
the claim follows. We rephrase this in the following proposition.
Proposition 3.14 ([72, Lemma 2.2]). The normal bundle NF −→ F has naturally a
complex structure such that the induced action on NF is a scalar multiplication.
Let piD : D −→ F be the associated disc bundle of NF , i.e. is the fiber bundle
with fiber over x ∈ F given by Dx := {v ∈ NFx : ‖v‖ ≤ 1}. Then, by means of the
exponential map we see that D is S1-diffeomorphic to a neighborhood of F in M . If
we restrict the action to the associated sphere bundle piS : S −→ F , then Proposition
3.14 shows that the quotient space S/S1 becomes the total space of a Riemannian
fiber bundle piF : F −→ F whose fibers Y are copies of CPN . The quotient D/S1 is
homeomorphic to the mapping cylinder C(F) of the projection piF : F −→ F , see Figure
3.3.
CPN
F
r
0
1
Figure 3.3: Mapping cylinder of the CPN -fibration piF : F −→ F.
Step 2: Strategy of the proof
Having understood the local description close to the a singular stratum we explain now
the spirit of the proof. As a first approximation we will assume that a neighborhood of F
in M is actually S1-isometric to D. We will comment more about this assumption at the
end of the section. For r > 0, let Nr(F ) be the r-neighborhood of F in M/S
1. We claim
that for r small enough σS1(M) is the signature σ(M/S
1 −Nr(F )) of the manifold with
boundary M/S1 −Nr(F ). To see this let ω ∈ Ω4kbas,c(M0), then by Proposition 1.18 we
know that there exists ω¯ ∈ Ω4kc (M0/S1) with pi∗(ω¯) = ω and supp(ω¯) ⊂M0/S1 −Nr(F )
for r small enough. Since the action on M0 is free we can compute the S
1-fundamental
class of M using the Fubini theorem for Riemannian submersions ([12, Proposition
A.III.5]) ∫
M
α ∧ ω =
∫
M0/S1−Nr(F )
(∫
S1x
α(x)
)
ω¯,
where S1x denotes the orbit of x ∈ M . Observe that the integral over the orbit is a
constant function on M . To see this we just apply the exterior derivative and use [23,
Proposition 6.14.1], which states that this operation commutes with integration along
the fiber, i.e
d
(∫
S1x
α(x)
)
=
∫
S1x
dα(x) = 0,
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where the last equality holds by Lemma 3.2 since as the form dα is basic it is in
particular horizontal. Hence, we see that, for r sufficiently small,
σS1(M) = σ(M/S
1 −Nr(F )). (3.4)
Then, applying the Atiyah-Patodi-Singer signature theorem (Theorem 2.14) we get
σ(M/S1 −Nr(F )) =
∫
M/S1−Nr(F )
L
(
T (M/S1 −Nr(F )), gT (M/S1−Nr(F ))
)
(3.5)
+
∫
∂Nr(F )
TL(∂Nr(F )) + η(∂Nr(F )).
The sign difference of the last two terms of equation (3.5) with respect to Theorem 2.14
is because we give ∂Nr(F ) the orientation induced from Nr(F ). The main idea of Lott’s
proof is to study the behavior of the terms in (3.5) as r −→ 0.
Step 3: Computation of the curvature
In this step we are going deal with the first term of the right hand side of (3.5). Let
{ei}vi=1 ∪ {fα}hα=1, where v := 2N and h := 4k − 2N − 1, be a local orthonormal basis
for T ∗F with respect to the submersion metric
gTF = gTHF ⊕ gTV F ,
as in Section 2.3. Let ω be the connection 1-form of the Levi-Civita connection associated
to this basis. As we have seen before, the structure equations satisfied by ω are
dei + ωij ∧ ej + ωiα ∧ fα = 0,
dfα + ωαj ∧ ej + ωαβ ∧ fβ = 0.
Let Ω denote the curvature 2-form on F of the Levi-Civita connection defined by (2.26).
Our aim is to compute the analog quantities for the metric of C(F)
gTC(F) = dr2 ⊕ gTHF ⊕ r2gTV F , (3.6)
in terms of ω, Ω and r. Observe that we can construct a local orthonormal basis for
T ∗C(F) from the basis above as {dr} ∪ {êi}vi=1 ∪ {f̂α}hα=1 where
êi :=rei,
f̂α :=fα.
Denote by ω̂ the connection 1-form of the metric (3.6) with respect to this basis. The
structure equations defining the components of ω̂ are
ω̂ri ∧ êi + ω̂rα ∧ f̂α =0,
dêi + ω̂ij ∧ êj + ω̂jα ∧ f̂α + ω̂ir ∧ dr =0,
df̂α + ω̂αj ∧ êj + ω̂αβ ∧ f̂β + +ω̂αr ∧ dr =0.
Expanding the second equation, using the structure the equations for ω, we get
0 = dêi + ω̂ij ∧ êj + ω̂iα ∧ f̂α + ω̂ir ∧ dr
= dr ∧ ei + rdei + rω̂ij ∧ ej + ω̂iα ∧ fα + ω̂ir ∧ dr
= dr ∧ (ei − ω̂ir) + (rdei + rω̂ij ∧ ej + ω̂iα ∧ fα)
= dr ∧ (ei − ω̂ir) + r(−ωij + ω̂ij) ∧ ej + (−rωiα + ω̂iα) ∧ fα,
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so we conclude that ω̂ir = e
i, ω̂ij = ω
i
j and ω̂
j
α = rωiα. From the first equation we get
similarly
0 =ω̂ri ∧ êi + ω̂rα ∧ f̂α
=− ei ∧ (rei) + ω̂rα ∧ fα
=ω̂rαje
j ∧ fα + ω̂rαβfβ ∧ fα + ωrαrdr ∧ fα,
thus ω̂rα = 0. Finally, from the third structure equation,
0 = df̂α + ω̂αj ∧ êj + ω̂αβ ∧ f̂β
= dfα + r2ωαj ∧ ej + ω̂αβ ∧ fβ .
We now expand the 1-forms ωαj and ω̂
α
β in terms of the given basis
ωαj =ω
α
jke
k + ωαjβf
β ,
ω̂αβ =ω̂
α
βj ê
j + ω̂αβγ f̂
γ = rω̂αβje
j + ω̂αβγf
γ ,
and insert them in the expression above to get
0 = dfα + r2ωαjke
k ∧ ej + r2ωαjβfβ ∧ ej + rω̂αβjej ∧ fβ + ω̂αβγfγ ∧ fβ . (3.7)
Observe that Lemma 2.27(1) implies ωαjke
k ∧ ej = 0, thus by replacing the structure
equation dfα = −ωαj ∧ ej − ωαβ ∧ fβ in (3.7) we obtain
0 =(−ωαjβfβ ∧ ej − ωαβjej ∧ fβ − ωαβγfγ ∧ fβ)
+ (−r2ωαjβ + rω̂αβj)ej ∧ fβ + ω̂αβγfγ ∧ fβ
=(−r2ωαjβ + rω̂αβj)ej ∧ fβ + (−ωαβγ + ω̂αβγ)fγ ∧ fβ ,
where we have used Lemma 2.27(2). Altogether we conclude that
ω̂αβj =rω
α
jβ ,
ωαβγ =ω̂
α
βγ ,
i.e. ω̂αβ = ω
α
βγf
γ + r2ωαβje
j . Summarizing, the components of the connection 1-form ω̂
are
ω̂ij = ω
i
j ,
ω̂ir = e
i,
ω̂iα = rω
i
α, (3.8)
ω̂αβ = ω
α
βγf
γ + r2ωαβje
j ,
ω̂αr = 0.
Having computed the connection 1-form we now want to compute the curvature 2-form
Ω̂(r) using the equations
Ω̂IJ(r) = dω̂
I
J + ω̂
I
K ∧ ω̂KJ ,
where I, J,K ∈ {i, α, r}. We are mainly interested in computing Ω̂IJ(r) as r −→ 0.
• Ω̂ij component
Ω̂ij(r) =dω̂
i
j + ω̂
i
k ∧ ω̂kj + ω̂iα ∧ ω̂αj + ω̂ir ∧ ω̂rj
=dωij + ω
i
k ∧ ωkj + (rωiα) ∧ (rωαj )− ei ∧ ej .
Now we take the limit as r −→ 0
Ω̂ij := lim
r→0
Ω̂ij(r) = dω
i
j + ω
i
k ∧ ωkj − ei ∧ ej = (RTY )ij − ei ∧ ej ,
where RTY denotes the curvature in the vertical direction.
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• Ω̂ir component
Ω̂ir(r) = dω̂
i
r + ω̂
i
j ∧ ω̂jr
= dei + ωij ∧ ej
= −ωij ∧ ej − ωiα ∧ fα + ωij ∧ ej
= −ωiα ∧ fα.
Therefore Ω̂ir := lim
r→0
Ω̂ir(r) = −ω̂iα ∧ fα.
• Ω̂iα component
Ω̂iα(r) = dω̂
i
α + ω̂
i
j ∧ ω̂jα + ω̂iβ ∧ ω̂βα
= d(rωiα) + ω
i
j ∧ (rωjα) + (rωiβ) ∧ (r2ωβαjej + ωβαγfγ),
so Ω̂iα := lim
r→0
Ω̂iα(r) = dr ∧ ωiα.
• Ω̂αr component
Ω̂αr (r) = ω̂
α
i ∧ ω̂ir = rωαi ∧ ei so Ω̂αr := lim
r→0
Ω̂αr (r) = 0.
• Ω̂αβ component
Ω̂αβ(r) =dω̂
α
β + ω̂
α
i ∧ ω̂iβ + ω̂αγ ∧ ω̂γβ
=d(r2ωαβie
i + ωαβγf
γ) + ω̂αi ∧ (rωiβ)
+ (r2ωαγie
i + ωαγδf
δ) ∧ (r2ωγβjej + ωγβρfρ).
Hence
Ω̂αβ := lim
r→0
Ω̂αβ(r) = d(ω
α
βγτ
γ) + ωαγδf
δ ∧ ωγβρfρ = (RTF )αβ ,
where RTF denotes the curvature in the horizontal direction.
Thus, the components of the curvature 2-form as r −→ 0 are given by
Ω̂ij = (R
TY )ij − ei ∧ ej ,
Ω̂ir = −ωiα ∧ fα,
Ω̂iα = dr ∧ ωiα, (3.9)
Ω̂αβ = (R
TF )αβ ,
Ω̂αr = 0.
We can conclude that the limit
lim
r→0
∫
M/S1−Nr(F )
L
(
T (M/S1 −Nr(F )), gT (M/S1−Nr(F ))
)
,
is well defined.
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Step 4: Transgression term
In this step we are going to study the transgression term TL(Nr(F )) in (3.5).This
term measures how the metric close to ∂Nr(F ) fails to be a product. To begin with,
we recall the concrete definition of the transgression form ([64, Section 11.1]). Let
Pl : gl(N,C) −→ C be an invariant homogeneous polynomial of degree l. Given a
connection 1-form ω, with associated curvature form Ω, we can define the characteristic
class associated to Pl as the cohomology class [Pl(Ω)]. If we choose another connection
1-form ω′, with curvature Ω′, then by Chern-Weil theory we know that [Pl(Ω)] = [Pl(Ω′)]
in cohomology. Nevertheless, as differential forms Pl(Ω) and Pr(Ω
′) can differ by at
most an exact form, which we call a transgression form between ω and ω′. Despite
the fact that such a form is not unique, there is a concrete method to construct
one as follows: Set θ := ω′ − ω and consider for 0 ≤ t ≤ 1 the path ω(t) := ω + tθ
between ω and ω′, i.e for each fixed t the form ω(t) is a connection 1-form, ω(0) = ω
and ω(1) = ω′. The associated curvature form is computed again from the structure
equation Ω(t) = dω(t) + ω(t) ∧ ω(t). If pr is the associated polarization polynomial of
Pl ([64, pg. 375]) then one verifies that
Pl(Ω
′)− Pl(Ω) = d
[
l
∫ 1
0
pl(ω
′ − ω,Ω(t), · · · ,Ω(t))dt
]
,
thus a transgression form is then
TPl(ω
′, ω) = l
∫ 1
0
pl(ω
′ − ω,Ω(t), · · · ,Ω(t))dt. (3.10)
Now we want to use this construction for our particular case of interest where we want
to compute the limit of this form as r −→ 0. To do so we consider as above a path
of connections which interpolates between the Riemannian connection of C(F), pulled
back to ∂Nr(F ), and the Riemannian connection of a product metric, at least as r −→ 0.
For t ∈ [0, 1] set
ω̂ij(t) :=ω
i
j ,
ω̂ir(t) :=te
i,
ω̂αβ (t) :=ω
α
βγf
γ .
This path satisfies:
• At t = 0, the connection ω̂(0) is the connection of a product metric.
• At t = 1 we obtain
ω̂ij(1) :=ω
i
j ,
ω̂ir(1) :=e
i, (3.11)
ω̂αβ (1) :=ω
α
βγf
γ ,
which are precisely the non-zero components of the pullback connection 1-form on
∂Nr(F ) as r −→ 0 obtained in (3.8).
Remark 3.15. Note that the only component of the second fundamental form of
∂Nr(F ) is ω̂
i
r(1)− ω̂ir(0) = ei.
Now we compute the curvature 2-form Ωt using the relation Ωt = dωt + ωt ∧ ωt. In
view of (3.8) and (3.11) we can easily see that the non-zero components of Ωt are
Ω̂ij(t) =(R
TY )ij − t2ei ∧ ej ,
Ω̂ir(t) =− tωiα ∧ fα,
Ω̂αβ(t) =(R
TF )αβ .
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Note however, that if we consider the form ω̂(t) as a form ωˇ on [0, 1] × F , then the
associated curvature components in this product space are
Ωˇij(t) =(R
TY )ij − t2ei ∧ ej ,
Ωˇir(t) =dt ∧ ei − tωiα ∧ fα,
Ωˇαβ(t) =(R
TF )αβ .
The difference term between these to curvature forms is dt ∧ ei, which by Remark 3.15
is precisely the term dt ∧ (ω̂(1) − ω̂(0)) in the transgression formula. This observation
allows us to conclude that
lim
r→0
∫
∂Nr(F )
TL(∂Nr(F )) =
∫
[0,1]×F
L(Ωˇ(t)).
Finally note that Ωˇij(t) and Ωˇ
i
r(t) do not contain horizontal terms and Ωˇ
α
β(t) consists
only of horizontal terms. Hence, if we define Ω ∈ Ω2([0, 1]×F)⊗ End(TY ⊕ R) by
Ωij(t) :=(R
Z)ij − t2ei ∧ ej
Ωir(t) :=dt ∧ ei − tωiα ∧ fα
we we can factorize the L-polynomial and obtain∫
[0,1]×F
L(Ω̂(t)) =
∫
F
L̂(F ) ∧ L(TF ),
where
L̂(F ) :=
∫
Y
∫ 1
0
L(Ω) ∈ Ωodd(F ).
Here the integral over Y means integration along the fibers of F . We will handle the
form L̂(F ) later in the proof.
Step 5: Adiabatic limit computation
In this step we want to study the behavior of the term η(∂Nr(F )) as r −→ 0. Here is
where the adiabatic limit methods of the eta invariant described in Section 2.4 appear
on the scene. Namely, by Theorem 2.28 we obtain
lim
r→0
η(∂Nr(F )) =
∫
F
L(TF, gTF ) ∧ η˜ + η(AF ⊗ kerDY ) + τ. (3.12)
Let us see various features of this limit formula:
• The global factor 2 cancels in both sides because η(∂Nr(F )) is the eta invariant
for the even part of the tangential signature operator.
• From Remark 2.26 and Hodge theory we see that ker(DY ) is the difference of the
bundles HN+ (Y ) and H
N− (Y ) of self-dual and anti-self-dual cohomology groups. In
our particular case Y = CPN so HN± (CPN ) vanishes if N is odd. If N is even, then
HN+ (Y ;R) = R and HN− (Z) = 0. This real line bundle admits a flat connection by
Remark 2.26. Moreover since it admits a non-vanishing global section as described
in Example 2.31 we see that this bundle is actually trivial. Hence we see that
η(AF ⊗ kerDY ) = η(F ).
• From Example 2.31 we see that the τ -invariant in (3.12) vanishes.
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Step 6: Equivariant methods
This is the final step of the proof. So far we have shown that
σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
+η(F )+
∫
F
L̂(TF )∧L(TF )+
∫
F
L(TF )∧ η˜.
Lott claims in his work that L̂(F ) and η˜ are zero as a result of some equivariant
techniques. We want to develop his arguments in some more detail. The key observation
is that, from Theorem 1.3 and the local description given in Step 2, the fibration F −→ F
is associated to a principal G-bundle over F with compact structure group, thus we can
apply the results described in Section 2.5.
1. Since G is compact, we can assume that the vertical metric gTV F is G-invariant.
Using the commutativity of the diagram (2.30) we see that L̂(F ) belongs indeed
to the image of the Chern-Weil homomorphism and therefore it should be an even
form. More concretely, from the commutative diagram
(C[g]⊗ Ω([0, 1]× Y ))G∫
Y

φω // Ω([0, 1]×F)∫
Y
∫ 1
0

C[g]G φω // Ω(F ),
it follows that L̂(F ) ∈ ran(φω) ∈ Ωev(F ). However, by construction this form is
odd so we must have that L̂(F ) = 0.
2. From Proposition 2.34 it follows that in this case η˜ = 0.
This concludes the proof of Theorem 3.9 under the assumption a neighborhood of
F in M is S1-isometric to DNF . In the general case, as we will see in the examples
below, in the limit as one approaches the fixed point set, the calculations above remain
still valid.
3.3 The Witt condition
In this section we comment on an important topological interpretation of the S1-
signature in the context of intersection homology theory introduced by Goresky and
McPhearson in [46].
As we saw in the proof of Theorem 3.9 above, each connected component F ⊆MS1
of the fixed point set is an odd-dimensional closed manifold, whose dimension can be
written as
dimF = 4k − 2N − 1, for some N ∈ N0.
We now distinguish the two possible cases for N .
Definition 3.16. We say that M/S1 satisfies the Witt condition, if N is odd, that is,
the codimension of the fixed point set MS
1
in M is divisible by four.
Lemma 3.17. If M/S1 satisfies the Witt condition then η(MS
1
) = 0.
Proof. This follows from the discussion in Section 2.1.3 since 4k−2N−1 = 2(2k−N)−1
and 2k −N is odd if and only if N is odd.
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Stratified spaces for which the middle dimensional cohomology of the links vanish
are called Witt spaces (see [70]). This is of course consistent with Definition 3.16 since
HN (CPN ) vanishes if and only if N is odd. For this kind of stratified spaces one can
always construct the Goresky-McPhearson L-class following the procedure described in
detail in [9, Section 5.3]. The following result describes an explicit form of such a
L-homology class for our case of interest.
Proposition 3.18 (L-homology Class, [61, Proposition 8]). In the Witt case the differ-
ential form L(T (M/S1)) represents the L-homology class of M/S1.
Proof. In [18, Section 4] Bismut and Cheeger constructed homology classes for certain
singular manifolds where the singularities are modeled as the mapping cone of a certain
fibration as described above for M/S1. By [18, Theorem 5.7] the L-homology class of
M/S1 in the Witt case is represented by the pair (L(T (M/S1), L(TMS
1
) ∧ η˜), where η˜
is the eta form of the CPN -fibration over MS1 . From Step 6 in the section above we
know that this eta form vanishes. Hence, the differential form L(T (M/S1)) represents
the L-homology class of M/S1 in the mentioned Bismut-Cheeger model.
In addition, for Witt spaces there is a well defined non-degenerate pairing in
intersection homology ([9, Section 4.4]) that gives rise to a signature invariant. As a
consequence of Lemma 3.17 and Proposition 3.18 we obtain the following remarkable
corollary of Theorem 3.9.
Corollary 3.19 ([61, Corollary 1]). In the Witt case,
σS1(M) =
∫
M0/S1
L(T (M0/S
1)),
equals the intersection homology signature of M/S1.
Although we did not really discuss what intersection homology is in detail, we will
illustrate Corollary 3.19 in an example later on.
3.4 The Equivariant S1-Euler characteristic
Inspired in the work of Lott, we define an analogous invariant.
Definition 3.20. We define the equivariant S1-Euler characteristic as
χS1(M) :=
n∑
j
(−1)j dimHjbas,c(M −MS
1
).
Remark 3.21. It follows directly from the isomorphisms (3.1) that χS1(M) = χ(M,M
S1),
the relative Euler characteristic.
As a consequence of the proof of Theorem 3.9 and from the fact that for t > 0
sufficiently small we have isomorphisms
Hj(M/S1 −Nt(F ), ∂Nt(F )) ∼= Hj(M/S1,MS1 ;R),
due the homotopy invariance of cohomology, we can use Theorem 2.17 to prove the
following formulas for χS1(M).
Theorem 3.22. Suppose S1 acts effectively and semifreely on M , then
1. If the dimension of M is odd,
χS1(M) =
∫
M0/S1
e(T (M0/S
1), gT (M0/S
1)).
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2. If the dimension of M is even,
χS1(M) =
1
2
∫
MS1
e(TMS
1
, gTM
S1
).
Example 3.23 (Spinning a closed manifold II). For the free action on the product
manifold M := X × S1 of Example 3.1.2, Theorem 3.22 describes the Chern-Gauß-
Bonnet formula for closed manifolds.
Example 3.24 (Spinning a closed manifold with boundary II). In the case we M is
obtained by spinning a compact manifold with boundary as in Example 3.13, Theorem
3.22 reduces to Theorem 2.17.
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4 Induced Dirac-Schro¨dinger operator on M0/S
1
The goal of this chapter is to implement the constructions studied in Chapter 1 for
the special case of a semi-free S1-action discussed in Section 3.1.2. We will push down
various types of Dirac operators from M to the quotient space M0/S
1.
4.1 The mean curvature 1-form
Let M be an (n + 1)-dimensional oriented, closed Riemannian manifold on which S1
acts by orientation preserving isometries (recall that in Chapter 3 we had n = 4k, but
here we will treat the general case). Denote by ∇ its associated Levi-Civita connection.
As in Section 3.1 let V be the generating vector field of the S1-action. The flow of the
vector field V generates a 1-dimensional foliation on M0 induced by the distribution
Lx := {v ∈ TxM0 | v = λV (x) for some λ ∈ R} ≤ TxM0, for x ∈M0. (4.1)
We will denote by L⊥ the transverse distribution, i.e. TM0 = L⊕ L⊥. The distribution
L is always integrable and the corresponding integral curves are precisely the S1-orbits
of the action. In contrast, the transverse distribution will not be in general integrable.
Definition 4.1. Let X := V/‖V ‖ be the unit vector field which defines the foliation L.
Using the musical isomorphism (2.1) we define:
1. The associated characteristic 1-form by χ := X[.
2. The mean curvature vector field H := ∇XX.
3. The mean curvature 1-form 1-form κ := H[.
As in Section 3.1 we are interested in the complex of basic differential forms on M0,
Ωbas(M0) := {ω ∈ Ω(M0) | LV ω = 0 and ιV = 0}. (4.2)
Remark 4.2. Note that since
LX = L V‖V ‖
=
1
‖V ‖LV + d
(
1
‖V ‖
)
∧ ιV ,
we see that a form ω is basic if and only if LXω = 0 and ιXω = 0.
Now we will collect some important properties of the mean curvature 1-form κ.
Lemma 4.3. The mean curvature vector field satisfies H ∈ C∞(L⊥). As a consequence
κ is horizontal, i.e. ιXκ = 0.
Proof. This follows from the fact that the Levi-Connection is metric preserving, i.e.
0 = X〈X,X〉 = 2〈X,∇XX〉 = 2〈X,H〉.
Lemma 4.4 ([71, Chapter 6]). The mean curvature form κ satisfies κ = LXχ.
Proof. Using the defining properties of the Levi-Civita connection and the relation
0 = Y 〈X,X〉 = 2〈X,∇YX〉 for any vector field Y , we compute
(LXχ)(Y ) =X(χ(Y ))− χ([X,Y ])
=X〈X,Y 〉 − 〈X, [X,Y ]〉
=〈H,Y 〉+ 〈X,∇XY − [X,Y ]〉
=〈H,Y 〉+ 〈X,∇YX〉
=κ(Y ).
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Recall that α := V [/‖V ‖2 is the 1-form considered in Section 3.1 which satisfies
α(V ) = 1 . It is easy to see that χ = ‖V ‖α. Indeed, ‖V ‖α(X) = α(‖V ‖X) = α(V ) = 1.
The following statement is a consequence of this relation, Corollary 3.3 and the lemma
above.
Corollary 4.5. The characteristic 1-form χ satisfies LV χ = 0, that is χ is S
1-invariant.
We combine Cartan’s formula and Lemma 4.4 to get κ = ιXdχ, or equivalently
dχ+ κ ∧ χ =: ϕ0, (4.3)
where ϕ0 satisfies ιXϕ0 = 0, i.e. ϕ0 ∈ Ω2hor(M0). Equation (4.3) is known as Rummler’s
formula and it holds for general tangentially oriented foliations ([13, Lemma 10.4], [71,
Chapter 4]).
Observe that the characteristic form χ can be viewed as the volume form on each
leaf of the foliation as the vector field X satisfies X ∈ C∞(L), it is S1-invariant and
‖χ‖ = 1. In particular, the volume of the orbit function h : M0/S1 −→ R used in (1.10)
can be written explicitly as
h(y) =
∫
pi−1
S1
(y)
χ. (4.4)
Lemma 4.6. The exterior derivative of the volume of the orbit function is dh = −hκ.
Thus, the mean curvature form κ measures the volume change of the orbits.
Proof. We use [23, Proposition 6.14.1] and (4.3) to compute
dh = d
∫
pi−1
S1
(y)
χ =
∫
pi−1
S1
(y)
dχ = −
∫
pi−1
S1
(y)
κ ∧ χ+
∫
pi−1
S1
(y)
ϕ0 = −hκ,
where we have used that the integral of ϕ0 is zero because this is a horizontal 2-form.
The next proposition shows that all the geometric quantities discussed above are
encoded in the norm of the generating vector field V .
Proposition 4.7. In terms of ‖V ‖ we can express
1. χ = ‖V ‖α.
2. κ = −d log(‖V ‖).
3. ϕ0 = ‖V ‖dα.
Proof. 1. This was shown above.
2. We use Remark 4.2 and Corollary 4.5 to compute
LX(χ) =
1
‖V ‖LV χ+ d
(
1
‖V ‖
)
∧ ιV χ = −d‖V ‖‖V ‖2 ‖V ‖ = −d log(‖V ‖).
The result then follows by Lemma 4.4.
3. Using (1), (2) and (4.3) we obtain
dα = d
(
1
‖V ‖χ
)
= −d‖V ‖‖V ‖2 ∧ χ+
1
‖V ‖dχ =
1
‖V ‖ϕ0.
Corollary 4.8. The mean curvature 1-form κ is closed and basic.
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Proof. By Proposition 4.7(2) we actually see that κ is exact and therefore closed. Since
H ∈ C∞(L⊥) we see that κ is horizontal. On the other hand by Cartan’s formula and
Lemma 3.2 we see that LV κ = 0.
We will now discuss the geometric interpretation of the 2-form ϕ0.
Proposition 4.9. The following relations for ϕ0 hold:
1. If Y1, Y2 ∈ C∞(L⊥), then ϕ0(Y1, Y2) = −χ([Y1, Y2]).
2. dϕ0 + κ ∧ ϕ0 = 0.
3. ϕ0 ∈ Ω2bas(M0).
Proof. Part (1) and (2) follow immediately from (4.3) and Corollary 4.8. On the other
hand (3) follows directly from Lemma 3.2 and Proposition 4.7(3).
Remark 4.10. Form Proposition 4.9(1) we see that ϕ0 can be regarded as the curvature
form of the principal S1-bundle M0 −→ M0/S1. In particular we see that L⊥ is an
integrable distribution if and only if ϕ0 vanishes.
4.2 The operator T
Let us now consider the Hermitian vector bundle E := ∧CT ∗M of Example 1.10. As
explained before, the S1-action on M endows E with a S1-vector bundle structure, i.e.
for each g ∈ S1 we have a commutative diagram
∧CT ∗M

g // ∧CT ∗M

M
g //M.
Moreover, we also showed in Example 1.10 that the action on differential forms is given
by the pullback Ugω := (g
−1)∗ω for g ∈ S1.
Lemma 4.11. The Hodge star operator on M commutes with the S1-action on differ-
ential forms.
Proof. Since the S1-action is metric and orientation preserving, then g∗volM = volM for
all g ∈ S1. From this observation and from the fact that pullback respects the wedge
product we compute for ω1, ω2 ∈ Ω(M),
ω1 ∧ (Ug ∗ ω2) =ω1 ∧ (g−1)∗ ∗ ω2
=(g−1)∗((g∗ω1) ∧ ∗ω2)
=(g−1)∗(〈g∗ω1, ω2〉volM )
=〈ω1, (g−1)∗ω2〉volM
=ω1 ∧ (∗Ugω2).
From this lemma and Proposition 2.1(4) we obtain the following result.
Proposition 4.12. The Hodge-de Rham operator D = d+ d† of M defined on the core
Ω(M) is S1-invariant in the sense of Definition 1.19.
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This result shows that we are in position to apply the construction of Bru¨ning and
Heintze described in Chapter 1. The strategy is then as follows:
1. Construct explicitly the vector bundle F −→M0/S1 introduced in Section 1.1 and
describe the L2-inner product (1.10).
2. Understand the isomorphism Φ of Theorem 1.14.
3. Describe the self-adjoint operator D : Ω(M)S
1 −→ Ω(M)S1 of Lemma 1.20
4. Obtain an explicit characterization of the self-adjoint operator T of Proposition
1.22 and describe its properties. For example, compute its principal symbol
(Proposition 1.29).
4.2.1 Decomposition of S1-invariant differential forms
We begin with a decomposition result of the space of S1-invariant forms in terms of the
basic forms (4.2). Recall that we have the inclusion Ωbas(M0) ⊂ Ω(M0)S1 .
Proposition 4.13 ([71, Proposition 6.12]). There is a short exact sequence of complexes
0 // Ω∗bas(M0)
  // Ω∗(M0)S
1 ιV // Ω∗−1bas (M0) // 0.
Proof. Using Cartan’s formula (1.12) it follows that, up to a sign, the diagram
0 // Ωrbas(M0)
d

  // Ωr(M0)
S1
d

ιV // Ωr−1bas (M0)
d

// 0
0 // Ωr+1bas (M0)
  // Ωr+1(M0)
S1 ιV // Ωrbas(M0)
// 0
commutes since LV = 0 on Ω(M0)
S1 . Hence we have indeed a map between complexes.
We now verify the exactness of the sequence:
• The map ιV : Ωr(M0)S1 −→ Ωr−1bas (M0) is well defined: if ω˜ ∈ Ωr(M0)S
1
, then
LV ιV ω˜ = ιV LV ω˜ = 0.
• By construction the sequence is exact at Ωr(M0)S1 .
• The map ιV : Ωr(M0)S1 −→ Ωr−1bas (M0) is surjective: Let us consider the form
ω˜ := (−1)r−1ω ∧ α ∈ Ωr(M0)S1 where ω ∈ Ωr−1bas (M0). Then
– ιV ω˜ = ω.
– LV ω˜ = (−1)r−1(LV ω) ∧ α+ (−1)r−1ω ∧ LV α = 0.
Corollary 4.14. Any S1-invariant form ω ∈ Ω(M0)S1 can be uniquely decomposed as
ω = ω0 + ω1 ∧ χ, where ω0, ω1 ∈ Ωbas(M0). With respect to this decomposition we will
represent the form ω as the column vector
ω =
(
ω0
ω1
)
.
Proof. By Proposition 4.13 we can express uniquely ω = ω0 + ω˜1 ∧ α for some basic
forms ω0, ω˜1 ∈ Ωbas(M0). Next, in view of Proposition 4.7(1), we set ω1 := ω˜1/‖V ‖ so
that ω1 ∈ Ωbas(M0) and ω = ω0 + ω1 ∧ χ.
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Example 4.15. We can write the action of the Gauß-Bonnet involution ε with respect
to this decomposition as
ε
∣∣∣∣
Ω(M0)S
1
=
(
ε 0
0 −ε
)
,
since εω = εω0 + ε(ω1 ∧ χ) = εω0 − (εω1) ∧ χ.
4.2.2 Construction of the bundle F
We now construct the Hermitian vector bundle F −→ M0/S1 following its explicit
description given in Section 1.1 . We start by pointing out some important remarks:
• The action on M0 is free and therefore the S1-invariant bundle E′ of (1.7) is
nothing else but E′ = ∧CT ∗M0.
• From Remark 1.12 we know that the rank of F must agree with the rank of E′,
which is rk(E′) = 2n+1.
• From Proposition 1.18 it follows that for each basic form β ∈ Ωrbas(M0) there exists
a unique β¯ ∈ Ωr(M0/S1) such that pi∗S1 β¯ = β. Thus, using Corollary 4.14 we can
identify Ω(M0)
S1 ∼= Ω(M0/S1)⊗ C2, via the orbit map piS1 .
These observations indicate that
F := E′/S1 = ∧CT ∗(M0/S1)⊕ ∧CT ∗(M0/S1).
Indeed, given x ∈ M0 and ωx = ω′x + ω′′x ∧ χx ∈ ∧CT ∗xM0 where ιVxω′x = ιVxω′′x = 0, the
orbit map on E′ is explicitly given by
pi′S1 : E
′ = ∧CT ∗M0 // F = ∧CT ∗(M0/S1)⊕ ∧CT ∗(M0/S1)
ωx = ω
′
x + ω
′′
x ∧ χx  //
(
ω¯′y
ω¯′′y
)
,
(4.5)
where piS1(x) = y and the form ω¯
′
y ∈ ∧CT ∗(M0/S1) (similarly for ω¯′′y ) is defined by the
relation ωx(vx) = ω¯y((piS1)∗vx) for all vx ∈ TxM0.
Hence, the the diagram (1.9) becomes,
E′ = ∧CT ∗M0
piE

pi′
S1 // F = ∧CT ∗(M0/S1)⊕ ∧CT ∗(M0/S1)
piF

M0
piS1 //M0/S
1.
Using the notation above we see from Lemma 1.13 that the metric on the bundle F ,
which is inherited from the metric of E′, is given by〈(
ω¯′y
ω¯′′y
)
,
(
β¯′y
β¯′′y
)〉
F
(y) = 〈ω′x, β′x〉E(x) + 〈ω′′x, β′′x〉E(x),
since ‖χ‖ = 1. The associated weighted L2-inner product (1.10) on L2(F, h) is((
ω¯0
ω¯1
)
,
(
β¯0
β¯1
))
L2(F,h)
=
∫
M0/S1
(〈(
ω¯0
ω¯1
)
,
(
β¯0
β¯1
)〉
F
(y)
)
h(y)volM0/S1(y),
where h(y) = vol(pi−1
S1
(y)) and volM0/S1 is the volume form of the induced quotient
metric.
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Remark 4.16. The L2-inner product induced just from the Hermitian metric on F and
from the quotient metric is, for compactly supported smooth forms,((
ω¯0
ω¯1
)
,
(
β¯0
β¯1
))
L2(F )
=
∫
M0/S1
〈(
ω¯0
ω¯1
)
,
(
β¯0
β¯1
)〉
F
(y)volM0/S1(y),
4.2.3 Description of the isomorphism Φ
Using the description of the bundle F above we want to describe its image under the
isomorphism Φ of Theorem 1.14. Given an S1-invariant form with compact support
ω ∈ Ωc(M0)S1 there are two unique compactly supported basic differential forms
ω0, ω1 ∈ Ωbas,c(M0) such that ω = ω0 + ω1 ∧ χ. With respect to the vector notation
introduced in Corollary 4.14 we write(
ω0
ω1
)
=
(
pi∗S1ω¯0
pi∗S1ω¯1
)
,
where ω¯0, ω¯1 ∈ Ωc(M0/S1). This representation allow us to express the isomorphism Φ,
on compactly supported forms, as
Φ : Ωc(M0)
S1 // Ωbas,c(M0)⊕ Ωbas,c(M0) // Ωc(M0/S1)⊕ Ωc(M0/S1)
ω  //
(
ω0
ω1
)
=
(
pi∗S1ω¯0
pi∗S1ω¯1
)
 //
(
ω¯0
ω¯1
)
.
We can extend this map to Φ : L2(M)S
1 −→ L2(F, h) by density.
4.2.4 Description of the operator S(D)
Now we want to understand the operator S of Lemma 1.20 associated to the Hodge-de
Rham operator D, i.e.
S(D) := (d+ d†)
∣∣∣∣
Ωc(M0)S
1
=
(
d+ (−1)(n+1)+1 ? d?
) ∣∣∣∣
Ωc(M0)S
1
.
The idea is to view S thorough the decomposition of Corollary 4.14, that is
S(D) := (d+ (−1)n ? d?)
∣∣∣∣
Ωc(M0)S
1
:
Ωbas,c(M0)
S1⊕
Ωbas,c(M0)
S1
//
Ωbas,c(M0)
S1⊕
Ωbas,c(M0)
S1 .
First we begin with the decomposition of the Hodge star operator following the techniques
of [71, Chapter 7].
Definition 4.17. The basic Hodge star operator is defined as the linear map
∗¯ : Ωrbas(M0) // Ωn−rbas (M0),
satisfying the conditions
∗¯β =(−1)n−r ∗ (β ∧ χ), (4.6)
∗β =∗¯β ∧ χ, (4.7)
where ∗ is the Hodge star operator defined by the metric and orientation of M .
Remark 4.18. Observe that the volume form volM0 of M0 can be written as
volM0 = ∗1 = ∗¯1 ∧ χ.
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Lemma 4.19. The operator ∗¯ satisfies ∗¯2 = (−1)r(n−r) on r-forms.
Proof. We know that the Hodge star operator on M satisfies ∗2β = (−1)r(n+1−r) for
β ∈ Ωrbas(M0). On the other hand by (4.7) we have ∗2β = ∗(∗¯β ∧ χ). We now compute
using (4.6),
∗¯2β = (−1)n−(n−r)∗(∗¯β ∧ χ) = (−1)r+r(n+1−r) = (−1)r(n−r).
In view of this lemma we can define a chirality operator on basic differential forms
as in [48, Section 5]. The following result follows from Proposition 2.1.
Proposition 4.20. The basic chirality operator
?¯ : Ωrbas(M0)
// Ωn−rbas (M0)
defined by ?¯ := i[(n+1)/2]+2nr+r(r−1)∗¯, satisfies the relations
1. ?¯2 = 1.
2. ε?¯ = (−1)n?¯ε.
3. ?¯ ◦ (Y [) ◦ ?¯ = (−1)nιY for Y [ ∈ Ωbas(M0).
Lemma 4.21. With respect to the decomposition of Corollary 4.14 we can express the
operator ? as
?
∣∣∣∣
Ω(M0)S
1
= iq(n)(−1)n
(
0 −ε?¯
ε?¯ 0
)
,
where
q(n) := (n− 1)mod(2) =
{
1 , n even,
0 , n odd.
Proof. Recall that [·] denotes the integer part function. First observe the relation[
n+ 1
2
]
+ q(n) =
[n
2
]
+ 1.
For β a basic r-form we calculate using (2.3) with m = n+ 1,
?β =i[n/2]+1+2(n+1)r+r(r−1) ∗ β
=iq(n)+2r+[(n+1)/2]+2nr+r(r−1)∗¯β ∧ χ
=(iq(n)?¯εβ) ∧ χ
=(iq(n)(−1)nε?¯β) ∧ χ.
On the other hand using Proposition 2.1 we compute,
?(β ∧ χ) =(? ◦ (χ∧) ◦ ε)β = (−1)n+1(ιχ] ◦ ? ◦ ε)β = (ιχ] ◦ ε ◦ ?)β.
Finally, using the first computation above we conclude that
(ιχ] ◦ ε ◦ ?)β =ιχ]ε((iq(n)(−1)nε?¯β) ∧ χ)
=− iq(n)(−1)nιχ](χ ∧ (ε?¯β))
=− iq(n)(−1)nε?¯β.
We are now ready to describe the operator S(D) of Lemma 1.20.
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Theorem 4.22. With respect to the decomposition of Corollary 4.14 the exterior deriva-
tive decomposes as
d
∣∣∣∣
Ω(M0)S
1
=
(
d εϕ0∧
0 d− κ∧
)
and its formal adjoint as
d†
∣∣∣∣
Ω(M0)S
1
=
(
(−1)n+1?¯d?¯+ ιH 0
−ε?¯(ϕ0∧)?¯ (−1)n+1?¯d?¯
)
.
Hence, the restriction of the Hodge-de Rham operator D to the space of S1-invariant
forms with respect to this decomposition is
S(D) := D
∣∣∣∣
Ω(M0)S
1
=
(
d+ (−1)n+1?¯d?¯+ ιH ε(ϕ0∧)
−ε?¯(ϕ0∧)?¯ d+ (−1)n+1?¯d?¯− κ∧
)
.
Proof. Let ω = ω0 + ω1 ∧ χ be an invariant S1-form, we use (4.3) to compute (compare
with [13, Proposition 10.1]),
d(ω0 + ω1 ∧ χ) =dω0 + dω1 ∧ χ+ (εω1) ∧ dχ
=dω0 + dω1 ∧ χ− (εω1) ∧ κ ∧ χ+ (εω1) ∧ ϕ0
=(dω0 + εϕ0 ∧ ω1) + (dω1 − κ ∧ ω1) ∧ χ,
from where we obtain the desired decomposition for the exterior derivative. To compute
the analogous expression for the adjoint we use the relation d† = (−1)n ? d?. We first
calculate using the decomposition of d and Lemma 4.21,
d ?
∣∣∣∣
Ω(M0)S
1
=iq(n)(−1)n
(
d εϕ0∧
0 d− κ∧
)(
0 −ε?¯
ε?¯ 0
)
=iq(n)(−1)n
(
ϕ0 ∧ ?¯ −dε?¯
(d− κ∧)ε?¯ 0
)
=iq(n)(−1)n
(
ϕ0 ∧ ?¯ εd?¯
−ε(d− κ∧)?¯ 0
)
Finally, using the relation (iq(n))2 = (−1)n+1 and Proposition 4.20 we expand the
product
d†
∣∣∣∣
Ω(M0)S
1
=(−1)n ? d ?
∣∣∣∣
Ω(M0)S
1
=−
(
0 −ε?¯
ε?¯ 0
)(
ϕ0 ∧ ?¯ εd?¯
−ε(d− κ∧)?¯ 0
)
=
(
0 −(−1)n+1?¯ε
(−1)n+1?¯ε 0
)(
ϕ0 ∧ ?¯ εd?¯
−ε(d− κ∧)?¯ 0
)
=
(
(−1)n+1?¯(d− κ∧)?¯ 0
(−1)n+1?¯(εϕ0∧)?¯ (−1)n+1?¯d?¯
)
=
(
(−1)n+1?¯d?¯+ ιH 0
−ε?¯(ϕ0∧)?¯ (−1)n+1?¯d?¯
)
.
Proposition 4.23. Let c(κ) = κ ∧ −ικ] = κ ∧ −ιH be the left Clifford multiplication by
the mean curvature 1-form. Then the following relations hold true
1. c(κ)ε(εϕ0∧) + (εϕ0∧)c(κ)ε = −(ιHϕ0)∧.
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2. d(εϕ0∧) + (εϕ0∧)d = −κ ∧ (εϕ0∧).
Proof. For the first relation we just compute,
c(κ)ε(εϕ0∧) =(κ ∧ −ιH)(ϕ0∧)
=ϕ0 ∧ κ ∧ −(ιHϕ0) ∧ −ϕ0 ∧ ιH
=(ϕ0∧)c(κ)− (ιHϕ0)∧
=− (εϕ0∧)c(κ)ε− (ιHϕ0) ∧ .
For the second one we use Proposition 4.9(2),
d(εϕ0∧) = −εd(ϕ0∧) = εκ ∧ ϕ0 ∧ −εϕ0 ∧ d.
4.2.5 Construction of the operator T
Now that we have described the isomorphism Φ and the operator S(D) we can compute
the self-adjoint operator T := Φ ◦ S ◦ Φ−1 of Proposition 1.22. As D is a first order
differential operator, Proposition 1.29 states that T is also generated by a differential
operator of the same order. Let us begin by analyzing the zero order terms. Since the
forms κ and ϕ0 are both basic there exist unique κ¯ ∈ Ω1(M0/S1) and ϕ¯0 ∈ Ω2(M0/S1)
such that κ = pi∗S1(κ¯) and ϕ0 = pi
∗
S1(ϕ¯0). Moreover, as pullback commutes with the
wedge product, the following diagrams commute
Ωbas(M0)
κ∧ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
κ¯∧ // Ω(M0/S1),
pi∗
S1
OO
(4.8)
Ωbas(M0)
ϕ0∧ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
ϕ¯0∧ // Ω(M0/S1).
pi∗
S1
OO
(4.9)
Now we study the Hodge star operator. In view of Remark 4.18, we choose the sign
of the volume form volM0/S1 on M0/S
1 so that pi∗S1(volM0/S1) := ∗¯1. This means that we
can express volM0 = pi
∗
S1(volM0/S1)∧ χ. With this choice we can identify ∗¯, via the orbit
map piS1 , with the Hodge star operator ∗M0/S1 of M0/S1 with respect to the quotient
metric.
Lemma 4.24. Then the following diagram commutes:
Ωbas(M0)
∗¯ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
∗M0/S1 // Ω(M0/S1).
pi∗
S1
OO
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Proof. Using (4.6) and (4.7), we compute for ω¯ ∈ Ω(M0/S1),
pi∗S1ω¯ ∧ ∗¯pi∗S1ω¯ ∧ χ =pi∗S1ω¯ ∧ ∗pi∗S1ω¯
=〈pi∗S1ω¯, pi∗S1ω¯〉volM0
=pi∗S1(〈ω¯, ω¯〉)∗¯1 ∧ χ,
and therefore, by contracting with ιX , we obtain pi
∗
S1ω¯ ∧ ∗¯pi∗S1ω¯ = pi∗S1(〈ω¯, ω¯〉)∗¯1.
Now, in view of our convention
pi∗S1ω¯ ∧ ∗¯pi∗S1ω¯ =pi∗S1(〈ω¯, ω¯〉)∗¯1
=pi∗S1(〈ω¯, ω¯〉volM0/S1)
=pi∗S1(ω¯ ∧ ∗M0/S1ω¯)
=pi∗S1ω¯ ∧ pi∗S1 ∗M0/S1 ω¯.
Combining these two computations we obtain the desired result.
Corollary 4.25. We have an analogous commutative diagram for the chirality operators
Ωbas(M0)
?¯ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
?M0/S1 // Ω(M0/S
1).
pi∗
S1
OO
Next we are going to study the term −?¯(ϕ0∧)?¯ as an operator on the quotient space.
In view of Corollary 4.25 and to lighten the notation we are going to identify ?¯ := ?M0/S1 .
Proposition 4.26. With respect to the quotient metric on M0/S
1 we have
(ϕ¯0∧)† = −?¯(ϕ¯0∧)?¯.
In particular, the symmetric operator ĉ(ϕ¯0) := (ϕ¯0∧) + (ϕ¯0∧)† satisfies
1. ĉ(ϕ¯0)?¯+ ?¯ĉ(ϕ¯0) = 0.
2. ĉ(ϕ¯0)ε− εĉ(ϕ¯0) = 0.
Proof. We want to compute the adjoint of (ϕ¯0∧) with respect to the quotient metric.
To do this we expand ϕ¯0 with respect to an orthonormal basis {e¯i}ni=1 of ∧CT ∗(M0/S1)
as
ϕ¯0∧ =
∑
〈ϕ0, e¯i ∧ e¯j〉e¯i ∧ e¯j∧,
and use Proposition 2.1(3) to verify
(ϕ¯0∧)† =
∑
i<j
〈ϕ¯0, e¯i ∧ e¯j〉ιe¯j ◦ ιe¯i =
∑
i<j
〈ϕ¯0, e¯i ∧ e¯j〉?¯ ◦ e¯i ∧ e¯j ◦ ?¯ = −?¯(ϕ¯0∧)?¯.
We are ready to handle the first order terms of S(D) in Theorem 4.22. For
the exterior derivative, as it also commutes with pullbacks, we have an analogous
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commutative diagram,
Ωbas(M0)
d // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
dM0/S1 // Ω(M0/S
1),
pi∗
S1
OO
(4.10)
where dM0/S1 is the exterior derivative of M0/S
1. Hence, it remains to study the
operator
(−1)n+1?¯d?¯ : Ωrbas(M0) // Ωr−1bas (M0).
Remark 4.27. Let d†
M0/S1
= (−1)n+1 ?M0/S1 dM0/S1?M0/S1 be the L2-formal adjoint of
dM0/S1 with respect to the quotient metric (Proposition 2.1(4)). One might think that
there is an analogous commutative diagram as (4.10) where d† and d†
M0/S1
are placed
instead. Note however that d† does not preserve the space of basic forms, as it can be
explicitly seen from Theorem 4.22, and in general
d† ◦ pi∗S1 6= pi∗S1 ◦ d†M0/S1 .
Observe that (4.10) and Corollary 4.25 can be combined to obtain the following
commutative diagram
Ωbas(M0)
(−1)n+1?¯ // Ωbas(M0)
d // Ωbas(M0)
?¯ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
(−1)n+1?M0/S1// Ω(M0/S1)
pi∗
S1
OO
dM0/S1 // Ω(M0/S
1)
pi∗
S1
OO
?M0/S1 // Ω(M0/S
1),
pi∗
S1
OO
which shows that
pi∗S1 ◦ d†M0/S1 = (−1)
n+1?¯d?¯ ◦ pi∗S1 .
That is, the following diagram commutes
Ωbas(M0)
(−1)n+1?¯d?¯ // Ωbas(M0)
Ω(M0/S
1)
pi∗
S1
OO
d†
M0/S
1
// Ω(M0/S
1).
pi∗
S1
OO
(4.11)
Altogether, from the discussion of Section 4.2.2, Theorem 4.22, Corollary 4.25 and
(4.8), (4.9), (4.10), (4.11) we can describe explicitly the operator T of Proposition 4.10.
Theorem 4.28. The operator T of Proposition 1.22 for a semi-free S1-action can be
written as
T =
(
DM0/S1 + ικ¯] ε(ϕ¯0∧)
ε(ϕ¯0∧)† DM0/S1 − κ¯∧
)
,
where DM0/S1 := dM0/S1+d
†
M0/S1
is the Hodge-de Rham operator on M0/S
1. The operator
T , when defined on the core Ωc(M/S
1), is essentially self adjoint.
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Remark 4.29 (Principal symbol). From Theorem 4.28 we clearly see that T is a first
order differential operator, which was to be expected by Proposition 1.29. Recall
from Proposition 2.3 that the principal symbol of the Hodge-de Rahm operator is
σP (D)(x, ξ) = −ic(ξ) for (x, ξ) ∈ T ∗M . In particular if (x, ω′x + ω′′x ∧ χx) ∈ ∧CT ∗M and
(y, ξ¯) ∈ T ∗C(M0/S1) are such that piS1(x) = y, then
c(pi∗S1 ξ¯)(ω
′
x + ω
′′
x ∧ χ) =c(pi∗S1 ξ¯)ω′x + c(pi∗S1 ξ¯)(ω′′x ∧ χx)
=c(pi∗S1 ξ¯)ω
′
x + (c(pi
∗
S1 ξ¯)ω
′′
x) ∧ χx + χx((pi∗S1 ξ¯)])(εω′′x)
=c(pi∗S1 ξ¯)ω
′
x + (c(pi
∗
S1 ξ¯)ω
′′
x) ∧ χx,
since χx((pi
∗
S1 ξ¯)
]) = 〈χ, pi∗S1 ξ¯〉 = 0. Therefore, with respect to the decomposition of
Corollary 4.14 we have
σP (D)(x, pi
∗
S1 ξ¯)
(
ω′x
ω′′x
)
= −ic(pi∗S1 ξ¯)
(
ω′x
ω′′x
)
=
( −ic(pi∗S1 ξ¯)ω′x
−ic(pi∗S1 ξ¯)ω′′x
)
.
On the other hand, we see from the explicit expression of the operator T described in
Theorem 4.28 that its principal symbol is
σP (T )(y, ξ¯) = σp(DM0/S1)(y, ξ¯)⊗
(
1 0
0 1
)
= −ic(ξ¯)⊗
(
1 0
0 1
)
,
where (y, ξ¯) ∈ T ∗C(M0/S1). Hence, using the notation of Section 4.2.2, we see that
pi′S1
(
σP (D)(x, pi
∗
S1 ξ¯)
(
ω′x
ω′′x
))
=
( −ic(ξ¯)ω′y
−ic(ξ¯)ω′′y
)
= σP (T )(y, ξ¯)pi
′
S1
(
ω′x
ω′′x
)
,
which verifies the symbol equation of Proposition 1.29. In particular, we see that T is
elliptic.
4.3 Dirac-Schro¨dinger operators
We have obtained in Theorem 4.28 an operator T which is self-adjoint in L2(F, h) but
not in L2(F ), the L2-inner product without the weight h (Remark 4.16). For example
if we took the adjoint in L2(F ) of DM0/S1 + ιH¯ we would obtain (DM0/S1 + ιH¯)
† =
DM0/S1 + κ¯∧. To obtain a self-adjoint operator in L2(F ) we perform the following
unitary transformation:
ω =
(
ω0
ω1
)
7−→ U(ω) := h−1/2
(
ω0
ω1
)
, (4.12)
for ω0, ω1 ∈ Ωc(M0/S1). Note that ‖U(ω)‖L2(F,h) = ‖ω‖L2(F ). Using this transformation
we want to compute an explicit formula for the operator T̂ := U−1TU , i.e. the operator
defined by the following commutative diagram:
L2(F )
U

T̂ // L2(F )
U

Dom(T ) ⊂ L2(F, h) T // L2(F, h),
with Dom(T̂ ) := U−1(Dom(T )). Clearly the operator T̂ is a self-adjoint operator on
L2(F ) since it is unitarily equivalent to T . To begin the transformation of this operator
it is convenient to compute the exterior derivative of h−1/2.
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Lemma 4.30. The volume of the orbit function h : M0/S
1 −→ R satisfies
d(h±1/2) = ∓1
2
h±1/2κ¯.
Proof. We compute using Lemma 4.6,
d(h±1/2) = ±1
2
h±1/2
dh
h
= ∓1
2
h±1/2κ¯.
Theorem 4.31. The operator T̂ = U−1TU is given by
T̂ =
(
DM0/S1 +
1
2 ĉ(κ¯) εϕ¯0∧
ε(ϕ¯0∧)† DM0/S1 − 12 ĉ(κ¯)
)
,
where ĉ(κ¯) := κ¯ ∧+ικ¯] is the right Clifford multiplication.
Proof. Using the last lemma we get
h1/2dM0/S1h
−1/2 = dM0/S1 +
1
2
κ¯ ∧ .
Similarly, by taking the adjoint, we get
h1/2d†
M0/S1
h−1/2 = (h−1/2dM0/S1h
1/2)† =
(
dM0/S1 −
1
2
κ¯∧
)†
= d†
M0/S1
− 1
2
ικ¯] .
Therefore, the operator DM0/S1 transforms as
h1/2DM0/S1h
−1/2 = DM0/S1 +
1
2
c(κ¯).
The result follows now immediately from Theorem 4.28.
Remark 4.32. Observe from Lemma 4.21 that(
U−1 ◦ Φ ◦ ?
∣∣∣∣
Ω(M0)S
1
◦ Φ−1 ◦ U
)†
=iq(n)(−1)n(−1)q(n)
(
0 (ε?¯)†
(−ε?¯)† 0
)
=iq(n)(−1)n(−1)q(n)
(
0 ?¯ε
−?¯ε 0
)
=iq(n)(−1)n(−1)q(n)+n+1
(
0 −ε?¯
ε?¯ 0
)
=iq(n)(−1)n
(
0 −ε?¯
ε?¯ 0
)
= ?
∣∣∣∣
Ω(M0)S
1
,
where we have used the relation (q(n)+n+1)mod(2) = 0. This computation just verifies
what we expected.
4.3.1 An involution on F
As we are interested in Fredholm indices, we would like to find a self-adjoint involution
which anti-commutes with T̂ in order to split this operator. Since the dimension of
M0/S
1 is n then ?¯DM0/S1 + (−1)nDM0/S1 ?¯ = 0, thus a first natural candidate is
F :=
(
0 ?¯
?¯ 0
)
. (4.13)
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From Proposition 2.1 and Proposition 4.26 we compute
FT̂ =
(
0 ?¯
?¯ 0
)(
DM0/S1 +
1
2 ĉ(κ¯) εϕ¯0∧
ε(ϕ¯0∧)† DM0/S1 − 12 ĉ(κ¯)
)
=
(
?¯ε(ϕ¯0∧)† ?¯(DM0/S1 − 12 ĉ(κ¯))
?¯(DM0/S1 +
1
2 ĉ(κ¯)) ?¯εϕ¯0∧
)
=(−1)n+1
(
ε(ϕ¯0∧)?¯ (DM0/S1 + 12 ĉ(κ¯))?¯
(DM0/S1 − 12 ĉ(κ¯))?¯ ε(ϕ¯0∧)†?¯
)
=(−1)n+1T̂F.
This implies that if n is even then we can decompose
T̂ =
(
0 T̂−
T̂+ 0
)
,
with respect to the involution F.
Example 4.33 (Spinning a closed manifold III). Consider again the free action treated
in Example 3.1.2 for the closed manifold M := X × S1. Since the volume of the orbits
are constant then κ = 0 and ϕ0 = 0. Therefore the operator T̂ of Theorem 4.31 reduces
to
T̂ =
(
dX + d
†
X 0
0 dX + d
†
X
)
.
Taking its square we get
T̂ 2 =
(
∆X 0
0 ∆X
)
,
where ∆X denotes the Laplacian on X. Observe that ker T̂ = ker T̂
2 = H∆ ⊗ C2, where
H∆ denotes the space of harmonic differential forms on X. The involution (4.13) in this
example is
F :=
(
0 ?X
?X 0
)
,
where ?X is the chirality operator of X. Observe that if α ∈ Hl∆ is an harmonic
differential form of degree l then ?Xα ∈ H4k−l∆ is an harmonic (4k − l)-differential form
and
F
(
α
± ?X α
)
= ±
(
α
± ?X α
)
.
This shows that the map (
α
?Xα
)
7−→
(
α
− ?X α
)
,
induces an isomorphism between ker T̂+ and ker T̂−, so we see that ind(T̂+) = 0.
We can give a geometric interpretation of the involution F in terms of an involution
on M in the general case of a semi-free S1-action. Assume that n is even so that the
closed manifold M has odd dimension. Define the operator a := iε? acting on ∧CT ∗M .
Using (2.4) we can easily verify
• a† = −i ? ε = iε? = a.
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• a2 = (iε?)2 = −ε ? ε? = 1.
In addition, if D is the Hodge- de Rham operator of M , then
aD = iε ? D = iεD? = −iDε? = −Da.
Thus, we can decompose D with respect to a as
D =
(
0 D(+)
D(−) 0
)
.
Recall however, the index of an elliptic operator on an odd dimensional closed manifold
vanishes ([59, Theorem III.13.12]). We claim that the involution a restricted to S1-
invariant forms is precisely F. To see this recall from Example 4.15 and Lemma
4.21,
?
∣∣∣∣
Ω(M0)S
1
=
(
0 −iε?¯
iε?¯ 0
)
and ε
∣∣∣∣
Ω(M0)S
1
=
(
ε 0
0 −ε
)
.
Thus, we simply compute and verify
a
∣∣∣∣
Ω(M0)S
1
=
(
iε 0
0 −iε
)(
0 −iε?¯
iε?¯ 0
)
=
(
0 ?¯
?¯ 0
)
=F.
This explains the relation FT̂ + T̂F = 0 and clarifies why ind(T̂+) = ind(D(+)) = 0 in
Example 4.33 is zero.
This result motivates the need to consider two possible directions:
1. Find another involution anti-commuting with T̂ which produces a non-trivial
index.
2. Perform the push down procedure for other geometric operators on M so that the
resulting operators anti-commute with ?¯.
As we are interested in the equivariant S1-signature and in view of Example 3.1.2 and
Example 3.13, it seems more convenient to follow the second option. This will be the
content of the following sections.
4.3.2 The positive signature operator
Let us assume now that n = 4k . In this situation the Hodge-de Rham operator D on M
commutes with ? and therefore it defines the graded component D+ : Ω+(M) −→ Ω+(M)
where Ω+(M) denotes the +1-eigenforms of ?. Our aim is to perform the analogous
push down construction for the operator D+ to obtain the corresponding self-adjoint
operator T̂ (D+). We begin by computing the restriction operator
S(D+) := D+
∣∣∣∣
Ω+c (M0)S
1
= (d+ ?d)
∣∣∣∣
Ω+c (M0)S
1
.
Observe from Corollary 4.14 and Lemma 4.21 that we can identify
Ωbas(M0) // Ω
+(M0)
S1
ω  //
(
ω
iε?¯ω
)
.
(4.14)
Indeed, for ω ∈ Ωbas(M0) we verify the parity condition(
0 −iε?¯
iε?¯ 0
)(
ω
iε?¯ω
)
=
(
ε?¯ε?¯ω
iε?¯ω
)
=
(
ω
iε?¯ω
)
.
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Now we calculate S(D+) by means of this identification. Using Theorem 4.22 we
compute for ω ∈ Ωbas(M0),
d
(
ω
iε?¯ω
)
=
(
d εϕ0∧
0 d− κ∧
)(
ω
iε?¯ω
)
=
(
dω + εϕ0 ∧ iε?¯ω
diε?¯ω − κ ∧ iε?¯ω
)
=
(
dω + iϕ0 ∧ ?¯ω
iε?¯((−?¯d?¯)ω + ιHω)
)
,
and
?d
(
ω
iε?¯ω
)
=
(
0 −iε?¯
iε?¯ 0
)(
d εϕ0∧
0 d− κ∧
)(
ω
iε?¯ω
)
=
(
0 −iε?¯
iε?¯ 0
)(
dω + iϕ0 ∧ ?¯ω
iε?¯((−?¯d?¯)ω + ιHω)
)
=
(
(−?¯d?¯)ω + ιHω
iε?¯(dω + iϕ0 ∧ ?¯ω)
)
.
Therefore,
S(D+) := D+
∣∣∣∣
Ω+c (M0)S
1
:
(
ω
iε?¯ω
)
7−→
(
dω + (−?¯d?¯)ω + ιHω + iϕ0 ∧ ?¯ω
iε?¯(dω + (−?¯d?¯)ω + ιHω + iϕ0 ∧ ?¯ω)
)
.
Under the identification Ωbas(M0) with Ω
+(M0)
S1 of (4.14) we see that the induced
operator on basic forms Sbas(D
+) : Ωbas,c(M0) −→ Ωbas,c(M0) is
Sbas(D
+) := d+ (−?¯d?¯) + ιH + iϕ0 ∧ ?¯.
The associated operator T (D+) : Ωc(M0/S
1) −→ Ωc(M0/S1) induced by pi∗S1 is then
T (D+) = DM0/S1 + ικ¯] + iϕ¯0 ∧ ?¯.
As before, in order to obtain an essentially self-adjoint operator T̂ (D+) on the core
Ωc(M0/S
1) with respect to the L2-inner product on sections of ∧CT ∗(M0/S1) without
the weight h, we implement the unitary transformation (4.12) and use Lemma 4.30,
T̂ (D+) = DM0/S1 +
1
2
ĉ(κ¯) + iϕ¯0 ∧ ?¯.
Remark 4.34. From Proposition 4.26 we see that
(iϕ¯0 ∧ ?¯)† = −i?¯(ϕ¯0∧)† = iϕ¯0 ∧ ?¯,
thus we see that T̂ (D+) is indeed symmetric.
Note however, that the zero order part does not anti-commute with ?¯ since
ĉ(κ¯)?¯ = ?¯ĉ(κ¯) and ?¯(iϕ¯0 ∧ ?¯) = −i(ϕ¯0∧)†.
4.3.3 The odd signature operator
Now we study, still in the case n = 4k, the odd signature operator of M ,
A := ?D = ?d+ d ? .
We have seen that A commutes with the involution ε so we can decompose it into the
components Aev/ odd : Ωev/ odd(M) −→ Ωev/ odd(M). Our objective is to compute the
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corresponding operator T̂ (Aev), which is possible since Aev commutes with the S1-action.
Using the decomposition of Corollary 4.14 and Example 4.15 we identify
Ωevbas(M0)
⊕
Ωoddbas (M0)
// Ωev(M0)
S1
(
ω0
ω1
)
 // ω0 + ω1 ∧ χ.
(4.15)
From this identification and Theorem 4.22 we calculate
?d
∣∣∣∣
Ωev(M0)S
1
=
(
0 −iε?¯
iε?¯ 0
)(
d εϕ0∧
0 d− κ∧
)
=
(
0 −i?¯(d− κ∧)
−i?¯d i?¯(ϕ0∧)
)
,
d ?
∣∣∣∣
Ωev(M0)S
1
=
(
d εϕ0∧
0 d− κ∧
)(
0 −iε?¯
iε?¯ 0
)
=
(
iϕ0 ∧ ?¯ id?¯
i(d− κ∧)?¯ 0
)
,
and obtain
S(Aev) := d ?+ ? d
∣∣∣∣
Ωev(M0)S
1
=
(
iϕ0 ∧ ?¯ id?¯− i?¯(d− κ∧)
i(d− κ∧)?¯− i?¯d i?¯ϕ0∧
)
=i
(
ϕ0 ∧ ?¯ (d− ?¯d?¯)?¯+ ?¯(κ∧)
(d− ?¯d?¯)?¯− (κ∧)?¯ ?¯ϕ0∧
)
.
Hence the induced operator in L2(∧CT ∗(M0/S1), h) is
T (Aev) = i
(
ϕ¯0 ∧ ?¯ DM0/S1 ?¯+ ?¯(κ¯∧)
DM0/S1 ?¯− (κ¯∧)?¯ ?¯ϕ¯0∧
)
.
After performing the unitary transformation (4.12) we finally obtain
T̂ (Aev) = i
(
ϕ¯0 ∧ ?¯ DM0/S1 ?¯+ 12 ĉ(κ¯)?¯
DM0/S1 ?¯− 12 ĉ(κ¯)?¯ ?¯ϕ¯0∧
)
:
Ωev(M0/S
1)⊕
Ωodd(M0/S
1)
−→
Ωev(M0/S
1)⊕
Ωodd(M0/S
1),
which can be written in the simpler way
T̂ (Aev) = i
(
DM0/S1 +
1
2
εĉ(κ¯)
)
?¯+ i
(
1 + ε
2
)
ϕ¯0 ∧ ?¯− i
(
1− ε
2
)
(ϕ¯0∧)†?¯.
Remark 4.35. It is easy to verify that this operator is symmetric. For example, using
Proposition 4.26 we calculate the adjoint of a zero order term(
i
(
1 + ε
2
)
ϕ¯0 ∧ ?¯
)†
= −i?¯(ϕ¯0∧)†
(
1 + ε
2
)
= i(ϕ¯0∧)?¯
(
1 + ε
2
)
= i
(
1 + ε
2
)
(ϕ¯0∧)?¯.
Moreover, for the first order part we see that (iDM0/S1 ?¯)
† = −i?¯DM0/S1 = iDM0/S1 ?¯.
Observe however that also in this case the zero order part does not anti-commute
with ?¯ since ?¯εĉ(κ¯) = εĉ(κ¯)?¯.
4.3.4 The Dirac-Schro¨dinger signature operator
Our aim is to implement a variant of the construction described above to construct an
operator defined on Ωc(M0/S
1) such that:
1. Its first order part is DM0/S1 .
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2. It anti-commutes with the chirality operator ?¯.
3. It is essentially self-adjoint.
Remark 4.36. For instance, in view of the zero order part of the induced operator T̂
of Theorem 4.31, we would like to have a term containing c(κ¯) instead of ĉ(κ¯) since
?¯c(κ¯) + c(κ¯)?¯ = 0. However, this term would need to me modified somehow since
c(κ¯)† = −c(κ¯).
In view of Proposition 4.13 and (4.12) we introduce, for r = 0, 1, · · · 4k, the unitary
transformation
ψr : Ω
r−1
c (M0/S
1)⊕ Ωrc(M0/S1) // Ωrc(M0)S
1
(ωr−1, ωr)  // h−1/2
(
pi∗S1ωr + (pi
∗
S1ωr−1) ∧ χ
)
.
From the proof of Theorem 4.31 we obtain immediately the following expressions.
Lemma 4.37. For the maps ψr we have the relations
dψr(ωr−1, ωr) =ψr+1
(
dM0/S1ωr−1 −
1
2
κ¯ ∧ ωr−1, dM0/S1ωr +
1
2
κ¯ ∧ ωr + ε(ϕ¯0∧)ωr−1
)
,
d†ψr(ωr−1, ωr) =ψr−1
(
d†
M0/S1
ωr−1 − 1
2
ικ¯]ωr−1 + ε(ϕ¯0∧)†ωr, d†M0/S1ωr +
1
2
ικ¯]ωr
)
.
Now consider the transformations introduced in [30, Section 5],
ψev : Ωc(M0/S
1) // Ωevc (M0)
S1
(ω0, · · · , ω4k)  // (ψ0(0, ω0), ψ2(ω1, ω2), · · · , ψ4k(ω4k−1, ω4k)),
ψodd : Ωc(M0/S
1) // Ωoddc (M0)
S1
(ω0, · · · , ω4k)  // (ψ1(ω0, ω1), ψ3(ω2, ω3), · · · , ψ4k−1(ω4k−2, ω4k−1)).
Motivated by Remark 4.36 and Lemma 4.37 we define the operator
D ′ := ψ−1odddψev + ψ
−1
ev d
†ψodd : Ωc(M0/S1) −→ Ωc(M0/S1). (4.16)
Clearly D ′ is symmetric since
(D ′)† = ψ†evd
†(ψ−1odd)
† + ψ†oddd(ψ
−1
ev )
† = ψ−1ev d
†ψodd + ψ−1odddψev = D
′.
Example 4.38. Let us describe the action of the operator D ′, using Lemma 4.37, in
two particular cases:
• Let ω1 ∈ Ω1c(M0/S1), then
ψ−1odddψevω1 =ψ
−1
odddψ2(ω1, 0)
=ψ−1oddψ3
(
dM0/S1ω1 −
1
2
κ¯ ∧ ω1,−ϕ¯0 ∧ ω1
)
=dM0/S1ω1 −
1
2
κ¯ ∧ ω1 − ϕ¯0 ∧ ω1.
Similarly, we compute
ψ−1ev d
†ψoddω1 =ψ−1oddd
†ψ1(0, ω1)
=ψ−1ev ψ0
(
0, d†
M0/S1
ω1 +
1
2
ικ¯]ω1
)
=d†
M0/S1
ω1 +
1
2
ικ¯]ω1.
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Hence
D ′ω1 = DM0/S1ω1 −
1
2
c(κ¯)ω1 − ϕ¯0 ∧ ω1.
• On the other hand, for ω2 ∈ Ω2c(M0/S1), we have
ψ−1odddψevω2 =ψ
−1
odddψ2(0, ω2)
=ψ−1oddψ3
(
0, dM0/S1ω2 +
1
2
κ¯ ∧ ω2
)
=dM0/S1ω1 +
1
2
κ¯ ∧ ω2
and
ψ−1ev d
†ψoddω2 =ψ−1oddd
†ψ3(ω2, 0)
=ψ−1ev ψ2
(
0, d†
M0/S1
ω1 +
1
2
ικ¯]ω1
)
=d†
M0/S1
ω1 +
1
2
ικ¯]ω1.
Thus we get
D ′ω2 = DM0/S1ω2 +
1
2
c(κ¯)ω2.
In view of this example it is easy to verify, using Lemma 4.37 and the explicit expres-
sion of ψev/odd, that with respect to the decomposition Ωc(M0/S
1) =
⊕
r≥0 Ω
r
c(M0/S
1)
we can express D ′ in matrix form as
D ′ =

0 d†
M0/S1
0 · · · 0
dM0/S1 0 0 · · · 0
...
...
0 · · · 0 0 d†
M0/S1
0 · · · 0 dM0/S1 0
+

0 12 ικ¯] 0 0 0 0 0 · · · 0
1
2 κ¯∧ 0 −12 ικ¯] ε(ϕ¯0∧)† 0 0 0 · · · 0
0 −12 κ¯∧ 0 12 ικ¯] 0 0 0 · · · 0
0 ε(ϕ¯0∧) 12 κ¯∧ 0 −12 ικ¯] ε(ϕ¯0∧)† 0 · · · 0
0 0 0 −12 κ¯∧ 0 12 ικ¯] 0 · · · 0
0 0 0 ε(ϕ¯0∧) 12 κ¯∧ 0
...
...
. . .
0 · · · 0 −12 ικ¯] ε(ϕ¯0∧)†
0 · · · −12 κ¯∧ 0 12 ικ¯]
0 · · · ε(ϕ¯0∧) 12 κ¯∧ 0

.
From this description we obtain the following result.
Proposition 4.39. The operator D ′ := ψ−1odddψev+ψ
−1
ev d
†ψodd : Ωc(M0/S1) −→ Ωc(M0/S1)
is explicitly given by
D ′ = DM0/S1 +
1
2
c(κ¯)ε− ĉ(ϕ¯0)
(
1− ε
2
)
.
Thus, it is a first order elliptic operator. Moreover, it is symmetric on Ωc(M0/S
1) and
anti-commutes with the chirality operator ?¯.
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Proof. Observe for the principal symbol that σP (D
′) = σP (DM0/S1), so indeed D
′ is
first order elliptic. For the symmetry assertion we just compute
(c(κ¯)ε)† = εc(κ¯)† = −εc(κ¯) = c(κ¯)ε,
and
(ĉ(ϕ¯0)(1− ε))† = (1− ε)ĉ(ϕ¯0) = ĉ(ϕ¯0)(1− ε).
For the last assertion we calculate using Proposition 4.26,
?¯D ′ =?¯DM0/S1 + ?¯
1
2
c(κ¯)ε− ?¯ĉ(ϕ¯0)
(
1− ε
2
)
=−DM0/S1 ?¯−
1
2
c(κ¯)?¯ε+ ĉ(ϕ¯0)?¯
(
1− ε
2
)
=−DM0/S1 ?¯−
1
2
c(κ¯)ε?¯+ ĉ(ϕ¯0)
(
1− ε
2
)
?¯
=−D ′?¯.
Due the nature of the potential of the operator D ′ and in view of Theorem 4.31 we
would expect D ′ to be essentially self-adjoint on the core Ωc(M0/S1). In order to apply
the construction of Bru¨ning and Heintze we need to find an operator on M , commuting
with the S1-action, so that when pushed down to M0/S
1 it coincides with D ′. Let us
explore how to find such an operator. In view of (4.16) we define
d := ψ−1odddψev and d
† := ψ−1ev d
†ψodd,
so that D ′ = d + d†. Observe that these operators fit in the commutative diagrams
Ωevc (M0)
S1 d // Ωoddc (M0)
S1
ψevψ
−1
odd // Ωevc (M0)
S1
Ωc(M0/S
1)
ψev
OO
d // Ωc(M0/S
1)
ψodd
OO
Ωc(M0/S
1),
ψev
OO
and
Ωevc (M0)
S1 ψoddψ
−1
ev // Ωoddc (M0)
S1 d
†
// Ωevc (M0)
S1
Ωc(M0/S
1)
ψev
OO
Ωc(M0/S
1)
ψodd
OO
d† // Ωc(M0/S
1).
ψev
OO
Lemma 4.40. Let c(χ) be the left Clifford multiplication by the characteristic 1-form.
Then the following relations hold,
ψevψ
−1
odd =− c(χ),
ψoddψ
−1
ev =c(χ).
Proof. We compute the left hand side of the first relation for an element in the image of
ψodd,
ψevψ
−1
odd
(
(h−1/2
(
pi∗S1ω2r+1 + (pi
∗
S1ω2r) ∧ χ
))
=ψevψ
−1
odd(ψ2r+1(ω2r, ω2r+1))
=ψev(ω2r, ω2r+1)
=ψ2r(0, ω2r) + ψ2r+2(ω2r+1, 0)
=h−1/2
(
pi∗S1ω2r + (pi
∗
S1ω2r+1) ∧ χ
)
.
65
On the other hand,
c(χ)
(
(h−1/2
(
pi∗S1ω2r+1 + (pi
∗
S1ω2r) ∧ χ
))
=h−1/2
(
χ ∧ (pi∗S1ω2r+1)− pi∗S1ω2r
)
=− h−1/2 ((pi∗S1ω2r+1) ∧ χ+ pi∗S1ω2r) .
This shows the first relation. The second one follows by taking adjoints.
From this lemma we obtain the commutative diagram
Ωevc (M0)
S1 −c(χ)d+d†c(χ) // Ωevc (M0)S
1
Ωc(M0/S
1)
ψev
OO
D ′ // Ωc(M0/S
1),
ψev
OO
(4.17)
and conclude that the operator D ′ is unitary equivalent to the operator −c(χ)d+ c(χ)d†.
Proposition 4.41. The operator B := −c(χ)d+ d†c(χ) satisfies:
1. It is a transversally elliptic first order differential operator with principal symbol
σP (B)(x, ξ) = −i(〈χ, ξ〉+ c(ξ)c(χ)).
2. It can be extended to M and B : Ω(M) −→ Ω(M) it essentially self-adjoint when
defined on this core.
3. It commutes with the S1-action on differential forms.
4. It commutes with the Gauß-Bonnet involution ε and therefore it can be decomposed
as B = Bev ⊕Bodd where Bev/odd : Ωev/odd(M) −→ Ωev/odd(M).
Proof. To prove the first statement recall from the proof of Proposition 2.3 the expres-
sions for the principal symbols
σp(d)(x, ξ) =− iξ∧,
σp(d
†)(x, ξ) =iιξ] .
Using the relation
c(χ) ◦ (ξ∧) =χ ∧ ξ ∧ −ιX ◦ (ξ∧) = χ ∧ ξ ∧ −〈χ, ξ〉+ ξ ∧ ιX = −ξ ∧ c(χ)− 〈χ, ξ〉,
we calculate the principal symbol of the operator B,
σp(B)(x, ξ) =− c(χ)σP (d)(x, ξ) + σP (d†)(x, ξ)c(χ)
=i
(
c(χ) ◦ (ξ∧) + (ιξ]) ◦ c(χ)
)
=i
(−ξ ∧ c(χ)− 〈χ, ξ〉+ (ιξ]) ◦ c(χ))
=− i(〈χ, ξ〉+ c(ξ)c(χ)).
In particular we see that if 〈χ, ξ〉 = 0 then
σp(B)(x, ξ)
2 = (−ic(ξ)c(χ))2 = −c(ξ)c(χ)c(ξ)c(χ) = c(ξ)c(χ)2c(ξ) = ‖ξ‖2,
from which follows that B is a transversally elliptic first order differential operator. To
prove the second assertion observe that the Clifford multiplication operator c(χ) has
domain Dom(c(χ)) = Ωc(M0). For ω ∈ Ωc(M0) compute the L2-norm
‖c(χ)ω‖2L2(∧T ∗M) =
∫
M
〈c(χ)ω, c(χ)ω〉(x)volM (x) =
∫
M
〈ω, ω〉(x)volM (x) = ‖ω‖2L2(∧T ∗M),
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where we have used that c(χ)† = −c(χ) and c(χ)2 = −1. Hence we can extend the
operator c(χ) to all L2(M,∧CT ∗M) by density. Using this fact we see that B is indeed
densely defined with core Ω(M). Since M is compact we can use Remark 1.27 to
conclude that B is an essentially self-adjoint operator. The last two assertions follow
easily from Proposition 4.12 and (2.5).
Now we can implement the construction described in Section 1.2 in this setting:
the restriction of B to the S1-invariant forms remains essentially self-adjoint and since
this operator is unitary equivalent to D ′ through ψev we conclude that D ′ is essentially
self-adjoint with core Ωc(M0/S
1). We summarize these results in the next theorem.
Theorem 4.42. The Dirac-Schro¨dinger operator
D ′ = DM0/S1 +
1
2
c(κ¯)ε− 1
2
ĉ(ϕ¯0)(1− ε),
defined on on Ωc(M0/S
1), is a first order elliptic differential operator which is essentially
self-adjoint. As the dimension of M is odd then D ′ anti-commutes with the chirality
operator ?¯ on M0/S
1 and therefore we can define the operator
D ′+ : Ω+c (M0/S
1) −→ Ω−c (M0/S1),
where Ω±c (M0/S1) is the ±1-eigenspace of ?¯.
Example 4.43 (Closed manifold IV). In the situation of Example 4.33 we of course
have ind(D ′+) = ind(D+X) = σ(X).
Example 4.44 (Free action). Let us consider the case in which the action on M is
free. In this situation, by Corollary 1.4, the quotient space M/S1 is a closed manifold.
Moreover, κ and ϕ0 are both bounded, so the zero order term
1
2
c(κ¯)ε− ĉ(ϕ¯0)
(
1− ε
2
)
,
is a bounded operator on L2(∧CT ∗(M/S1)). Since the operators D and D have the
same principal symbol then ind(D ′+) = ind(D+) = σ(M/S1).
Remark 4.45. Let us explore in some detail the relation D ′?¯ = −?¯D ′ at the level of
S1-invariant forms on M . To do so, consider the operator  := iε ? c(χ) on Ω(M0)S
1
,
then
1. † = −i(−c(χ)) ? ε = i ? c(χ)ε = −i ? εc(χ) = iε ? c(χ) = .
2. 2 = −ε ? c(χ)ε ? c(χ) = ε ? εc(χ) ? c(χ) = − ? c(χ) ? c(χ) = 1.
This shows that  is a self-adjoint involution. Moreover,
B =iε ? c(χ)(−c(χ)d+ d†c(χ))
=iε ? (d+ c(χ)d†c(χ))
=iε ? (−dc(χ) + c(χ)d†)c(χ)
=iε(−d† ? c(χ) + c(χ)d?)c(χ)
=(−d†c(χ) + c(χ)d)iε ? c(χ)
=−B.
67
We now compute using Lemma 4.21,

∣∣∣∣
Ω(M0)S
1
=i
(
ε 0
0 −ε
)(
0 −iε?¯
iε?¯ 0
)(
0 −ε
ε 0
)
=i
(
ε 0
0 −ε
)( −i?¯ 0
0 −i?¯
)
=
(
ε?¯ 0
0 −ε?¯
)
.
In particular,

∣∣∣∣
Ωev(M0)S
1
=
(
?¯ 0
0 ?¯
)
,
which shows that ?¯D = −D ?¯ since B = −B.
Remark 4.46. We will later give a detailed description of the operator D ′ close to a
connected component of the fixed point set. We will see that the term containing ĉ(ϕ¯0)
is actually bounded and therefore, by the Kato-Rellich theorem, it will be enough to
consider the operator
D := DM0/S1 +
1
2
c(κ¯)ε.
We will also see that the factor 1/2 is fundamental for the essential self-adjointness of
D .
Remark 4.47 (Gauß-Bonet Involution). It is straightforward to verify that D anti-
commutes with ε, while D ′ does not. Thus, we can split
D =
(
0 Dodd
Dev 0
)
,
where Dev/odd : Ω
ev/odd
c (M0/S
1) −→ Ωodd/evc (M0/S1).
The following result shows that D2 is a generalized Laplacian in the sense of [13,
Definition 2.2].
Lemma 4.48. Let D2M0/S1 = ∆M0/S1 be the Laplacian on M0/S
1 with respect to the
quotient metric, then(
DM0/S1 +
1
2
c(κ¯)ε
)2
= ∆M0/S1 −∇M0/S
1
κ¯]
ε− c(κ¯)DM0/S1ε+
1
2
d†
M0/S1
(κ¯)ε+
1
4
‖κ¯]‖2,
where ∇M0/S1 denotes the induced Levi-Civita connection.
Proof. We first expand(
DM0/S1 +
1
2
c(κ¯)ε
)2
=∆M0/S1 +
1
2
DM0/S1c(κ¯)ε+
1
2
c(κ¯)εDM0/S1 +
1
4
‖κ¯]‖2.
Then, from [13, Proposition 3.45] and the fact that dκ = 0 we obtain
c(κ¯)DM0/S1 +DM0/S1c(κ¯) = −2∇M0/S
1
κ¯]
+ d†
M0/S1
(κ¯).
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Remark 4.49. Observe that we can write(
DM0/S1 +
1
2
c(κ¯)ε
)2
= ∆M0/S1 +
ε
2
[DM0/S1 , c(κ¯)] +
1
4
‖κ¯]‖2.
In particular, for f ∈ C∞(M0/S1) we have by Proposition 2.4,
[DM0/S1 , c(κ¯)]f =DM0/S1(fc(κ¯))− c(κ¯)DM0/S1f
=c(df)c(κ¯) + fDM0/S1c(κ¯)− c(κ¯)c(df)− fc(κ¯)DM0/S1
=f [DM0/S1 , c(κ¯)] + [c(df), c(κ¯)].
Even though we are not going to make use of it, we want to finish this section by
showing that the operator D ′ is also essentially self-adjoint whenever M is a complete
(not necessarily compact) manifold on which S1 acts by orientation preserving isometries.
The strategy of the proof is inspired in the similar result for Dirac operators.
Lemma 4.50. For f ∈ C∞(M) we have [B, f ] = c(df)c(χ) + 〈χ, df〉, where [·, ·] denotes
the commutator.
Proof. First observe from Proposition 2.1(3) that ?(df∧)? = −ι(df)] . Then we just
compute as in the proof of Proposition 4.41,
[B, f ] =− c(χ) ◦ (df∧) + (?(df∧)?) ◦ c(χ)
=− c(χ) ◦ (df∧)− ι(df)] ◦ c(χ)
=df ∧ c(χ) + 〈χ, df〉 − ι(df)] ◦ c(χ)
=c(df)c(χ) + 〈χ, df〉.
Corollary 4.51. Let M be a complete Riemannian manifold. Then the operator B is
essentially self-adjoint.
Proof. We are going to adapt the proof for Dirac operators given in [42, Chapter 4],
[59, Theorem II.5.7] and [75]. Let β ∈ Dom(B∗), we want to show that β ∈ Dom(B).
Choose a real-valued smooth function % ∈ C∞(M) satisfying the following conditions:
• 0 ≤ % ≤ 1
• %(t) = 1 for t ≤ 1.
• %(t) = 0 for t ≥ 2.
• |%′(t)| ≤ 2.
Fix an element x0 ∈ M and let d : M −→ R be the distance function at x0, which
is a locally Lipschitz continuous function and therefore differentiable with |d′(x)| ≤ 1
almost everywhere. Since M is complete, for each r > 1 the closure of the open ball
Br := {x ∈M | d(x) ≤ r} is compact. Define a sequence of functions on M by
%n(x) := %
(
d(x)
n
)
,
whose support satisfies supp(%n) ⊂ B2n. Thus, each %n has compact support. Moreover,
these functions are also locally Lipschitz and therefore differentiable almost everywhere.
On these points we have the estimate
‖d%n(x)‖2 ≤ 4
n2
.
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Define now βn := %nβ ∈ Dom(B∗), we want to show that βn −→ β and B∗βn −→ B∗β.
First note that∫
M
‖βn − β‖2dx =
∫
M
|%n(x)− 1|2‖β‖2dx ≤
∫
M−B2n
‖β‖2 −→ 0
as n −→ ∞. Now we deal with the sequence (B∗βn)n. If follows from [59, Remark
II.5.6] that the analogous of Lemma 4.50 holds also in the distributional sense,
B∗βn = c(d%n)c(χ)β + 〈χ, d%n〉β + %nB∗β.
Arguing as before we see that %nB
∗β −→ B∗β as n −→∞. On the other hand,
‖(d%n)c(χ)β‖2L2(∧T ∗M) ≤
4
n2
‖β‖2L2(∧T ∗M) −→ 0,
‖〈χ, d%n〉β‖2L2(∧T ∗M) ≤
4
n2
‖β‖2L2(∧T ∗M) −→ 0,
as n −→∞. Altogether, B∗βn −→ B∗β in L2 and therefore βn −→ β in the graph norm
of B∗. This shows that it is enough to consider β ∈ Dom(B∗) with compact support.
For this case we can now use Lemma 1.24 to conclude β ∈ Dom(B).
4.4 The basic signature operator
The final section of this chapter is devoted to comparing our methods with the ones of
Habib and Richardson on modified differentials in the context of Riemannian foliations
[48]. In their work they defined the basic signature operator as a Dirac-type operator on
the space of basic forms. This operator has the important property that it anti-commutes
with the chirality operator ?¯ and therefore the basic signature can be defined as its index.
We will continue in the setting in which S1 acts effectively and semi-freely by
orientation preserving isometries on a closed 4k + 1 dimensional Riemannian manifold
M . To begin let us define the space of L2-basic forms, denoted by L2bas(M0), as the
Hilbert space completion of Ωbas,c(M0) with respect to the inner product
(ω0, ω1)bas :=
∫
M
χ ∧ ω0 ∧ ∗¯ω1,
where ∗¯ is the basic Hodge star operator of Definition 4.17. Note that
(ω0, ω1)bas :=
∫
M
χ ∧ ω0 ∧ ∗¯ω1 =
∫
M
ω0 ∧ ∗¯ω1 ∧ χ =
∫
M
ω0 ∧ ∗ω1,
so L2bas(M0) is nothing else but the closed subspace of L
2(∧T ∗M0) spanned by Ωbas,c(M0).
As we have seen before, the exterior derivative maps basic forms to basic forms, so it is
natural to ask which is the associated formal adjoint with respect to the basic L2-inner
product described above. Observe from Remark 4.27 that d† is not such an adjoint
because it does not preserve the space of basic forms. Nevertheless, one can correct this
problem by composing it with the projection Pbas : L
2(∧T ∗M) −→ L2bas(M) described
in [66]. That is, the desired basic adjoint of d is simply
δb := Pbasd
† : Ωrbas(M) −→ Ωr−1bas (M).
Indeed, a simple computation shows that δb satisfies the required condition,
(ω0, δbω1)bas = (ω0, Pbasd
†ω1)bas = (Pbasω0, d†ω1)bas = (ω0, d†ω1)bas = (dω0, ω1)bas.
Form Theorem 4.22 we see that this operator is given explicitly by ([71, Theorem 7.10])
δb = −?¯d?¯+ ιH , (4.18)
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where H is the mean curvature vector field. One would be tempted to define the basic
Dirac operator as d + δb, but this turns out to be problematic since it is clear that
d + δb does not anti-commute with ?¯. To overcome this issue, Habib and Richardson
introduced in [48] the twisted differential
d˜ := d− 1
2
κ∧,
where κ is the mean curvature form. The first thing to check is that d˜ is really a
differential, i.e. that it satisfies (d˜)2 = 0. This follows by Corollary 4.8 since
(d˜)2 = −d ◦
(
1
2
∧ κ
)
− 1
2
κ ∧ d = −1
2
dκ = 0.
Let us denote by H˜∗bas,c(M −MS
1
) the cohomology with compact support of the twisted
differential d˜. Then we have the following result 1.
Proposition 4.52. The symmetric pairing
H˜2kbas,c(M −MS
1
)× H˜2kbas,c(M −MS
1
) // R
(ω, ω′)  //
∫
M
χ ∧ ω ∧ ω′,
is well defined.
Proof. Let β ∈ Ω2k−1bas,c (M −MS
1
) and ω ∈ Ω2kbas,c(M −MS
1
) such that
dω − 1
2
κ ∧ ω =0.
We need to show that ∫
M
χ ∧
(
dβ − 1
2
κ ∧ β
)
∧ ω = 0.
Using (4.3) we compute the exterior derivative
d(χ ∧ β ∧ ω) =(dχ) ∧ β ∧ ω − χ ∧ d(β ∧ ω)
=(dχ) ∧ β ∧ ω − χ ∧ dβ ∧ ω + χ ∧ β ∧ dω
=ϕ0 ∧ β ∧ ω − κ ∧ χ ∧ β ∧ ω − χ ∧ dβ ∧ ω + χ ∧ β ∧ dω
=ϕ0 ∧ β ∧ ω − χ ∧ β ∧ κ ∧ ω − χ ∧ dβ ∧ ω + χ ∧ β ∧ dω
=ϕ0 ∧ β ∧ ω − 1
2
χ ∧ β ∧ κ ∧ ω − χ ∧ dβ ∧ ω
=ϕ0 ∧ β ∧ ω + 1
2
χ ∧ κ ∧ β ∧ ω − χ ∧ dβ ∧ ω
=ϕ0 ∧ β ∧ ω − χ ∧
(
dβ − 1
2
κ ∧ β
)
∧ ω.
Now, on the one hand ∫
M
d(χ ∧ β ∧ ω) = 0,
by Stokes’ theorem, and on the other hand∫
M
ϕ0 ∧ β ∧ ω = 0,
since ϕ0 ∧ β ∧ ω is a top-degree basic form, which therefore should be zero.
1I would like to thank Ken Richardson for pointing me out this fact.
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The adjoint operator of the twisted differential d˜ with respect to the L2-inner product
on basic forms is
δ˜ := (d˜)
†
=
(
d− 1
2
κ∧
)†
= δb − 1
2
ιH .
It is natural to study the operator D˜ := d˜+ d˜† acting on smooth basic forms, which by
construction is symmetric with respect to (·, ·)bas.
Lemma 4.53 ([48, Proposition 5.1]). The operator D˜ satisfies ?¯D˜ + D˜?¯ = 0.
Proof. First observe from (4.18) that
D˜ = d˜+ d˜† = d− 1
2
κ ∧+δb − 1
2
ιH = d− ?¯d†?¯− 1
2
c(κ).
Then, since
?¯
(
DM0/S1 −
1
2
c(κ¯)
)
+
(
DM0/S1 −
1
2
c(κ¯)
)
?¯ = 0,
the result follows from the commutative diagram
Ωbas,c(M0)
D˜ // Ωbas,c(M0)
Ωc(M0/S
1)
pi∗
S1
OO
DM0/S1
− 1
2
c(κ¯)
// Ωc(M0/S
1).
pi∗
S1
OO
From this lemma we see that we can decompose D˜ with respect to ?¯ as
D˜ =
(
0 D˜−
D˜+ 0
)
.
Definition 4.54. The basic signature operator is defined as the component
D˜+ : Ω+bas,c(M0) −→ Ω−bas,c(M0).
In view of the proof of Lemma 4.53 we would like to study the operator D˜ as an
operator on Ωc(M0/S
1) via the pullback of the orbit map and compare it with D ′. First
of all note that the operator
DM0/S1 −
1
2
c(κ¯)
is not symmetric on Ωc(M0/S
1) with respect to the quotient metric since c(κ¯)† = −c(κ¯).
As we did in the sections above we need to implement the transformation (4.12). Recall
from the proof of Theorem 4.31 the formula
h1/2DM0/S1h
−1/2 = DM0/S1 +
1
2
c(κ¯).
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Hence, if we set ψ := h−1/2 ◦ pi∗S1 , then we obtain the following commutative diagram
Ωbas,c(M0)
D˜ // Ωbas,c(M0)
Ωc(M0/S
1)
ψ
OO
DM0/S1 // Ωc(M0/S
1).
ψ
OO
This means that the basic signature operator D˜+, regarded as a symmetric operator on
the quotient space through ψ, is precisely the signature operator D+
M0/S1
on the quotient
space.
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5 Examples
In this chapter we provide some examples of the theory presented so far, with particular
focus on the construction of the operator D ′. The main objective is to illustrate how
explicit computation are carried out in practice. We begin with some low dimensional
examples where all the geometric quantities of Chapter 4 can be easily visualized. In
the second half of this chapter we present concrete examples of semi-free circle actions
on the 5-sphere and verify Theorem 3.9 for such concrete cases. In particular, we see
the different nature of the terms involved in this formula.
To motivate the techniques, we consider the following generic case. In view of the
proof of Theorem 3.9, it can be seen that locally one can always study the induced
linear action as k copies of the standard S1 action on C plus the trivial representation.
Consequently, this linear model is a rich source to construct such examples. Concretely,
consider M := S2n−1 ⊂ Cn with the S1-action given, for λ ∈ S1 ⊂ C, by
λ · (z1, z2, . . . , zk−1, zk, zk+1, . . . zn) := (λz1, λz2, . . . , λzk−1, λzk, zk+1, . . . zn).
It is straightforward to see that the fixed point set is
MS
1
= {(0, 0, . . . , 0, 0, zk+1, . . . zn) ∈ S2n+1} = S2(n−k)−1.
Locally, the quotient space can therefore modeled as a mapping cone of a Ck−1-
Riemannian fibration. In particular, S2n−1/S1 is satisfies the Witt condition if, and
only if, k is even.
Some examples that we present in this section are specific instances of this general
construction.
5.1 Low dimensional examples
5.1.1 2-Torus
In this first example we will study the embedded 2-torus T2 ⊂ R3 regarded as a surface
of revolution obtained by rotating the circle (x − R)2 + z2 = r2 around the z-axis for
0 < r < R. This surface can be locally parametrized by the equations
x = (R+ r cosu) cos v,
y = (R+ r cosu) sin v,
z = r sinu,
where 0 < u, v < 2pi. The metric induced on T2 by the Euclidean metric of R3 can be
written in these coordinates as
gTT
2
= r2du2 + (R+ r cosu)2dv2. (5.1)
If we choose the orientation with respect to the outward normal vector field on T2 then
the associated volume element is volT2 = r(R+ r cosu)du ∧ dv.
We now consider the action of S1 on T2 by rotations around the z-axis. Explicitly,
with respect to the (u, v)-coordinates, we define eit(u, v) := (u, v + t) for eit ∈ S1. This
action is orientation and metric preserving. In spite of the fact that this action is free, it
is still worth considering it in order to illustrate some results discussed in the previous
chapters. Let us compute first the generating vector field V . For a smooth function
f ∈ C∞(T2) the action of V on f is by definition
V (f)(u, v) :=
d
dt
f(eit(u, v))
∣∣∣∣
t=0
=
d
dt
f(u, v + t)
∣∣∣∣
t=0
= ∂vf(u, v),
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Figure 5.1: The 2-torus T ⊂ R3 obtained by rotating the circle defined by the equation
(x−R)2 + z2 = r2, where 0 < r < R, around the z-axis.
therefore V = ∂v. From (5.1) we see that the corresponding unit vector field is
X =
∂v
R+ r cosu
,
and the associated characteristic form is χ = X[ = (R+ r cosu)dv. The mean curvature
vector field is by definition
H = ∇XX = 1
(R+ r cosu)2
∇∂v∂v =
sinu∂u
r(R+ r cosu)
,
where we have used ∇∂v∂v = r−1(R + r cosu) sinu∂u for the Levi-Civita connection,
which can be easily derived from (5.1). The mean curvature 1-from is then
κ =
r sinudu
R+ r cosu
.
Note that κ can be also computed from Proposition 4.7(2),
κ = −d log(‖V ‖) = −d log(R+ r cosu) = r sinudu
R+ r cosu
. (5.2)
Next we calculate the 2-form ϕ0. Observe from (4.3),
dχ = −r sinudu ∧ dv = − r sinudu
R+ r cosu
∧ (R+ r cosu)dv = −κ ∧ χ.
This implies that ϕ0 = 0. This is of course not surprising since any top degree basic
form associated to an effective action must vanish.
Let us now describe the volume of the orbit function h. The volume of the orbit
passing trough the point parametrized by the coordinates (u, v) is the perimeter of a
circle of radius R+ r cosu, i.e. h(u, v) = 2pi(R+ r cosu). Note in particular,
d(h−1/2) =
1
2
(2pi)−1/2(R+ r cosu)−3/2r sinudu = −1
2
h−1/2κ,
which shows the idea behind the proof of Lemma 4.30.
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The quotient space T2/S1 of this free action can be identified with a circle S1(r) of
radius r > 0. If we equip this circle with the metric gTS
1(r) = r2du2 we easily see that
the orbit map piS1 : T2 −→ T2/S1 becomes a Riemannian submersion.
Let us illustrate Theorem 4.22 for the invariant form ω = f(u)du. On the one hand
(dT2 + d
†
T2)(f(u)du) =− ∗d ∗ f(u)du
=− ∗d
(
(R+ r cosu)
r
f(u)dv
)
=− ∗
((
− sinuf(u) + (R+ r cosu)
r
f ′(u)
)
du ∧ dv
)
=
sinu
r(R+ r cosu)
f(u)− 1
r2
f ′(u),
and on the other, if we regard f(u)du as a 1-form on T2/S1 = S1(r) we get (using the
notation ∗¯ := ∗S1(r))
(dS1(r) + d
†
S1(r)
)(f(u)du) =− ∗¯d∗¯f(u)du = −∗¯d
(
1
r
f(u)
)
= − 1
r2
f ′(u).
Thus, in view of (5.2), we see how Theorem 4.22 is verified for ω.
Finally, the operator D of Theorem 4.42 in this case is just
D ′ = D = DS1(r) +
1
2
(
r sinu
R+ r cosu
)
c(du)ε,
where DS1(r) denotes the Hodge-de Rham operator of S
1(r) with respect to the metric
ds¯2 = r2du2. As the zero order term of D is bounded then, by Remark 4.47 and the
Gauß-Bonnet theorem, we obtain the index formula
ind(Dev) = ind(DevS1(r)) = χ(S
1(r)) = 0.
5.1.2 Euclidean plane
Let us consider now the real plane M = R2 equipped with the usual orientation and with
the Euclidean metric, which can be written in polar coordinates as gTR
2
= dr2 + r2dθ2
for r ≥ 0, θ ∈ [0, 2pi]. Even tough this manifold is not compact, the Hodge-de Rham
operator is essentially self-adjoint since the metric is complete. We study the action
of S1 on R2 by counter-clockwise rotations around the origin. This action is semi-free
and the fixed point set consists only of the origin. Consequently, the principal orbit
is M0 = R2 − {(0, 0)}. It is clear that M0/S1 can be identified with the open interval
R> := (0,∞) and the quotient metric is simply gTR> = dr2. In particular, note that
(R>, gTR>) is not complete.
We start by computing the main geometric quantities. The generating vector field of
the action is V = ∂θ. Its associated unit vector field is X = r
−1∂θ and the corresponding
characteristic form is χ = rdθ. The mean curvature vector field is computed from the
Levi-Civita connection as
H = ∇XX = 1
r2
∇∂θ∂θ = −
1
r
∂r,
and the its associated mean curvature 1-form is κ = X[ = −dr/r. In this case we have,
as in the example above,
ϕ0 = dχ+ κ ∧ χ = dr ∧ dθ +
(
−dr
r
)
∧ rdθ = 0.
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These computations show that the operator D ′ of Theorem 4.42 is
D ′ = D = DR> −
1
2r
c(dr)ε,
where DR> = dR> + d
†
R> is the Hodge-de Rham operator of (R>, g
TR>).
Remark 5.1 (DR> is not essentially self-adjoint). With respect to the decomposition
of forms by degree (0-forms and 1-forms) we can express
DR> =
(
0 −∂r
∂r 0
)
.
Observe now the following facts:
• e−r ∈ L2(R>).
• The vector (
e−r
ie−r
)
∈ Dom((DR>)max)
• The operator DR>,max has i =
√−1 as an eigenvalue, i.e.(
0 −∂r
∂r 0
)(
e−r
ie−r
)
= i
(
e−r
ie−r
)
.
This shows that the deficiency indices are not zero and therefore DR> is not essentially
self-adjoint when defined on the core Ωc(R>).
With respect to degree decomposition, as in the remark above, we can express
D =
(
0 −∂r − 12r
∂r − 12r 0
)
. (5.3)
If we define the 2× 2 matrix
γ :=
(
0 −1
1 0
)
,
then we can write this operator as
D = γ
(
∂
∂r
+
(
1 0
0 −1
)
⊗
(
− 1
2r
))
.
Here we explicitly see that we can write D as a regular singular first order differential
operator in the sense of Bru¨ning and Seeley (see Appendix A). In particular, since the
cone coefficient satisfies
spec
{
−1
2
(
1 0
0 −1
)}
= {±1/2} /∈ (−1/2, 1/2),
we verify that D is indeed essentially self-adjoint by Theorem A.3 (we will go deeper
into this argument in the next chapters). This result of course follows directly from
(4.17) and Corollary 4.51.
Remark 5.2 (Deficiency indices). For λ ∈ C and ω¯ = f0(r) + f1(r)dr consider the
eigenvalue problem for the operator D ,
−f ′1 −
1
2r
f1 = λf0,
f ′0 −
1
2r
f0 = λf1.
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We can uncouple this system to obtain two independent second order differential
equations
f ′′1 +
(
λ2 − 3
4r2
)
f1 = 0 and f
′′
0 +
(
λ2 +
1
4r2
)
f0 = 0. (5.4)
In order to compute the deficiency indices we need to study these equations for λ = ±i.
From [60, Lemma 4.2] it follows that in this case there exist no solutions for (5.4).
Hence, the corresponding deficiency indices for D are zero. This also shows that the
operator D is essentially self-adjoint by [69, Proposition 3.7].
Remark 5.3. It is easy to verify that the functions f±(r) = r±1/2 satisfy the relation
f ′±(r) = ±
1
2r
f±(r),
and therefore D(f+ + f−dr) = 0. However, this does not show that the kernel of D is
zero since f± /∈ L2(R>).
To study the kernel of D we begin recalling a fundamental inequality.
Lemma 5.4 (Hardy’s inequality, [49]). Suppose 1 < p <∞, f ∈ Lp(R>) and
F (x) =
1
x
∫ x
0
f(r)dr.
Then,
‖F‖Lp(R>) ≤
(
p
p− 1
)
‖f‖Lp(R>).
Moreover, the equality holds if, and only if, f = 0 almost everywhere.
Lemma 5.5. The operator Dev satisfies ker(Dev) = {0}.
Proof. Let f ∈ ker(Dev). Since C∞c (R>) is a core for Dev then there exists a sequence
(fn)n ⊂ C∞c (R>) such that fn −→ f and Devfn −→ 0 in L2(R>). Our aim is to estimate
the L2-norm of Devfn. Observe that(
f ′n −
1
2r
fn
)2
=(f ′n)
2 +
1
4r2
f2n −
1
r
fnf
′
n.
Using the relation
d
dr
(
1
2r
f2n
)
= − 1
2r2
f2n +
1
r
fnf
′
n,
and using that fn has compact support we arrive to the expression
‖Devfn‖2L2(R>) =
∫ ∞
0
(
f ′n −
1
2r
fn
)2
dr =
∫ ∞
0
(
(f ′n)
2 − 1
4r2
f2n
)
dr.
Finally, using Lemma 5.4, we conclude that fn −→ 0.
Corollary 5.6. We have ind(Dev) = 0.
Proof. First observe that Dodd is Fredholm by Theorem A.1. Hence, it suffices to show
that ker(Dodd) = 0. Using the notation of the previous proof and using Lemma 5.4, we
can estimate for fn ∈ C∞(R>)
‖Doddfn‖2L2(R>) =
∫ ∞
0
(
f ′n +
1
2r
fn
)2
dr
=
∫ ∞
0
(
(f ′n)
2 − 1
4r2
f2n
)
dr +
∫ ∞
0
1
r2
f2ndr.
If we assume that Doddfn −→ 0, then these two integrals should also converge to zero
(as they are both positive). In particular, from the convergence to zero of the first
integral we see, again from Lemma 5.4, that fn −→ 0.
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On the other hand, observe that the Euler characteristic χ(R>) = 0 because R> is
contractible. Hence, we see that ind(Dev) = χ(R>) = 0.
We conclude this example by verifying Lemma 4.48. First, a straightforward
computation shows that
D2 =
( −∂2r − 14r2 0
0 −∂2r + 34r2
)
.
On the other hand we compute,
∇R>
κ¯]
=− 1
r
∇R>∂r ,
d†R>(κ¯) =−
1
r2
,
‖κ¯]‖2 = 1
r2
.
Hence, the right hand side of Lemma 4.48 applied to a smooth function f0 is(
∆R> −∇R>κ¯] ε− c(κ¯)DR>ε+
1
2
d†R>(κ¯)ε+
1
4
‖κ¯]‖2
)
f0
= −f ′′0 +
1
r
f ′0 −
1
r
ι∂r(f
′
0dr)−
1
2r2
f0 +
1
4r2
f0
= −f ′′0 −
1
4r2
f0,
and similarly for a 1-form f1dr we have(
∆R> −∇R>κ¯] ε− c(κ¯)DR>ε+
1
2
d†R>(κ¯)ε+
1
4
‖κ¯]‖2
)
f1dr
= −f ′′1 dr −
1
r
f ′1dr +
1
r
dr ∧ (f ′1) +
1
2r2
f1dr +
1
4r2
f1dr
=
(
−f ′′1 +
3
4r2
f1
)
dr.
Thus, the desired statement is verified. In particular observe that we can express
D2 = ∆R> +
1
2r2
(
1
2
− ε
)
,
where ∆R> = −∂2r is the Laplacian.
5.1.3 2-sphere
The aim of this example is to illustrate the whole procedure to obtain the operators of
Theorem 4.31 and Theorem 4.42. This is intended to get a better understatement of
the theory. We are going to consider the semi-free circle action on the unit 2-sphere
M = S2 ⊂ R3 by rotations along the z-axis. The fixed point set is MS1 = {N ,S},
where N and S denote the north and south pole respectively. On its complement
M0 = S
2−{N ,S} the action is free. We equip S2 with the induced metric coming from
the Euclidean inner product of R3. As this metric is rotational invariant we see that S1
acts on S2 by isometries. Let us consider the local parametrization of S2 by spherical
coordinates
x = sin θ cosφ,
y = sin θ sinφ,
x = cos θ,
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where 0 < θ < pi and the 0 < φ < 2pi. With respect to this parametrization the metric
on S2 takes the form
gTS
2
= dθ2 + sin2 θdφ2. (5.5)
From this it follows that the induced inner products on 1-forms are
〈dθ, dθ〉 = 1, 〈dθ, dφ〉 = 0, 〈dφ, dφ〉 = (sin θ)−2.
If we choose the orientation on S2 using the outward normal vector then the associated
Riemannian volume element is volS2 = sin θdθ ∧ dφ.
Now let us describe the S1-action concretely. An element eiϕ ∈ S1 acts on a point
represented by the pair (θ, φ) by eiϕ(θ, φ) 7−→ (θ, φ+ϕ). In particular we see, in view of
(5.5), that S1 acts on S2 effectively by orientation preserving isometries. The quotient
manifold M0/S
1 can be identified with the open interval I := (0, pi), which we equip
with the flat metric gTI = dθ2 so that the orbit map piS1 : M0 −→ M0/S1 becomes a
Riemannian submersion.
(θ, φ)N
S
x
z
Figure 5.2: Local chart of S2 defined by the polar angle 0 < θ < pi and the azimuthal
angle 0 < φ < 2pi.
The generating vector field of the action is clearly V = ∂φ and its associated unit
vector field is
X =
1
sin θ
∂φ.
From (5.5) we see that the corresponding characteristic form is χ = sin θdφ. The mean
curvature vector field is by definition
H =
1
sin2 θ
∇∂φ∂φ =
1
sin2 θ
(− sin θ cos θ∂θ) = − cot θ∂θ,
and its associated dual 1-form is then κ = − cot θdθ. This 1-form can be also computed
using Proposition 4.7(2)
κ = −d log(‖V ‖) = −d log(sin θ) = −cos θdθ
sin θ
= − cot θdθ.
Note in particular that it satisfies dκ = 0 as expected. Again using (4.3) we find that
ϕ0 = 0 since
dχ+ κ ∧ χ = d(sin θdφ)− cot θdθ ∧ sin θdφ = 0.
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Having computed the relevant geometric quantities we are going to start by verifying
Theorem 4.22. From Proposition 4.13 we know that any S1-invariant differential form
on M0 can be written as
ω = (f0(θ) + f1(θ)dθ)︸ ︷︷ ︸
=:ω0
+ (f2(θ) + f3(θ)dθ))︸ ︷︷ ︸
=:ω1
∧χ, (5.6)
where ω0, ω1 ∈ Ωbas(M0). First we compute the exterior derivative of such an S1-
invariant form
d(ω0 + ω1 ∧ χ) = f ′0(θ)dθ + df2(θ) ∧ χ+ f2(θ)dχ = f ′0(θ)dθ + (f ′2(θ) + cot θf2(θ))dθ ∧ χ.
Similarly we calculate
d†(ω0 + ω1 ∧ χ) =− ∗d ∗ (ω0 + ω1 ∧ χ)
=− ∗d(f1(θ)χ− f2(θ)dθ + f3(θ))
=− ∗[(f ′1(θ) + cot θf1(θ))dθ ∧ χ+ f ′3(θ)dθ]
=− f ′1(θ)− cot θf1(θ)− f ′3(θ)χ.
On the other hand the action of DI := dI + d
†
I , the Hodge-de Rham operator associated
to (I, dθ2), on a form ω¯ = g0(θ) + g1(θ)dθ ∈ Ω(I) is
DI(g0(θ) + g1(θ)dθ) = −g′1(θ) + g′0(θ)dθ.
Here we have used ?¯(g0 + g1dθ) = i(−g1 + g0dθ). Hence, from the decomposition (5.6)
we explicitly see that
S(DS2) := DS2
∣∣∣∣
Ω(M0)S
1
=
(
d+ ?¯d?¯− cot θι∂θ 0
0 d+ ?¯d?¯+ cot θdθ∧
)
.
This illustrates the statement of Theorem 4.22 with n = 1, κ = − cot θdθ and ϕ0 = 0.
The induced operator T (DS2) on Ωc(I)⊗ C2 of Theorem 4.28 is then
T (DS2) :=
(
DI − cot θι∂θ 0
0 DI + cot θdθ∧
)
.
Now we will explicitly show that this operator is symmetric in L2(F, h). As we saw
in Section 4.2.2, the vector bundle F −→ I is given by F = ∧CT ∗I ⊕ ∧CT ∗I and
Dom(T (DS2)) = Ωc(I)⊗C2. The volume of the orbit containing the point (θ, φ) can be
computed using (4.4),
h(θ) =
∫
pi−1
S1
(θ)
χ =
∫ 2pi
0
sin θdφ = 2pi sin θ.
This formula was expected since the orbits are circles of radius sin θ. As a consequence,
the L2(F, h)-norm of a pair of differential forms with compact support f0(θ) + f1(θ)dθ
and f2(θ) + f3(θ)dθ) is
‖(f0 + f1dθ, f2 + f3dθ)‖2L2(F,h) =
∫ pi
0
(|f0|2 + |f1|2 + |f2|2 + |f3|2)2pi sin θdθ.
Observe that
d
dθ
(f0(θ)f1(θ) sin θ) = f
′
0(θ)f1(θ) sin θ + f0(θ)f1(θ) sin θ + f0(θ)f1(θ) cot θ sin θ,
so since f0, f1 have compact support in I we obtain∫ pi
0
f ′(θ)g(θ) sin θdθ = −
∫ pi
0
f(θ)g′(θ) sin θdθ −
∫ pi
0
f(θ)g(θ) cot θ sin θdθ.
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Using this relation we calculate the first component of the L2(F, h)-inner product
((DI − cot θι∂θ)(f0 + f1dθ),g0 + g1dθ)L2(∧T ∗I,h)
= (−f ′1 − f1 cot θ + f ′0dθ, g0 + g1dθ)L2(∧T ∗I,h)
= −2pi
∫ pi
0
(f ′1 + f1 cot θ)g0 sin θdθ + 2pi
∫ pi
0
f ′0g1 sin θdθ
= 2pi
∫ pi
0
f1g
′
0 sin θdθ − 2pi
∫ pi
0
f0(g
′
1 + g1 cot θ) sin θdθ
= (f0 + f1dθ, (DI − cot θι∂θ)(g0 + g1dθ))L2(∧T ∗I,h).
Similarly for the other component of T (S2),
((DI + cot θdθ∧)(f0 + f1dθ),g0 + g1dθ)L2(∧T ∗I,h)
= (−f ′1 + (f0 cot θ + f ′0)dθ, g0 + g1dθ)L2(∧T ∗I,h)
= −2pi
∫ pi
0
f ′1g0 sin θdθ + 2pi
∫ pi
0
(f0 cot θ + f
′
0)g1 sin θdθ
= 2pi
∫ pi
0
f1(g0 cot θ + g
′
0) sin θdθ − 2pi
∫ pi
0
f0g
′
1 sin θdθ
= (f0 + f1dθ, (DI + cot θdθ∧)(g0 + g1dθ))L2(∧T ∗I,h).
These relations illustrate that the operator T (S2) is indeed symmetric with respect to
the L2(F, h)-metric.
Now we want to conjugate this operator with the unitary transformation (4.12),
which in this example just given by
U : Ωc(I) // Ωc(I)
ω¯  // (2pi sin θ)−1/2ω¯.
First we verify Lemma 4.30,
d
dθ
(h−1/2) =
d
dθ
(2pi sin θ)−1/2 = −1
2
(2pi sin θ)−3/22pi cos θ = −1
2
h−1/2 cot θ.
Then we compute
(DI − cot θι∂θ)U(f0 + f1dθ)
= −(h−1/2f1)′ − cot θ(h−1/2f1) + (h−1/2f0)′dθ
=
1
2
h−1/2 cot θf1 − h−1/2f ′1 − h−1/2 cot θf1 −
1
2
h−1/2f0 cot θdθ + h−1/2f ′0dθ
= h−1/2
(
(−f ′1 + f ′0dθ)−
1
2
cot θ(f1 + f0dθ)
)
= h−1/2
(
DI − 1
2
cot θĉ(dθ)
)
(f0 + f1dθ).
A similar computation for (DI + cot θdθ)U(f0 + f1dθ) shows that the operator from
Theorem 4.31 takes the form
T̂ (DS2) := U
−1T (DS2)U =
(
DI − 12 cot θĉ(dθ) 0
0 DI +
1
2 cot θĉ(dθ)
)
.
Finally note that the operator D ′ of Theorem 4.42 is
D ′ = D = DI − 1
2
cot θc(dθ)ε.
82
If we write a form ω0 = f0(θ) + f1(θ)dθ ∈ Ωc(I) in column-vector notation as
ω0 =
(
f0
f1
)
then when can express D as
D =
(
0 −∂θ − 12 cot θ
∂θ − 12 cot θ 0
)
. (5.7)
The zero order part of the operator D is proportional to ±12 cot θ. This potential blows
up when θ −→ 0 and θ −→ pi, i.e. when approaching the singular stratum. When
θ −→ 0 the Taylor expansion of cot θ is
cot θ ∼ 1
θ
− θ
3
+ o(θ),
and so
D ∼
(
0 −∂θ − 12θ +O(θ)
∂θ − 12θ +O(θ) 0
)
.
Note that, up to O(θ)-terms, this operator coincides with (5.3) in the example discussed
above (up to a sign this also holds for θ −→ pi). Hence, in view of Theorem A.3, we
verify that the operator D with core Ωc(I) is essentially self-adjoint.
We want to end this example by verifying Lemma 4.48. The purpose of this is to
give a feeling of how concrete computations can be done. It is easy to see that
∇IH¯(f0 + f1dθ) =− f ′0 cot θ − f ′1 cot θdθ,
d†I(− cot θdθ) =− csc2 θ,
‖κ¯]‖2 = cot2 θ.
Hence, for a smooth function f0 we have(
∆I −∇Iκ¯]ε− c(κ¯)DIε+
1
2
d†I(κ¯)ε+
1
4
‖κ¯]‖2
)
f0
= −f ′′0 + f ′0 cot θ − f ′0 cot θ −
1
2
csc2 θf0 +
1
4
f0 cot
2 θ
= −f ′′0 +
1
2
(
1
2
cot2 θ − csc2 θ
)
f0,
and for a 1-form f1dθ we compute similarly(
∆I −∇Iκ¯]ε− c(κ¯)DIε+
1
2
d†I(κ¯)ε+
1
4
‖κ¯]‖2
)
f1dθ
= −f ′′1 dθ − f ′1 cot θdθ + cot θdθ ∧ (f ′1) +
1
2
csc2 θf1dθ +
1
4
f1 cot
2 θdθ
=
(
−f ′′1 +
1
2
(
1
2
cot2 θ + csc2 θ
)
f1
)
dr.
Therefore, with respect to the degree decomposition, we can write
D2 =
( −∂2θ + 12 (12 cot2 θ − csc2 θ) 0
0 −∂2θ + 12
(
1
2 cot
2 θ + csc2 θ
) ) .
Using the relation for the Laplacian ∆I = −∂2θ , we obtain
D2 = ∆I +
1
2
(
1
2
cot2 θ − csc2 θε
)
.
Remark 5.7. The examples of the 2-torus and the 2-sphere can be easily generalized
to general surfaces of revolution.
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5.1.4 The Hopf fibration
In this example we again consider a free action. However, the interesting feature is that
the corresponding orbit map is not trivial so it is worth studying it. Moreover, it will
serve as a preparation for a later example of a semi-free S1-action on a 5-dimensional
closed manifold. Let us consider an action of S1 = {λ ∈ C : |λ| = 1} ⊂ C on
S3 = {(z0, z1) ∈ C2 : |z0|2 + |z1|2 = 1} ⊂ C2, equipped with the induced metric, defined
as follows: For λ ∈ S1 and (z0, z1) ∈ S3 set λ(z0, z1) := (λz0, λz1). It is clear that this
action is orientation and metric preserving. In addition, we see that this action is free so
the quotient space S3/S1 is a smooth manifold of dimension two. Actually we will see
that we can identify S3/S1 ∼= S2. To begin with, we claim that the orbit map is given
explicitly by the Hopf map ([23, Section III.17])
piS1 : S
3 // S2
(z0, z1)
 // (a, b) := (2z0z¯1, |z0|2 − |z1|2).
(5.8)
First of all note that the condition |z0|2 + |z1|2 = 1 implies
|a|2 + |b|2 = 4|z0|2|z1|2 + (|z0|2 − |z1|2)2 = (|z0|2 + |z1|2)2 = 1,
which shows that so the map pi is well-defined. Now let us prove the claim. For en
element λ ∈ S1 we obviously have pi(λz0, λz1) = pi(z0, z1). On the other hand, let us
assume that piS1(z0, z1) = piS1(w0, w1), we want to show that (z0, z1) and (w0, w1) belong
to the same orbit, i.e. there exists λ ∈ S1 such that (z0, z1) = (λw0, λw1). Let us
write each point in polar coordinates as zk = rke
iϕk and wk = ske
iψk with rk, sk ≥ 0 for
k = 0, 1. Then the following conditions must hold:
ei(ϕ0−ϕ1)r0r1 = ei(ψ0−ψ1)s0s1,
r20 − r21 = s20 − s21,
r20 + r
2
1 = s
2
0 + s
2
1 = 1.
The last two equations imply that r0 = s0 and r1 = s1 and thus, by the first equation,
the claim follows.
Let us consider the now the local parametrization of S3 ⊂ C2 by
z0 = e
iξ1 cos η,
z1 = e
iξ2 sin η,
where 0 < ξ1, ξ2 < 2pi and 0 < η < pi/2. With respect to these coordinates the induced
metric from C2 on S3 is
gTS
3
= cos2 ηdξ21 + sin
2 ηdξ22 + dη
2. (5.9)
The associated volume form, with respect to the orientation induced by outer normal
vector field, is
volS3 = − cos η sin ηdξ1 ∧ dξ2 ∧ dη. (5.10)
It is straightforward to see that the Hopf map can be written in terms of these
coordinates as
piS1(e
iξ1 cos η, eiξ2 sin η) = (ei(ξ1−ξ2) sin(2η), cos(2η)), (5.11)
which shows that we can identify topologically S3/S1 with S2. Observe that in these
coordinates the action of an element eit ∈ S1 is
ξ1 7−→ ξ1 + t,
ξ2 7−→ ξ2 + t,
η 7−→ η.
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As in previews examples, we start by computing V , χ, κ and ϕ0. To find the
generating vector field V we compute its action on f ∈ C∞(S3),
d
dt
f(eit(ξ1, ξ2, η))
∣∣∣∣
t=0
=
d
dt
f(ξ1 + t, ξ2 + t, η)
∣∣∣∣
t=0
= ∂ξ1f(ξ1, ξ2, η) + ∂ξ2f(ξ1, ξ2, η).
Thus X = V = ∂ξ1 + ∂ξ2 , since ‖V ‖ = 1. In particular Proposition 4.7(2) shows that
κ = 0, i.e. the S1-fibers are totally geodesic. The corresponding characteristic form of
the action is χ = α = (∂ξ1 + ∂ξ2)
[ = cos2 ηdξ1 + sin
2 ηdξ2. Finally using
dχ = −2 sin η cos ηdη ∧ (dξ1 − dξ2),
and (4.3) we find that
ϕ0 = −2 sin η cos ηdη ∧ (dξ1 − dξ2). (5.12)
In particular dϕ0 = 0, which illustrates Proposition 4.9(2) since κ = 0.
Our next aim is to describe the quotient metric on S2 so that the Hopf map
becomes a Riemannian submersion. With respect to the coordinates described above
and motivated by (5.11) we define the functions
θ(ξ1, ξ2, η) :=2η,
φ(ξ1, ξ2, η) :=ξ1 − ξ2,
which parametrize the image of the Hopf map, i.e. pi(ξ1, ξ2, η) = (e
iφ sin θ, cos θ). With
respect to the local basis {∂ξ1 , ∂ξ2 , η} and {∂θ, ∂φ} the derivative of the Hopf map is
dpiS1(ξ1, ξ2, η) =
(
0 0 2
1 −1 0
)
.
In particular,
dpiS1(∂ξ1 + ∂ξ2) = 0,
dpiS1(∂ξ1 − ∂ξ2) = 2∂φ,
dpiS1(∂η) = 2∂θ.
The first of these relations is not surprising since X = ∂ξ1 + ∂ξ2 is the generating vector
field of the action. The condition that characterizes the quotient metric 〈·, ·〉S2 on S2 is
that 〈Y, Y 〉S3 = 〈dpiS1(Y ), dpiS1(Y )〉S2 for all vector fields Y orthogonal to ∂ξ1 + ∂ξ2 , i.e.
horizontal vector fields. For example, two linearly independent horizontal vector fields
on S3 are
e1 :=
sin2 η∂ξ1 − cos2 η∂ξ2
sin η cos η
and e2 := ∂η.
Indeed, using (5.9) is easy to verify the conditions
• ‖e1‖S3 = ‖e2‖S3 = 1.
• 〈e1, e2〉S3 = 0.
• 〈∂ξ1 + ∂ξ2 , e1〉S3 = 〈∂ξ1 + ∂ξ2 , e2〉S3 = 0.
The image of these vector fields under dpiS1 is
dpiS1(e1) =
2
sin θ
∂φ and dpiS1(e1) = 2∂θ.
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Thus, if we want the Hopf map piS1 to be a Riemannian submersion we need to equip
S2 with the Riemannian metric
gTS
2(1/2) :=
1
4
dθ2 +
1
4
sin2 θdφ2. (5.13)
Hence, geometrically, we see that the image of the Hopf map is a 2-sphere of radius 1/2,
denoted by S2(1/2), with the usual round metric (see (5.5)). As a matter of fact, the
metric (5.13) is precisely the Fubini-Study metric under the identification S2 ∼= CP 1.
Remark 5.8. The dual forms of e1 and e2 are
e1 = sin η cos η(dξ1 − dξ2) and e2 = dη,
which are basic 1-forms. It is easy to check that
e1 = pi∗S1
(
1
2
sin θdφ
)
and e2 = pi∗S1
(
1
2
dθ
)
.
Observe in particular that the 1-forms
eφ :=
1
2
sin θdφ and eθ :=
1
2
dθ
form a local orthonormal basis for T ∗S2(1/2).
Remark 5.9. Let us see how obtain ϕ0 directly by computing it as a curvature form
(Proposition 4.9(1)). First we compute the commutator of the two horizontal vector
fields sin2 η∂ξ1 − cos2 η∂ξ2 and ∂η,
[∂η, sin
2 η∂ξ1 − cos2 η∂ξ2 ] = 2 sin η cos η(∂ξ1 + ∂ξ2).
Next we apply the characteristic form,
χ([∂η, sin
2 η∂ξ1 − cos2 η∂ξ2 ]) =〈∂ξ1 + ∂ξ2 , [∂η, sin2 η∂ξ1 − cos2 η∂ξ2 ]〉
=〈∂ξ1 + ∂ξ2 , 2 sin η cos η(∂ξ1 + ∂ξ2)〉
=2 sin η cos η.
Finally observe
2 sin η cos ηdη ∧ (dξ1 − dξ2)(∂η, sin2 η∂ξ1 − cos2 η∂ξ2) = 2 sin η cos η.
This shows that ϕ0 = −2 sin η cos ηdη ∧ (dξ1 − dξ2) as expected.
In order to obtain the operator D ′ of Theorem 4.42 we need to compute the form
ϕ¯0 ∈ Ω(S2) satisfying the condition ϕ0 = pi∗S1(ϕ¯0). In view of Remark 5.8, we easily see
pi∗S1
(
−1
2
sin θdθ ∧ dφ
)
= −1
2
sin 2η(2dη) ∧ (dξ1 − dξ2) = ϕ0, (5.14)
thus ϕ¯0 = −(1/2) sin θdθ∧ dφ. Note however that, by the dimensional constraint, in this
case the action of the operator ĉ(ϕ¯0) on 1-forms is zero so D ′ = DS2 .
Remark 5.10 (Euler class). If we integrate the 1-form α = cos2 ηdξ1 + sin
2 dξ2 over
each orbit we get ∫
S1x
α =
∫ 2pi
0
∫ 2pi
0
cos2 ηdξ1 + sin
2 dξ2 = 2pi,
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for all x ∈ S3. Hence, we can use α to construct the Euler class of the Hopf map
following the procedure of [63, Section 6.2(d)]. Recall from the discussion above that
dα = dχ = ϕ0 = pi
∗
S1(ϕ¯0),
where ϕ¯0 = −(1/2) sin θdθ ∧ dφ. The Euler class of piS1 is then ([63, Definition 6.27]),
e(piS1) = −
[ ϕ¯0
2pi
]
∈ H2(S2).
Finally we want to compute the Euler number integrating this class over the S2 with
respect to the induced orientation. Form (4.6) we first compute
∗¯ϕ0 = ∗ (ϕ0 ∧ χ)
=− ∗(2 sin η cos ηdη ∧ (dξ1 − dξ2) ∧ (cos2 ηdξ1 + sin2 dξ2))
=− 2 ∗ (sin η cos ηdξ1 ∧ dξ2 ∧ dξ3)
=2,
where we have used (5.10). This means, in view of Lemma 4.24, that the induced
orientation on S2 is such that∫
S2(1/2)
(
−1
4
sin θdθ ∧ dφ
)
= vol(S2(1/2)) = 4pi
(
1
2
)2
= pi.
Here we have used the fact that the quotient 2-sphere has radius 1/2. In particular, this
shows that the Euler number of the Hopf map is∫
S2(1/2)
e(piS1) =
∫
S2(1/2)
1
4pi
sin θdθ ∧ dφ = −1,
which agrees with [63, Example 6.29].
Remark 5.11. Form [56, Theorem 4.2] and Remark 2.6 we see that the eigenvalues of
the Laplacian corresponding to the metric (5.13) are of the form 4k(k + 1) for k ∈ N0.
5.2 Example: The 5-sphere
Motivated by Section 5.1.4 we study in this section two semi-free S1-actions on the
5-sphere. We describe explicitly the geometric quantities discussed in Section 4.1 in
order to compute the zero order terms of the operator D ′ of Theorem 4.42. In ad-
dition, we verify Theorem 3.9 and Theorem 3.22. For the first theorem we compute
the L-polynomial of the quotient metric explicitly. These computations illustrate the
ideas behind the proof discussed above in Section 3.2. We then compute σS1(M) as
the signature of the induced pairing in intersection homology (Corollary 3.19). For the
second theorem we also compute the Euler form explicitly from the expression of the
curvature and then we verify that its integral coincides with the χS1(M), computed as
the relative Euler characteristic of the quotient space.
Let us begin with a geometric description of the 5-sphere. As a submanifold of C3 it
is described by the condition
M = S5 = {(z0, z1, z2) ∈ C3 : |z0|2 + |z1|2 + |z2|2 = 1} ⊂ C3.
We equip S5 with the induced Riemannian metric from C3 and with the orientation
induced by the outer normal vector field. Consider the following local parametrization,
z0 = e
iξ1 cos η cosβ,
z1 = e
iξ2 sin η cosβ, (5.15)
z2 = e
iξ3 sinβ,
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where 0 < ξ1, ξ2, ξ3 < 2pi and 0 < η, β < pi/2. With respect to these coordinates the
induced metric is
gTS
5
= cos2 β(cos2 ηdξ1 + sin
2 ηdξ2 + dη
2) + sin2 βdξ3 + dβ
2. (5.16)
Codim MS
1
=4
The first semi-free S1-action that we are going to study is defined as
λ(z0, z1, z2) := (λz0, λz1, z2) for λ ∈ S1.
It is easy to see that this action preserves the metric and the orientation. The fixed
point set of the action is
MS
1
= {(0, 0, z) ∈ C3 : |z| = 1} ∼= S1,
and the principal orbit is
M0 = {(z0, z1, z2) ∈ S5 : |z2| < 1}.
Inspired in the description of the Hopf map (5.11) one verifies that the orbit map is
piS1 : M0 ⊂ C3 //M0/S1 ⊂ R× C2
(z0, z1, z2)
 // (t, w, z) := (|z0|2 − |z1|2, 2z0z¯1, z2).
With respect to the coordinates (5.15) this map takes the form
piS1(ξ1, ξ2, ξ3, η, β) = (cos
2 β cos(2η), cos2 βei(ξ1−ξ2) sin(2η), eiξ3 sinβ). (5.17)
Similarly, as we did before, we can define two auxiliary functions θ = θ(ξ1, ξ2, ξ3, η, β)
and φ = φ(ξ1, ξ2, ξ3, η, β) by the relations
θ :=2η,
φ :=ξ1 − ξ1,
so that
piS1(ξ1, ξ2, ξ3, η, β) = (t(θ, φ, ξ3, β), w(θ, φ, ξ3, β), z(θ, φ, ξ3, β)),
where
t := cos2 β cos θ,
w := cos2 βeiφ sin θ,
z :=eiξ3 sinβ.
We begin by providing a concrete description of the singular space M/S1. The key
observation is to realize that the components of the orbit map satisfy the relation
z2 +
√
t2 + w2 = sin2 β +
√
cos4 β cos2 θ + cos4 β sin2 θ = 1.
Hence, we see that we can explicitly describe the quotient space M/S1 as the zero locus
M/S1 = {(t, w, z) ∈ R× C2 | z2 +
√
t2 + w2 − 1 = 0}.
In Figure 5.3 we show a plot of the points satisfying the equation z2 +
√
t2 + w2− 1 = 0,
where we take t, w, z ∈ R for the sake of visualization. From this model we see that
there are two singular points, which actually represent the singular stratum MS
1
= S1
(the two points in the plot are just the 0-sphere).
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Figure 5.3: Plot of z2 +
√
t2 + w2 − 1 = 0 for t, z, w ∈ R.
Let us decompose the complex variables w and z into their real and imaginary parts
w =w1 + iw2,
z =z3 + iz4.
Consider now the function f : R5 −→ R defined by
f(t, w1, w2, z3, z4) := z
2
3 + z
2
4 +
√
t2 + w21 + w
2
2 − 1,
so that M/S1 = f−1(0). If we compute the gradient of this function we get
∇f = 2z3∂z3 + 2z4∂z4 +
t∂t + w1∂w1 + w3∂w3√
t2 + w21 + w
2
2
,
and immediately see that it is not well defined in the limit t+ w1 + w2 −→ 0, i.e. when
approaching the fixed point set.
Remark 5.12. Observe that a point (t, w1, w2, z3, z4) ∈ f−1(0) = M/S1 satisfies
t2 + w21 + w
2
2 = (1− (z23 + z24))2.
This shows that M/S1 is a zero locus of a real polynomial of degree 4.
Our next aim is to compute the induced quotient metric on M0/S
1 following the
same strategy as for the Hopf fibration. Using the variables {θ, φ, ξ3, β} we can write
the orbit map as
piS1(ξ1, ξ2, ξ3, η, β) = (2η, ξ1 − ξ2, ξ3, β).
The derivative of piS1 with respect to the local basis {∂ξ1 , ∂ξ2 , ∂ξ2 , ∂η, ∂β} and {∂θ, ∂φ, ∂ξ3 , ∂β}
is therefore
dpiS1 =

0 0 0 2 0
1 −1 0 0 0
0 0 1 0 0
0 0 0 0 1
 .
In particular we obtain the relations
dpiS1(∂ξ1 + ∂ξ2) =0,
dpiS1(∂ξ1 − ∂ξ2) =2∂φ,
dpiS1(∂β) =∂β , (5.18)
dpiS1(∂ξ3) =∂ξ3 ,
dpiS1(∂η) =2∂θ.
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Here we have identified the variables ξ3 and β both in M0 and in M0/S
1. Note from
(5.16) and (5.18) that the vector fields
ê1 :=
sin2 η∂ξ1 − cos2 η∂ξ2
cosβ sin η cos η
,
ê2 :=
∂ξ3
sinβ
, (5.19)
ê3 :=
∂η
cosβ
,
ê4 :=∂β .
satisfy the relations 〈êi, êj〉S5 = δij and 〈∂ξ1 + ∂ξ2 , êi〉S5 = 0 for i, j = 1, 2, 3, 4. Observe
from (5.15) that V := ∂ξ1 + ∂ξ2 is the generating vector field of the action, hence
{ê1, ê2, ê3, ê4} are mutually orthogonal unit horizontal vector fields on S5.
dpiS1(ê1) =
2∂φ
cosβ sin θ
,
dpiS1(ê2) =
∂ξ3
sinβ
,
dpiS1(ê3) =
2∂θ
cosβ
,
dpiS1(ê4) =∂β .
From these relations we deduce the quotient metric on M0/S
1 must be (for ξ := ξ3),
gT (M0/S
1) = cos2 β
(
1
4
dθ2 +
1
4
sin2 θdφ2
)
+ sin2 βdξ2 + dβ2. (5.20)
Figure 5.4: Plot of the functions sin(r), cos(r) and r for 0 < r < 1.
Note that we approach to the fixed point set as the coordinate β −→ pi/2 or
equivalently as r := pi/2 − β −→ 0+. Since sin β = cos r and cosβ = sin r, then the
metric (5.20) close to the fixed point set MS
1
can be approximated by the wedge-metric
r2
(
1
4
dθ2 +
1
4
sin2 θdφ2
)
+ dξ23 + dr
2, (5.21)
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for 0 < r  1 (see Figure 5.4). This shows that close to MS1 the orbit space is isometric
to a cone bundle over MS
1
with link S2 (see Figure 5.5).
Remark 5.13. Topologically, a cone over a sphere is homeomorphic to a disc, so we see
that M/S1 is in fact homeomorphic to a 4-dimensional closed manifold.
MS
1
Figure 5.5: Description of M/S1 around the fixed point set MS
1
.
With respect to this local description of the fixed point set we find that M/S1 is a
Witt space since S2 ∼= CP 1 (see Definition 3.16).
Remark 5.14. To visualize better the behavior close to the singular stratum we plot
in Figure 5.6 the level surface z23 + z
2
4 + t − 1 = 0 in R3. In this figure we can see the
fixed point set MS
1
= S1 since we have fixed the condition w21 +w
2
2 = 0 which collapses
the link to a point.
Figure 5.6: Plot of z23 + z
2
4 + t− 1 = 0 for t, z3, z4 ∈ R.
Now that we have a better picture of the quotient space M/S1 we continue towards
the description of the operator D ′ from Theorem 4.42. Recall that V := ∂ξ1 + ∂ξ2
is the generating vector field of the action. The corresponding unit vector field and
characteristic 1-form are
X =
1
cosβ
(∂ξ1 + ∂ξ2) and χ = cosβ(cos
2 ηdξ1 + sin
2 ηdξ2),
respectively. As in the previous examples, we can calculate the mean curvature κ on S5
from the norm of the vector field V (Proposition 4.7(2)),
κ = −d log(‖V ‖) = −d log(cosβ) = tanβdβ.
Using the musical isomorphism we obtain the corresponding mean curvature vector field
H = κ] = tanβ∂β .
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Remark 5.15. Let us compute the volume of the orbit containing a point parametrized
by the coordinates (ξ1, ξ2, x3η, β) using (4.4),
h(ξ1, ξ2, x3η, β) =
∫ 2pi
0
∫ 2pi
0
cosβ(cos2 ηdξ1 + sin
2 ηdξ2) = 2pi cosβ.
Then dh = −2pi sinβ = −h tanβ = −hκ, which verifies Lemma 4.6.
We now compute the form ϕ0 using (4.3),
dχ =d(cosβ) ∧ (cos2 ηdξ2 + sin2 dξ2) + cos βd(cos2 ηdξ2 + sin2 dξ2)
=− tanβdβ ∧ cosβ(cos2 ηdξ2 + sin2 dξ2)− 2 cosβ sin η cos ηdη ∧ (dξ1 − dξ2)
=− κ ∧ χ− cosβ sin(2η)dη ∧ (dξ1 − dξ2),
thus, ϕ0 = − cosβ sin(2η)dη ∧ (dξ1 − dξ2). In view of the analogous expression for ϕ0 in
the Hopf fibration case (see (5.12)) and (5.14), we verify
pi∗S1
(
−1
2
cosβ sin θdθ ∧ dφ
)
= −1
2
cosβ sin(2η)d(2η) ∧ d(ξ1 − ξ2) = ϕ0.
Hence, the operator D ′ is given explicitly by
D ′ = DM0/S1 +
1
2
tanβc(dβ)ε+
1
2
ĉ(cosβ sin θdθ ∧ dφ)
(
1− ε
2
)
.
Here DM0/S1 is the Hodge-de Rham operator with respect to the metric (5.20).
Recall from (5.21) that as r = pi/2− β −→ 0+ the zero order part of D ′ becomes
− 1
2r
c(dr)ε− r ĉ
(
−1
2
sin θdθ ∧ dφ
)(
1− ε
2
)
. (5.22)
Observe in particular from (5.22) that the term containing ĉ(ϕ¯0) remains bounded.
Thus, using the Kato-Rellich Theorem ([57, Theorem V.4.3]), we see concretely that the
operator D of Remark 4.46,
D = DM0/S1 +
1
2
tanβc(dβ)ε
is also essentially self-adjoint.
Out final goal is to verify Theorem 3.9. The purpose is to present explicit compu-
tations, which are often not easy to find in the literature. To begin with, we need the
Christoffel symbols associated to the metric (5.20). Straightforward computations shows
that they are given by ([40, Chapter 2.3])
Γθφφ =− cos θ sin θ, Γξξβ = cotβ,
Γθθβ =− tanβ, Γβθθ =
1
4
cosβ sinβ,
Γφθφ = cot θ, Γ
β
φφ =
1
4
cosβ sinβ sin2 θ,
Γφφβ =− tanβ, Γβξξ =− cosβ sinβ.
For example,
Γθθβ =
1
2
gθθ(∂βgθθ + ∂βgθβ − ∂θgθβ)
=
1
2
(
4
cos2 β
)(
−2 cosβ sinβ
4
)
=− tanβ.
92
Next we are going to compute the components of the connection 1-form of the
Levi-Civita connection with respect to a local orthonormal basis for T ∗(M0/S1) induced
from T ∗M . First we construct such a basis. The dual 1-forms of vector fields (5.19) are
ê1 := cosβ sin η cos η(dξ1 − dξ2),
ê2 := sinβdξ3,
ê3 := cosβdη,
ê4 :=dβ.
Note that these forms are basic and satisfy the relations
ê1 :=pi∗S1
(
1
2
cosβ sin θdφ
)
,
ê2 :=pi∗S1(sinβdξ3),
ê3 :=pi∗S1
(
1
2
cosβdθ
)
,
ê4 :=pi∗S1dβ.
This motivates the choice of basis
êθ :=
1
2
cosβdθ =: cosβeθ,
êφ :=
1
2
cosβ sin θdφ =: cosβeφ,
êξ := sinβdξ =: sinβeξ,
êβ :=dβ.
Observe that the forms {eθ, eφ} and eξ form a local orthonormal basis for the vertical
an horizontal tangent bundle respectively in the sense of Section 3.2.
Using the expressions for the Christoffel symbols above one can calculate the non-zero
components of the connection 1-form ω̂IJ with respect to this basis,
ω̂θφ =− 2 secβ cot θêφ, ω̂φβ =− tanβêφ,
ω̂θβ =− tanβêθ, ω̂ξβ = cotβêξ.
One can also compute these components using (2.25). For example,
dêθ =− 1
2
sinβdβ ∧ dθ = tanβêθ ∧ êβ ,
dêφ =− 1
2
sinβ sin θdβ ∧ dφ+ 1
2
cosβ cos θdθ ∧ dφ = tanβêφ ∧ êβ + 2 secβ cot θêθ ∧ êφ,
dêξ = cosβdβ ∧ dξ = − cotβêξ ∧ êβ .
We now want to calculate the components of the curvature form Ω̂ using the structure
equations (2.26). We begin by computing the exterior derivative of the components of
the connection 1-form. For example for ω̂θφ we have
dω̂θφ =d(−2 secβ cot θêφ)
=− 2 secβ tanβ cot θdβ ∧ êφ + 2 secβ csc2 θdθ ∧ êφ − 2 secβ cot θdêφ
=2 secβ tanβ cot θêφ ∧ êβ + 4 sec2 β csc2 θêθ ∧ êφ
− 2 secβ cot θ(tanβêφ ∧ êβ + 2 secβ cot θêθ ∧ êφ)
=4 sec2 βêθ ∧ êφ.
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Analogously for ω̂φβ ,
dω̂φβ =d(− tanβêφ)
=− sec2 βdβ ∧ êθ − tanβdêφ
= sec2 βêφ ∧ êβ − tanβ(tanβêφ ∧ êβ + 2 secβ cot θêθ ∧ êφ)
=êφ ∧ êβ − 2 secβ tanβ cot θêθ ∧ êφ.
Similar calculations show that these differentials are
dω̂θφ =4 sec
2 βêθ ∧ êφ,
dω̂φβ =ê
φ ∧ êβ − 2 secβ tanβ cot θêθ ∧ êφ,
dω̂θβ =ê
θ ∧ êβ ,
dω̂ξβ =ê
ξ ∧ êβ .
Altogether, the components of the curvature form are computed using the structure
equations,
Ω̂θφ =dω̂
θ
φ + ω̂
θ
β ∧ ω̂βφ = 4 sec2 βêθ ∧ êφ − tan2 βêθ ∧ êφ = (3 sec2 β + 1)êθ ∧ êφ,
Ω̂θξ =dω̂
θ
ξ + ω̂
θ
β ∧ ω̂βξ = (− tanβêθ) ∧ (− cotβêξ) = êθ ∧ êξ,
Ω̂θβ =dω̂
θ
β + ω̂
θ
φ ∧ ω̂φβ = êθ ∧ êβ ,
Ω̂φξ =dω̂
φ
ξ + ω̂
φ
β ∧ ω̂βξ = (− tanβêφ) ∧ (− cotβêξ) = êφ ∧ êξ,
Ω̂φβ =dω̂
φ
β + ω̂
φ
θ ∧ ω̂θβ = êφ ∧ êβ − 2 secβ tanβ cot θêθ ∧ êφ + (2 sec β cot θêφ) ∧ (− tanβêθ),
Ω̂ξβ =dω̂
ξ
β = ê
ξ ∧ êβ .
We can write these components in matrix form,
Ω̂ =

0 −(3 sec2 β + 1)êθ ∧ êφ −êθ ∧ êξ −êθ ∧ êβ
(3 sec2 β + 1)êθ ∧ êφ 0 −êφ ∧ êξ −êφ ∧ êβ
êθ ∧ êξ êφ ∧ êξ 0 −êξ ∧ êβ
êθ ∧ êβ êφ ∧ êβ êξ ∧ êβ 0
 .
In order to study the explicit dependence on β we write this curvature matrix in
terms of the 1-forms {eθ, eφ, eξ, dβ},
Ω̂(β) :=

0 −(3 + cos2 β)eθ ∧ eφ − sinβ cosβeθ ∧ eξ − cosβeθ ∧ dβ
(3 + cos2 β)eθ ∧ eφ 0 − sinβ cosβeφ ∧ eξ − cosβeφ ∧ dβ
sinβ cosβeθ ∧ eξ sinβ cosβeφ ∧ eξ 0 − sinβeξ ∧ dβ
cosβeθ ∧ dβ cosβeφ ∧ dβ sinβeξ ∧ dβ 0
 .
In particular, the limit close to the fixed point set
lim
β→pi/2
Ω̂(β) =

0 −3eθ ∧ eφ 0 0
3eθ ∧ eφ 0 0 0
0 0 0 −eξ ∧ eβ
0 0 eξ ∧ eβ 0
 ,
is well defined. This shows explicitly that (compare with (3.9))
lim
β→pi/2
∫
M0/S1
L(Ω̂(β)) <∞.
Moreover, since Ω̂ ∧ Ω̂ = 0 we actually have∫
M0/S1
L(Ω̂) = 0.
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Remark 5.16 (Euler class). Using the explicit form of the curvature Ω̂(β) we want to
compute the Euler class of T (M0/S
1), defined by ([63, Section 5.6])
e(Ω̂(β)) :=
[
Pf(Ω̂(β))
(2pi)2
]
∈ H4(M0/S1),
where Pf(Ω̂(β)) denotes the Pfaffian of Ω̂(β), which is characterized by the relation
Pf(A)2 = det(A) for any skew-symmetric matrix A. It is not hard to verify for a 4 × 4
skew-symmetric matrix the Pfaffian formula
Pf


0 a b c
−a 0 d e
−b −d 0 f
−c −e −f 0

 = af − be+ dc.
As a consequence, using the explicit form of Ω̂(β) we obtain
Pf(Ω̂(β)) =3(1 + cos2 β) sinβeθ ∧ eφ ∧ eξ ∧ dβ.
Now we integrate this form over the open manifold M0/S
1,∫
M0/S1
Pf(Ω̂(β))
(2pi)2
=
∫
M0/S1
3
(2pi)2
(1 + cos2 β) sinβ
(
1
2
dθ
)
∧
(
1
2
sin θdφ
)
∧ dξ ∧ dβ
=
∫ pi/2
0
∫ 2pi
0
∫ 2pi
0
∫ pi
0
3
(2pi)2
(
1
4
)
(1 + cos2 β) sinβdθ(sin θdφ)dξdβ
=
3
(2pi)2
(
1
4
)
(4pi)(2pi)
4
3
=2.
Hence, ∫
M/S1
e(T (M0/S
1)) =
∫
M0/S1
Pf(Ω̂(β))
(2pi)2
= 2. (5.23)
It is important to remark that this integral is indeed finite.
Now we deal with the eta invariant. As mentioned above, M/S1 is a Witt space
since the link is topologically a 2-sphere and H1(S2) vanishes. It follows from Lemma
3.17 that η(MS
1
) = 0. This can be explicitly seen as follows: the even part of the
tangential signature operator (2.13) of the fixed point set MS
1
= S1, which acts on
smooth functions, is
Aev = ?S1(dS1 + d
†
S1
)
(
1 + εS1
2
)
= −i d
dξ
.
Observe that the spectrum of this operator is symmetric with respect to 0 (Section
2.1.3). Indeed, if i∂ξfλ = λfλ for some λ ∈ R then
i∂ξ f¯λ = −i∂ξfλ = −λfλ = −λf¯λ.
This implies that ηAev(0) = 0. Hence, both terms of the right hand side of Theorem 3.9
vanish.
Next we are going to compute the S1-equivariant signature using purely topological
methods. In view of the isomorphisms (3.1) we will first compute the relative cohomology
groups H∗(M/S1,MS1). Then we will use this to compute σS1(M) from the intersection
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pairing in intersection homology (Corollary 3.19). The main ingredient for these
computations is an appropriate decomposition of M/S1. We claim this space can be
obtained from the following pushout diagram,
S1 × S2
p1

j // D2 × S2

S1 //M/S1.
(5.24)
Here D2 denotes the 2-disk, p1 is the projection onto the first component and j is the
natural inclusion, i.e. S1 is included as the boundary of D2 and on S2 is just the
identity. The claim can be seen as follows: From the expression (5.17) of the quotient
map it is easy to see that M0/S
1 is homeomorphic to S2 × D˚2, where D˚2 := D2 − S1 is
the open 2-disk. More precisely, for β < pi/2 fixed, the first two components in (5.17)
describe a 2-sphere of radius cos2 β and the third component describes a circle of radius
sinβ. When β −→ pi/2 we see that the radius of the 2-sphere collapses to zero. Hence,
the space M/S1 can be obtained by collapsing S1 × S2 ⊂ D2 × S2 to a circle S1. This
is precisely what the pushout diagram (5.24) represents.
The advantage of this description is the existence of an associated Mayer-Vietoris
sequence ([3, Proposition 6.2.6, Remark E.4(3)]), which enable us to compute the desired
cohomology groups2. Concretely, (5.24) has an associated long exact sequence
0 H0(M/S1;R) H0(A;R)⊕H0(B;R) H0(C;R)
H1(M/S1;R) H1(A;R)⊕H1(B;R) H1(C;R)
H2(M/S1;R) H2(A;R)⊕H2(B;R) H2(C;R)
H3(M/S1;R) H3(A;R)⊕H3(B;R) H3(C;R)
· · ·
where A = S1, B = D2 × S2 and C = S1 × S2. As Hj(Sk;R) = R whenever j ∈ {0, k}
and zero otherwise,
0 H0(M/S1;R) R⊕ R R
H1(M/S1;R) R⊕ {0} R
H2(M/S1;R) {0} ⊕ R R
H3(M/S1;R) 0 R
H4(M/S1;R) 0.
Form the construction of the Mayer-Vietoris sequence we know that the map in
cohomology H i(A;R)⊕H i(B;R) −→ H i(C;R) is p∗1 − j∗, so one can deduce
H i(M/S1;R) =
{
R, if i = 0, 4
0, if i 6= 0. (5.25)
2I would like to thank Peter Patzt for discussions and references around this topic.
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Similar computations in homology allow us to conclude that
Hi(M/S
1;R) =
{
R, if i = 0, 4
0, if i 6= 0.
This is of course consistent with Remark 5.13.
Now we use the long exact sequence in cohomology of the pair (M/S1,MS
1
),
0 H0(M/S1,MS
1
;R) H0(M/S1;R) H0(MS1 ;R)
H1(M/S1,MS
1
;R) H1(M/S1;R) H1(MS1 ;R)
H2(M/S1,MS
1
;R) H2(M/S1;R) H2(MS1 ;R)
H3(M/S1,MS
1
;R) H3(M/S1;R) H3(MS1 ;R)
· · ·
Using (5.25) and the fact that MS
1
= S1, the above sequence reduces to
0 H0(M/S1,MS
1
;R) R R
H1(M/S1,MS
1
;R) 0 R
H2(M/S1,MS
1
;R) 0 0
H3(M/S1,MS
1
;R) 0 0
H4(M/S1,MS
1
;R) R 0,
from where it follows that
H i(M/S1,MS
1
;R) =
{
R, if i = 2, 4
0, if i otherwise.
As a consequence, we see that in this example χS1(M) = 2 which, in view of (5.23),
verifies Theorem 3.22.
Finally, let us study the intersection paring to compute σS1(M). Let C∗(M/S1)
denote the singular chain complex of M/S1 and ∂i : Ci(M/S
1) −→ Ci−1(M/S1) be
the associated boundary operator so that H i(M/S1) := ker ∂i/ran ∂i+1. Intersection
homology, introduced by Goresky and McPhearson in [46] as a theory to recover Poincare´
duality for singular spaces, can also be defined though a certain chain complex. In fact,
there are various intersection homology groups labeled by certain perversity, which
controls how transversally we allow the admissible chains to intersect. For our example
it is enough to compute the intersection homology group IHm¯2 (M/S
1), where m¯ is the
lower middle perversity, which is given explicitly by
i 2 3 4 5 6 7 8 · · ·
m¯(i) 0 0 1 1 2 2 3 · · ·
We are going to compute this group using the stratification ∅ ⊂MS1 ⊂M/S1. Following
[9, Definition 4.1.9], the complex of admissible intersection chains is
ICm¯i (M/S
1) := {υ ∈ Ci(X) | dim(|υ| ∩MS1) ≤ i− 3 + m¯(3),
dim(|∂υ| ∩MS1) ≤ i− 4 + m¯(3)},
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where the notation |υ| refers to the support of υ in M/S1. We start the computation of
IHm¯2 (M/S
1) from its definition,
IHm¯2 (M/S
1) :=
ker(∂2 : IC
m¯
2 (M/S
1) −→ ICm¯1 (M/S1))
ran(∂3 : ICm¯3 (M/S
1) −→ ICm¯2 (M/S1))
=
{υ ∈ C2(M/S1) | ∂υ = 0, dim(|υ| ∩MS1) ≤ 2− 3 + m¯(3)}
∂{υ ∈ C3(M/S1) | dim(υ ∩MS1) ≤ 3− 3 + m¯(3), dim(|∂υ| ∩MS1) ≤ 3− 4 + m¯(3)}
=
{υ ∈ C2(M/S1) | ∂υ = 0, |υ| ∩MS1 = ∅}
∂{υ ∈ C3(M/S1) | dim(|υ| ∩MS1) ≤ 0, |∂υ| ∩MS1 = ∅}
.
Note that
{υ ∈ C2(M/S1) | ∂υ = 0, |υ| ∩MS1 = ∅} = ker(∂2 : C2(M0/S1) −→ C1(M0/S1)).
On the other hand, chains in {υ ∈ C3(M/S1) | dim(|υ| ∩MS1) ≤ 0, |∂υ| ∩MS1 = ∅}
are either in C3(M0/S
1) or their interior intersect the fixed point in at most one point
(see Figure 5.5). Hence, in view of (5.25), one can verify that IHm¯2 (M/S
1) = 0. As
a consequence of Corollary 3.19 we see then that σS1(M) = 0. This completes the
verification of Theorem 3.9 in this concrete example.
Codim MS
1
=2
Now we want to study another semi-free S1-action on S5 for which the fixed point set
has dimension 3. The action is defined by
λ(z0, z1, z2) := (z0, z1, λz2) for λ ∈ S1.
The fixed point set of the action is MS
1
= {(z0, z1, 0) ∈ S5} ∼= S3, and the principal
orbit is therefore
M0 = {(z0, z1, z2) ∈ S5 : |z2| > 0}.
It is straightforward to see that the orbit map on the principal orbit is
piS1 : M0 ⊂ C3 // S4+ ⊂ C2 × R
(z0, z1, z2)
 // (z0, z1, t) := (z0, z1, |z2|).
Here S4+ := {(z0, z1, t) ∈ S4 : t > 0} denotes upper hemisphere of the 4 dimensional
sphere S4 ⊂ C2 × R. The metric that we need to equip S4+ with so that piS1 becomes a
MS
1
= S3
S4+
Figure 5.7: Description of the orbit space S4+ ∪ S3.
Riemannian submersion is
gTS
4
+ = cos2 β(cos2 ηdξ1 + sin
2 ηdξ2 + dη
2) + dβ2. (5.26)
We are going to describe now the operator D ′. The generating vector field of the action
is V = ∂ξ3 and has a norm ‖V ‖ = sinβ. Computations as in the previous examples
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allow us to obtain
χ = sinβdξ3,
κ =− cotβdβ,
dχ = cotβdβ ∧ sinβdξ3,
ϕ0 =0.
Form these relations and Theorem 4.42 we get
D ′ = D = DS4+ −
1
2
cotβc(dβ)ε,
where DS4+ = dS4++d
†
S4+
is the Hodge-de Rham operator with respect to the metric (5.26).
For this example we approach the fixed point set as β −→ 0+. In this limit the the
metric (5.26) takes the form
(cos2 ηdξ1 + sin
2 ηdξ2 + dη
2) + dr2,
for 0 < r < t with t sufficiently small. Hence, its is approximated by a product metric
on S3 × (0, t).
In view of the description of the quotient space, we see from Example 3.13 that the
equivariant S1-signature is σS1(S
5) = σ(S4+). The topological signature of this manifold
with boundary can be calculated, for example, using Proposition 2.8(2) and Novikov’s
additivity formula (Proposition 2.12),
0 = σ(S4) = 2σ(S4+).
This also shows, by (2.11) applied to to S4, that the integral of the L-polynomial over
S4+ vanishes. Thus, ηAev(S3)(0) = 0 by the APS signature Theorem 2.14.
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6 Local description
This chapter is intended to describe the Dirac-Schro¨dinger operator constructed in
Section 4.3.4,
D ′ = DM0/S1 +
1
2
c(κ¯)ε+ εĉ(ϕ¯0)
(
1− ε
2
)
,
near to the fixed point set MS
1
. We use the geometric description of a neighborhood of
a connected component F ⊂MS1 discussed in Section 3.2 to compute κ¯ and ϕ¯0. Recall
that we decomposed the quotient space as M0/S
1 = Zt∪Ut where Zt := M0/S1−Nt(F )
is a compact manifold with boundary and Ut := Nt(F ) is the t-neighborhood of F in
M/S1, as schematically visualized in Figure 6.1. Moreover, following the proof presented
in [61], we model Ut as the mapping cylinder of a Riemannian fibration. Under this
setting, following [25, Section 2 and 3], we compute the complete operator D ′ in this
local model. In particular, we takeover the claim of Remark 4.46 and show that we
can restrict ourselves to D without losing essential self-adjointness. Finally we take
care of the spectral decomposition of the associated cone coefficient. This last step, in
combination with the parametrix construction of next chapter, will explicitly show how
the potential of the operator D shifts the spectrum of the cone coefficient of DM0/S1
ensuring the essential self-adjointness regardless of the Witt/non-Witt condition.
Zt
∂Zt = Ft
Ut MS
1
Figure 6.1: Decomposition of M/S1.
6.1 Mean curvature 1-form on the normal bundle
Recall from the proof of Theorem 3.9 presented in Section 3.2, that we considered
a connected component F ⊂ MS1 of the fixed point set of dimension 4k − 2N − 1.
We studied the induced S1-action on the normal bundle NF −→ F and saw that the
quotient space of the corresponding sphere bundle S/S1 could be identified with the
total space of a Riemannian fibration piF : F −→ F with fiber CPN . This allowed
us to model M/S1 close to F as the mapping cylinder C(F) of the projection piF .
Let piS : S −→ F be the projection of the sphere bundle in NF and consider the
decomposition of the tangent bundle TS = TV S ⊕THS on which the metric decomposes
as gTS = gTV S ⊕ gTHS , where we identify THS ∼= TF via piS . Using the conventions of
Section 2.3 we choose a local oriented orthonormal basis for TS of the form
{ei}vi=0 ∪ {fα}hα=1, (6.1)
where v := 2N and h := 4k − 2N − 1. Here ei and fα are vertical and horizontal
vector fields respectively. Let {ei}vi=0 ∪ {fα}hα=1 denote the associated dual basis. In
view of Proposition 3.14 we can assume with out loss of generality that the generating
vector field of the free S1-action on S is VS := e0 ∈ C∞(S, TV S). This implies that the
corresponding mean curvature form κS vanishes by Proposition 4.7(2) since ‖e0‖ = 1.
Remark 6.1. We can assume that the differential 1-forms {ei}2Ni=1 ∪ {fα}4k−2N−1α=1 are
basic (see Remark 5.8).
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Let ω̂ be the connection 1-form of the Levi-Civita connection of the metric gTS
associated to the orthonormal frame above. Recall that its components satisfy the
structure equations (see (2.25))
dei + ωij ∧ ej + ωiα ∧ fα = 0,
dfα + ωαj ∧ ej + ωαβ ∧ fβ = 0.
Since the characteristic 1-form is χS = e0 and κS = 0 we can use these structure
equations to compute the 2-form ϕ0,S from (4.3), namely
ϕ0,S = dχS = de0 = −ω0i ∧ ei − ω0α ∧ fα. (6.2)
In particular observe that
ιVSϕ0,S = −ιe0(ω0i ∧ ei + ω0α ∧ fα) = −(ω0i (e0)ei + ω0α(e0)fα) = −(∇e0e0)[ = −κS = 0,
as we expected.
Let D˚ := D − F denote the disk bundle of the normal bundle without the zero
section, where the induced S1-action is still free. Now we calculate the corresponding
mean curvature 1-form κD˚ and the 2-form ϕ0,D˚ for the metric
gT D˚ = dr2 ⊕ r2gTV S ⊕ gTV S , (6.3)
where r > 0 denotes the radial direction. From the orthonormal basis of T ∗S described
above we can construct an orthonormal basis for T ∗D˚ as
{dr} ∪ {êi}vi=0 ∪ {f̂
α}hα=1, (6.4)
setting êi := rei and f̂
α
:= fα. Here we regard ei and fα as 1-forms on D˚ by pulling
them back from S along the projection D˚ −→ S. The generating vector field of the
S1-action on D˚ is still VD˚ = e0 = rê0 and therefore, by Proposition 4.7(2), we get
κD˚ = −d log(‖VD˚‖) = −d(log r) = −
dr
r
.
Now we want to compute the 2-form ϕ0,D˚. First note that the associated characteristic
1-form is χD˚ = ê
0 = re0, thus we need to calculate dê0 in order to use (4.3). Let ω̂ be
the connection 1-form corresponding to the Levi-Civita connection of the metric (6.3)
associated with the basis (6.4). Using the structure equations
dêi + ω̂ij ∧ êj + ω̂iα ∧ f̂
α
+ ω̂ir ∧ dr = 0,
df̂
α
+ ω̂αj ∧ êj + ω̂αβ ∧ f̂
β
+ ω̂αr ∧ dr = 0,
ω̂rj ∧ êj + ω̂rα ∧ f̂
α
= 0,
we can proceed as in Section 3.2 to obtain the components of ω̂ (see (3.8)),
ω̂ij =ω
i
j ,
ω̂ir =e
i,
ω̂iα =rω
i
α,
ω̂αβ =r
2ωαβie
i + ωαβγf
γ ,
ω̂αr =0.
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From these equations we find
dχD˚ =dê
0
=− ω̂0i ∧ êi − ω̂0α ∧ f̂
α − ω̂0r ∧ dr
=− ω0i ∧ (rei)− (rω0α) ∧ fα − e0 ∧ dr
=r
(−ω0i ∧ ei − ω0α ∧ fα)− (−drr
)
∧ (re0)
=rϕ0,S − κD˚ ∧ χD˚.
As a result, we conclude from (4.3) that ϕ0,D˚ = rϕ0,S . We summarize these results in
the following proposition.
Proposition 6.2. Let F be a connected component of the fixed point set of an effective
semi-free S1-action on M . Then, for the induced action on D˚, the mean curvature 1-form
is
κD˚ = −
dr
r
,
and the 2-form ϕ0,D˚ defined by (4.3) is ϕ0,D˚ = rϕ0,S .
Now we proceed to study the S1-quotient. Recall from above that we have the
following commutative diagram
S piS1 //
piS

F
piF

F
where piS1 : S −→ F is the orbit map and piS , piF are corresponding projections. The
decomposition TS = TV S ⊕ THS induces a decomposition TF = TV F ⊕ THF via the
orbit map piS1 . Consequently, as in Section 2.3, there is an induced splitting of the
exterior algebra,
∧T ∗F = ∧T ∗HF ⊗ ∧T ∗V F =
⊕
r=p+q
∧pT ∗HF ⊗ ∧qT ∗V F =:
⊕
p,q
∧p,qT ∗F . (6.5)
We denote the space of sections by Ωp,q(F) := Γ(F ,∧p,qT ∗F) and the degree operators
by hd|∧p,qT ∗F := p and vd|∧p,qT ∗F := q as in Section 2.3.
As mentioned in Remark 6.1, the forms {ei}vi=1 ∪ {fα}hα=1 are basic, and therefore
there exist 1-forms {ei}vi=1 ∪ {fα}hα=1, where ei ∈ T ∗V F and fα ∈ T ∗HF such that
pi∗S1e
i = ei and pi∗S1f
α = fα. The set {ei}vi=1 ∪ {fα}hα=1 forms a local orthonormal basis
for T ∗F and can be regarded as the basis considered in Section 3.2 (Step 3) . We choose
an orientation of F so that {f1, · · · , fh, e1, · · · , ev} is an oriented orthonormal basis.
The following result is a direct consequence of Proposition 6.2.
Proposition 6.3. Close to a connected component F ⊂MS1 of the fixed point set:
1. The 1-form κ¯ of diagram 4.8 is given by
κ¯ = −dr
r
.
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2. There exists ϕ0,F ∈ Ω2(F) such that the 2-form ϕ¯0 defined by diagram (4.9) can
be expressed as ϕ¯0 = rϕ0,F . In particular, the operator ĉ(ϕ¯0) of Proposition 4.26
is bounded.
Combining this proposition with Theorem 4.42 and the Kato-Rellich Theorem ([57,
Theorem V.4.3]) we can prove the claim of Remark 4.46.
Corollary 6.4. The operator D : Ωc(M0/S1) −→ Ωc(M0/S1) defined by
D := DM0/S1 +
1
2
c(κ¯)ε,
is essentially self-adjoint.
6.2 Local description of the operators
Now we analyze how the whole operator D can be written near the fixed point set. For
the Hodge-de Rham operator this was done by Bru¨ning in [25, Section 2]. We follow
closely his treatment and provide some omitted calculations for the sake of completeness.
The main ingredient is the decomposition of the exterior derivative of Section 2.3.
6.2.1 Local description: Hodge-de Rham operator
Let us define, for t > 0, the model space Ut := F × (0, t) and let pi : Ut −→ F be the
projection onto the first factor. Equip Ut with the metric
gTUt := ⊕dr2 ⊕ gTHF ⊕ r2gTV F , (6.6)
for 0 < r < t. We choose the orientation on Ut defined by the oriented orthonormal
basis (see Remark 2.15)
{−∂r, f̂1, · · · , f̂h, ê1, · · · , êv}. (6.7)
Consider the unitary transformation introduced in [25, Equation (2.12)],
Ψ1 : L
2((0, t),Ω(F)⊗ C2) // L2(Ut)
(σ1, σ2)
 // pi∗rνσ1(r) + dr ∧ pi∗rνσ2(r),
(6.8)
where ν is the operator defined by
ν := vd− v
2
= vd−N.
For example νei = (1 − N)ei and νfα = −Nfα. To see that Ψ1 is indeed a unitary
transformation we verify, using Remark 2.6, that the volume forms are related by the
equation volUt = r
2νvolF ∧ dr. Hence,
‖Ψ1(σ1, σ2)‖2L2(Ut) =
∫ ∞
0
(
‖σ1(r)‖2L2(F) + ‖σ2(r)‖2L2(F)
)
dr.
Now we want to understand how the Hodge-de Rahm operator DUt = dUt + d
†
Ut
on
Ut, associated to the metric (6.6), transforms under Ψ1. First we use the decomposition
(2.23) of the exterior derivative to compute its action on Ψ1(σ1, σ2). For the first
component we have
dUt(pi
∗rνσ1(r)) =(d
(1)
H + d
(2)
H + dV + dr ∧ ∂r)(pi∗rνσ1(r))
=pi∗rνd(1)H σ1(r) + pi
∗rνrd(2)H σ1(r) + pi
∗rνr−1dV σ1(r) + dr ∧ ∂rpi∗rνσ1(r)
=pi∗rν((d(1)H + rd
(2)
H + r
−1dV )σ1(r)) + dr ∧ pi∗rν(r−1ν + ∂r)σ1(r).
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For the second one we can use the result above,
dUt(dr ∧ pi∗rνσ2(r)) =− dr ∧ dUt(pi∗rνσ2(r)) = −dr ∧ pi∗rν((d(1)H + rd(2)H + r−1dV )σ2(r)).
These computations show that Ψ−11 dUtΨ1 can be written in matrix form as
Ψ−11 dUtΨ1 =
(
d
(1)
H + rd
(2)
H + r
−1dV 0
∂r + r
−1ν −d(1)H − rd(2)H − r−1dV
)
.
Observe that, since ‖dr‖ = 1, we can compute Ψ−11 d†UtΨ1 by just taking the formal
adjoint,
Ψ−11 d
†
Ut
Ψ1 =
(
(d
(1)
H + rd
(2)
H + r
−1dV )† −∂r + r−1ν
0 −(d(1)H − rd(2)H − r−1dV )†
)
.
As a result we get the following description of the of the operator Ψ−1DUtΨ1.
Proposition 6.5 ([25, Corollary 2.3]). The Hodge-de Rham operator DUt transforms
under Ψ1 as
D˜Ut := Ψ
−1
1 DUtΨ1 =γ
(
∂
∂r
+
(
0 −A˜H(r)
−A˜H(r) 0
)
+
1
r
(
ν −A˜0V
−A˜0V −ν
))
=γ
(
∂
∂r
+
(
0 −A˜0(r)
−A˜0(r) 0
)
+
1
r
(
ν 0
0 −ν
))
where
γ :=
(
0 −I
I 0
)
.
and
A˜H(r) :=(d
(1)
H + rd
(2)
H ) + (d
(1)
H + rd
(2)
H )
†,
A˜0V :=dV + d
†
V ,
A˜0(r) :=A˜H(r) + r
−1A˜0V .
Next we want to calculate how the chirality operator ?¯ transforms under (6.8). With
respect to the orientation (6.7) we have by definition
?¯ =i2kc(−dr)c(f1) · · · c(fh)c(re1) · · · c(rev)
=i2k(−1)h+v+1c(f1) · · · c(fh)c(re1) · · · c(rev)c(dr)
=i2kc(f1) · · · c(fh)c(e1) · · · c(ev)r−2νc(dr)
=?¯H ?¯V r
−2νc(dr),
where
?¯H :=i
[(h+1)/2]c(f1) · · · c(fh),
?¯V :=i
[(v+1)/2]c(e1) · · · c(ev),
are the horizontal and vertical chirality operators respectively.
Remark 6.6. The factor r−2ν in the expression for ?¯ arises from the relation
c(rej)ek = (rej ∧ −ιej/r)ek = rej ∧ ek −
1
r
ek(ej),
which shows that the total power of the r factor is (v − vd)− vd = −2ν.
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Using the relation ?¯V r
−ν = rν ?¯V we compute,
?¯Ψ1(σ1, σ2) =?¯H ?¯V r
−2νc(dr)(pi∗rνσ1(r) + dr ∧ pi∗rνσ2(r))
=?¯H ?¯V r
−2ν(dr ∧ pi∗rνσ1(r)− pi∗rνσ2(r))
=(−1)h+vdr ∧ ?¯H ?¯V r−2νpi∗rνσ1(r)− ?¯H ?¯V r−2νpi∗rνσ2(r)
=− dr ∧ pi∗rν(?¯H ?¯V σ1(r))− pi∗rν(?¯H ?¯V σ2(r)).
In matrix notation we can write the transformed chirality operator as ([25, Lemma 2.4])
?̂ := Ψ−11 ?¯Ψ1 =
(
0 −?¯H ?¯V
−?¯H ?¯V 0
)
=
(
0 I
I 0
)
⊗ (−α), (6.9)
where α := εvH ?¯H ⊗ ?¯V = ?¯H ?¯V .
Remark 6.7. Note that the operators εvH and ?¯H commute. This follows from the
relation εH ?¯H = (−1)h?¯HεH . Concretely, εvH ?¯H = (−1)vh?¯HεvH = ?¯εvH , where the sign
(−1)vh disappears since vh = v(4k − 1− v) = 4kv − v(v + 1) is always even.
Now that we have described the Hodge-de Rham operator and the involution ?¯ we
can use Proposition 6.5 and (6.9) to compute explicitly the signature operator
D˜+Ut :=
1
2
(1− ?̂)D˜Ut
1
2
(1 + ?̂). (6.10)
To do so we need the commutation relations between A˜0(r), ν and α. These can be
derived from the equation D˜Ut ?̂+ ?̂D˜Ut = 0. More precisely, since
D˜Ut ?̂ = Ψ
−1
1 DUt ?¯Ψ1 =
(
∂rα− r−1να −A˜0(r)α
A˜0(r)α −∂rα− r−1να
)
,
?̂D˜Ut = Ψ
−1
1 ?¯DUtΨ1 =
( −α∂r − αr−1ν αA˜0(r)
−αA˜0(r) α∂r − αr−1ν
)
,
we conclude that
αA˜0(r) =A˜0(r)α, (6.11)
να =− αν. (6.12)
Remark 6.8. Observe that the last relation can be derived explicitly from the definition
of α since ?¯V ν = −ν?¯V and ?¯Hν = ν?¯H .
Instead of computing (6.10) directly we are going to implement a further unitary
transformation which makes the involution ?̂ diagonal. Let us consider the projection
P+(?̂) onto the +1-eigenspace of ?̂,
P+(?̂) :=
1
2
(1 + ?̂) =
1
2
(
I −α
−α I
)
.
We can diagonalize this projection using the unitary transformation
U := 1√
2
(
I α
−α I
)
.
Indeed, a straightforward computation shows
P := U−1P+(?̂)U =
(
I 0
0 0
)
,
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from where we deduce
U−1 ?̂ U =
(
I 0
0 −I
)
.
As we want to diagonalize the operator of Proposition 6.5 using U , we see that we need
to take into account the similarity relations, both derived using (6.11) and (6.12),
U−1
(
ν 0
0 −ν
)
U =
(
ν 0
0 −ν
)
and
U−1
(
0 −A˜0(r)
−A˜0(r) 0
)
U =
(
A˜0(r)α 0
0 −A˜0(r)α
)
.
It is therefore convenient to define
AH(r) :=A˜H(r)α,
A0V :=A˜0V α,
AV :=A0V + ν,
A0(r) :=AH(r) + r
−1A0V
A(r) :=AH(r) + r
−1AV .
Using the relation Uγ = γU we obtain from Proposition 6.5 and the computations above
the following result.
Theorem 6.9 ([25, Theorem 2.5]). Under the unitary transformation Ψ := Ψ1U the
Hodge-de Rham operator DUt is transformed as
Ψ−1DUtΨ = γ
(
∂
∂r
+
(
I 0
0 −I
)
⊗A(r)
)
.
In particular the transformed signature operator is
Ψ−1D+UtΨ =
∂
∂r
+A(r).
We now discuss some consequences of this theorem. First, let us consider the slice
Fr := F × {r} ⊂ Ut for 0 < r < t with metric gTFr := gTHFr ⊕ r2gTV Fr . If we denote
by DFr and ?¯r the corresponding Hodge-de Rham and chirality operator on Fr, then
from the discussion above we can obtain the transformation under Ψ, restricted to the
slice, of the odd signature operator ?¯rDFr (see(2.13)) of Fr. More precisely, consider
the unitary transformation
Ψ1,r : L
2((0, t),Ω(F)) // L2(Fr)
σ  // pir ◦Ψ1(σ, 0),
where pir : L
2(Ut) −→ L2(Fr) is the projection.
Corollary 6.10 ([25, Equation (2.37)]). For the slice Fr we have
Ψ−11,rDFr ?¯rΨ1,r = A0(r).
Proof. From the discussion above we easily see that
Ψ−11 DFrΨ1 =A˜0(r),
Ψ−11 ?¯rΨ1 =α,
from where the result follows.
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Definition 6.11. The cone operator associated to DM0/S1 is defined by
Dcone := γ
(
∂
∂r
+
1
r
(
I 0
0 −I
)
⊗AV
)
,
and AV is called cone coefficient.
Remark 6.12. Using the definition of dV and α we can derive a more explicit expression
of the cone coefficient which separates the horizontal and vertical contributions,
AV =(dV + d
†
V )α+ ν
=(εH ⊗ (dY + d†Y ))(εvH ?¯H ⊗ ?¯V ) + ν
=εv+1H ?¯H ⊗ (dY ?¯V + d†Y ?¯V ) + ν
=εv+1H ?¯H ⊗ (dY ?¯V + (−1)v+1?¯V dY ) + ν.
Based on the analysis of [25, Section 1], we can deduce the following result, which
is of fundamental importance for later purposes. We present an explicit proof for
completeness.
Lemma 6.13 ([25, Theorem 2.5]). The operator AHV := AH(0)AV +AVAH(0) is a first
order vertical operator, i.e. it only differentiates with respect to the vertical coordinates.
If AV is invertible then, for r small enough, there exists a constant C > 0 such that
A(r)2 ≥ Cr−2A2V , in particular A(r) is also invertible.
Proof. From (6.12) it follows that A˜H(0)αν = −νA˜H(0)α. In addition, using (6.11) we
then compute
AHV =AH(0)AV +AVAH(0)
=A˜H(0)α(A˜0V α+ ν) + (A˜0V α+ ν)A˜H(0)α
=A˜H(0)A˜0V + A˜0V A˜H(0),
which we know is first order vertical from [25, Theorem 1.2]. For the second claim recall
that A(r) = AH(r) + r
−1AV , and so for a section σ,
(A(r)2σ, σ) = (AH(r)
2σ, σ) + r−2(A2V σ, σ) + r
−1(AHV (r)σ, σ),
where (·, ·) denotes the L2-inner product in L2(∧T ∗F). From the comments in the
proof of [25, Theorem 2.5(2)] and the first statement of this lemma one can verify that
AHV (r) := AH(t)AV +AVAH(r) is also a vertical first order differential operator. Hence
there exists a constant C1 ≥ 0 such that
‖AHV (r)A−1V ‖ ≤ C1 for r ∈ (0, t0].
Thus, if we set T := AHV (r)A
−1
V , then for an appropriate C˜1 > 0,
|(AHV (r)σ, σ)| = |(TAV σ, σ)| = |(AV σ, T ∗σ)| ≤ C˜1‖AV σ‖‖σ‖ (6.13)
On the other hand, since AH(r) is self-adjoint, then (AH(r)
2σ, σ) = ‖AH(r)σ‖2 ≥ 0, so
(A(r)2σ, σ) ≥ 1
r2
(A2V σ, σ) +
1
r
(AHV (r)σ, σ).
Hence, from the estimate 6.13 we conclude that, for r sufficiently small, A(r)2 ≥ Cr−2A2V
for any constant 0 < C < 1.
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6.2.2 Local description of the Operator D
Now we study how the zero order part of the operator DUt transforms under Ψ = Ψ1U .
First we calculate the action of c(dr)ε on the image of Ψ1,
c(dr)εΨ1(σ1, σ2) =c(dr)ε(pi
∗rνσ1(r) + dr ∧ pi∗rνσ2(r))
=c(dr)(pi∗rνεσ1(r)− dr ∧ pi∗rνεσ2(r))
=dr ∧ pi∗rνεσ1(r) + pi∗rνεσ2(r).
Therefore, we obtain
Ψ−11
(
− 1
2r
c(dr)ε
)
Ψ1 = − 1
2r
(
0 ε
ε 0
)
= γ
(
1
2r
( −ε 0
0 ε
))
. (6.14)
Now we want to include the transformation U . To begin with, we need the commutation
relation between ε = εH ⊗ εV and α. To do so we exploit the relation ?¯ε = ε?¯ on Ut.
Using the transformation
Ψ−11 εΨ1 =
(
ε 0
0 −ε
)
and (6.9) we compute
Ψ−11 ε?¯Ψ1 =
(
ε 0
0 −ε
)(
0 −α
−α 0
)
=
(
0 −εα
εα 0
)
,
Ψ−11 ?¯εΨ1 =
(
0 −α
−α 0
)(
ε 0
0 −ε
)
=
(
0 αε
−αε 0
)
.
Hence, we must have
αε = −εα. (6.15)
Remark 6.14. This can also be derived from the concrete expression of α, namely
εα =(εH ⊗ εV )(εvH ?¯H ⊗ ?¯V ) = εv+1H ?¯H ⊗ εV ?¯V = εvH(−1)h?¯HεH ⊗ (−1)v?¯εV = (−1)h+vαε.
The claim then follows since h+ v = 4k − 1.
Remark 6.15. Observe that ε commutes with A(r). Indeed,
εA(r) =εA˜H(r)α+ εA˜0V α+
1
r
εν
=− A˜H(r)εα− A˜0V εα+ 1
r
νε
=A˜H(r)αε+ A˜0V αε+
1
r
νε
=A(r)ε.
Finally we can implement the transformation Ψ using γU = Uγ, (6.14) and (6.15),
Ψ−1
(
− 1
2r
c(dr)ε
)
Ψ =γ
(
1
4r
(
I −α
α I
)( −ε 0
0 ε
)(
I α
−α I
))
=γ
(
1
4r
(
I −α
α I
)( −ε −εα
−εα ε
))
=γ
(
1
4r
(
I −α
α I
)( −ε αε
αε ε
))
=γ
(
1
2r
( −ε 0
0 ε
))
.
Combining this result with Theorem 6.9 we get the following representation of DUt .
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Theorem 6.16. Under the unitary transformation Ψ the operator DUt transforms as
Ψ−1DUtΨ = γ
(
∂
∂r
+
(
I 0
0 −I
)
⊗A (r)
)
,
where
A (r) := A(r)− 1
2r
ε = A(r)− 1
2r
εH ⊗ εV .
In particular,
D+Ut =
∂
∂r
+A (r).
Definition 6.17. We define the cone operator associated to D by
Dcone := γ
(
∂
∂r
+
1
r
(
I 0
0 −I
)
⊗AV
)
,
and we call
AV := AV − 1
2
ε. (6.16)
its cone coefficient.
Remark 6.18. In contrast with Lemma 6.13, the operator AHV := AH(0)AV +AVAH(0)
is not a first order vertical. Indeed, if we compute using Remark 6.15,
AHV =AH(0)AV +AVAH(0)
=AH(0)
(
AV − ε
2
)
+
(
AV − ε
2
)
AH(0)
=AHV − 1
2
(εAH(0) + AH(0)ε)
=AHV − εAH(0),
we see that the first order horizontal operator εAH(0) appears in the formula.
6.3 Spectral decomposition of cone coefficient
Our next objective is to describe the spectrum of the cone coefficient AV . To begin we
recall how to calculate the spectrum for the cone coefficient AV following [25, Section 3].
We do this with two purposes: to fill out some details in the computations and because
the methods used can be adapted to find an analogous result for the operator AV .
6.3.1 Spectral decomposition of AV
For a fixed point x ∈ F the corresponding fiber Yx of the fibration piF : F −→ F is a
closed oriented Riemannian manifold with metric gTV F (more precisely, its restriction
to TYx). From Hodge theory we know that the fiber Laplacian (the dependence of
x is suppressed from the notation) ∆Y := dY d
†
Y + d
†
Y dY , induces a decomposition
Ωj(Y ) = Hj(Y )⊕ Ωjcl(Y )⊕ Ωjccl(Y ) where
Hj(Y ) := ker(∆jY ) := ker
(
∆|Ωj(Y )
)
,
Ωjcl(Y ) :={β ∈ Ωj(Y ) | dY β = 0},
Ωjccl(Y ) :={β ∈ Ωj(Y ) | d†Y β = 0}.
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Let us denote by ∆jY,cl/ccl := ∆
j
Y |Ωj
cl/ccl
(Y )
the restriction of ∆Y to closed and co-closed
j-forms respectively and by Ejcl/ccl(λ) the eigenspace of ∆
j
Y,cl/ccl for the eigenvalue λ > 0.
Recall from Remark 6.12 that the cone coefficient AV is explicitly given by
AV = ε
v+1
H ?¯H ⊗ (dY ?¯V + (−1)v+1?¯V dY ) + ν.
In particular note that (dY ?¯V + (−1)v+1?¯V dY )2 =
(
(dY + d
†
Y )?¯V
)2
= ∆Y .
We now introduce the following spaces which, from the expression above, are invariant
under the action of the operator AV ,
Ω˜jh :=Hj(Y )⊕Hv−j(Y ),
Ω˜jcl(Y ) :=Ω
j
cl(Y )⊕ Ωv+1−jcl (Y ),
Ω˜jccl :=Ω
j−1
ccl (Y )⊕ Ωv−jccl (Y ),
F jcl(λ) :=E
j
cl(λ)⊕ Ev+1−jcl (λ),
F jccl(λ) :=E
j−1
ccl (λ)⊕ Ev−jccl (λ).
This allow us to consider the restriction operators:
• On harmonic j-(vertical) forms:
AjV,h := AV
∣∣∣∣
Ω˜jh
=
(
j − v2 0
0 − (j − v2) .
)
• On closed (vertical) forms:
AV,cl − 1
2
:=
(
AV − 1
2
) ∣∣∣∣
Ω˜jcl
=
(
j − v+12 εv+1H ?¯H ⊗ dY ?¯V
εv+1H ?¯H ⊗ dY ?¯V −
(
j − v+12
) ) ,
where we have used
(v + 1− j)− v
2
− 1
2
= −
(
j − v + 1
2
)
.
• On co-closed (vertical) forms:
AV,ccl +
1
2
:=
(
AV +
1
2
) ∣∣∣∣
Ω˜jccl
=
(
j − v+12 (−1)v+1εv+1H ?¯H ⊗ ?¯V dY
(−1)v+1εv+1H ?¯H ⊗ ?¯V dY −
(
j − v+12
) ) .
It is important to emphasize the fact that if we take the square of these restriction
operators we will obtain, in this matrix form representation, diagonal operators. This
is because diagonal entries have opposite signs and the off-diagonal terms are equal. In
order to compute the diagonal operators obtained in the squaring process it is necessary
to calculate (εv+1H ?¯H ⊗ dY ?¯Y )2 and (εv+1H ?¯H ⊗ ?¯Y dY )2. For the first one we expand
(εv+1H ?¯H ⊗ dY ?¯Y )2 = εv+1H ?¯Hεv+1H ?¯H ⊗ dY ?¯V dY ?¯V .
Let us study the horizontal and the vertical contributions separately. For the horizontal
part we use Remark 6.7 and εH ?¯H = (−1)h?¯HεH to calculate
εv+1H ?¯Hε
v+1
H ?¯H = ε
v+1
H ?¯HεHε
v
H ?¯H = ε
v+1
H ?¯HεH ?¯Hε
v
H = (−1)h.
On the other hand dY ?¯V dY ?¯V = (−1)v+1dY d†Y , and so
(εv+1H ?¯H ⊗ dY ?¯Y )2 = (−1)h+v+1dY d†Y = dY d†Y .
110
An analogous computation shows that
(εv+1H ?¯H ⊗ ?¯Y dY )2 = d†Y dY .
Hence, we obtain on closed forms(
AjV,cl −
1
2
)2
=
(
∆jY,cl +
(
j − v+12
)2
0
0 ∆v+1−jY,cl +
(
j − v+12
)2
)
. (6.17)
Similarly for co-closed forms,(
AjV,ccl +
1
2
)2
=
(
∆j−1Y,ccl +
(
j − v+12
)2
0
0 ∆v−jY,ccl +
(
j − v+12
)2
)
. (6.18)
Finally on harmonic forms we obviously have(
AjV,h
)2
=
( (
j − v2
)2
0
0
(
j − v2
)2
)
. (6.19)
Using these expressions one can give a complete description of the spectrum of AV .
Theorem 6.19 ([25, Theorem 3.1]). The spectral resolution of AV is given by:
1. AjV,h has eigenspaces Hj(Y ) and Hv−j(Y ) with eigenvalues
±
(
j − v
2
)
.
2. For each λ ∈ spec(∆jcl)\{0} the operator AjV,cl has two eigenspaces in F jcl(λ) with
eigenvalues
µjcl,±(λ) :=
1
2
±
√
λ+
(
j − v + 1
2
)2
,
and multiplicities mjcl,±(λ).
3. For each λ ∈ spec(∆jccl)\{0} the operator AjV,ccl has two eigenspaces in F jccl(λ) with
eigenvalues
µjccl,±(λ) :=−
1
2
±
√
λ+
(
j − v + 1
2
)2
,
and multiplicities mjccl,±(λ).
4. For λ > 0, the four eigenvalues of AV in F
j
cl(λ)⊕ F jccl(λ) have the common multi-
plicity 2 dim(Ejcl(λ)).
Remark 6.20 (Vertical harmonic eigenvalues). Note that since in our particular case
of study the fiber is Y = CPN and
H i(CPN ;R) =
{
0, for i odd,
R, for i = 2j with 0 ≤ j ≤ N,
the eigenvalues of AV on vertical harmonic forms are 2j −N . If N is odd (Witt case)
we see that the zero eigenvalue can never occur, whereas for N even (non-Witt case) the
zero eigenvalue appears on vertical harmonic forms of degree 2j = N .
Remark 6.21 ([25, Theorem 3.1(4)]). In [25], the fibration can have arbitrary vertical
dimension v. If this dimension is odd then there are two more eigenspaces for the
operator(
A
(v+1)/2
V,cl −
1
2
)
⊕
(
A
(v+1)/2
V,ccl +
1
2
)
: Ω
v+1
2
cl (Y )⊕ Ω
v−1
2
ccl (Y ) −→ Ω
v+1
2
cl (Y )⊕ Ω
v−1
2
ccl (Y ),
in E
(v+1)/2
cl ⊕ E(v−1)/2ccl with eigenvalues ±
√
λ, as can be easily seen from (6.17) and
(6.17).
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6.3.2 Spectral decomposition of AV
Now we want to compute in a similar manner the eigenvalues of the cone coefficient AV .
We define the restriction operators analogously
A jV,h :=AV |Ω˜jh ,
A jV,cl −
1
2
:=
(
AV − 1
2
) ∣∣∣∣
Ω˜jcl
,
A jV,ccl +
1
2
:=
(
AV +
1
2
) ∣∣∣∣
Ω˜jccl
.
The additional terms of these operators, with respect to the AV , is the potential
−1
2
ε = −1
2
εH ⊗ εV .
The corresponding restrictions are
−1
2
ε
∣∣∣∣
Ω˜jh
=
( −12εH ⊗ (−1)j 0
0 −12εH ⊗ (−1)v−j
)
,
−1
2
ε
∣∣∣∣
Ω˜jcl
=
( −12εH ⊗ (−1)j 0
0 −12εH ⊗ (−1)v+1−j
)
,
−1
2
ε
∣∣∣∣
Ω˜jccl
=
( −12εH ⊗ (−1)j−1 0
0 −12εH ⊗ (−1)v−j
)
.
Using (6.17), (6.18), (6.19) and the fact that for our case of interest v = 2N , we obtain
the following expressions for restriction operators
A jV,h := AV
∣∣∣∣
Ω˜jh
=
(
j −N − 12εH ⊗ (−1)j 0
0 − (j −N + 12εH ⊗ (−1)j)
)
,
A jV,cl −
1
2
:=
(
AV − 1
2
) ∣∣∣∣
Ω˜jcl
=
(
j − 2N+12 − 12εH ⊗ (−1)j εH ?¯H ⊗ dY ?¯V
εH ?¯H ⊗ dY ?¯V −
(
j − 2N+12 − 12εH ⊗ (−1)j
) ) ,
A jV,ccl +
1
2
:=
(
AV +
1
2
) ∣∣∣∣
Ω˜jccl
=
(
j − 2N+12 − 12εH ⊗ (−1)j−1 −εH ?¯H ⊗ ?¯V dY
−εH ?¯H ⊗ ?¯V dY −
(
j − 2N+12 − 12εH ⊗ (−1)j−1
) ) .
As before, from the structure of these formulas, we can easily calculate their squares,(
A jV,h
)2
=
( (
j −N − 12εH ⊗ (−1)j
)2
0
0
(
j −N + 12εH ⊗ (−1)j
)2
)
,
(
A jV,cl −
1
2
)2
=
(
∆jcl +
(
j − 2N+12 − 12εH ⊗ (−1)j
)2
0
0 ∆2N+1−jcl +
(
j − 2N+12 − 12εH ⊗ (−1)j
)2
)
,
(
A jV,ccl +
1
2
)2
=
(
∆j−1ccl +
(
j − 2N+12 − 12εH ⊗ (−1)j−1
)2
0
0 ∆2N−jccl +
(
j − 2N+12 − 12εH ⊗ (−1)j−1
)2
)
.
Theorem 6.22. The operator AV preserves the eigenspaces of AV and it has the eigen-
values are described as follows:
1. For harmonic 2j-(vertical) forms it has eigenvalues
2j −N ± 1
2
.
2. For each λ ∈ spec(∆jcl)\{0}, A jV,cl has four eigenspaces in F jcl(λ), with eigenvalues
µ˜jcl,±,±(λ) :=
1
2
±
√
λ+
(
j −N − 1± 1
2
)2
.
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3. For each λ ∈ spec(∆jccl)\{0}, A jV,ccl has four eigenspaces in F jccl(λ), with eigenval-
ues
µ˜jccl,±,±(λ) :=−
1
2
±
√
λ+
(
j −N − 1± 1
2
)2
.
Observe that for each j = 0, ..., 2N the quantity
nj,± :=
(
j −N − 1± 1
2
)2
is always an integer. Consequently, if nj,± 6= 0, then
√
λ+ n2j,± > 1 for all λ > 0 and
therefore
±1
2
± nj,± 6∈
(
−1
2
,
1
2
)
.
On the other and, observe from Theorem 6.22(1),
2j −N ± 1
2
/∈
(
−1
2
,
1
2
)
.
Thus, if spec(∆Y )\{0} ⊂ (1,∞), then |AV | ≥ 1/2. This condition can always be
achieved, in view of Remark 2.6, by rescaling the vertical metric.
Example 6.23 (Spectrum of the link). Let us illustrate these results in the first example
treated in Section 5.2. Recall that we studied a semi-free circle action on S5 whose fixed
point set was S1. Close to the singular stratum we saw that M/S1 is isometric to a
mapping cylinder of a Riemannian fribration with fiber S2 ∼= CP 1. In view of (5.13)
and Remark 5.11 we see that the spectrum of the induced vertical Laplacian ∆Y on the
link is of the form 4k(k + 1) for k ∈ N0 ([12, Proposition III.C.1]). In particular, the
condition spec(∆Y )\{0} ⊂ (1,∞) is satisfied.
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7 The parametrix construction
In this chapter we describe how to construct a parametrix for the operator D by adapting
the analogous construction for the Hodge-de Rham operator D treated in detail in [25,
Section 4]. In this work Bru¨ning implements a variant of the parametrix construction
developed in the sequence of seminal papers [28], [29], [30] and [31]. We show that
the additional potential entering in the operator D adapts well to this construction
because of its particular form. Concretely, in the first part of this chapter we revise the
main ideas concerning the parametrix construction as a Neumann series described in
[25, Section 4]. A motivating example for this procedure can be found in [28, Section
4]. As in that case, the parametrix allows us to construct a self-adjoint extension of
the operator Dmin. In order to obtain the desired parametrix one need to deal with
the large and small eigenvalues of the cone coefficient AV separately. Finally we show
that the same procedure can be applied to the operator D since the corresponding
cone coefficient AV processes the same (anti)-commutation relations as AV which are
required in the construction. Of course, we do not intend to give all the details of the
treatment in [25, Section 4], but rather explain the strategy and really understand why
these methods apply also to the operator D .
7.1 A self-adjoint extension for the signature operator
Let Dmin denote the minimal extension of the Hodge-de Rham operator D = DM0/S1
defined on Ωc(M0/S
1) and let Dmax = (Dmin)
∗ denote its maximal extension. In general
Dmin 6= Dmax, that is, D is in general not essentially self-adjoint. Nevertheless, we
will describe how to construct a self-adjoint extension of Dmin by means of an operator
family G(µ,D) defined for µ ∈ R with |µ| large enough. More precisely assume the
operator family G(µ,D) satisfies the conditions:
• The range of the operators G(µ,D) is contained in Dom(Dmax).
• For all σ ∈ L2(∧T ∗(M0/S1)) we have (D − iµ)G(µ,D)σ = σ. (7.1)
•All the operators map into a common domain on which D is symmetric.
This domain defines a self-adjoint extension of D with resolvent G(µ,D) by [57, Problem
V.3.17] and [69, Proposition 3.11]. We denote such domain by Dom(Dδ). Our aim is
therefore to understand how construct such an operator family. It turns out that this
family is constructed as a as a pseudo-differential operator on the base F with operator
valued symbol.
7.1.1 General description
To begin we need to slightly modify our point of view on the geometry near to the
fixed point set F . It is convenient to regard differential forms on M0/S
1 close to F as
sections of an infinite dimensional Hilbert bundle E over F (see [25, Section 1]). For each
x ∈ F , the fiber Ex is the Hilbert space Ex := L2(Yx, (∧T ∗F)|x). This Hilbert bundle
is locally trivial, i.e for a fixed x0 ∈ F there exist a small open neighborhood Wx0 ⊂ F
and a trivialization map E|Wx0 −→ BR
h
δ (0) × Ex0 , where BR
h
δ (0) denotes the open ball
of radius δ > 0 around 0 ∈ Rh. Under this trivialization we can identify Cc(Wx0 , E|Wx0 )
with Cc(B
Rh
δ (0), Ex0). In view of the construction of a pseudo-differential operator from
a symbol (see [59, Chapter III.3]), we define a local parametrix in terms of an operator
symbol G(µ, x, β), still to be defined, as
G1(µ,D, x0) :=
∫
Rh
ei〈x,β〉G(µ, x, β)
dβ
(2pi)h
, (7.2)
where (x, β) ∈ T ∗Wx0 . The requirements to be satisfied by the symbols G(µ, x, β) are:
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• One can patch these local parametrices together using a well-adapted partition of
unity to obtain a global parametrix G1(µ,D).
• The operator norm of R := I − (D − iµ)G1 decays like |µ|−1.
The operators G(µ, x, β) will be constructed as resolvent kernels of an operator D̂ which
differs from D by zero order horizontal terms, as described below. This means that we
will seek for the defining relation (D̂ − iµ)G1(µ,D) = I. If we achieve obtaining such
symbols then, by the decaying property above, we would obtain the desired operator
family as a Neumann series
G(µ,D) := G1
∞∑
j=0
Rj . (7.3)
Indeed, (D − iµ)G(µ,D) = (D − iµ)G1
∑∞
j=0Rj = (I −R)
∑∞
j=0Rj = I.
7.1.2 Procedure to construct G(µ, x, β)
Motivated by Definition 6.11 we consider, for (x, β) ∈ T ∗Wx0 fixed , the operator
DV (x) :=γ
(
d
dr
+
1
r
A˜(x)
)
(7.4)
:=εH ⊗
(
0 −I
I 0
)(
d
dr
+
1
r
(
DYxαYx + ν 0
0 −(DYxαYx + ν)
))
,
where DYx and αYx are the Hodge-de Rham and chirality operators of the fiber
Yx, discussed in Section 6.2.1. This operator is initially defined on C
1
c ((0,∞), H) ⊂
L2((0,∞), H), where H := Hx0 := ∧T ∗x0F ⊗C2⊗L2(∧T ∗Yx0). Observe that this operator
is a regular singular operator in the sense of Bru¨ning and Seeley (see Appendix A). For
this kind of operators there is a complete characterization of their closed extensions of
in terms of the spectrum of the corresponding cone coefficient.
Lemma 7.1 (Lemma A.2, [25, Lemma 4.1(3)]). For the operator DV (x) the following
conditions hold:
1. Any σ ∈ Dom(DV,max(x)) has a representation of the form
σ(r) =
∑
λ∈spec(A˜(x)),
|λ|<1/2
r−λcλ(σ) +Oσ(r1/2| log r|),
as r −→ 0 for certain linear functionals cλ.
2. Each closed extension of DV,min(x) is determined by a linear relations between the
coefficients cλ for |λ| < 1/2.
3. An element σ ∈ Dom(DV,min(x)) if, and only if, ‖σ(r)‖H = Oσ(r1/2| log r|) as
r −→ 0.
Remark 7.2. By Theorem A.3 we know that dim (Dom(DV,max)(x)/Dom(DV,min)(x)) is
finite dimensional for each fixed x . However, for non-isolated singularities the dimension
of dim (Dom(Dmax)/Dom(Dmin)) can be infinitely dimensional ([1]).
An important algebraic property of DV (x) is given by the following lemma.
Lemma 7.3 ([25, Lemma 1.1(2)]). For each (x, β) ∈ T ∗Wx0, the operator DV (x) satisfies
DV (x)c(β) + c(β)DV (x) = 0.
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Corollary 7.4 ([25, Equation (4.4)]). For all σ(x) ∈ Dom(DV,δ(x)),
‖(DV (x) + ic(β)− iµ)σ(x)‖2DV =‖DV (x)σ(x)‖2DV + (|µ|2 + ‖β‖2x)‖σ(x)‖2DV ,
where ‖β‖2x = gT
∗F (x)(β, β).
Proof. The claim follows from [25, Lemma1.1(2)] and from the relation
〈DV (x)σ(x), (ic(β)− iµ)σ(x)〉 =〈(ic(β) + iµ)DV (x)σ(x), σ(x)〉
=− 〈DV (x)(ic(β)− iµ)σ(x), σ〉
=− 〈(ic(β)− iµ)σ(x), DV (x)σ(x)〉.
The operator D̂ mentioned above is construed using the operator symbol
DV (b) + ic(β)− iµ.
In view of Lemma 7.1, if the spectrum of A˜(x) satisfies the relation
spec(A˜(x)) ∩
(
−1
2
,
1
2
)
= ∅, (7.5)
then DV (x) is essentially self-adjoint and G(µ, x, β) can be defined just as its resolvent.
Observe that this spectral condition can vary as the point x ∈ F varies. If (7.5) is
not satisfied then one needs to work harder: The operator G(µ, x, β) is constructed as
the resolvent of DV,max(x) + ic(β) restricted to certain domain. Concretely, we want
ran(G(µ, x, β)) ⊂ Dom(DV,max(x)) and
(DV,max(x) + ic(β)− iµ)G(µ, x, β)σ = σ, for all σ ∈ L2((0,∞), H). (7.6)
As before, these relations define a self-adjoint extension of DV (x). We denote the
domain of this extension by Dom(DV,δ(x)).
From this discussion we see that it is necessary to split the problem into large and
small eigenvalues. The following splitting lemma makes this approach feasible.
Lemma 7.5 (Splitting Lemma, [31, Lemma 1.1]). For a sufficiently small neighborhood
Wx0 of x ∈ F , the spectral projection Q> := Q|λ|≥Λ(A˜(x)), does not depend on x ∈ Wx0
for some Λ ≥ 1 with the property that Λ /∈ spec(A˜(x)) for all x ∈Wx0.
Remark 7.6. Let us comment on the notation used above. Given a self-adjoint operator
A : Dom(A) ⊂ H −→ H on a separable Hilbert space H we can consider, for each Borel
subset J ⊆ R, the corresponding spectral projection QJ := QJ(A), see for instance to
[57, Section VI.5.1], [69, Section 4]. For example Q{0} is precisely the projection onto
the kernel of A. These spectral projections will be discussed again in the subsequent
chapters.
7.1.3 Large eigenvalues
First we handle the large eigenvalues. In view of Lemma 7.1 we define the operator
DV (x)> :=γ
(
d
dr
+
1
r
A˜(x)>
)
,
where A˜(x)> := A˜(x)Q>. Since |A˜(x)>| ≥ 1 then, as discussed above, DV (x)> is
essentially selj-adjoint on compactly supported forms because condition (7.5) holds. We
will still denote this self-ajoint extension by DV (x)> := DV,min(x)>. In this case we can
just define G(µ, x, β)> := (DV (x)> + ic(β)− iµ)−1. Using Corollary 7.4 and Lemma 7.1
it is possible to prove the following estimates.
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Proposition 7.7 ([25, Equations (4.9), (4.10)]). The operator G(µ, x, β)> satisfies∥∥∥∥ ∂j∂µj ∂|p|∂xp ∂|q|∂βqG(µ, x, β)>
∥∥∥∥
L(E)
≤ Cj,p,q|µ|−1−j
and G(µ, x, β)>σ(r) = Oσ(r
1/2| log r|), as r −→ 0.
The following fundamental result shows that the estimates of Proposition 7.7 serve
as a bound of the operator associated with the symbol G(µ, x, β) >. In particular we
see why it is valuable to have an estimates for all derivatives.
Theorem 7.8 (Caldero´n-Vaillancourt, [32]). There exists a constant NCV > 0 such that
‖G1(µ,D, x0)‖ ≤ sup
|p|,|q|≤NCV
∥∥∥∥ ∂|p|∂xp ∂|q|∂βqG(µ, x, β)>
∥∥∥∥
L(E)
.
7.1.4 Small eigenvalues
Let Q< := I − Q> be the complementary spectral projection of Q>, specifically set
Q< := Q|λ|<Λ(A˜(x)). Analogously as before, consider the corresponding reduced operator
DV (x)< :=γ
(
d
dr
+
1
r
A˜(x)<
)
,
where A˜(x)< := A˜(x)Q<. Note that condition (7.5) might not be satisfied, which
implies that DV (x)< is not necessarily essentially self-adjoint when defined on forms
with compact support. Thus, a choice of “boundary conditions” is needed. We are going
to define this self-adjoint extension by constructing the parametrix G(µ, x, β) explicitly
and then defining the domain by (7.6), which in this case it reads as
(DV,max(x)< + ic(β)− iµ)G(µ, x, β)<σ< = σ<, for all σ< ∈ L2((0,∞), H<), (7.7)
DV,max(x)< is symmetric on ran(G(µ, x, β)<), (7.8)
where H> := ran(Q>). The construction of G(µ, x, β) will involve Bessel functions which
will allow us to obtain estimates of the desired form∥∥∥∥ ∂j∂µj ∂|p|∂xp ∂|q|∂βqG(µ, x, β)<
∥∥∥∥
L(E)
≤ Cj,p,q|µ|−1−j , (7.9)
and enable us to make sense of the Neumann series (7.3). This strategy to handle
the small eigenvalues can be implemented essentially because the space H< is finite
dimensional, as we will see in the following subsection.
7.1.5 A model operator
Let V be a finite dimensional complex Hilbert space, A ∈ L(V ) be a Hermitian operator
and α1, α2 be two self-adjoint involutions such that the following relations hold
α1α2 + α2α1 =0,
α1A−Aα1 =0,
α2A+Aα2 =0.
We want to study the equation
L(A)σ(r) :=
(
d
dr
+
1
r
A+ µα2
)
σ(r) = τ(r), r > 0, (7.10)
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in L2(R+, H) for µ ∈ R−{0}. We can use the involution α1 to split V as V = V +⊕ V −
so that the operator A, commuting with α1, decomposes accordingly as(
A+ 0
0 A−
)
.
Under the isomorphism
C2 ⊗ V + // V = V + ⊕ V −
x+ ⊗ y+  // x+ + α2y+,
we see that the action of A is given by
A(x+ + α2y+) = A
+x+ +A
−α2y+ = A+x+ − α2A+y+.
On the other hand, µα2(x+ + α2y+) = µα2x+ + µy+ = µ(y+ + α2x+). Hence, we can
transform (7.10) under this isomorphism to obtain the equation(
d
dr
+
1
r
(
A+ 0
0 −A+
)
+ µ
(
0 I
I 0
))(
σ+
σ−
)
(r) =
(
τ+
τ−
)
(r).
The following theorem, regarding the solution operator of (7.10), is one of the most
fundamental results of [25].
Theorem 7.9 ([25, Theorem 4.2]). For µ > 0, the equation (7.10) admits the solution
G(µ,A)
(
τ+
τ−
)
(r)
=
∫ r
0
µ(rs)1/2
(
KA+1/2(µr)IA−1/2(µs) KA+1/2(µr)IA+1/2(µs)
KA−1/2(µr)IA−1/2(µs) KA−1/2(µr)IA+1/2(µs)
)(
τ+
τ−
)
(s)ds
−
∫ ∞
r
µ(rs)1/2
(
IA+1/2(µr)KA−1/2(µs) −IA+1/2(µr)KA+1/2(µs)
−IA−1/2(µr)KA−1/2(µs) IA−1/2(µr)KA+1/2(µs)
)(
τ+
τ−
)
(s)ds
=: G0(µ,A)τ(r) +G∞(µ,A)τ(r).
The operators G0/∞(µ,A)τ(r) are bounded in L2(R+, H) and are smooth functions of
the variables µ ∈ [1,∞) and A ∈ Ls(V ), the space of Hermitian matrices on H, such
that for p, q ∈ Z+, ∥∥∥∥DpA( ∂∂µ
)q
G0/∞(µ,A)
∥∥∥∥
L2(R+,H)
≤ Cp,q,A|µ|−1. (7.11)
Moreover, for σ ∈ ran(G(µ,A)) and r is sufficiently small we have the estimates
‖σ+(r)‖H ≤ Cr1/2−‖τ‖L2(R+,H) for every  > 0, (7.12)
‖σ−(r)‖H ≤ Cr−1/2+δ‖τ‖L2(R+,H) for some δ > 0. (7.13)
If |A| ≥ 1/2, then we have the better estimate
‖σ(r)‖H ≤ Cr1/2‖τ‖L2(R+,H). (7.14)
7.1.6 Construction of the operator symbol G(µ, x, β)<
Now we show how to apply Theorem 7.9 to our concrete case of interest. First of all, the
finite dimensional complex Hilbert space is V := H< = ∧T ∗x0F ⊗ C2 ⊗Q<(L2(∧T ∗Yx0).
In addition, in view of (7.4), the role of the operator A in Theorem 7.9 is
A˜(x)< =
(
A(x)< 0
0 −A(x)<
)
,
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where A(x)< := Q<Λ (DYxαYx + ν). It remains to define the involutions. As before set
γ := εH ⊗
(
0 −I
I 0
)
,
γ˜ := iγ and ζ := ζ(µ, β) := µγ˜ − γ˜c(β), for β ∈ T ∗F .
Lemma 7.10. The following relations hold true
1. ζ† = ζ.
2. ζ2 = (|µ|2 + |β|2x) =: µ˜(x, β)I.
3. ζA˜(x)< + A˜(x)<ζ = 0.
Proof. The proof relies on a careful control of signs. We include the details for
completeness.
1. First observe that c(β)εH = −εHc(β) which implies that c(β)γ˜ = −γ˜c(β) and
shows ζ† = (µγ˜ − γ˜c(β))† = µγ˜ + c(β)γ˜ = µγ˜ − γ˜c(β) = ζ.
2. Similarly we compute, using that γ˜2 = I,
ζ2 = (µγ˜ − γ˜c(β))2 = |µ|2 + γ˜c(β)γ˜c(β)− µc(β)− γ˜c(β)µγ˜ = (|µ|2 + |β|2x).
3. To begin, note the relation
(εH ⊗ I) (I ⊗ (DYxαYx + ν)) = (I ⊗ (DYxαYx + ν)) (εH ⊗ I).
We now calculate
γ˜A˜(x)< =εH
(
0 −I
I 0
)(
A(x)< 0
0 −A(x)<
)
=
(
0 εHA(x)<
εHA(x)< 0
)
=
(
0 A(x)<εH
A(x)<εH 0
)
=−
(
A(x)< 0
0 −A(x)<
)(
0 −εH
εH 0
)
=− A˜(x)<γ˜.
This takes care of the first term of ζ. For the one second we argue similarly using
(c(β)⊗ I) (I ⊗ (DYxαYx + ν)) = (I ⊗ (DYxαYx + ν)) (c(β)⊗ I).
We now define the involutions α1 and α2 by the relations
α1 := I ⊗
(
I 0
0 −I
)
and µ˜α2 := ζ.
The following proposition, which follows immediately from Lemma 7.10, shows how to
use Theorem 7.9 in order to construct the operator symbol G(µ, x, β)<.
Proposition 7.11 ([25, Lemma 4.4]). The operator DV (x)<+ic(β)−iµ can be expressed,
with respect to the notation above, as
DV (x)< + ic(β)− iµ = γ
(
d
dr
+
1
r
A˜<(x) + µ˜α2
)
,
and the following relations hold:
α1α2 + α2α1 =0,
α1A˜<(x)− A˜<(x)α1 =0,
α2A˜<(x) + A˜<(x)α2 =0.
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7.1.7 Properties of the self-adjoint extension
In this section we are going to synthesize the construction and results discussed in this
chapter so far. To give a visual explanation of the general strategy we provide a diagram
which describes the construction of the self-adjoint extension Dδ of the operator D
defined by the conditions (7.1).
Large eingevalues: G(µ, x, β)>
Lemma 7.5
))
Small eingevalues: G(µ, x, β)>
Lemma 7.5
uu
G(µ, x, β)
(7.6)
))
(7.2)
uu
G1(µ,D, x0)
partition of unity

D̂V (x)∫
Rh e
i〈x,β〉· dβ
(2pi)h

G1(µ,D)
(7.3)
))
oo G1(µ,D)D̂=I // D̂
(7.3)
uu
G(µ,D)
(7.1)

Dδ
In view of Proposition 7.7, Theorem 7.9 and Proposition 7.11 one can explicitly write
the domain of such extension ([25, Equation (0.16)]),
Dom(Dδ) :=
{
σ ∈ Dom(Dmax) : ‖σ+‖ = O(r1/2−) for every  > 0,
‖σ−‖ = O(r−1/2+δ) for some δ > 0, as r −→ 0
}
.
Theorem 7.12 ([25, Theorem 0.1(1)]). The operator Dδ is self-adjoint, discrete and
anti-commutes with the cirality operator ?¯.
Proof. We just describe a sketch of the proof. We first need to verify that the operator
symbol
G(µ, x, β)< :=
(
γ
(
d
dt
+
1
t
A˜<(x) + µ˜α2
))−1
obtained using Proposition 7.11 satisfies the conditions (7.7), (7.8) and (7.9). It is
important to note that Theorem 7.9 does not apply directly in this situation because
µ˜ and α2 depend both on x and β. One can overcome this subtlety by means of the
Splitting Lemma (Lemma 7.5). Next one proceeds to verify the required conditions:
(7.7) follows by construction and (7.9) follows from (7.11). In order to prove (7.8) we
compute for σ1, σ2 ∈ ran(G(µ, x, β)<) using integration by parts,
(DV,max(x)σ1, σ2)− (σ1, DV,max(x)σ2) = lim
r−→∞
(〈σ+1 (r), σ−2 (r)〉 − 〈σ−1 (r), σ+2 (r)〉)
− lim
r−→0
(〈σ+1 (r), σ−2 (r)〉 − 〈σ−1 (r), σ+2 (r)〉) .
The first limit is zero because of the L2 condition. For the second one we use the
boundary conditions (7.12) and (7.13),
|〈σ−1 (r), σ+2 (r)〉| ≤ ‖σ−1 (r)‖‖σ+2 (r)‖ ≤ C˜rδ− −→ 0, as r −→ 0,
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since we can always choose  < δ. Therefore, (DV,max(x)σ1, σ2) = (σ1, DV,max(x)σ2).
This shows that the desired conditions for G(µ, x, β)< are satisfied. Hence, in combi-
nation with Proposition 7.7 and Theorem 7.8 we conclude that the induced operator
G1(µ,D) satisfies the desired properties. As a result, the Neumann series (7.3) is
well-defined and it satisfies (7.6).
Now we prove that Dδ is discrete, which is equivalent to the compactness of its
resolvent G(µ,D). Note that since
G(µ,D) = lim
N→∞
G1(µ,D)
N∑
j=0
Rj ,
it is enough to show that G1(µ,D) is compact by [57, Theorem III.4.7] . Let us choose
a cut-off function ψr ∈ Cc(M0/S1) with ψr = 1 on M0/S1 − Nr(F ) (see Section 3.2)
and which vanishes close to F ⊂ MS1 . By interior regularity the operator ψrG1(µ,D)
is compact ([29, Theorem 2.1]). Now we want to show that the norm of the remainder
(1 − ψr)G1(µ,D) goes to zero as r −→ 0. Using (7.12) and (7.13) for small eigenvalues
and (7.14) for large eigenvalues (Proposition 7.7), we estimate
‖(1− ψr)G1‖2 ≤ C
∫ r
0
t−1+2δdt = Ct2δ
∣∣∣∣r
0
= Cr2δ −→ 0,
as r −→ 0 since δ > 0. Thus,
G1(µ,D) = lim
N−→∞
ψ1/NG1(µ,D),
which shows that G1(µ,D) is compact again by [57, Theorem III.4.7].
Finally observe that ?¯ coincides with α1 in Proposition 7.11, so it is clear that ?¯ preserves
the domain of Dδ and anti-commutes with it.
Corollary 7.13 ([25, Theorem 0.1(2)]). If |AV | ≥ 1/2, then Dmin is essentially self-
adjoint.
Proof. Let σ ∈ Dom(Dδ), we want to show that there exists a sequence (σn)n of
compactly supported forms such that σn −→ σ in the graph norm of D. Actually is
enough to show that (σn)n is a Cauchy sequence. The desired sequence is constructed
using the cut-off functions (B.2) of Appendix B. For n ∈ N and n ≥ 2 define σn := ψ˜nσ.
By the construction of ψ˜n we see that each σn has compact support. Moreover, since ψ˜n
is uniformly bounded and converges to pointwise to 1 it is easy to verify, as in the proof
of Lemma B.2, that σn −→ σ in L2. Therefore, it remains to show that Dσn −→ Dσ
in L2. Observe from Proposition 2.4 that D(ψ˜nσ) = c(dψ˜n)σ + ψ˜nDσ. Thus, it is
enough to show that c(dψ˜n) −→ 0 in L2. Moreover, by the properties of the Clifford
multiplication, this is equivalent to showing ‖dψ˜n‖2σ −→ 0 in L2. This last statement
can be proven using (B.4), Lemma B.3 and Proposition B.4.
Let us now assume the Witt condition (Definition 3.16). For each a > 0 define a
metric on M0/S
1 such that
gT (M0/S
1)(a) :=
{
dr2 ⊕ gTHF ⊕ a2r2gTHF , on Nt/2(F )
gT (M0/S
1), on M0/S
1 −Nt(F ).
(7.15)
The factor a just rescales the metric in the vertical direction. Denote the by Dδ(a)
its corresponding self-adjoint operator. Observe from Remark 2.6 and the spectral
decomposition of Theorem 6.19 that in the Witt case we can always find a0 > 0 such
that |AV | ≥ 1/2. Indeed, in the complement of the space of vertical harmonic forms the
spectral gap can be controlled entirely with the parameter a. The rescaling however, has
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no effect over the eigenvalues on the space of vertical harmonic forms. Here is where the
Witt condition comes in as, by Remark 6.20, these eigenvalues are of the form 2j −N ,
for j = 0, · · · , N . In particular |2j−N | > 1 if N odd. Consequently the operator Dδ(a0)
is essentially self-adjoint by Corollary 7.13.
Corollary 7.14 ([25, Theorem 0.1(2)]). In the Witt case, the L2-Stokes theorem holds.
Proof. As all the metrics gT (M0/S
1)(a) are mutually quasi-isometric, it follows that the
L2-Stokes theorem is independent of the choice of a > 0 by Remark 2.21. In particular,
we can choose a0 > 0 as above so that Dδ(a0) is essentially self-adjoint. The claim
follows now from Proposition 2.22.
This corollary makes it possible to prove that the signature theorem considered in
Section 2.2 is defined if the Witt condition is satisfied (and the space M/S1 is compact).
Proposition 7.15 ([25, Theorem 0.1(4)]). In the Witt case, the operator D+max (see
(2.22)) is well-defined and it coincides with D+δ .
Moreover, form the proof of the last proposition one obtains the following remarkable
result.
Corollary 7.16 ([25, Theorem 0.1(4)]). The index of D˜(α)+ is independent of α.
Remark 7.17. As pointed out in [25], for the special case of isolated conical singularities
(h = 0) the results above are due to Cheeger ([35], [36]). For general horizontal dimension
h, Corollary 7.13 and Corollary 7.14 and can also be deduced from [36].
7.2 A parametrix for D
In this section we are going to describe how to adapt the construction described above
for the operator D . In view of Definition 6.17 and (7.4) we define
DV (x) :=γ
(
d
dr
+
1
r
A˜ (x)
)
:=εH ⊗
(
0 −I
I 0
)(
d
dr
+
1
r
(
DYxαYx + ν − εV2 0
0 −(DYxαYx + ν − εV2 )
))
.
Lemma 7.18. For each (x, β) ∈ T ∗Wx0, the operator DV (x) satisfies
DV (x)c(β) + c(β)DV (x) = 0
Proof. This follows from Lemma 7.3 and the relation
(I ⊗ c(β))(εV ⊗ εH) + (εV ⊗ εH)(I ⊗ c(β)) = 0.
This lemma shows that we have an analogous result of Corollary 7.4.
Corollary 7.19. For all σ(x) ∈ Dom(DV (x)),
‖(DV (x) + ic(β)− iµ)σ(x)‖2DV =‖DV (x)σ(x)‖2DV + (|µ|2 + |β|2x)‖σ(x)‖2DV .
Using the Splitting Lemma 7.5 we can define, similarly as above,
A˜ (x)< =
(
A (x)< 0
0 −A (x)<
)
,
where
A (x)< := Q<Λ
(
DYxαYx + ν −
εV
2
)
.
Then we have the following extension of Proposition 7.11.
122
Proposition 7.20. The operator DV (x)< + ic(β)− iµ can be expressed as
DV (x)< + ic(β)− iµ = γ
(
d
dr
+
1
r
A˜<(x) + µ˜α2
)
,
and the following relations hold:
α1α2 + α2α1 =0,
α1A˜<(x)− A˜<(x)α1 =0,
α2A˜<(x) + A˜<(x)α2 =0.
Proof. This proposition follows just as Proposition 7.11 follows from Lemma 7.10. We
need to study the commutation relations with the potential. Observe first
(εH ⊗ I)(I ⊗ εV ) = (I ⊗ εV )(εH ⊗ I) = εH ⊗ εV .
Hence, for the first term of ζ we calculate(
0 −εH
εH 0
)( −εV 0
0 εV
)
=
(
0 −εHεV
−εHεV 0
)
=
(
0 −εV εH
−εV εH 0
)
=−
( −εV 0
0 εV
)(
0 −εH
εH 0
)
.
For the second term of ζ we can argue similarly using the relation
(c(β)⊗ I)(I ⊗ εV ) = (I ⊗ εV )(c(β)⊗ I).
Following the same ideas as of last section and in view of Theorem 6.22, we can
prove the following theorem.
Theorem 7.21. The operator D is discrete, and the index of D+ is invariant under the
vertical rescaling of the vertical metric.
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8 An index theorem
In this chapter we compute the index of the operator D+, in the Witt case, following
the techniques used in [25, Section 5]. The analytic tools required to treat the index
computation are based on the work [7] of Ballmann, Bru¨ning and Carron on Dirac-
Schro¨dinger Systems. In this chapter we plan to collect the main results of their work
in order to apply them to our concrete case. We omit the proofs of these theorems but
nevertheless we present an example on which we illustrate the theory: we derive the
Novikov additivity formula of signature (Proposition 2.12) as a gluing index theorem.
After this brief summary of the required analytic tools we first concentrate on the index
computation for the signature operator D+ := D+max defined by (2.22) in the Witt case,
following closely the strategy of [25, Section 5]. This will serve as a model to study the
index of operator D+.
8.1 Perturbation of regular projections
The first section of this chapter describes some notions and results on regular projections
which, as we will see later, are important prototypes for elliptic boundary conditions.
This section is based in [7, Sections 1.2, 1.6] and [25, Section 5].
Let (H, 〈·, ·〉) be a separable complex Hilbert space and let A : Dom(A) ⊂ H −→ H be
a discrete self-adjoint operator. For each Borel subset J ⊆ R we denote by QJ := QJ(A)
the associated spectral projection of A in H. For Λ ∈ R we will use the notation
Q<Λ := Q(−∞,Λ), Q≥Λ := Q[Λ,∞), etc. For Λ = 0 simply write Q> := Q>0, etc. In
particular Q0 denotes the projection onto the kernel of A.
Definition 8.1 (Sobolev chain). For s ≥ 0 we define the space Hs := Hs(A) to be the
completion of Dom(A) ⊂ H with respect to the inner product
〈σ1, σ2〉s := 〈(I +A2)s/2σ1, (I +A2)s/2σ2〉.
Note for example that H0 = H and H1 = Dom(A). For s < 0 we define Hs to be the
strong dual space of H−s.
For a Borel subbset J ⊆ R we denote by HsJ := QJ(Hs) the image of the Sobolev
space Hs under the projection QJ . In particular we will use the notation H
s
< := Q<0(H
s),
etc.
Remark 8.2. By the discreteness of A, if s < t then the embedding Ht −→ Hs is
compact.
Remark 8.3. For each s ∈ R the pairing
Bs : H
s ×H−s // C
(σ1, σ2)
 // 〈(I +A2)s/2σ1, (I +A2)−s/2σ2〉
(8.1)
is non-degenerate so it can be used to identify Hs with its dual space H−s.
Definition 8.4. A bounded operator S ∈ L(H) is called 1/2-smooth if it restricts to
an operator Sˆ : H1/2 −→ H1/2 and extends to an operator S˜ : H−1/2 −→ H−1/2. The
operator S will be called (1/2)-smoothing, or simply smoothing, if ran(S˜) ⊂ H1/2.
In addition to the operator A let us assume that we are given γ ∈ L(H) such that
1. γ∗ = γ−1 = −γ.
2. γA+Aγ = 0.
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Note in particular, if Aσ = λσ then A(γσ) = −γAσ = −λ(γσ), thus Q>γ = γQ<.
Definition 8.5. A 1/2-smooth orthogonal projection P in H is called regular (with
respect to A) if for some, or equivalently, for any Λ ∈ R we have
σ ∈ H−1/2, P˜ σ = 0, Q≤Λ(A)σ ∈ H1/2 ⇒ σ ∈ H1/2.
A regular projection P is called elliptic (with respect to A) if Pγ := γ
∗(1− P )γ is also a
regular projection.
Example 8.6 (Spectral projections). Let Λ ∈ R, then the spectral projection Q>Λ is
an elliptic projection. To see this first note from the definition of Hs and from the
discreteness of A that Q>Λ(H
s) ⊂ Hs for any s ∈ R, in particular this shows that Q>Λ
is 1/2-smooth. Moreover since Q∗>Λ = Q>Λ then Q˜>Λ = Qˆ>Λ. Let us now see why Q>Λ
is regular: assume that σ ∈ H−1/2, Q˜>Λσ = 0 and Q≤Λσ ∈ H1/2 then we decompose σ
as σ = Q>Λσ +Q≤Λσ = Q≤Λσ ∈ H1/2, which is what we wanted to prove. Finally note
that
(Q>Λ)γ = γ
∗(I −Q>Λ)γ = I − γ∗Q>Λγ = I −Q<Λ = Q≥Λ,
which is easy to see that is also regular. Thus, we see indeed that Q>Λ an elliptic
projection.
Let us now recall the notion of a Fredholm pair. In [58, Chapter IV] there is a
detailed an extensive study on the subject.
Definition 8.7 (Fredholm pair). A Fredholm pair (X,Y ) in the Hilbert space H consists
of two closed linear subspaces X,Y ⊆ H such that
null(X,Y ) := dim(X ∩ Y ) <∞,
def(X,Y ) :=codim(X + Y ) <∞.
For such a pair its Kato index is defined by ind(X,Y ) := null(X,Y )− def(X,Y ).
Remark 8.8. There is a weaker notion of the definition above. A pair of closed
subspaces (X,Y ) in H is called a left/right-Fredholm pair if the sum X + Y is closed in
H and null(X,Y ) := dim(X ∩ Y ) <∞ or def(X,Y ) := codim(X + Y ) <∞ respectively.
Example 8.9. The pair (H≤, H≥) is a Fredholm pair and its index is
ind(H≤, H≥) = dim(H≤ ∩H≥)− codim(H≤ +H≥) = dim(kerA).
Moreover, (H<, H≥) is also a Fredholm pair and ind(H<, H≥) = 0.
Example 8.10. If T : H −→ H is a closed Fredholm operator, then its Fredholm index
can be regarded as a Kato index using the relation
ind(T ) = ind(Graph(T ), H × {0}),
where Graph(T ) := {(x, Tx) | x ∈ Dom(T ) ⊆ H} ⊂ H ×H.
We will be strongly interested in how the ellipticity condition behaves under pertur-
bations. The following lemma gives a first answer in this direction.
Lemma 8.11 ([25, Lemma 5.7]). Let P be a 1/2-smooth orthogonal projection in H
such that P = Q> +R1 +R2, where R1 is smoothing and max{‖Rˆ2‖, ‖R˜2‖} < 1, then P
is elliptic with respect to A and (ran(I − P ), ran(Q>)) is a Fredholm pair in H.
The following result is concerned with compact perturbations.
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Lemma 8.12 ([7, Proposition A.13]). Let P,Q be projections in H such that P −Q is
compact. Then (ranP, kerQ) is a Fredholm pair. If E ⊂ H is a closed subset of H then
(E, ranP ) is a Fredholm pair if and only if (E, ranQ) is a Fredholm pair, and then
ind(E, ranP ) = ind(E, ranQ) + ind(kerQ, ranP ).
Moreover, we also have ind(E, ranP ) = ind((I − P ) : E −→ kerP ).
Example 8.13. Let us consider the case where P = Q≥ and Q = Q>, so that P−Q = Q0
is the orthogonal projection onto kerA. By the discreteness of A we know that Q0 is a
finite-rank operator and hence compact. Let B = H<, then from Example 8.9 it is easy
to verify the relations
ind(B, ranP ) =ind(H<, H≥) = 0,
ind(B, ranQ) =ind(H<, H>) = − dim kerA,
ind(kerQ, ranP ) =ind(H≤, H≥) = dim kerA,
which verify the first index formula of Lemma 8.12. Additionally, we can compute the
ind(H<, H≥) using the second index formula,
ind(H<, H≥) =ind(B, ranP )
=ind((I − P ) : B −→ kerP )
=ind((I −Q≥) : H< −→ ker(Q≥))
=ind(Q< : H< −→ H<)
=0,
where the last equality follows because is just the index of the identity map.
In view of Lemma 8.11 we want to consider perturbations of Kato-type.
Definition 8.14. Let B be a symmetric operator in H defined on Dom(A) such that
‖Bσ‖ ≤ a‖σ‖+ b‖Aσ‖ for all σ ∈ Dom(A) and a, b ∈ R+ with b < 1. Then we call the
operator A+B, defined on Dom(A), a Kato perturbation of A.
The Kato-Rellich Theorem states that the operator A + B is again self-adjoint and
discrete ([57, Theorem V.4.3]). Thus, we can consider the corresponding Sobolev chain
Hs(A+B).
Remark 8.15. Observe that, for a Kato perturbation A+B, we have the norm estimate
‖(A+B)σ‖ ≤ ‖Aσ‖+ ‖Bσ‖ ≤ (1 + b)‖Aσ‖+ b‖σ‖.
Similarly, ‖Aσ‖ ≤ ‖(A+B)σ‖+ ‖Bσ‖ ≤ ‖(A+B)σ‖+ a‖σ‖+ b‖Aσ‖, and therefore
‖Aσ‖ ≤
(
1
1− b
)
‖(A+B)σ‖+
(
a
1− b
)
‖σ‖.
These inequalities show that the graph norms of A and A + B are equivalent. Conse-
quently we can identify as Hilbert spaces Hs(A) ∼= Hs(A+B) for all s ∈ R.
Remark 8.16. Let A+B be a Kato perturbation of A. If A and B are invertible then
using [57, Lemma VII.5.6] one can express (see [25, Equation (5.6)]),
Q>(A+B)−Q>(A) = 1
2pii
∫
Re z=0
(A+B − z)−1B(A− z)−1dz.
The following result describes how the ellipticity condition of a spectral projection
behaves under a Kato perturbation.
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Theorem 8.17 ([25, Theorem 5.9]). Assume that A+B is a Kato perturbation of A with
b < 2/3. Then Q>(A + B) is an elliptic projection with respect to A and the subspaces
Q≤(A)(H) := ran(Q≤(A)) and Q>(A+B)(H) := ran(Q>(A+B)) from a Fredholm pair.
The following consequence will be of particular interests for later purposes. We
provide a detailed proof since we need to have control on the constants involved.
Corollary 8.18. If B is bounded and |A| ≥ µ where µ > √2‖B‖, then
ind(Q≤(A)(H), Q>(A+B)(H)) = 0.
Proof. First of all observe that since B is bounded then the condition of Theorem 8.17
is trivially satisfied with b = 0. The strategy of the proof is to use [6, Lemma A.1] to
show the norm estimate
‖Q>(A)−Q>(A+B)‖ < 1. (8.2)
This condition implies I−(Q>(A)−Q>(A+B)) = −Q>(A)+Q≤(A+B) is an invertible
operator and so we could use Lemma 8.12 to compute the Kato index,
ind(Q≤(A)(H),Q>(A+B)(H))
=ind((I −Q>(A+B)) : Q≤(A)(H) −→ ker(Q>(A+B)))
=ind(Q≤(A+B) : Q≤(A)(H) −→ Q≤(A+B)(H))
=ind(−Q>(A) +Q≤(A+B) : Q≤(A)(H) −→ Q≤(A+B)(H))
=0.
Hence, it just remains to show the estimate (8.2). In view of Remark 8.16, we can apply
[6, Lemma A.1] with A1 = A + B, A2 = A, B(z) = B and α1 = α2 = 0 to obtain the
estimate
‖Q>(A)−Q>(A+B)‖ ≤ ‖B‖
2
β(A, 0)−1/2β(A+B, 0)−1/2 ≤ ‖B‖
2
µ−1/2|µ− ‖B‖|−1/2,
where we have used [57, Theorem V.4.10, pg. 291] for the last inequality. Therefore, in
order to satisfy (8.2) we must require
‖B‖2 < 4µ|µ− ‖B‖|.
Let us assume µ ≥ ‖B‖ first. The condition above is then
0 < −‖B‖2 − 4µ‖B‖+ 4µ2.
To fulfil this we need to find the values ξ(= ‖B‖) for which the parabola defined by
f(ξ) = −ξ2 − 4µξ + 4µ2 is strictly positive.
ξ
f(ξ)
• •
ξ− ξ+
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The roots of f(ξ) are computed as
ξ± :=
4µ±√16µ2 − 4(−1)(4µ2)
−2 = (−2∓ 2
√
2)µ.
Thus, we require (−2− 2√2)µ < ξ < (−2 + 2√2)µ, i.e.
‖B‖
(
1
2
(
√
2 + 1)
)
< µ.
Observe that (
1
2
(
√
2 + 1)
)
' 1.207 <
√
2 ' 1.414.
Finally note that if µ < ‖B‖ , then the associated parabola f˜(ξ) = −ξ2 + 4µξ − 4µ2
would just have one root
ξ˜± :=
−4µ±√16µ2 − 4(−1)(−4µ2)
−2 = 2µ,
so the required condition would never hold true.
8.2 Dirac systems
In this section we provide a brief summary of the main results on index theory for Dirac
systems developed in [7]. Other important and extensive references around boundary
value problems for Dirac-type operators are, for example, [10], [11] and [22].
As before let H be a separable complex Hilbert space with inner product denoted
by 〈·, ·〉. For r ∈ R+ let 〈·, ·〉r be a family of scalar products on H compatible with the
Hilbert space structure and such that 〈·, ·〉0 = 〈·, ·〉. Let us denote by Hr the Hilbert
space associated with the inner product 〈·, ·〉r and by H := (Hr)r≥0 the family of Hilbert
spaces Hr. In this context, we define Dirac systems axiomatically following closely [7,
Section 2]:
Axiom 1. For all T ∈ R+ := [0,∞) there exists a constant CT such that
|〈σ1, σ2〉s − 〈σ1, σ2〉r| ≤ ‖σ1‖r‖σ2‖r|r − s|,
for all s, t ∈ [0, T ] and σ1, σ2 ∈ H.
Let Gr ∈ L(H) be the bounded operator defined by the relation 〈Grσ1, σ2〉0 =
〈σ1, σ2〉r for all σ1, σ2 ∈ H. By Axiom 1. the map G : R+ −→ L(H) defined by
G(r) := Gr is in Liploc(R+,L(H)), the space of sections which are locally Lipschitz.
This implies that it has a weak derivative G′ ∈ L∞loc(R+,L(H)), which is symmetric on
H0 for almost all r ∈ R+ ([7, Lemma 2.2]). We can therefore consider the operator
Γ :=
1
2
G−1G′ ∈ L∞loc(R+,L(H)).
We now define a continuous metric connection by
∂ := (∂r + Γ) : Liploc(R+, H) −→ L∞loc(R+, H).
The metric condition means that for σ1, σ2 ∈ Liploc(R+, H) the function defined by
〈σ1, σ2〉(r) := 〈σ1(r), σ2(r)〉r, for σ1, σ2 ∈ Liploc(R+, H), satisfies the relation
∂r〈σ1, σ2〉 = 〈∂σ1, σ2〉+ 〈σ1, ∂σ2〉. (8.3)
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Indeed, it is isntructive to verify this property,
∂r〈σ1, σ2〉(r) =∂r〈σ1(r), σ2(r)〉r
=∂r〈Grσ1(r), σ2(r)〉0
=〈G′rσ1(r), σ2(r)〉0 + 〈Grσ′1(r), σ2(r)〉0 + 〈Grσ1(r), σ′2(r)〉0
=〈2GrΓrσ1(r), σ2(r)〉0 + 〈Grσ′1(r), σ2(r)〉0 + 〈Grσ1(r), σ′2(r)〉0
=2〈Γrσ1(r), σ2(r)〉r + 〈σ′1(r), σ2(r)〉r + 〈σ1(r), σ′2(r)〉r
=〈∂σ1, σ2〉(r) + 〈σ1, ∂σ2〉(r).
Axiom 2. There is a family A := (Ar)r≥0 of self-adjoint operators Ar on Hr for r ∈ R+
with common domain Dom(A) such that
1. If ‖·‖Ar denotes the graph norm of Ar, then the embedding
(Dom(A), ‖·‖A0) −→ (H, ‖·‖),
is compact.
2. For all T ∈ R+, there is a constant CT such that
|〈Asσ1, σ2〉s − 〈Arσ1, σ2〉r| ≤ CT ‖σ1‖Ar‖σ2‖r|r − s|
for all σ1 ∈ Dom(A), σ2 ∈ H and s, r ∈ [0, T ].
Axiom 3. There is a section γ ∈ Liploc(R+,L(H)) ∩ L∞loc(R+,L(Dom(A))) such that
1. −γr = γ∗r = γ−1r on Hr.
2. Arγr + γrAr = 0 on Dom(A).
3. ∂γ = γ∂ on Liploc(R+, H).
Here L(Dom(A)) denotes the space of all bounded operators on Dom(A) (equipped with
the graph norm).
Definition 8.19. The triple D := (H,A, γ) as above satisfying Axioms 1-3, is called a
Dirac System over R+.
For a Dirac system D = (H,A, γ) define the spaces
Lloc(D) :=Liploc(R+, H) ∩ L∞loc(R+,Dom(A)),
Lc(D) :={σ ∈ Lloc(D) | supp(σ) is compact in R+},
L0,c :={σ ∈ Lc(D) | σ(0) = 0},
Lcc(D) :={σ ∈ Lloc(D) | supp(σ) is compact in (0,∞)}.
On Lc(D) one defines the inner product
(σ1, σ2) :=
∫ ∞
0
〈σ1, σ2〉 :=
∫ ∞
0
〈σ1(r), σ2(r))〉rdr. (8.4)
Let L2(D) denote the Hilbert space completion of Lc(D) with respect to it.
Definition 8.20. The Dirac operator D associated to this Dirac system D = (H,A, γ)
is defined by
D := γ(∂ +A) : Lloc(D) −→ L∞loc(R+, H).
Remark 8.21. Of course this definition is motivated by the form of the operator (2.14)
and Theorem 6.9, but this theory of Dirac systems can be applied to numerous geometric
settings (see [8]).
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It is easy to verify using (8.3) and Axiom 3. the relation for sections σ1, σ2 ∈ Lloc(D),∫ ∞
0
〈Dσ1, σ2〉 −
∫ ∞
0
〈σ1, Dσ2〉 = 〈σ1, γσ2〉
∣∣∣∣∞
0
. (8.5)
Observe that formally D† = (−∂ + A)(−γ)) = D, so in order to compute indices we
want to introduce a self-adjoint involution that splits this operator.
Definition 8.22. A super-symmetry for a Dirac system D is defined by an involution
α ∈ Liploc(R+,L(H)) ∩ L∞loc(R+,L(Dom(A))) satisfying
1. αr = α
∗
r = α
−1
r on Hr.
2. αrγr + γrαr = 0 on Dom(A).
3. ∂α = α∂ on Liploc(R+,L(H)).
4. Arαr = αrAr on Dom(A).
In the presence of such a super-symmetry we define H±r as the ±1-eigenspaces of αr
in Hr so that Hr = H
+
r ⊕H−r . In a similar manner we can decompose
Dom(A) = Dom(Ar)
+ ⊕Dom(Ar)−,
where Dom(Ar)
± := Dom(A) ∩H±r . With respect to this decomposition we can express
the operator Ar as
Ar =
(
A+r 0
0 A−r
)
.
Here A±r : Dom(Ar)± ⊂ H±r −→ H±r . Moreover, we also obtain the decomposition of
∂ =
(
∂+ 0
0 ∂−
)
so that D =
(
0 D−
D+ 0
)
.
A super-symmetry also induces a decomposition L2(D) = L2(D)+ ⊕ L2(D)− where
L2(D)± := {σ ∈ L2(D) | ran(σ) ∈ H±}.
We now want to discuss some closed extensions of the operator D. Observe from
(8.5) that the restriction D0,c of D to L0,c is a symmetric operator, thus we can always
consider (see Section 1.2.1),
• The minimal extension defined by Dmin := D0,c.
• The maximal extension defined by Dmax := (D0,c)∗.
In view of the APS index formula (2.16), we know that relevant geometric closed
extensions for Dirac-type operators on manifolds with boundary are obtained by imposing
appropriate boundary conditions. In [22], for example, elliptic boundary conditions for
such operators are defined by requiring some compatibility condition with the principal
symbol of the Caldero´n projector ([22, Definition 18.1]). In the setting of Dirac systems
this point of view is somehow modified and the boundary conditions are determined by
closed subspaces of certain hybrid Sobolev space. Let us describe this more concretely.
Consider the Sobolev chain Hs = Hs(A0) associated to the Hilbert space H0 and the
self-adjoint operator A0 as in Section 8.1. One can define the space
Hˇ := Hˇ(A0) := H
−1/2
> ⊕Q0(H)⊕H1/2< ,
where Q0(H) denotes the kernel of A in H.
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H
−1/2
> H
−1/2
<
H
1/2
> H
1/2
<
Figure 8.1: The shadowed area represents schematically the space Hˇ. It is important to
point out that the norm in H
1/2
< is ‖·‖1/2 and not the induced ‖·‖−1/2 from H−1/2< .
Definition 8.23. A closed subspace B ⊂ Hˇ is called a (linear) boundary condition for
the Dirac system D. For any such B we define the domain of the corresponding operator
DB,max by Dom(DB,max) := {σ ∈ Dom(Dmax) | σ(0) ∈ B}.
The following result unravels the definition above.
Proposition 8.24 ([7, Proposition 1.50]). Closed extensions of D0,c between the minimal
extension Dmin and the maximal extension Dmax correspond to closed linear subspaces B
of Hˇ.
Given a boundary condition B we can associate to it yet another closed operator.
Definition 8.25. For a boundary condition B we define the operator DB to be the
restriction of DB,max to the domain Dom(DB) := {σ ∈ Dom(Dmax) | σ(0) ∈ B ∩H1/2}.
Now we describe a special type of boundary conditions on which DB,max and DB
agree.
Definition 8.26. A boundary condition is called regular if B ⊆ H1/2 ⊂ Hˇ.
In order to define adjoint boundary conditions we need to consider, in view of (8.5),
the the non-degenerate, continuous, skew-symmetric pairing ω : Hˇ × Hˇ −→ C defined
by
ω(σ1, σ2) := B1/2(Q≤σ1, γQ≥σ2) +B−1/2(Q>σ1, γQ<σ2),
where B±1/2 is given by (8.1). Indeed, the right hand side of (8.5) is precisely
ω(σ1(0), σ2(0)). In view of this fact and by Proposition 8.24 the following definition
arises naturally.
Definition 8.27. For a boundary condition B ⊆ Hˇ we define its annihilator
Ba := {σ1 ∈ Hˇ | ω(σ1, σ2) = 0, ∀σ2 ∈ B}.
We say that the boundary condition B ⊆ Hˇ is elliptic if B and Ba are both regular. We
say that B is self-adjoint if B = Ba.
Remark 8.28 ([7, Lemma 1.46]). If σ1, σ2 ∈ Hˇ with σ1 ∈ H1/2 then Q>σ1 ∈ H1/2 and
therefore
B−1/2(Q>σ1, γQ<σ2) =((I +A2)−1/4Q>σ1, (I +A2)1/4γQ<σ2)
=((I +A2)−1/4Q>σ1, (I +A2)1/4γQ<σ2)
=((I +A2)−1/2(I +A2)1/4Q>σ1, (I +A2)1/4γQ<σ2)
=((I +A2)1/4Q>σ1, (I +A
2)−1/4γQ<σ2)
=B1/2(Q>σ1, γQ<σ2).
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So in this case ω(σ1, σ2) simplifies to
ω(σ1, σ2) =B1/2(Q≤σ1, γQ≥σ2) +B−1/2(Q>σ1, γQ<σ2)
=B1/2(Q≤σ1, γQ≥σ2) +B1/2(Q>σ1, γQ<σ2)
=B1/2(σ1, γσ2).
Example 8.29 (APS boundary conditions). The boundary condition introduced by
Atiyah, Patodi and Singer in [4] required to obtain Theorem 2.14 (see Section 2.1.2) can
be described in this setting by the closed subspace BAPS := Hˇ< = H
1/2
< . It is immediate
from the definition that BAPS is a regular boundary condition. Let us compute its
associated adjoint boundary condition. For σ1 ∈ BAPS and σ2 ∈ Hˇ we have, by the
last remark, ω(σ1, σ2) = B1/2(σ1, γσ2) so σ2 ∈ BaAPS ⇔ Q<γσ2 = 0 ⇔ Q>σ2 = 0. This
shows that BaAPS := H
1/2
≤ , which is regular as well. Hence, BAPS = H
1/2
< is an elliptic
boundary condition.
Example 8.30 ([7, Example 1.85]). Let β : H −→ H be a 1/2-smooth map, with
restriction βˆ : H1/2 −→ H1/2 and extension β˜ : H−1/2 −→ H−1/2, such that
1. β∗ = β−1 = β,
2. γβ + βγ = 0,
3. Aβ + βA = 0.
Then B := {σ ∈ H1/2 | βˆσ = σ} ⊂ Hˇ is a regular self-adjoint boundary condition, and
therefore also elliptic. Indeed it is clear that B is regular since B ⊂ H1/2. On the other
hand, if σ1 ∈ B and σ2 ∈ Hˇ then by Remark 8.28 we have ω(σ1, σ2) = B1/2(σ1, γσ2).
Moreover, from the commutation relations of γ and A with β we see that
B1/2(σ1, γσ2) = B1/2(βˆσ1, γσ2) = B1/2(σ1, β˜γσ2) = −B1/2(σ1, γβ˜σ2),
which shows that β˜(Ba) = Ba and B1/2(σ1, γ(σ2 + β˜σ2)) = 0. In particular we get
B ⊂ Ba. To prove the opposite inclusion let us assume that σ2 ∈ Ba ∩ H−1/2> , then
β˜σ2 = β˜Q>σ2 = Q<β˜σ2 ∈ Ba. This shows β˜σ2 ∈ H1/2< ∩ Ba which implies, by applying
β˜, that σ2 ∈ Ba ∩H1/2> . As a result, since in this case 0 = B1/2(σ1, γσ2) = 〈σ1, γσ2〉, we
see that γσ2 is in the orthogonal complement of the +1-eigenspace of β. Consequently,
by property (2), σ2 lies in the +1-eigenspace of β, which shows that B
a ⊂ B.
In the presence of a super-symmetry α we are interested in boundary conditions
B which are α-invariant, i.e. such that α0(B) = B in Hˇ. We call this class super-
symmetric boundary conditions. For such a boundary condition we have a decomposition
B = B+⊕B− induced by α0. A super-symmetric boundary condition B is regular/elliptic
if and only if B± are regular/elliptic in Hˇ±.
We want to describe boundary conditions induced by the regular projections discussed
in the last section. Let P be a 1/2-smooth projection in H. Then BP := ker P˜ ∩ Hˇ is a
closed subspace of Hˇ and therefore it defines a boundary condition.
Proposition 8.31 ([7, Proposition 1.99]). For a 1/2-smooth orthogonal projection P in
H the following are equivalent:
1. P is a regular orthogonal projection.
2. BP = ker Pˆ .
3. BP is a regular boundary condition.
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Example 8.32 (APS projection). The projection associated to the APS boundary
condition from Example 8.29 is PAPS := Q≥ since kerQ≥ ∩ Hˇ = Hˇ<. Moreover, observe
that Example 8.6 and Example 8.29 verify the statement of Proposition 8.31.
We continue our short excursion describing some index theorems for Dirac operators
associated with super-symmetric Dirac systems. To be able to state these results we need
to introduce some additional notion. Indeed, even for an elliptic boundary condition
B, the corresponding operator DB,max is in general not Fredholm. It turns out that,
in order to obtain a Fredholm operator, we just need to impose a further condition:
non-parabolicity (see [33],[34]). To describe it we define for σ ∈ Dom(Dmax) the norm
‖σ‖2W := ‖σ(0)‖2Hˇ + ‖Dmaxσ‖2L2(D).
Here ‖·‖Hˇ denotes the norm of the hybrid space Hˇ and ‖·‖2L2(D) is induced by (8.4).
Definition 8.33. We say that D is non-parabolic if for each T > 0 exists a constant
CT > 0 such that
‖σ‖L2([0,T ],H) ≤ CT ‖σ‖W ∀σ ∈ Lc(D),
where ‖σ‖2L2([0,T ],H) := ‖1[0,T ]σ‖2L2(D) and 1[0,T ] is the characteristic of [0, T ].
Remark 8.34. It is actually enough check the inequality of Definition 8.33 for sections
σ ∈ L0,c(D) by [7, Lemma 2.38].
For a non-parabolic Dirac system D define W ⊂ L2loc(D) to be the completion of
Lc(D) with respect to the norm ‖·‖W defined above. In this case one can extend Dmax
to a bounded operator Dext : W −→ L2(D). Additionally, if we are given a boundary
condition B ⊆ Hˇ, we associate to it the closed operator DB,ext with domain
WB := Dom(DB,ext) := {σ ∈W | σ(0) ∈ B}.
Remark 8.35 ([34, Section 2.c]). The notion of non-parabolicity is motivated by
the results of [4]. Here the index of a Dirac-type operator on a compact manifold
with boundary is interpreted as the L2-index of an associated elongated manifold with
cylindrical ends.
Now we state one on the most important result of Dirac systems.
Theorem 8.36 ([7, Theorem 2.43]). Let D be a non-parabolic Dirac system and let B be
a regular boundary condition. Then DB,ext : WB −→ L2(D) is a left-Fredholm operator
with (ranDB,ext)
⊥ = kerDB,max. The extended index of DB,ext is defined by
indDB,ext := dim kerDB,ext − dim kerDBa,max.
Corollary 8.37 ([7, Corollary 2.44]). Let D be a non-parabolic Dirac system and B an
elliptic boundary condition. Then DB and DBa have finite dimensional kernels and we
can define the L2-index of DB as
L2 − indDB := dim kerDB − dim kerDBa .
Proof. By Theorem 8.36 we know that dim kerDB,ext is finite. In addition, since B is
elliptic then kerDB,max = kerDB, so we see that the kernel of DB has finite dimension.
We can argue similarly for DBa .
The above notions and results can be generalized to Dirac systems with potentials.
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Definition 8.38 ([7, Section 2.2]). A Dirac-Schro¨dinger system consists of a Dirac
system D = (H,A, γ) and a potential V ∈ L∞loc(R+,L(H)) with V = V ∗. The associated
Dirac-Schro¨dinger operator is given by D + V : Lloc(D) −→ L∞loc(R+, H). In addition, a
super-symmetric Dirac-Schro¨dinger system can be defined with an involution α as above
with the additional condition that αrVt + Vtαr = 0 on Hr.
The next result describes how to compute the extended index in presence of a
super-symmetry.
Proposition 8.39 ([7, Proposition 4.9]). Let (D, V, α) be a non-parabolic super-symmetric
Dirac-Schro¨dinger system and B be an α0-invariant elliptic boundary condition. Then
indDB,ext = indD
+
B+,ext
+ indD−
B−,ext,
where D±
B±,ext : W
±
B −→ L2(D)∓.
The following theorem describes how the index changes when the given boundary
condition is changed to an APS boundary condition. These kind of formulas are known
as Agranovicˇ-Dynin type (see [22, Section 21]).
Theorem 8.40 ([7, Theorem 4.14]). Let (D, V, α) be a non-parabolic super-symmetric
Dirac-Schro¨dinger system and let B be an α0-invariant elliptic boundary condition. Then
indD+
B+,ext
= indD+
H+≤ ,ext
+ ind(B¯+, H+> ),
where B¯ denotes the closure of B in H and ind(B¯+, H+> ) is the Kato index of the Fredholm
pair (B¯+, H+> ).
To end this section we describe how to glue two Dirac systems consistently and
how to obtain a gluing formula for the index ([7, Section 3.2]). We will illustrate this
construction in the next section through an example.
Definition 8.41. Let (D1, V1, α1) and (D2, V2, α2) be super-symmetric Dirac-Schro¨dinger
systems. We say that they are compatible if
1. The initial Hilbert spaces H1,0 and H2,0 coincide.
2. The initial self-adjoint operators satisfy A1,0 = −A2,0 =: A.
3. We have γ1,0 = −γ2,0 =: γ.
4. The involutions α1 and α2 coincide at r = 0.
Under these assumptions we can define a new super-symmetric Dirac-Schro¨dinger
system by (D, V, α) = (D1 ⊕ D2, V1 ⊕ V2, α1 ⊕ α2). In addition, for such a “glued”
Dirac system we can always consider the elliptic and self-adjoint boundary condition
B := {(σ, σ) | σ ∈ H1/2}. This follows automatically from Example 8.30 by setting the
map β to be β(σ1, σ2) = (σ2, σ1) in (D, V, α). For example,
βγ =
(
0 I
I 0
)(
γ 0
0 −γ
)
=
(
0 −γ
γ 0
)
,
γβ =
(
γ 0
0 −γ
)(
0 I
I 0
)
=
(
0 γ
−γ 0
)
.
Similarly one verifies that Aβ+βA = 0. We call B the transmission boundary condition.
Moreover, one directly sees by condition (4), that this boundary conditions is α-
invariant and B = B+ ⊕ B− for B± := {(σ, σ) | σ ∈ H± ∩H1/2}, where H± is induced
by α1,0 = α2,0. If (D1, V1, α1) and (D2, V2, α2) are both non-parabolic then (D, V, α) is
also non-parabolic.
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Remark 8.42. Observe that
Hˇ(−A) =H−1/2(−A)> ⊕Q0(−A)(H)⊕H1/2(−A)<
=H−1/2(A)< ⊕Q0(A)(H)⊕H1/2(A)>.
Thus, the hybrid Sobolev space of the sum of two compatible Dirac system is
Hˇ(A⊕−A) =
H−1/2(A)> ⊕Q0(A)(H)⊕H1/2(A)<
⊕
H−1/2(A)< ⊕Q0(A)(H)⊕H1/2(A)>.
= H−1/2(A)⊕H1/2(A)
Theorem 8.43 ([7, Theorem 4.17]). Let (D1, V1, α1) and (D2, V2, α2) be two compatible
non-parabolic super-symmetric Dirac-Schro¨dinger systems as above. If B1 is any α1-
invariant elliptic boundary condition for (D1, V1, α1) and B2 is any α2-invariant elliptic
boundary condition for (D2, V2, α2) then
indD+
B+,ext
= indD+
1,B+1 ,ext
+ indD+
2,B+2 ,ext
− ind(H+> , B¯+1 )− ind(H+≤ , B¯+2 ).
In particular, if such B1 is given and we set B2 := B
⊥
1 ∩H1/2, then
indD+
B+,ext
= indD+
1,B+1 ,ext
+ indD+
2,B+2 ,ext
.
8.2.1 Example: The Novikov additivity of signature
In order to illustrate the theory of Dirac systems discussed above we work out an explicit
example: we derive the Novikov additivity formula of the signature (Proposition 2.12)
using the APS index formula (2.16). In addition, we verify Theorem 8.43 in this context
using Theorem 8.40.
Let X1 and X2 be two 4k-dimensional compact oriented smooth manifolds with
boundary such that ∂X1 = ∂X2 = Y as oriented closed manifolds (see Remark 2.15).
Assume in addition that X1 and X2 carry Riemannian metrics such that close to their
boundary they are product metrics. This is not a strong restriction since otherwise we
can always glue a small cylinder and deform the metric as described in [22, Chapter 9].
Recall that if we denote by −X2 the manifold X2 with reversed orientation then we can
∂X1 = Y
X1
∂X1 = Y
X2
r1 r2
Figure 8.2: Two smooth manifolds X1, X2 having the same oriented boundary ∂X1 =
∂X2 = Y .
glue X1 and −X2 along their common oriented boundary to obtain a closed oriented 4k-
dimensional Riemannian manifold X := X1 ∪ (−X2). The signature additivity formula
states that
σ(X) = σ(X1) + σ(−X2), (8.6)
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where σ(−X2) = −σ(X2) by Proposition 2.8. The main idea to derive (8.6) as a gluing
index theorem is to construct two compatible Dirac and then compute their correspond-
ing indices.
From Theorem 6.9 we know that the Hodge-de Rham operator on X1 is unitary
equivalent to the operator
D1 = γ
(
∂
∂r1
+A1
)
,
where
A1 =
(
I 0
0 −I
)
⊗AY and γ =
(
0 −I
I 0
)
.
Here AY denotes the odd signature operator on Y and r1 denotes the inward normal
coordinate close to the boundary in X1 (see Figure 8.2). Note that A1γ1 + γ1A1 = 0, as
required. Under the transformation Ψ of Section 6.2.1 the chirality operator becomes
?X1 =
(
I 0
0 −I
)
= γ
(
0 −I
−I 0
)
,
so the associated positive graded operator is
D+1 =
∂
∂r1
+AY .
Remark 8.44. Observe that this Dirac system is non-parabolic since X1 is compact, as
the non-parabolicity condition only involves the behavior of sections at infinity. More
concretely, for T > 0 we compute for a compactly supported section σ in X1 vanishing
at the boundary (see Remark 8.34),∫ T
0
‖D+1 σ(r)‖2L2(Y )dr =
∫ T
0
‖σ′(r)‖2L2(Y )dr +
∫ T
0
‖AY σ(r)‖2Y dr
+
∫ T
0
2Re(σ′(r), AY σ(r))L2(Y )dr.
Note that
d
dr
(σ(r), AY σ(r))L2(Y ) =2Re(σ
′(r), AY σ(r))L2(Y ),
and therefore
‖D+1 σ‖2L2(X1) = ‖σ′‖2L2(X1) + ‖AY σ‖2L2(X1).
Following the proof of [34, Proposition 2.5] we estimate using Cauchy-Schwarz inequality
‖σ(r)‖L2(Y ) =
∥∥∥∥ ∫ r
0
σ′(s)ds
∥∥∥∥
L2(Y )
≤ √r‖σ′‖L2(X1),
and conclude that∫ T
0
‖σ(r)‖2L2(Y )dr ≤ ‖σ′‖2L2(X1)
∫ T
0
rdr =
T 2
2
‖σ′‖2L2(X1) ≤
T 2
2
‖D+1 σ‖2L2(X1).
This verifies that this Dirac system is non-parabolic.
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In an analogous manner, the Hodge-de Rham operator on X2 can be written as
D2 = γ
(
∂
∂r2
+A2
)
,
where A2 = A1 since the orientation of Y in both manifolds coincide. As before, the
corresponding positive graded operator of X2 is
D+2 =
∂
∂r2
+AY .
Observe however that r2 = −r1 =: r, thus we can write
D2 = −γ
(
∂
∂r
−A1
)
. (8.7)
Hence, the Dirac systems (D1, ?X1) and (D2, ?−X2) are compatible in the sense of
Definition 8.41. It is important to see that ?X1 = ?−X2 = −?X2 . Th next step is to glue
D1 and D2 to construct a global operator on X. Observe that since we have reversed
the orientation of X2 in X, then we actually need to glue D
+
1 and D
−
2 . From (8.7) we
see that
D−2 =
∂
∂r
+AY ,
so indeed D+ := D+1 ∪D−2 defines a global operator on X.
Now we want to compute the index of D+ in order to compute the signature of X.
First we compute the index on each separate piece. From (2.16) we have
ind(D+1,Q<(AY )(H)) =
∫
X1
α1(x)dx− 1
2
(dim ker(AY ) + ηAY ),
ind(D+2,Q<(AY )(H)) =
∫
X2
α2(x)dx− 1
2
(dim ker(AY ) + ηAY ),
where α1(x), α2(x) denote the local index densities on X1 and X2 respectively. Here the
initial Hilbert space is H = L2(Y ) := L2(∧T ∗Y ) and Q<(AY )(H) is the APS boundary
condition of Example 8.29. Observe that in order to compute the index D−2 we can also
use Equation (2.16) with −AY instead of AY . As discussed in [4, Section 3] we would
obtain
ind(D−2,Q<(−AY )(H)) =−
∫
X2
α2(x)dx− 1
2
(dim ker(−AY ) + η−AY )
=
∫
−X2
α2(x)dx− 1
2
(dim ker(AY )− ηAY ).
On the other hand, since α1(x), α2(x) are local terms,
ind(D+) =
∫
X1
α1(x)dx+
∫
−X2
α2(x)dx.
Hence we see that (see [22, Proposition 23.2])
ind(D+) = ind(D+1,Q<(AY )(H)) + ind(D
−
2,Q>(AY )(H)
) + dim ker(AY ), (8.8)
where we have used the relation Q<(−AY )(H) = Q>(AY )(H).
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Now we use (8.8) to derive (8.6). Recall fromt (2.17) that
ind(D+1,Q<(AY )(H)) =σ(X1)−
1
2
dim ker(AY ),
ind(D+2,Q<(AY )(H)) =σ(X2)−
1
2
dim ker(AY ).
From the last relation we can deduce that
ind(D−2,Q>(AY )(H)) =− σ(X2)−
1
2
dim ker(AY ).
Indeed, using the results above we compute
ind(D−2,Q>(AY )(H)) =−
∫
X2
α2(x)dx− 1
2
(dim ker(−AY ) + η−AY )
=− ind(D+2,Q<(AY )(H))− dim ker(AY )
=− σ(X2)− 1
2
dim ker(AY ).
Finally, from (8.8) and the index identity ind(D+) = σ(X1 ∪ (−X2)) on the closed
manifold X, we get
σ(X1 ∪ (−X2)) =ind(D+)
=ind(D+1,Q<(AY )(H)) + ind(D
−
2,Q>(AY )(H)
) + dim ker(AY )
=σ(X1) + σ(−X2).
This concludes the proof of (8.6).
We end this example by illustrating Theorem 8.43. First we need to change the
boundary conditions since Q<(AY )(H) and Q>(AY )(H) are not complementary (unless
kerAY = {0}, in which case Theorem 8.43 is just given by (8.8)). To do this we use
Example 8.13 and Theorem 8.40,
ind(D+1,Q<(AY )(H)) =ind(D
+
1,Q≤(AY )(H)
) + ind(Q<(AY )(H), Q>(AY )(H))
=ind(D+1,Q≤(AY )(H))− dim ker(AY ).
Thus, combining this with (8.8) we get
ind(D+) = ind(D+1,Q≤(AY )(H)) + ind(D
−
2,Q>(AY )(H)
),
which is precisely the content of Theorem 8.43.
Remark 8.45. The fact that in this last formula D−2 appears instead of D
+
2 , in contrast
with Theorem 8.43, is due the fact that ?X1 = ?−X2 .
8.3 The index formula for the signature operator in the Witt case
The objective of this section is to study the techniques used in [25, Section 5] to compute
the index of the signature operator D+ on M0/S
1 in the Witt case, using the machinery
of Sections 8.1 and 8.2. In the subsequent section we will then adapt these same
techniques to compute the index of the operator D+ also in the Witt case.
Let consider the local description close to a connected component F ⊂MS1 discussed
in Chapter 6. Recall that M/S1 = (M0/S
1)∪MS1 where M0 is principal orbit, on which
the action is free. Following Section 3.2, consider the decomposition M0/S
1 = Zt0 ∪Ut0 ,
where t0 > 0, Zt0 is a compact manifold with boundary and Ut0 is diffeomorphic to the
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Zt0
∂Zt0 = Ft0 ∂Zt = Ft
Ut MS
1
Figure 8.3: The quotient space M/S1 decomposed as M/S1 = Zt0 ∪ Ut0 and M/S1 =
Zt ∪ Ut for t < t0.
mapping cylinder C(F) of a Riemannian fibration piF : F −→ F with typical fiber CPN ,
where N is determined by the dimension dimF = 4k − 2N − 1.
Recall also that the Witt condition reads in this case HN (Y ) = 0, which is equivalent
to saying that N is odd since CPN has only non-vanishing cohomology groups in even
degrees. In view Remark 6.20 and Corollary 7.16 we can assume, for the index
computation, that
|AV | ≥ 1 (8.9)
by rescaling the vertical metric. Indeed, from spectral decomposition of Theorem 6.19
we know that this scaling procedure will shift (arbitrarily) the spectrum of the operator
AV in both, the space of closed and co-closed forms. In addition, in the space of vertical
harmonic forms the spectrum is given by ±(2j − N) for 0 ≤ j ≤ N . Consequently, in
the Witt case we have |j −N | ≥ 1, which verifies that (8.9) can always be achieved.
On the other hand, this condition combined with Corollary 7.13 shows that, for the pur-
pose of computing the index, we can assume that the operator D is essentially self-adjoint.
Let us describe now the strategy for the index calculation. The main idea is to
use the geometric decomposition of M/S1 described above in order to apply Theorem
8.43. We compute the index of the signature operator D+ by adding up the index
contributions of Zt and Ut (see Figure 8.3). In order to do so, we need to construct
compatible super-symmetric Dirac systems on Zt and Ut, as in Definition 8.41. These
Dirac systems will be defined in a similar manner as in Section 8.2.1. Once we obtain
these compatible Dirac systems, we just glue them and apply Theorem 8.43. The
strategy is then, to compute each index contribution separately, at least when t −→ 0.
In view of Theorem 6.9 we define, for 0 < t < t0/2 fixed, the operator
D1 := γ
(
∂
∂r
+F⊗A(t+ r)
)
,
for 0 < r < t. Here as before, A is the operator of Theorem 6.9,
γ =
(
0 −I
I 0
)
and F =
(
I 0
0 −I
)
.
From the relation γF +Fγ = 0 we see that (D1,F) defines a super-symmetric Dirac
system on Zt. The corresponding graded operator is
D+1 =
∂
∂r
+A(t+ r).
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Remark 8.46. The Hilbert space on which A(t), corresponding to r = 0, is defined is
H := H0 := L2(∧T ∗Ft) where the metric on Ft is gTFt = gTHF ⊕ t2gTV F . For s ≥ 0 the
associated Sobolev chain is Hs := Dom(|A(t)|s).
Similarly, we define on Ut,
D2 := −γ
(
∂
∂r
−F⊗A(t− r)
)
,
and we also see that (D2,F) is a super-symmetric Dirac system with associated graded
operator
D+2 = −
(
∂
∂r
−A(t− r)
)
.
It is straightforward to verify that the super-symmetric Dirac systems D1 = (D1,F)
and D2 = (D2,F) are compatible in the sense of Definition 8.41. We should think of D1
and D2 as the restrictions of the operator D to Zt and Ut respectively. For the operator
D1 defined on the manifold with boundary Zt, in view of Theorem 2.14 and the proof of
Theorem 3.9, we impose the APS-type boundary condition (Example 8.29)
B1 :=FQ<(A(t))(Dom(|A(t)|1/2)),
which we know is elliptic. Obviously this boundary is invariant under F, so we can split
it as B1 = B
+
1 ⊕B−1 where B+1 := Q<(A(t))(Dom(|A(t)|1/2)). In view of Theorem 8.43,
we choose for the operator D+2 the complementary boundary condition (see Remark
8.42) B+2 := Q≥(A(t))(Dom(|A(t)|1/2)).
Remark 8.47 (Non-parabolicity). Observe that both Dirac systems D1 and D2 are
non-parabolic. For D1 it is clear since Zt is compact (see Remark 8.44). To prove it for
D2 we would need to derive a bound, for 0 < r < t fixed, of the form∫ t
t−r
‖σ(τ)‖2Hdτ ≤ C(r)‖D2σ‖2L2((0,t],H),
where σ is any compactly supported section such that σ(t) = 0 and C(r) > 0 is a
constant depending just on r. This can be achieved in using [33, Proposition 2.5] and
the computations in the proof of Lemma 8.50 below. The key observation is that the
coefficients of D2 are smooth an bounded in the compact interval [t− r, t].
If we denote both operators with their compatible elliptic boundary conditions by
D+Zt,Q<(A(t))(H) :=D
+
1,B+1
,
D+Ut,Q≥(A(t))(H)
:=D+
1,B+2
,
then from Theorem 8.43 we obtain the following decomposition result for the index.
Theorem 8.48 ([25, Theorem 5.1]). The operators D+Ut,Q≥(A(t))(H) and D
+
Zt,Q<(A(t))(H)
are Fredholm, and we have the index identity
ind(D+) = ind
(
D+Zt,Q<(A(t))(H)
)
+ ind
(
D+Ut,Q≥(A(t))(H)
)
.
We will first study the index contribution on Ut. Set D
+
t := DUt,Q≥(A(t))(H) to lighten
the notation. Note that as a consequence of condition (8.9), we know that
C(D+t ) := {σ ∈ C1c ((0, t], H1)) |Q<(A(t))σ(t) = 0}
is a core for D+t . One of the main ingredients of the index computation in [25] is the
following vanishing result.
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Theorem 8.49 ([25, Theorem 5.2]). For t ∈ (0, t0] sufficiently small we have
ind
(
D+Ut,Q≥(A(t))(H)
)
= 0.
The key point of the proof is the fact that, by the rescaling argument and since in
our particular case the dimension of the fibers is even, we can always assume that
±1
2
/∈ spec(AV ), (8.10)
in view of condition (8.9). This observation allow us to obtain an estimate which shows
that ker(D+t ) = {0}. Then, arguing analogously for the adjoint operator one verifies
the vanishing of the index. The concrete form of the claimed estimate is discussed in
the following lemma. We revise its proof because it will inspire techniques to derive a
similar vanishing result for the operator D+.
Lemma 8.50. For t small enough and σ ∈ C(D+t ) we have the estimate
‖D+t σ‖L2((0,t],H) ≥
1
2t
∥∥∥∥(AV + 12
)
σ
∥∥∥∥
L2((0,t],H)
.
Proof. Let σ ∈ C(D+t ). From the decomposition of A into its horizontal and vertical
component, we have
D+t σ(r) = σ
′(r) +AH(r)σ(r) +
1
r
AV σ(r).
First, for 0 < r < t fixed, we compute its norm in H,
‖D+t σ(r)‖2H =‖σ′(r)‖2H + ‖AHσ(r)‖2H + r−2‖AV σ(r)‖2H (8.11)
+ r−1〈AHV (r)σ(r), σ(r)〉H + 2Re〈σ′(r), Aσ(r)〉H ,
where AHV (r) := AH(r)AV + AVAH(r). Next, differentiating the operator A(r) with
respect to r we get
d
dr
A(r) = A′H(0)− r−2AV ,
where we have used that A′H(r) = A
′
H(0). This implies,
d
dr
〈σ(r), A(r)σ(r)〉H = 〈σ′(r), A(r)σ(r)〉H + 〈σ(r), A′(r)σ(r)〉H + 〈σ(r), A(t)σ′(r)〉H
= 2Re〈σ′(r), A(r)σ(t)〉H + 〈σ(r), (A′H(0)− t−2AV )σ(r)〉H .
We can replace this expression in (8.11) to obtain
‖D+t σ(r)‖2H =‖σ′(r)‖2H + ‖AHσ(r)‖2H + r−2‖AV σ(r)‖2H + r−1〈AHV σ(r), σ(r)〉H
− d
dr
〈σ(r), A(r)σ(r)〉H + r−2〈σ(r), AV σ(r)〉 − 〈σ(r), A′H(0)σ(r)〉H .
From the proof of Lemma 6.13 we see that AHV (r) is a first order vertical operator,
thus L := AHV (r)(AV + 1/2)
−1 is a zero order operator and therefore there exists a
constant C1 > 0 such that,∥∥∥∥AHV (t)(AV + 12
)−1 ∥∥∥∥
H
≤ C1, for r ∈ (0, t].
Here we have used (8.10) to ensure the invertibility of AV + 1/2. Using the relation∥∥∥∥(AV + 12
)
σ(r)
∥∥∥∥2
H
= ‖AV σ(r)‖2H +
1
4
‖σ(r)‖2H + 〈AV σ(r), σ(r)〉,
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we can express the norm ‖D+t σ(r)‖2H as
‖D+t σ(r)‖2H =
(
‖σ′(r)‖2H −
1
4r2
‖σ(r)‖2H
)
+
d
dr
〈σ(r), A(r)σ(r)〉H (8.12)
+ r−2
∥∥∥∥(AV + 12
)
σ(r)
∥∥∥∥2
H
+ r−1
〈(
AV +
1
2
)
σ(r), L∗σ(r)
〉
H
− 〈σ(r), A′H(0)σ(r)〉H + ‖AH(r)σ(r)‖2.
Now we integrate (8.12) between 0 and t in order to compute the L2-norm. After
integration, the first term in the right hand side of this equation is positive by Hardy’s
inequality, ∫ t
0
(
1
r
‖σ(r)‖H
)2
dr ≤ 4
∫ t
0
‖σ′(r)‖2Hdr. (8.13)
The second term in the right hand side of (8.12) is also positive after integration as a
result of the boundary condition at t,∫ t
0
(
d
dr
〈σ(r), A(r)σ(r)〉H
)
dr = 〈σ(t), A(t)σ(t)〉H − 〈σ(0), A(0)σ(0)〉H ≥ 0.
Thus, we arrive to the estimate
‖D+t σ‖2L2((0,t],H) ≥
∫ t
0
(
r−2
∥∥∥∥(AV + 12
)
σ(r)
∥∥∥∥2
H
+ r−1
〈(
AV +
1
2
)
σ(r), L∗σ(r)
〉
H
+‖AH(r)σ(r)‖2H − 〈σ(r), A′H(0)σ(r)〉H
)
dt.
Finally, choose t small enough such that
‖D+t σ‖2L2((0,t],H) ≥
1
4
∫ t
0
r−2
∥∥∥∥(AV + 12
)
σ(r)
∥∥∥∥2
H
dr ≥ 1
4t2
∥∥∥∥(AV + 12
)
σ
∥∥∥∥2
L2((0,t],H)
.
Remark 8.51. In the proof of [25, Lemma 5.12] the term ‖AH(r)σ(r)‖2H is missing, but
this does not cause any harm.
Remark 8.52. Observe that the adjoint operator (Remark 2.13)
(D+t )
∗ = − ∂
∂r
+A(r),
has a core C((D+t )∗) := {σ ∈ C1c ((0, t], H1) |Q≥(A(t))σ(t) = 0}. Hence, we can compute
similarly for σ ∈ C((D+t )∗),
‖(D+t )∗σ(r)‖2H =‖σ′(r)‖2H + ‖AHσ(r)‖2H + r−2‖AV σ(r)‖2H
+ r−1〈AHV σ(r), σ(r)〉H − 2Re〈σ′(r), Aσ(r)〉H .
Again, since we can assume that 1/2 /∈ spec(AV ), then we can proceed as before and
express this norm as
‖(D+t )∗σ(r)‖2H =
(
‖σ′(r)‖2H −
1
4r2
‖σ(r)‖2H
)
− d
dr
〈σ(r), A(r)σ(r)〉H
+ r−2
∥∥∥∥(AV − 12
)
σ(r)
∥∥∥∥2
H
+ r−1
〈(
AV − 1
2
)
σ(r), L˜∗σ(r)
〉
H
+ 〈σ(r), A′H(0)σ(r)〉H + ‖AH(r)σ(r)‖2H ,
where L˜ := AHV (AV − 1/2). All together, we get the analogous estimate
‖(D+t )∗σ‖L2((0,t],H) ≥
1
2t
∥∥∥∥(AV − 12
)
σ
∥∥∥∥
L2((0,t],H)
.
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Proof of Theorem 8.49. Let σ ∈ Dom(D+t ) such that D+t σ = 0, we want to prove that
σ = 0. Since C(D+t ) is a core of D+t , then there exists a sequence (σn)n ⊂ C(D+t ) such
that σn −→ σ and D+t σn −→ D+t σ = 0. From Lemma 8.50 we can therefore deduce
that σn −→ 0 , which shows that σ = 0. Hence, ker(D+t ) = {0}. In a similar manner we
can use Remark 8.52 to show that ker((D+t )
∗) = {0}. These two conditions imply that
ind
(
D+t
)
= 0.
Remark 8.53. When the dimension of the fiber is odd then the Witt condition is
automatically satisfied. However, the condition ±1/2 /∈ spec(AV ) need not be necessarily
true. Nevertheless, one can still prove Theorem 8.49 using Lemma 8.50 by a deformation
argument ([25, pg. 39]). We will actually describe this deformation procedure in the
next section since it will be adapted to prove the similar vanishing result for the operator
D+.
From Theorem 8.49 we conclude that for t > 0 small enough
ind(D+) = ind
(
D+Zt,Q<(A(t))(H)
)
, (8.14)
which is just the index of the signature operator on the manifold with boundary Zt with
an APS-type boundary condition. In order to compute this index we would like to use
(2.16). Moreover, note that the left hand side of (8.14) does not depend on t, thus we
can study the behavior of the right hand side in the limit t −→ 0+. This is of course
motivated by the proof of Theorem 3.9 presented in Section 3.2. Nevertheless, we need
to be cautious when applying (2.16) because of the following observations:
1. The metric close to the boundary is not a product. However, as a result of
Corollary 7.16, we can modify the metric so that it becomes a product near r = t
without changing the index. To do so let ψ : (0,∞) −→ (0,∞) be a smooth
function such that
ψ(r) =
{
r , if r ∈ (0, 1] ∪ [4,∞),
1 , if r ∈ [2, 3].
Then, for 0 < t < t0/4 we set
g
TUt0
t :=dr
2 ⊕ gTHF ⊕ t2ψ(r/t)2gTV F ,
g
T (M0/S1)
t
∣∣
Zt0
:=gT (M0/S
1)
∣∣
Zt0
, (8.15)
g
T (M0/S1)
t
∣∣
Ut0
:=g
TUt0
t .
In particular, close to r = t the metric takes the form dr2 ⊕ gTHF ⊕ t2gTV F which
is a product metric since t is fixed.
2. The second observation is the boundary condition. Note that Q≥(A(t)) is not the
correct boundary condition (associated projection) that we need to impose in order
to be able to apply Theorem 2.14 since A(t) does not correspond to the tangential
signature operator on ∂Zt (see (2.13)). As a matter of fact, from Corollary 6.10
we see that the right operator to consider is A0(t). Hence, the index formula
of Theorem 2.14 only applies to the operator D+Zt,Q<(A0(t))(H). Recall that the
difference between these operators is
A(t)−A0(t) = ν
t
. (8.16)
Following the proof of Proposition 6.5 it is easy to see that this difference term
does not appear, close to r = t, if we consider the deformation metric (8.15).
Hence, we have the index relation
ind
(
D+Zt,Q<(A0(t))(H)
)
= ind
(
D+
(Zt,g
TZt
t ),Q<(A0(t))(H)
)
. (8.17)
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In principle, from these two observations we can compute the right hand side of
(8.17) using (2.16). Before doing that we want to relate this index with the σS1(M). To
do so, observe from (2.17) and (8.17) the relation
ind
(
D+Zt,Q<(A0(t))(H)
)
= σ(Zt)− 1
2
dim ker(A0(t)),
where σ(Zt) denotes the topological signature of the manifold with boundary Zt. Recall
from Section 3.2 the crucial observation that, for t sufficiently small, σ(Zt) = σS1(M).
Thus, for t small enough we have
σS1(M) = ind
(
D+Zt,Q<(A0(t))(H)
)
+
1
2
dim ker(A0(t)). (8.18)
In view of this formula and (8.14), we see that it is necessary to take care of the
change of boundary condition between the spectral projections of A(t) and A0(t).
Theorem 8.54 ([25, Theorem 5.3]). For t sufficiently small (Q<(A(t))(H), Q≥(A0(t))(H))
is a Fredholm pair in H and
ind
(
D+Zt,Q<(A(t))(H)
)
=ind
(
D+Zt,Q<(A0(t))(H)
)
+ ind(Q<(A(t))(H), Q≥(A0(t))(H)).
Proof. First observe from (8.16) that for fixed t > 0, A0(t) is a Kato perturbation of
A(t) since ν is a bounded operator. Thus, by Theorem 8.17 we see that Q>(A0(t)) is
elliptic with respect to A(t) and (Q≤(A(t))(H), Q>(A0(t))(H)) is a Fredholm pair. Note
that the operators
Q≤(A(t))−Q<(A(t)) =Q0(A(t)),
Q≥(A0(t))−Q>(A0(t)) =Q0(A0(t)),
are both finite rank, and therefore compact. It follows then from Proposition 8.12 that
(Q<(A(t))(H), Q≥(A0(t))(H)) is also a Fredholm pair.
We now verify the index formula. By the argument above we know that Q>(A0(t)) is
an ellipic projection with respect to A(t), so its kernel Q≤(A0(t))(H) defines an elliptic
boundary condition (Proposition 8.31). Now we use the Agranovicˇ-Dynin type formula
from Theorem 8.40 applied to B+ := Q≤(A0(t))(H),
ind
(
D+Zt,Q≤(A0(t))(H)
)
=ind
(
D+Zt,Q≤(A(t))(H)
)
+ ind(Q≤(A0(t))(H), Q>(A(t))(H)).
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Similarly, again by Theorem 8.40, we obtain the index discontinuity formulas
ind
(
D+Zt,Q≤(A0(t))(H)
)
=ind
(
D+Zt,Q<(A0(t))(H)
)
+ dim ker(A0(t)),
ind
(
D+Zt,Q≤(A(t))(H)
)
=ind
(
D+Zt,Q<(A(t))(H)
)
+ dim ker(A(t)).
As we are in the Witt case we know that AV is invertible (see (8.9)) and therefore,
by Lemma 6.13, we know that ker(A(t)) = {0} for t sufficiently small. In particular,
Q>(A(t))(H) = Q≥(A(t))(H). Altogether we obtain
ind
(
D+Zt,Q<(A(t))(H)
)
=ind
(
D+Zt,Q<(A0(t))(H)
)
− ind(Q<(A0(t))(H), Q≥(A(t))(H)),
where we have used the relation
ind(Q≤(A0(t))(H), Q>(A(t))(H)) = ind(Q<(A0(t))(H), Q>(A(t))(H)) + dim ker(A0(t)),
which is easily derived from Lemma 8.12. Finally note from [57, Corollary IV.4.13] that
ind(Q<(A0(t))(H), Q≥(A(t))(H)) = −ind(Q<(A(t))(H), Q≥(A0(t))(H)).
This completes the proof of the desired formula.
This theorem, combined with (8.14) and (8.18), implies the following result.
Proposition 8.55. For t > 0 sufficiently small we have
ind(D+) = σS1(M)−
1
2
dim ker(A0(t)) + ind(Q<(A(t))(H), Q≥(A0(t))(H)).
Next we describe how to compute the Kato index of the proposition above. The
main ingredient is the generalized Thom space Tpi of the fibration piF : F −→ F , which
is a stratified space constructed as follows: Topologically it is defined as Tpi := (0, 2)×F
and it is oriented with respect its product orientation (which is the opposite orientation
chosen in [37, Theorem 1.1]). For each fixed t ∈ (0, 1/2) we consider the metric on Tpi
defined as
gTTpit := dr
2 ⊕ gTFt (r), (8.19)
where
gTFt (r) =
{
gTHF ⊕ r2gTV F , if 0 < r ≤ 1/2,
(2− r)2(t−2gTHF ⊕ gTV F ), if 3/2 < r < 2.
Observe in particular the relation
gTFt (t) = g
TF
t (2− t) = gTHF ⊕ t2gTV F .
For each t, the space Tpi (more precisely, its compactification) becomes a compact
Witt stratified space, see Figure 8.4. The family of metrics (gTTpit )t∈(0,1/2) defined
by (8.19) are all mutually quasi-isometric and therefore they all compute the same
L2-signature. Consequently, from Theorem 2.25 we get
σ(2)(Tpi) = ind
(
D+
Tpi ,g
TTpi
t
)
.
Using this relation, Theorem 8.49 and Remark 8.53 Bru¨ning proved the following result.
Theorem 8.56 ([25, Theorem 5.4]). For t > 0 sufficiently small, we have
ind(Q<(A(t))(H), Q≥(A0(t))(H)) = σ(2)(Tpi) +
1
2
dim ker(A0(t)).
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Figure 8.4: Generalized Thom space Tpi associated with the fibration piF : F −→ F.
On the other hand, a remarkable Theorem of Cheeger and Dai ([37, Theorem 1.1])
shows, still restricted to the Witt case, that this L2-signature is equal to Dai’s τ invariant
of the fibration piF : F −→ F (see Section 2.4), i.e.
σ(2)(Tpi) = τ. (8.20)
From this formula and using Example 2.31, as in the Section 3.2, we obtain the following
vanishing result.
Corollary 8.57. For t sufficiently small, we have
ind(Q<(A(t))(H), Q≥0(A0(t))(H))− 1
2
dim ker(A0(t)) = τ = 0.
We therefore see from Proposition 8.55 and Theorem 3.9 that the index of the
signature operator on M0/S
1, in the Witt case, computes Lott’s equivariant S1-signature.
Theorem 8.58. Let M be a closed, oriented Riemannian 4k + 1 dimensional manifold
on which S1 acts effectively and semi-freely by orientation preserving isometries. If the
codimension of the fixed point set MS
1
in M is divisible by four, then M/S1 is a Witt
space and the index of the signature operator is
ind(D+) = σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
.
Observe that we have used the fact that the η(MS
1
) vanishes in the Witt case (see
Section 2.1.3).
8.4 The index formula for the Dirac-Schro¨dinger signature operator
In this last section we describe how to compute the index of the operator D+ using the
techniques illustrated in Section 8.3. We obtain the complete index formula for this
operator in the Witt case and for the non-Witt case we point out some difficulties in the
calculations using these methods.
To begin with, we make no assumption on the parity of N , i.e. we do not distinguish
between the Witt and the non-Witt case. As above, we use the geometric decomposition
of M0/S
1 in order to apply Theorem 8.43 to compute the index of D+ by adding up the
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index contributions of Zt and Ut. Motivated by the treatment of the signature operator
discussed in the last section, consider , for 0 < r < t < t0/2, the following non-parabolic
compatible super-symmetric systems
D1 :=γ
(
∂
∂r
+F⊗A (t+ r)
)
,
D2 :=− γ
(
∂
∂r
−F⊗A (t− r)
)
,
where γ and F are defined as in last section and A (r) is the operator of Theorem 6.16.
The corresponding graded operators, with respect to the super-symmetry F, are
D+1 =
∂
∂r
+A (t+ r),
D+2 = −
(
∂
∂r
−A (t− r)
)
.
Remark 8.59. As before, on H := H0 := L2(∧T ∗Ft) and the associated Sobolev chain
of A (t) is denoted by Hs := Dom(|A (t)|s). Since for t > 0 fixed, A (t) − A(t) is a
bounded operator, it follows by Remark 8.15 that the Sobolev chains of A (t) and A(t)
are isomorphic.
As we did for the signature operator, we impose the complementary APS-type
boundary conditions
B+1 :=Q<(A (t))(Dom(|A (t)|1/2)),
B+2 :=Q≥(A (t))(Dom(|A (t)|1/2)),
on Zt and Ut respectively. If we denote both operators with their compatible elliptic
boundary conditions by
D+Zt,Q<(A (t))(H) :=D1,B+1
,
D+Ut,Q≥(A (t))(H)
:=D1,B+2
,
then, as in last section, we can apply Theorem 8.43 to get decomposition formula
ind(D+) = ind
(
D+Zt,Q<(A (t))(H)
)
+ ind
(
D+Ut,Q≥(A (t))(H)
)
. (8.21)
8.4.1 The index formula for D+ in the Witt case
Now we restrict ourselves to the Witt case, i.e. N is odd. In order to obtain a vanishing
result for the index contribution of Ut we need to modify the boundary conditions at
r = t. As noted in Remark 8.59, for fixed t > 0 the operator A(t) is a Kato perturbation
of A (t). Hence, by Theorem 8.17 and Theorem 8.43 we obtain the decomposition
formula of the index
ind(D+) = ind
(
D+Zt,Q<(A(t))(H)
)
+ ind
(
D+Ut,Q≥(A(t))(H)
)
. (8.22)
The following lemma relates these two boundary conditions at r = t.
Lemma 8.60. The following index identity holds true,
ind(Q<(A (t))(H), Q≥(A0(t))(H))
=ind(Q<(A(t))(H), Q≥(A0(t))(H)) + ind(Q<(A (t))(H), Q≥(A(t))(H)).
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Proof. The strategy is to use the index formula of Lemma 8.12. Using similar arguments
as in the proof of Theorem 8.54 one can see that
(Q<(A(t))(H), Q≥(A0(t))(H)),
(Q<(A (t))(H), Q≥(A(t))(H)),
are both Fredholm pairs. As in the proof of Corollary 8.18, we can use Remark 8.16 and
[6, Lemma A.1] with A1 = A (t), A2 = A0(t), α1 = α2 = 0 to prove that
Q>(A (t))−Q>(A0(t)) = 1
2pii
∫
Re z=0
(A (t)− z)−1
[
1
t
(
ν − ε
2
)]
(A0(t)− z)−1dz,
is compact for fixed t > 0. Indeed, both A (t) and A0(t) are discrete, so their resolvent
is compact, and the perturbation term (ν − ε/2) is a bounded operator. Similarly, we
see that all the differences
Q<(A (t))−Q<(A0(t)),
Q>(A (t))−Q>(A(t)),
Q>(A(t))−Q>(A0(t)),
are compact. Finally we can use Lemma 8.12 with P = Q<(A (r)), Q = Q<(A(r)) and
B = Q≥(A0(r))(H) to obtain the desired formula.
Lemma 8.61. For t > 0 suficciently small we have
ind(Q≤(A(t))(H), Q>(A (t)(H)) = 0
Proof. The idea is to apply Corollary 8.18 with A = A(t) and B = ε/2t so that the sum
A+B = A (t). From (8.9) and Lemma 6.13 we see that for t small enough,
|A(t)| ≥
√
C
t
|AV | ≥
√
C
t
.
Hence, the required condition of Corollary 8.18 is, for µ :=
√
C/t,
√
C
t
>
√
2
∥∥∥∥ ε2t
∥∥∥∥ = √22t ,
that is, C > 1/2, which we can be achieved in view of the proof of Lemma 6.13.
From this lemma we conclude, via Theorem 8.40, that in the Witt case the decom-
positions (8.21) and (8.22) are the same.
Now we describe the vanishing result for the index on Ut. Analogously as before,
consider the operator D+t := DUt,Q≥(A(t))(H) defined on the core
C(D+t ) := {σ ∈ C1c ((0, t], H1)) |Q<(A(t))σ(t) = 0}.
Theorem 8.62. In the Witt case, for t ∈ (0, t0] sufficiently small we have
ind
(
D+Ut,Q≥(A(t))(H)
)
= 0.
The strategy of the proof of this theorem is to argue by a deformation argument, as
in the proof of [25, Theorem 5.2], splitting the index into a contribution of the space of
vertical harmonic forms and a contribution of the complement. More precisely, for δ > 0
sufficiently small, let
PH(x) :=
1
2pii
∫
|z|=δ
(∆Y,x − z)−1dz, for x ∈ F ,
be the projection onto the space of vertical harmonic H(Y ) and let PH⊥ := I−PH be the
complementary projection. These two projections induce an orthogonal decomposition
L2(∧T ∗Y ) = H(Y )⊕H(Y )⊥ (see [25, Equations (5.51), (5.52)] ).
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Lemma 8.63. I ⊗ PH commutes with AV and with the principal symbol of AH(t).
Proof. From the relations
(ν − 1)dV =dV ν,
(ν + 1)d†V =d
†
V ν,
it follows A˜0V ν = νA˜0V − (dV − d†V ), for A˜0V = dV + d†V . Next we compute
A˜20V ν =A˜0V (νA˜0V − (dV − d†V ))
=(νA˜0V − (dV − d†V ))A˜0V − A˜0V (dV − d†V )
=νA˜20V − (dV − d†V )A˜0V − A˜0V (dV − d†V )
=νA˜20V .
On the other hand, since εα + αε = 0, then (A˜0V α)ε = −A˜0V εα = ε(A˜0V α). Hence,
∆YAV = AV ∆Y , as ∆Y = (A˜0V α)
2. In particular, this verifies that I ⊗ PH commutes
with AV . For the second claim note that, as ?¯V ∆Y = ∆Y ?¯V , we have
(I ⊗ PH)(c(fα)?¯H ⊗ ?¯V )(I ⊗ PH⊥) = 0,
for any horizontal 1-form fα.
Let us define
A δ(r) :=(I ⊗ PH)A (r)(I ⊗ PH) + (I ⊗ PH⊥)A (r)(I ⊗ P⊥H )
=:AH(r) +AH⊥ .
By Lemma 8.63 the difference C (r) := A δ(r) − A (r) has uniformly bounded norm,
i.e. there exists C > 0 such that ‖C (r)‖ ≤ C for all r ∈ (0, t]. We now consider the
“deformed” operator
D+t,δ :=
∂
∂r
+A δ(r),
defined on the core C(D+t,δ) := C(D+t ) = {σ ∈ C1c ((0, t], H1)) |Q<(Aδ(t))σ(t) = 0}, where
Aδ(r) :=(I ⊗ PH)A(r)(I ⊗ PH) + (I ⊗ P⊥H )A(r)(I ⊗ P⊥H )
=:AH(r) +AH⊥(r).
Again, from Lemma 8.63 it follows that C(r) := Aδ(r) − A(r) has uniformly bounded
operator. Since D+t,δ −D+t = C (r) is uniformly bounded then, by Theorem 8.40,
ind(D+t ) = ind(D
+
t,δ) + ind(Q<(A(t))(H), Q≥(A
δ(t))(H)).
Now we introduce the operators
D+
t,H/H⊥ :=
∂
∂r
+AH/H⊥(r)
defined on the core C(D+
t,H/H⊥) := {σ ∈ C1c ((0, t], H1)) |Q<(AH/H⊥(t))σ(t) = 0}, which
by orthogonality satisfy
ind(D+t,δ) = ind(D
+
t,H) + ind(D
+
t,H⊥).
Hence, we obtain the index relation
ind(D+t ) = ind(D
+
t,H) + ind(D
+
t,H⊥) + ind(Q<(A(t))(H), Q≥(A
δ(t))(H)).
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Remark 8.64. In the Witt case, as A(t) is invertible fot t > 0 small enought, it is easy
to see that this is also the case for the operator Aδ(t).
Now we show these three contributions to the index vanish for t > 0 sufficiently
small.
Proposition 8.65. For t > 0 small enough, ind(Q<(A(t))(H), Q≥(Aδ(t))(H)) = 0.
Proof. As we are in the Witt case, we can assume (8.9) and therefore, by Lemma 6.13,
|A(t)| ≥
√
C
t
|AV | ≥
√
C
t
.
In order to apply the vanishing statement of Corollary 8.18 we must have
√
C
t
>
√
2‖C(t)‖,
which can always be achieved by making t small, since C(t) is uniformly bounded.
Proposition 8.66. For t > 0 small enough we have ind(D+
t,H⊥) = 0.
Proof. As we are in the Witt case we can assume (8.9). Hence, it is easy to see that for
the operator
D+
t,H⊥ :=
∂
∂r
+AH⊥(r),
defined on the core C(D+
t,H⊥), we can prove an analog of Lemma 8.50. That is, for t > 0
small enough and σ ∈ C(D+
t,/H⊥), we can derive the estimate∥∥∥∥D+t,H⊥σ∥∥∥∥
L2((0,t],H)
≥ 1
2t
∥∥∥∥(AV,H⊥ + 12
)
σ
∥∥∥∥
L2((0,t],H)
,
where AV,H⊥ := (I ⊗ P⊥H )AV (I ⊗ P⊥H ). In particular, we can show as before that
ind(Dt,H⊥) = 0. Now, the strategy of the proof is to show that D
+
t,H⊥ is a Kato
perturbation of D+
t,H⊥ on C(D+t,H⊥). If we would be able to proof an estimate of the form∥∥∥∥ ε2rσ
∥∥∥∥
L2((0,t],H)
≤ b‖D+
t,H⊥σ‖L2((0,t],H), (8.23)
with b < 1, then by [57, Theorem IV.5.22, pg. 236] it would follow that ind
(
D+t,H⊥
)
= 0.
The main idea is to use the computations used in the proof of Lemma 8.50 to obtain
the estimate (8.23). Concretely, in this proof the following equation is deduced for an
element σ ∈ C(D+
t,H⊥) (see (8.12)),
‖D+
t,H⊥σ(r)‖2H =
(
‖σ′(r)‖2H −
1
4r2
‖σ(r)‖2H
)
+
d
dr
〈σ(r), AH⊥(r)σ(r)〉H
+ r−2
∥∥∥∥(AV,H⊥ + 12
)
σ(r)
∥∥∥∥2
H
+ r−1
〈(
AV,H⊥ +
1
2
)
σ(r), B∗σ(r)
〉
H
− 〈σ(r), A′H,H⊥(0)σ(r)〉H + ‖AH,H⊥(r)σ(r)‖2H .
Arguing as in the the mentioned proof, we see that after integration between 0 and t:
• The first term in brackets is nonnegative by Hardy’s inequality.
• The term containing the total derivative with respect to r is also non-negative
because σ has compact support and because the boundary condition at r = t.
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Thus, it follows that for t small enough and 0 < β < 1,∥∥∥∥1r
(
AV,H⊥ +
1
2
)
σ
∥∥∥∥
L2((0,t],H)
≤ (1 + β)‖D+
t,H⊥σ‖L2((0,t],H). (8.24)
On the other hand,
‖σ‖H =
∥∥∥∥(AV,H⊥ + 12
)−1(
AV,H⊥ +
1
2
)
σ(r)
∥∥∥∥
H
≤
∥∥∥∥(AV,H⊥ + 12
)−1 ∥∥∥∥∥∥∥∥(AV,H⊥ + 12
)
σ(r)
∥∥∥∥
H
.
The norm of the resolvent is given by ([57, SectionV.5]),∥∥∥∥(AV,H⊥ + 12
)−1 ∥∥∥∥ = 1d⊥ ,
where d⊥ := dist(−1/2, spec(AV,H⊥)). From this relation and (8.24) we conclude that∥∥∥∥ ε2rσ
∥∥∥∥
L2((0,t],H0)
≤ (1 + β)
2d⊥
‖D+t σ‖L2((0,t],H), (8.25)
i.e. we have shown the desired estimate with b = (1 + β)/2d⊥. Observe however that we
require in addition the condition b < 1, which translates to
(1 + β)
2
< d⊥. (8.26)
This can always be achieved, in view of Theorem 6.19, by rescaling the vertical
metric.
Proposition 8.67. For t small enough we have ind(D+t,H) = 0.
Proof. We will proceed in a similar manner as in the proof of [25, Theorem 5.2]. Since
we can identify the first order part of AH with the odd signature operator AF of F
with coefficients in H(Y ) we know, by the discussion of Section 2.1.3 and the proof of
Lemma 3.17, that in the Witt case there exists a self-adjoint involution U such that
U AFU = −AF . In particular, U anti-commutes with the principal symbol of AH and
therefore
U AH(r)U = −AH(r) + C2(r),
where ‖C2(r)‖H ≤ C2 for r ∈ (0, t]. Similarly, we get an analogous formula for AH since
it has the same principal symbols as AH, i.e
U AH(r)U = −AH(r) + C2(r), where ‖C2(r)‖H ≤ C2 for r ∈ (0, t].
Observe now that the operator U D+t U defined on the core
C(U D+t,HU ) := {σ ∈ C1c ((0, t], H1)) |Q<(U AH(t)U )σ(t) = 0}
is given by (
∂
∂r
+U AH(r)U
)
σ(r) = −
(
− ∂
∂r
+AH(r)− C2(r)
)
σ(r).
As we are in the Witt case we can use Lemma 6.13 and [57, Theorem V.4.10] to verify
for t > 0 sufficiently small Q<(−AH(t) + C2(t)) = Q<(−AH) = Q>(AH) since C2(r) is
uniformly bounded. We now compare U D+t U with the adjoint operator
(D+t,H)
∗σ(r) =
(
− ∂
∂r
+AH(r)
)
σ(r),
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defined on the core (Remark 2.13)
C((D+t,H)∗) := {σ ∈ C1c ((0, t], H1)) |Q≥(AH(t))σ(t) = 0}.
Since in the Witt case AH is invertible then Q≥(AH(t)) = Q>(AH(t)) and therefore
U D+t U = −(D+t,H)∗. Altogether,
ind(D+t,H) = ind(U D
+
t,HU ) = (D
+
t,H)
∗ = −ind(D+t,H),
which shows that ind(D+t,H) = 0.
Proof of Theorem 8.62. This follows now from the deformation argument described
above, the vanishing results of Proposition 8.65, Proposition 8.66 and Proposition
8.67.
Regarding the index contribution of Zt it is easy to see that, by deforming the metric
close to r = t, we can adapt the proof Theorem 8.54 to get the analogous formula,
ind
(
D+Zt,Q<(A(t))(H)
)
= ind
(
D+Zt,Q<(A0(t))(H)
)
+ (Q<(A(r))(H), Q≥(A0(r))(H)),
where D+Zt,Q<(A0(t))(H) is the signature operator on the manifold with boundary Zt.
Using (8.18) we see for t > 0 small enough
ind
(
D+Zt,Q<(A(t))(H)
)
= σS1(M)−
1
2
dim ker(A0(t)) + (Q<(A(r))(H), Q≥(A0(r))(H)).
Finally, from this formula and from the vanishing Theorem 8.62 we obtain a partial
answer for the index of the operator D+ (compare with Theorem 8.58).
Theorem 8.68. Let M be a closed, oriented Riemannian 4k + 1 dimensional manifold
on which S1 acts effectively and semi-freely by orientation preserving isometries. If the
codimension of the fixed point set MS
1
in M is divisible by four, then M/S1 is a Witt
space and the index of the graded Dirac-Schro¨dinger operator is
ind(D+) = σS1(M) =
∫
M0/S1
L
(
T (M0/S
1), gT (M0/S
1)
)
.
In this last formula we have again used that η(MS
1
) = 0 in the Witt case
8.5 Perspectives
This work presents a specific model for a formalism that can be applied to more general
stratified spaces. We want to mention some paths where this point of view could lead
future research:
1. Although the operator D is essentially self-adjoint in both the Witt and the non-
Witt case, he have not been able to prove that its index (which is well defined!)
computes σS1(M). Nevertheless, we are optimistic about this conjecture in view
of Theorem 2. This index computation has been elusive because of two reasons:
(a) The techniques used to prove the vanishing theorem of the index contribution
of Ut use the Witt condition. However, it seems that this is just a feature of
the proof and it does not seem to be a fundamental obstruction. Choosing
some appropriate gluing elliptic boundary condition might lead to such a
vanishing result.
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(b) When computing the adiabatic limit for the index contribution of Zt we
needed to modify the boundary condition in order to obtain the right
tangential operator, an essential ingredient of the signature Thorem 2.14.
As seen before, by Theorem 8.40, this change of boundary condition is
compensated by a Kato index between the respective projections. The result
of Cheeger and Dai in [37], used by Bru¨ning to compute this Kato index
(Theorem 8.56), is only valid for the Witt case. For the non-Witt case we
hope to proceed in a similar way in view of the generalization result [55,
Theorem 1.7].
2. Following [61, Section 4.3], it does not seem hard to generalize the constructions
of Chapter 4 in the context of semi-free actions for general compact Lie groups.
3. In [61, Section 2.4] Lott defined, inspired in the index theorem [4, Theorem 4.2]
for the spin-Dirac operator, the Â-genus for M/S1 which he proves it is always an
integer. In the work [1] of Albin and Gell-Redman they study the index formula of
the spin-Dirac operator on a compact stratified space with one singular stratum.
In their formalism, they impose a geometric Witt condition which requires the
spectrum of the cone coefficient not to intersect the open interval (−1/2, 1/2).
In the Witt case their index formula computes Lott’s Â-genus. Nevertheless, as
for the signature operator, the Â-genus still makes sense in the non-Witt case
and a natural question is whether this integer comes again as an index of certain
Dirac-type operator. Following the ideas developed in Chapter4 one might try
to push-down the spin-Dirac operator to M/S1. The main problem might be
that the obtained potential might not necessarily commute with the chirality
involution of the spinor bundle. If this is the case, then one should explore instead
pushing down an appropriate transversally elliptic operator to obtain the desired
compatible potential. Of course, after achieving this, one should try to compute
the index.
4. Finally, we hope to be able to implement the addition of these kind of potentials
in order to study further topological invariants in more general stratified spaces.
In particular, it would be interesting to see which type of index formulas can be
obtained when adding this concrete potential “by hand” to the signature operator
on more general stratified spaces which do not necessarily satisfy the Witt-
condition. Perhaps adding this potential, or possibly variants of it, might bring
a more geometric interpretation to the index formulas obtained from imposing
certain ideal boundary conditions.
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A Regular singular operators
In this appendix we want to collect some important results on first order regular singular
operators, introduced in the seminal work of Bru¨ning and Seeley [30].
Let us consider the following setting:
1. H is a fixed Hilbert space.
2. Dom(S) ⊆ H is the common domain of the family of self-adjoint operators
S(r) := S0 + r
β+1S1(r), for r ∈ (0,∞) and β > −1
2
.
3. S0 is a discrete operator on Dom(S). We denote its associated orthonormal basis
of eigenvectors by {eλ}λ∈spec(S0).
4. There exists a constant C0 > 0 such that
‖S1(r)(|S0|+ 1)−1‖H + ‖(|S0|+ 1)−1S1(r)‖H ≤ C0,
uniformly in r > 0.
In this context we define the operator
T :=
∂
∂r
+
1
r
S(r).
acting on L2([0,∞), H) with domain C∞c ((0,∞),Dom(S)). This operator has a formal
adjoint, defined on the same domain, given by
T † := − ∂
∂r
+
1
r
S(r).
We can define two natural closed extensions of T :
• The minimal extension Tmin := T¯ is the closure of T , i.e. x ∈ Dom(Tmin) if and
only if there exists a sequence (xn)n ⊂ C∞c ((0,∞),Dom(S)) such that xn −→ x
and (Txn)n −→ y for some y ∈ L2([0,∞), H). In this case we define Tminx := y.
• The maximal extension Tmax := (T †)∗ is defined to be the adjoint operator of T †.
Theorem A.1 ([30, Theorem 3.1]). Tmax and Tmin are Fredholm operators. The ex-
tensions of Tmin are all Fredholm operators, and correspond to subspaces of the finite-
dimensional space Dom(Tmax)/Dom(Tmin).
Lemma A.2 ([30, Lemma 3.2]). For λ ∈ spec(S0) with |λ| < 1/2, there are continuous
linear functionals cλ defined on Dom(Tmax) such that for r ∈ (0, 1) and 0 <  < 1,∥∥∥∥x(r)− ∑
λ∈spec(S0),
|λ|<1/2
cλ(x)r
−λeλ
∥∥∥∥
H
≤ r1/2| log r|1/2 + C,xr1/2, for x ∈ Dom(Tmax).
Theorem A.3 ([30, Theorem 3.2]). The closed extensions of Tmin are classified by the
subspaces W of ⊕
λ∈spec(S0),
|λ|<1/2
ker(S0 − λ).
For such subspace W , the corresponding operator TW has Fredholm index
ind(TW ) = ind(Tmin) + dimW.
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B A sequence of cut-off functions
In this appendix we are going to describe a family of cut-off functions introduced in [29,
Section 6]. To begin choose two functions φ, χ ∈ C∞(R) such that
0 ≤ ϕ ≤ 1,
ϕ(r) = 1, if |r| ≤ 1,
ϕ(r) = 0, if |r| ≥ 2,
and
0 < χ(r) ≤ r, if r > 0,
χ(r) = 0, r < 0,
χ(r) = r, if 0 ≤ r ≤ 1,
χ(r) = 1, if r ≥ 2.
For n ∈ N and n ≥ 2, put ϑn := (log n)−1/2. It is easy to verify ϑn −→ 0 as n −→∞.
Define a sequence of cut-off fun functions by
ψn(r) := χ(r)
ϑn(1− ϕ(nr)),
ψnm(r) := ψn(r)− ψm(r).
Remark B.1. Observe that ψn(r) = 0 whenever |r| ≤ 1/n.
Lemma B.2. The sequence (ψn)n satisfies,
1. It is uniformly bounded.
2. For each r ∈ R, ψn(r) −→ 1 and ψnm(r) −→ 0 as n,m −→∞.
3. For each σ ∈ L2([0, 2], H), where H is a Hilbert space, ψnσ −→ v in L2.
Proof. 1. By definition of χ, ϕ and ϑn we estimate
|ψn(x)| ≤ |χ(r)|ϑn |(1− ϕ(nr))| ≤ 2ϑn < 2.
2. Let us fix r ∈ R and choose n ∈ N such that nr > 2, then (1 − ϕ(nr)) = 1 and
therefore ψn(r) = χ(r)
ϑn . If r ≥ 2 or r ≤ 0 then we are done by the definition of
χ. Assume now r ∈ (0, 2). In this case 0 < χ(r) < 2, and since ϑn −→ 0 as n −→ 0
then the claim follows.
3. This follows from (1), (2) and from Lebesgue’s dominated convergence theorem.
Now we study some properties of the sequence (ψ′n)n. First we compute
ψ′n(r) = ϑnχ(r)
ϑn−1χ′(r)(1− ϕ(nr))− nχ(r)ϑnϕ′(nr).
Hence,
ψ′n(r)
2 =ϑ2nχ(r)
2ϑn−2χ′(r)2(1− ϕ(nr))2 + n2χ(r)2ϑnϕ′(nr)2 (B.1)
− 2ϑnnχ(r)2ϑn−1χ′(r)(1− ϕ(nr))ϕ′(nr)
≤C(ϑ2nχ(r)2ϑn−2χ′(r)2(1− ϕ(nr))2 + n2χ(r)2ϑnϕ′(nr)2),
by Young’s inequality.
Lemma B.3. The sequence ψ′n(r)2 −→ 0 uniformly in r ≥ 1.
Proof. For r ≥ 1 we study the two terms separately of the estimate (B.1). On the one
hand, since nr ≥ 2, then ϕ(nr) = 1, thus
|ϑ2nχ(r)2ϑn−2χ′(r)2(1− ϕ(nr))2| ≤ ϑ2n|χ(r)2ϑn−2χ′(r)2|.
Note that |χ′(r)| ≤ C1 for some C1 > 0 by construction, hence
|ϑ2nχ(r)2ϑn−2χ′(r)2(1− ϕ(nr))2| ≤ 2ϑ2nC1 −→ 0.
On the other hand, the term |n2χ(r)2ϑnϕ′(nr)2)| is automatically zero since ϕ′(nr) = 0
as nr ≥ 2.
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Proposition B.4. If σ ∈ L2([0, 2], H) and ‖σ(r)‖H = O(r1/2) as r −→ 0, then∫ 2
0
ψ′nm(r)
2‖σ(r)‖2Hdr −→ 0,
as n,m −→∞.
Proof. We split the integral into two parts. By Lemma B.3 we see∫ 2
1
ψ′nm(r)
2‖σ(r)‖2Hdr −→ 0,
Now we treat the contributions of the two terms of the estimate (B.1) between 0 and 1.
The first can be estimated by the integral
Cϑ2n
∫ 1
0
r2ϑn−1dr =
C
2
ϑnr
2ϑn
∣∣∣∣1
0
=
C
2
ϑn −→ 0, n −→∞.
The second term, since ϕ′(nr) = 0 if nr ≥ 2, can be estimated by
Cn2
∫ 2/n
0
r2ϑn+1dr = Cn2
1
2ϑn + 2
r2ϑn+2
∣∣∣∣1
0
≤ Cn−2ϑn .
Finally note
n−2ϑn =
(
elogn
)−2ϑn
= e−2ϑn logn = e−2(logn)
1/2 −→ 0, n −→∞.
Remark B.5. Similar results hold also for the sequence
ψ˜n(r) :=ϕ
( r
n
)
ψn(r),
ψ˜nm :=ψ˜n − ψ˜m.
Observe that its derivative is given by
ψ˜′n(r) =
1
n
ϕ
( r
n
)
ψn(r) + ϕ
( r
n
)
ψ′n(r).
As before, we can estimate its square as the sum of tho contributions
ψ˜′n(r)
2 =
1
n2
ϕ
( r
n
)2
ψn(r)
2 + ϕ
( r
n
)2
ψ′n(r)
2
+
2
n
ϕ
( r
n
)
ϕ
( r
n
)′
ψn(r)ψ
′
n(r)
≤C˜
(
1
n2
ϕ
( r
n
)2
ψn(r)
2 + ϕ
( r
n
)
ψ′n(r)
)
.
Now we are going to describe an extension of the sequence (ψn)n to higher dimensions
described in [31, Lemma 5.1]. For (s, r) ∈ Rh × R set
ψ˜n(r, s) :=ϕ
(‖s‖
n
)
ϕ
( r
n
)
ψn(r), (B.2)
ψ˜nm :=ψ˜n − ψ˜m. (B.3)
From the properties of ϕ and ψn it follows that (ψ˜n)n is uniformly bounded and converges
pointwise to zero. Moreover,
∂ψ˜n
∂r
(r, s) =
1
n
ϕ
(‖s‖
n
)
ϕ′
( r
n
)
ψn(r) + ϕ
(‖s‖
n
)
ϕ
( r
n
)
ψ′n(r),
∂ψ˜n
∂‖s‖(r, s) =
1
n
ϕ′
(‖s‖
n
)
ϕ
( r
n
)
ψn(r),
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so we can estimate as before(
∂ψ˜n
∂r
(r, s) +
∂ψ˜n
∂‖s‖(r, s)
)2
≤ C˜
(
ϕ
(‖s‖
n
)2
ϕ
( r
n
)2
ψ′n(r)
2 (B.4)
+
1
n2
(
ϕ′
(‖s‖
n
)2
ϕ
( r
n
)2
+ ϕ
(‖s‖
n
)2
ϕ′
( r
n
)2)
ψn(r)
2
)
.
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