The problem of determining which nucleotides of an RNA sequence are paired or unpaired in the secondary structure of an RNA, which we call RNA state inference, can be studied by di erent machine learning techniques. Successful state inference of RNA sequences can be used to generate auxiliary information for data-directed RNA secondary structure prediction. Typical tools for state inference, such as hidden Markov models, exhibit poor performance in RNA state inference, owing in part to their inability to recognize nonlocal dependencies. Bidirectional long short-term memory (LSTM) neural networks have emerged as a powerful tool that can model global nonlinear sequence dependencies and have achieved state-of-the-art performances on many di erent classi cation problems. This paper presents a practical approach to RNA secondary structure inference centered around a deep learning method for state inference. State predictions from a deep bidirectional LSTM are used to generate synthetic SHAPE data that can be incorporated into RNA secondary structure prediction via the Nearest Neighbor Thermodynamic Model (NNTM). This method produces predicted secondary structures for a diverse test set of 16S ribosomal RNA that are, on average, 25 percentage points more accurate than undirected MFE structures. Accuracy is highly dependent on the success of our state inference method, and investigating the global features of our state predictions reveals that accuracy of both our state inference and structure inference methods are highly dependent on the similarity of pairing patterns of the sequence to the training dataset. Availability of a large training dataset is critical to the success of this approach. Code available at https://github.com/dwillmott/rna-state-inf.
Introduction
The secondary structure of an RNA sequence plays an important role in determining its function [10, 24, 16] , but directly observing RNA secondary structure is costly and di cult [3, 9] . Therefore, researchers have used computational tools to predict the secondary structure of RNAs. One of the most popular methods is the Nearest Neighbor Thermodynamic Model (NNTM) [35] . Alternatively, comparative sequence analysis methods [13] use a set of homologous sequences to infer a secondary structure [2] . This method remains the gold standard for secondary structure prediction [30] .
NNTM is based on thermodynamic optimization to nd the secondary structure with the minimum free energy (MFE). There are several implementations of NNTM; some of the popular ones include RNAStructure [25] , GTfold [31] , UNAfold [23] , and ViennaRNA package [22] . However, NNTM has been shown to be ill-conditioned [17, 18, 26] . That is, for a given sequence, signi cantly di erent secondary structures might exhibit very similar energies. Additionally, the range of accuracies of the predictions of NNTM shows signicant variance [31] .
More recently, high-throughput data that correlates with the state of a nucleotide being paired or unpaired has been developed. This data, called SHAPE [37] for 'selective 2'-hydroxyl acylation analyzed by primer extension', has been incorporated as auxiliary information into the objective function of NNTM with the goal of improving the accuracy of the predictions. This type of prediction is referred to as SHAPE-directed RNA secondary structure modeling [5, 36] . The addition of auxiliary information usually improves the accuracy of the predictions of NNTM [5] but it has been shown that the improvements are correlated with the MFE accuracy [30] . The latter result has been obtained by statistical modeling of SHAPE. The model in [30] gives distributions for the values of SHAPE if the state of the nucleotide (as paired or unpaired or helix-end) is known. Thus the model in [30] can be used to generate SHAPE data for an RNA sequence in silico, given the state of each of the sequence's nucleotides.
In this paper, we present a method for improving the RNA secondary structure prediction based on state inference results. To do so, we rst study the problem of determining the state of each nucleotide of an RNA sequence, which we refer to as state inference. State inference is a binary classi cation task on each nucleotide, which we note is in contrast to full secondary structure inference, which seeks to identify sets of base pairs. We have developed, trained, and tested a deep recurrent neural network that performs this task: given an RNA sequence, the machine outputs a probability that each nucleotide is paired. We can threshold this probability to obtain binary predictions for the state of each nucleotide.
Additionally, we use the probabilities from the state inference method to generate synthetic SHAPE. Then we use this SHAPE data for directed predictions via NNTM, leading to signi cant improvements in secondary structure accuracy on sequences where the state inference performed well. We note that our approach for generating SHAPE is di erent from the statistical models in [30] , which generate synthetic SHAPE data by sampling from the distribution models.
We note that other deep learning methods for the problem of RNA secondary structure inference have been explored [38] . Although we are primarily interested in using state inference to direct secondary structure predictions, there exist other motivations for state inference. For example, such a method could be used to identify binding sites in RNA-RNA interactions [32, 6] .
Methods . SHAPE-Directed NNTM
Under the nearest neighbor thermodynamic model (NNTM), stacks and loops are each assigned a free energy based on base pair type (Watson-Crick or wobble), with pairs contributing negative energy, and loops contributing positive energy. The energy of a secondary structure is the sum of the energies of these local features. Dynamic programming methods can be used to e ciently nd the secondary structure with the smallest energy, called the minimum free energy (MFE) structure, which is usually taken as the predicted structure by the NNTM method.
The SHAPE data comes from high-throughput chemical probing experiments and associate a reactivity value to each nucleotide of an RNA sequence. It has been found experimentally that high SHAPE values are correlated with unpaired positions, and small values with paired position. SHAPE has been incorporated into NNTM by adding a pseudo-free energy term to the model [5] . This term is generated by the following relation:
∆G SHAPE (i) = . · ln(SHAPE(i) + ) − .
(1) This energy is added to base pair stacks involving nucleotide i. In e ect, the term ∆G SHAPE (i) penalizes base pairs involving nucleotides with high SHAPE values, and encourages base pairs among nucleotides with low SHAPE values. Incorporating SHAPE data consistently leads to signi cant increases in the accuracy of the MFE structure [5, 36, 30] .
. Directing NNTM With State Information
We are interested in using deep learning tools in tandem with SHAPE direction to improve secondary structure inference. However, deep learning methods require extraordinary large datasets; the relative dearth of available experimental SHAPE data prohibits us from directly learning synthetic SHAPE data with a neural network. Instead, our proposed method for secondary structure inference uses a viable method for state inference with the ability to in uence the NNTM energy function on a per-nucleotide basis via SHAPE direction. Note that the same limitation applies to the secondary structure data for which a large dataset is available for 16S sequences only but not for other RNA types; see Section 4.4 for more details.
Our method is a three-step process:
1. A machine learning method for predicting the state of each nucleotide in a sequence; 2. A function converting these state predictions into arti cial SHAPE data; 3. The SHAPE-directed NNTM function that takes both the original RNA sequence and the generated SHAPE data and outputs a predicted secondary structure.
Note that
Step 3 is a well established method and the novelty here is in deriving the arti cial SHAPE data in Steps 1 and 2. For the task of state inference, we trained a deep neural network using a set of known RNA sequences and structures that generates a sequence of state predictions, detailed in Section 2.3. The output of this neural network is a sequence p of the same length as the original RNA sequence, where p(i) is the predicted probability that the nucleotide in position i is paired.
With these predictions in hand, we convert each predicted probability p(i) to a SHAPE value to be associated with nucleotide i. To construct a function for this purpose, we note that a SHAPE value of ≈ . will not contribute any positive or negative energy to the NNTM energy function; this can be seen by setting ∆G SHAPE (i) to in Equation 1 and solving for SHAPE(i) [8] . We would therefore like to assign predictions of . to a SHAPE value of .
, as these predictions give no information as to the state of the nucleotide. With this in mind, we use the following piecewise linear function to generate SHAPE, where a and b are constants to be speci ed.
if p(i) = . . To determine values of a and b, we considered experimentally collected SHAPE data from two E. coli sequences, one 16S sequence and one 23S sequence [30] . Together, these two sequences contain a a total of 4187 nucleotides, and represent a wide variety of structural motifs. We took the mean SHAPE value among both paired nucleotides and unpaired nucleotides; these values are . and . , respectively. All of our experimental results in Section 3 will use a = .
and b = .
in our SHAPE generation function. These choices are motivated by real SHAPE values, and thus are sensible estimations of the best values. However, they may not be the optimal values for our purposes. In Section 4.2, we explore how varying these values may a ect the accuracy of our predicted secondary structures. These experiments indicate that the a and b values used in our experimental results are nearly optimal.
With set values of a and b, we can generate a sequence of arti cial SHAPE data. We then use SHAPEdirected NNTM as described in the previous section to obtain our secondary structure prediction.
. State Inference with Deep Neural Networks
Neural networks are tools from the realm of machine learning for solving classi cation and regression problems. In a neural network, model parameters are trained using a dataset of known input-output pairs: we de ne a loss function based on the di erence between machine predictions and target outputs, retrieve gradient directions for parameters with respect to this loss using the backpropagation algorithm [27] , and optimize parameters using iterative rst order methods, such as gradient descent.
Recent advances in machine learning come primarily from deep neural networks [11] , which are stacks of multiple neural networks: the output of one neural network in the stack acts as the input for the next. Each of these constituent neural networks is referred to as a layer of the deep neural network. These multiple layers allow the deep neural network to learn and represent complex nonlinear relationships among inputs.
For the task of state inference, we use a deep recurrent neural network (deep RNN). RNNs work specifically with sequential data by combining the learning methods of neural networks with the architecture of a discrete-time dynamical system. A single layer RNN has a state h (i) that is a function of the state at previous time step h (i− ) and the input x (i) at time i. The function is a composition of an elementwise nonlinear activation function with a linear map. Sequence elements are fed to the machine as inputs one at a time; at time i, the machine receives the nucleotide in position i, given as a one-hot encoding x (i) . From this input and the previous state h (i− ) , machine parameters generate a state h (i) that encodes the pairing information up to step i, from which another function produces the output y (i) , the machine prediction of the probability that nucleotide i is paired.
We make a number of modi cations to our deep RNN to increase state inference accuracy. Most notably, we use a popular variant of RNN called the Long Short-Term Memory (LSTM) architecture [14] , which incorporates a gating mechanism and a memory cell to increase accuracy beyond that of traditional RNNs on a variety of sequential learning tasks. Speci cally, the LSTM gating architecture allows a certain component of the state to directly pass into future steps, maintaining the ow of state information or memory over the long term. This signi cantly increases machine capability to model long term dependence and hence capture potential long-range base pairs [21] . We also make this network bidirectional [28, 12] ; this is a minor modi cation that allows information to ow both forward and backward through the sequence. A two-layer bidirectional RNN is shown in Figure 1 .
. Dataset, Implementation, and Metrics
Our experiments will focus on a test set of sixteen 16S ribosomal RNA sequences used in SHAPE direction experiments in [30] . Sequences in this set have a wide range of NNTM accuracies.
Our deep neural network requires a large dataset of RNA sequences with known states from which to learn. For this task, we used secondary structure data from the Comparative RNA Web site, run by the Gutell Lab at the University of Texas [1] . This site hosts a collection of known RNA sequences and secondary structures obtained using comparative sequence analysis. Compiling all of the available 16S rRNA results in a set of 17032 sequences and a total of over 21 million nucleotides. We refer to this as the CRW dataset.
To ensure that our model does not simply memorize large portions of sequences in the test set, we compared each CRW dataset sequence with each test set sequence and removed CRW sequences with signi cant similarities prior to training. In this ltering process, if the two sequences have a common block of nucleotides of more than 10% of the length of the test sequence, or if the two sequences can be aligned such that they have common nucleotides accounting for more than 80% of nucleotides of the shorter sequence, we remove it from the training set. See available code for additional details. This process leaves us with 13118 sequences and a total of approximately 16.5 million nucleotides, with a mean and median sequence length of 1264 and 1431, respectively. We then split this set into two random halves to produce a training and validation set.
For the sake of comparison, we also trained and tested a number of higher-order hidden Markov models (HMM) using the same training, validation, and test sets used by the neural network. In a k order HMM, hidden state transitions depend on the previous k states in the sequences, rather than only the previous state; this improves their representational capacity, but at the cost of a model size that increases exponentially with k. We trained our HMMs with maximum likelihood estimation over the training set, and performed inference with the Viterbi algorithm [7] , a backtracking algorithm that exploits the Markovian nature of HMMs to eciently produce the likeliest state sequence under the model's transition probabilities. HMMs are fundamentally incapable of recognizing dependencies across many timesteps, and we therefore expect the deep neural network to outperform the HMM. However, they provide a baseline against which to measure neural network output. We note that the HMM formalism has been used before for state inference of RNA but for a di erent purpose [29, 20, 15] . Code of the HMM implementation is available at https://github.com/dwillmott/rna-stateinf.
We implemented a variety of deep recurrent networks in Keras [4] , a Python deep learning API, with Theano [33] as a backend; code is available at https://github.com/dwillmott/rna-state-inf. We found a fourlayer network to be the optimal balance of representational capacity and training speed. The largest layers are the middle two, which are both bidirectional LSTMs. The rst and last layers are small one-dimensional convolutional layers [19, 11] . These layers act as learnable pre-and post-processing convolutions; they take in and process local information in small regions of the sequence, and allow the two recurrent layers to focus on long-range dependencies across many timesteps. The output dimension of each of the machine's four layers at each timestep are , , , and , respectively, giving a machine with a total of 595,552 trainable parameters, which we trained using binary cross entropy loss and RMSprop [34] , a gradient-descent like training algorithm. See available code material for hyperparameters and training modi cations.
Our code works quite e ciently for the kind of sequences tested in this paper. On a 2080 GeForce RTX 2080 Ti GPU, training takes about 4 hours, and once trained, state inference takes about 0.005 seconds for a 5S sequence (≈ 150 nucleotides), 0.05s for a 16S sequence (≈ 1500 nucleotides), and 0.1s for a 23S sequence (≈ 3000 nucleotides), which are roughly linear with the size of the sequence.
With the sequence of state prediction probabilities p, we generated arti cial SHAPE data using Equation 2. Finally, we used both the original sequence and the generated SHAPE data as input for GTfold [31] , an e cient NNTM implementation, to compute a SHAPE-directed MFE structure. GTFold is used in this work for all NNTM experiments and results.
When evaluating predicted secondary structures, we compare its set of base pairs with those of the native structure. A predicted base pair is counted as true positive (TP) if it exists in both the predicted and native structure, a false positive (FP) if it appears in the predicted structure but not in the native structure, and a false negative (FN) if it appears in the native structure and not in the predicted structure. We report on three measures of performance: PPV, the proportion of true positives in the predicted structure ( TP TP+FP ); sensitivity, the fraction of true positives in the native structure ( TP TP+FN ); and accuracy, the arithmetic mean of PPV and sensitivity: ( TP TP+FP + TP TP+FN ) [10] . In later sections, we will also consider the performance of our deep learning methods for state inference. Unlike secondary structure inference, which classi es base pairs, state inference is a binary classi cation of each nucleotide. When discussing the accuracy of state predictions, we will de ne accuracy to be the proportion of true predictions among all predictions in the sequence. This is distinct from notions of secondary structure inference accuracy, and so the metrics on state inference and structure inference cannot be directly compared.
Results

. Native State Directed NNTM
Before analyzing the results of the entire pipeline of our method, we rst examined our SHAPE generation function in detail. To do so, we used the native state of each sequence in our test set to generate SHAPE. This was done by setting p(i) to if the nucleotide in position i is paired, and p(i) to if it is unpaired. We then use Equation 2 to generate arti cial SHAPE. This will result in a generated SHAPE value of .
for all paired nucleotides and .
for unpaired nucleotides, which we then use to direct NNTM. We refer to the resulting predicted structures as native state directed MFE.
This experiment is similar to those run in [30] , and uses the same set of data to choose appropriate SHAPE values. The di erence is in the method of SHAPE generation: whereas that paper constructs SHAPE distributions from the data and stochastically samples from these distributions, we use the mean of paired and unpaired nucleotides' SHAPE values.
The results of this experiment reinforce many of the ndings in [30] . A comparison of accuracy of all three methods (undirected MFE, stochastically directed MFE from [30] , and native state directed MFE) is available in Table 1 . Overall, native state directed MFE structures are highly accurate, with twelve of the sixteen test sequences enjoying accuracy above 80%. Both direction methods are an improvement on the accuracy of the undirected MFE structure for every test set sequence, and native state directed accuracy represents a further improvement from the stochastic model in [30] . In the case of native state direction, accuracy improvements over undirected MFE range between 15 percentage points (H. volcanii) and 57 percentage points (Cryptonomas.sp). Consistent with observations in [30] , greatest increases are concentrated in sequences with middling undirected MFE accuracy; for sequences with undirected accuracy between 25% and 45%, native state directed MFE accuracy is an improvement by more than 40 percentage points.
This experiment is equivalent to assuming that our deep learning state inference method has perfect performance, and as such we can interpret the accuracy of native state directed MFE structures to be an upper bound on the performance of our method. On average, the high accuracy exhibited in this experiment gives strong evidence that there are large potential gains in MFE accuracy to be made with our method. However, several sequences with low undirected MFE accuracy sequences like E. cuniculi and C. elegans are known to be particularly resistant to SHAPE direction [30] , and this is re ected in relatively poor native state directed 
. Predicted State Directed NNTM
We now use the predictions from our deep neural network to generate SHAPE data that will in turn direct NNTM; we refer to these predictions as predicted state directed MFE structures. We emphasize that, unlike the native state direction explored in the previous section, this method does not assume prior knowledge of the state of the sequence, and thus represents a practical method of secondary structure inference. The results of applying our method to the sequences in the test set are available in Table 1 , which indicates that the extraordinary gains from native state directed NNTM are not always preserved in practice. Predicted state directed structures fall into two clear categories: ve are quite inaccurate, with accuracy below 40%, while among remaining eleven structures are all near or above 70%, and nine of these are above 80%. Even with the high variance of accuracies among these structures, predicted state directed MFE structures are 25 percentage points more accurate than undirected MFE structures on average, and every sequence in the test set experiences some increase in accuracy. However, these improvements vary greatly, with several sequence staying within 5% of undirected MFE accuracy, while for four other sequences we improve by more than 40%, with the highest improvement (Cryptonomas.sp) at 50%.
To some extent, poor accuracy is explained by our experiment with native state directed NNTM. Indeed, the ve sequences with poor accuracy from our method are the ve worst-performing with native state directed using native states to direct NNTM, and only one of these exceeds 80% with native states. At worst, native state directed NNTM gives only 34% accuracy for E. cuniculi and 52.6% for C. elegans, and this ceiling is much lower than accuracy achieved in many of our other predicted structures. Thus, the di culties of our method with these sequences may be attributed to the RNA sequences themselves that are particularly challenging for structure inference as discussed in the directability of NNTM section in [30, p.2812 ]. However, in these cases and some others (E. nidulans, M. musculus), predicted state directed MFE accuracy does not come close to native state directed MFE accuracy. This is in contrast to our highest performing sequences (D. desulfuricans, T. maritima), where predicted state directed MFE is within several percentage points of native state directed MFE accuracy.
Discussion . State Inference Accuracy
The foundation of our method is our deep neural network for state inference: this network provides probabilities that are converted into a pseudo-free energy term in the NNTM energy function. To understand the sources of high and low performance of our structure inference method, we can directly evaluate the output of our deep neural network for state inference, using higher order HMMs as a baseline.
To calculate the accuracy of the neural network's output, we thresholded each prediction p(i) above and below . , taking p(i) > . to be a positive prediction and p(i) < . to be a negative prediction. The accuracy, PPV, and sensitivity of both neural network and HMM predictions are shown in Table 2 . Though the table exhibits an upward trend in accuracy as the order of the HMM increases, we found that accuracy plateaued and eventually decreased beyond order . As expected, the LSTM clearly outperforms HMMs of all orders on the validation set. More importantly, this is the case for our test set as well, where the LSTM outperforms the best HMM in accuracy by nearly 13%.
The order HMM exhibits the highest accuracy on the validation set. We further compared state inference accuracy on each test set sequence using both the order 4 HMM and the neural network. The accuracy, PPV, and sensitivity of these predictions are shown in Table 3 . The accuracy of neural network state predictions were, on average, 15 percentage points higher than that of the HMM, and was higher for every sequence but one (C. elegans). Table 3 orders sequences in ascending order of undirected MFE accuracy; however, this ordering reveals no straightforward relationships among neural network state inference accuracy, HMM state inference accuracy, and MFE structure accuracy. Neural network accuracy varies much more among sequences: the di erence between the sequences with lowest and highest accuracy (C. elegans and B. subtilis, respectively) is more than 40 percentage points. Sequences can be grouped according to accuracy: poor (below 70%) for ve sequences, medium (near 80%) for two more, and high (above 90%) for the remaining nine.
As expected, state inference accuracy exhibits a strong e ect on predicted state directed MFE accuracy. State inference accuracy above 90% means that our predicted states are quite close to native states; consequently, predicted state direction and native state direction (equivalent to 100% accuracy) should produce similar predicted structures in these cases, as evidenced by their di erence of only a few percentage points in Table 1 . Meanwhile, the ve sequences with poor state inference accuracy are exactly those where predicted state directed MFE accuracy is below 40%.
The e ect of state inference accuracy is particularly evident when considering the improvement over undirected MFE accuracy: for four of the ve sequences with poor accuracy (all but V. necatrix), predicted state directed MFE accuracy is within 6 percentage points of undirected MFE accuracy. For V. necatrix and both sequences with medium state inference accuracy, predicted state direction improves structure accuracy by 10-15 percentage points. The remaining nine sequences all have high state inference accuracy, and their directed structures are 30 percentage points more accurate than undirected MFE.
We note an interesting relationship between native state directed MFE accuracy and our neural network's state inference accuracy. The ve sequences with state inference accuracy below 70% are the ve worst performing sequence when predicting structure with native state directed NNTM. This suggests that there may be fundamental di culties in understanding pairing structures of these sequences. 
. Paired Regions & Global Structure
Our metrics in Table 3 give us an idea of the proportion of correct machine predictions on individual nucleotides' states, but they do not indicate whether predictions produce state sequences that preserve global properties, such as patterns of paired and unpaired states. In particular, we want the number and sizes of paired and unpaired regions of the state sequence prediction to match those in the original. A paired region in the state roughly corresponds to one half of a helix in the secondary structure, so we theorize that recognizing this information is vital for producing state predictions that successfully aid structure inference.
We considered the distribution of sizes of paired regions in each test set state sequence, and compared them to the distributions of neural network and HMM state predictions. Despite larger variance in state inference accuracy, we found evidence that the neural network was, on average, much more capable than the HMM of capturing this global structure. The median size of paired region in neural network predicted state di ered from the median in the native state by at most one for every test set sequence, while the HMM's median paired region size was routinely several nucleotides larger. The neural network also performs better in predicting the total number of paired regions in the state, producing predictions that, on average, had 6 more paired regions than the native state, while HMM predictions had an average of 57 fewer regions.
We note that this discrepancy is to be expected in the context of nonlocal interactions. Paired region size is exactly the sort of nonlocal feature that HMMs cannot predict: at a given time, the HMM does not know how long it has been outputting positive predictions, and is thus limited in its capacity to detect large paired regions.
Considering the non-locality of paired regions can help to explain the poor performance of the neural network on certain test set sequences. High neural network accuracy is nearly always accompanied by a , which is equivalent to no SHAPE direction.
particular type of distribution of large paired regions: one of length 17, one of length 13, and several more of length 12 and 11. In contrast, this pattern does not hold for those with low or medium state inference accuracy of the remaining seven, all have either paired regions of length larger than 20 or very few paired regions of length larger than 10. We can compare the distribution of the lengths of paired regions in each of our test sequences to the distribution in the training set. We nd that the training set overwhelmingly contains sequences with paired region distributions similar to the test set sequences on which the neural network performs well. In particular, we note that the training set has relatively few large paired regions: in the entire training set, there are 5 regions of length 18, 2 regions of size 19, 4 regions of size 20, and none larger than 20. Thus, during training the machine is penalized for outputting more than 20 contiguous positive predictions. Consequently, neural network predictions do not create su ciently large regions for many test set sequences.
To quantify this di erence, we considered the Kullback-Leibler (KL) divergence of the distribution of the paired region lengths between the entire training set and the distribution for each test set sequence. The KL divergence measures the similarity of each test set sequence's paired region distribution as compared with the distribution of the entire training set. Figure 2 plots state inference accuracy for each machine and test set sequence against its KL divergence.
Two clusters of sequences emerge in this plot: one with KL divergence near . , and another with KL divergence near . . All nine sequences with high state inference accuracy are in the former cluster, while the seven low and medium accuracy sequences are in the latter. The disparity in neural network accuracy and HMM accuracy on sequences with more similarity to the training set suggests that the increase in neural network performance comes from its ability to recognize global structure in these sequences. On the other hand, neural network accuracy is only a modest improvement from HMM accuracy in the low to medium accuracy cluster, where global structure diverges signi cantly from that of the training set.
. Modifying Synthetic SHAPE Values
Our method uses SHAPE-directed NNTM as a means of assigning pseudo-free energies to individual nucleotides. All of our results in Section 3 assign nucleotides a SHAPE value in the range [ . , . ] . These endpoints are based on the mean SHAPE value of paired and unpaired nucleotides from 16S and 23S E. coli sequences. However, our method converts to SHAPE primarily as a means of assigning pseudo-free energies to individual nucleotides with NNTM, and not as a genuine attempt to generate plausible SHAPE data. Thus, the endpoints used may not be optimal for our purposes of converting from state inference predictions.
To evaluate potential output ranges for our SHAPE generation function, we reproduced experiments with native state directed NNTM (Section 3.1) and predicted state directed NNTM (Section 3.2) while varying the endpoints a and b of our SHAPE generation function, given in Equation 2. As noted previously, a SHAPE value of .
contributes no energy to the model; thus, it is only sensible to choose paired SHAPE values below .
, and unpaired SHAPE values above .
. NNTM software such as GTFold ignores negative SHAPE values, so paired nucleotides' generated SHAPE must lie between 0 and 0.3603. The results of this experiment are shown in Figure 3 .
In native state directed NNTM, increasing negative state SHAPE above 0.3603 and and decreasing positive state SHAPE below 0.3603 consistently increased performance. This is consistent with our expectations, as in this case we are increasing the energy of all base pairs involving nucleotides that remain unpaired in the native structure. Experiments with very large unpaired SHAPE values, such as b = , were similar to the largest values shown in Figure 3 , indicating that there is a ceiling of approximately 90% test set accuracy for any method centered around SHAPE-directed NNTM such as ours.
The plot for predicted state directed NNTM shows a di erent picture, with increasing unpaired SHAPE values eventually leading to decreasing structure inference accuracy. That this pattern appears in the predicted state experiments but not native state experiments suggests that incorrectly assigning large SHAPE values to even a small number of natively paired nucleotides can be signi cantly harmful to NNTM performance. There is a large region of highest accuracy, with a between 0 and 0.22 and b between 0.7 and 1.5 giving accuracies near 68%. The values of a = .
and b = . used in our results are near the boundary of this region. But we note that even optimal values of a and b give an accuracy of 69%, only 2.5 percentage points above the experimentally motivated choices of a and b used in our results.
. Other RNA Types
The dependence on large amounts of data inhibited our ability to extend this work to inference on other types of RNA, such as 5S and 23S ribosomal RNA, as we were unable to amass enough secondary structure data in these other contexts to successfully train a neural network. Instead, we explored applying our trained network to other RNA sequences, but found that a neural network trained on 16S RNA sequences produces much weaker results on 5S and 23S rRNA sequences than on 16S sequences, see Tables 4-5 . We suspect this is primarily due to di erences in sequence length. Tables 4-5 also compare neural network state predictions with those from an HMM, and shows that the HMM is more capable of generalizing to these RNA families. However, we note that in all cases, HMM performance is poor relative to neural network performance on 16S sequences. This is consistent with our hypothesis that our neural network is recognizing long-range dependencies speci c to the family of 16S sequences that HMMs are inherently unable to capture. 
Conclusion
We introduced a method for secondary structure inference by connecting a deep learning method for state inference with previous work that leverages SHAPE-directed NNTM for structure inference. We tested this method on a set of 16S rRNA sequences with a wide range of MFE accuracies, and found large improvements over undirected MFE structures in most cases. These gains were not uniform throughout the test set, as several sequences with low undirected MFE accuracy experienced very little increase from predicted state direction. However, median increase in accuracy was more than 30 percentage points, and in the best case our method improved undirected NNTM accuracy by nearly 50 percentage points. Experiments using sequences' native states to predict structure showed that a data-directed NNTM approach has the potential to improve MFE accuracy throughout the test set. However, it also uncovered signicant limitations; regardless of the accuracy of the state inference method used to supply predictions, directed NNTM will not be able to produce high accuracy MFE structures for some sequences. These ndings reinforce results from [30] regarding the varying directability of sequences in the test set.
The performance of our state inference method was highly variable among test set sequences, with several clusters of high and low accuracy. We found that high performance of our state inference method (and, in turn, the accuracy of secondary structures generated from these state predictions) was strongly linked to the similarity between a sequence's paired region distribution and that of the training set.
This nding highlights the connection between performance of our method and available secondary structure data. As with any application of machine learning, the state inference method presented here is only as good as the dataset used to train the model. The task of 16S rRNA state inference explored here is feasible primarily due to the particularly large number of known 16S rRNA secondary structures. We are hopeful that future increases in available data are able to increase the e cacy of this method, both on 16S rRNA sequences as well as on 5S and 23S rRNA.
Availability of data and materials:
The sequence and secondary structure data used to train the neural network and HMMs is available from the Comparative RNA Web (CRW) site repository, https://doi.org/10.1186/1471-2105-3-2. This data, along with the native secondary structure data for the test set, is available at http://ms.uky.edu/~dwi239/rnastateinf-data.zip.
