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Abstract:  Based on the information theory, this paper presents a model based on Web format information quantity 
in blog information extraction. First, the vision information in blog Web page and the effective text information are 
combined to locate the main text which represents the theme of the blog Web page. Second, the format information 
of blog Web page is used to calculate the information quantity of each block and the minimal separating information 
quantity of separate position is used to detect the boundary of posts and comments in the main text. This model is 
language insensitive and can be used in a lot of blogs which are written in different natural languages. Experimental 
results show that this method achieves high precision in locating main text and separating the post and comment. 
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1   基于网页格式信息量的博客文章和评论抽取模型 
在对网页格式信息的分析中,我们使用了 DOM(document object model)树的方法将网页解析成树型结构.
依据该结构,我们定义相应的正文定位任务如下: 
设 W 为我们需要定位的正文,T 为博客网页 S 的 DOM 树结构.我们的正文定位目标为找到 T 中的一个包含
正文 W 的最小子树 Tm.由于 Tm 是包含正文的最小子树,因此对任意子树 Ti 且 Ti⊂Tm,Ti 都不可能包含完整的正
文 W,否则,Tm 就不是包含正文的最小子树.我们称 Tm 为最小正文子树. 
同样,我们的正文切分任务如下: 
设 Wp 是正文 W 中的文章,Wc 是正文 W 中的评论.我们的正文切分目标为,在最小正文子树 Tm 中找到一个
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1.1   正文定位 






















中的比率,加 1 是为了确保比率值大于 0.通过有效信息率,我们可以进一步计算该文本的有效信息总量,计算公
式为 
 Ie=EI×NWe (2) 
有效信息总量在一定程度上反映了网页格式标签块中的有效文本信息,能够很好地去除第 1 类和第 2 类的
噪音.在大多数情况下,由于博客正文的文本多于第 3 类噪音的文本,通过有效信息总量,就可以很好地去除.但





1. 分析博客网页得到 DOM 树; 
2. 计算 DOM 树中每一个节点的有效信息总量; 
3. 分析网页得到每一个节点的网页视觉宽度信息; 
























算所有 LossRatio 的平均值,将平均值作为阈值,最后寻找从根开始第 1 个超过阈值的节点作为终止节点. 






测能力.从信息论的角度出发[14,15],如果存在 3 个字符串 B1,B2 和 B3,则将字符串 B3 加入到 B1 或 B2 的末尾,都将




(S1 和 S2),于是整个网页被划分为 3 部分(M1,M2 和 M3).如果我们将 M3 中的格式信息作为一个整体 A,那么格式
A 在 M1 中的概率为 P1,格式 A 在 M2 中的概率为 P2.信息量的计算公式为 H=−n×log2(Pi),即每个字符信息熵的
总和,其中,n是字符个数,Pi是字符出现的概率.因为M3中的格式信息作为一个整体A,所以在该情况下字符个数
为 1.若将 M3 加入 M2,并且不考虑概率变化,则有信息增量∆H1=−1×log2(P2).同理,若将 M3 加入 M1 并且不考虑概
率变化,则有信息增量∆H2=−1×log2(P1).若 P1>P2,则−log2(P1)<−log2(P2),因此有∆H1>∆H2.这说明 M3 加入 M1中引
起的信息增量少于 M3 加入 M2 中引起的信息增量,格式 A 更多地出现在 M1 中.因此,我们应该将切分位置 S2 作
为一个更好的切分选择.同理,若 P1<P2,则我们应该将切分位置 S1 作为一个更好的切分选择. 
 
 
Fig.1  Status of two separate positions 
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其中,m 是网页中格式标签的种类个数,li 是网页中的第 i 种格式标签,k 是被切分位置切分的第 k 块,Pk(li)是第 i
种格式标签在第 k 块中的概率,Numk 是第 k 块中格式标签的个数,而 Numk×Pk(li)就是第 k 块中第 i 种格式标签
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在上面对图 1 的分析中,我们是将 M3 中的格式信息作为一个整体来考虑的.下面我们考虑每个网页格式标
签作为一个独立的个体并且相互之间独立的一元模型下的切分情况.对于图 1 中两种可能的切分位置的情况,
假设网页共有 m 种不同的格式标签.若第 i 种格式标签出现在 Mj 中,其概率记为 Pj(li),出现次数记为 nji,那么块 
M1 和 M2 的信息量为 1 2 1 2 2 2
1
( log ( ) log ( ))
m
i i i i
i
n P l n P l
=
− −∑ .如果选择 S1 作为切分选择,那么信息量将在 M1 和 M2 的基 
础上增加∆H1.在一元模型中,我们需要考虑由 M3 加入到 M2 所引起的第 i 种格式标签概率的变化.这是因为在
M2 中第 i 种格式标签的概率为 P2(li),而将 M3 加入到 M2 后,引起第 i 种格式标签的概率变化为 P2(li)′.由于将 M3 
S1 S2
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和 M2 合并不会引起 M1 中概率分布的变化,因此信息增量 1 2 3 2 2 2 2 2
1
∆ ( ( ) log ( ) log ( ))
m
i i i i i
i
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=
′= − + +∑ .同样,如
果选择 S2 作为切分选择,信息增量为∆H2,且 2 1 3 2 1 1 2 1
1
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两个信息增量. 
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其中,P1(li)′是第 i 种格式标签在块 M1 和 M3 中的概率,P2(li)′是第 i 种格式标签在块 M2 和 M3 中的概率.根据公 
式(5), 2 3 2 2 1 2 1
1
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m
i i i i i
i
n n P l n P l
=
′− + −∑ 实际上就是以 S1 作为切分选择得到的切分位置信息量.因此,我们 
可以得出下面的公式: 
 ∆H1−∆H2=IS1−IS2 (6) 
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1. 分析正文部分的网页得到其 DOM 树; 
2. 去除 DOM 树中的所有非网页格式标签节点; 
3. 对根节点的每个直接孩子节点完成如下步骤: 














切分之前存在图 2 中所显示的 6 种子树状况.其中,图 2(a)~图 2(d)中的文章和评论位于不同的直接孩子中,这种
情况下,我们可以使用节点 3 的开始位置作为文章和评论的切分位置.在图 2(e)中,文章和评论位于相同的直接








节点只有 1 个直接孩子,因此在切分处理中,我们可以进一步定位到节点 2,将其作为根节点,然后图 2(f)就可以
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Fig.2  Six situations of separating 
图 2  6 种切分情况 
2   实验及分析 
2.1   测试语料预处理 
实验中我们采用 TREC 2006 博客任务中的语料.该语料是从一些著名的国际博客网站上采集得到 r .内容
包含博客主页、博文和 feeds 等,语料依据采集时间来组织.我们从该语料中抽取 2005 年 12 月 7 日采集的语料
并 wt 了 3 步处理:第 1 步,依据每个博文网页的域名归类,取网页数目排名前 100 的博客域名内的网页.这种博
客域名内的网页具有代表性.第 2步,对每个网页下载其必要的CSS(cascading style sheets)格式信息.这些格式信




语料库中 25 910 个网页的分布见表 1.由于有的域名同属于一个网站,因此 25 910 个网页涵盖了表 1 中列
出的 9 个博客网站. 
Table 1  Corpus distribution 
表 1  语料库分布 
Site # Pages 
www.livejournal.com 16 944 
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2.2   实验评价 
在实验之前,我们定义了以下 4 个精确率计算公式: 
( ) ,NLPrecision MainText
NCorpus
= ( ) ,NSPrecision PostComment
NCorpus
=  
( | ) ,NSLPrecision PostComment MainText
NL
= ( ) ,NSLPrecision MainText PostComment
NCorpus
+ =  








2.3.1   算法总体效果测试 
对语料中的 25 910 个网页进行测试,得到相关模型的 4 个精确率,见表 2. 
Table 2  Algorithm precision 
表 2  算法精确率 
 Precision (unigram) (%) Precision (bigram+preorder) (%) Precision (bigram+level order) (%)
MainText 87.33 87.33 87.33 
PostComment 81.08 65.35 72.24 
PostComment|MainText 92.82 74.81 82.69 





分别达到了 92.82%和 82.69%.算法在各个站点上的效果见表 3. 
表 3 的数据结果反映出,我们的定位算法在 8 个站点上取得了 80%以上的正文定位精确率,切分算法在 7






小,则可以基本上等价于正文,并且文章和评论之间不仅仅有 1 个正确的切分位置. 
在表 2 和表 3 中,Precision(PostComment)和 Precision(MainText+PostComment)是几乎相等的,这是因为在正
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Table 3  Algorithm precision on each blog site (unigram) (%) 
表 3  各个站点的算法效果(一元模型) (%) 
Site MainText PostComment PostComment|MainText MainText+PostComment
www.livejournal.com 84.54 76.16 90.06 76.13 
blogspot.com 92.03 90.64 98.47 90.62 
nospeedbumps.com 99.48 93.98 94.47 93.98 
www.plogress.com 100.00 100.00 100.00 100.00 
ipunkrock.com 97.17 96.86 99.68 96.86 
www.blogespierre.com 74.42 55.81 75.00 55.81 
weblogs.java.net 96.36 69.10 71.70 69.10 
redjar.org 100.00 96.00 96.00 96.00 
www.sff.net 98.00 98.00 100.00 98.00 
 














Fig.3  Precision of locating main text on different MainText/Text ratio 
















Fig.4  Effect of Post/Comment ratio on main text separating 



















Our model with vision information 
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2.3.3   语言敏感性测试 
由于 TREC 数据中还有非英文博客,因此将英文网页和非英文网页区分开,并且使用正文定位和正文切分
(一元模型)的方法来测试算法的语言敏感性.我们将上面的 25 910 个网页分成两个数据集:5 873 个非英文博客
网页和 20 037 个英文博客网页.对这两个数据集,我们重复上述一元模型的实验,得到的结果见表 4. 
Table 4  Precision of language sensitive test (unigram) 
表 4  语言敏感性测试的精确率(一元模型) 
 Non-English pages (%) English pages (%) 
MainText 87.93 87.16 
PostComment 83.19 80.47 
PostComment|MainText 94.56 92.31 
MainText+PostComment 83.14 80.46 
表 4 的数据结果表明,英文博客网页和非英文博客网页的精确率相差不大,我们的模型具有与语言无关的
特性. 
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