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We study the query language BQL: the extension of the relational algebra with for-loops. We also
study FO(FOR): the extension of first-order logic with a for-loop variant of the partial fixpoint operator.
In contrast to the known situation with query languages, which include while-loops instead of for-loops,
BQL and FO(FOR) are not equivalent. Among the topics we investigate are: the precise relationship
between BQL and FO(FOR); inflationary versus noninflationary iteration; the relationship with logics
that have the ability to count; and nested versus unnested loops. C° 2001 Academic Press
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1. INTRODUCTION
Much attention in database theory (or finite model theory) has been devoted to extensions of first-
order logic as a query language [AHV95, EF95]. A seminal paper in this context was that by Chandra in
1981 [Cha81], where he added various programming constructs to the relational algebra and compared
the expressive power of the various extensions thus obtained. One such extension is the language that we
denote here by BQL: a programming-language-like query language obtained from the relational algebra
by adding assignment statements, composition, and for-loops. Assignment statements assign the result
of a relational algebra expression to a relation variable; composition is obvious; and for-loops allow a
subprogram to be iterated exactly as many times as the cardinality of the relation stored in some variable.
For-loops of this kind have since received practically no attention in the literature. In contrast, two
other iteration constructs, namely least or inflationary fixpoints, and while-loops, have been studied
extensively. In the present paper we take some steps toward the goal of understanding for-loops in query
languages as well as fixpoints and while-loops are understood.
The variant of BQL with while-loops instead of for-loops, called RQL, was introduced by Chandra
and Harel [CH82]. In the same paper these authors also introduced, in the context of query languages,
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the extension of first-order logic with the least fixpoint operator; we denote this logic here by FO(LFP).
One can also use a partial fixpoint operator to obtain a logic, called FO(PFP), with the same expressive
power as RQL [AV91].
Here, we introduce the FOR operator, which iterates a formula (called the “body formula”) precisely
as many times as determined by the cardinality of the relation defined by another formula (called the
“head formula”). In contrast to the equivalence of RQL and FO(PFP), FO(FOR) is not equivalent to, but
strictly stronger than, BQL. The reason for this turns out to be the presence of free variables in the head
formula, acting as parameters; the restriction of FO(FOR) that disallows such parameters is equivalent
to BQL.
The question whether FO(LFP) is strictly weaker than FO(PFP) is a famous open problem, since Abite-
boul and Vianu showed that it is equivalent to whether PTIME is strictly contained in PSPACE [AV95].
In FO(LFP) we can equivalently replace the least fixpoint operator by the inflationary fixpoint operator
IFP. So the PTIME versus PSPACE question is one of inflationary versus noninflationary iteration.
Since the FOR operator is noninflationary in nature, one may wonder about the expressive power of
the inflationary version of FOR, which we call IFOR. We show that FO(IFOR) lies strictly between
FO(IFP) and FO(FOR). Since in FO(FOR) we can define parity, FO(FOR) is not subsumed by FO(PFP),
and conversely FO(PFP) can only be subsumed by FO(FOR) if PSPACE equals PTIME, since FO(PFP)
equals PSPACE on ordered structures and FO(FOR) is contained in PTIME.
A natural question is how FO(FOR) relates to FO(IFP; #), the extension of FO(IFP) with counting.
Actually, FO(FOR) is readily seen to be subsumed by FO(IFP; #). We show that this subsumption is
strict, by showing that one cannot express in FO(FOR) that two sets have the same cardinality.4 We
also show that the restriction of FO(IFP; #)that allows modular counting only, is strictly subsumed by
FO(FOR).
The main technical question we focus on in this paper is that of nesting of for-loops. It is known
that nested applications of while-loops in RQL, or of the PFP operator in FO(PFP), do not yield extra
expressive power; a single while-loop or PFP operator suffices [EF95]. In the case of BQL, however,
we show that nesting does matter, albeit only in a limited way: one level of nesting already suffices. In
the case of FO(FOR), there are two kinds of nesting of the FOR operator: in body formulas, and in head
formulas. Regarding bodies, we show that nested applications of the FOR operator in body formulas
again do matter, although here we do not know whether nesting up to a certain level is sufficient.
Regarding heads, we show that the restriction of FO(FOR) that allows only head formulas that are
“pure” first-order, is weaker than full FO(FOR). By “pure” we mean that the formula cannot mention
relation variables from surrounding FOR operators; from the moment this is allowed, we are back to
full FO(FOR).
This paper is organized as follows. After recalling the definitions of pebble games and fixpoint logic
in Section 2, we define BQL and FO(FOR) and investigate their interrelationship and relationship with
other logics in Section 3. In Section 4, we examine the nesting of for-loops in both BQL and FO(FOR).
We end with a discussion in Section 5.
2. PRELIMINARIES
Throughout the paper we use the terminology and notation of mathematical logic [EFT94]. For
background on database theory we refer to Abiteboul et al. [AHV95], and for finite model theory we
refer to Ebbinghaus and Flum [EF95], Immerman [Imm98], and Otto [Ott97].
A relational vocabulary ¿ is what in the field of databases is known as a relational schema; a structure
over ¿ is what is known as an instance of that schema with an explicit domain. (Structures are always
assumed to be finite in this paper.) We denote the domain of a ¿ -structureA by A, and the interpretation
of the relation symbol R in A by RA.
A k-ary query Q is a computable function that maps each ¿ -structure A to a subset of Ak , such
that if A and B are isomorphic via … then … (Q(A)) D Q(B). We also call a nullary query a Boolean
query.
4 The analogous result for BQL (which is weaker than FO(FOR)) was stated by Chandra in the early eighties [Cha81, Cha88],
but no proof has been published.
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The query language of first-order logic (the relational calculus) is denoted by FO. For any natural
number k, FOkdenotes the k-variable fragment of FO, i.e., the set of FO formulas that use only the
variables fx1; : : : ; xkg.
The logic Lk1! is defined as follows: (i) it contains all FOk formulas; (ii) if ’ is an Lk1! formula
so are :’ and (9xi )’ for each i D 1; : : : ; k; (iii) if 8 is a set of Lk1! formulas then
W
8 is an Lk1!
formula.
The semantics of Lk1! is a direct extension of the semantics of first-order logic with
W
8 being
interpreted as the disjunction over all formulas in 8; hence, neglecting the interpretation of the free
variables,
A jD
_
8, for some ’ 2 8, A jD ’.
Let A and B be two structures, and let a¯ D a1; : : : ; a‘ and ¯b D b1; : : : ; b‘ be sequences of elements
of A and B respectively with ‘ • k. If for every Lk1! formula ’(x¯),A jD ’[a¯] if and only if B jD ’[¯b],
then we say that (A; a¯) and (B; ¯b) are k-equivalent. This k-equivalence can be nicely characterized by
pebble games. The k-pebble game is a game with infinitely many rounds played by two players, the
Spoiler and the Duplicator, on two structuresA andB in the following way. Each structure has k pebbles
numbered from 1 to k. Initially, pebble i is on element ai inA and on element bi in B for i D 1; : : : ; ‘.
In each round the Spoiler chooses a structure, say A, picks up one of its k pebbles, say i , and places it
on an element a 2 A. The Duplicator then answers by placing pebble i of B on an element b 2 B. The
Spoiler wins the game if the mapping a¯0 ! ¯b0, where a¯0 and ¯b0 are the current pebbled elements, is not
a partial isomorphism between A and B. We say that the Duplicator wins the k-pebble game on A and
B if the Duplicator has a strategy preventing the Spoiler from winning.
A proof of the next proposition can, e.g., be found in Ebbinghaus and Flum’s book [EF95].
PROPOSITION 2.1. Two structures (A; a¯) and (B; ¯b) are k-equivalent if and only if the Duplicator
wins the k-pebble game on A and B.
Let us briefly recall the syntax and semantics of FO(PFP) and FO(IFP). Let ’(x¯; y¯; X; ¯Y ) be an FO
formula over ¿ [ fX; ¯Y g, where X is an n-ary relation variable, x¯ is of length n, and ¯Y is a tuple of
relation variables. On any ¿ -structureA expanded with interpretations for the first-order and relational
parameters y¯ and ¯Y , ’ defines the stages ’0(A) :D ; and ’i (A) :D fa¯ j A jD ’[a¯; ’i¡1(A)]g for each
i > 0. If there exists an i0 such that ’i0 (A) D ’i0C1(A), then we say that the partial fixpoint of ’ on
A exists, and define it to be ’i0 (A); otherwise we define it as the empty set. We obtain FO(PFP) by
augmenting FO with the rule [PFPx¯;X’](¯t), which expresses that ¯t belongs to the partial fixpoint of ’.
For FO(IFP) we consider the stages ’˜0(A) :D ; and ’˜i (A) :D ’˜i (A) [ fa¯ j A jD ’[a¯; ’˜i¡1(A)]g, for
each i > 0. Here, there always exists an i0 such that ’˜i0 (A) D ’˜i0C1(A). We call ’˜i0 (A) the inflationary
fixpoint of ’ on A. We obtain FO(IFP) by augmenting FO with the rule [IFPx¯;X’](¯t), which expresses
that ¯t belongs to the inflationary fixpoint of ’.
3. QUERY LANGUAGES WITH FOR-LOOPS
3:1: BQL
Let ¿ be a vocabulary. The set of BQL programs over ¿ is inductively defined as follows:
(i) if X is a relation variable of arity n and ’(x1; : : : ; xn; ¯X ) is an FO formula over the vocabulary
¿ and the relation variables ¯X , then the assignment
X :D fx¯ j ’(x¯; ¯X )g
is a BQL program;5
5 Although Chandra’s BQL is an extension of the relational algebra, we use FO which is known to be equivalent to the
former [AHV95].
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(ii) if P1 and P2 are BQL programs then the composition
P1; P2
is a BQL program; and
(iii) if P is a BQL program and X is a relation variable, then the for-loop
for jX j do P od
is a BQL program.
The semantics of BQL programs of the form (i) or (ii) is defined in the obvious way; for BQL programs
of the form (iii) the subprogram P is iterated as many times as the cardinality of the relation stored in
variable X prior to entering the loop. We now define this formally. Assume given an infinite set X of
relation variables. We denote the arity of a variable X by arity(X ). For a BQL program P, we denote
the set of variables occurring in P by var(P). Further, a valuation v on a structureA is a mapping from
X to relations over A such that v(X ) 2 Aarity(X ) for all X . Usually, we are only interested in valuations
w.r.t. the variables occurring in a specific program. To emphasize this, we sometimes say P-valuation
rather than just valuation. Given an initial valuation · onA, the program P determines a final valuation
val[P; A; ·] defined inductively as follows:
(i) If P is of the form Y :D fx¯ j ’(x¯; ¯Y )g, then define
val[P;A; ·](X ) :D
(
fa¯ j A jD ’[a¯; ·]g if Y D X ;
·(X ) otherwise.
We abuse notation and let ’[a¯; ·] denote the formula where each relation variable Y 0 in ¯Y is interpreted
by ·(Y 0).
(ii) If P is of the form P1; P2, then define
val[P1; P2;A; ·] :D val[P2;A; val[P1;A; ·]]:
(iii) If P is of the form for jX j do P 0 od, then define
val[P;A; ·] :D val£P (m);A; ·⁄;
with m the number of tuples in the relation ·(X ) and where, for i > 0,
val
£
P (0);A; ·⁄ :D ·
val
£
P (i);A; ·⁄ :D val£P 0;A; val£P (i¡1);A; ·⁄⁄:
A query Q is expressible in BQL if there exists a BQL program P and a variable X 2 var(P) such
that for every structure A, Q(A) D val[P;A; ·;](X ), where ·; denotes the valuation that maps each
variable to the empty relation. We refer to X as the output variable of P . To express Boolean queries
in BQL, we adopt the convention that the result of the query is true if and only if X is nonempty.
EXAMPLE 3.1. Let ¿G D fEg be the vocabulary of graphs; so E is the binary edge relation. Consider
the following BQL programs:
X :D fx j x D xg; Y :D ;; for jX j do Y :D fx j :Y (x)g od;
X :D E ; for jX j do X :D f(x; y) j X (x; y) _ (9z)(X (x; z) ^ E(z; y))g od:
The first program computes, in variable Y , the parity of the domain, and the second program computes
the transitive closure of E .
160 NEVEN ET AL.
By a standard technique [CH82], one can simulate every FO(IFP) formula by a BQL program. It is
well known that it is not expressible in FO(PFP) whether the cardinality of a set is even. Hence, since
we just saw in the above example that this is expressible in BQL, FO(PFP) does not subsume BQL and
BQL strictly subsumes FO(IFP). Furthermore, since all BQL queries are clearly PTIME and FO(IFP)
captures PTIME on ordered structures [Imm86, Var82], BQL does the same.
For later use, we also briefly recall the syntax and semantics of RQL [CH82]. An RQL program is
inductively defined in the same way as a BQL program with (iii) replaced by
(iii) if P 0 is an RQL program then P · while X 6D ; do P 0 od is an RQL program.
For each natural number i , the mapping val[P (i);A; ·] is as defined above. The semantics of P is
now defined as the mapping
val[P;A; ·] :D val£P (m);A; ·⁄;
where m is the smallest natural number such that val[P (m);A; ·](X ) D ;. If such an m does not exist
then val[P;A; ·] is defined as the empty set.
3:2: FO(FOR)
We next introduce the logic FO(FOR). The crucial construct in the formation of FO(FOR) formulas
is the following. Suppose ’(x¯; y¯; X; ¯Y ) and ˆ(z¯; u¯; y¯; ¯Y ) are formulas and x¯ , u¯, and X are of the same
arity. Then the following FO(FOR) formula » is obtained from ˆ and ’ through the FOR-constructor:
» (u¯; y¯; ¯Y ) :D £FOR#z¯:ˆx¯;X ’⁄(u¯):
The formula ˆ is called the head formula, and ’ is called the body formula of » . For each ¿ -structure
A expanded with interpretations for the parameters y¯ and ¯Y , and for any tuple of elements a¯:A jD » [a¯]
if and only if a¯ 2 ’m(A), where m equals the cardinality of the set fc¯ j A jD ˆ[c¯; a¯]g. Here ’m(A) is
as defined in Section 2.
EXAMPLE 3.2. Consider the following FO(FOR) formulas over ¿G :
»1(u; v)·
£
FOR#s;t :E(s;t)x;y;X E(x; y) _ (9z)(X (x; z) ^ E(z; y))
⁄(u; v)
and
»2(x)·:(9z)
£
FOR#y:E(x;y)z;Z :Z (z)
⁄(z):
The formula »1 defines the transitive closure of E , and »2 expresses that vertex x has even outdegree.
We now define simultaneous FO(FOR), which allows the simultaneous iteration of body formulas of
for-loops. As is the case for fixpoint logic, this does not increase the expressiveness of the formalism.
If ’1(x¯1; y¯; ¯Y ; X1; : : : ; Xn), : : : , ’n(x¯n; y¯; ¯Y ; X1; : : : ; Xn) is a system of formulas where Xi and x¯i are
of the same arity, for each i D 1; : : : ; n, then
» (u¯; y¯; ¯Y ) :D £S-FOR#z¯:ˆx¯1;X1;:::;x¯n ;Xn’1; : : : ; ’n⁄(u¯)
is an FO(S-FOR) formula. On a structure A expanded with interpretations for the first-order and
relational parameters y¯ and ¯Y , for j D 1; : : : ; n, consider the stages defined by
’0j (A) :D ;;
’iC1j (A) :D
'
a¯ j A jD ’ j
£
a¯; ’i1(A); : : : ; ’in(A)
⁄“
:
Then A jD » [a¯] if and only if a¯ 2 ’m1 (A), where m equals the cardinality of the set fc¯ j A jD ˆ
[c¯; a¯]g.
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Each FO(S-FOR) formula can be transformed into an FO(FOR) formula by applying the usual
encoding of the variables X1; : : : ; Xn into one relation variable of larger arity [EF95].
PROPOSITION 3.1. Each FO(S-FOR) formula is equivalent to an FO(FOR) formula.
Proof. Consider the FO(S-FOR) formula » defined above. For i D 1; : : : ; n, let the arity of x¯i be ki
and let k D maxfki j i 2 f1; : : : ; ngg C n.
Define ’0(z1; : : : ; zk; Z ; y¯; ¯Y ) as
(9v)(9w)v 6D w ^
0BBBB@
(’01(z1; : : : ; zk1 ; y¯; ¯Y ; Z ) ^ –1(z1; : : : ; zk; v; w))
_ (’02(z1; : : : ; zk2 ; y¯; ¯Y ; Z ) ^ –2(z1; : : : ; zk; v; w))
.
.
.
_ (’0n(z1; : : : ; zkn ; y¯; ¯Y ; Z ) ^ –n(z1; : : : ; zk; v; w))
1CCCCA :
In the above, for each i , the formula ’0i is obtained from ’i by replacing any occurrence of X j (¯t) by
Z (¯t; v; : : : ; v| {z }
k¡k j¡ j times
; w; : : : ; w| {z }
j times
);
and –i (z1; : : : ; zk; v; w) is the formula
zkiC1 D ¢ ¢ ¢ D zk¡i D v ^ zk¡iC1 D ¢ ¢ ¢ D zk D w:
Then » is equivalent to
(9v)(9w)¡v 6D w ^ £FOR#z¯:ˆz¯;Z ’0⁄(u¯; v; : : : ; v; w)¢:
This simulation only works for structures that contain at least two elements. One-element structures
can be treated separately because, up to isomorphism, there are only a finite number of them.
Clearly, all queries definable in FO(FOR) are in PTIME. We show in Section 3.5 that there are PTIME
queries that are not definable in FO(FOR). However, for every PTIME query Q on graphs there is a
formula ’ 2 FO(FOR) such that Q(G) 6D ’(G) for a vanishingly small fraction of n element graphs
G. Indeed, Hella et al. [HKL96] showed that a canonical ordering is definable on almost all graphs in
FO(IFP) plus the even quantifier. For future reference we call the query that expresses this ordering the
HKL query; it will be used extensively in Section 4.2. Since we saw in the last example that the even
quantifier is expressible in FO(FOR), the HKL query is also expressible in FO(FOR). Since FO(FOR)
can also easily simulate FO(IFP), FO(FOR) thus captures PTIME on almost all graphs.
3:3: BQL versus FO(FOR)
We now show that every BQL query is definable in FO(FOR).
PROPOSITION 3.2. Every query expressible in BQL is definable in FO(FOR).
Proof. The proof proceeds by induction on the structure of BQL programs. Let P be a BQL program.
For each X 2 var(P) we construct an FO(FOR) formula ’PX (x¯; ¯X ); such that for each ¿ -structure A
and P-valuation ·,
val[P;A; ·](X ) D 'a¯ j A jD ’PX [a¯; ·]“:
Here, ¯X is an enumeration of var(P). This proves the proposition, since the query expressed by P in
output variable X equals fa¯ j a¯ 2 val[P;A; ·;](X )g, which by the above equals fa¯ j A jD ’PX [a¯; ·;]g.
Note that substituting the empty predicate for a relation symbol corresponds to making it false.
We can assume that a variable that appears in the head of a for-loop, never appears in the left-hand
side of an assignment in the body of this for-loop. Indeed, consider the following program
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P1;
for jY j do
P2
od;
P3,
where P1, P2, and P3 are BQL programs. If Y occurs in the left-hand side of an assignment in P2 then
we modify the above program into
P1;
Z :D Y ;
for jY j do
P 02
od;
Y :D Z ;
P3,
where Z is a variable not occurring in P1, P2 or P3, and P 02 is obtained from P2 by replacing each
occurrence of Y by Z .
1. If P is of the form Y :D fx¯ j ’(x¯; ¯X )g, then define for each X 2 var(P)
’PX :D
(
’(x¯; ¯X ) if X D Y ;
X
¡
x1; : : : ; xarity(X )
¢
otherwise:
2. If P is of the form P1; P2, then we can assume, w.l.o.g, that ’P1X and ’
P2
Z have no first-order
variables in common. For each X in var(P2) define ’PX as the formula obtained from ’P2X by replacing
any occurrence of an atomic formula Y (y¯), where Y in var(P1), by the formula ’P1Y (y¯). Define ’PX as
’
P1
X for each X 2 var(P1)¡ var(P2).
3. If P is of the form for jY j do P 0 od, then we assume, w.l.o.g, that no’P 0X and’P
0
Z have first-order
variables in common, and that Y does not appear in the left-hand side of an assignment in P 0.
Define ’PY as Y (x1; : : : ; xarity(Y )), and define for each X 2 var(P)¡ fY g
’PX (x¯) :D (Y D ; ^ X (x¯)) _ (Y 6D ; ^ ‰X (x¯));
where the ‰X are as follows. Let var(P) :D fY; X1; : : : ; Xng. For each i D 1; : : : ; n, define
‰Xi (x¯i ) :D (9u)
£
S-FOR#y¯:Y (y¯)
x¯i uivi ;X 0i ;(x¯ j u jv j ;X 0j )1• j 6Di•n¿i ; (¿ j )1• j 6Di•n
⁄(x¯i ; u; u);
where for ‘ D 1; : : : ; n
¿‘(x¯‘; u‘; v‘; ¯X 0) :D (X 0‘ D ; ^ (u‘ D v‘! ’P
0
X‘ (x¯‘))) _ (X 0j 6D ; ^ (u‘ D v‘! fi‘)):
Here, fi‘ is the formula obtained from ’P
0
X‘ by replacing each occurrence of an atomic formula Z (z¯) by
the formula (9v)Z 0(z¯; v; v) for each variable Z 2 fX1; : : : ; Xng. We assume w.l.o.g. that no ’P 0X contains
the variable v. The arity of each X 0i is two more than the arity of Xi . The reason we do it like this, is
that a for-loop in the logic always starts with the empty relation for each relation variable, while the
variables in a for-loop in the algebra are initialized. Hence, in the simulation we initialize each variable
X with the value it has after one iteration of P 0. For this we use a tagging technique. The two extra
columns make sure that each X 0i is empty only once, namely, in the first iteration.
This simulation only works for structures with at least two elements. One-element structures can be
treated separately because, up to isomorphism, there are only a finite number of them.
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The converse of Proposition 3.2 does not hold. For non-Boolean queries this is readily seen. The
relation variables in a BQL program always hold relations that are closed under indistinguishability in
first-order logic with a fixed number of variables. To see this, let P be a BQL program. We choose k to be
the maximum of all arities of variables X in P and of the number of distinct first-order variables used in
assignment statements in P (free or bound). W.l.o.g, we assume that all atoms X (y1; : : : ; y‘) are such that
y1, : : : , y‘ are pairwise distinct. For example, X (y1; y1; y3) can be replaced with (9y3)(X (y1; y3; y2) ^
y3 D y1). We introduce some more notation. If ’ is an FOk formula and … : f1; : : : ; kg ! f1; : : : ; kg
is a bijection, then ’… denotes the formula obtained from ’ by replacing, for each i , every occurrence
of xi (both free and bound) by x… (i).
Now, on any structure A, all the for-loops of P can be unfolded into a sequence of assignment
statements. This sequence can now be transformed into an equivalent FOk formula defining the output
variable by applying iteratively the following operation: replace the subprogram
X :D ’(x1; : : : ; xm; ¯X ); Y :D ˆ(x1; : : : ; xn; ¯X )
by the assignment
Y :D ˆ 0(x1; : : : ; xn; ¯X );
where ˆ 0 is obtained from ˆ by replacing each occurrence of an atomic formula X (xi1 ; : : : ; xim )
by ’… (xi1 ; : : : ; xim ). Here, … : f1; : : : ; kg ! f1; : : : ; kg is an arbitrary bijection such that for each
j D 1; : : : ;m, … ( j) D i j .
The query defined by »2 in Example 3.2, however, is not closed under FOk-indistinguishability for
any k. Indeed, let Gk be the graph depicted in Fig. 1. Clearly, the Duplicator can answer any move of
the Spoiler in the k-pebble game played on (Gk; p) and (Gk; p0). Hence, no FOk formula can distinguish
the node p from node p0. They are, however, clearly distinguished by the formula »2 from Example 3.2.
To separate BQL from FO(FOR) with a Boolean query, we need to do more work. LetQ1 be the query
Is there a node with even outdegree? This query is definable in FO(FOR) by the sentence (9x)»2(x).
However, we show that this query is not expressible in BQL. To this end we introduce some machinery
that will prove to be useful in Section 3.5 as well.
One way to carry out separation or inexpressibility proofs w.r.t. FOR-constructs is to use struc-
tures which are simple enough to have few definable predicates (finitely many in each arity), whose
cardinalities moreover can be succinctly described in terms of basic cardinality invariants.
A complete atomic k-type over a relational vocabulary ¿ and in variables x1; : : : ; xk is a maximally
consistent collection of atoms and negated atoms in the language ¿ in the given variables. As all types
to be considered here will be atomic, we simply refer those as types. Such types correspond to complete
descriptions of the isomorphism type of a k-tuple of elements in a ¿ -structure. As ¿ is always finite
for our considerations, each type may be identified with a single quantifier-free formula, namely the
conjunction of all members of that type. Thinking of ¿ and k as fixed, we let Atp stand for the finite set
of all atomic k-types.
A partial atomic k-type corresponds to a partial description of an isomorphism type of an k-tuple. It
may be formalized as an arbitrary subset of Atp, or as an arbitrary quantifier-free formula. The translation
between these two formalizations is obvious: a formula corresponds to the set of all complete types
compatible (i.e., logically consistent) with it, and a set of complete types corresponds to the disjunction
over its members. For example, for the language of one unary predicate P , the partial 2-type characterized
by the formula x1 D x2 corresponds to the set of complete 2-types ffx1 D x2; Px1; Px2g; fx1 D
x2;:Px1;:Px2gg, and is also characterized by the formula (x1 D x2 ^ Px1 ^ Px2) _ (x1 D x2 ^
:Px1 ^:Px2), which is logically equivalent to x1 D x2. We want to admit the empty subset of Atp as
FIG. 1. The graph Gk .
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a partial type, corresponding to any unsatisfiable formula (e.g., :x1 D x1). Let2 D P(Atp) (power set
of Atp) be the set of partial types. A tuple a¯ in A realizes a type µ iff A jD µ [a¯]. We write atpA(a¯) for
the complete type realized by a¯ in A. Over a particular structure A one often identifies a type with the
set of those tuples that realize it:
µ [A] D fa¯ flfl A jD µ [a¯]g:
The following is an ad-hoc definition for the purposes of our separation proofs.
DEFINITION 3.1. Call a ¿ -structureA simple if its automorphism group acts transitively on its atomic
types, i.e., if for any two a¯ and a¯0 in A which realize the same complete atomic type, there is an
A-automorphism taking a¯ to a¯0.
As definable predicates over any structure (definable in any reasonable logic) are necessarily closed
under automorphisms, it is obvious that any definable predicate over a simple structure A must be a
union of sets µi [A] for some complete types µi , i.e., a set µ [A] for some partial type µ 2 2. Indeed, if
R ‰ Ak is definable (in any logic), then
R D µ [A] where µ DWa¯2R atpA(a¯):
We now apply this to the study of the semantics of BQL programs over simple structures. As the
valuation transformation induced by a program passes from definable predicates to definable predicates,
its semantics can actually be described as a mapping on partial types. But first we must normalize the
given program so that all its effects can be described in one and the same arity k. Given P we choose k to
be the maximum of all arities of variables X in P and of the number of distinct first-order variables used
in assignment statements in P (free or bound). It is checked that the semantics of P remains essentially
unchanged if we replace any variable X of P whose arity is s < k by a padded version X 0 or arity k,
whose intended interpretation (during all stages of the evaluation of P) is
X 0 D f(x1; : : : ; xs; xsC1; : : : ; xk) j (x1; : : : ; xs) 2 X; xs D xsC1 D ¢ ¢ ¢ D xkg:
In order to force this interpretation, we need merely replace any assignment X :D fx¯ j ’(x¯)g in
P by the modified assignment X 0 :D fx¯ j ’(x¯) ^Vs• j•k xs D x j g, and any X (x¯) in a formula by
(9xs) : : : (9xk)(X (x¯) ^
V
s• j•k xs D x j ). Note in particular that the replacement of X by X 0 preserves
the cardinality of X , so that the use of X 0 in place of X in FOR-instructions is unproblematic.
¿From now on we assume that all variables in P are k-ary, and that no assignment statement in P
uses first-order variables other than x1; : : : ; xk . Let ¯X D (X1; : : : ; Xl) list the variables of P , so that
the semantics of P is formalized over A as a mapping
P: (P(Ak))l ! (P(Ak))l ;
from an initial valuation to the final valuation for ¯X .
DEFINITION 3.2. Let A be simple. Then R ‰ Ak is admissible if it is closed under automorphisms
of A, i.e., if R D µ [A] for some partial type µ 2 2. A valuation · on A is admissible if all ·(X ) are
admissible.
Note that any BQL program P can only produce admissible valuations (final or intermediate) when
initialized with an admissible valuation of its variables. As the default valuation ·; in particular is
admissible, we need only consider admissible valuation throughout. For P as above, the semantics on
admissible valuations over simple A is thus faithfully described by the mapping
0AP :2
l ! 2l
(µ1; : : : ; µl) 7! ( ˆµ1; : : : ; ˆµl);
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defined by the requirement that
val[P;A; ·](Xi ) D ˆµi [A] for i D 1; : : : ; l;
where ·(X j ) D µ j [A] for j D 1; : : : ; l.
For the following inductive definition of 0AP we fix A and omit the superscripts where convenient.
We first treat assignment statements (or first-order formulas) in variables x1; : : : ; xk , then composition
and for-loops.6 For the first-order steps in (A)–(C) we may think of a program P consisting of just the
assignment X1 :D fx¯ j’(x¯)g, and we merely specify the value of ˆµ1, as trivially ˆµi D µi for i > 1.
(A) Atomic formulas: if ’ is a ¿ -atom or an equality-atom, put ˆµ1 D ’; if ’ is an ¯X -atom,
’ D Xi (xi1 ; : : : ; xik ), put ˆµ1 D µi (xi1 : : : xik ).
(B) The Boolean connectives translate straightforwardly to Boolean set operations on ˆµ1.
(C) Existential quantification: w.l.o.g., consider the case of ’ D (9xi )X1. Then ˆµ1 is the set of
all those complete types whose restrictions to variables x1; : : : ; xi¡1; xiC1; xk are compatible (logically
consistent) with µ1.
(D) Composition: if P D P1; P2, and if 0i is as desired for Pi , then clearly 0P D 02 – 01
(functional composition) is good for P .
(E) For-loops: let P D for jXi j do P0 od. Then0AP D (0AP0 )” (”-fold iteration) where ” D jµi [A]j.
Note that there are only finitely many mappings 0:2l ! 2l , since 2 itself is finite. It follows that
for any particular 0, there is some constant q0 such that 0”Cq0 D 0” for all sufficiently large ”. Taking
for q the product of all q0 , we find that
0”Cq D 0”; for all 0 and sufficiently large ”, (1)
i.e., from some value of ” onward, the ”-fold iteration of any 0 merely depends on ”mod q rather than
on ” itself.
We exploit this behavior over families of simple structures A which admit a transparent description
of the crucial values for the cardinalities of the sets µ [A] (the values for ” in the semantics of for-loops).
Here are two examples, which we will both use for inexpressiblity proofs in the sequel. Both families
are indexed by a pair of parameters n;m and the crucial counting values turn out to be polynomials in
n and m.
EXAMPLE 3.3. Let ¿ D fU g for a unary predicate U . LetA(n;m) have n elements in U and m outside.
Any complete atomic k-type µ is uniquely characterized by the following data:
† a partition of fx1; : : : ; xkg in terms of membership in U and its complement;
† for each part the equivalence relation which µ induces on it in terms ofD; let k1 and k2 be their
indices.
Then the following polynomial describes the cardinality of the set µ [A(n;m)], provided n ‚ k1 and
m ‚ k2:
pµ (n;m) D n(n ¡ 1) ¢ ¢ ¢ (n ¡ k1 C 1)m(m ¡ 1) ¢ ¢ ¢ (m ¡ k2 C 1):
For later use we note the following. Consider s • k and a fixed complete s-type ‰. Then the number
of extensions that any given s-tuple that realizes ‰ has to tuples that realize a given (partial) k-type µ ,
is also described by a polynomial with positive integer coefficients, which is either constant or strictly
monotone in at least one of n or m. More precisely,flfl'¯b j (a¯; ¯b) 2 µ£A(n;m)⁄“flfl D pµ=‰(n;m);
6 In Section 3.5, a very similar analysis will be applied to FO(FOR) formulas where, in fact, only the way in which for-loops
are treated has to be modified; (A)–(C) will be unchanged.
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for any fixed a¯ with atp(a¯) D ‰, where
pµ=‰ D pµ^‰p‰ :
Note that ‰ in the denominator is regarded as an s-type. We merely need to consider the case of
complete µ which are consistent with ‰. But this means that ‰ is actually the restriction of µ to variables
x1; : : : ; xs . The respective indices k1; k2 for µ and k 01; k 02 for ‰ clearly satisfy k 0i • ki , whence the quotient
pµ=‰ reduces to a polynomial by cancellation of common terms.
EXAMPLE 3.4. Let ¿ D fEg, E binary. Let A(n;m) be such that E is an equivalence relation with
precisely n equivalence classes each of which has precisely m elements. Any complete atomic k-type
µ , which is realizable in A(n;m), is uniquely characterized by the following data
† the equivalence relation which it induces on fx1; : : : ; xkg in terms of E ; let fi1; : : : ; fii be its
classes.
† for each fi j the equivalence relation which µ induces on fi j in terms of D; let k j be its index.
Then the following polynomial describes the cardinality of the set µ [A(n;m)] for n ‚ i and m ‚ max j k j :
pµ (n;m) D n(n ¡ 1) ¢ ¢ ¢ (n ¡ i C 1)
Qi
jD1(m(m ¡ 1) ¢ ¢ ¢ (m ¡ k j C 1)):
Note that pµ (n;m) is a multiple of the product nm and strictly monotone in both n and m, and this
property remains true for all realizable partial µ .
We now use Example 3.4 to separate BQL from FO(FOR) by a Boolean query. While clearlyA(n;m) jD
(9x)»2(x) if and only if m is even7 (cf. Example 3.2), we show that no BQL program draws this
distinction.
In Section 3.5, we shall use similar techniques and Example 3.3 to show that FO(FOR) cannot define
the subclass of those A(n;m) with n D m (the equicardinality query).
THEOREM 3.1. BQL is strictly weaker than FO(FOR).
Proof. For the proof we use theA(n;m) of Example 3.4 and show that no BQL program accepts exactly
those A(n;m) for which m is even. Let P be any BQL program in variables X1; : : : ; Xl , normalized so
that the arity of every Xi is k and all assignments only use variables x1; : : : ; xk . We then show the
following.
Claim. There is a constant q and finitely many polynomials p(n;m), all of them multiples of nm,
such that for all A(n;m) with sufficiently large n;m, the mapping 0A(n;m)P only depends on the values
p(n;m) mod q .
This proves the desired inexpressibility: choosing a sufficiently large multiple of q for n, and m just
sufficiently large, it follows that P cannot distinguish between A(n;m) and A(n;mC1).
For the proof of the claim, we use as polynomials p(n;m) all the pµ describing the cardinalities
of sets µ [A(n;m)] for sufficiently large n;m, for those µ that are realized in A(n;m). Choose q such
that all 0 on 2l satisfy 0”Cq D 0” for all sufficiently large ”, cf. (1) above. We prove the claim for
these choices, by induction on P and the corresponding 0P , following (A)–(E) above. The claim goes
trivially through for (A)–(D), and it remains to discuss (E) concerning for-loops. This is in fact the
only place where a dependency on certain pµ (n;m) mod q comes up. Suppose then that our program
is of the form for jX j do P od, and that 0P only depends on the p(n;m) mod q for all sufficiently
large n;m. We must show that the same is true of (0P )” where ” D jµ [A(n;m)]j D pµ (n;m) for
some µ 2 2. We distinguish two cases, according to whether or not µ [A] is empty (µ unsatisfiable).
(Note that this is a legitimate case distinction as µ is one of the arguments µ1; : : : ; µl for 0, and as
µ [A] is empty for all A(n;m) or for none, provided n;m are sufficiently large.) If µ [A] is empty, the
claim is trivial. Otherwise jµ [A(n;m)]j D pµ (n;m) is strictly monotone in both n and m. It follows that
” D jµ [A(n;m)]j D pµ (n;m) is sufficiently large for sufficiently large n;m, and therefore (0P )” will
7 Note that E is an equivalence relation.
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indeed only depend on 0P and pµ (n;m) mod q. Using the inductive hypothesis on 0P , this proves the
claim.
It is natural to ask whether there is a fragment of FO(FOR) which is equivalent to BQL. The FO(FOR)
formula »2 of Example 3.2 uses an individual parameter x in its head formula. Hence, to find a fragment
of FO(FOR) equivalent to BQL, one could try to exclude individual parameters from head formulas.
This, however, is not enough, since they can be simulated by relational parameters in the head and
individual parameters in the body as is shown in the following proposition.
PROPOSITION 3.3. For every FO(FOR) formula there exists an equivalent FO(FOR) formula that
does not use individual parameters in head formulas (but can still use relational parameters in head
formulas).
Proof. The proof proceeds by induction on the structure of FO(FOR) formulas. We only consider
the interesting case. Consider the formula
» (u¯; y¯; ¯Y ) D £FOR#z¯:ˆ(z¯;u¯;y¯; ¯Y )x¯;X ’(x¯; y¯; X; ¯Y )⁄(u¯):
Define » 0(u¯; y¯; ¯Y ) as follows,
» 0(u¯; y¯; ¯Y )
:D (8q¯)£FOR#v:vDvq¯;Q ((Q D ; ^ q¯ D (u¯; y¯)) _ (Q D f(u¯; y¯)g ^ q¯ D q¯) _ (Q D all ^ q¯ D q¯))
^ £FOR#z¯:fi(z¯;Q)x¯;X ((Q D ; _ Q D all) ^ x¯ D x¯) _ (Q 6D ; ^ Q 6D all ^ ’(x¯; y¯; X; ¯Y ) ⁄(u¯)⁄(q¯):
Here Q is a relation variable whose arity equals the width of y¯. Further, Q D all, Q D f(u¯; y¯)g,
and Q D ; are abbreviations for (8q¯)Q(q¯), (8q¯)(Q(q¯) $ q¯ D (u¯; y¯)), and (9q¯)(Q(q¯)), respectively.
Finally, fi(z¯; Q) is the formula
(9u¯)(9y¯)(Q(u¯; y¯) ^ Q 6D all ^ ˆ(z¯; u¯; y¯; ¯Y )) _ ((Q D ; _ Q D all) ^ z¯ D z¯)):
Let A be a structure with at least two elements, and let ¯T , a¯, and ¯b be interpretations for ¯Y , u¯, and y¯,
respectively. We have to show that
A jD » [a¯; ¯b; ¯T ], A jD » 0[a¯; ¯b; ¯T ]:
Suppose A jD » [a¯; ¯b; ¯T ].
1. In the first iteration of the outer for-loop, Q D ;. The inner for-loop will do jAjn iterations,
with n the width of z¯. The variable X then gets the value Am , with m the width of x¯ , which of course
contains a¯. Furthermore, Q is set to f(a¯; ¯b)g. Note that we introduced free variables u¯ and y¯ in the body
of the inner for-loop.
2. In the second iteration, the inner for-loop will do jfc¯ j A jD ˆ[c¯; a¯; ¯b; ¯T ]gj iterations as does
» . By assumption, a¯ belongs to the final value of X . So after the second iteration of the outer for-loop,
Q D Ar , with r the sum of the width of u¯ and y¯.
3. For each further iteration, a¯ will belong to the final value of X , and Q will stay the full relation.
Hence, A jD » 0[a¯; ¯b; ¯T ].
Conversely, suppose A 6jD » [a¯; ¯T ]. Then the value of Q will alternate between the empty relation and
f(a¯; ¯b)g. Hence, Q will never be the full relation, and A 6jD » 0[a¯; ¯b; ¯T ].
Individual parameters occurring in body formulas can be eliminated, possibly at the expense of
introducing extra individual parameters in head formulas.
PROPOSITION 3.4. For every FO(FOR) formula there exists an equivalent FO(FOR) formula that
does not use individual parameters in body formulas (but can still have individual parameters in head
formulas).
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Proof. Consider an application of the FORx¯;X -operator to a formula ’(x¯; z¯; X ) with individual
parameters z¯ (relational parameters suppressed). We wish to eliminate these individual parameters and
can do so at the expense of a corresponding increase in the arity of X . Let the arity of X 0 be the sum of the
arities of X and z¯. The intended interpretation of the iteration stages for X 0 is X 0n D f(x¯; z¯)
flfl x¯ 2 ’n[z¯]g.
This is achieved by renaming all bound variables in ’ so that they are different from those in z¯, and then
replacing any atom of the form X (y¯) by X 0(y¯; z¯). Hence, if X (y¯) occurs in a head formula we introduce
the new individual parameters z¯. Call the resulting formula ’0(x¯; z¯; X 0). The following equivalence is
then immediate: £
FOR#y¯:ˆx¯;X ’(x¯; z¯; X )
⁄(x¯) · £FOR#y¯:ˆx¯ z¯;X 0’0(x¯; z¯; X 0)⁄(x¯; z¯):
Disallowing individual parameters in both head and body formulas leads to a fragment of FO(FOR)
equivalent to BQL.
PROPOSITION 3.5. The fragment of FO(FOR) that does neither allow individual parameters in heads
nor in bodies of for-loops is equivalent to BQL.
Proof. It follows from the proof of Proposition 3.2 that any BQL query can be simulated in FO(FOR)
without individual parameters in the head or in the body.
We next show that for any FO(FOR) formula » (u¯; ¯Y ) without individual parameters in the head or in
the body, there exists a BQL program P» , with output variable Xout;» , such that for any P» -valuation ·
and structure A,
val[P» ;A; ·](Xout;» ) D fa¯ j A jD » [a¯; ·]g:
The proof proceeds by induction on the structure of » . We only consider the interesting case. Let » be
of the form
» (u¯; ¯Y ) :D £FOR#z¯:ˆ(z¯; ¯Y )x¯;X ’(x¯; X; ¯Y )⁄(u¯):
Then define P» as the following BQL program
Pˆ ;
X :D ;;
for jXout;ˆ j do
P’ ;
X :D Xout;’ od;
Xout;» :D X .
3:4: Inflationary versus Noninflationary Iteration
If, in the definition of the semantics of the FOR operator we replace the stages’m by ’˜m (cf. Section 2),
we obtain the inflationary version of FOR which we denote by IFOR.
It is routine to verify that FO(IFOR) collapses to FO on sets (i.e., over vocabularies consisting of unary
relation names only). Indeed, each FO(IFOR)-definable relation is a union of automorphism classes and
each automorphism class is definable by a quantifier-free formula. Since there is a uniform bound on the
number of quantifier-free definitions (up to logical equivalence) and the bodies of for-loops iterate in an
inflationary manner, each for-loop in FO(IFOR) can only iterate a fixed number of times (independent
of the input structure). Hence, each for-loop is definable in first-order logic. Consequently, it is not
expressible in FO(IFOR) that the cardinality of a set is even (since this is not expressible in FO [EF95]).
This implies that FO(IFOR) is strictly weaker than FO(FOR).
On the other hand, FO(IFOR) is strictly more expressive than FO(IFP). Indeed, consider the vocab-
ulary ¿ D fU; Rg with U unary and R binary, and let Q2 be the following Boolean query: Q2(A) is
true if RA is a chain, i.e., a successor-structure, and jUAj ‚ jRAj (here jUAj denotes the cardinality of
the set UA). The query Q2 is not definable in FO(IFP). Indeed, if ’ is an FO(IFP) sentence, then, for
some k, ’ is equivalent to an Lk1! sentence [EF95]. Let A be a structure where jUAj D k and RA is
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a chain of k C 1 elements not occurring in UA, and let B be a structure where jUBj D 2k and RB is a
chain of k C 1 elements not occurring in UA. The Duplicator can win the k-pebble game on A and B
by following the following strategy: when the Spoiler picks an element of a chain, the Duplicator picks
the corresponding element on the other chain; and, when the Spoiler picks an unpebbled element in U ,
then the Duplicator responds with an arbitrary unpebbled element in the set of the other structure (we
may assume that no element ever has two pebbles on it). This means thatA and B are indistinguishable
in Lk1!. Hence, ’ cannot defineQ2 becauseA satisfiesQ2 and B does not. However,Q2 can be defined
in FO(IFOR) by the formula
1chain ^ (8z)¡last(z)! £IFOR#x :U (x)x;X first(x) _ (9y)(X (y) ^ R(y; x))⁄(z)¢;
where chain is an FO(FOR) sentence saying that R is a chain, and first(x) and last(z) define the
first and the last element of the chain, respectively. This yields the following proposition.
PROPOSITION 3.6. FO(IFOR) lies strictly between FO(IFP) and FO(FOR).
3:5: A Comparison with Logics that Count
Inflationary fixpoint logic with counting [GO93, Ott96, Ott97], denoted by FO(IFP; #), is a two-
sorted logic. With any structure A with universe A, we associate the two-sorted structure A⁄ :D
A [ hf0; : : : ; ng;•i with n D jAj and where • is the canonical ordering on f0; : : : ; ng. The two sorts
are related by counting terms: if ’(x; y¯) is a formula, then #x [’] is a term of the second sort. For any
interpretation ¯b for y¯, the value of this term equals the number of elements a that satisfy ’(a; ¯b). The
IFP operator can be applied to relations of mixed sort. Counting terms can be extended to apply to the
counting of tuples and to yield tuples that correspond to the jAj-adic expansion of numbers, without
increasing the expressive power of FO(IFP; #). We will assume some familiarity with this logic and
refer the reader to the sources just cited.
Every FO(FOR) formula can readily be simulated in FO(IFP; #).
PROPOSITION 3.7. FO(IFP; #) is at least as powerful as FO(FOR).
Proof. We count the number of tuples in the relation defined by the head formula and then iterate
the body formula that number of times. The only problem is that FO(IFP; #)iterates in an inflationary
manner while FO(FOR) in general does not. We resolve this by tagging each stage by a different number.
If
» (u¯; y¯; ¯Y ) D £FOR#z¯:ˆ(z¯;u¯;y¯; ¯Y )x¯;X ’(x¯; y¯; X; ¯Y )⁄u¯;
where z¯ D z1 : : : z‘, then » is equivalent to
(9 ¯‚)( ¯‚ D #z¯ˆ⁄ ^
[IFP„¯;x¯;X 0 („¯ D ¯0 ^ ’⁄(x¯; y¯; ;; ¯Y )) _ (9”¯)(9w¯)(X 0(”¯; w¯) ^ ”¯ < ¯‚ ^ „¯ D ”¯ C 1 ^ ’⁄1 ]( ¯‚; u¯)):
The cardinality of the relation defined by ˆ is bounded by jAj‘ on an input structureA. An (‘C 1)-ary
tuple then represents a number between 0 and jAj‘C1 ¡ 1 in jAj-adic notation. The formulas ˆ⁄ and
’⁄ are the FO(IFP; #) formulas equivalent to respectively ˆ and ’; X 0 is a mixed relation of arity
(‘C 1; arity(X )); and ’⁄1 is obtained from ’⁄ by replacing each occurrence of X (v¯) by X 0(”¯; v¯).
We next show that the subsumption of FO(FOR) by FO(IFP; #) is strict. In fact, we show that the
equicardinality query f(A;U ) j jU j D jAnU jg is not definable in FO(FOR).
As we did for BQL in Section 3.3, we analyze the semantics of FO(FOR) formulas over simple
structures in terms of mappings on partial types. It is useful to put formulas into a restricted normal
form, w.r.t. arities of relation variables, the number of distinct first-order variables used, and w.r.t. to
the role of first-order (individual) parameters in for-loops.
By Proposition 3.4, we can assume no body formula contains individual parameters. Normalization
of all relation variables to some common arity, which is larger than the number of different first-order
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variables used, is straightforward just as for BQL. So we can assume from now on that every FO(FOR)
formula uses no other first-order variables than x1, : : : , xk , that all occurring relation variables are of
arity k, and that FOR-applications are of the form FORx¯;X where x¯ D (x1; : : : ; xk). By trivial renamings
of variables we may also assume that the heads in FOR-applications always are of the form # y¯ : ˆ(x¯)
where y¯ D (xsC1; : : : ; xk) for some 0 • s • k (relational parameters may occur but are suppressed for
clarity).
Let ’(X1; : : : ; Xl ; x1; : : : ; xk) be an FO(FOR) formula. Just as for BQL it is easy to see that over
simple structures, the semantics of such ’ for admissible valuations is faithfully represented by a
mapping
0A’ :2
l ! 2
(µ1; : : : ; µl) 7! ˆµ
such that
ˆµ [A] D fa¯ 2 Ak jA jD ’[µ1[A]; : : : ; µl[A]; a¯]g:
Again there are only finitely many such mappings, whence their iterations in for-loops will eventually
have to be periodic. The type of iteration we encounter here—for a FOR-application FORx¯;Xi to a body
formula ’ whose semantics is represented by 0 say—is of the form (0(i))” for
0(i):2l ! 2l
¯µ 7! (µ1; : : : ; µi¡1; 0( ¯µ ); µiC1; : : : ; µl):
Just as in the treatment of BQL, therefore, we find some modulus q such that for all sufficiently large
” and all 0 and i
¡
0(i)
¢”Cq D ¡0(i)¢” : (2)
The inductive generation of the 0’ follows the steps (A)–(C) outlined for BQL. We concentrate on
the FOR-step and consider the formula
’( ¯X ; x¯) D £FOR#y¯:’1(x¯)x¯;X1 ’0( ¯X ; x¯)⁄(x¯);
where y¯ D (xsC1; : : : ; xk) for some 0 • s • k, and x¯ D (x1; : : : ; xk). Assume that 00 and 01
represent the semantics of ’0 and ’1 over some simple A. Recall how the number of ’0-iterations to
be performed to determine whether A jD ’[a¯] depends on (a1; : : : ; as), the parameters in the counting
expression # y¯ : ’1. Over simpleA this dependence reduces to a dependence on atpA(a1; : : : ; as). Clearly
’(x¯) ·W‰(‰(x¯)^’(x¯)), where ‰ ranges over all complete s-types (regarded as partial k-types). Since
Boolean operations are trivial, we may treat just one particular disjunct, or actually assume w.l.o.g. that
we are dealing with ’ :D ’ ^ ‰ for some fixed ‰. Then the following mapping is adequate for ’:
0A’ ( ¯µ ) D
‡¡
0A0
¢(1)·”( ¯µ 0);
where ¯µ 0 D (;; µ2; : : : ; µl) (initialization X1 :D ;), and
” D ”( ¯µ ) D flfl'¯b 2 A(k¡s) j (a¯; ¯b) 2 0A1 ( ¯µ )[A]“flfl
for any fixed a¯ D (a1; : : : ; as) with atp(a¯) D ‰:
(3)
We use the family of structures A(n;m) of Example 3.3, consisting of a set A of size n C m and a
subset U ‰ A of size n, to show the following separation.
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THEOREM 3.2. FO(FOR) is strictly weaker than FO(IFP, #), in fact the equicadinality query f(A;U ) j
jU j D jAnU jg is not definable in FO(FOR).
Proof. We show that no sentence ’ of FO(FOR)is satisfied by exactly those A(n;m) of Example 3.3
where n D m.
Claim. Let’ be an FO(FOR) sentence. There are a constant q and finitely many polynomials p(n;m)
with positive integer coefficients, such that for allA(n;m) with sufficiently large n;m, the mapping0A(n;m)’
only depends on the values p(n;m) mod q.
This implies that ’ cannot distinguish betweenA(n;n) andA(n;nCq) for sufficiently large n. It remains
to argue for the claim. We use as polynomials the pµ=‰(n;m) already considered in Example 3.3, and
for q the modulus of (2) above. Note that the pµ=‰ exactly correspond to the counting values ” needed in
(3). With these choices, the inductive proof of the claim is obvious for first-order steps. FOR-steps are
treated according to the above preparation, always relative to some fixed ‰. We inductively assume that
the 0i are determined by the values p(n;m) mod q. Then so are (00)(1) and µ D 01( ¯µ ), and hence also
”mod q D pµ=‰(n;m) mod q . Note that ” D pµ=‰(n;m) is either constant or sufficiently large for all
sufficiently large n;m. In either case we find that indeed ((00)(i))” is determined by the p(n;m) mod q
as claimed.
Although FO(FOR) is strictly weaker than fixpoint logic with counting, it is strictly more expressive
than fixpoint logic with modular counting only. The latter logic is defined as the extension of FO(IFP)
with generalized quantifiers Dn x’(x; y¯), for each natural number n ‚ 2, meaning thatA jD Dn x’(x; a¯)
if and only if jfb j A jD ’(b; a¯)gj · 0 (mod n).
We show that the query Q2 from Section 3.4 is not expressible in FO(IFP) plus modular counting:
THEOREM 3.3. FO(FOR) is strictly stronger than FO(IFP) plus modular counting.
Proof. We first outline how modular counting can be simulated in FO(FOR). The formula Dn x’(x; y¯)
is simulated by
(8x)(:’(x; y¯)) _ (9x0)
£
S-FOR#x :’(x;y¯)x0;X0;:::;xn¡1;Xn¡1ˆ0; : : : ; ˆn¡1
⁄(x0);
where ˆ0 :D Xn¡1(x0)^:X0(x0);
ˆ1 :D ((X0 D ; ^ X1 D ;)! x1 D x1) ^ (X0 6D ; ! X0(x1)) ^ (X1 6D ; ! x1 6D x1);
and for i D 2; : : : ; n ¡ 1, ˆi :D Xi¡1(xi ) ^ :Xi (xi ). After i iterations of the body of the for-loop, if
i > 0 then X j 6D ; if and only if i · j (mod n).
For the separation, we use the following modification of the pebble game defined in Section 2, which
we call the (k; Dn) pebble game. In a round of the (k; Dn) pebble game on two structuresA and B, the
Spoiler chooses a structure (sayA), one of the k pebbles (say i), a natural number m smaller than equal to
n, and a set X µ A. The Duplicator then answers by choosing a set Y µ B such that jX j · jY j(mod m).
The Spoiler now puts pebble i on an element b 2 B, whereafter the Duplicator puts pebble i on an
element a 2 A such that a 2 X if and only if b 2 Y . The winning conditions are defined just as for the
ordinary pebble game.
It follows from the work of Kolaitis and Va¨a¨na¨nen [KV95] that if the Duplicator wins the (k; Dn)
pebble game on A and B with the pebbles initially placed on a¯ and ¯b, then for any FO(IFP) formula ’
with at most k different variables and that uses only quantifiers Dm with m • n:
A jD ’(a¯), B jD ’(¯b):
Suppose toward a contradiction that Q2 is defined by the formula ’ that uses at most k different
variables and where n is a natural number such that for every quantifier Dm that occurs in ’, m • n
and n! > k. Let A be a structure with jUAj D 2k ¢ n! and where RA is a chain of 3k ¢ n! elements not
occurring in UA, and let B be a structure with jUBj D 3k ¢n! and where RB is a chain of 3k ¢n! elements
not occurring in UA. We now describe the winning strategy of the Duplicator in the (k; Dn) pebble
game on A and B. On the chain R, the Duplicator picks exactly the same elements in A (respectively,
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B) as the Spoiler does in B (respectively, A). Therefore, we restrict attention to moves in U . Since U
is a simple set disjoint from R, the response of the Duplicator is obvious once the sets X and Y are
chosen. Hence, we only discuss the choice of the latter.
Assume the elements a¯ and ¯b are pebbled and a¯! ¯b is a partial isomorphism ofA and B. We denote
the value of the i th pebble in A and B by …A(i) and …B(i), respectively.
1. The Spoiler chooses a subset X of UA and a natural number 2 • m • n.
(i) If jX j D jUAj ¡ j , for some j 2 f0; : : : ; kg, then the Duplicator takes a subset Y in
UB of size jUBj ¡ j such that for every pebble i , …A(i) 2 X if and only if …B(i) 2 Y . We have,
jX j · jY (mod m) since jUAj · jUBj (mod m).
(ii) If jX j < jUAj¡k then the Duplicator takes a subset Y in UB of size jX j such that for every
pebble i , …A(i) 2 X if and only if …B(i) 2 Y . We trivially have jX j D jY j (mod m).
2. The Spoiler chooses a subset Y of UB and a natural number m • n.
(i) If jY j D jUBj ¡ j , for some j 2 f0; : : : ; kg, then the Duplicator takes a subset X in
UA of size jUAj ¡ j such that for every pebble i , …A(i) 2 X if and only if …B(i) 2 Y . We have,
jX j · jY j (mod m) as jUAj · jUBj(mod m).
(ii) If jY j < jUAj¡ k then the Duplicator takes a subset X in UA of size jY j such that for every
pebble i , …A(i) 2 X if and only if …B(i) 2 Y .
(iii) If jUAj ¡ k • jY j < jUBj ¡ k then the Duplicator takes a subset X in UA of size
k ¢ n!C (jY j mod n!) such that for every pebble i , …A(i) 2 X if and only if …B(i) 2 Y .
We end this section with the following observation. FO(IFP; #) formulas are not evaluated on the
¿ -structures themselves but on the expansion of these ¿ -structures with an initial fragment of the natural
numbers. Hence, it is interesting to ask how FO(FOR) compares to FO(IFP) when we make these natural
numbers also available to FO(FOR) formulas (as is the case for FO(IFP; #) but without the counting
terms). It turns out that under these conditions, FO(FOR) becomes equally powerful as FO(IFP; #). For
example, we can easily simulate „ D #x [’] as [FOR#x :’„;M„ :D „ C 1](„), where „ :D „ C 1 is an
abbreviation of the FO formula that defines „ as 1 in the first iteration and then subsequently increases
„ in M ˆy 1.
4. NESTING OF FOR-LOOPS
In this section we study the nesting of for-loops in both BQL and FO(FOR).
4:1: Nesting in BQL
The nesting depth of a BQL program P , denoted by depth(P), is inductively defined as follows:
(i) the depth of an assignment statement is 0;
(ii) depth(P1; P2) :D maxfdepth(P1); depth(P2)g; and
(iii) depth(for jX j do P od) :D depth(P)C 1.
For i ‚ 0, let BQLi be the fragment of BQL consisting of BQL programs of nesting depth at most i .
We refer to BQL1 as unnested BQL. Note that BQL0 programs do not have any for-loops at all.
THEOREM 4.1. Unnested BQL is strictly weaker than BQL.
Proof. Take the vocabulary ¿ D fE;Cg, with E binary and C unary. We consider graphs (with edge
relation E) of the form of a chain, where to each node of the chain is attached a separate nonempty set
of nodes. The chain is distinguished in the structure by the unary relation C . The attached sets are of
various sizes bounded above by the length of the chain. If n is the length of the chain and fii is the size
of the i th set, then this structure is denoted by fi D (fi1; : : : ; fin); this is an element of f1; : : : ; ngn . We
denote the graph associated to fi by Gfi . In Fig. 2, an example of such a structure is depicted.
Now, let Q3 be the binary query defined by
Q3(Gfi) :D f(i; fii ) j i 2 f1; : : : ; ngg:
By the numbers i and fii we mean respectively the i th and fii th element of the chain. Observe that this
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FIG. 2. fi D (fi1; : : : ; fin).
query is injective. That is, if fi and fl are two different n-tuples thenQ3(Gfi) 6D Q3(Gfl). We can express
Q3 by the BQL program in Fig. 3.
Suppose that P is an unnested BQL program that computes Q3. Let k be the maximum number
of first-order variables used in P , let d be the number of (unnested!) for-loops in P , and let ‘ be the
maximum arity of the relation variables that appear as heads of for-loops in P .
For any k ‚ 2 and any n large enough there always exist two nonisomorphic graphs Gfi and Gfl
with fi; fl 2 fk; : : : ; ngn in which the cardinalities of the relations occurring in the heads of all the
for-loops in P are equal. Indeed, the number of possible sequences of cardinalities of heads in P is
bounded by the polynomial (n(n C 1)C 1)d‘, because n(n C 1) is the maximal number of elements in
such graphs, and there are d heads of arity at most ‘, while there are exponentially many elements in
fk; : : : ; ngn .
These Gfi and Gfl are also indistinguishable in FOk , because fii ; fli ‚ k. Indeed, if the Spoiler pebbles
the i th element of the chain, then the Duplicator pebbles the i th element of the other structure; if the
Spoiler pebbles an element in the i th set, then the Duplicator pebbles an element in the i th set of the
other structure. Moreover, the result of P on input Gfi , denoted by P(fi), is indistinguishable in FOk
from the result of P on input Gfl , denoted by P(fl), since in both structures P is evaluated as the
same sequence of FOk-definable substitutions. Indeed, recall that we chose Gfi and Gfl such that every
for-loop iterates the same number of times on both structures.
Now, P(fi) and P(fl) are indistinguishable subsets of chains of equal length, so they must in fact be
equal, because every element of a chain is distinguishable from all others in FO2 [Ott97]. Hence, the
query expressed by P is not injective. This leads to the desired contradiction, because we noted thatQ3
is injective.
Note that the queryQ3 used in the above proof is not a Boolean query. It remains open whether there
exists a Boolean query that separates BQL from unnested BQL.
We next show that the nesting hierarchy is not strict.
THEOREM 4.2. BQL is equivalent to BQL2.
Proof. We show that every BQL program is equivalent to a program in a normal form that contains
both for- and while-loops. This program can then easily be transformed into an equivalent BQL2
FIG. 3. A BQL2 program that computes Q3, where first(x) is an abbreviation for C(x) ^ :(9y)(E(y; x)).
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program. More precisely, we show that every BQL program is equivalent to a program of the form
P1; while Y 6D ;do P2 od; (?)
where P1 does not contain a for-loop nor a while-loop; P2 is an unnested BQL program; and the variable
Y becomes empty on any structure after at most a polynomial number of iterations.
If on any input structure A the variable Y becomes empty after at most jAj‘ iterations then we say
that Y is bounded by ‘. We say that Y is polynomially bounded if it is bounded for some ‘. A program
that contains both while-loops and for-loops is a mixed program; such a program is in mixed normal
form if it is of the form (?).
Let us show that any program in mixed normal is in fact equivalent to a BQL2 program. We first
need some terminology. Let ˆ be a first-order sentence over the vocabulary ¿ expanded with the
relation variables. We define a mapping ‰ˆ from BQL programs to BQL programs inductively as
follows:8
1. ‰ˆ (X :D fx¯ j ’(x¯)g) :D (X :D if ˆ thenfx¯ j ’(x¯)g else X );
2. ‰ˆ (P1; P2) :D (‰ˆ (P1); ‰ˆ (P2));
3. ‰ˆ (for jX j do P od) :D (for jX j do ‰ˆ (P) od).
The mapping ‰ˆ is defined for RQL programs in a similar manner. (Recall that RQL is the extension
of the relational calculus with while-loops defined at the end of Section 3.1.)
By the following lemma, it suffices to show that every BQL program can be brought into mixed
normal form.
LEMMA 4.1. Each mixed program P in mixed normal form is equivalent to a BQL2 program.
Proof. If P is of the form
P1; while Y 6D ;do P2; od;
where Y is bounded by ‘, then P is equivalent to
P1; X :D A‘; for jX j do ‰Y 6D;(P2) od;
where X does not occur in P1 and P2, and X :D A‘ is an abbreviation for X :D f(x1; : : : ; x‘) j x¯ D
x¯g.
Programs in mixed normal form can easily be manipulated as shown in the next lemma.
LEMMA 4.2. If Q1 and Q2 are two programs in mixed normal form; then Q1; Q2 and while X 6D ;
do Q1 od are also equivalent to programs in mixed normal form, provided X is polynomially bounded.
If Q is an unnested BQL program then Q1; Q and Q; Q1 are equivalent to programs in mixed normal
form.
Proof. If Q1 is in mixed normal form
P0; while X1 6D ;do P1 od;
and Q2 is in mixed normal form
P2; while X3 6D ;do P3 od;
X1 is bounded by ‘ and X3 is bounded by ‘0, then Q1; Q2 is equivalent to the program in Fig. 4. In this
program phase1, phase2, phase3, and stop are nullary program variables not occurring in Q1 or Q2.
They are used as Booleans in the standard way. The variable stop is bounded by ‘C ‘0.
8 Here, if ˆ then fx¯ j ’(x¯)g else X is a shorthand for fx¯ j (ˆ ^ ’(x¯)) _ (:ˆ ^ X (x¯))g.
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FIG. 4. The program in mixed normal form equivalent to Q1; Q2.
The program while X 6D ; do Q1 od is equivalent to the program in Fig. 5, where stop, outerloop,
and innerloop are nullary variables representing Booleans not occurring in Q1. The variable stop is
bounded by ‘C ‘0.
The cases Q1; Q and Q; Q1 reduce to the first case by noticing that Q is equivalent to the following
program in mixed normal form:
ok :D true; while ok do ok :D false; Q od:
We now show that every BQL program is equivalent to a program in mixed normal form. The proof
proceeds by induction on the structure of BQL programs. The theorem then follows from Lemma 4.1.
The cases where P is of the form X :D fx¯ j ’(x¯; ¯X )g or where P is of the form P1; P2 with P1 and
P2 in mixed normal form, follow from Lemma 4.2. Therefore, let P be of the form for jX j do P 0 od,
where P 0 is in mixed normal form. We choose k to be the maximum of all arities of variables in P and
of the number of distinct first-order variables used in assignment statements in P (free or bound). Let
v be the number of distinct variables used in P . As explained in Section 3.3, we can assume that all
relation variables are k-ary.
Now, to simulate P , we first compute the k-variable Abiteboul–Vianu invariant …k(A) [AV95] of the
input structure A by an RQL program P<k in mixed normal form (note that this program does not use
for-loops). The elements of …k(A) are the FOk-equivalence classes of A. Moreover, …k(A) provides
us with a total order on the FOk-equivalence classes. We will exploit this ordering to simulate some
for-loops by while-loops whereafter we merge some of these while-loops together. Some care must be
taken, however, since this ordering is in general not a total ordering onA. Since on any given structure
every BQL program is equivalent to an FOkformula (recall Section 3.3), every relation definable by a
BQL program is a union of FOk-equivalence classes on the input structure. In the following we refer to
FIG. 5. The program in mixed normal form equivalent to the program while X 6D ; do Q1 od.
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these classes by the natural numbers 1, : : : , N, where N D j…k(A)j and A is the input structure under
consideration. So, the output of a BQL program can be seen as a relation over f1; : : : ;Ng.
In a relation variable D, we can now encode any number between 0 and 2N¡1. Indeed, D represents
the number zero if D D ; and the number Pi2D 2i¡1 otherwise. If D1 and D2 are two sets then the
operations minfD1; D2g, ‘if D1 < D2 then D1 C 1 else 0’, and D1 ¡ 1 are expressible by single
assignment statements. A tuple of ‘ sets (D1; : : : ; D‘) can now encode any number between 0 and
2‘¢N ¡ 1. The operations described above can also be expressed for such tuples.
We now start with the simulation of P . Consider the input A with initial valuation ·. We make a
distinction between two cases: j·(X )j < 2v¢N and j·(X )j ‚ 2v¢N. In case j·(X )j < 2v¢N; using relations
as counters, we can simulate the for-loop of P by a while-loop of the desired form. If, on the other hand,
j·(X )j ‚ 2v¢N, then we know that the execution of the loop will repeat a configuration because there
are only 2v¢N assignments of values to v relation variables, and we can “shortcut” the computation of
the for-loop. We now explain this in more detail.
In outline, the program equivalent to P that we are going to describe is of the form
P<k ;
if j·(X )j < 2v¢N then –1(P)
else –2(P),
where –1(P) is the program in mixed normal form equivalent to P on structuresAwith initial valuation
· where j·(X )j < 2v¢N, and –2(P) is the program in mixed normal form equivalent to P on structuresA
with initial valuation ·where j·(X )j ‚ 2v¢N. Using the ordering<, the cardinality test can be performed
by the following program Pcard test:
Xcard test :D 0;
for jX j do Xcard test :D minfXcard test C 1; 2v¢Ng od;
condition :D Xcard test 6D 2v¢N.
Here, Xcard test stands for a v-tuple of relation variables, as explained above. The if-test can by replaced
by while-loops in the standard way; see Fig. 6. By applying Lemma 4.2 several times, this program can
be transformed into mixed normal form. It now only remains to define –1(P) and –2(P).
(i) The program –1(P) is defined as follows:
counter :D Xcard test;
while counter 6D 0 do
counter :D counter¡ 1;
P 0;
od.
FIG. 6. Outline of the mixed program equivalent to P .
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FIG. 7. The program –2(P).
Note that this while-loop is bounded by arity(X ). By applying Lemma 4.2 this program can be brought
into mixed normal form.
(i i) The definition of –2(P) is based on the observation mentioned above that, if j·(X )j ‚ 2v ˙N, the
execution of the loop will repeat a configuration. Formally, let c be minimal such that for all n ‚ 2v¢N,
val[P (n);A; ·] D val[P (nCc);A; ·]. We say that c is the cycle size of P onA and ·. Note that the cycle
size is less than 2v¢N. The program –2(P) is depicted in Fig. 7. It simulates P by iterating its body first
2v¢N times and then (j·(X )j ¡ 2v¢N) mod c times. The former can be done by a single while loop as in
case (i). In the figure, Pc is a program in mixed normal form that computes the cycle size, described
below. We assume that the variables X 0, counter and rest do not appear in P 0. Note that this is the only
place, apart from the program Pcard test, where a real for-loop appears. The while-loops in the program
are bounded by arity(X ). Hence, the program can be put in mixed normal form by applying Lemma 4.2
several times.
We complete the proof by describing the program Pc computing the cycle size. This program is shown
in Fig. 8. Here, Pstore initial values is the program that copies the initial values of the variables into some
help variables, and Pstore current values S is the program that stores the current values in some help variables
to which we refer as S. Finally, Prestore initial values is the program that restores the initial values. Note that
these programs are just sequences of assignments and consequently contain no while- or for-loop. Now,
FIG. 8. The program Pc .
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we know that after 2v¢N iterations the body of P repeats a configuration. Hence, we iterate P 0 that many
times and then store the value of all its variables in S. Starting from these values we iterate P 0 until we
obtain the same configuration (this happens after at most 2v¢N iterations) and we count the steps. This
gives us the cycle size. The statement same config :D current config D S is an abbreviation for the
assignment that assigns true to the variable same config if the current values of the variables of P equal
those stored in S, and assigns false to same config otherwise. Again the while-loops are bounded by
arity(X ).
4:2: Nesting in FO(FOR)
There are two ways of nesting for-loops in FO(FOR): nesting in the head formulas and nesting in the
body formulas. We show that nesting in the head does not give additional power, while nesting in the
body does. It remains open whether nesting in the body up to a certain level is sufficient.
4.2.1. Nesting in the head. Let FH-FO(FOR) be the fragment of FO(FOR) that does not allow
for-loops in its head formulas. That is, only first-order heads are allowed. We show that nesting in the
head is dispensable.
PROPOSITION 4.1. FO(FOR) is equivalent to FH-FO(FOR).
Proof. The proof proceeds by induction on the structure of FO(FOR) formulas. We only treat the
interesting case. Let » (u¯; y¯; ¯Y ) be the formula
£
FOR#z¯:ˆ(z¯;u¯;y¯; ¯Y )x¯;X ’(x¯; y¯; X; ¯Y )
⁄(u¯):
We can assume that both ˆ and ’ are FH-FO(FOR) formulas. On structures with at least two elements
» is equivalent to the formula £
S-FOR#z:zDzu¯;U;z¯;Z¾1; ¾2
⁄(u¯);
where ¾1 is the formula [FOR#z¯:Z (z¯)x¯;X ’(x¯; y¯; X; ¯Y )](u¯), ¾2 is the formula ˆ , and U and Z do not occur
in » . Since the translation of FO(S-FOR) to FO(FOR) does not introduce additional nesting in the head
formula (cf. Proposition 3.1), the above formula is equivalent to one in FH-FO(FOR).
The construction described above, however, introduces relational parameters in head formulas. We
next show that in general one cannot get rid of these parameters. Let PFH-FO(FOR), FO(FOR) with
pure first-order heads, be the fragment of FH-FO(FOR) that forbids relation variables in head formulas
of for-loops.
To prove inexpressibility results for PFH-FO(FOR), we introduce an extended version of the k-pebble
game defined in Section 2. First, the Duplicator has to preserve partial isomorphisms between the pebbles
as in the ordinary k-pebble game. But on top of that, he must also make sure that for any FOk formula
’(x¯; y¯), if we fill in some pebbled elements a¯ from the first structure A and take the corresponding
pebbled elements ¯b in the second structure B (or vice versa) then jfa¯0 j A jD ’[a¯; a¯0]gj D jf¯b0 j B jD
’[¯b; ¯b0]gj. This game provides us with the following tool.
LEMMA 4.3. Let Q be a Boolean query. If for every k; there exist structures Ak and Bk such that
Q(Ak) 6D Q(Bk); and the Duplicator has a winning strategy in the extended k-pebble game onAk and
Bk; then Q is not definable in PFH-FO(FOR).
Proof. Let Dk1! be the logic Lk1! extended with counting quantifiers 9Di x j (meaning that there
are exactly i elements x j such that : : : ), for all natural numbers i and for all j D 1; : : : ; k, where the
counting quantifiers are applied to FOkformulas only. Note thatDk1! is a fragment of Ck1!, that is, Lk1!
with counting quantifiers (see, e.g., [Ott97]).
In close analogy with the Immerman–Lander pebble game for Lk1! with counting [IL90], one
can show that if the Duplicator has a winning strategy in the extended k-pebble game on the stru-
cturesA and B with the pebbles placed initially on a¯ and ¯b inA and B, respectively, then for everyDk1!
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formula ’(x¯)
A jD ’[a¯], B jD ’[¯b]:
Every PFH-FO(FOR) formula is equivalent to a Dk1! formula, for some k. Since PFH-FO(FOR)
formulas can have free relation variables, these can also occur in the corresponding Dk1! formulas.
However, no such relation variable will occur in the scope of a counting quantifier.
We proceed by induction on the structure of PFH-FO(FOR) formulas. The only interesting case is a
formula » (u¯; y¯; ¯Y ) of the form £
FOR#z¯:ˆ(z¯;u¯;y¯)x¯;X ’(x¯; y¯; X; ¯Y )
⁄(u¯);
with ˆ an FOk1 formula for some k1. We can assume that ’ is a Dk21! formula for some k2, where no
relation variable occurs in the scope of a counting quantifier. Then » is equivalent to the formula
1_
iD1
((9Di z¯)ˆ(z¯; u¯; y¯) ^ ’i (x¯; y¯; ¯Y )):
Here, ’i is defined inductively as follows. For i D 0, define ’0 as any false formula. For i > 0, ’i is
the formula obtained from ’ by replacing any occurrence of an X -atom X (v1; : : : ; vs) by
(9z1) ¢ ¢ ¢ (9zs)(v¯ D z¯ ^ (9x1) ¢ ¢ ¢ (9xs)(x¯ D z¯ ^ ’i (x¯; y¯; ¯Y ))):
Here, z j D xkC j for j D 1; : : : ; s. Note that ’i is a Dk2Cs-formula, where s is the arity of X . Hence, »
is equivalent to a Dk1Ck2Cs-formula.
The lemma now follows. Indeed, letQ be a Boolean query that satisfies the conditions of the lemma.
Take any PFH-FO(FOR) sentence » . By the above there exists an equivalent Dk1! sentence ’ for some
k. By assumption the Duplicator wins the extended k-pebble game on Ak and Bk . Hence, ’, and thus
» , cannot express Q.
Using the above lemma we can show the following.
THEOREM 4.3. PFH-FO(FOR) is strictly weaker than FO(FOR).
Proof. Consider the following Boolean query over the vocabulary of graphs. Q4(G) is true if
(i) every connected component of G is ordered by the HKL query (cf. the paragraph before
Section 3.3);
(ii) the number of elements in each connected component is larger than the number of connected
components; and
(iii) there are exactly two isomorphism types of connected components and they appear in equal
numbers.
We first show that this query is definable in FO(FOR):
(i) Let ·(x; y) be the FO(FOR) formula that defines the HKL query. We can easily relativize it
in the standard way to each connected component: replace each (9v) : : : by (9v)(ath(z; v) ^ : : : and
each (8v) : : : by (8v)(path(z; v) ! : : : ; where z is a variable not occurring in ’ and path(z; v) is
the FO(FOR) formula expressing that there is a path in the graph between z and v. This gives us the
formula ·0(z; x; y). We now only have to check whether for each node z the formula ·0(z; x; y) defines
a linear order.
(ii) The next sentence checks requirement (ii):
(8x)¡first(x)!
(8y)¡£FOR#z:first(z)y;Y y D x _ (9y0)(Y (y0) ^ succ(y0; y))⁄(y)
! :last(y))
·
:
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Here, first (last) is a formula defining the first (last) elements of all components, and succ(y0; y)
is a formula expressing that y is the successor of y0 in the ordering of a component.
(iii) Let x »D y be the FO(FOR) formula saying that x and y are the first elements of different
but isomorphic components. We can express this using the orderings, because if the two components
are isomorphic, the isomorphism must respect the ordering and is thus unique. Expressing that the
isomorphism between the orderings is an automorphism of the graph can be done in first-order logic.
Now the formula
(9x)(9y)(first(x) ^ first(y) ^ x 6D y ^ x 6»D y ^ (8z)(first(z)! x »D z _ y »D z))
states that there are exactly two isomorphism types. The next sentence expresses that the two isomor-
phism types have to occur in equal numbers;
(8x)(first(x)! (8y)¡£FOR#z:x»Dzy;Y y D x _ (9y0)(Y (y0) ^ succ(y0; y))⁄(y)
$ £FOR#z:x 6»Dz^first(z)y;Y y D x _ (9y0)(Y (y0) ^ succ(y0; y))⁄(y)¢:
Using Lemma 4.3, however, we can prove thatQ4 is not definable in PFH-FO(FOR). We first observe
that for any k, there are arbitrary large nonisomorphic connected graphs Gk and Hk such that:
† every FOk formula is equivalent to a quantifier free one over Gk and Hk ;
† jfg¯ j Gk jD ’[g¯]gj D jfg¯ j Hk jD ’[g¯]gj for every FOk formula ’;
† Gk and Hk are ordered by the HKL query.
Indeed, recall that every FOk-formula is equivalent to a quantifier-free formula on almost all graphs;
this follows from the satisfaction by almost all graphs of the extension axioms for k variables [EF95].
Hence, the first item is clear. We do not have to worry about the third item because the HKL query
orders almost all graphs.
Up to logical equivalence there are only a constant number of quantifier-free formulas in k variables
(say N ) and in a graph of n vertices a relation definable by such a formula must have cardinality between
0 and nk . Hence, there are only (nk C 1)N possible sequences of cardinalities of the definable relations.
There are at least 2n2=n! nonisomorphic directed graphs on n vertices. (Indeed, there are exactly 2n2
directed graphs on a fixed set of n vertices, and no isomorphism class among them has more than
n! elements, hence there are at least 2n2=n! isomorphism classes.) Consequently, there must be two
nonisomorphic directed graphs on n vertices, say Gk and Hk; such that for every FOkformula ’:
jfg¯ j Gk jD ’[g¯]gj D jfg¯ j Hk jD ’[g¯]gj:
We have choices of Gk and Hk for all large enough n; so we can use an n > 2k C 2.
Let Ak be the disjoint union of k C 1 copies of Gk and k C 1 copies of Hk , and let Bk be the disjoint
union of k copies of Gk and k C 2 copies of Hk . We show that the Duplicator has a winning strategy
in the extended k-pebble game on Ak and Bk . The theorem then follows by Lemma 4.3 because Ak
satisfies query Q4 but Bk does not.
In the game, for pebbled elements a¯ and ¯b, we only have to show that
jfa¯0 j Ak jD ’[a¯; a¯0]gj D jf¯b0 j Bk jD ’[¯b; ¯b0]gj; (4)
for all FOk formulas ’. To simplify the proof, we add the relation » to the vocabulary. In both Ak and
Bk this relation holds for two nodes if they appear in the same connected component. The following
lemma now says that in (4) we only must consider quantifier-free formulas.
LEMMA 4.4. On Ak and Bk each FOk formula is equivalent to a quantifier-free formula.
Proof. This follows by an Ehrenfeucht–Fraı¨sse´ game argument. First note that if a¯ 7! ¯b is a partial
isomorphism in the presence of », then the Duplicator wins the ordinary k-pebble game on (Ak; a¯)
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and (Bk; ¯b). Indeed, he just plays independently in each component. Because all of them satisfy the
extension axioms for k variables, and a¯ 7! ¯b is a partial isomorphism, he can always find vertices to
answer all the moves of the Spoiler. It follows that (Ak; a¯) and (Bk; ¯b) satisfy the same FOk formulas
if they have the same atomic type in the edge relation and ». Hence, every FOk formula is equivalent
to a union of atomic types.
In the extended game on Ak and Bk , the Duplicator uses an “exact mirror strategy”: play to win the
standard game, plus always respond in isomorphic components and according to an isomorphism. That
is, he ensures that the partial isomorphism required for the game can always be extended to a partial
isomorphism defined for all the members of the connected components in which the pebbles are located.
Because, initially, there are no pebbles on the board and there are enough copies of the graphs Hk and
Gk in both structures, the Duplicator can easily maintain this strategy.
It remains to show that under this strategy the conditions of the extended k-pebble game are always
satisfied. The key observation is that the cardinalities of FOk definable relations (even if » can be
used) are functions of cardinalities of certain quantifier-free definable relations over the components.
In the absence of pebbles these cardinalities are equal in components isomorphic to Gk and Hk , and the
components which contain parameters are isomorphic.
Let a¯ (¯b) be a sequence of pebbled elements in Ak (Bk). We show a one-to-one correspondence
between fi D fa¯0 j Ak jD ’[a¯; a¯0]g and fl D f¯b0 j Bk jD ’[¯b; ¯b0]g, where ’ is a quantifier-free FOk
formula using ». The partial isomorphism of the pebbled elements extends to a partial isomorphism
of the components and can be further extended to a partial isomorphism defined for all the elements
except those of one connected component isomorphic to Gk in Ak , and one isomorphic to Hk in Bk .
Call these components exceptional.
Take a¯0 2 fi and split it into the exceptional subtuple e(a¯0), which consists of the elements coming
from the exceptional component, and the rest called the normal subtuple n(a¯0). Assume for convenience
that a¯0 D n(a¯0); e(a¯0). The normal subtuple n(a¯0) is put into correspondence according to the above
mentioned partial isomorphism into a subtuple we denote n(¯b0). Moreover, the sets
° :D fc¯ 2 exceptional-component-of(Ak) j Ak jD ’[a¯; n(a¯0); c¯]g
and
– :D f ¯d 2 exceptional-component-of(Bk) j Bk jD ’[¯b; n(¯b0); ¯d]g
are described by the same parameter-free FOk formula evaluated over the exceptional component, only.
Indeed, consider ’[a¯; n(a¯0)] and ’[¯b; n(¯b0)] (with unsubstituted variables to be filled in by elements of
the exceptional subtuples), and replace atoms (built with equality,» and the edge relation) by their truth
values wherever possible. For all atoms concerning subtuples of a¯; n(a¯0) and ¯b; n(¯b0) we get the same
truth values in both formulas, because the arguments in atoms are taken from isomorphic fragments
of structures A and B: For positive atoms consisting of one argument from a¯; n(a¯0) or ¯b; n(¯b0) and
one variable to be filled in by an element of the exceptional subtuple, we always get false. This is so
because the two arguments are taken from distinct connected components, so there can be neither edge,
» nor equality between them. Finally, we replace the atoms x » y to be filled in by elements coming
from exceptional components by their logical value, which is true. After this replacement we get two
identical quantifier- and parameter-free formulas consisting entirely of atoms concerning elements of
the exceptional subtuples, as desired.
Since we already had a one-to-one correspondence between the nonexceptional subtuples of fi and
fl, we thus get a full bijection between fi and fl, as had to be shown.
4.2.2. Nesting in the body. Let FB-FO(FOR) be the fragment of FO(FOR) that does not allow
for-loops in body formulas. That is, only first-order bodies are allowed.
For a graph G, let n ⁄ G denote the disjoint union of n copies of G. LetQ5 be the following query on
graphs. Q5(H) is true if there exists a connected graph G such that
(i) G is ordered by the HKL query;
(ii) H »D n ⁄ G; and
(iii) n < jGj:
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This query is definable in FO(FOR): as in the proof of Theorem 4.3 we can check whether each
connected component can be ordered by the HKL query, whether all connected components are of
the same isomorphism type, and using the ordering of a connected component we can check whether
n < jGj:
We next show in a sequence of lemmas that Q5 is not definable in FB-FO(FOR) thus proving the
following.
THEOREM 4.4. FB-FO(FOR) is strictly weaker than FO(FOR).
The key idea toward the proof of this theorem will be that if G satisfies the k-variable extension
axioms for sufficiently large k, [EF95] then first-order bodies of for-loops start to cycle after a bounded
number of iterations, while Q5 requires counting up to jGj:
In the following we fix a connected graph G that is ordered by the HKL query. This implies that G is
rigid.
DEFINITION 4.1. For natural numbers n • m, a formula ’(x¯) is called (n;m)-embedding preserved
if for every embedding e : n ⁄ G ! m ⁄G and every tuple a¯ of elements of n ⁄ G, we have
n ⁄ G jD ’[a¯], m ⁄G jD ’[e(a¯)]:
Note that the just introduced notion depends on the graph G. Intuitively, if ’ is (n;m)-embedding
preserved, then its interpretation in n ⁄ G completely determines its interpretation in m ⁄G because the
latter can be completely covered by embeddings of the former. Also note that since G is rigid each
embedding is completely determined by which connected component of n ⁄ G is mapped onto which
connected component of m ⁄G.
Obviously, atomic formulas are (n;m)-embedding preserved for all n • m. In a sequence of lemmas
we prove bounds on the values of n and m for which FB-FO(FOR) formulas are (n;m)-embedding
preserved.
LEMMA 4.5 (First-order case). Let n ‚ k. If ’ and ˆ are formulas with at most k variables which
are (n;m)-embedding preserved; then so are :’; ’ _ ˆ and (9x)’.
Proof. The cases of negation and disjunction are straightforward, so let us focus on (9x)’(x; y¯). If
n ⁄ G jD (9x)’[x; a¯], then there exists a b such that n ⁄ G jD ’[b; a¯]. Let e be an embedding. By the
induction hypothesis we get that m ⁄G jD ’[e(b); e(a¯)]. Hence, m ⁄G jD (9x)’[x; e(a¯)].
Conversely, suppose that m ⁄G jD (9x)’[x; e(a¯)] for an embedding e. Then there exists a c such that
m ⁄G jD ’[c; e(a¯)]. We distinguish two cases:
(i) There exists a b such that e(b) D c. Then by the induction hypothesis, we get n ⁄G jD ’[b; a¯].
(ii) If c does not belong to the image of e, then it must belong to a connected component of m ⁄G
which is disjoint from the image of e. Since a¯ is of length at most k¡1, there is a connected component
of n⁄G, denoted by C , that does not contain elements from a¯. Now define e0 as the embedding that maps
C to the connected component of m ⁄G that contains c and that is equal to e on the other connected
components of n ⁄ G. This brings us to case (i).
The next lemma says that the cardinality of the relations defined by head formulas can be expressed
by polynomials.
LEMMA 4.6. For any FO(FOR) formula ’(x¯; y¯) and interpretations a¯ for x¯ in n ⁄ G; there exists
a polynomial p(m) such that for every m for which ’ is (n;m)-embedding preserved and for every
embedding e : n ⁄ G ! m ⁄G
p(m) D flflfc¯ j m ⁄G jD ’[e(a¯); c¯]gflfl:
Proof. Fix n, e and a¯ as in the statement of the lemma. Observe that
fc¯ j m ⁄ G jD ’[e(a¯); c¯]gD
(
e0(¯b)
flflflflfl ¯b 2 n ⁄ G; n ⁄ G jD ’[a¯; ¯b]e0 : n ⁄ G ! m ⁄ G embedding with e0(a¯) D e(a¯)
)
:
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Indeed, the inclusion ¶ holds because ’ is (n;m)-embedding preserved, and µ because ’ is (n;m)-
embedding preserved and the whole of m ⁄ G can be covered by embeddings of n ⁄ G.
We are going to limit the choice of e0 and ¯b on the r.h.s. above so that every c¯ on the l.h.s. above will
be equal to e0(¯b) for exactly one pair (e0; ¯b): Then the cardinality we are going to compute will be equal
to the number of the chosen pairs.
First, for tuples ¯b; ¯b0 of elements of n ⁄ G we write ¯b » ¯b0 iff there is an automorphism f of n ⁄ G
with f (a¯) D a¯ and f (¯b) D ¯b0: The relation » is clearly an equivalence relation. Let Q be a set of
representatives of the equivalence classes of » : We claim that
fc¯ j m ⁄ G jD ’[e(a¯); c¯]gD
(
e0(¯b)
flflflflfl ¯b 2 n ⁄ G; n ⁄ G jD ’[a¯; ¯b]; ¯b 2 Qe0 : n ⁄ G ! m ⁄ G embedding with e0(a¯) D e(a¯)
)
:
The inclusion ¶ is obvious. To prove µ, note that for any ¯b satisfying n ⁄ G jD ’[a¯; ¯b] there exists
¯b0 2 Q and an automorphism f of m ⁄ G which is the identity on a¯ and such that ¯b D f (¯b0): Then, for
any embedding e0 as above, e0(¯b) D (e0 – f )(¯b0) and e0 – f is an embedding with (e0 – f )(a¯) D e(a¯):
Now, for every ¯b we introduce an equivalence relation …
¯b on embeddings e0 satisfying e0(a¯) D e(a¯):
It is defined by e0 …
¯b e
00 iff e0(¯b) D e00(¯b): Because G is rigid it is equivalent to the statement that
e0 and e00 are equal on the components in which elements of a¯ and ¯b are located. Let R
¯b be a set of
representatives of all the equivalence classes of …
¯b.
Certainly,
(
e0(¯b)
flflflflfl ¯b 2 n ⁄ G; n ⁄ G jD ’[a¯; ¯b]; ¯b 2 Qe0 : n ⁄ G ! m ⁄ G embedding with e0(a¯) D e(a¯)
)
D fe0(¯b) j ¯b 2 n ⁄ G; n ⁄ G
jD ’[a¯; ¯b]; ¯b 2 Q; e0 2 R
¯bg:
Moreover, for ¯b; ¯b0 2 Q and e0 2 R
¯b; e
00 2 R
¯b0 ; if e0(¯b) D e00(¯b0) then ¯b D ¯b0 and e0 D e00: Indeed,
e0 – (e00)¡1 is a partial automorphism of n ⁄ G sending ¯b0 to ¯b and a¯ to a¯: By rigidity of G it is defined
at least for the whole components in which a¯ and ¯b0 are located, and hence it can be extended to a total
automorphism. Consequently ¯b D ¯b0; because they are members of Q: It follows that e0 D e00; because
they are members of R
¯b.
We have
jfc¯ j m ⁄ G jD ’[e(a¯); c¯]gj D jf(¯b; e0) j ¯b 2 Q; n ⁄ G jD ’[a¯; ¯b]; and e0 2 R
¯bgj:
Let ‘ be the number of components in which elements from a¯ are located. Let k(¯b) denote the number
of components in which elements of ¯b are located, excluding those in which elements from a¯ are located.
Note that k(¯b) is equal for »-equivalent tuples ¯b: For every ¯b 2 Q; the number of equivalence classes
of…
¯b is (m¡‘)(m¡‘¡1) ¢ ¢ ¢ (m¡‘¡k(¯b)C1): Indeed, G is rigid and all our freedom in constructing
an embedding is restricted to the choice which component should be mapped onto which. Moreover,
the choice for the components in which a¯ is located has been already done, and all the choices for
components in which there are no elements from ¯b do not count, because all embeddings which differ
only on those components are in the same …
¯b equivalence class. Counting the number of pairs, for the
first component with elements from ¯b and no elements from a¯ we have m ¡ ‘ choices, for the second
m ¡ ‘¡ 1; : : : , and for the last, k(¯b)th component we have m ¡ ‘¡ k(¯b)C 1 choices.
Consequently, the cardinality from the thesis of the lemma is
X
¯b2Q;n⁄GjD’[a¯;¯b]
(m ¡ l) ¢ ¢ ¢ (m ¡ ‘¡ k(¯b)C 1);
a polynomial in m:
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Analyzing the formula for p in the above proof we get the following.
COROLLARY 4.1. If p is nonzero then p(m) ‚ m ¡ k, with k the number of variables in ’.
LEMMA 4.7 (FOR case). Let k, n, d be natural numbers such that n ‚ d C k, and let ˆ(z¯; u¯; y¯) in
FB-FO(FOR) and ’(x¯; X ) in FO, both using at most k variables, be such that
† ˆ is (n; n(d!C 1))-embedding preserved;
† there are at most d different stages of ’ in n ⁄ G; and
† each stage formula ’i is (n; n(d!C 1))-embedding preserved.
Then [FOR#z¯:ˆx¯;X ’](u¯) is (n; n(d!C 1))-embedding preserved.
Proof. Let m D n(d! C 1). The stages of ’ in n ⁄ G and m ⁄G are in one-to-one correspondence
because m ⁄G can be completely covered by embeddings and the stages are (n;m)-embedding preserved.
Consequently, the sequences of stages require the same number of steps to arrive to the first cyclic state
and have the same cycle size.
Since ˆ is (n;m)-embedding preserved, for every choice of parameters a¯ to be substituted for y¯; u¯,
according to Lemma 4.6 there exists a polynomial p(n) such that jf¯b j n ⁄ G jD ˆ[¯b; a¯]gj D p(n)
and jfc¯ j m ⁄G jD ˆ[c¯; e(a¯)]gj D p(m) for any embedding e (for the former we use that ˆ is (n; n)-
embedding preserved). Because n · m (mod c) for any c • d we have that p(n) · p(m) (mod c).
Consequently because there are at most d different stages, the for-loop halts in both structures in the
same stage, irrespective of the chosen parameters in the head formula. Note that the condition n ‚ dCk
ensures by Corollary 4.1 that p(n) ‚ d, so the cycles in the sequence of stages must be achieved in both
structures, unless the numbers of iterations to be performed in both structures are the same, because the
polynomial is the constant zero.
LEMMA 4.8. Query Q5 is not expressible in FB-FO(FOR).
Proof. Toward a contradiction, suppose that the FB-FO(FOR) formula » definesQ5. Let » have no
more than k > 2 first-order variables. As in the proof of Theorem 4.3, we know that for sufficiently
large N there exists a graph on N vertices that satisfies the extension axioms for k variables and is
ordered by the HKL query. Moreover, we may assume that the graph is rigid because almost all graphs
are rigid [EF95]. So, we fix one such graph of cardinality N > d C k C 1, where d is the maximal
number of stages a formula of FOk can induce in a disjoint union of graphs satisfying extension axioms
with k variables (this number is finite as each FOk formula is equivalent to a quantifier-free one using
», see Lemma 4.4).
By a straightforward induction using using Lemmas 4.5 and 4.7, we see that » is (n; n(d! C 1))-
embedding preserved (with respect to G) for each n ‚ d C k. Moreover, each formula that is (n;m)-
embedding preserved and (m; p)-embedding preserved is also (n; p)-embedding preserved. Therefore
the sentence » is (n; n(d!C1)s)-embedding preserved for any s, and, because (dC k)⁄G jD »;we have
(d C k)(d!C 1)s ⁄ G jD » for all s. However, the query Q5 is false in n ⁄ G for n ‚ N ; which leads to
the desired contradiction.
The method we have used to distinguish FB-FO(FOR) and FO(FOR) is much stronger than necessary
to do just that. We illustrate this now.
Let us call a first-order query ’(X; x¯) polynomial if its number of stages is bounded by a polynomial
in the cardinality of the structure. The question whether PFP with polynomial first order bodies is
equivalent to the whole of PFP is equivalent to the question whether PTIME D PSPACE. Indeed, PFP
with polynomial bodies is sandwiched between IFP and PFP, which are equal iff PTIME D PSPACE
[AV95]. So when the latter equality holds, then PFP collapses to IFP (and thus to a fragment of PFP
with polynomial bodies). On the other hand, if the equality does not hold, then in the ordered world
PFP D PSPACE 6¶ PTIME, while PFP with polynomial bodies consists entirely of queries computable
in PTIME, and thus strictly contained in PFP.
So the question of equivalence between two forms of first-order bodies in PFP, unrestricted and
polynomial, is wide open. In the FOR world, however, the fragment with first-order polynomial bodies
is weaker than the logic with arbitrary first-order bodies. Furthermore, this result does not depend on
any complexity theoretic assumptions.
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THEOREM 4.5. FOR(FOR) with polynomial FO formulas as bodies is strictly weaker than FO(FOR)
with unrestricted FO bodies.
Proof. Let G be an ordered set, i.e., a structure with no other relations besides the order. DefineQ6
as the following query: Q6(H) is true iff H is isomorphic to n ⁄ G and n < 2jGj: That is, H should be
a partial order consisting of incomparable chains of equal lengths and the number of chains should be
smaller than 2 to the length of the chain.Q6 can be expressed in FO(FOR) with unrestricted FO bodies
as a conjunction of:
† a first-order formula saying that the structure is a poset which is a union of chains, i.e., for
every element t , all elements smaller than t and all elements bigger than t are linearly ordered;
† a straightforward FO(FOR) formula saying that all chains are equally long; and
† the following formula
:¡(9t) first(t) ^ (8y)(t • y ! £FOR#z:first(z)x;X Succ(X; x; t)⁄(y))¢;
where Succ computes the successor of the current relation X viewed as a binary expansion of length
equal to the length of the chain with first element t . Further, if the successor cannot be represented,
then no increment is made. By selecting the first element of each chain in the head of the for-loop, the
body of the for-loop iterates exactly n times. The output relation is not the whole chain exactly when
the number of minimal elements z is smaller than 2 to the length of the chain minus 1.
Now we prove that Q6 cannot be defined in FO(FOR) with polynomial FO bodies.
Suppose Q6 is defined by an FO(FOR) formula » with k variables and polynomial FO formulas as
bodies of all its for-loops. Let these polynomials be uniformly bounded by the polynomial p(n):
By a straightforward structural induction » is (n; n(p(jGj)! C 1))-embedding preserved for each
n ‚ p(jGj)C k, and therefore it is (by transitivity) (n; n(p(jGj)!C 1)s)-embedding preserved for every
s. Since (p(jGj)C k) ⁄G jD » for G of sufficiently large cardinality, (p(jGj)C k)(p(jGj)!C 1)s ⁄G jD »
for all s. But Q6 does not have this property, a contradiction.
5. DISCUSSION
We studied two languages based on for-loops: BQL and FO(FOR). BQL is a programming like
language while FO(FOR) is based on a partial fixpoint operator. Actually, BQL and FO(FOR) can
be considered as the for-loop variants of the loop languages RQL and FO(PFP). In contrast to the
equivalence of the latter, the former are not equally expressive. In brief, this is because the use of
parameters turns out to play a much more powerful role in for-loops than in while loops. One striking
consequence of the strength of parameters in for-loops is that, unlike BQL, FO(FOR) can actually define
queries whose output relation is not locally closed under k-variable equivalence for any k.9
We summarize the results obtained and mention some open problems:
BQL and FO(FOR). BQL is strictly subsumed by FO(FOR). The fragment of FO(FOR) in which
individual parameters are admitted neither in heads nor in bodies, however, is equivalent to BQL.
Comparison with other logics. We compared FO(FOR) with other known logics. FO(FOR) and
FO(PFP) are incomparable if PTIME 6D PSPACE and FO(FOR) lies strictly between inflationary
fixpoint-logic with modular counting and partial fixpoint-logic with (proper) counting. For the last
separation, we showed that FO(FOR) cannot check whether two sets have the same cardinality. This
result is a generalization of the same result for BQL announced by Chandra [Cha81, Cha88]. The
inflationary variant of FO(FOR) lies strictly between inflationary fixed point logic and full FO(FOR).
This separation should be contrasted with the corresponding issue in the case of while-loops. Recall
that with while-loops, a separation of inflationary from full partial fixed-point logic would amount to
no less than a separation of PTIME from PSPACE.
9 Here, “local closure” would mean for some fixed k that the output relation is closed under k-variable equivalence within each
individual structure; of course not even BQL is closed under ”global” finite-variable equivalence as it allows modular counting.
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Nesting. Finally, we considered nesting of for-loops.
† Unnested BQL is strictly weaker than BQL, but one level of nesting suffices to simulate all
of BQL. For the separation we used a non-Boolean query. It remains open whether there is a Boolean
query definable in BQL but not in unnested BQL.
† In the case of FO(FOR), we have two kinds of nesting: nesting in the head and nesting in the
body of FOR-operators. Nesting in body formulas matters although it remains open whether nesting up
to a certain level is sufficient. Nesting in heads is essential when relational parameters are not admitted.
Some of the separations obtained are technically rather involved, using some of the machinery
developed in finite model theory and descriptive complexity for the study of fixed-point logics, plus
specially adapted game techniques and counting arguments, some of them based on random graphs.
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