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The dynamics of the perturbed Josephson system has been discussed in this study.
The Josephson system has been transformed into three polynomial systems. The analytic
description of the heteroclinic orbits for these unperturbation polynomial systems have
been obtained. By employing the Melnikov techniques together with the analytic forms of
the heteroclinic orbits, the existence of transversal heteroclinic chaos and the parameter
regions for chaos for the perturbed Josephson system is then obtained.
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1. Introduction
In this study, we consider the following Josephson system{
θ˙ = φ,
φ˙ = − sin θ − k sin2θ + β − α(cos θ + 2k cos2θ)φ +  f sin(ωt). (1)
In this equation, θ(t) is the phase error process; sin θ + k sin2θ is the hybrid loop which represents the phase detector
characteristics; ω and  f are angular frequency and amplitude of driving current respectively. sinωt represent sinus plus
noise. −α(cos θ +k cos2θ)+ β is a characteristic of transfer function of the ideal ﬁlter. Here  is a small parameter which
satisﬁes 0<   1. When  = 0, system (1) is a Hamiltonian system{
θ˙ = φ,
φ˙ = − sin θ − k sin2θ. (2)
Many physical phenomenon, such as the synchronous electric motor models of a single machine inﬁnite bus [14],
super-conducting derive [8], shunted model of the electrical rotator [3], etc., can be described by Josephson equation or
an analogous system. Furthermore, Josephson system (1) is a nonlinear system which exhibits rich dynamical behaviors
such as bifurcation, periodic orbit, chaos. Hence many physicists and mathematicians have focused on discussing the dy-
namics of Josephson system (1) [1–3,12,15,17].
In order to consider the chaotic motion in Josephson system (1), or to ﬁnd the parameter regions for chaos for the sys-
tem, the Melnikov technique [5,11,16] is a very useful tool, which provides an analytic judgement for chaos for a small
perturbed Hamiltonian system [13]. However, this method needs an analytic form of a homoclinic or a heteroclinic orbit
for the corresponding unperturbed Hamiltonian system, which is usually an impossible mission for a complicated nonlinear
system. In this study, we attempt to ﬁnd the analytic forms of the heteroclinic orbits for Josephson system (1).
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connecting the saddles (−π,0) and (π,0) surrounding the center (0,0). The analytic description of the heteroclinic orbits
has been obtained and the parameter regions for chaos for the system have been well discussed in [10].
When 0< k < 1/2, unperturbed Josephson system (2) also has three ﬁxed points and ﬁxed points (−π,0) and (π,0) are
also saddles. But it is not easy to ﬁnd the analytic description of the heteroclinic orbits. When k > 1/2, Josephson system (2)
has seven ﬁxed points in interval θ ∈ (−2π,2π): four saddles and three centers. It is also not a straightforward work to ﬁnd
the analytic description of the heteroclinic orbits and apply them to discuss the parameter region for chaos for Josephson
system (1). Jing [6] obtained part of the analytic description of the heteroclinic orbits and use them to discuss the parameter
regions for chaos for the Josephson system. Most authors have to apply the numerical method to simulate the heteroclinic
orbits and then calculate the Melnikov function for them, such as Salam and Sastry [14], Bartuccelli et al. [2], Jing [7,9], Jing
and Cao [8], Cao and Jing [4], Yang et al. [17].
The diﬃculties to ﬁnd the analytic forms of heteroclinic orbits for Josephson system (1) partly arise from that the system
is described by trigonometric functions rather than polynomials. Hence if we can transform the Josephson system into a
polynomial system in a special interval, the above analysis should be simpler. Hence in this study, we try to transform
the Josephson system into several polynomial systems. By discussing the polynomial systems, the analytic forms of the
heteroclinic orbits are obtained. Together with numerical approximating method, the Melnikov functions are then obtained
for the heteroclinic orbits.
This paper is arranged as follows: in Section 2, Josephson system (1) is transformed into a polynomial system in the
interval θ ∈ (−2π,2π) for 0 < k < 1/2. The analytic form of the heteroclinic orbits for the unperturbed polynomial system
are then obtained. In Section 3 and in Section 4, Josephson system (1) for k > 1/2 is transformed into two polynomial
systems in the interval θ ∈ (−π,π) and in the interval θ ∈ (0,2π) respectively. The analytic forms of the heteroclinic
orbits are considered in the sections. In Section 5, the Melnikov functions for all heteroclinic orbits are discussed and the
parameter region for chaos for Josephson system (1) then has been well considered.
2. Polynomial system for 0< k < 1/2
In this section, we will try to transform the Josephson system (1) into a polynomial system in interval (−2π,2π). Remind
that when 0 < k < 1/2, system (2) has two saddles in interval θ ∈ (−2π,2π) and there are heteroclinic orbits connecting
two saddles. Hence in this section, we will consider the dynamics of the Josephson equation in interval θ ∈ (−2π,2π).
Theorem 1. In interval θ ∈ (−2π,2π), Josephson system (1) can be rewritten as the following polynomial system
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − u(1− u2)
(1+ u2)3 − 2k
u(1− u2)3 − 4u3(1− u2)
(1+ u2)5 +
β
4(1+ u2) +
 f
4(1+ u2) sin(ωt)
− α
(
1− 2
(
2u
1+ u2
)2
+ 2k
[
2
(
1− 2
(
2u
1+ u2
)2)2
− 1
])
v
(3)
where u = tan(θ/4).
Proof. Since u = tan(θ/4), θ ∈ (−2π,2π), we have
du
dt
= (1+ u
2)
4
dθ
dt
.
It leads to
dθ
dt
= 4
(1+ u2)
du
dt
,
d2θ
dt2
= 4
1+ u2
d2u
dt2
− 8u
(1+ u2)2
(
du
dt
)2
. (4)
Furthermore,
sin(θ) = 4u(1− u
2)
(1+ u2)2 ,
cos(θ) = 1− 2
(
2u
2
)2
,1+ u
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2)
(1+ u2)2
(
1− 8u
2
(1+ u2)2
)
,
cos(2θ) = 2
(
1− 2
(
2u
1+ u2
)2)2
− 1. (5)
Substituting Eqs. (4), (5) into Eq. (1) one obtains
4
1+ u2
d2u
dt2
− 8u
(1+ u2)2
(
du
dt
)2
= −4u(1− u
2)
(1+ u2)2 − k
8u(1− u2)3 − 32u3(1− u2)
(1+ u2)4
− α
(
1− 2
(
2u
1+ u2
)2
+ 2k
[
2
(
1− 2
(
2u
1+ u2
)2)2
− 1
])
4
1+ u2
du
dt
+ β +  f sin(ωt). (6)
Eq. (6) can be rewritten as
d2u
dt2
− 2u
(1+ u2)
(
du
dt
)2
= −u(1− u
2)
1+ u2 − 2k
u(1− u2)3 − 4u3(1− u2)
(1+ u2)3 +
β(1+ u2)
4
+  f (1+ u
2)
4
sin(ωt)
− α
(
1− 2
(
2u
1+ u2
)2
+ 2k
[
2
(
1− 2
(
2u
1+ u2
)2)2
− 1
])
du
dt
. (7)
Let
v = 1
(1+ u2)2
du
dt
. (8)
Differentiating Eq. (8) with respect to t one obtains
dv
dt
= 1
(1+ u2)2
(
d2u
dt2
− 4u
1+ u2
(
du
dt
)2)
= 1
(1+ u2)2
(
d2u
dt2
− 2u
1+ u2
(
du
dt
)2)
− 2u(1+ u2)v2. (9)
Substituting Eq. (7) into Eq. (9) leads to the following polynomial systems
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − u(1− u2)
(1+ u2)3 − 2k
u(1− u2)3 − 4u3(1− u2)
(1+ u2)5 +
β
4(1+ u2) +
 f
4(1+ u2) sin(ωt)
− α
(
1− 2
(
2u
1+ u2
)2
+ 2k
[
2
(
1− 2
(
2u
1+ u2
)2)2
− 1
])
v. 
When  = 0, system (3) becomes an unperturbed system, which is given by
⎧⎪⎨
⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − u(1− u2)
(1+ u2)3 − 2k
u(1− u2)3 − 4u3(1− u2)
(1+ u2)5 .
(10)
It is a Hamiltonian system with Hamiltonian energy function
H1(u, v) = 1
2
(
1+ u2)2v2 + 1+ 2k
2(1+ u2) −
1+ 10k
2(1+ u2)2 +
8k
(1+ u2)3 −
4k
(1+ u2)4 . (11)
When 0< k < 1/2, the system has three ﬁxed points:
(−1,0), (0,0) and (1,0).
The ﬁxed point (0,0) is a center and others are saddles. There are heteroclinic orbits connecting two saddles surrounding
the center, which are denoted by (u1, v1). The phase portrait of system (10) is drawn in Fig. 1.
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For the heteroclinic orbits, we have the following theorem:
Theorem 2. The heteroclinic orbits (u1(t), v1(t)) of system (10) satisfy the following equation
du1
dt
= 1
2
(
1− u21
)
√√√√1− 2k
(
2u1
1+ u21
)2
, u1(0) = 0. (12)
Proof. By Hamiltonian energy function (11) we obtain H1(−1,0) = 1/8. It means that the energy value of the heteroclinic
orbits is 1/8. Then the heteroclinic orbits satisfy the following equation
1
8
= 1
2
1
(1+ u21)2
(
du1
dt
)2
+ 1+ 2k
2(1+ u21)
− 1+ 10k
2(1+ u21)2
+ 8k
(1+ u21)3
− 4k
(1+ u21)4
. (13)
Eq. (13) can be rewritten as
(
du1
dt
)2
= 1
4
(
1+ u21
)2 − (1+ 2k)(1+ u21)+ (1+ 10k) − 16k
(1+ u21)
+ 8k
(1+ u21)2
= 1
4
(
1+ u21
)2 − (1+ 2k)(1+ u21)+ (1+ 2k) + 8k
(
1− 1
(1+ u21)
)2
= 1
4
(
1+ u21
)2 − (1+ 2k)u21 + 8k
(
u21
1+ u21
)2
.
Hence we obtain the following equations for the heteroclinic orbits of system (10)
du1
dt
= 1
2
√√√√(1+ u21)2 − 4(1+ 2k)u21 + 32k
(
u21
1+ u21
)2
= 1
2
1− u21
1+ u21
√(
1+ u21
)2 − 8ku21
= 1
2
(
1− u21
)
√√√√1− 2k
(
2u1
1+ u21
)2
. 
Let
w = 2u1
1+ u2 . (14)1
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dw
dt
= (1− u
2
1)
2
(1+ u21)2
√
1− 2kw2 = (1− w2)√1− 2kw2. (15)
Solving this ordinary differential equation with initial condition w(0) = 0 leads to
ln
1− w
1+ w − ln
1+ √1− 2k√1− 2kw2 − 2kw
1+ √1− 2k√1− 2kw2 + 2kw = −2
√
1− 2kt. (16)
3. Polynomial system for k> 1/2 and θ ∈ (−π,π)
In this section, we will discuss Josephson system (1) for k > 1/2. In this case, the unperturbed Josephson system (2) has
ﬁve ﬁxed points for θ ∈ (−2π,2π), which are
(−θ2,0), (−π,0), (−θ1,0), (0,0), (θ1,0), (π,0), (θ2,0)
where θ1 = arctan(−1/(2k)) and θ2 = π + arctan(1/(2k)). There are heteroclinic orbits connecting saddles (−θ2,0) and
(−θ1,0); (−θ1,0) and (θ1,0); (θ1,0) and (θ2,0) respectively. In this section, we will consider the heteroclinic orbits con-
necting saddles (−θ1,0) and (θ1,0) in interval (−π,π). We have the following theorem:
Theorem 3. In interval (−π,π), system (1) can be transformed into the following polynomial system⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
(
u + 2ku 1− u
2
1+ u2
)
− α(1− u2 + 2k[(1− u2)2 − 4u2])v + 1+ u2
2
(β +  f cosωt).
(17)
Proof. Let
u = tan(θ/2), θ ∈ (−π,π). (18)
Then we have
du
dt
= (1+ u
2)
2
dθ
dt
. (19)
Furthermore,
d2θ
dt2
= 2
1+ u2
d2u
dt2
− 4u
(1+ u2)2
(
du
dt
)2
,
sin θ = 2u
1+ u2 ,
cos θ = 1− u
2
1+ u2 ,
sin2θ = 2 sin x cos x = 4u(1− u
2)
(1+ u2)2 ,
cos2θ = 2cos2 θ − 1 = (1− u
2)2 − 4u2
(1+ u2)2 . (20)
Substituting Eq. (20) into system (1), leads to
d2u
dt2
− 2u
1+ u2
(
du
dt
)2
+ u + 2ku 1− u
2
1+ u2 = −α
(
1− u2
1+ u2 + 2k
(1− u2)2 − 4u2
(1+ u2)2
)
du
dt
+ 1+ u
2
2
(β +  f cosωt). (21)
Let
v = 1
2 2
du
. (22)(1+ u ) dt
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dv
dt
= 1
(1+ u2)2
d2u
dt2
− 4u
(1+ u2)3
(
du
dt
)2
= − 2u
(1+ u2)3
(
du
dt
)2
− 1
(1+ u2)2
(
u + 2ku 1− u
2
1+ u2
)
− α
(1+ u2)2
{
1− u4 + 2k[(1− u2)2 − 4u2]}v
+ 1
2(1+ u2) (β +  f cosωt).
Above equation can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
[(
u + 2ku 1− u
2
1+ u2
)
− α(1− u4 + 2k[(1− u2)2 − 4u2])v + 1+ u2
2
(β +  f cosωt)
]
. 
When  = 0, system (17) becomes an unperturbed system, which is⎧⎪⎨
⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
(
u + 2ku 1− u
2
1+ u2
)
.
(23)
It is a Hamiltonian system with energy function
H(u, v) = 1
2
(
1+ u2)2v2 − 1− 2k
2(1+ u2) −
k
(1+ u2)2 . (24)
The ﬁxed points of system (23) satisfy
(
1+ u2)2v = 0,
−2(1+ u2)uv2 − 1
(1+ u2)2
(
u + 2ku 1− u
2
1+ u2
)
= 0.
It leads to
u + 2ku 1− u
2
1+ u2 = 0,
v = 0.
Hence system (23) has three ﬁxed points:
(0,0),
(√
(2k + 1)/(2k − 1),0), (−√(2k + 1)/(2k − 1),0).
The ﬁxed point (0,0) is a center while others are saddles. There are heteroclinic orbits connecting two saddles surrounding
the center, which are denoted by (u2, v2) (see Fig. 2). Then we can obtain the following conclusion:
Theorem 4. The heteroclinic orbits for system (23) are given by
u2(t) = b tanh
(
c
b
t
)
,
v2(t) = 1− tanh
2(ct/b)
[1+ b tanh2(ct/b)]2 ,
where b =√(2k + 1)/(2k − 1), c = (2k + 1)/(2√2k ).
Proof. By the Hamiltonian function (24) we obtain the Hamiltonian energy value for the heteroclinic orbit is
H(b,0) = 2k − 1
2[1+ (2k + 1)/(2k − 1)] −
k
[1+ (2k + 1)/(2k − 1)]2
= (2k − 1)
2
.
16k
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Then the heteroclinic orbit of system (22) satisﬁes
(
1+ u22
)2
H = 1
2
(
1+ u22
)4
v22 +
2k − 1
2
(
1+ u22
)− k
= 1
2
(
du2
dt
)2
+ 2k − 1
2
(
1+ u22
)− k.
Hence we have
(
du2
dt
)2
= (1+ u22)2 (2k − 1)
2
8k
− (2k − 1)(1+ u22)+ 2k
= 1
8k
[(
1+ u22
)2
(2k − 1)2 − 8k(2k − 1)(1+ u22)+ 16k2]
= 1
8k
(
(2k + 1) − (2k − 1)u22
)2
.
Since
u22 <
2k + 1
2k − 1 .
We have
du2
dt
= 2k + 1
2
√
2k
(
1− 2k − 1
2k + 1u
2
2
)
. (25)
Solving Eq. (25) leads to
u2(t) =
√
(2k + 1)/(2k − 1) tanh
(√
(2k + 1)(2k − 1)
2
√
2k
t
)
= b tanh(ct/b). 
Remind that u(t) = tan(θ/2). Then the heteroclinic orbits of Josephson system (1) for θ ∈ (−π,π) are given by
θ(t) = 2arctan(b tanh(ct/b)). (26)
4. Polynomial system for k> 1/2 and θ ∈ (0,2π)
When k > 1/2, unperturbed Josephson system (2) has another heteroclinic orbits surrounding the center (π,0). In this
section, Josephson system (1) is transformed into a polynomial system in interval (0,2π) and the analytic forms of the
heteroclinic orbits are then discussed. We have the following theorem:
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⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
(
u + 2ku 1− u
2
1+ u2
)
− α(1− u2 + 2k[(1− u2)2 − 4u2])v + 1+ u2
2
(β +  f cosωt).
(27)
Proof. Let
u = tan((θ − π)/2), θ ∈ (0,2π). (28)
Then we have
du
dt
= (1+ u
2)
2
dθ
dt
. (29)
Furthermore,
d2θ
dt2
= 2
1+ u2
d2u
dt2
− 4u
(1+ u2)2
(
du
dt
)2
,
sin(θ − π) = 2u
1+ u2 ,
cos(θ − π) = 1− u
2
1+ u2 ,
sin(2θ − 2π) = 2 sin x cos x = 4u(1− u
2)
(1+ u2)2 ,
cos(2θ − 2π) = 2cos2 θ − 1 = (1− u
2)2 − 4u2
(1+ u2)2 . (30)
Substituting Eq. (30) into system (1), leads to
d2u
dt2
− 2u
1+ u2
(
du
dt
)2
− u + 2ku 1− u
2
1+ u2 = −α
(
−1− u
2
1+ u2 + 2k
(1− u2)2 − 4u2
(1+ u2)2
)
du
dt
+ 1+ u
2
2
(β +  f cosωt). (31)
Let
v = 1
(1+ u2)2
du
dt
. (32)
Differentiating Eq. (32) with respect to t one obtains
dv
dt
= 1
(1+ u2)2
d2u
dt2
− 4u
(1+ u2)3
(
du
dt
)2
= − 2u
(1+ u2)3
(
du
dt
)2
− 1
(1+ u2)2
(
−u + 2ku 1− u
2
1+ u2
)
− α
(1+ u2)2
{−(1− u4)+ 2k[(1− u2)2 − 4u2]}v
+ 1
2(1+ u2) (β +  f cosωt).
Above equation can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
[(
−u + 2ku 1− u
2
1+ u2
)
− α(−(1− u4)+ 2k[(1− u2)2 − 4u2])v + 1+ u2 (β + f cosωt)
]
. 2
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When  = 0, the unperturbed system of Eq. (27) is given by⎧⎪⎨
⎪⎩
u˙ = (1+ u2)2v,
v˙ = −2(1+ u2)uv2 − 1
(1+ u2)2
(
−u + 2ku 1− u
2
1+ u2
)
.
(33)
It is a Hamiltonian system with energy function
H(u, v) = 1
2
(
1+ u2)2v2 + 1+ 2k
2(1+ u2) −
k
(1+ u2)2 . (34)
The ﬁxed points of system (33) satisfy
(
1+ u2)2v = 0,
−2(1+ u2)uv2 − 1
(1+ u2)2
(
−u + 2ku 1− u
2
1+ u2
)
= 0.
It leads to
−u + 2ku 1− u
2
1+ u2 = 0,
v = 0.
Hence system (33) has three ﬁxed points:
(0,0),
(√
(2k − 1)/(2k + 1),0), (−√(2k − 1)/(2k + 1),0).
The ﬁxed point (0,0) is a center while others are saddles. There are heteroclinic orbits connecting two saddles, which is
denoted by (u3, v3) (see Fig. 3). We have the following conclusion:
Theorem 6. The heteroclinic orbits for system (33) can be written as
u3(t) = b tanh
(
c
b
t
)
,
v3(t) = c 1− tanh
2(ct/b)
[1+ b tanh2(ct/b)]2 .
Proof. Since the Hamiltonian function for system (33) is
H(u, v) = 1 (1+ u2)2v2 + 1+ 2k
2
− k
2 2
.
2 2(1+ u ) (1+ u )
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H(1/b,0) = 2k + 1
2[1+ (2k − 1)/(2k + 1)] −
k
[1+ (2k − 1)/(2k + 1)]2
= (2k + 1)
2
16k
.
Then
(
1+ u23
)2
H = 1
2
(
1+ u23
)4
v23 +
2k + 1
2
(
1+ u23
)− k
= 1
2
(
du3
dt
)2
+ 2k + 1
2
(
1+ u23
)− k.
Hence we have
(
du3
dt
)2
= (1+ u23)2 (2k + 1)
2
8k
− (2k + 1)(1+ u23)+ 2k
= 1
8k
[(
1+ u23
)2
(2k + 1)2 − 8k(2k + 1)(1+ u23)+ 16k2]
= 1
8k
(
(2k + 1)u23 − (2k − 1)
)2
.
Since
u23 <
2k − 1
2k + 1 ,
we have
du3
dt
= 2k − 1
2
√
2k
(
1− 2k + 1
2k − 1u
2
3
)
. (35)
Solving the above equation one obtains
u3(t) =
√
(2k − 1)/(2k + 1) tanh
(√
(2k + 1)(2k − 1)
2
√
2k
t
)
= tanh(ct/b)/b. 
Remind that u(t) = tan((θ − π)/2). Then the heteroclinic orbits of Josephson system for θ ∈ (0,2π) are given by
θ(t) = π + 2arctan(tanh(ct/b)/b). (36)
5. Parameter regions for chaos: Melnikov technique
In this section, we will discuss the chaotic motion in Josephson system (1) by using Melnikov technique. We have
known that, when  = 0, the system has one heteroclinic orbit for k < 1/2 and has two heteroclinic orbits for k > 1/2.
When 0 <   1, the stable and unstable manifolds of the saddles for system (1) would intersect transversally under some
appropriate parameter conditions. Hence by the Smale–Birkhoff Theorem, the system will exhibit a Smale horseshoe chaos
near the heteroclinic point. The most interesting but important job for revealing the complicate dynamics for Josephson
system (1) is to ﬁnd the parameters region for chaos. This can be done by employing Melnikov technique, which can
estimate the distance of the stable and unstable manifolds for a perturbed Hamiltonian system.
In order to analyze the parameter region for chaos for Josephson system (1), the heteroclinic orbits of unperturbed
system must be obtained. However, it is very diﬃcult to obtain the heteroclinic orbit by considering the Josephson system
itself. Hence most research works to discuss the parameter regions of chaos for the system are obtained by the numerical
method [2,7–9,14,17]. But the heteroclinic orbits of unperturbed system are not stable asymptotically, the numerical method
to estimate the heteroclinic orbits always leads to more errors.
In the above discussion, we have obtained the analytic descriptions of the heteroclinic orbits, which provide a more
accurate way to discuss the parameter regions for chaos for the Josephson system. In this section, we will discuss the
parameter regions for chaos for Josephson system (1) in details.
When 0 < k < 1/2, the Josephson system has one heteroclinic orbit, which is denoted by (u1, v1). For the heteroclinic
orbits, we have the following conclusion:
P. Xu, Z. Jing / J. Math. Anal. Appl. 376 (2011) 103–122 113Theorem 7. The Josephson system exhibits chaotic motion near heteroclinic orbit (u1, v1) when∣∣∣∣αA1(k) + βB1(k)f C1(k)
∣∣∣∣< 1 (37)
where
A1(k) = 1
4
(
4− 2k
3
− 1
4k
)√
1− 2k − 1
4
√
2k
(
1− 2k − 1
4k
)
arctan
( √
2k√
1− 2k
)
,
B1(k) = π
8
,
C1(k) =
∞∫
−∞
1− u21
8(1+ u21)
√√√√1− 2k
(
2u1
1+ u21
)2
cos(ωt)dt. (38)
Proof. The heteroclinic orbits for the Josephson function satisfy the following equation
du1
dt
= 1
2
(
1− u21
)
√√√√1− 2k
(
2u1
1+ u21
)2
.
Hence the Melnikov function for the heteroclinic orbit (u1, v1) of the Josephson system (1) is given by
M1(t0,α,β, f ,k) = −αA1(k) + βB1(k) + f C1(k) sin(ωt0) (39)
where
A1(k) =
∞∫
−∞
[
1− 2
(
2u1
1+ u21
)2
+ 2k
(
2
(
1− 2
(
2u1
1+ u21
)2)2
− 1
)](
1+ u21
)2
v21 dt
=
∞∫
−∞
[
1− 2
(
2u1
1+ u21
)2
+ 2k
(
2
(
1− 2
(
2u1
1+ u21
)2)2
− 1
)]
(du1/dt)2
(1+ u21)2
dt
= 1
4
∞∫
−∞
[
1− 2
(
2u1
1+ u21
)2
+ 2k
(
2
(
1− 2
(
2u1
1+ u21
)2)2
− 1
)]√√√√(1− 2k
(
2u1
1+ u21
))2
d
(
2u1
1+ u21
)
= 1
4
1∫
−1
[
1− 2w2 + 2k(2(1− 2w2)2 − 1)]√(1− 2kw)2 dw
= 1
4
1∫
−1
[
1+ 2k − (2+ 16k)w2 + 16kw4]√(1− 2kw)2 dw
= 1
4
(
4
3
− 2k
3
− 1
4k
)√
1− 2k − 1
4
(
1− 2k − 1
4k
)
1√
2k
arctan
( √
2k√
1− 2k
)
,
B1(k) =
∞∫
−∞
(1+ u21)
4
v1 dt =
1∫
−1
1
4(1+ u21)
du1 = π
8
,
C1(k) =
∞∫
−∞
1− u21
8(1+ u21)
√√√√1− 2k
(
2u1
1+ u21
)2
cos(ωt)dt. 
For k > 1/2, Josephson system (1) has two heteroclinic orbits in interval (−2π,2π). One is in interval (−π,π) and
another is in interval (0,2π). At ﬁrst we consider the heteroclinic orbits in interval (−π,π), which are denoted by (u2, v2).
For the heteroclinic orbit, we have the following conclusion:
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∣∣∣∣< 1 (40)
where
A2(k) = c
2
arctan(b) + c(3b
5 + 16kb3 − 3b)
6b2(b2 + 1)2 ,
B2(k) = arctan(b),
C2(k) = π
2
exp(ωbξ1/2c)
exp(−ωbξ1/c) − exp(−πωb/c)
1− exp(−ωπb/c) (41)
where b =√(2k + 1)/(2k − 1), c = (2k + 1)/(2√2k ), ξ1 = arccos(1/2k).
Proof. The Melnikov function for the heteroclinic orbit (u2, v2) is given by
M2(t0,α,β, f ,k) = −A2(k)α + B2(k)β + C2(k) f sin(ωt0) (42)
where
A2(k) =
∞∫
−∞
(
1− u22 + 2k
[(
1− u22
)2 − 4u22])v22 dt
=
∞∫
−∞
(
1− u22 + 2k
[(
1− u22
)2 − 4u22]) (du2/dt)
2
(1+ u22)4
dt
=
b∫
−b
(
1− u42 + 2k
[(
1− u22
)2 − 4u22])c(1− u
2
2/b
2)
(1+ u22)4
du2
= c
2
arctan(b) + c(3b
5 + 16kb3 − 3b)
6b2(b2 + 1)2 ,
B2(k) =
b∫
−b
1
2(1+ u2) du = arctan(b).
In order to estimate integral C2(k), we have
C2(k) = c
2
∞∫
−∞
1− tanh2(ct/b)
1+ b2 tanh2(ct/b) cos(ωt)dt.
Furthermore, we have
∞∫
−∞
1− tanh2(ct/b)
1+ b2 tanh2(ct/b) cos(ωt)dt = (2k − 1)
∞∫
−∞
1
2k cosh(2ct/b) − 1 cos(ωt)dt
= b(2k − 1)/2c
∞∫
−∞
1
2k cosh(τ ) − 1 cos(ωbτ/2c)dτ .
Let
f (z) = e
iω¯z
k(ez + e−z) − 1 (43)
where ω¯ = ωb/2c. Function (43) has two singular points (iξ1) and (i(2π − ξ1)) for 0 < Im(z) < 2π , ξ1 = arccos(1/2k). The
residues for two singular points are
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e−ω¯ξ1
k(eiξ1 − e−iξ1) =
e−ω¯ξ1
2ki sin ξ1
= e
−ω¯ξ1
i
√
4k2 − 1 ,
c2−1 =
e−ω¯(2π−ξ1)
k(ei(2π−ξ1) − e−i(2π−ξ1)) =
e−ω¯(2π−ξ1)
2ki sin(2π − ξ1) = −
e−ω¯(2π−ξ1)
i
√
4k2 − 1 .
Then by the Residue Theorem, we have
a∫
−a
f (x)dx+
2π∫
0
f (a + iy)dy +
−a∫
a
f (x+ 2π i)dx+
0∫
2π
f (−a + iy)dy = 2π
(
e−ω¯ξ1√
4k2 − 1 −
eω¯ξ1e−2πξ1√
4k2 − 1
)
.
Since
lim
a→∞
2π∫
0
f (a + iy)dy = lim
a→∞
2π∫
0
f (−a + iy)dy = 0
we have
(
1− exp(−2πω))
∞∫
−∞
f (x)dx = 2π
(
e−ω¯ξ1√
4k2 − 1 −
eω¯φe−2πξ1√
4k2 − 1
)
.
Then we have
C2(k) = c
2
b(2k − 1)
2c
2π√
4k2 − 1
e−ω¯ξ1 − e−2πω¯eω¯ξ1
1− e−ω2π
= π
2
exp(ωbξ1/2c)
exp(−ωbξ1/c) − exp(−πωb/c)
1− exp(−ωπb/c) . 
Another heteroclinic orbit of Josephson system (1) for k > 1/2 is in interval (0,2π) and it is denoted by (u3, v3). For the
heteroclinic orbit, we have the following conclusion.
Theorem 9. The Josephson system exhibits chaotic motion near the heteroclinic orbit (u3, v3) when∣∣∣∣αA3(k) + βB3(k)f C3(k)
∣∣∣∣< 1 (44)
where
A3(k) = − c
2
arctan
(
1
b
)
+ c
6b2
3b5 + 16kb3 − 3b
(b2 + 1)2 ,
B3(k) = arctan(1/b),
C3(k) = π
2
exp(−ωbξ2/2c)1− exp(−ωb(2π − ξ2)/2c)
1− exp(−ωπb/c) (45)
where b =√(2k + 1)/(2k − 1), c = (2k + 1)/(2√2k ), ξ2 = arccos(−1/2k).
Proof. The Melnikov function for the heteroclinic orbit (u3, v3) is given by
M3(t0,α,β, f ,k) = −A3(k)α + B3(k)β + C3(k) f sin(ωt0) (46)
where
A3(k) =
∞∫
−∞
(−(1− u43)+ 2k[(1− u23)2 − 4u23])v23 dt
=
∞∫ (−(1− u43)+ 2k[(1− u23)2 − 4u23]) (du3/dt)
2
(1+ u23)4
dt−∞
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1/b∫
−1/b
(−(1− u43)+ 2k[(1− u23)2 − 4u23])c(1− b
2u23)/b
2
(1+ u23)4
du3
= − c
2
arctan
(
1
b
)
+ c
6b2
3b5 + 16kb3 − 3b
(b2 + 1)2 ,
B3(k) =
1/b∫
−1/b
1
2(1+ u23)
du3 = arctan(1/b)
in order to estimate the integral C3(k), we have
C3(k) = c
2b2
∞∫
−∞
1− tanh2(ct/b)
1+ tanh2(ct/b)/b2 cos(ωt)dt.
Furthermore, we have
∞∫
−∞
1− tanh2(ct/b)
1+ tanh2(ct/b)/b2 cos(ωt)dt = (2k + 1)
∞∫
−∞
1
2k cosh(2ct/b) + 1 cos(ωt)dt
= b(2k + 1)/2c
∞∫
−∞
1
2k cosh(τ ) + 1 cos(ωbτ/2c)dτ .
Let
f (z) = e
iω¯z
k(ez + e−z) + 1 . (47)
Function (47) has two singular points (iξ2) and (i(2π − ξ2)) for 0 < Im(z) < 2π , ξ2 = arccos(−1/2k). The residues for two
singular points are
c1−1 =
e−ω¯ξ2
k(eiξ2 − e−iξ2) =
e−ω¯ξ2
2ki sin ξ2
= e
−ω¯ξ2
i
√
4k2 − 1 ,
c2−1 =
e−ω¯(2π−ξ2)
k(ei(2π−ξ2) − e−i(2π−ξ2)) =
e−ω¯(2π−ξ2)
2ki sin(2π − ξ2) = −
e−ω¯(2π−ξ2)
i
√
4k2 − 1 .
Then by the Residue Theorem, we have
a∫
−a
f (x)dx+
2π∫
0
f (a + iy)dy +
−a∫
a
f (x+ 2π i)dx+
0∫
2π
f (−a + iy)dy = 2π
(
e−ω¯ξ2√
4k2 − 1 −
eω¯ξ2e−2πξ2√
4k2 − 1
)
.
Since
lim
a→∞
2π∫
0
f (a + iy)dy = lim
a→∞
2π∫
0
f (−a + iy)dy = 0
we have
(
1− exp(−2πω))
∞∫
−∞
f (x)dx = 2π
(
e−ω¯ξ2√
4k2 − 1 −
eω¯ξ2e−2πξ2√
4k2 − 1
)
.
Then we have
C3(k) = c
2b2
b(2k + 1)
2c
2π√
4k2 − 1
e−ω¯ξ2 − e−2πω¯eω¯ξ2
1− e−ω2π
= π
2
exp(−ωbξ2/2c)1− exp(−(π − ξ2/2)ωb/c)
1− exp(−ωπb/c) . 
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C1(k) ≈ π
8
[
(1− 2k) sech(−ωπ/2) + 2k exp(−ω)]. (48)
Proof. At ﬁrst we will prove that C1(1/2) = π exp(−ω)/8. When k = 1/2, the heteroclinic orbit (u1, v1) satisﬁes the fol-
lowing equation
dw
dt
= (1− w2)√1− w2.
Then we have
w(t) = t√
1+ t2 =
2u
1+ u2 .
It leads to
u(t) =
√
1+ t2 − 1
t
.
Hence
C1
(
1
2
)
=
∞∫
−∞
1− u21
8(1+ u21)
√√√√1−
(
2u1
1+ u21
)2
cos(ωt)dt
= 1
8
∞∫
−∞
1
t2 + 1 cos(ωt)dt
= π
8
exp(−ω).
At follows we will show that C0(0) = π sech(−ωπ/2)/8. When k = 0, the heteroclinic orbit (u1, v1) satisﬁes the follow-
ing equation
dw
dt
= (1− w2).
Then we have
w(t) = tanh(t) = 2u
1+ u2 .
It leads to
u(t) = 1− sech(t)
tanh(t)
.
Hence
C1(0) = 1
8
∞∫
−∞
sech(t) cos(ωt)dt = π
8
sech(−ωπ/2).
The function C1(k) then can be approximated by the linear equation for 0 k 1/2:
C1(k) ≈ π
4
[
exp(−ω) − sech(−ωπ/2)]k + π
8
sech(−ωπ/2)
= π
8
[
(1− 2k) sech(−ωπ/2) + 2k exp(−ω)]. 
Fig. 4 shows the difference between the simulation (Eq. (12)) and approximation values (Eq. (48)) of C1(k) for 0 k 
1/2. It shows that, for all values of ω, Eq. (48) provides a better estimation for C1(k).
The chaotic regions for Josephson system (1) depend on ﬁve parameters, k, α, β , f and ω. The parameter k is an inherent
parameter while parameters α, β , f and ω are the perturbation parameters for the system. In order to control the chaotic
motion for Josephson system (1), we need to ﬁnd out the relationship between the inherent parameter k and the perturbed
parameters α, β , f and ω. In this section, we will discuss the parameter regions for chaos for Josephson equation (1) by
using the Melnikov functions.
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Fig. 5. Parameter regions for chaos for Josephson system (1) in k–α plane for ω = 3, β = 0.1, f = 2.0. Region A is for heteroclinic (u1, v1) and (u2, v2);
Region B is for heteroclinic orbit (u3, v3).
At ﬁrst we discuss the parameter regions for chaos in the k–α plane. By using the Melnikov functions for three hetero-
clinic orbits (Eqs. (39), (42), (46)), we obtain the parameter condition for chaos for α with respect to k.
βB1 − f C1
A1
< α <
βB1 + f C1
A1
for 0 k 1
2
,
βB2 − f C2
A2
< α <
βB2 + f C2
A2
for k >
1
2
,
βB3 − f C3
A3
< α <
βB3 + f C3
A3
for k >
1
2
.
The parameter conditions for the heteroclinic orbits (u1, v1) and (u2, v2) compose a zonal region in k–α plane. However,
since
lim
k→1/2
βB3 + f C3
A3
= lim
k→1/2
βB3 − f C3
A3
= ∞,
the parameter condition for the heteroclinic orbit (u3, v3) composes another zonal region from inﬁnite as k = 1/2. It means
that Josephson system (1) could exhibit chaos near the heteroclinic orbit (u3, v3) only for very large α when k is close to
1/2. Fig. 5 shows the parameter region in k–α plane for chaos for the Josephson system for ω = 2, f = 2.0 and β = 0.1.
P. Xu, Z. Jing / J. Math. Anal. Appl. 376 (2011) 103–122 119Fig. 6. Parameter regions for chaos for Josephson system (1) in k–β plane for ω = 3, α = 0.1, f = 2.0. Region A is for heteroclinic (u1, v1) and (u2, v2);
Region B is for heteroclinic orbit (u3, v3).
In Fig. 5, Region A is the parameter regions for chaos for the heteroclinic orbits (u1, v1) and (u2, v2) while Region B is the
parameter region for chaos for the heteroclinic orbit (u3, v3).
By the similar discussion we can obtain the parameter regions in k–β plane for chaos for Josephson equation (1). The
parameter condition for chaos for β with respect to k for three heteroclinic orbits are given by
αA1 − f C1
B1
< β <
αA1 + f C1
B1
for 0 k 1
2
,
αA2 − f C2
B2
< β <
αA2 + f C2
B2
for k >
1
2
,
αA3 − f C3
B3
< β <
αA3 + f C3
B3
for k >
1
2
.
The parameter conditions for the heteroclinic orbits (u1, v1) and (u2, v2) compose a zonal region in k–β plane. However,
since
lim
k→1/2
αA3 + f C3
B3
= lim
k→1/2
αA3 − f C3
B3
= 0,
the parameter condition for the heteroclinic orbit (u3, v3) composes another zonal region from 0 when k = 1/2. It means
very small value of β can lead to the chaotic motion near the heteroclinic orbit (u3, v3) when k is close to 1/2. Fig. 6 shows
the parameter regions for chaos in k–β plane for Josephson system (1) for ω = 2, f = 2.0 and α = 0.5. In Fig. 6, Region A is
the parameter regions for chaos for the heteroclinic orbits (u1, v1) and (u2, v2) while Region B is the parameter region for
chaos for the heteroclinic orbit (u3, v3).
The parameter regions for chaos in k– f plane are obtained by the following equation:∣∣∣∣−αA1 + βB1C1
∣∣∣∣< f for 0 k 12 ,∣∣∣∣−αA2 + βB2C2
∣∣∣∣< f for k > 12 ,∣∣∣∣−αA3 + βB3C3
∣∣∣∣< f for k > 12 .
The parameter conditions for heteroclinic orbits (u1, v1) and (u2, v2) are two curves in k–β plane. However, since
lim
k→1/2
∣∣∣∣−αA3 + βB3C3
∣∣∣∣= ∞,
the parameter condition for the heteroclinic orbit (u3, v3) is a curve from inﬁnite when k = 1/2. It means very large value
of f can lead to chaos near the heteroclinic orbit (u3, v3) when k is close to 1/2. Fig. 7 shows the parameter region for
chaos for Josephson system (1) in k– f plane for ω = 0.5,1,1.5, α = 0.5 and β = 0.5.
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Fig. 8. Parameter regions for chaos for Josephson system (1) in k–ω plane for α = 0.1, β = 0.1 and f = 1.0,2.0,3.0.
It is somehow diﬃcult to obtain the parameter region for chaos for the Josephson equation in k–ω plane since the
Melnikov functions depend nonlinearly on the parameter ω. In this study, we use the numerical method to calculate the
parameter regions for chaos for Josephson system (1) in k–ω plane. It shows that, functions∣∣∣∣−αAi + βBif Ci
∣∣∣∣= 1, i = 1,2,3
are curves in the k–ω plane. At the region under the curve, the Josephson system would exhibit chaotic motions. Fig. 8
shows the parameter region for chaos for the Josephson system in k–ω plane for f = 1,2,3, α = 0.5 and β = 0.5.
In order to validate the analysis for the chaotic regions discussed in this study and show the complicated behaviors for
the Josephson system, two examples are calculated to show the phase portrait of the Poincaré map for the perturbation
Josephson system (Eq. (1)), which are shown in Fig. 9 and Fig. 10. Fig. 9 shows the phase portrait for the Poincaré map for
the perturbed Josephson system with α = 0.1, β = 0.1, f = 2.0, ω = 3.0, k = 0.25,  = 0.05. In this case, the unperturbed
system (Eq. (2)) has two saddles and one center in the interval (−2π,2π) and there are heteroclinic orbits connecting two
saddles. The phase portrait of the Poincaré map for Eq. (1) shows that, under the above parameter conditions, the stable and
unstable manifolds for Eq. (1) intersect transversally. Fig. 10 shows the phase portrait of the Poincaré map for the perturbed
Josephson system with α = 0.1, β = 0.1, f = 2.0, ω = 3.0, k = 1.0,  = 0.05. In this case, the unperturbed system (Eq. (2))
P. Xu, Z. Jing / J. Math. Anal. Appl. 376 (2011) 103–122 121Fig. 9. Phase portrait of the Poincaré map for Josephson system (1) with k = 0.25, α = 0.1, β = 0.1, ω = 3,  = 0.05 and f = 2.0.
Fig. 10. Phase portrait of the Poincaré map for Josephson system (1) with k = 1.0, α = 0.1, β = 0.1, ω = 3,  = 0.05 and f = 2.0.
has four saddles and three centers in the interval (−2π,2π) and there are heteroclinic orbits connecting four saddles. The
phase portrait of the Poincaré map for Eq. (1) shows that, under the above parameter conditions, the stable and unstable
manifolds for saddles in the interval (−π,π) intersect transversally while the stable and unstable manifolds for saddles in
interval (0,2π) also intersect transversally.
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