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Quantitative and qualitative
analysisAbstract Segmentation is one of the important steps for image analysis. Multilevel thresholding
image segmentation was more popular in image segmentation. Otsu and Kapur based methods
are most popular for multilevel threshold image segmentation. Many authors implemented evolu-
tionary algorithms for the optimal multilevel threshold selection based on the above methods. In
this paper, an efficient approach for multilevel image segmentation has been proposed and imple-
mented based on novel evolutionary algorithm Improved Differential Search (IDS). The feasibility
of proposed approach/algorithm has been tested on standard gray scale images. To check the effec-
tiveness of the proposed approach/algorithm, all experimental results are analyzed quantitatively
and qualitatively.
 2016 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Image segmentation plays a crucial role in image analysis and
computer vision. It is often used to partition an image into sep-
arate regions, which ideally corresponds to different real-worldobjects [1]. Thresholding is one of the most important and
effective tools for image segmentation, as it works taking a
threshold (th) value so that pixels, whose intensity value is
higher than th are labeled as one class while the rest corre-
spond to another class label. When the image is segmented into
two classes, the task is called bilevel thresholding (BT) and
requires only one th value. On the other hand, when pixels
are separated into more than two classes, then the task is
named as multilevel thresholding (MT) and demands more
than one th value [2]. Multilevel thresholding segments a gray
level image into several distinct regions by detecting more than
one threshold [3–5]. Due to the advantage of smaller storage
space, fast processing speed and ease in manipulation, thresh-
olding techniques have drawn a lot of attention during the last
couple of decades. Since multilevel thresholding is aﬀerential
2 S. Kotte et al.well-researched area, there exist many algorithms for deter-
mining optimal threshold levels of the image.
Generally, threshold methods are classified into parametric
and nonparametric [6,7]. In Parametric approach we need to
estimate values of a probability density function to model each
class. The estimation process is time consuming and computa-
tionally expensive. On the other hand, the th nonparametric
method employs several criteria such as between-class vari-
ance, entropy, and error rate [8–10] in order to verify the qual-
ity of a th value. These metrics could also be used as
optimization functions since they result in an attractive option
due to their robustness and accuracy.
Otsu’s method [11] is one of the popular histogram thresh-
olding methods that chooses an optimal threshold by maximiz-
ing the between class variance, while in the second method,
proposed by Kapur et al. in [12], the threshold is determined
by maximizing the entropy of the object and background pix-
els. The minimum error thresholding method [13] defined a cri-
terion based on the assumption that the object and
background pixels are normally distributed and the optimumRead the input image and the upper and lower limits of the
threshold levels
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Figure 1 Implementation flowchart for IDSA.
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to the Bayes risk. As an alternative to classical methods, the
MT problem has also been explored through evolutionary
optimization algorithms. In general, they have demonstrated
to deliver better results than methods based on classical tech-
niques in terms of accuracy, speed, and robustness. Numerous
evolutionary approaches have been reported in the literature.
Genetic algorithm (GA), inspired on the biological evolu-
tion, has been used for solving segmentation tasks. One inter-
esting example is presented in [14], where a GA-based
algorithm is combined with Gaussian models for multilevel
thresholding. Similarly, Yin [15] proposed an improved GA
for optimal multilevel thresholding where a learning strategy
has been used to increase the speed of convergence. Evolution-
ary approaches inspired on swarm intelligence, such as particle
swarm optimization (PSO) [16] and artificial bee colony (ABC)
[17], have been employed to face the segmentation problem. In
[18], both the methods are used to find the optimal multilevel
threshold values by using the Kapur’s entropy as fitness func-
tion. In [19], the optimal segmentation threshold values are
determined by bacterial foraging algorithm (BFA). Such
method aims to maximize the Kapur’s and Otsu’s objective
functions by considering a set of operators which are based
on the social foraging behavior of the bacteria Escherichia
Coli. Authors [20] presented modified version of BFA for the
determination of optimal threshold levels for image segmenta-
tion based on between class variance (Otsu’s method). Mul-
tilevel thresholding for image segmentation is solved by
harmony search algorithm (HSA), based on Otsu’s and
Kapur’s methodology is presented in [2]. Authors [21] pro-
posed Cuckoo Search algorithm (CS) and Wind Driven Algo-
rithm (WDO) for the determination of optimal multilevel
thresholding for satellite image segmentation based on
Kapur’s entropy. Authors [22] presented a detailed compar-
ison of evolutionary and swam based computational tech-
niques for optimal multilevel thresholding selection for color
images based on Kapur’s entropy. From the literature study,
it is observed that many authors proposed their work based
on either Kapur’s entropy or Otsu’s between class variance
as an objective function for the optimization of multilevel
thresholds for image segmentation.
The various good results reported by various authors to
this particular optimization problem motivated us to imple-
ment a novel and efficient technique for multilevel image seg-
mentation based on Differential search algorithm (DSA)
which was proposed by Civicioglu Pinar in 2012 [23]. How-
ever, from the literature review it is observed that the multi-
level thresholding for image segmentation is still evolving.
This motivated the authors to use an improved version of
DSA as an optimization tool for multilevel thresholding selec-Table 1 Assigned values for IDSA/DSA parameters.
Parameter Description Value
Np Population size 50
G Maximum
number of
generations
200 for proposed method and 1000
for Otsu’s and Kapur’s methods
D Dimension of the
problem
Is equal to number of threshold
levels ‘k’
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Efficient approach for optimal multilevel thresholding selection 3tion for image segmentation based on novel objective function.
The proposed algorithm has been evaluated by applying it on a
set of standard test images which offered very promising
results. In order to validate the outcomes, detailed qualitative,
quantitative and statistical comparisons have been presented.
The rest of the paper is organized as follows: In Section 2,
mathematical treatment of bi-level and multilevel thresholding
is explained. In Section 3, description of objective functions
such as Otsu’s, Kapur’s and proposed PSNR maximization
methods is presented. In Section 4, implementation of
improved differential search algorithm for optimal selection
of multilevel thresholding is described. Implementation results
and discussions are furnished in Section 5. Finally, in Section 6,
conclusions of the work and future scope are reported.
2. Thresholding background
Thresholding is the simplest and most commonly used method
of segmentation. It is useful in differentiating foreground fromTable 2 Results for OMLTISa using DSA/PSNR max method.
Input image name k Optimal threshold values PSNR
Cameraman 2 96, 147 18.514
3 71, 119, 157 20.519
4 29, 94, 129, 161 21.945
5 34, 86, 117, 147, 168 23.579
Lena 2 69, 121 16.333
3 59, 105, 153 18.476
4 32, 77, 118, 171 20.657
5 27, 65, 100, 133, 184 22.080
Baboon 2 79, 138 16.060
3 54, 111, 162 18.824
4 42, 87, 126, 172 20.439
5 28, 68, 110, 144, 175 22.001
Hunter 2 61, 121 18.057
3 45, 93, 133 20.603
4 28, 67, 104, 141 22.231
5 23, 53, 94, 125, 153 23.712
Butterfly 2 70, 131 16.259
3 57, 103, 163 18.858
4 43, 86, 131, 182 20.547
5 37, 75, 114, 147, 185 21.960
Living room 2 77, 129 16.537
3 51, 103, 142 19.037
4 44, 96, 138, 168 20.365
5 47, 90, 122, 151, 209 21.653
Bridge 2 69, 142 15.219
3 57, 105, 170 17.739
4 49, 93, 146, 210 19.270
5 37, 73, 117, 162, 206 21.053
Airplane 2 92, 182 16.751
3 78, 144, 191 19.579
4 47, 97, 161, 197 20.999
5 29, 80, 120, 174, 198 22.479
Lake 2 51, 155 15.401
3 45, 110, 171 18.155
4 40, 81, 138, 178 20.035
5 41, 78, 129, 170, 205 21.722
Map 2 80, 148 14.929
3 67, 121, 201 17.765
4 53, 107, 160, 215 19.726
5 39, 80, 121, 160, 215 21.932
a Optimal multilevel thresholding image segmentation.
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gory will have similar values (either in the range 0 to th, or in
the range (th+ 1) to 255), they will not usually constitute a
single connected component. This is not a problem in the soil
image because the object (air) is not necessarily connected,
either in the imaging plane or in three-dimensions. In other
cases, thresholding would be followed by dividing the initial
categories into sub-categories of connected regions.
2.1. Bi-level Thresholding (BT)
The objective of binarization is to mark pixels that belong to
true foreground regions with a single intensity and background
regions with different intensities.
Thresholding is the transformation of an input image f to
an output (segmented) binary image g as follows:
gði; jÞ ¼ 1 for fði; jÞP th:
gði; jÞ ¼ 0 for fði; jÞ < th: ð1ÞMean STD SSIM Time (s)
1 18.5140 9.4132e004 0.6255 65.883077
6 20.3367 0.1594 0.6611 77.262810
1 21.8402 0.1336 0.6910 90.189661
7 23.4254 0.1368 0.7165 101.424439
0 16.3267 0.0445 0.5457 264.993975
7 18.4579 0.0389 0.6094 306.929984
6 20.5200 0.1902 0.7152 354.890145
3 21.8581 0.2811 0.7499 407.363798
9 16.0607 4.1195e004 0.6436 271.768269
8 18.7096 0.1734 0.7257 320.171247
5 20.1910 0.3324 0.7780 373.076493
6 21.9136 0.0572 0.8286 432.260654
1 18.0526 0.0400 0.4709 258.551826
5 20.6024 0.0047 0.5723 300.643805
7 22.1090 0.1420 0.6571 346.300864
1 23.6352 0.0785 0.7066 401.822791
9 16.2440 0.0696 0.5537 284.498167
2 18.8518 0.0256 0.6481 329.021284
4 20.4978 0.0647 0.6928 379.069862
8 21.9007 0.0355 0.7434 419.954801
4 16.4651 0.1282 0.5625 270.726993
3 19.0367 0.0088 0.6651 322.751976
8 20.3631 0.0020 0.7026 369.451753
7 21.6191 0.0819 0.7432 421.377666
4 15.2078 0.0335 0.5188 265.930953
8 17.6989 0.0348 0.6472 313.707221
5 19.1590 0.1518 0.7079 364.994209
1 20.9622 0.1217 0.7701 411.739718
7 16.7516 0.0012 0.7323 281.376448
1 19.5658 0.0508 0.7721 356.477277
2 20.8116 0.1635 0.7754 393.158956
7 22.3679 0.1715 0.8167 445.603041
9 15.3996 0.0148 0.5486 274.076542
7 18.1134 0.1702 0.6541 320.280376
8 20.0131 0.0640 0.7120 368.864354
3 21.6670 0.1100 0.7479 414.114807
6 14.8025 0.2214 0.7310 289.382874
7 17.7077 0.1196 0.8351 325.877844
8 19.5389 0.0922 0.8941 374.641525
5 21.7959 0.1059 0.9312 429.440727
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4 S. Kotte et al.where th is the thresholding, g(i, j) = 1 for image elements of
objects, and g(i, j) = 0 for image elements of background. If
objects do not touch each other, and if their gray-levels are
clearly distinct from background gray-levels, thresholding is
suitable segmentation method. Correct selection of threshold
is crucial for successful threshold segmentation. This selection
can be determined interactively or it can be the result of some
threshold detection method. Limitation of thresholding
method is that, only two classes are generated, and it cannot
be applied to multichannel images.
2.2. Multilevel Thresholding (MT)
Thresholding is a process in which the pixels of a gray scale
image are divided into sets or classes depending on their inten-
sity level (L). For this classification it is necessary to select a
threshold value (th) and follow the simple rule of
C1  p if 0 6 p < th
C2  p if th 6 p < L 1
ð2ÞTable 3 Results for OMLTISa using IDSA/PSNRmax method.
Input image name k Optimal threshold values PSN
Cameraman 2 96, 147 18.5
3 84, 124, 158 20.6
4 53, 100, 132, 160 22.3
5 43, 92, 121, 148, 168 23.6
Lena 2 69, 121 16.3
3 59, 105, 152 18.4
4 32, 77, 116, 159 20.7
5 31, 69, 101, 130, 172 22.7
Baboon 2 79, 138 16.0
3 61, 109, 155 19.1
4 51, 91, 123, 162 21.1
5 46, 81, 111, 139, 169 22.9
Hunter 2 61, 121 18.0
3 45, 93, 133 20.6
4 36, 73, 109, 144 22.3
5 29, 61, 96, 125, 153 23.9
Butterfly 2 70, 131 16.2
3 62, 111, 163 18.8
4 48, 83, 119, 163 21.6
5 48, 77, 103, 131, 167 23.5
Living room 2 77, 129 16.5
3 56, 103, 142 19.0
4 51, 95, 125, 155 21.0
5 43, 82, 112, 138, 168 22.6
Bridge 2 69, 142 15.2
3 57, 105, 166 17.7
4 49, 85, 130, 182 19.7
5 45, 81, 117, 158, 202 21.5
Airplane 2 92, 182 16.7
3 78, 144, 191 19.5
4 72, 114, 168, 197 21.7
5 68, 104, 147, 183, 202 23.5
Lake 2 51, 155 15.4
3 45, 109, 170 18.1
4 41, 83, 139, 177 20.0
5 40, 77, 129, 169, 203 21.7
Map 2 80, 148 14.9
3 67, 121, 188 17.9
4 67, 107, 148, 215 20.3
5 53, 94, 134, 175, 229 22.4
a Optimal multilevel thresholding image segmentation.
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can be represented in L gray scale levels L= {0, 1, 2, . . .,
L  1}. C1 and C2 are the classes in which the pixel p can be
located, while th is the threshold. The rule in Eq. (2) corre-
sponds to a bilevel thresholding and can be easily extended
for multiple sets:C1  p if 0 6 p < th1;
C2  p if th1 6 p < th2;
Ciþ1  p if thi 6 p < thiþ1;
Cn  p if thk 6 p < L 1;
ð3Þwhere {th1, th2, . . ., thi, thi+1, thk} represents different thresh-
olds. The problem of both bi-level and MT is to select the th
values that correctly identify the classes. Although, Otsu’s
and Kapur’s methods are well-known approaches for deter-
mining such values, both propose a different objective function
which must be maximized in order to find optimal threshold
values, just as it is discussed below.R Mean STD SSIM Time (s)
141 18.4938 0.0985 0.6255 105.038021
560 20.6072 0.1343 0.6628 130.023223
218 22.2702 0.1727 0.6980 148.501189
858 23.5225 0.3364 0.7150 168.291808
330 16.3317 0.0190 0.5457 419.959058
791 18.4389 0.1207 0.6104 481.051148
278 20.6908 0.1371 0.7198 593.301979
919 22.5154 0.1713 0.7639 640.698086
609 16.0345 0.1230 0.6436 447.299864
493 19.1404 0.7450 0.7595 519.262494
185 20.9362 0.4502 0.8012 626.971876
689 22.6469 0.5412 0.8507 710.825080
571 18.0513 0.0304 0.4709 427.226378
035 20.5720 0.1322 0.5723 511.372418
227 22.1364 0.4573 0.6352 585.593088
276 23.6629 0.4069 0.6922 660.693689
599 16.2531 0.0439 0.5537 414.045150
659 18.8321 0.0959 0.6465 481.245372
348 21.1482 0.7887 0.7366 583.352765
411 23.0638 0.6620 0.7760 705.983713
374 16.5136 0.1213 0.5625 423.850378
456 18.9722 0.3040 0.6621 513.384969
059 20.9027 0.2803 0.7312 569.956462
172 22.4357 0.3220 0.7673 667.624196
194 15.2148 0.0301 0.5188 439.155006
895 17.7842 0.0254 0.6503 480.958367
957 19.7633 0.1118 0.7316 581.325739
216 21.4404 0.1735 0.7830 650.888413
517 16.7237 0.0828 0.7323 426.561894
791 19.5571 0.1215 0.7721 535.806484
653 21.4901 0.7992 0.6333 611.258330
787 23.5265 0.1496 0.8277 698.631000
019 15.4004 0.0095 0.5486 417.599322
574 18.1493 0.0434 0.6587 487.135174
666 20.0491 0.0815 0.7166 585.338340
375 21.7178 0.0717 0.7548 654.368856
296 14.9122 0.0536 0.7310 431.199659
758 17.9229 0.1765 0.8480 506.886163
019 20.0732 0.2019 0.8983 588.661525
274 22.2658 0.4085 0.9341 661.720417
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Table 4 Results after implementation of IDSA using PSNR maximization over the cameraman image.
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Efficient approach for optimal multilevel thresholding selection 53. Objective functions formulation
3.1. Maximization of between class variance (Otsu’s Method)
In computer vision and image processing, Otsu’s method is
used to automatically perform clustering-based image thresh-
olding or, the reduction of a gray level image to a binary
image. The algorithm assumes that the image contains two
classes of pixels following bi-model histogram (foreground pix-
els and background pixels); it then calculates the optimumPlease cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0threshold separating the two classes so that their combined
spread (intra-class variance) is minimal. The extension of the
original method to multi-level thresholding is referred to as
the Multi Otsu’s method [11].
This is a nonparametric technique for thresholding pro-
posed by Otsu that employs the maximum variance value
of the different classes as a criterion to segment the image.
Taking the L intensity levels from a gray scale image, the
probability distribution of the intensity values is computed
as follows:tilevel thresholding selection for gray scale images based on improved diﬀerential
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Table 5 Results after implementation of IDSA using PSNR maximization over the Lena image.
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6 S. Kotte et al.phci ¼
hci
NPXNP
i¼1
phci ¼ 1; where; c ¼ 1
ð4Þwhere ‘i’ is a specific intensity level ð0 6 i 6 L 1Þ, c is the
component of the image. ‘NP’ is the total number of pixels
in the image. h (histogram) is the number of pixels that corre-
sponds to the ‘i’ intensity level in ‘c’. The histogram is normal-Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0ized within a probability distribution phci . For the simplest
segmentation (bilevel) two classes are defined as
C1 ¼ ph
c
1
wc0ðthÞ
; . . . . . . . . . . . . . . . ;
phcth
wc0ðthÞ
C2 ¼
phcthþ1
wc1ðthÞ
; . . . . . . . . . . . . . . . ;
phcL
wc1ðthÞ
ð5Þ
where x0ðthÞ and x1ðthÞ are probability distributions for
C1 and C2 as it is shown bytilevel thresholding selection for gray scale images based on improved diﬀerential
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Table 6 Results after implementation of IDSA using PSNR maximization over the baboon image.
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Efficient approach for optimal multilevel thresholding selection 7xc0ðthÞ ¼
Xth
i¼1
phci
xc1ðthÞ ¼
XL
i¼thþ1
phci
ð6Þ
It is necessary to compute mean levels lc0 and l
c
1 that define the
classes using Eq. (7). Once those values are calculated, the
Otsu’s variance between classes r2c is calculated using Eq.
(8) as follows:Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0lc0 ¼
Xth
i¼1
iphci
xc0ðthÞ
lc1 ¼
XL
i¼thþ1
iphci
xc1ðthÞ
ð7Þ
r2C ¼ r2c1 þ r2c2 ð8Þ
Notice that for both equations, (Eq. (7)) and (Eq. (8)), c= 1
for gray level image. In (Eq. (8)) the number two is part of
the Otsu’s variance operator and does not represent an expo-tilevel thresholding selection for gray scale images based on improved diﬀerential
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Table 7 Results after implementation of IDSA using PSNR maximization over the hunter image.
No of
threshold
levels
Output image Histogram Convergence
Th = 2
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
17.86
17.88
17.9
17.92
17.94
17.96
17.98
18
18.02
18.04
18.06
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 3
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
19.8
19.9
20
20.1
20.2
20.3
20.4
20.5
20.6
20.7
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 4
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
20
20.5
21
21.5
22
22.5
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 5
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
22.4
22.6
22.8
23
23.2
23.4
23.6
23.8
24
24.2
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
8 S. Kotte et al.nent in the mathematical sense. Moreover r2c1 and r
2c
2 in (Eq.
(8)) are the variances of C1 and C2 which are defined as
r2c1 ¼ xcoðlc0 þ lcTÞ2
r2c2 ¼ xc1ðlc1 þ lcTÞ2
ð9Þ
where lcT ¼ xcolc0 þ xc1lc1 and xco þ xc1 ¼ 1. Based on the values
of r2c1 and r
2c
2 , Eq. (10) represents the objective function:Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0JðthÞ ¼ maxðr2CðthÞÞ; 0 6 th 6 L 1 ð10Þ
where r2c(th) is the Otsu’s variance for a given ‘th’ value.
Therefore, the optimization problem is reduced to find the
intensity level (th) that maximizes Eq. (10).
The previous description of such bilevel method can be
extended for the identification of multiple thresholds. Consid-
ering ‘k’ thresholds, it is possible to separate the original imagetilevel thresholding selection for gray scale images based on improved diﬀerential
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Table 8 Results after implementation of IDSA using PSNR maximization over the butterfly image.
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Efficient approach for optimal multilevel thresholding selection 9into ‘k’ classes using Eq. (3); then it is necessary to compute the
‘k’ variances and their respective elements. The objective func-
tion J(th) in Eq. (10) can thus be rewritten for multiple thresh-
olds as follows:
JðthÞ ¼ maxðr2cðthÞÞ; 0 6 thi 6 L 1; i ¼ 1; 2; . . . ; k ð11Þ
where th = [th1, th2, . . ., thk1], is a vector containing multiple
thresholds and the variances are computed throughPlease cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0r2c ¼
Xk
i¼1
rci ¼
Xk
i¼1
xci ðlc1  lcTÞ2 ð12Þ
Here, ‘i’ represents the ‘ith’ class, wci and l
c
j are, respectively,
the probability of occurrence and the mean of a class. In
‘MT’, such values are obtained astilevel thresholding selection for gray scale images based on improved diﬀerential
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Table 9 Results after implementation of IDSA using PSNR maximization over the living room image.
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Table 10 Results after implementation of IDSA using PSNR maximization over the bridge image.
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Table 11 Results after implementation of IDSA using PSNR maximization over the airplane image.
No of
threshold
levels
Output image Histogram Convergence
Th = 2
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
16.3
16.35
16.4
16.45
16.5
16.55
16.6
16.65
16.7
16.75
16.8
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 3
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
17.8
18
18.2
18.4
18.6
18.8
19
19.2
19.4
19.6
19.8
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 4
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
N
o 
of
 p
ix
el
s
Gray levels
0 50 100 150 200 250 300
19
19.5
20
20.5
21
21.5
22
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
Th = 5
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Gray levels
N
o 
of
 p
ix
el
s
0 50 100 150 200 250 300
22.4
22.6
22.8
23
23.2
23.4
23.6
NUMBER OF ITERATIONS
FI
TN
E
S
S
 V
A
LU
E
12 S. Kotte et al.
Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal multilevel thresholding selection for gray scale images based on improved diﬀerential
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.007
Table 12 Results after implementation of IDSA using PSNR maximization over the lake image.
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Table 13 Results after implementation of IDSA using PSNR maximization over the map image.
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Table 14 Comparison of optimal threshold values and their objective values obtained by Otsu’s method using various optimization
algorithms.
Input image
name
k Optimal threshold values Objective function value
IDSA DSA [22] HSA [2] BF [19] PSO [19] GA [19] IDSA DSA
[22]
HSA
[2]
BF [19] PSO [19] GA [19]
Cameraman 2 70, 144 70, 144 70, 144 70, 143 71, 143 72, 145 3651.9 3651.1 3651.9 3609.499 3609.370 3609.076
3 59, 119, 156 59, 119, 156 59, 119, 156 61, 118, 155 71, 134, 166 71, 143, 196 3727.2 3727 3727.4 3682.569 3677.178 3643.215
4 38, 93, 140,
172
38, 92, 145,
172
42, 95, 140,
170
48, 104,
142, 170
65, 121,
147, 172
59, 119,
155, 203
3792.5 3785.1 3782.4 3737.120 3722.644 3710.731
5 31, 83, 135,
165, 209
30, 83, 137,
165, 214
36, 82, 122,
149, 173
40, 86, 125,
151, 174
45, 78, 121,
146, 172
51, 106,
141, 167,
194
3854.2 3834 3813.7 3769.223 3764.957 3755.552
Lena 2 86, 146 86, 146 91, 150 92, 151 94, 152 91, 149 1979.4 1967 1964.4 1961.555 1961.414 1960.960
3 59, 115, 180 59, 115, 180 79, 125, 170 79,125,170
7
9, 127, 170 80, 124, 173 2164.7 2141 2131.4 2128.070 2127.777 2126.410
4 65, 114,
138, 181
65, 124,
138, 191
73, 112,
144, 179
76, 117,
151, 182
78, 112,
134, 175
80, 126,
159, 185
2212.2 2199 2194.9 2189.026 2180.686 2173.714
5 61, 96, 128,
167, 242
61, 99, 138,
177, 232
71, 107,
134, 158,
186
66, 92, 122,
149, 183
79, 110,
140, 167,
188
80, 116,
146, 179,
213
2256.3 2228 2218.7 2215.609 2212.555 2196.274
Baboon 2 97, 150 97, 150 97, 149 98, 150 9 6, 149 98, 151 1551.2 1550 1548.1 1548.012 1547.997 1547.658
3 73, 125, 162 73, 125, 162 85, 125, 161 84, 126, 159 85, 126, 166 86, 125, 155 1668.4 1645 1638.3 1637.007 1635.362 1633.522
4 33, 84, 124,
161
23, 94, 124,
171
71, 105,
136, 167
77, 109,
139, 169
79, 105,
140, 174
82, 122,
146, 173
1702.2 1695 1692.1 1690.722 1684.336 1677.705
5 37, 83, 111,
151, 168
47, 83, 131,
147, 188
66, 97, 123,
147, 173
70, 99, 127,
154, 177
74, 104,
134, 161,
180
73, 106,
140, 167,
199
1754.2 1729 1717.5 1716.728 1712.958 1699.390
Hunter 2 51, 116 51, 116 51, 116 51, 117 52, 116 51, 115 3064.2 3054.2 3054.2 3064.118 3064.068 3064.015
3 36, 86, 135 36, 86, 135 36, 86, 135 36, 86, 135 39, 86, 135 36, 89, 133 3213.4 3213.4 3213.4 3213.446 3212.058 3211.794
4 30, 72, 111,
146
38, 72, 121,
166
27, 65, 104,
143
31, 80, 120,
152
36, 84, 130,
157
39, 93, 142,
163
3282.8 3271 3269.5 3266.350 3257.176 3231.131
5 36, 86, 112,
135, 256
56, 86, 122,
155, 236
22, 53, 88,
112, 152
31, 73, 109,
141, 178
37, 85, 125,
154, 177
39, 94, 130,
169, 204
3367.5 3345 3308.1 3291.133 3276.317 3244.738
Butterfly 2 97, 153 97, 153 99, 151 99, 151 99, 150 100, 151 1578.2 1563 1553.0 1553.073 1553.068 1552.412
3 72, 100, 145 72, 100, 145 82, 119, 160 78, 117, 162 79, 119, 164 74, 115, 155 1695.4 1673 1669.2 1667.280 1665.758 1662.696
4 74, 115,
159, 201
54, 135,
189, 211
71, 102,
130, 163
75, 105,
135, 165
80, 113,
145, 177
82, 119,
154, 184
1738.7 1724 1708.3 1707.099 1702.906 1696.694
5 63, 111,
131, 150,
192
69, 131,
171, 190,
222
62, 77, 109,
137, 167
76, 104,
129, 154,
180
75, 106,
129, 157,
180
77, 107,
134, 171,
185
1764.3 1740 1728.0 1733.031 1730.787 1716.042
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Figure 2 Comparison of objective values obtained by various algorithms using Otsu’s method.
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Table 15 Comparison of optimal threshold values and their objective values obtained by Kapur’s method using various optimization
algorithms.
Input image
name
k Optimal threshold values Objective function value
IDSA DSA [22] HSA [2] BF [19] PSO [19] GA [19] IDSA DSA
[22]
HSA
[2]
BF [19] PSO
[19]
GA
[19]
Cameraman 2 128, 196 128, 196 128, 196 116, 196 115, 196 76, 195 14.584 14.584 14.584 12.2646 12.2595 11.9414
3 44, 103, 196 44, 103, 196 44, 103, 196 95, 139, 193 96, 138, 191 111, 165, 189 16.007 16.007 16.007 15.2507 15.2110 14.8278
4 43, 96, 147,
198
44, 98, 146,
196
44, 96, 146,
196
42, 96, 139,
200
77, 116, 151,
202
71, 80, 141,
192
19.686 19.592 19.586 18.4066 18.0009 17.1665
5 24, 61, 98,
147, 195
24, 60, 97,
167, 196
24, 60, 98,
146, 196
42, 84, 115,
150, 198
64, 95, 121,
156, 198
66, 110, 169,
180, 209
23.753 23.678 23.553 21.2111 20.9631 19.7950
Lena 2 96, 163 96, 163 96, 163 97, 164 99, 165 104, 167 12.334 12.334 12.334 12.3470 12.3459 12.3344
3 23, 96, 163 23, 96, 163 23, 96, 163 88, 142, 188 86, 151, 180 72, 151, 180 16.955 16.995 16.995 15.2206 15.1336 14.9956
4 23, 81, 127,
170
23, 80, 120,
170
23, 80, 125,
173
74, 114, 149,
184
92, 129, 162,
191
57, 110, 178,
184
18.319 18.128 18.089 17.9333 17.8388 17.0892
5 22, 71, 108,
145, 180
23, 70, 109,
140, 178
23, 71, 109,
144, 180
64, 95, 128,
163, 194
74, 115, 145,
170, 197
96, 112, 151,
186, 198
20.429 20.384 20.349 20.6099 20.4427 19.5492
Baboon 2 79, 143 79, 143 79, 143 81, 144 76, 144 93, 152 12.984 12.984 12.984 12.2164 12.2134 12.1847
3 79, 143, 231 79, 143, 231 79, 143, 231 53, 112, 150 72, 130, 181 64, 151, 181 16.745 16.745 16.745 15.2114 15.0088 14.7457
4 44, 97, 153,
230
42, 92, 152,
230
44, 98, 152,
231
39, 90, 131,
168
65, 121, 153,
180
90, 106, 152,
188
18.925 18.888 18.815 17.9992 17.5743 16.9356
5 33, 75, 114,
158, 232
33, 71, 110,
157, 233
33, 74, 114,
159, 231
38, 79, 113,
148, 180
73, 110, 142,
166, 192
96, 126, 150,
172, 197
21.647 21.662 21.662 20.7200 20.2245 19.6622
Hunter 2 92, 179 92, 179 92, 179 85, 179 83, 179 75, 178 12.349 12.349 12.349 12.3733 12.3708 12.3496
3 59, 117, 179 59, 117, 179 59, 117, 179 57, 104, 175 85, 128, 166 70, 148, 167 16.838 16.838 16.838 15.5533 15.1286 14.8381
4 45, 89, 132,
179
44, 87, 128,
189
44, 89, 133,
179
50, 98, 139,
180
74, 131, 174,
200
64, 100, 189,
200
19.352 19.257 19.218 18.3819 18.0401 17.3189
5 44, 89, 132,
179, 221
44, 82, 123,
199, 220
44, 89, 133,
179, 222
49, 93, 137,
179, 222
90, 120, 164,
190, 219
87, 96, 128,
196, 213
21.624 21.582 21.563 21.2565 20.5339 19.5635
Butterfly 2 27, 213 27, 213 27, 213 97, 144 95, 141 93, 142 10.470 10.470 10.470 10.4749 10.4743 10.4707
3 27, 120, 213 27, 120, 213 27, 120, 213 75, 109, 154 63, 96, 103, 167126, 172 13.628 13.628 13.628 12.7546 12.3130 11.6280
4 27, 97, 144,
212
27, 95, 143,
211
27, 96, 144,
213
73, 97, 127,
157
71, 113, 162,
184
111, 49, 155,
173
15.425 15.357 15.314 14.8777 14.2317 13.3144
5 27, 82, 118,
151, 212
25, 88, 119,
142, 210
27, 83, 118,
152, 213
74, 97, 120,
144, 167
92, 116, 142,
157, 182
75, 105, 140,
179, 198
17.812 17.789 17.756 16.8282 16.3374 15.7566
16 S. Kotte et al.xc0ðthÞ ¼
Xth1
i¼1
phci ;
xc1ðthÞ ¼
Xth2
i¼thiþ1
phci ;
:
:
xck1ðthÞ ¼
XL
i¼thkþ1
phci
ð13Þ
And, for the mean values
lc0 ¼
Xth1
i¼1
iphci
xcoðth1Þ
;
lc1 ¼
Xth2
i¼thiþ1
iphci
xcoðth2Þ
;
:
:
lck1 ¼
XL
i¼thkþ1
iphci
xc1ðthkÞ
:
ð14ÞPlease cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0Similar to the bilevel case, for the ‘MT’ using the Otsu’s
method, ‘c’ corresponds to the image components, for gray
scale image c= 1.
3.2. Maximization of entropy (Kapur’s Method)
Another nonparametric method that is used to determine the
optimal threshold values was proposed by Kapur et al. [12].
It is based on the entropy and the probability distribution of
the image histogram. The method aimed to find the optimal
‘th’ that maximizes the overall entropy. The entropy of an
image measures the compactness and separability among
classes. In this sense, when the optimal ‘th’ value appropriately
separates the classes, the entropy has the maximum value. For
the bilevel example, the objective function of the Kapur’s
problem can be defined as
JðthÞ ¼ Hc1 þHc2; where; c ¼ 1 ð15Þ
where the entropies H1 and H2 are computed using the follow-
ing model:
Hc1 ¼
Xth
i¼1
phci
xco
ln
phci
xco
 
;
Hc2 ¼
XL
i¼thþ1
phci
wc1
ln
phci
xc1
 
:
ð16Þtilevel thresholding selection for gray scale images based on improved diﬀerential
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Efficient approach for optimal multilevel thresholding selection 17phci is the probability distribution of the intensity levels which
is obtained using Eq. (4). x0ðthÞ and x1ðthÞ are probability
distributions for C1 and C2. ln(_s) stands for the natural loga-
rithm. Similar to the Otsu’s method, the entropy-based
approach can be extended for multiple threshold values for
such case, and it is necessary to divide the image into ‘k’ classes
using the similar number of thresholds. Under such conditions,
the new objective function is defined as
JðthÞ ¼ max
Xk
i¼1
Hci
 !
where; c ¼ 1 ð17Þ
where th = [th1, th2, . . ., thk1] is a vector that contains the
multiple thresholds. Each entropy is computed separately with
its respective ‘th’ value, so Eq. (18) is expanded for ‘k’
entropies:
Hc1 ¼
Xth1
i¼1
phci
xco
ln
phci
xco
 
;
Hc2 ¼
Xth2
i¼thiþ1
phci
xc1
ln
phci
xc1
 
;
Hck ¼
XL
i¼thkþ1
phci
xck1
ln
phci
xck1
 
:
ð18Þ
The values of the probability occurrence ðxc0;xc1; . . .xck1Þ
of the ‘k’ classes are obtained using Eq. (13) and the probabil-
ity distribution phci using Eq. (7). Finally, it is necessary to use
Eq. (3) to separate the pixels into the corresponding classes.
3.3. Maximization of PSNR (Proposed Method)
After maximization of the above stated two objective func-
tions, the final quality of the segmented image will be evalu-
ated using image quality metrics such as PSNR (peak signal
to noise ratio) and mSSIM (mean structural similarity index).
These two image quality metrics are important evidence which
tells about quality of the output image. This idea drives us to
consider PSNR as an objective function for this optimization
problem. Hence, in the present work an attempt has been made
to consider PSNR as an objective function (OF) for optimal
multilevel thresholding problem, which is expressed as follows:
OF ¼ max ðPSNRÞ ð19Þ0
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search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0It is an index of quality, and the peak signal to noise ratio
(PSNR) is used to assess the similarity of the segmented image
against a reference image (original image) based on the pro-
duced mean square error (MSE). Both PSNR and RMSE
are defined as
PSNR ¼ 20log10
255
RMSE
 
dB ð20Þ
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPro
i¼1 
Pco
j¼1ðIcoði; jÞ  Icthði; jÞÞ
r0  c0
s
ð21Þ
where Ic0 is the original image, I
c
th is the segmented image, c= 1
for gray scale images, whereas ro and co are the total number
of rows and columns of the image, respectively.
4. Background of optimization algorithm
4.1. Differential Search Algorithm
Differential Search Algorithm (DSA) developed by Civicioglu
et al. [22] is one of the most superior evolutionary algorithms.
The differential search algorithm is inspired by migration of
living beings which constitute superorganisms during climate
change of the year. In DS algorithm, the search space is simu-
lated as the food areas and each point in the search space cor-
responds to an artificial-superorganism migration. The goal of
this migration is to find the global optimal solution for the
problem. During this process, the artificial superorganism
checks which randomly selected positions can be retained tem-
porarily. If such a tested position is suitable to be retained for
some time, the artificial-superorganism uses this migration
model to settle at the discovered position and then continues
its migration from this position and this process goes/and so
on. Main steps of the DS algorithm are listed below. The algo-
rithm begins with a randomly initiated artificial organism
which utilizes NP  D-dimension parameter vector within con-
strains by the prescribed minimum and maximum bounds as
follows:
Xmin ¼ fx1;min; x2;min; . . . ; xD;ming
Xmax ¼ fx1;max; x2;max; . . . ; xD;maxg
ð22Þ
Therefore, we may generate the jth component of the ith vector
as
xj;j;0 ¼ xj;min þ randi;j½0; 1  ðxj;max  xj;minÞ ð23Þ3 k=4 k=2 k=3 k=3 k=4 k=2 k=3 k=3 k=4
Hunter Butterfly
ge
thod
IDSA
DSA
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by various algorithms using Kapur’s method.
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Table 16 Comparison of PSNR values obtained in proposed method, Otsu’s and Kapur’s method using IDSA.
Input image name k PSNR (dB)
Proposed method Otsu’s Kapur’s
IDSA DSA [22] IDSA DSA [22] HSA [2] BF [19] PSO [19] GA [19] IDSA DSA [22] HSA [2] BF [19] PSO [19] GA [19]
Cameraman 2 18.5141 18.5141 17.2491 17.2478 17.247 17.048 17.033 17.058 13.626 13.626 13.626 11.941 12.259 12.264
3 20.6560 20.5196 20.2165 20.213 20.211 17.573 19.219 20.035 14.460 14.46 14.460 14.827 15.211 15.250
4 22.3218 21.9451 21.2508 21.201 21.533 20.523 21.254 21.209 21.124 20.255 20.153 17.166 18.000 18.406
5 23.6858 23.5797 23.3124 23.291 23.282 21.369 22.095 22.237 20.84 20.722 20.661 19.795 20.963 21.211
Lena 2 16.3330 16.3330 15.2389 15.212 15.401 15.040 15.077 15.031 14.638 14.638 14.638 12.334 12.345 12.345
3 18.4791 18.4767 17.7239 17.547 17.427 17.304 17.276 17.401 16.218 16.218 16.218 14.995 15.133 15.133
4 20.7278 20.6576 18.8069 18.789 18.763 17.920 18.305 18.507 19.542 19.333 19.287 17.089 17.838 17.089
5 22.7919 22.0803 19.7791 19.541 19.443 18.402 18.770 19.001 21.214 21.102 21.047 19.549 20.442 19.549
Baboon 2 16.0609 16.0609 15.4198 15.411 15.422 15.304 15.088 15.353 16.016 16.016 16.016 12.184 12.213 12.216
3 19.1493 18.8248 18.3130 17.954 17.709 17.505 17.603 17.074 16.016 16.016 16.016 14.745 15.008 15.211
4 21.1185 20.4395 20.3641 20.294 20.289 18.708 19.233 19.654 18.521 18.488 18.485 16.935 17.574 17.999
5 22.9689 22.0016 21.9156 21.855 21.713 20.203 20.526 21.160 20.524 20.512 20.507 19.662 20.224 20.720
Hunter 2 18.0571 18.0571 17.8950 16.744 16.299 17.088 17.932 17.508 15.206 15.206 15.206 12.349 12.370 12.373
3 20.6035 20.6035 20.3508 18.844 18.359 20.045 19.940 20.350 18.500 18.5 18.500 14.838 15.128 15.553
4 22.3227 22.2317 22.1550 20.999 20.737 20.836 21.128 21.089 21.114 21.087 21.065 17.218 18.040 18.381
5 23.9276 23.7121 21.6472 21.512 22.310 21.284 22.026 22.804 21.244 21.099 21.086 19.563 20.533 21.256
Butterfly 2 16.2599 16.2599 13.9610 13.855 13.934 13.007 13.092 13.890 8.1930 8.255 8.1930 10.470 10.474 10.474
3 18.8659 18.8582 17.7078 16.999 16.932 15.811 17.261 17.285 13.415 13.524 13.415 11.628 12.313 12.754
4 21.6348 20.5474 18.9879 19.014 19.259 17.104 17.005 17.128 16.824 16.799 16.725 13.314 14.231 14.877
5 23.5411 21.9608 21.8066 21.544 21.450 18.593 18.099 18.906 19.534 19.502 19.413 15.756 16.337 16.828
Bold values indicate best results.
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Figure 4 Comparison of PSNR values obtained by proposed method Vs existing methods with various algorithms.
Table 17 Statistical analysis of results of IDSA for 20 executions.
Input image name k Objective function value
Proposed method/IDSA Otsu’s Kapur’s
Best Avg. Worst Best Avg. Worst Best Avg. Worst
Cameraman 2 18.5141 18.5141 18.5141 3651.9 3649.5 3647.1 14.584 13.984 13.384
3 20.6560 20.6560 20.6560 3727.2 3720.6 3714.0 16.007 15.557 15.107
4 22.3218 22.3218 22.3218 3792.5 3786.6 3780.7 19.686 19.144 18.602
5 23.6858 23.6858 23.6858 3854.2 3844.35 3834.5 23.753 22.653 21.553
Lena 2 16.3330 16.3330 16.3330 1979.4 1973.25 1967.1 12.334 11.734 11.134
3 18.4791 18.4791 18.4791 2164.7 2158.6 2152.5 16.955 16.285 15.615
4 20.7278 20.7278 20.7278 2212.2 2207.55 2202.9 18.319 17.719 17.119
5 22.7919 22.7919 22.7919 2256.3 2252.05 2247.8 20.429 20.224 20.019
Baboon 2 16.0609 16.0609 16.0609 1551.2 1549.15 1547.1 12.984 12.099 11.214
3 19.1493 19.1493 19.1493 1668.4 1663.1 1657.8 16.745 15.895 15.045
4 21.1185 21.1185 21.1185 1702.2 1700.2 1698.2 18.925 18.275 17.625
5 22.9689 22.9689 22.9689 1754.2 1749.2 1744.2 21.647 20.947 20.247
Hunter 2 18.0571 18.0571 18.0571 3054.2 3049.2 3044.2 12.349 11.749 11.149
3 20.6035 20.6035 20.6035 3213.4 3208.4 3203.4 16.838 16.028 15.218
4 22.3227 22.3227 22.3227 3282.8 3277.8 3272.8 19.352 18.687 18.022
5 23.9276 23.9276 23.9276 3367.5 3362.5 3357.5 21.624 20.864 20.104
Butterfly 2 16.2599 16.2599 16.2599 1578.2 1573.2 1568.2 10.470 9.7585 9.047
3 18.8659 18.8659 18.8659 1695.4 1690.4 1685.4 13.628 12.878 12.128
4 21.6348 21.6348 21.6348 1738.7 1733.7 1728.7 15.425 14.875 14.325
5 23.5411 23.5411 23.5411 1764.3 1759.3 1754.3 17.812 17.1565 16.501
Bold values indicate best results.
Efficient approach for optimal multilevel thresholding selection 19where randi, [0, 1] is a uniform distribution random number
between 0 and 1. Consider i ¼ 1; . . . ;NP and j ¼ 1; . . . ;D.
After initialization, stopover vectors si, at the areas are gener-
ated between the artificial-organisms that can be described by
a Brownian-like random walk model. In order to calculate the
stopover vectors, the algorithm creates a stopover vector cor-
responding to each population individual or target vector in
the current population. The method for producing the stop-
over vectors can be described as follows:
si;G ¼ Xi;G þ scale  ðXr1;G  Xi;GÞ ð24Þ
where r1 2 ½1; . . . ;NP are randomly chosen integers, and
r1 – i/. Scale controlled the size of change in the positions of
the individuals of the artificial-organisms. Note that the valuePlease cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0of scale is generated by a gamma random number generator
controlled by a uniform distribution random number between
0 and 1. The search process of stopover site can be calculated
by the individuals of the artificial organisms of the superorgan-
ism. This process can be described as follows:
sti;j;G ¼ fsi;j;G if ri;j ¼ 0 and Xi;j;G if ri;j ¼ 1 ð25Þ
where j= [1, . . ., D]; ri,j is an integer number either 1 or 0; s
t
i;j;G
denotes the trail vector of the jth particle in the ith dimension at
the Gth iteration. Selection operation is used to choose the next
population i.e., (G= G+ 1) between the stopover site popu-
lation and the artificial-organism population. The selection
operation is described astilevel thresholding selection for gray scale images based on improved diﬀerential
07
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si;G if fðsti;GÞ 6 fðXi;GÞ
Xi;G if fðsti;GÞ > fðXi;GÞ
(
ð26Þ
The improved version of standard differential search algo-
rithm is described in Section 4.2.
4.2. Improved differential search algorithm
As we know, differential evolution is a simple yet efficient evo-
lutionary algorithm, first introduced by Storn and Price [24].
Differential evolution algorithm has captured much attention
and has been applied to solve many real-time problems. The
crucial idea behind DE is a scheme for producing trial vectors
according to the manipulation of target vector and difference
vector. DE algorithm combines simple arithmetical operators
with the classical operators of crossover, mutation, and selec-
tion to generate a new population. Among these operators,
mutation part employs the mutation operation to produce a
mutant vector with respect to each individual in the current
population. In the standard DE algorithm, it is represented as
Vi;G ¼ Xr1;G þ F  ðXr2;G  Xr3;GÞ ð27Þ
where r1; r2; r3 2 ½1; . . . ;NP are randomly chosen integers and
r1 – r2 – r3 – i/. F is the scaling factor controlling the ampli-
fication of the differential evolution. Xbest, is the best individual
vector with the best value in the population at generation G.
Based on DE algorithm and the property of DS, the following
simple search mechanism is proposed to improve DS:
si;G ¼ Xr1;G þ scale  ðXr2;G  Xi;GÞ ð28Þ
scale ¼ randgð2  randÞ  ðrand randÞ ð29Þ
where scale controls the size of change in the positions of the
individuals of the artificial-organisms. Similar to DE, a simple
mutation scheme is proposed in this work. And Eq. (28) which
bears stronger exploration capability can effectively maintain
population diversity. The proposed strategy is random enough
for exploration.
4.3. Steps for implementation of IDS algorithm
In this section, IDS algorithm is described for solving the opti-
mal multilevel image segmentation problem.
Step 1: Initialization of problem and algorithm parametersIn the first step, the algorithm parameters such as
population size (NP), dimension of the problem (D)
and maximum number of generations (Gmax) are ini-
tialized, and then initialize random numbers. The
problem parameters such as number of threshold
levels and limits of threshold levels are to be
initialized.
Step 2: Random generation of Artificial-organism popula-
tion (threshold levels, x= th)
LEVELS ¼
x11 x
1
2    x1d1 x1d
x21 x
2
2    x2d1 x2d
..
. ..
. ..
. ..
. ..
.
xpop11 x
pop1
2    xpop1d1 xpop1d
xpop1 x
pop
2    xpopd1 xpopd
2
6666664
3
7777775Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0xji ¼ xmin;i þ ðxmax;i  xmin;iÞ  randðÞ ð30Þtilevel th
07Where, d is the number of decision variables x ji repre-
senting threshold levels i.e., jth population of ith level,
which is generated randomly in between the limits as
xmax,i and xmin,i are the ith threshold level limits and
rand() is a random number in between 0 and 1.X ¼ ½LEVELS ð31Þ
In IDS algorithm, X. represents a group of living beings
or artificial-organisms, where artificial-organism is one
position in search space. Artificial-organism is a solution
that contains threshold levels.
Step 3: Fitness evaluation
Calculate the objective value for each initial solution.
Record the gbest solution so far.
Step 4: Start evolution procedure of IDS algorithm
Scale controls the size of change in the positions of the
individuals of the artificial-organisms. Assign scale for
each living being randomly
scale ¼ randgð2  randÞ  ðrand randÞ ð32Þ
Step 5: Generate stopover vector and perform search
process and selection operation using Eqs. (24)–(26).
Xi ¼ ½LEVELS ð33Þ
si ¼ Xr1 þ scale  ðXr2  XiÞ ð34Þ
Step 6: Fitness evaluation for offspring stopover vector
(Objective function)Calculate the objective value for each initial solution.
Record the best solution so far.
Step 7: Compare stopover vector with initial artificial
organism population and memorize the best solution
achieved so far and update the gbest vector.
Step 8: Stopping criterion
If the maximum number of generations is reached, com-
putation is terminated. Otherwise, Steps 4 to 7 are
repeated.
The implementation flowchart for IDSA is given
in Fig. 1.
5. Implementation results and discussions
In this section, the proposed method based on efficient algo-
rithm is validated through applying it on a set of standard test
images. Algorithm parameter selection plays a major role for
any optimization algorithm in terms of performance. Hence,
parameter tuning is required for optimization techniques
before implementation. The values assigned for these parame-
ters are selected by the number of trails on the performance of
the proposed method/algorithm. The parameter description
and assigned values for IDSA are furnished in Table 1. The
performance of the optimization algorithms is dependent on
algorithm parameters size of the population, number of itera-
tions and so on. The proposed method based on novel opti-
mization algorithm has been compared with well existing
approaches/algorithms in the literature. The process is
explained in five sections. In the first two sections, implemen-
tation of proposed method on standard test images is
explained. In third section, implementation of proposedresholding selection for gray scale images based on improved diﬀerential
Efficient approach for optimal multilevel thresholding selection 21method/algorithm based on Otsu’s method is explained fol-
lowed by fourth section that describes implementation of pro-
posed method/algorithm based on Kapur’s method. Later,
statistical comparison has been presented based on various
approaches for standard gray scale images. Finally, perfor-
mance analysis of proposed IDS algorithm based on proposed
objective approach has been presented. All simulations are
self-developed MATLAB codes using MATLAB R2010a on
an Intel Core i5-2400 Duo 3.10 GHz processor with 4 GB
RAM.
5.1. Results of PSNR maximization using DSA [22]
This section presents results obtained for optimal multilevel
thresholding image segmentation based on proposed objective
function using existing algorithm DSA [22] on set of standard
gray scale images. Table 2 presents the information about the
test images after segmentation process. It contains information
such as number of levels k, optimal threshold values, PSNR,
standard deviation, mean and structural similarity index.
From Table 2 it is observed that objective function values
and their mean values are approximately same. According to
objective analysis proposed method based on DSA has been
performed well in all aspects. Qualitative results of DSA have
been furnished in Appendix A, Appendix B and Appendix C
for all the standard images. To assess the efficiency of IDSA
over DSA, both algorithms have been implemented on the
same set of standard test images which has been explained in
the next section.
5.2. Results of PSNR maximization using IDSA (Proposed
Method)
This section presents results obtained for optimal multilevel
image segmentation based on proposed objective function
using IDS algorithm on set of standard gray scale images.
Table 3 presents the information about the test images after
segmentation process. It contains information such as number
of levels k, optimal threshold values, PSNR, standard devia-
tion, mean and structural similarity index. From Table 3 it is
observed that the objective function values and their mean val-
ues are almost very close. According to objective analysis pro-
posed method has been performed well in all aspects. From
Tables 2 and 3 it is also observed that IDSA has been given
comparatively improved results than DSA. Even though the
difference is marginal but still IDSA has shown little improve-
ment over DSA. However, convergence time required by DSA
is comparatively smaller than IDSA. The reason is calculation
of control parameter scale in IDSA is time consuming to pro-
duce new set of artificial organism. Apart from objective anal-
ysis, subjective analysis is also presented from Tables 4–13 for
standard images such as cameraman, lena, baboon, hunter,
butterfly, living room, bridge, airplane, lake and Map. Each
Table gives detailed information about input image, output
image at different optimal threshold levels with related his-
togram and convergence characteristics of the proposed
method/algorithm.Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.05.3. Results of Otsu’s method using IDSA
This section analyzes the results of IDSA after considering the
between class variance (Eq. (11)) as the objective function as it
was proposed by Otsu [11]. The approach is implemented over
the set of standard images, whereas the results are reported in
Table 14 along with the results of existing algorithms. Such
results present the best threshold values after testing the pro-
posed method/algorithm with four different threshold points
th= 2, 3, 4, 5. The table features the comparison between
optimal threshold values and their objective function values.
For the sake of presentation, it has been selected only five
images in the set to show the segmentation results qualitatively
and quantitatively. From Table 14 it is observed that for
k ¼ 2 and 3 for all images the optimal threshold values and
objective values for all algorithms are same. But, for
k ¼ 3 and k ¼ 4 objective values of proposed algorithm are
comparatively higher than existing algorithms for all the
images. It is worth noting point that at lower threshold levels
all algorithms have given same objective values but at higher
threshold levels (k> 3) an algorithm which is stronger at evo-
lution procedure than other algorithms has been performed
well in achieving the target. It is evident that proposed IDSA
is good at producing better results based on Otsu’s method.
For better understanding numerical results obtained are pre-
sented in graphical form in Fig. 2.
5.4. Results of Kapur’s method using IDSA
This section analyzes the performance of IDSA after consider-
ing the entropy function (Eq. (17)) as objective function, as it
was proposed by Kapur et al. [12]. Table 15 presents the exper-
imental results after the implementation of IDSA over the
entire set of standard images along with results of existing
algorithms. The values listed are optimal threshold values
and their objective values with four different threshold points
th= 2, 3, 4, 5. For the sake of presentation, it has been limited
to five images of the set to show (numerically) the segmenta-
tion results. From Table 15 it is observed that for
k ¼ 2 and 3 for all images the optimal threshold values and
objective values for all algorithms are same. But, for
k ¼ 3 and k ¼ 4 objective values of proposed algorithm are
comparatively higher than existing algorithms for all the
images. It is worth noting point that at lower threshold levels
all algorithms have given same objective values but at higher
threshold levels (k> 3) an algorithm which is stronger at evo-
lution procedure than other algorithms has been performed
well in achieving the desired target. It is evident that proposed
IDSA is good at attaining better results based on Kapur’s
method. For better understanding numerical results obtained
are presented in graphical form in Fig. 3.
5.5. Comparative study
In order to analyze results obtained in DSA and IDSA with
proposed approach, a comparison has been presented in
Table 16. This table shows PSNR values of all standard images
of proposed method with IDSA along with Otsu’s and Kapur’s
methods based on various evolutionary algorithms. Fromtilevel thresholding selection for gray scale images based on improved diﬀerential
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22 S. Kotte et al.Table 16 it is observed that proposed method based on IDSA
performed very well in achieving the desired target. Best seg-
mentation is possible with PSNR maximization method than
Otsu and Kapur. For easy understanding, these results are pre-
sented in graphical form in Fig. 4. From Fig. 4 it is clear that
PSNR values of all segmented images of proposed method/
algorithm are higher than those of all existing methods/
algorithms.
5.6. Statistical analysis of results
This section presents statistical analysis to analyze the effi-
ciency of IDS algorithm. For this the algorithm has been exe-
cuted 20 times by considering population size of 50 and
maximum number of iterations as 1000 for Otsu’s and Kapur’s
objective approaches and 200 for PSNR maximization
approach. From the obtained results the best, the worst and
mean of objective function value has been presented in
Table 17 for selected standard gray scale test images. From
Table 17 it is observed that all metrics seem to be better in pro-
posed method than existing methods. It is also observed that
the difference between best and mean values of all metrics
for proposed method is zero. In fact the deviation between best
and average is comparatively high in case of Otsu’s and
Kapur’s methods. Hence, it can be concluded that IDSA hasAppendix A. Results after implementation of DSA using PSNR ma
images @ threshold levels k = 5
Name of the
input image
Output image Histogram
Cameraman
0 50 100 1
0
0.005
0.01
0.015
0.02
0.025
0.03
Lena
0 50 100 1
0
0.002
0.004
0.006
0.008
0.01
0.012
Please cite this article in press as: Kotte S et al., An eﬃcient approach for optimal mul
search algorithm, Ain Shams Eng J (2016), http://dx.doi.org/10.1016/j.asej.2016.06.0been succeeded in the attainment of best image segmentation
based on PSNR maximization as an objective function.
6. Conclusions
This paper presents a new objective approach for multilevel
thresholding for image segmentation using novel optimization
algorithm improved differential search algorithm. Three types
of objective approaches are discussed for multilevel threshold-
ing image segmentation using IDSA, in which PSNR based
objective approach is successful in achieving the target. From
the obtained results it may be concluded that PSNR based
objective approach is better than Otsu’s and Kapur’s objective
approach. The latter part is looked for IDSA performance and
efficiency in view of multilevel thresholding image segmenta-
tion. The proposed IDS algorithm has been tested on a set
of input standard images and proved to be better than other
existing algorithms. All quantitative and qualitative results
have proved the efficiency of the proposed algorithm for gray
level image segmentation. Hence, it may be concluded that for
multilevel thresholding image segmentation through IDS algo-
rithm based on proposed approach outperforms the other
existing methods/algorithms. Formation of strong objective
function for multilevel thresholding image segmentation in
future may give competitive results further.ximization method over cameraman, lena, baboon and hunter
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Appendix A (continued)
Name of the
input image
Output image Histogram Convergence
Baboon
0 50 100 150 200 250 300
0
0.002
0.004
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Hunter
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Appendix B. Results after implementation of DSA using PSNR maximization method over butterﬂy, living room, bridge and airplane
images @ threshold levels k= 5
Name of the
input image
Output image Histogram Convergence
Butterfly
0 50 100 150 200 250 300
0
0.005
0.01
0.015
0.02
0.025
0.03
0 20 40 60 80 100 120 140 160 180 200
21.82
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Appendix B (continued)
Name of the
input image
Output image Histogram Convergence
Bridge
0 50 100 150 200 250 300
0
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Appendix C. Results after implementation of DSA using PSNR maximization method over lake and map images @ threshold levels
k= 5
Name of the
input image
Output image Histogram Convergence
Lake
0 50 100 150 200 250 300
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