P.D.F. FOR LIFE TIME ESTIMATORS
For a given value τ of the true life time, the P.D.F. of a measurement is dW dt = 1 τ exp − t τ , and so for an experiment with n measurements
The negative log likelihood function is
The maximum likelihood estimator of the lifetime can easily be found minimizing L τ = 1 n n k=1 t k ; min L = L 0 = n + n lnτ ,
so the probability (1) can be transformed to
Given some true value τ then for any algorithm that defines a confidence intervalτ
−∆τ (−) we can evaluate the coverage P :
LIKELIHOOD FUNCTION CONFIDENCE INTERVAL
The conventional Likelihood function method for finding a 68% confidence interval [1, 2] is to find the values of τ for which
In our case
For example, for n = 5 the limits are
The coverage of this interval, from Equation (5), is
where the integration limits, corresponding to (7), are
The coverage is close to, but significantly different from, the nominal value of 0.6827. Examples of confidence intervals obtained by this means are shown in Table I , as the values in parentheses. The 95% confidence interval was obtained using the rule ∆L = 2, and 90% upper limit using a one side interval for which
The coverage given by such intervals is shown in Fig. 1 , evaluated using a Monte Carlo method.
BAYESIAN CONFIDENCE INTERVAL
For comparison we can estimate a Bayesian confidence interval for the same example of n = 5. In the Bayesian approach [3] [4] [5] , the likelihood function is considered to be a probability density for the true parameter τ . Assuming a flat prior distribution for τ this is
After normalization (for n ≥ 2) this becomes: which for n = 5 gives
τ .
(8) The 68% central confidence region for this distribution is (see Fig. 2 ):
The coverage of this region is actually not 68.27% but 64.31%.
NEYMAN'S CONFIDENCE INTERVAL
Neyman [5] [6] [7] proposed a frequentist construction of a confidence zone (or confidence belt) as follows 
One defines the inverse functions
which, for a given value ofτ , define the borders of the confidence interval for τ , with coverage β.
In our example, there are τ 1 (τ ) = 0.698τ , τ 2 (τ ) = 1.760τ .
Thus the result of a lifetime experiment of this type can be written
The coverage evaluated is 0.6826 -the difference of 0.0001 is purely due to rounding errors. Table I shows these intervals for several values of n, with the likelihood approximation shown in parentheses for comparison. Table II compares the coverage of all three methods for the n = 5 case. 
CONCLUSION
• Neyman's method for confidence intervals provides exact coverage, by construction.
• The intervals from ∆L = 1/2 agree well with the Neyman intervals for large n, but differ for small n, as can be seen in Table I . In such cases they undercover, i.e. the interval is smaller than the true one.
• Bayesian confidence intervals give very different results, and can undercover or overcover.
