Abstract: According to the traditional GA and EDA weakness, on the basis of MMEA, the orthogonal design initialization, convergence criterion and K-means clustering analysis method were introduced in this paper and it proposed a new model multi-objective evolutionary algorithm OMEA. The practice results showed that the OMEA had been greatly improved on both convergence and diversity of the solutions, reaching a good balance on diversity and convergence. Its comprehensive performance was better than the SPEA2, NSGA-II and other traditional multi-objective evolutionary algorithm.
Introduction
In solving multi-objective problems , the early GA ( short for Genetic Algorithm ), such as MOGA [1] proposed by Fonseca and Fleming , NSGA and NSGA-II [2] , [3] proposed by Srinivas and Deb , NPGA [4] proposed by Horn and Nafpliotis , SPEA-1,2 [5] , [6] proposed by Zitzler E, Thiele and so on, all had the best potential to reach the solutions to the optimal solution. But given the great blindness of its global search, it was necessary to use some special methods to make the algorithm search have a certain "purpose". EDA (Estimation of Distribution Algorithm) that was introduced to solve MOPs had achieved good results [7] . It is thought that in the process of the evolution algorithm, the distribution of the population would have certain rules. Through the establishment of a probability model on the distribution, the search could be guided to obtain more information. M. Laumanns and N. Khan et al. proposed a multi-objective optimization algorithm based on Bayes [8] , [9] . Thierens and Bosman et al proposed a multi-objective optimization algorithm based on EDA probability model [10] - [14] . Later, Tatsuya Okabe and Zhou Aimin et al respectively proposed a multi-objective optimization algorithm based on the distribution rule model of Pareto solution set [15] - [17] .
Although Zhou's MMEA [16] , [17] , a multi-objective algorithm based on model, had a good effect in solving multi-objective problems. Owing to using principal component analysis (PCA) as the clustering analysis algorithm, it would consume more time in each generation. At the same time, MMEA often used random initialization, so the distribution of the initial population in the early stage was chaos.
The algorithm OMEA proposed in this paper was aimed at the limitations of the above. It has the following characteristics: 1) The initial population was generated by the orthogonal design, so that the individual could be more representative of the feasible solution region.
2) The idea of probability model was introduced into, and the ability of the algorithm to explore the unknown region was improved by establishing the model of Pareto set distribution rule. 3) K-means cluster analysis was employed instead of L-PCA clustering analysis on the traditional evolution algorithm (MMEA) based on the model in order to improve the efficiency of the algorithm.
In this paper, some numerical experiments were carried out by some of the current typical and representative test functions. The results showed that the new algorithm OMEA both in terms of the diversity and the convergence of solution had been improved. It reached a good balance between diversity and convergence, avoiding the premature convergence to the local Pareto solution set.
Orthogonal Design Initialization
If the individual was well distributed within the feasible solution domain in the population initialization, the algorithm in the next iteration process would be easier to make the individual fall in the Pareto optimal solution set. However, in the practical multi-objective optimization problems, there was no prior knowledge about the Pareto Solution Set. Quantization technology could be introduced to initialize the population in the orthogonal experiment which made the individual more representative distributed in the feasible region.
For the decision vector
x is noted as the ith factor in the orthogonal experiment.
N is the number of the experimental factors. The N factors are distributed in a continuous domain which is not directly solved by traditional orthogonal design methods, so it is needed to carry out numerical quantification on the N factors. Each factor is quantified into finite numeric. Supposing
[ , ] 
Clustering Analysis of Population
The original ideas of algorithm were owing to the potential distribution rule of Pareto solution set, which was mostly a principal curve or surface [19] . The principal curve was a one-dimensional smooth curve through the sample set as shown in Chart 1 below. In the same way, the principal surface was a two-dimensional smooth surface through the sample set.
According to the existence of the potential rules, if the distribution rules of principal curve or surface could be dug out, they could guide the search for Pareto optimal solution set through the curve or surface model.
Definition 1: The population ()
Pt is divided into K sub populations according to the similarity between individuals.
k N is the number of individuals in kth sub population. And the formula satisfies:
(1)
, 1, 2, , ;
. , 1, 2, , ; ;
Because there was no prior knowledge about the global distribution of the principal curve, the clustering analysis of population as shown in formula (3-1) was introduced to divide and rule the population. The distribution of individuals within each cluster was dug out. And then the probability model was established based on clustering analysis for principal curve or surface. Finally the probability model was employed to generate new offspring individuals.
Principle of Principal Component Analysis (PCA) [20]
Definition 2: Let ' 12 ( , , , ) n x x x x  be a N dimensional random vector, and its ith principal component is:
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Here ' 1 ii uu  , and satisfies the following conditions:
F is the maximum variance of all the formula like
2 F which is not related to 1 F is the maximum variance of all the formula like
Local PCA Clustering Analysis [17]
Definition 3:
L is noted as a line passing through the point x , and its direction is 
And the dividing evaluation standard is made as following: 
K-means Clustering Analysis [21]
K-means clustering algorithm steps are as following: (1) The K-means algorithm searched the result of clustering by iteration. It can simply rapidly and efficiently complete population clustering analysis. Chart 3 is the result of K-means Clustering Analysis. The clustering shape got by this standard is roughly circular.
The literature [22] used local PCA to do clustering analysis, although it can more accurately describe the distribution rule of solution set. Its computational complexity is very expensive. When evaluating each cluster, it needs to use the Jacobi [23] to calculate the eigenvalue and eigenvector of the clustering sample. The Jacobi for high dimensional matrix iterative computing process is quite time-consuming. This makes the efficiency and efficacy of local PCA algorithm not balanced. Therefore, this article uses the general kmeans dividing population to improve the efficiency.
The Establishment of Probability Model and Individual Reproduction
After clustering, it is now to establish 1-D or 2-D linear model for principal curves or surface in each
It is different from traditional EDA. The probability model of evolutionary algorithm based on model is made of two parts: the deterministic model and the stochastic model. The purpose of establishing deterministic model is to obtain the rule of population distribution, and the purpose of the stochastic model is to describe the dynamic disturbance of the individual near the principal curve or surface. and 2nd eigenvector is calculated as following: If there were more than two objective functions in MOPs, establishing 2-D linear model in each sub population, the method was as following: The above formula is called as a deterministic model. In the experiment, through the introduction of the Pareto solution set distribution rule and the Gauss model to establish the probability model of the dynamic population:
Hs is a deterministic model to describe the current feasible solution set distribution rule, while k  is a random vector satisfying
Here k i d is the Euclidean distance between the ith sample point to its principal curves in the kth sub population.
According to the probability model in formula (4-4), k N new sample points in each sub population were generated. These points roughly distributed on the principal curves as shown in chart 4. In order to make the algorithm have better ability to search unknown fields at both ends of the principal curve, extension factor 
As the same to EDA, if the probability model was used to produce offspring in the early stage, it would make the algorithm easily premature convergence. This paper introduced the convergence criterion to determine when to perform local search: If the current clustering satisfied the convergence criterion, it indicated that the current sub population points had roughly distributed near the principal curves. Right now the distribution rule of Pareto solution set had been clear, and the probability model could be employed to guide the local search in each sub population.
The Algorithm Flow and Numerical Experiments
The overall flow of OMEA which is put forward in this paper is shown in chart 5: Genetic operation of the algorithm is in accordance with the NSGA-II [3] , the smaller rank individuals are
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Volume 11, Number 8, August 2016 the first to be selected. If the two individuals were in the same rank, it was the first to select the one with bigger crowding distance. This can not only make the non dominated frontier near to Pareto frontier, but also make the distribution and diversity of the solution set better.
Chart 5. OMEA flow.
Test Functions
For the two objective problems, the OMEA selected 5 test functions of ZDT except ZDT5 to be tested. At the same time, due to the comparison with MEA/HA and MEA/HB in Zhou literature [16] , [17] , it improved ZDT3 to ZDT3.2 [17] . The Pareto solution set of ZDT3 was
Pareto solution set of ZDT3.2 was
, its Pareto solution set distribution became more complex. For the three objective optimization problems, it selected DTLZ1 and DTLZ7 [24] to be tested. The description on the test problems were shown as Table 1 . 
ZDT4
10 As many as 219 Pareto frontier, the closer to the true Pareto frontier is, the more densely populated the local optimal frontier is, this function is usually used to test the algorithm with ability of processing multi-modal problems.
ZDT6
10 Its distribution on the global Pareto optimal frontier is uneven, the closer to the Pareto optimal frontier is, the lower the density of solution is. DTLZ1 7 as many as（115-1）Pareto frontier DTLZ7 22 High dimension, as many as 22 discontinuous area on Pareto optimal solution
Performance Evaluation Standard
 metric and  metric [3] put forward by Deb were widely and commonly used as evaluation standard, so the paper selected these two metrics to evaluate the algorithms. They were defined as following:
Convergence metric 
The precondition of this standard is multi-objective Pareto optimal solution set. First of all, H points on the Pareto frontier in the objective space are sampled. Then the minimum Euclidean distance between each approximate Pareto optimal solution to the sample points is calculated, and  is the mean of these minimum Euclidean distances. Its formula is as following:
Here n is the number of solutions and f is the objective vector. The smaller the  is, the better the convergence is.
Diversity metrics 
Multi-objective algorithm was hoping to get a solution set distributed evenly on the Pareto frontier. So firstly, the Euclidean distance i d between the two adjacent solutions and the extreme solution , fl dd in the objective space were calculated. And then the mean d of these distances was calculated. Finally, the diversity metrics  was expressed as the following formula :
The smaller the  is, the better the diversity is. 
The Experimental Environment and Parameter Settings
The experimental environment was as follows: CPU-PIV 3.0 GHZ, Memory-2.00GB, OS-Microsoft parameters. The parameters of the OMEA were set in Table 2 .
Numerical Experimental Result and Analysis
All the test functions were independently ran 10 times. The statistical results were as follows: 1) the mean and its standard variance of convergence metric  ; 2) the mean and its standard variance of diversity metric  .
(1) For the two objective test functions, the mean and the standard variance of  and  were shown in table 3. The results of OMEA algorithm proposed in this paper were shown in bold. The parameter settings and experimental results of other algorithms(SPEA2, NSGA-II, PAES) could be obtained from literature [3] . ability to process multi-peak function. ZDT6 optimal frontier was convex and its distribution on the objective space was uneven. So some of the traditional evolutionary algorithm was easy to fall into local solution in solving these two functions, and the distribution was extremely uneven. But from the table 3, OMEA can converge near to the global optimal frontier and the performance of the algorithm in convergence and diversity were improved significantly. Table 4 showed the statistical results on ZDT3.2 ran 10 times by OMEA, where MEA/HA and MEA/HB were respectively proposed in literature [16] , [17] . The parameter settings and experimental results of NSGA-II and SPEA2 on ZDT3.2 can also be got in literature [17] . From table 4, the OMEA had certain ability to mine the distribution rule of Pareto set. So the algorithm had better ability to do the local search and the convergence of the algorithm was better than NSGA-II and SPEA2. At the same time, from the comparison on MEA/HA and MEA/HB, the performance of OMEA was between these two algorithms. Because the convergence criterion was not introduced in MEA/HA, this made MEA/HA randomly use probability model or genetic operation to generate new individuals. If probability model was established when the population distribution was not convergent, the quality of its individual was not high. While OMEA introduced the convergence criterion and only if the current clustering satisfied the criterion, the K-means clustering was used to establish the model in the sub population to direct the local search. This made the convergence of OMEA better than MEA/HA. In MEA/HB, it employed computationally expensive L-PCA to cluster. Its model could better characterize the distribution rule of current population and make the algorithm do better on local search. But this method was at the expense on large computing time. (2) For the three objective test functions, it compared the convergence  on DTLZ1 and DTLZ7, where  -MOEA and  -DEMO were the experiment results in literature [25] . Table 5 showed the statistical results on DTLZ1 and DTLZ7 ran 10 times by OMEA. The results of OMEA algorithm proposed in this paper were shown in bold. Obviously, the  of OMEA was better than the others. Pareto optimal solutions, it can be seen that in all of the 8 test problems, the multi-objective evolutionary algorithm OMEA proposed in this paper had been greatly improved on both convergence and diversity of the solutions, reaching a good balance on diversity and convergence. Comprehensive performance was better than the SPEA2, NSGA-II and other traditional multi-objective evolutionary algorithm.
