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  +32 9 264 4345 
  diederik.depla@ugent.be 
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 Nederlandse Samenvatting             - Summary in Dutch - 
Een legering is een vast mengsel van metalen (met eventueel een lage concentratie aan niet-metallische elementen) dat verbeterde eigenschappen heeft in vergelijking met haar constituenten. Bijvoorbeeld brons, de legering dat als vroegste werd ontdekt en haar naam heeft ontleend aan een historisch tijdperk, is veel harder dan haar constituenten koper en tin. Een ander voorbeeld is staal, die ontstaat door de toevoeging van kleine concentraties koolstof aan ijzer en zo een legering oplevert met zeer nuttige eigenschappen voor allerhande toepassingen. Door verschillende metalen te mengen kan men de synergistische eigenschappen van de elementen aanwenden om nieuwe materialen met verbeterde 
eigenschappen te creëren. Van dit idee, namelijk ‘het geheel levert meer dan de som van de delen’, is gretig gebruik gemaakt door materiaalwetenschappers in verscheidene applicaties. Om aan de steeds-toenemende vraag voor nieuwe hoog-performante materialen te voldoen zijn legeringen in de loop der jaren steeds complexer geworden. Om aan de vereiste eigenschappen te voldoen, zijn legeringen met ingewikkelde chemische samenstellingen en doorgaans met speciale microstructuren de norm geworden. Deze zoektocht naar verbeterde legeringen is niet enkel gedreven door toepassingen, maar confronteert wetenschappers ook met nieuwe en uitdagende fundamentele onderzoeksvragen. Bijvoorbeeld de ontdekking van metallische glazen in de jaren 1960 heeft de 
kristallogra�ie en metallurgie op zijn grondvesten doen daveren. Deze glasachtige, amorfe materialen combineren de eigenschappen van twee aggregatietoestanden, namelijk de vaste en vloeibare toestand, en hebben diverse interessante 
eigenschappen. Na meer dan 50 jaar van doorgedreven onderzoek zijn enkele 
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 fundamentele onderzoeksvragen niettemin nog steeds niet volledig opgelost. In het begin van de jaren 2000 is de complexiteit van de wereld van legeringen nog eens toegenomen door de komst van de hoogentropische legeringen. Deze materialen drijven het legeren naar het extreme, in die zin dat ze ten minste vijf verschillende metalen combineren, en beschouwd kunnen worden als metallische cocktails. Ondanks dat deze hoogentropische legeringen veel verscheidene elementen bevatten, vertonen ze echter een simpele kristallijne vaste oplossing of amorfe structuur. Er wordt aangenomen dat de hoge mengentropie van deze materialen de vaste oplossing stabiliseert, en dit effect is zelfs meer uitgesproken bij hoge temperaturen. Een dunne laag of coating is een laagje materiaal (gewoonlijk dunner dan 5 micrometer) dat wordt aangebracht om de eigenschappen van een bepaald substraat te aan te passen. Dunne �ilms worden aangewend in allerhande 
toepassingen, gaande van dagelijkse producten zoals de coating in plastic �lessen of aanraakschermen, tot meer geavanceerde producten zoals infrarood- en/of ultraviolet werende coatings op vensterglas, in zonnepanelen, en in 
geı̈ntegreerde schakelingen. Dunne �ilm legeringen worden voornamelijk gebruikt voor hun functionele (elektrische, magnetische en optische) eigenschappen, of voor hun structurele eigenschappen zoals corrosie- en slijtagebestendigheid. Verder bieden ze meestal uitstekende mechanische 
eigenschappen zoals een hoge sterkte en taaiheid. Dunne �ilms kunnen worden afgezet met uiteenlopende depositietechnieken, waarbij magnetron sputteren een belangrijke rol speelt op industrieel vlak. Magnetron sputteren biedt een relatief hoge depositiesnelheid en een goede controle over de chemische samenstelling en microstructuur van de coatings. Verder is magnetron sputteren 
ook een �lexibele techniek die toelaat om veel types materialen af te zetten. Zowel metallische glazen als hoogentropische legeringen worden echter veelal bestudeerd als bulklegeringen, waarbij de afmetingen minstens een paar millimeter zijn. Deze legeringen als dunne lagen zijn daarentegen nog maar zelden onderzocht. Dit is ietwat verrassend omdat de gunstige eigenschappen 
van deze complexe legeringen ook kunnen worden aangewend in dunne �ilm toepassingen. Bovendien is het belangrijk om te benadrukken dat bulk- en dunne �ilm legeringen met fundamenteel verschillende methoden worden gesynthetiseerd. Bij de productie van bulklegeringen wordt het vloeibare metaalmengsel (al dan niet heel snel) afgekoeld waardoor er een overgang tussen de vloeibare en vaste fase optreedt. Tijdens magnetron sputteren wordt het materiaal echter gevormd door een overgang van de gasfase naar de vaste toestand. Daarom is een 
Nederlandse Samenvatting xiii  doorgedreven studie nodig die de invloed van de synthesemethode op de eigenschappen van complexe legeringen onderzoekt.  In dit doctoraat worden globaal gezien twee doelstellingen nagestreefd. In de eerste plaats wordt de relatie tussen de depositieomstandigheden en de chemische samenstelling van complexe legeringen, en hun invloed op de 
intrinsieke en structurele eigenschappen van de dunne �ilms onderzocht. In de tweede plaats wordt nagestreefd om de fasevorming van deze complexe legeringen te beschrijven met vereenvoudigde modellen. Deze manier van werken was doelbewust gekozen omdat zo de verkregen bevindingen en resultaten kunnen overgedragen worden naar andere materiaalsystemen. In de eerste twee hoofdstukken wordt een algemene inleiding over magnetron sputteren en de groei van dunne lagen gegeven. Er zal worden uitgelegd hoe complexe legeringen op een relatief eenvoudige manier kunnen worden afgezet door gebruik te maken van poedertargets. Het gebruik van dit type targets heeft enkele implicaties op het sputterproces, die ook in hoofdstuk 2 worden beschreven. De fundamentele groeiprocessen, de invloed van onzuiverheden, en 
een belangrijke intrinsieke �ilmeigenschap, namelijk spanning, worden besproken in hoofdstuk 3. Deze inleidende hoofdstukken zijn onontbeerlijk om de analyses in de daaropvolgende hoofdstukken te begrijpen en te kunnen plaatsen. Hoofdstuk 4 schetst een overzicht van de voornaamste experimentele karakteriseringstechnieken die werden gebruikt tijdens het doctoraatsonderzoek. In hoofdstuk 5 wordt een inleiding over metallische glazen gegeven. De nadruk zal liggen op de fasevormingsprincipes, de eigenschappen, en de atomaire structuur van deze bijzondere amorfe materialen. Dit hoofdstuk zal essentieel blijken te zijn voor de analyses in de volgende hoofdstukken, omdat enkele kernbegrippen en modellen zullen worden hergebruikt. Hoofdstuk 6 beschrijft het experimentele werk over de Zr-Cu metallische glazen. Deze glasachtige �ilms werden volledig gekarakteriseerd en de relatie tussen hun atomaire structuur en hun mechanische eigenschappen zal worden bediscussieerd. De bevindingen in hoofdstuk 6 zullen een startpunt vormen voor hoofdstuk 7, waar meer complexe, en hoofdzakelijk nieuwe legeringen zullen worden bestudeerd. In het bijzonder zal de ingewikkelde correlatie tussen de chemische samenstelling van de legeringen, de fenomenen inherent aan het sputterproces, en de resulterende intrinsieke laageigenschappen worden uitgelegd. Hoofdstuk 8 presenteert een inleiding over een relatief nieuwe klasse van complexe legeringen met uitstekende eigenschappen, namelijk hoogentropische legeringen. Hun ongewone materiaaleigenschappen en de verschillen met conventionele legeringen zullen worden toegelicht. In hoofdstukken 9 en 10 worden verscheidene hoogentropische legeringen als 
xiv Nederlandse Samenvatting 
 
dunne �ilm bestudeerd. Speci�iek wordt in hoofdstuk 9 de CoCrCuFeNi 
basislegering geı̈ntroduceerd, en de invloed van enkele sputterparameters op de laageigenschappen zullen worden bestudeerd. In hoofdstuk 10 zal deze basislegering als een soort van blanco materiaal worden gebruikt om de invloed van extra constituenten op de fasevorming en laageigenschappen te onderzoeken. De belangrijkste resultaten en bevindingen van dit doctoraatsonderzoek zijn samengevat in hoofdstuk 11. 
 1 Introduction 
An alloy is a solid atomic mixture of metals (and potentially minor quantities of non-metallic elements) that has modi�ied properties as compared to its constituent elements. For example, one of the alloys earliest known to mankind, bronze, is much harder than its constituents copper and tin. With the addition of small amounts of carbon to iron, one of the most-used alloys, i.e. steel, is produced. By exploiting the synergistic effects of mixing several elements together, new materials with enhanced properties can be created. This idea, i.e. 
‘the whole is greater than the sum of its parts’, has been readily employed by materials scientists and alloys are used in numerous applications. To cope with the ever-increasing demand of high-performance materials, alloys have become more and more complex. Alloys with intricate chemical compositions and/or microstructures are often the only candidates that deliver the required properties. This search for improved alloys is not only application-driven, but also confronts scientists with new and daunting fundamental research questions. For example, the discovery of metallic glasses in the 1960s has created the need for revising theories on crystallography and metallurgy. These amorphous, glass-like materials combine the characteristics of the liquid and of the solid state of 
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matter, and offer some very interesting properties. Nonetheless, even after 50 years of intensive research, some fundamental questions still have not been answered. In the early 2000s, the complexity was again increased by the arrival of high-entropy alloys. These multi-element materials take alloying to the extreme, in the sense that they incorporate at least �ive different constituents and can be viewed as metallic cocktails. Regardless of the high number of constituents, these multi-element materials usually exhibit simple crystalline solid solutions or amorphous phases. It is believed that the high mixing entropy stabilizes the solid solution, even more so at high temperatures. 
A thin �ilm or coating is a layer of material (usually less than 5 micrometer) that has been applied to the surface of an object in order to modify the characteristics of that surface. Thin �ilms are being employed in a vast range of applications, ranging from daily products such as the coatings on plastic bottles to more advanced products such as touch screens, solar panels, and integrated circuits. 
Thin �ilm alloys are primarily being used for their functional properties, e.g. their electrical and magnetic characteristics, and their structural properties such as corrosion and wear resistance, and favorable mechanical properties. Thin �ilms can be applied by a range of deposition techniques, whereby magnetron sputtering plays an important role in industry. Magnetron sputtering offers a relatively high deposition rate, and a good control over the chemical composition 
and microstructure of the �ilms. Moreover, its versatility allows one to deposit various kinds of coatings. Both metallic glasses and high-entropy alloys mainly have been studied in their bulk form, i.e. the sample size is at least a couple of millimeters. These alloys in 
thin �ilm form have been slightly overlooked. This is a bit surprising, as the 
properties of these complex alloys could also be applied in several thin �ilm applications. Bulk and thin �ilms alloys are synthesized by fundamentally different processing methods. In the bulk case, a liquid-to-solid transition occurs, 
whereas in magnetron sputter deposition, the �ilm is formed by a vapor-to-solid transition. Therefore, a thorough study on the in�luence of the synthesis method on the properties of complex alloy thin �ilms is essential.  The goals of this work are twofold. Primarily, the intricate relationship between the deposition conditions and the chemical composition on the intrinsic and structural properties of sputter-deposited alloy thin �ilms will be investigated. Secondly, the phase formation in these complex materials will be explained by simple models. In this way, the obtained �indings could be, cautiously, transferred to other complex alloy systems. 
Introduction 3  
In the �irst two chapters, a general introduction on magnetron sputtering and thin 
�ilm growth will be given. How to deposit multi-element alloys by using powder targets, and consequently their implications on the sputter process will be 
discussed. The fundamental �ilm growth processes, the in�luence of impurities, 
and an important intrinsic property, i.e. the �ilm stress, will be reviewed in chapter 3. These introductory sections will provide a solid background for the analysis and understanding of the ensuing chapters. Chapter 4 gives an overview of the experimental analysis and thin �ilm characterization techniques. In chapter 5, the concept of metallic glasses will be introduced. The emphasis will be on the formation principles, properties, and atomic-level structure of these peculiar amorphous materials. This chapter is vital for the comprehension of the subsequent chapters, as in this chapter some concepts will be introduced that will be used in the analysis of other material systems. Chapter 6 discusses the experimental work on the Zr-Cu thin �ilm metallic glasses. These glassy �ilms were fully characterized and the relationship between their atomic-level structure and mechanical properties will be examined. The �indings in chapter 6 will form a starting point for chapter 7, where more complex alloys will be studied. Especially the intricate relationship between the alloy’s chemical composition, the inherent phenomena of the sputter process, and the resulting 
intrinsic properties of the amorphous �ilms will be explained. Chapter 8 presents an introduction to a relatively new class of multi-element alloys with outstanding properties, namely high-entropy alloys. Their uncommon material characteristics and main differences with conventional alloys will be elaborated. In chapters 9 and 10, various high-entropy alloy thin �ilms are studied in detail. More 
speci�ically, in chapter 9 the 5-element CoCrCuFeNi base alloy will be introduced, 
and the in�luence of the sputtering technique on its intrinsic properties will be examined. In chapter 10, this base high-entropy alloy will be used as a blanc sheet to study the in�luence of other solute elements on the phase formation, and the 
relationship between the intrinsic and structural �ilm properties. The key results 
and �indings of this work are summarized in chapter 11.  

 2 Aspects of Magnetron Sputtering 
2.1 Introduction To investigate the phase formation and properties of alloy thin �ilms, one needs a 
certain technique to deposit these �ilms. There is a large number of deposition techniques, such as chemical vapor deposition (CVD), anodization, wet processes such as spin coating, spraying processes, and physical vapor deposition (PVD). A good overview can be found in [1]. PVD is a collective name for a variety of vacuum deposition methods that use a physical process to produce a material vapor. This vapor can then be deposited on the object that has to be coated. Often-used PVD processes are thermal evaporation, cathodic arc deposition, pulsed laser deposition, and magnetron sputtering. The required material composition and properties, the size and shape of the object that has to be coated, and the processing costs determine which deposition process can be used. 
Magnetron sputter deposition is frequently used as it is a �lexible technique which can be upscaled from the laboratory to the industry scale. Furthermore, 
6 Chapter 2  sputtering can be used to deposit metals, alloys, ceramics, and semiconductors, without essentially modifying the deposition setup, and presents a range of 
deposition conditions which can be �ine-tuned to adjust the �ilm properties. In the next paragraphs a short overview of the sputtering technique will be given, with 
the focus on the deposition of complex alloy thin �ilms.  
2.2 Magnetron Sputtering When an energetic ion or atom collides with a solid surface, atoms, molecules, ions, and even clusters can be ejected. This process is known as sputtering. It occurs widely in the universe, e.g. the erosion of astronomical bodies by interstellar dust or the solar wind [2]. Sputtering was �irst observed in the laboratory by W. R. Grove in the 19th century while investigating discharge tubes using a silver needle cathode [3]. In that time sputtering was regarded as an unwelcome side effect that contaminated the discharge tube. These days sputtering is a widely-used process for surface etching, thin �ilm deposition, and 
thin �ilm densi�ication. In a typical magnetron sputtering setup, the source material, also known as the target, is mounted on a cathode which is placed in a vacuum chamber (see 
Figure 2.1). After the vacuum chamber has been pumped down to 10-4 Pa by means of a rotary and turbomolecular pump, an inert gas such as argon is introduced into the chamber. The argon pressure is typically in the range of 0.2–4 Pa. The gas discharge is initiated by applying a negative DC voltage between the cathode and anode (typically between 100 and 1000 V). The target serves as cathode whereas the vacuum chamber walls and magnetron casing act as the anode. Due to the background radiation there are always primary electrons present. These primary electrons are accelerated away from the cathode and 
when the applied voltage is suf�iciently high, the electrons obtain enough energy to ionize the argon atoms (Ar + e− → Ar+ + 2e−). The Ar+ ions are then in turn accelerated towards the cathode where they initiate the sputtering process. The 
number of ejected atoms per incoming ion is de�ined as the sputter yield 𝑌. Besides the sputtered atoms, there is also the emission of secondary electrons from the target. The number of emitted electrons per incoming ion is known as the secondary electron emission yield 𝛾𝐼𝐼𝐼𝐼  (on average 0.1 for metals). These secondary electrons are crucial in sustaining the gas discharge as they are again accelerated away from the cathode and also contribute to the ionization of argon atoms. Once the emission of secondary electrons is high enough, the discharge reaches breakdown and becomes self-sustaining [4]. However, electrons are only able to ionize argon atoms if the electron energy is larger than the ionization energy. If the electron energy is too low, the argon atoms still can be excited 
Aspects of Magnetron Sputtering 7  (Ar + e− → Ar∗ + e−). These excited argon atoms usually relax to their ground state by emitting a photon, which explains the characteristic glow of the gas discharge. To create more ionization events before the electron reaches the 
anode, a magnetic �ield is applied by placing permanent magnets behind the 
target. In this way the electrons gyrate around the magnetic �ield lines and are 
more con�ined to the cathode region. The movement of the high energy electrons 
is governed by the interaction of the electric �ield 𝐸�⃗  and magnetic �ield 𝐵�⃗ , which results in the Lorentz force: 
?⃗?𝐿 = −𝑒�𝐸�⃗ + ?⃗? × 𝐵�⃗ � where ?⃗? and 𝑒 are the electron velocity and elementary charge. Besides the 
gyration around the magnetic �ield lines, the electrons also move in the direction perpendicular to the magnetic and electric �ields, which is called the Hall drift. As Ar+ ions are much heavier than electrons, they are not bound by the magnetic 
�ield and their movement is only governed by the electric �ield. As stated before, due to the presence of the magnetic �ield a higher number of ionization events per 
electron will occur which in turn increases the ion �lux towards the target. The ion bombardment is the most intense in the region between the magnets. Hence for planar targets, the ring-shaped area between the magnets, which is called the racetrack or erosion groove on the target, is eroded most. In this context it is important to remark that sputtering is a very energy-inef�icient process. The largest part of the applied power is dissipated as heat. Hence, to sustain a stable process and to preserve the magnetization of the magnets, the cathode should be cooled (see Figure 2.1). 
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Figure 2.1: Illustration of a typical sputter deposition setup. A grounded vacuum chamber contains a substrate holder and magnetron. The magnetron contains the target, which acts as cathode, two concentric magnets, a cooling system, and the anode casing. 
In conventional magnetrons, the magnetic �ield design is so that all magnetic �ield lines that arrive from the inner magnet reach the outer magnet. Therefore, the 
magnetic �ield lines are closed and the plasma is strongly con�ined to the target region. This is useful in cases where energetic bombardment of the substrate 
should be avoided, e.g. during thin �ilm deposition on polymers. However, the 
bombardment of the substrate with ions and electrons modi�ies the �ilm growth and is in most cases desired. This can be achieved by the usage of an unbalanced 
magnetron con�iguration. In this con�iguration, the magnetic �lux of the inner and outer magnets is not the same, and this results in a spreading of the magnetic 
�ield lines (see Figure 2.2). The electrons follow the magnetic �ield lines whereas a fraction of the ions moves towards the substrate by ambipolar diffusion. As a result the electron and ion density near the substrate increases. To further 
increase the electron and ion �luxes towards the substrate, a substrate bias can be applied. 
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Figure 2.2: (a) Balanced and (b) type II unbalanced magnetron con�iguration (the magnetic �lux of the outer poles is larger than of the inner poles) [5]. 
2.3 Glow Discharge The gas discharge (or plasma) is a gas with a signi�icant amount of charge carriers. In a typical magnetron plasma, these are predominantly electrons and Ar+ ions. The net charge of a plasma is zero as it contains equal amounts of negative and positive charges. In a spherical plasma, both types of charge carriers diffuse outwards, but the electrons diffuse much faster due to their lower mass. As the electrons move faster outwards, the net charge within the plasma sphere becomes slightly positive, whereas the edges of the plasma edges become negatively charged. This potential difference, which is called the plasma potential 
𝑉𝑝, creates a net force on the charge carriers. For typical magnetron discharges, the plasma potential is a few eV. When an electrically-isolated object is placed inside the plasma, the fast electrons diffuse towards this object and form a space charge layer with a negative potential. Once the object is completely covered by a negatively-charged surface layer, the object starts to repel electrons and the surface potential of the object reaches equilibrium. In steady-state, the net 
electron �lux is equal to the ion �lux and the object is at �loating potential 𝑉𝑓 . The space charge layer at the surface of an object is called the sheath. At each boundary in the plasma, the vacuum chamber walls, the substrate holder, and the target, a sheath is formed. Within this sheath, the potential drops from 𝑉𝑝 to 𝑉𝑓 . 
For �loating objects, the potential drop is about 10 V, whereas for grounded substrates, the potential drop equals the plasma potential. For biased substrates, the potential drop is �𝑉𝑝 − 𝑉𝑠�, where 𝑉𝑠 is the substrate bias. At the cathode, the potential drop of the sheath is much larger as the cathode potential (𝑉𝑑) is highly negative. The sheath potential is so high that all electrons are repelled, and the Ar+ ions are accelerated towards the target. The secondary electrons are 
accelerated away from the target and gain enough energy to ionize ‘fresh’ Ar 
10 Chapter 2  atoms outside the sheath. The energy of the electrons that are released in the ionization process is too low to ionize other Ar atoms, hence the majority of the electrons outside the sheath are thermalized. 
 
Figure 2.3: Schematic representation of the potentials in a magnetron glow discharge. The potential differences are not drawn to scale. 
2.4 Ion-Target Interactions When an Ar+ ion impinges on the target surface, several processes can occur. The 
�irst possibility is that the incoming ion gets neutralized by picking up an electron by means of an Auger neutralization process [6, 7]. Then, the neutralized Ar atom 
is re�lected from the surface and moves away with a considerable fraction of the 
incidence energy. The probability for re�lection (or backscattering) is proportional to the ratio of the target and ion mass, and the angle of incidence. In the case of light ions on heavy target atoms (e.g. Ar+ on Ta), the re�lection probability is considerable. If the ion penetrates the target surface, the most dominant effect is the creation of a collision cascade whereby the scattering process can be described by the elastic collisions between the energetic ion and the target atoms. Depending on the 
energy of the incoming ion, three different regimes can be identi�ied (see 
Figure 2.4) [8]. For low energy Ar+ ions (<100 eV), single knock-on events occur. In this case the energy of the primary recoils is too low to create secondary recoils. For intermediary Ar+ energies (~300 eV), the primary knock-on recoil generates secondary recoils which in turn induce multiple collisions. Most of the recoils are scattered deeper into the target, but a fraction is scattered towards the target surface. Recoils that are near the target surface and have enough energy to overcome the surface binding energy barrier, can leave the target and are sputtered. During the sputtering with heavy and/or energetic ions (>10 keV to a 
Aspects of Magnetron Sputtering 11  few MeV), the recoil density is so high that collisions between moving atoms can 
occur (spike regime). Nevertheless, during DC magnetron sputtering the Ar+ energy is typically on the order of 400 eV, so the linear cascade regime is the dominant mechanism.  The third option is that the incoming Ar+ ion becomes trapped in the target. This ion implantation can alter the sputter yield and 𝛾𝐼𝐼𝐼𝐼 . When the ion is a reactive species, it will have an important effect on the poisoning of the target during sputtering [9].  
 
Figure 2.4: Illustration of the collision cascades: (a) single knock-on, (b) linear cascade, and (c) spike regime. 
P. Sigmund was the �irst to derive an analytic expression for the sputter yield based on the linear cascade model [8]. For normal ion incidence angles, the energy-dependent sputter yield can be written as: 
𝑌(𝐸) = 3𝛾𝐸4𝜋2𝑈𝑠 𝛼 where 𝐸 is the energy of the incident ions, 𝛼 a dimensionless function of the mass ratio of the impinging ion and target atom, 𝑈𝑠 the surface binding energy, and 𝛾 the energy transfer factor for an elastic collision: 
𝛾 = 4𝑀𝑖𝑀𝑡(𝑀𝑖 + 𝑀𝑡)2 where 𝑀𝑖  and 𝑀𝑡  are the atomic masses of the incident ion and target atom. This simple formula is only valid for ion energies below 1000 eV, and assumes a smooth target surface.  The analytical expression of Sigmund gives a better understanding of the sputter yield. However, it is only valid in a certain energy region and oversimpli�ies the complex atomic processes that occur in the target. Another approach is to use Monte Carlo codes such as SRIM [10, 11] and TRIDYN [12] to simulate the sputter 
12 Chapter 2  process. SRIM uses the binary collision approximation (BCA) to treat the transport of atoms in a solid as a sequence of independent collisions. It is assumed that between collisions the atoms follow a straight trajectory. After each collision, the energy and direction of the atoms are calculated. The incident ion and recoils are tracked until their energy is lower than a certain threshold energy. For sputtering, this threshold energy is the surface binding energy 𝑈𝑠. 
2.5 Energy and Angular Distribution of the Sputtered 
Atoms In the collision cascade, most of the energy of the impinging ions is dissipated which heats the target. Only a small fraction of the initial energy is transferred to the sputtered particles. Furthermore, part of the energy is lost as the atoms have to overcome the surface binding energy barrier. For low ion energies (<1000 eV) and a planar target surface, the energy and angular distribution of the sputtered atoms can be approximated by the Thompson equation: 
𝑑3𝑌
𝑑𝐸𝑑2𝛺
∝
𝐸(𝐸 + 𝑈𝑠)3 𝑐𝑐𝑐 𝜃 where 𝛺 is the solid angle of the sputtered atoms, and 𝜃 is the angle between the surface normal and outgoing atom direction [13]. The Thompson distribution has a maximum at 𝐸 = 1
2
𝑈𝑠  and a large tail at higher energies. However, the average energy of the sputtered atoms is somewhat larger (between 20 and 40 eV), due to the contribution of the high-energy tail [14]. In this context it is important to remark the difference with the average energy of evaporated atoms in thermal or electron-beam evaporation. The average energy of sputtered atoms is at least two orders of magnitude higher than the average energy of evaporated atoms. Also, the energy distribution of the sputtered atoms contains a non-negligible fraction of energetic atoms (10-100 eV). This shows that at low pressure, sputter deposition is an energetic process, whereas evaporation deposition can be modelled by a freezing or ballistic hit-and-stick model [15]. Figure 2.5 shows the energy distribution of evaporated and sputtered Cu atoms (for 400 eV Ar+ ions). 
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Figure 2.5: Energy distribution functions for sputtered (Thompson distribution, 400 eV Ar+, solid line) and evaporated (Maxwell-Boltzmann distribution, dashed line) Cu atoms.  The angular distribution of the sputtered atoms is proportional to cos𝑛 𝜃, where 
𝑛 depends on the energy of the incident ions and the ratio of the target and ion mass. The isotropic angular distribution of the recoil density is the origin of the cosine behavior of the sputtered atoms. For low ion energy (~100 eV), the collision cascade is underdeveloped and the recoils are not isotropic. Hence, the sputtered atoms have an under-cosine or so-called heart-shaped distribution (𝑛 < 1) [16]. For high ion energies, the sputtered atom distribution is over-cosine (𝑛 > 1). The drawback of representing the angular distribution with a single cosine is that it fails to accurately describe the heart-shaped distribution observed in low-energy ion experiments [17, 18]. An alternative, empirical expression was proposed by Yamamura: 
𝑑2𝑌
𝑑2𝛺
∝ cos 𝜃(1 + 𝐵cos2𝜃) 
where the value of 𝐵 determines the shape of the distribution [19, 20, 21]. A cosine, over-cosine, and heart-shaped distribution correspond to respectively 
𝐵 = 0, 𝐵 > 0, and −0.5 < 𝐵 < 0. To completely describe the experimental angular distribution, an analytic expression can be used: 
𝑑2𝑌
𝑑2𝛺
∝�𝑐𝑖cos𝑖𝜃5
𝑖=0
 
where 𝑐𝑖  are the �it parameters. Examples of angular distributions are presented in Figure 2.6. A major assumption in all analytical models and simulation 
software is that the target is assumed to be atomically �lat. As will be discussed in 
14 Chapter 2  the next sections, real targets are certainly not �lat and this can alter the energy and angular distribution of the sputtered atoms. 
 
Figure 2.6: The different types of angular distributions. Only the angular distribution of the polar angle is shown as the sputtered atoms are uniformly distributed over all azimuthal angles [23]. 
2.6 Transport through the Gas Phase After the sputtered atoms leave the target, they move through the gas phase and undergo a series of collisions with the gas atoms. After each collision, a fraction of their energy is lost and their direction is altered. If their trajectory intersects a surface present in the vacuum chamber, e.g. substrate holder, chamber walls, shutter, or magnetron, they have a probability to condense on that position. Implicitly it is assumed that the probability for condensation is 1. Hence, it is important to understand the transport of sputtered atoms through the gas phase, and to be able to predict where they will condense. Furthermore, for some applications it is also important to know the energy and incidence angle of the condensing atoms. Although there are some analytical models that describe the transport of sputtered atoms very well for simple geometrical con�igurations, more details and a higher level of complexity can only be achieved with numerical simulations [24]. For that purpose, the Monte Carlo code SIMTRA was developed by the research group DRAFT [25]. SIMTRA allows one to mimic a complete experimental setup whereby all experimental parameters (vacuum chamber 
shape and dimensions, target material, racetrack pro�ile, initial atom emission 
pro�ile, gas species and working pressure, etc.) can be implemented. Where 
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2.7 How to Deposit Multi-Element Films? Materials science has to manage the ever-increasing demand for new materials with improved properties. Besides the synthesis conditions, the intrinsic material composition can be tailored to obtain the desired properties. Over the years, the emphasis has been shifted from materials with a simple stoichiometry to more complex materials with more than two constituents. Especially for thin �ilms, complex multi-element materials have found their way in numerous applications. Examples are complex metal oxides and nitrides [26, 27], high-temperature superconductors [28, 29], multi-element alloys such as metallic glasses and high-entropy alloys [30, 31], and transparent conductive oxides [32, 33].  
Its �lexibility and possibility to coat large areas makes magnetron sputtering an 
excellent technique to study the in�luence of the composition on the material properties. There are several methods available to synthesize multi-element alloy 
thin �ilms. The �irst method is to sputter alloy targets. This is the preferred method in large-scale industry applications as the composition of the �ilm is �ixed to that of the alloy target. This method is, however, not suited to use in the laboratory as the production of alloy targets is time-consuming and the �ilm composition is restricted to the composition of the target. The second method is to use a multi-source approach such as co-sputtering [34, 35, 36] or combinatorial sputtering [37, 38, 39, 40, 41]. By varying the deposition rates of the different sources, e.g. by changing the cathode power and/or target-substrate 
distance, the composition can be tailored. This is a �lexible technique to use in the laboratory, but has the intrinsic disadvantage that the obtained results are not directly transferable to a one-source setup. In other words, if for a certain application, the optimum composition was to be found, it is not trivial to 
reproduce the same �ilm properties by sputtering an alloy target of the same 
composition as also the speci�ic deposition conditions during the multi-source 
synthesis could in�luence the �ilm properties. Secondly, it is dif�icult to use multi-source sputtering for large-scale applications as complex vacuum chamber 
con�igurations are required. Also, if the number of components in the �ilm is large, e.g. more than �ive for high-entropy alloys, the geometry of the setup becomes complex, even on the laboratory scale. The ideal method would be to sputter from 
one cathode, as this offers the most simple con�iguration, and allows one to 
directly link the obtained �ilm properties to the composition and deposition conditions. This can be done by using mosaic targets [42, 43, 44] or powder targets [23, 45, 46, 47, 48, 49, 50]. Powder targets are especially favored over mosaic targets if the number of components is large. Therefore, in this work 
16 Chapter 2  powder targets were used to synthesize complex amorphous alloys and high-entropy alloy thin �ilms. However, there are some important aspects regarding powder targets that have to be pointed out, which will be discussed in the following two paragraphs. Lastly, it is important to remark that all targets used in this work have a diameter of 50.8 mm (which is a standard dimension in laboratories, i.e. a 2 inch target). 
2.8 Powder Targets 
2.8.1 Powder Target Preparation Before going into details about the peculiarities about sputtering powder targets, 
the preparation of these targets will be discussed brie�ly. If one wants to deposit a multi-element alloy thin �ilm with a certain composition, then the corresponding 
powder target has to have the same composition. The �irst step is to calculate and weigh the corresponding mass fractions of each element. This can be done by using the molar mass and the apparent density of the elemental powders. The second step is to mix the powders until the mixture has a homogeneous grain distribution. Finally, the mixture is poured into a stainless steel mall, and is isostatically cold-pressed into a stainless steel ring. The powder target is then ready to be sputtered. However, the initial surface composition is not the same as 
the required composition. Before the powder target can be used to deposit �ilms with the correct composition, it has to be pre-sputtered for some time to reach the steady-state surface composition. More details on this process are given in 
appendix B. 
   
Figure 2.7: (left) Powder mixture and (right) a pressed powder target. 
2.8.2 Sputtering of Powder Targets In section 2.4, the sputter yield of an atomically �lat solid for normal ion incidence was given. The sputter yield of real solid targets, however, deviates 
from this simpli�ied expression as atomically �lat surfaces are rarely the case. For oblique ion incidence, the collision cascade is tilted away from the incidence angle (see Figure 2.8). Recoils and vacancies are created less deep inside the 
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Figure 2.8: Positions of the vacancies created in a Cu target bombarded by 400 eV Ar+ ions (100 ions), as calculated with SRIM. The ions impinge the target (a) under normal incidence and (b) at an incidence angle of 60°. 
For high ion incidence angles, the re�lection probability is increased, and the sputter yield is again decreased (see Figure 2.9). For targets with a distinct surface morphology, there are lots of hills and valleys and therefore the incident ions rarely have an incidence angle along the facet normal. This oblique ion incidence causes a local increase of the relative sputter yield. 
 
Figure 2.9: Relative sputter yields of Al, Cu and Ti as a function of the Ar+ incidence angle for a range of Ar+ energies (as calculated with the model of Yamamura [22]). The strong variation between the elements is explained by the difference in density, atomic mass, atomic number, surface binding energy, and the shape and dimensions of the collision cascades. 
18 Chapter 2  Secondly, atoms that are sputtered from a rough surface also have a higher probability to get redeposited. In Figure 2.10, it is shown that the local geometry 
of the facets can decrease the effective sputtered �lux that leaves the target. The atoms that are ejected under a certain angle get redeposited and do not 
contribute to the total sputtered �lux. 
 
Figure 2.10: Schematic representation of the geometrical shadowing for rough surfaces. Oblique ion incidence causes a tilt of the local angular distribution of the ejected atoms. All atoms that are ejected below the red line get redeposited and do not contribute to the global sputtered �lux. The powder targets were produced by cold-pressing, hence the individual grains are not sintered, and the targets have deep valleys and hills. As can be seen in 
Figure 2.11, powder targets exhibit a severe surface morphology. Therefore, 
both effects, i.e. the sputter yield ampli�ication due to oblique incidence, and the geometrical shadowing, modify the effective sputter yield as compared to solid targets. 
      
Figure 2.11: SEM top views of fresh targets. (left) The solid Ti target has a relatively smooth surface, whereas (right) the AlCuTi powder target exhibits a very rough surface.  
Aspects of Magnetron Sputtering 19  The PhD work of F. Boydens [23] showed that due to these effects, not only the effective sputter yield is changed, but also the angular distribution of the sputtered atoms. For single-metal powder targets, the angular distribution has a heart shape which evolves towards a �lattened heart-shape as the depth of the erosion groove increases. An example of the evolution of the angular distribution of a Cu powder target as a function of the erosion groove depth is presented in 
Figure 2.12. 
 
Figure 2.12: Angular distribution of a Cu powder target for different racetrack depths. 
The knowledge of the initial angular distribution pro�ile is especially important for multi-element alloys. The surface of a metallic powder target can be viewed as a collection of microscopic elemental targets. Each grain acts as the microscopic equivalent of a single-metal powder target. However, it is no longer possible to 
de�ine a single angular distribution pro�ile for all sputtered constituent elements as the details of the sputter process, i.e. the development of the collision cascade, and surface binding energy, are material-dependent. Furthermore, the geometrical shadowing in multi-elemental powder targets can cause 
modi�ications of the surface composition. For example an ejected atom of element 1 can get redeposited on a grain of element 2, and vice versa. Still, after the powder target is sputtered for a while, the surface composition reaches steady state, and the composition of the sputtered �lux remains constant (see 
appendix B). Hence, the angular distribution pro�iles as shown in Figure 2.12 can be used to represent the average composition of the sputtered �lux. 
Nevertheless, the composition of the metallic �lux that arrives at the substrate is not necessarily the same as the composition that leaves the target. To determine 
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the metallic �lux at a certain position in the vacuum chamber, one needs to calculate the transport through the gas phase. The degree of scattering depends on the energy of the sputtered atoms and gas species, the ratio of their atomic mass, and their impact angle. After a collision, the change in direction in which an atom moves is different for light and heavy elements. Hence, the shape of the 
deposition pro�ile will be changed as compared to the initial heart-shaped pro�ile, 
and how much the pro�ile will have changed depends on the type of element and 
the used sputter gas. To quantify the in�luence of the atomic mass on the degree of gas scattering, the persistence of velocity (𝑣) can be used [51]. The persistence of velocity gives the fraction of the initial momentum that is retained after a collision. This parameter scales with the mass ratio of the sputtered atoms and gas atoms. So, the direction of motion of heavy elements will be changed less due to collisions as compared to lighter elements. Figure 2.13 shows the persistence 
𝑣 as a function of the mass ratio of the sputtered atoms and gas atoms.  
 
Figure 2.13: Persistence of velocity as a function of the mass ratio of the sputtered atoms and gas atoms. Some common metal/Ar pairs are highlighted.  The work of F. Boydens showed that for substrates which are positioned directly in front of the target, the composition that arrives at the substrate is equal to the steady-state composition of the powder target, regardless of the relative masses of the constituent elements [23]. As all the elements have the same ‘average’ 
initial angular distribution pro�ile, both the heavy and light elements will be ejected in off-normal directions. The light elements have a low persistence and are easily scattered, so only the atoms that are scattered in the right direction will reach the substrate. In contrast, heavy elements have a higher persistence and are less perturbed by collisions, and they remain more or less their initial emission direction. So, the scattering of the heavy and light elements averages out, and the substrate composition is the same as the target composition. This is, 
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however, only valid in the case of ‘normal’ sputter operation. For some combinations of elements, the powder target never reaches steady-state, and the 
required �ilm composition does not match the target composition. Also, for powder targets with a very distinct surface morphology, secondary effects which alter the sputtered �lux can come into play. An overview of these secondary effects is given in appendix B.  Lastly, sputtering of powder targets also has two inherent disadvantages. Both disadvantages have their origin in the porous nature of powder targets. The powder targets were prepared by cold-pressing, hence the grains are not sintered. Therefore, the effective contact area between neighboring grains is low. During cold-pressing, the grains get jammed and are compressed. The compressibility, and hence the effective grain contact area, depends on the shape of the grains and on the bulk moduli of the constituent elements. Mixtures of soft metals, or soft and hard metals have a higher compressibility, and exhibit a larger effective contact area between neighboring grains. Mixtures of only hard metals with square-shaped grains (see appendix B) have a low compressibility, and hence a small effective grain contact area. The thermal conductivity of powder beds scales with the effective grain contact area and the intrinsic thermal conductivity of the elements [52, 53, 54, 55, 56]. As, on average, the effective grain contact area of cold-pressed powder targets is small, the corresponding thermal conductivity is also low. The largest part of the energy of the impinging 
ions is dissipated which heats the target. Without suf�icient cooling, the targets would melt during sputtering. To prevent target melting, the maximum cathode power density should be lower than approximately 5.5 W/cm2. Secondly, metals are very prone to oxidization and the grains are likely to be covered with a surface oxide layer. Therefore, the level of impurities in powder targets, especially oxygen, is reasonably high. As will be discussed in the next 
chapter, impurities have a strong effect on the �ilm growth mode during magnetron sputtering. It is possible to overcome these disadvantages by hot-pressing or spark plasma sintering the powder targets. As this would increase the complexity of the target preparation, only cold-pressed powder targets were used in this study.  
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 3 Basic Concepts of Thin Film Growth 
3.1  Introduction In the previous chapter we focused on the physical processes which are the origin 
of the material �lux and how this material �lux is transferred towards the substrate. In this chapter, the underlying principles during �ilm growth will be discussed. It is not the goal to establish a detailed discussion on all important 
parameters during �ilm growth, but merely to give a general framework which will prove to be useful in the next chapters.  Condensed matter physics and more speci�ically thin �ilm deposition played a crucial role in the development of modern-day applications, such as telecommunications, electronics, micromechanical, and magnetic systems. In the early days of materials science, the materials were being investigated �irst and later applications were derived based on their properties. As in the 20th century the experimental and simulation techniques have evolved, our knowledge of the physical processes behind these properties has increased tremendously. 
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Nowadays, materials can be tailored on the atomic level to meet the desired 
properties. In order to regulate the performance and reliability of thin �ilms, their chemical composition, microstructure, and texture have to be controlled in a reproducible manner. For this purpose, a thorough understanding of the atomic 
processes during �ilm growth is essential. 
Thin �ilm growth of polycrystalline materials can be best understood by an 
arti�icial division of the process into steps (see Figure 3.1). Film growth begins 
when the incoming material �lux condenses on a substrate and forms small nuclei. These nuclei grow in the direction of the external phase (vapor or liquid phase), and in the lateral directions on the substrate plane. Lateral growth leads to impingement and coalescence of islands, which results in the formation of grain boundaries [1]. Further grain growth and �ilm thickening leads to the formation of crystalline texture. Depending on the material, the synthesis technique, and the 
deposition conditions, the resulting �ilms can exhibit different morphologies, 
microstructures, and textures. An overview of the �ilm microstructure (and sometimes texture) is schematically presented as a function of the material properties and deposition conditions in diagrams denoted as structure zone models (SZMs). In the next sections a brief overview of the most important steps 
during �ilm growth will be given. 
 
Figure 3.1: Basic steps in the growth process of polycrystalline �ilms. 
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3.2  Adsorption 
The �irst step in the �ilm growth process is the adsorption of incoming particles. An adsorbed atom will be denoted as adatom. However, not all incident atoms 
contribute to the �ilm growth, as there are other processes that can occur, such as 
re�lection or desorption. An overview of the basic atomic processes during the 
initial stages of �ilm growth is shown in Figure 3.2. 
 
Figure 3.2: Schematic representation of the basic atomic events during the initial stages of �ilm growth. 
3.2.1 Physisorption If a molecule or atom approaches the surface vicinity, it will start to feel an attraction due to the interaction with the surface atoms. The potential well of the van der Waals force, which originates from the induced dipole moment [2], results in a net attractive force towards the surface. At shorter distances, the overlapping electron orbitals cause a strong repulsive force. The weak bond established by the van der Waals force between the surface and incident atom is denoted as physical adsorption or physisorption. The depth of the potential well, or the binding energy of a physisorbed atom is on the order of 0.01 to 0.25 eV and the equilibrium distance between the physisorbed atom and the surface is approximately 3 to 10 AÅ  [3]. As the potential well is very shallow, a physisorbed atom is relatively mobile on the surface and gets easily desorbed at room temperature. 
3.2.2 Chemisorption If the condensed atom forms a chemical bond with the surface atoms, it gets chemisorbed. The bond strength is much larger as electrons are shared (covalent bond) or transferred (ionic bond). The potential well is in this case much deeper and the binding energy is typically 1 to 10 eV whereas the bond distance is 1 to 3 AÅ  [3]. Hence, desorption of a chemisorbed atom is unlikely to occur at room 
temperature. In �ilm deposition, the inverse of the desorption probability, i.e. the 
sticking coef�icient, is frequently used. In most cases, an incident atom is �irst 
28 Chapter 3  physisorbed, which is denoted as the precursor state, and subsequently chemisorbed. A comparison of the potential energy diagrams is presented in 
Figure 3.3. 
 
Figure 3.3: One-dimensional potential energy as a function of the distance between the incident atom and the surface. The physisorbed potential well is denoted by the solid lines, the chemisorbed potential well by the dashed lines. (a) Non-dissociative and (b) dissociative chemisorption. 𝐸𝑝ℎ is the depth of the physisorption potential well, 𝐸𝑐ℎ is the binding energy of the chemisorbed state, 𝐸𝑎 is the energy of the activation barrier, and 𝐸𝑑𝑖𝑠 is the dissociation energy of the diatomic molecule. An incident atom normally gets chemisorbed via the intermediary precursor state. For a molecule, however, there are two possible ways to chemisorb. In the 
�irst case, the molecule is chemisorbed as a whole, i.e. the intramolecular bonds are not broken. This process is denoted as non-dissociative chemisorption. In the second case, a molecule can also chemisorb on the surface after breaking its 
intramolecular bonds, which is de�ined as dissociative chemisorption. In some cases, the molecule needs to overcome an activation barrier (𝐸𝑎) before the separated atoms can become chemisorbed. Usually, the activation barrier is lower than the dissociation energy in the gas phase (𝐸𝑑𝑖𝑠) as molecules preferentially dissociate on solid surfaces (which is one of the principles of catalytic decomposition). During sputter deposition, the average energy of the sputtered atoms is several eV and they can readily overcome the activation barrier. Also, sputtered molecules can dissociate while moving through the plasma and can directly chemisorb as atoms. 
3.3 Surface Diffusion 
3.3.1 Diffusion on a Terrace 
In general, adatoms have suf�icient energy to diffuse across the surface whereby they hop from one potential well to another. The diffusion barrier (𝐸𝑑) for 
Basic Concepts of Thin Film Growth 29  physisorbed and chemisorbed atoms is respectively on the order of 0.1 and 1 eV [4]. These diffusion barriers are smaller than the binding energy, because surface diffusion only involves rotation and elongation of bonds, hence no bonds have to be broken (see Figure 3.4). In a �irst approximation, the diffusion can be 
described by the random walk on a �lat surface [5, 6]. The diffusion rate (𝐷) is given by a typical Arrhenius behavior: 
𝐷 = 𝐷0𝑒− 𝐼𝑑𝑘𝐵𝑇 where 𝑇 is the surface temperature and 𝑘𝐵  is Boltzmann’s constant. The pre-exponential factor 𝐷0 is on the order of 10-3 cm2/s and depends on the hopping frequency, number of hopping directions, and the vibrational frequency of the adatom in the adsorption site [7]. The diffusion barrier (𝐸𝑑) scales with the surface atomic density, hence, close-packed crystallographic planes have a higher diffusion barrier.  
 
Figure 3.4: One-dimensional schematic illustration of the surface diffusion of an adatom. To move one atomic spacing, the bonds have to be elongated and rotated, but not broken.  
3.3.2 Step-Edge Diffusion When adatoms diffuse on a terrace, they may encounter a lattice step (or step-edge). In the case that an adatom arrives at the step-edge that leads to another terrace, an additional energy barrier has to be overcome for the adatom to descend the step. This Ehrlich-Schoebel (ES) barrier is higher than for terrace diffusion because in crossing the step edge, the adatom temporarily has a lower number of nearest neighbors (see Figure 3.5) [10, 11, 12]. After crossing the step edge, the adatom has a higher coordination number and reaches a more stable state. Typically, the ES barriers are about 20 % of the surface diffusion barrier and depend on the crystallographic plane. For vapor deposition far from thermodynamic equilibrium, the growth morphology can be estimated by the relative height of the ES and surface diffusion barrier. If 𝐸𝐼𝐼  is much smaller than 
𝐸𝑑 , the adatoms can diffuse to other terraces. If the deposition rate is suf�iciently low, the probability that the adatoms reach a step edge is much higher than the 
probability that two adatoms meet each other, hence the �ilm grows according to a layer-by-layer process. 
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Figure 3.5: One-dimensional schematic illustration of the Ehrlich-Schwoebel barrier. If 𝐸𝐼𝐼  is comparable or higher than 𝐸𝑑 , then all adatoms that arrive at a step edge 
will be re�lected. Hence, the adatoms can only diffuse on the terraces and will form clusters or islands. If the adatoms do not have enough energy to overcome the ES barrier they can also become trapped at the step edge. After an adatom is located at a step edge, it can diffuse along the ledge until it gets trapped in a kink site or encounters another diffusing step-edge adatom and forms a dimer. Once an adatom is trapped at a ledge, it has a higher probability to diffuse along the ledge as compared to random terrace diffusion, since an extra bond has to be broken to move away from the ledge. If a diffusing ledge-adatom encounters a corner, it has to overcome an additional barrier, similar to the ES barrier for terrace diffusion. A general description of these processes is given in the Terrace-Step-Kink (TSK) model [8, 9] and is crucial to understand the ensuing �ilm growth processes. Figure 3.6 shows an overview of the different adatom sites. 
 
Figure 3.6: Types of step-edge adatoms.  
3.4 Nucleation 
During the growth of thin �ilms from the vapor phase, the surface diffusion of 
adatoms is the �irst crucial atomistic process. The second essential step is the nucleation of adatoms into small islands. The nucleation process is a balance between thermodynamic and kinetic aspects. The thermodynamic aspect of 
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3.4.1 Kinetic Aspect of Nucleation The characteristic length (𝐿) is de�ined as the mean free path of diffusing adatoms before they create a new nucleus or are captured by existing islands [13]. Villain et al. used a minimal model to calculate the characteristic length [14] and found that 𝐿 only depends on the ratio of the diffusion rate 𝐷 and the deposition �lux 𝐹: 
𝐿 ≈ �
𝐷
𝐹
�
1/6 
This simple power law is valid in the assumption that the dimers are stable and that there is no desorption. For vapor deposition at low substrate temperatures, this is a good approximation. The characteristic length relates the material 
properties (activation energy) and the deposition conditions (deposition �lux and 
substrate temperature) to the �ilm morphology. As will be discussed in 
section 3.6, 𝐿 has a direct link with the structure zone models. 
3.4.2 Thermodynamic Aspect of Nucleation The principle of nucleation is based on the competition between the decrease in energy due to the formation of a stable nucleus, and the increase in energy due to the creation of more surface. For a detailed study of nucleation, a kinetic approach is needed as nucleation involves only a small number of adatoms. 
However, to understand thin �ilm growth, only a qualitative picture is required. In 
the following discussion, the heterogeneous nucleation of a solid �ilm on a planar substrate is described by the capillary model [3, 16].  If the diffusing adatoms aggregate on the surface and form a liquid-like half-domed nucleus with mean radius 𝑟, the change in Gibbs free energy to form this cluster is given by: 
∆𝐺 = 𝑎33𝑟3∆𝐺𝑉 + 𝑎1𝑟2𝛾𝑣𝑓 + 𝑎2𝑟2𝛾𝑓𝑠 − 𝑎2𝑟2𝛾𝑠𝑣 where the subscripts 𝑓, 𝑣, and 𝑐 represent �ilm, vapor, and substrate respectively. 
𝑎1𝑟
2𝛾𝑣𝑓 is attributed to the creation of a new surface at the vapor-�ilm interface, 
𝑎2𝑟
2𝛾𝑓𝑠 is the contribution of the �ilm-substrate interface, and 𝑎2𝑟2𝛾𝑠𝑣 is attributed to the disappearance of the free substrate area. The pre-factors 𝑎𝑖  are 
geometric constants de�ined as: 𝑎1 = 2𝜋(1 − cos 𝜃), 𝑎2 = 𝜋sin2𝜃, and 
𝑎3 = 𝜋3 (2 − 3 cos 𝜃 + cos3𝜃), where 𝜃 is the contact angle (see Figure 3.7). ∆𝐺𝑉 is the volumetric Gibbs free energy change: 
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∆𝐺𝑉 = 𝑘𝐵𝑇𝑉𝑎 ln �𝑃𝑃𝑣� where 𝑉𝑎  is the atomic volume of an adatom, 𝑃 is the vapor pressure of the atom before condensation, and 𝑃𝑣 is the pressure of the supersaturated vapor. The ratio 
𝑃𝑣−𝑃
𝑃
 is the supersaturation and is the driving force behind nucleation.  
 
Figure 3.7: Schematic representation of a nucleus with radius 𝑟 on a substrate.  The nucleus is in thermodynamic equilibrium if the Gibbs free energy does not change when the cluster size is changed. So, by letting 𝑑∆𝐺/𝑑𝑟 = 0, the critical nucleus size is: 
𝑟∗ = − 2�𝑎1𝛾𝑣𝑓 + 𝑎2𝛾𝑓𝑠 − 𝑎2𝛾𝑠𝑣�3𝑎3∆𝐺𝑉  and the maximum Gibbs free energy at 𝑟 = 𝑟∗ is: 
∆𝐺∗ = 4�𝑎1𝛾𝑣𝑓 + 𝑎2𝛾𝑓𝑠 − 𝑎2𝛾𝑠𝑣�327𝑎32∆𝐺𝑉2  The Gibbs free energy as a function of the nucleus radius is shown in Figure 3.8. If the cluster is smaller in size than 𝑟∗, the cluster will shrink to lower its Gibbs free energy and will eventually disintegrate. If 𝑟 > 𝑟∗, the cluster will grow spontaneously by capturing more adatoms. As stated above, this qualitative approach needs to be treated with care, as during the vapor deposition on substrates at low temperature, the critical cluster size is only 1 atom (dimers are stable). However, the critical cluster size scales with the substrate temperature, as at high temperatures, small clusters are less stable as compared to larger clusters (see further) [14, 15].  The above equations do not take into account strain energies due to the bonding 
mismatch between the �ilm and substrate. However, the elastic strain energy can be readily implemented as an extra term, 𝑎3𝑟3∆𝐺𝑠 , where ∆𝐺𝑠  is the strain energy 
per unit volume. Substrate impurities similarly in�luence ∆𝐺∗ and 𝑟∗ due to 
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section 3.7. 
 
Figure 3.8: The change in Gibbs free energy as a function of the nucleus radius 𝑟. 
3.4.3 Growth Modes If the cluster is in equilibrium, the interface tensions (𝛾) yield Young’s equation: 
𝛾𝑠𝑣= 𝛾𝑓𝑠 + 𝛾𝑣𝑓 cos𝜃 This equation allows one to subdivide the nucleation process into three separate growth modes. If 𝛾𝑠𝑣< 𝛾𝑓𝑠 + 𝛾𝑣𝑓 , the surface energy of the substrate is lower than 
of the growing �ilm. Hence 𝜃 > 0, and it is energetically more favorable to form clusters or islands on the substrate. This type of growth is called island growth or Volmer-Weber growth. If 𝛾𝑠𝑣> 𝛾𝑓𝑠 + 𝛾𝑣𝑓 , the surface energy of the �ilm is lower than of the substrate, hence 𝜃 = 0 and the growing �ilm wets the substrate. This layer-by-layer growth results in smooth �ilms and is denoted as Frank-Van der Merwe growth. The special case where 𝛾𝑠𝑣= 𝛾𝑓𝑠 + 𝛾𝑣𝑓 , is a combination of the two previous processes. First, the substrate is wetted, but after a few monolayers clusters begin to grow. This behavior is caused by the strain energy due to the 
lattice parameter mismatch of the �ilm and substrate, and is denoted as Stranski-Krastanov growth [16]. Of course, the growth mode is not only determined by the relative surface energies, but also by the magnitude of the diffusion barriers. If the ES barriers are relatively high, or if there is a large lattice mismatch between the substrate and 
�ilm, Volmer-Weber growth will be favored. Also, if the deposition rate is fairly 
high, the adatoms will become ‘buried’ and do not have the time to diffuse to the 
34 Chapter 3  most stable positions. So again, island growth will be favored. Lastly, also the presence of impurities can change the growth mode (see section 3.7). 
 
Figure 3.9: (a) Volmer-Weber, (b) Frank-Van der Merwe, and (c) Stranski-Krastanov growth. 
3.5 From Nucleation to Film Thickening When deposition is performed on a substrate (at low temperature) that has no crystallographic relation with the deposited �ilm (e.g. an amorphous substrate), Volmer-Weber is the most common growth mode. Hence, the subsequent discussion will only focus on this type of growth [17]. After the initial nucleation, several islands and clusters are dispersed on the substrate. These individual islands grow by the incorporation of adatoms, which can originate directly from 
the vapor �lux and/or from surface diffusion. In the early stages of �ilm growth, the islands are still small and the probability for direct capture from the vapor 
�lux is lower than for the adsorption of diffusing adatoms (see Figure 3.1). If the mobility of the adatoms is reasonably high, crystals grow by local epitaxy on the 
crystal faces. The mechanism behind this epitaxy is step �low. Adatoms that reside at a step edge have a higher number of bonds as compared to the adatoms on top of the terraces, hence the ledge adatoms only diffuse along the step edges. The individual islands grow until they are wide enough to touch neighboring islands. If two islands of different size impinge, they coalesce and form a larger island whereby the crystallographic orientation of the largest of the two is preserved. The coalescence process often appears to be liquid-like, and is especially observed at elevated substrate temperature. Once the surface is 
completely covered by the �ilm, the incoming atoms are only able to condense on already-existing islands, which are now denoted as grains. Diffusing adatoms can chemisorb on the initial grain, in the groove between neighboring grains, or even 
onto neighboring grains. During further �ilm growth, the grains expand and the 
grooves between the grains, i.e. the grain boundaries are �illed up. 
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In this context it is important to mention that �ilm growth from the vapor 
operates far from thermodynamic equilibrium. Normally, the equilibrium shape of a crystal is governed by the balance between thermodynamic and kinetic driving forces. At equilibrium, the total surface energy of a crystal is minimal, hence the terminated facets will be the crystallographic planes with the lowest surface energy. However, during sputter deposition at low substrate temperatures, the crystal’s shape will be determined by kinetic factors. The normal growth rate of a crystal’s facet scales inversely with the mobility of the adatoms on the corresponding crystallographic plane. Adatoms that diffuse on planes with low surface and ES barriers are able to move towards the edges of the islands and contribute to the lateral growth. On the other hand, planes with high energy barriers offer a lower adatom mobility and these will have a higher normal growth rate. In general, the faces with the lowest growth rate will become more prominent as compared to faces with a higher growth rate (see Figure 3.10 for an example). For instance, the kinetic growth shape of BCC Cr only consists of (110) planes as they have the lowest normal growth rate. 
 
Figure 3.10: Example of anisotropic growth rates. The faces with the lowest growth rate (B) become more prominent as compared to the the faster-growing faces (A). If the temperature is increased, atoms that were previously stable can become active and restructuring grain growth can occur. Restructuring grain growth is a collective term for all processes which modify the morphology of islands, and is driven by the differences in the average energy per atom of islands or grains of different sizes. For isotropic surfaces, the energy per atom scales with the island surface to volume ratio, so the atoms in small islands are in a higher energy state as compared to those in larger islands. Hence, there is a driving force for the atoms in small islands to become detached and diffuse towards larger islands. This is called normal restructuring grain growth, and results in an increase of the average island size with time. At high diffusion rates and elevated temperatures, this liquid-like coalescence occurs by Ostwald ripening, or by cluster migration. At low temperatures, or for materials with high melting temperatures, coalescence occurs by sintering, which is a slower process. 
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Nevertheless, the surface and interface energies are not isotropic as they depend on the crystallographic orientation. Hence, restructuring grain growth not only tries to reduce the width of the island size distribution, but also the total energy. This implies that in some cases small islands with a favorable crystallographic orientation are preferred over large islands if the surface and interface energies of the small islands are lower. This effect is called abnormal restructuring grain growth and leads to a different distribution in crystallographic orientations. If there are islands or grains consumed by other grains, the total surface area of the bare substrate is increased. Hence, adatoms that arrive from the vapor phase can again aggregate in these regions and form new nuclei. This process is denoted as secondary nucleation. Another effect related to the groove between neighboring 
grains is grain boundary migration. Normally, the grain boundary energy is lower than the sum of the free energies of the separate grains. If the mobility is high enough, atoms can detach from the original grain and become incorporated in the other grain. The driving force behind the grain boundary migration is the reduction of the total grain boundary area. In the next sections, the structure 
evolution in thin �ilms will be discussed in more detail. 
3.6 Structure Zone Models To understand the structural evolution during the growth of polycrystalline thin 
�ilms, a thorough comprehension of the previously-discussed atomistic processes is required. The underlying origins of all these processes are the energy barriers, such as the surface diffusion barrier, ES barrier, activation energy for grain 
boundary migration, etc. The deposition conditions in�luence the mobility of the 
adatoms, and consequently have a direct in�luence on the atomistic processes that possibly occur. Structure zone models (SZMs) are a convenient way to link the deposition conditions with the observed microstructure and morphology of 
polycrystalline thin �ilms. Although they are not really models, but merely 
simplistic representations of the expected �ilm microstructure, they are widely 
used in thin �ilm science. The original idea for a SZM was introduced by Movchan & Demchishin in 1969 for thick metal �ilms synthesized by evaporation [18]. The most crucial parameter was the homologous temperature, i.e. the ratio of the substrate temperature (𝑇𝑠) and the melting temperature of the deposited material (𝑇𝑚) (in K): 𝑇∗ = 𝑇𝑠/𝑇𝑚. In 1974, Thornton postulated a similar SZM, but for thick sputter-deposited thin 
�ilms, and introduced an extra parameter, the gas pressure [19]. Although the homologous temperature is a useful concept to explain the observed �ilm 
structure of �ilms deposited by evaporation, it is a too simple parameter to use in the SZM of sputter-deposited �ilms. The adatom mobility or characteristic length 
Basic Concepts of Thin Film Growth 37  are better parameters, and these are certainly not solely driven by the homologous temperature. For example, also low-energy ions contribute to the adatom mobility. Petrov et al. [20] and Mahieu et al. [21] reviewed the original SZM, and introduced an extended SZM that takes into account energy-related factors (i.e. the adatom mobility), and momentum-related factors (i.e. atomic bombardment). Anders further extended these models for energetic deposition that is characterized by a high ion �lux, by implementing a normalized kinetic 
energy �lux [22]. In the next sections, the link between the deposition conditions and the adatom mobility will be discussed. Then, an overview of the extended SZM under pure 
conditions is given, followed by the in�luence of impurities and energetic bombardment. It should be mentioned that although SZMs are valuable to understand the observed �ilm structure, they are generally not quantitative. 
3.6.1 Deposition Conditions The most important parameter in the extended SZM is the adatom mobility. Although it scales with the homologous temperature, there are other sources of energy that increase the adatom mobility. The total energy �lux depends on the 
condensation heat, and on the �lux of incoming particles, such as sputtered atoms, backscattered atoms, photons, ions, and electrons. An elegant way to determine 
the total energy �lux to the substrate (in mW/cm2) is by using a thermal probe [23]. The metallic �lux (𝐹, in at/cm2s) can be determined from the deposition rate 
(�ilm thickness divided by deposition time), and the �ilm composition (as measured with EDX). A brief explanation of these methods is given in chapter 4. The energy per arriving atom, or EPA (in eV/at) can be calculated as: 
𝐸𝑃𝐸 = 𝐸𝑎𝑡 = 𝐸𝑡𝑡𝑡𝐹  The diffusion rate is related to the EPA as follows: 
𝐷 ≈ 𝑒−𝐼𝑏/𝑘𝐵𝑇 ≈ 𝑒−1/𝐼𝑎𝑎  where 𝐸𝑏  is a speci�ic energy barrier to allow diffusion [24]. As mentioned in 
section 3.4.1, the characteristic length (𝐿) scales with the diffusion rate, and the inverse of the deposition rate 𝐹. Hence, 
𝐿 ≈ �
𝐷
𝐹
�
1/6
≈ �
𝑒−1/𝐼𝑎𝑎
𝐹
�
1/6 
38 Chapter 3  However, it is important to note that the power (1/6) is not a constant, and depends on the critical nucleus size [15, 25, 26]. Furthermore, it is important to emphasize that during magnetron sputtering not only the sputtered atoms contribute to the kinetic energy. Often, the substrate is negatively biased which results in the acceleration of positive ions (e.g. Ar+) towards the substrate. Secondly, also the backscattered Ar atoms contribute to the kinetic energy. Especially when heavy target materials are sputtered by light 
inert gases (e.g. Ta and Ar), the backscattered Ar �lux is a major contribution in 
the total �lux to the substrate. If the energy and/or atomic mass of the incoming 
atoms is large, they also transfer a signi�icant amount of momentum to the 
growing �ilm. Alternatively, the momentum per arriving atom, or MPA, can be determined (see sections 7.5 and 7.7 for examples). For systems where the MPA is substantial, such as during the deposition of heavy metals, or during the deposition of CeO2 whereby a large of number of O- ions bombards the �ilm [27], the momentum-driven effects could outweigh the diffusion-related effects and 
the ensuing types of �ilm growth could be modi�ied. 
3.6.2 Zone I In zone I, the energy of the adatoms is too low to overcome the surface diffusion barriers, and the adatom mobility is negligible. Hence, the arriving adatoms stick at the site of impingement and this type of growth is referred to as the ‘hit-and-stick’ regime. Sometimes, zone I growth is referred to as ballistic deposition as 
only the direction of the incoming material �lux has an in�luence on the �ilm structure [28]. As the adatoms are not able to nucleate and �ind energy-favorable 
positions, the initial stages of �ilm growth are characterized by a high island 
density. The �ilm further evolves by direct capture from the vapor �lux whereby the initial islands grow and form elongated columns separated by voids. The 
voids between the columns do not get �illed up due to self-shadowing and statistical roughening (see Figure 3.11) [4]. If the incoming material �lux is divergent (such as in sputter deposition), or if the material �lux arrives obliquely, then the self-shadowing effect is more pronounced. This results in more and 
larger voids between the columns. If the material �lux arrives at an angle 𝛼, the columns will be inclined towards the direction of incidence whereby the column tilt (𝛽) is given by the tangent rule: tan𝛽 = 1
2
tan𝛼 [29, 30].  
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Figure 3.11: (a) Atomistic view of the �ilm growth on a substrate at very low temperature (zone Ia). Self-shadowing induces columnar growth with voids in between. The shadowed areas are shaded. (b) 
If the material �lux is tilted by an angle 𝛼, the columns are inclined towards the incoming �lux by an angle 𝛽. It should be noted that zone I growth is seldom observed during sputter deposition. The average energy of the adatoms is typically a few eV, which is 
larger than the surface diffusion barriers. Only if the substrate is suf�iciently cooled or if the average energy of the incoming atoms is very low, zone I growth could be observed. Furthermore, it should be noted that in the extended SZM, zone I is further divided into zones Ia, Ib and Ic. Zone Ib is the extension of zone Ia, whereby energetic species induce knock-on events that destroy the overhang 
structures and �ill up the voids. Hence, the shift from zone Ia to zone Ib is a kinetic transition. An increase in the substrate temperature, i.e. an increase in the thermally-induced mobility, cannot explain the observed changes. Also in zone Ib, no preferential crystalline orientation is established. If the substrate temperature, or more generally, the adatom mobility is increased, zone Ic growth can be attained. In this regime, the adatoms can overcome the surface diffusion barriers, but not the grain diffusion barriers. Hence, adatoms can move around on the 
grain of arrival, but not diffuse from one grain to another. During �ilm growth in zone Ic, neighboring grains compete with each other as the larger grains offer a larger capture area than small grains, and a growth anisotropy is established. Also in zone Ic, no preferential crystalline orientation will develop. 
 
Figure 3.12: The �inal �ilm structure of a porous �ilm grown in zone Ia conditions.  
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3.6.3 Zone T If the substrate temperature or the EPA is increased, the mobility of the adatoms is increased likewise. In zone T, the adatoms cannot diffuse only on the grain of arrival, but are also able to diffuse from one grain to another. In the initial stages 
of �ilm growth, the adatoms nucleate into small islands, which have a random orientation. As the adatoms can diffuse over the surface, the islands grow according to their kinetically-determined growth habit. Once two islands impinge, a grain boundary is formed. As the adatom mobility is still too low to promote restructuring grain growth, the grain boundaries remain immobile 
throughout the complete �ilm. Instead, a competitive growth regime of neighboring grains occurs in an evolutionary way. The driving force behind this evolutionary overgrowth competition is the anisotropy in grain growth rate (see 
Figure 3.13). The origin of this anisotropy is the variation in the adatom mobility 
and sticking coef�icient between different crystallographic orientations, and due to geometrical shadowing and/or resputtering effects. It was mentioned in 
section 3.5 that the faces with the lowest growth rate become more prominent than the faces with a higher growth rate. In general, the grains of which the faces have the highest tilt angle with respect to the substrate will overgrow the other grains [31]. Hence, the terminating facets of the �ilm will be the crystallographic planes with the lowest growth rate perpendicular to the substrate (see 
Figure 3.13 and Figure 3.14(a)). Consequently, a preferential out-of-plane orientation of the grains is established. 
 
Figure 3.13: Schematic representation of the evolutionary overgrowth competition for �ilms where the grain boundaries are immobile. The different colors represent grains with different crystallographic orientations perpendicular to the substrate. 
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Figure 3.14: (a) Overgrowth mechanism of differently-oriented grains which are truncated by crystallographic planes with the lowest normal growth rate (�igure taken from [21]). (b) The �inal V-
shaped �ilm structure of a �ilm grown in zone T. 
3.6.4 Zone II If the adatom mobility is further increased, restructuring grain growth can occur. Formerly-stable islands or nuclei can become unstable and can get incorporated into other islands by cluster diffusion, ripening, or grain boundary migration. As the unstable islands are dissolved in more stable islands, no evolutionary V-shaped overgrowth will be observed. Hence, this �ilm growth mechanism is not driven by kinetics, but by energy minimization. Typically, a columnar structure with broad columns will be formed. The broad, straight columns have a constant 
width throughout the whole �ilm thickness and exhibit dome-shaped caps which are separated by grooves. Because the interatomic bonds in the grain boundaries are weaker than in the bulk of the grains, there exists an interface energy at the boundary between the columns (see Figure 3.15). The equilibrium shape is so that the vertical components of the surface energies of the neighboring grains (𝛾1 and 𝛾2) balance the interface energy (𝛾𝑖). Also in this growth type, a preferential out-of-plane grain orientation is established. The driving force behind this growth 
type is the minimization of the interface and surface energy of the �ilm [1]. Hence, only the planes with the lowest surface energy parallel to the substrate are thermodynamically stable, and it are these planes that form the preferential crystallographic orientation.  
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Figure 3.15: Schematic representation of the morphology of a �ilm grown in conditions where the grain boundaries are mobile, i.e. zone II growth. The inset shows the balance between the surface and interface energies that creates domed-shaped column tops. Although the homologous temperature is more useful in the structural 
classi�ication of evaporated thin �ilms, it can be instructive to have a general idea 
in which temperature intervals the different growth modes are de�ined. According to the SZM of Sanders [32], which is a re�inement of the initial SZM of Movchan & Demchishin, the low-adatom-mobility zone I occurs at 𝑇∗ < 0.1. The transition zone T occurs at 0.1 < 𝑇∗ < 0.3, and zone II growth occurs at 𝑇∗ > 0.3. The diffusion barriers scale with the material’s melting temperature. Refractory metals and/or BCC metals have a higher melting temperature and consequently higher surface diffusion barriers than FCC or HCP metals. Hence, in pure 
conditions and without signi�icant bombardment effects, BCC metals are grown in zone T, whereas FCC and HCP metals are grown in zone II. 
3.7 In�luence of Impurities 
3.7.1 Introduction The extended SZM is in theory only valid for �ilm growth at pure conditions. However, during the deposition process, the presence of impurities is almost unavoidable. Apart from the improper cleaning of the substrates, and the contamination of the sputter gas, the largest source of impurities is the residual 
ambient gas in the vacuum chamber. The impingement �lux of gas molecules can be calculated from the Maxwell-Boltzmann distribution, and is given by: 
𝐹𝑔 = 𝑝𝑁𝐴
√2𝜋𝑀𝜋𝑇 where 𝑝 is the gas pressure (in Pa), 𝑀 is the molecular mass (in kg/mol), 𝑁𝐴 is Avogadro’s constant, 𝑇 is the absolute gas temperature, and 𝜋 is the gas constant. The atomic surface density of solids is on the order of 1015 at/cm2. If one assumes that oxygen molecules have a probability of 1 to stick at a surface, then even at a 
Basic Concepts of Thin Film Growth 43  base pressure of 10-4 Pa, it only takes 1 s to completely cover a solid surface with a monolayer of gas molecules (at room temperature). Figure 3.16 shows the residual gases present in a vacuum chamber at a base pressure of 10-4 Pa as measured by mass spectrometry. 
In the subsequent chapters, where necessary, the impurity �lux will be compared 
to the metallic �lux. For this type of calculations, the fraction of each gaseous element present in the vacuum chamber, and their corresponding �lux should be taken into account. Based on the result in Figure 3.16, the relative importance of each element, and its reactivity with metals can be estimated. The most prominent impurities are, in descending order of abundance, H2O, OH, H2, N2, CO2, and O2. It can be assumed that CO2, N2, and O2 do not affect the �ilm growth, as their bond dissociation energies are high and do not react with metals (at standard conditions). Secondly, H2 is readily absorbed by metals and does not 
play a role during �ilm growth (again, at standard conditions) [33]. Hence, the most important impurities are H2O molecules and OH radicals (which are created in the magnetron plasma). The reactive impurity �lux can be calculated as: 
𝐹𝑖𝑚𝑝 = 𝑝𝑁𝐴
√2𝜋𝜋𝑇 � 𝑓𝐻2𝑂�𝑀𝐻2𝑂 + 𝑓𝑂𝐻�𝑀𝑂𝐻� where 
𝑓𝑖 = 𝐼𝑖𝐼𝐻2𝑂 + 𝐼𝑂𝐻 + 𝐼𝐻2 + 𝐼𝑁2 + 𝐼𝐶𝑂2 + 𝐼𝑂2  and 𝐼𝑖  is the measured intensity (see Figure 3.16). Yet sometimes, impurities are added deliberately as dopants in semiconductors or as solute elements in alloys. For example, during the growth of two-component materials of the form A1-xBx, the B atoms can be viewed as impurities if their atomic fraction is much lower than species A. During the deposition of quasi-equimolar multi-component �ilms, the distinction between solvent and solute elements is blurred, and it is a priori not possible to separate the impurity elements from the bulk elements. Still, the constituents elements can have an 
effect on the �ilm growth. Hence, the term impurity can be used to denote all 
species that have a signi�icant effect on the atomistic processes during �ilm growth. To simplify the ensuing discussion, the distinction between soluble and insoluble impurities will be made. Secondly, the various effects that insoluble 
impurities can have on the �ilm growth will be discussed.  
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Figure 3.16: Mass spectrometry scan of the residual gases in a vacuum chamber at a base pressure of 10-4 Pa. 
3.7.2 Effect on Surface Diffusion Impurities that are soluble in the crystal lattice have, if their fraction is lower than the solubility limit, no effect on the �ilm morphology or crystallographic texture, on the condition that the intrinsic phase stability is not affected. Soluble species are dissolved in the host material and the solid solution phase (or amorphous phase) grows as a single phase. However, if the impurity species concentration is higher than the solubility limit, the equilibrium solid solution phase (or amorphous phase) grows as the majority phase, whereas the excess impurity species will be embedded in the bulk or become segregated (see further) [35].  Insoluble impurities (and soluble impurities that segregate in an excess phase) can act as growth promoters or inhibitors. Growth promoters (often denoted as surfactants) enhance the fundamental atomistic processes by lowering the ES barriers. Promoters stimulate the surface diffusion which results in larger grains, or improve the layer-by-layer growth. Growth inhibitors (or grain re�iners) inhibit the atomistic processes by forming a secondary phase and/or by increasing the ES barriers of the bulk material. Therefore, the adatom surface mobility and the restructuring grain growth is reduced and this leads to smaller grains. In general, the ambient contaminants are unintentional impurities which operate as growth inhibitors. Impurities that are incorporated into a surface change the surface energy. Once incorporated, they can act as a barrier or as a trap for diffusing adatoms. The four possible scenarios are presented in 
Figure 3.17 [37]. In Figure 3.17(a), the impurity acts as a re�lective barrier for 
Basic Concepts of Thin Film Growth 45  the diffusing adatoms by increasing the energy barrier. If the impurity atom lowers the energy barrier for surface diffusion, it increases the adatom mobility (Figure 3.17(b)). In Figure 3.17(c), the impurity has a high reactivity and a high binding energy with the adatoms. Hence, it acts as a trap and lowers the mobility of the diffusing adatoms. Lastly, the impurity with a lower reactivity enhances the adatom mobility (see Figure 3.17(d)). 
 
Figure 3.17: One-dimensional schematic representation of the in�luence of an incorporated impurity 
on the effective potential that an adatom experiences. The impurity can act as a re�lective barrier (a), as a trap (c), or as a mobility-enhancer (b, d) (�igure taken from [34]). For example, oxygen atoms on metal surfaces have a dual effect. First, they can 
act as re�lective barriers for diffusing metallic adatoms. Secondly, oxygen has a high reactivity with some metals, hence oxygen acts as a trap for the diffusing adatoms and this stimulates the repeated nucleation [38]. As a consequence, smaller grains are formed and the crystallographic texture can disappear (see further). 
3.7.3 Effect on the SZM 
Impurities change the basic atomistic processes during �ilm growth, and 
consequently have an effect on the �inal �ilm morphology and texture. Barna and 
coworkers studied the in�luence of co-deposited impurities on the structure and texture formation of evaporated thin �ilms, and postulated a revised SZM [20, 36, 39]. Also, it is important to emphasize that impurities can be of any kind (metallic, non-metallic, gaseous) as long as they have an effect on the atomistic processes. 
For example, Barna & Adamik studied the in�luence of the co-deposition of O and 
Sn on the growth of Al thin �ilms [36]. Radnóczi & Misják studied the structural and morphological development of immiscible Cu-Ag nanocomposite �ilms [40].  
46 Chapter 3  Co-deposition of surfactants enhances the adatom surface diffusion. Hence, the addition of a minority fraction of surfactants shifts the adatom mobility towards larger values in the SZM. In other words, materials that normally are synthesized in zone I or zone T, could be synthesized in zone II with the addition of a surfactant. As a result, the grain size is increased and an (other) out-of-plane texture can be formed. On the other hand, co-deposition of growth inhibitors shifts the adatom mobility axis of the SZM in the opposite direction. In zone I, the adatoms have a low mobility, and the impurities also stick on the site of impingement. Hence, co-deposition of growth inhibitors does not change the microstructure of zone I. Zone T is characterized by the evolutionary overgrowth mechanism of neighboring grains which exhibit a speci�ic crystal habit. Impurities change the surface energy barriers, and consequently change the adatom mobility on certain crystallographic planes. Hence, the adatom surface diffusion can be impeded on certain planes, whereas it can be enhanced on other planes. In consequence, the normal growth rate of the various faces will be different from deposition in pure conditions, and a change in preferential orientation can occur. 
For example, Ghekiere studied the in�luence of some gaseous impurities (O2, N2, and CH4) on the structure evolution of Cr and InN �ilms grown in zone T [34]. Zone II growth in pure conditions is characterized by restructuring grain growth and the minimization of the surface and interface energies. However, the co-deposition of growth-inhibiting species will limit restructuring grain growth, as the island and grain boundaries will become decorated with impurities which 
impede step �low and block the island motion. As the grain boundaries become immobile, at low impurity concentrations a shift from zone II to zone T is observed. Furthermore, the impurities change the chemical state and consequently can increase the surface and interface energies. At high impurity concentrations, the growth of crystals is periodically impeded by the development of a surface-covering impurity layer (often denoted as tissue phase). Therefore, the surface diffusion on all crystallographic faces will be impeded, 
restructuring grain growth is not possible, and �ilm growth proceeds by repeated nucleation. Hence, a nanocrystalline structure with a random grain orientation will be formed. This type of growth is denoted as zone III [39]. If the impurity concentration is even higher, then the impurity is no longer a minority species, and if the impurity is reactive with the base element, a new phase will be formed. For example in the O/Al-system, if the oxygen �lux is larger than the Al �lux, amorphous aluminium oxide �ilms are grown. Figure 3.18 presents an overview of the in�luence of growth-inhibiting impurities on the SZM.  
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Figure 3.18: The revised SZM as proposed by Barna for different impurity concentrations [36]. (a) Pure conditions, (b) low impurity concentration, (c) medium impurity concentration, and (d) high impurity concentration. 
3.8  Film Growth of Amorphous Solids The previously-discussed SZMs were derived for polycrystalline �ilms. In zone T, the anisotropy in the normal growth rate of crystalline faces is the origin of the evolutionary grain overgrowth mechanism. In zone II, the crystallographic planes with the lowest surface energy parallel to the substrate are thermodynamically stable, and the minimization of the surface and interface energies is the origin of 
the columnar �ilm structure. As will be discussed in chapter 5, amorphous materials are completely different from crystalline materials. Amorphous 
48 Chapter 3  materials are homogeneous and isotropic solids which lack long-range order. They do not have crystallites and consequently no grain boundaries. Hence, the fundamental mechanisms that drive zone T and zone II growth, are not applicable 
to amorphous �ilms.  
Amorphous �ilms have been studied for a long time. More speci�ically, amorphous alloys have been synthesized by thermal evaporation [41, 42 , 43 , 44 , 45], and sputtering [46, 47, 48, 49, 50]. However, most of these studies only focus on the 
phenomenological properties of the amorphous �ilms. In most cases, the 
amorphous �ilms were deposited and a couple of �ilm properties (e.g. phase formation, thermal stability, optical and/or magnetic properties) were measured. A detailed and unifying theory about the atomistic processes during the growth of 
amorphous �ilms is still nonexistent. Therefore, in this section only some 
important discoveries and peculiarities of amorphous thin �ilm growth will be given. 
Early research was focused on the synthesis of amorphous thin �ilms on cooled substrates. To limit adatom diffusion, and therefore to prevent crystallization, the substrates were often cooled to 80 K [41]. At these low homologous temperatures, the adatom mobility is negligible, and usually porous, columnar 
microstructures are observed. Hence, the synthesis of amorphous �ilms on cooled substrates occurs in zone I. As will be discussed in chapter 5, in the 1970s and 80s, alloy compositions were found that readily formed amorphous phases at room temperature, and therefore substrate cooling was no longer required. 
These thin �ilm metallic glasses (TFMGs, see chapter 5) usually exhibit a very 
smooth surface and no discernible features are present in the �ilm’s cross section. 
Hence, throughout the entire �ilm thickness, the chemical composition and microstructure are homogeneous. It was shown by Cao et al. [51], that 0.3 and 0.7 nm thin Zr54Cu38Al8 �ilms deposited by PLD are atomically �lat. This remarkable discovery indicates that this metallic glass forms a continuous layer which completely wets the substrate (SiO2 and a-Si3N4 substrates). This behavior is certainly different from the Volmer-Weber growth of pure metals whereby the 
initial stages of �ilm growth are characterized by the nucleation of adatoms into 
small clusters. Cao et al. argued that the surface energy of the metallic glass �ilm could be estimated by the surface tension of the bulk glass at the melting temperature (~1.5 J/m2) [52]. The surface energy of the substrate is less than 1 J/m2 [53]. So, the nucleation of adatoms into islands (Volmer-Weber growth) is thermodynamically favored. Yet, the results of Cao et al. indicate a layer-by-layer growth, which is clearly in contradiction with the simple Young’s equation. However, after the samples were annealed for 20 min at 100 K above the crystallization temperature (873 K), the �ilm dewetted and the atoms aggregated 
Basic Concepts of Thin Film Growth 49  into small clusters. This indicates that the as-deposited atomically-�lat �ilms are in a non-equilibrium state, and annealing allows the �ilms to transform to the thermodynamically-favored state (i.e. the formation of clusters). The origin of the layer-by-layer growth of thin metallic glass �ilms is still under debate. Nonetheless, it was discovered that the adatoms have a much higher surface mobility on amorphous surfaces as compared to crystalline surfaces. Already in 1983, the theoretical model of Milchev & Avramov revealed that the 
diffusion coef�icient for surface diffusion on a disordered surface can be three orders of magnitude higher than for surface diffusion on a crystalline surface [54]. Hence, the anomalously-high surface mobility of amorphous materials can be the origin of their layer-by-layer growth. In 2015, Cao et al. found a Pd-based 
metallic glass that exhibits a surface diffusion coef�icient which is �ive orders of 
magnitude higher than the bulk diffusion coef�icient at temperatures below the glass transition temperature (see chapter 5 for the de�inition) [55]. Most of the research on the dynamics of the glass surface has been focused on organic and molecular glasses, which exhibit a high degree of molecular complexity. In 2007, Swallen et al. discovered that vapor deposition of the molecular glass former 
indomethacin results in �ilms with an extraordinary thermodynamic and kinetic stability, and a high density [56]. If the deposition rate is fairly low and if the substrate temperature is being held at about 50 K below the glass transition 
temperature, the glassy �ilm is in a very low energetic state and is consequently very stable. These very stable amorphous �ilms were coined ‘ultrastable glasses’, and their remarkable properties were attributed to the enhanced mobility within a few nanometers of the glass surface during deposition. As the deposition rate is low, and the substrate temperature is just below the glass transition temperature, the adatoms have the time to search for the energetically most-stable position before they get buried by a new layer of adatoms. Since that discovery, the �ield of ultrastable glasses has boomed, and other research groups studied the enhanced dynamics of the indomethacin glass surface [57, 58]. Yang et al. discovered that 2.3 nm thin �ilms of polystyrene on a Si substrate exhibit a very mobile surface layer on top of a less-mobile bulk structure. Kawana et al. found a liquid-like surface layer of 10 nm on a thicker polystyrene �ilm [60]. The enhanced surface 
�luidity at the vacuum/�ilm interface was also found in 3-methylpentane [61]. Molecular and organic glasses have a high degree of complexity, so deposition at relatively high substrates temperature would not lead to chemical segregation. However, also in systems with a much lower degree of complexity, such as binary and ternary metallic glasses, ultrastable glasses have been found. Böddeker & 
Teichler studied Ni50Zr50 �ilms with MD simulations and also found surface-enhanced relaxation dynamics [62]. Similarly, Singh et al. studied the ultrastable 
Ni80P20 glass with MD [63]. Lastly, Yu et al. discovered that the Zr65Cu27.5Al7.5 alloy 
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that the topmost surface layers of glassy �ilms are liquid-like, and this enhanced surface mobility stimulates the layer-by-layer growth. Thicker amorphous CuTi �ilms (100 – 600 nm) have been synthesized by thermal evaporation by Geyer et al. [65]. These �ilms exhibit a columnar microstructure with column diameters of about 20 nm. Also, the interface energies at the column boundaries are higher than those of grain boundaries in polycrystalline materials. 
Hence, the �ilm surface exhibits a globular, cusp-like morphology. Apreutesei et al. 
synthesized ZrCu thin �ilms by sputtering, and found that the �ilms exhibit a dense, featureless microstructure [66]. However, the �ilm surface exhibits very 
�ine cusps, similarly as CuTi. 
The combined observations of the thin and thick amorphous �ilms indicate that 
glassy �ilms typically exhibit the Stranski-Krastanov growth mode. Obviously, the understanding of the growth processes of amorphous �ilms is still in its infancy as 
compared to the growth of polycrystalline �ilms, and more research is needed.  
3.9 Stress 
3.9.1 Introduction 
Residual stresses and strains are inherently present in thin �ilms. They are often 
unwanted side effects which may deteriorate the �ilm properties, so a thorough understanding of their formation mechanisms is required. In general, residual stress refers to the internal stress distribution present in a material system when no external force is applied [67]. Nearly all thin �ilms bonded to a substrate 
exhibit some state of residual stress. If the �ilm would be relieved of the constraint of the substrate, it would change its in-plane dimensions and/or become curved [67]. The residual stress strongly affects the durability of thin 
�ilms, as it can cause undesirable effects, such as �ilm delamination, fracture, and buckling. However, as will be discussed further, in some cases a certain degree of residual stress is desired, as it can enhance the hardness and toughness of tribological coatings. A solid is in a stressed state if the atoms are displaced from their equilibrium positions. The force required to induce a small displacement (𝑟) is given by the derivative of the interatomic potential, i.e. 𝑑𝑑/𝑑𝑟. For small displacements (i.e. elastic deformations), the relationship between the strain and stress is given by Hooke’s law (see section 4.7). Film stress can be tensile or compressive. For tensile stresses, the atoms are further apart, and for compressive stresses, the atoms are closer together as compared to the equilibrium state. In other words, a 
�ilm with a tensile stress wants to shrink, and a �ilm with a compressive stress 
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wants to expand. Since the �ilms are constrained to a substrate, the �ilm-substrate system is curved. Tensile-stressed �ilms have a convex curvature (𝜎 > 0), whereas compressive-stressed �ilms exhibit a concave curvature (𝜎 < 0) (see 
Figure 3.19). 
 
Figure 3.19: Films with a compressive stress are concave, �ilms in a tensile-stressed state are convex. 
Thin �ilm stresses can have intrinsic and extrinsic origins. The extrinsic stress in 
thin �ilms can arise from several physical effects, such as chemical reactions, electrostatic forces, plastic or creep deformation, etc. However, the most prevalent extrinsic stress is the thermal stress which originates from the different 
thermal expansion coef�icients of the substrate and thin �ilm material. During �ilm deposition, the substrate can be deliberately heated, and/or it is heated by the 
incoming particle �lux. So in both cases, there is a temperature difference (∆𝑇) 
during and after �ilm deposition. For a thin �ilm on a thick substrate, the thermal stress (away from the �ilm edges) is given by: 
𝜎𝑡ℎ = 𝐸𝑓∆𝛼∆𝑇1 − 𝜈𝑓  where ∆𝛼 = 𝛼𝑠 − 𝛼𝑓  is the difference in thermal expansion coef�icient of the 
substrate and thin �ilm material. For this purpose, the average thermal expansion 
coef�icients over the temperature interval ∆𝑇 should be used. 𝐸𝑓  and 𝜈𝑓  are the 
Young’s modulus and the Poisson’s ratio of the �ilm material. For example, for a 1 µm thick Al �ilm on a Si substrate, the thermal stress is 190 MPa (∆𝑇 = 40 K) and 945 MPa for ∆𝑇 = 200 K [68]. It is important to remark that the thermal 
expansion coef�icients not only depend on the temperature, but also on the �ilm 
thickness. As the �ilm thickness changes, usually also the average grain size 
changes. The thermal expansion coef�icient of the grain boundary is different from the bulk of the grain, so as the fraction of grain boundaries changes the 
global thermal expansion coef�icient of the �ilm changes as well [69]. 
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The intrinsic stress is related to the growth of the thin �ilms, and arises during the deposition process. An overview of the mechanisms that generate the intrinsic stress is given in the next section. For the sake of clarity, a distinction will be 
made between evaporated and sputtered thin �ilms. All stress mechanisms that are valid during evaporation, are also at play during sputter deposition. However, sputter deposition is a kinetic technique, and secondary effects such as the bombardment of energetic and/or momentum-rich particle �luxes can alter the microstructure and observed stress state.  
3.9.2 Intrinsic Stress in Evaporated Thin Films The development of intrinsic stress depends on the material system, the deposition conditions such as the gas pressure, deposition rate, substrate 
temperature, and the �ilm thickness. Many metallic and ceramic materials are grown in the Volmer-Weber mode, which leads to a polycrystalline 
microstructure. Hence, the following overview will focus on polycrystalline �ilms. The characteristic feature of Volmer-Weber growth is the nucleation into islands 
or clusters on the substrate, and the ensuing �ilm growth occurs through a sequence of mechanisms such as island growth, island coalescence, grain 
boundary formation, and further �ilm growth (see section 3.5). In each of these stages, the microstructure is coupled to a certain stress state. The origin of the stress in each of the growth stages is still under debate, but it is possible to present a schematic overview of the volume-averaged �ilm stress as a function of 
the mean �ilm thickness (see Figure 3.20). For very thin �ilms (a couple of AÅ ), a small compressive stress is observed, which is changed to a tensile stress as the 
�ilm thickness is increased. For materials with a high melting temperature (i.e. low-mobility materials), the stress tends to remain tensile, or slowly decreases with increasing �ilm thickness. However, materials with a low melting temperature (i.e. high-mobility materials), exhibit a decrease in tensile stress 
with increasing �ilm thickness, and at a certain �ilm thickness, the �ilm stress becomes compressive. If the �ilm thickness is further increased, the compressive stress exhibits a maximum, and eventually becomes tensile again. It is important to emphasize that Figure 3.20 is only a schematic overview of the stress-thickness behavior.  
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Figure 3.20: Schematic representation of the volume-averaged �ilm stress as a function of the mean 
�ilm thickness. The axes are not drawn to scale, and the real stress-thickness curves depend on several parameters. In the following paragraph, a short review of the different origins of the observed stress states will be discussed. The initial stage of Volmer-Weber growth is characterized by the dispersion of small discrete islands. It is observed that the lattice parameter of small clusters is smaller than the bulk value [70, 71]. This reduction in lattice parameter of small clusters can be attributed to the high number of surface atoms as compared to bulk atoms. Hence, the net interatomic force of the surface atoms has an inward direction, which causes the contraction in lattice parameter. According to Abermann et al. [72], this surface-induced 
Laplace pressure is the origin of the small compressive stress in very thin �ilms. 
Nevertheless, how the strain in the islands is transferred to the substrate, and how this induces a compressive stress is still under debate. In any case, the initial 
compressive stress tends to decrease and becomes tensile with increasing �ilm thickness. At a certain thickness, the majority of the islands impinges other 
islands, coalescence ensues, and the �ilm becomes continuous. Hoffman was the 
�irst to model the stress before and after coalescence [73]. According to his model, neighboring islands can snap together if they are close enough to each other. To overcome the gap, the islands must be stretched and this results in a tensile stress. The magnitude of the tensile stress can be estimated from the gap 
distance, the island width, and the elastic properties of the �ilm material. Nix & Clemens suggested an alternative model, whereby the coalescence was modelled as the reverse of a crack initiation process, i.e. a zipping of the grain boundaries [74]. In this model, the �inal tensile stress is calculated based on the balance between the surface and strain energy during the elastic zipping process. The zipping will come to a halt if the required energy to further zip the grain boundary equals the energy gain by extending the grain boundary. Both 
Hoffmann’s and Nix & Clemens’s models overestimate the tensile stress during 
54 Chapter 3  coalescence. Freund & Chason proposed an alternative model whereby the �ilm was modelled as an array of half-spheres, and �ilm coalescence was based on the Hertz contact theory [75].  After the island coalescence, the further development of the intrinsic stress 
depends on the �ilm material. As already mentioned, a distinction has to be made between materials with a low and a high melting temperature. For materials with a high melting temperature, the tensile stress tends to remain tensile, or slowly decreases with increasing thickness. In section 3.6, it was argued that during thermal evaporation the adatom mobility scales with the homologous temperature (𝑇∗). So unless the substrate is deliberately heated, the deposition of materials with a high melting temperature occurs at low homologous temperatures, i.e.  𝑇∗~0.1 − 0.3. Hence, refractory metals are usually deposited in zone T. The evolutionary overgrowth mechanism of zone T results in a 
continuous increase in the grain size with increasing �ilm thickness. Therefore, 
with increasing �ilm thickness, the fraction of grain boundaries is decreased, and consequently the global tensile stress due to the attractive interactions at the grain boundaries is decreased [76, 77, 78, 79, 80]. Materials with a low melting temperature usually exhibit a compressive-tensile-compressive-tensile (or CTCT) behavior with increasing �ilm thickness. The origin of the compressive stress in continuous �ilms (the second ‘C’) is still under debate. The reason for this is the complex dependence of the compressive stress on the deposition conditions, the inherent material properties, as well as the microstructural evolution of the �ilm. However, both thermal evaporation and 
sputter deposition (without bombardment effects) result in �ilms with a similar 
compressive stress behavior as a function of the �ilm thickness. This indicates that the origin of the compressive stress must be related to the atomistic 
processes during �ilm growth, which are common in both techniques. An 
important phenomenon is the reversibility of the compressive stress. During �ilm 
deposition, the stress is compressive. If the material �lux is interrupted, a change in the stress towards the tensile direction is observed. When the deposition is resumed, the pre-interruption stress is quickly restored, and the stress evolution occurs as if the growth interruption never took place. Abermann & Koch claim that the compressive stress originates from the pre-coalescence stage [81, 82]. The zipping of the grain boundaries induces a tensile stress, which is mainly concentrated in the vicinity of the grain boundaries. The inner part of the grains is, however, still in a compressive-stressed state. The stress-reversibility is explained by a surface smoothing effect which results in the transport of atoms from the surface to the grain boundaries, hence the stress becomes more tensile. They also note that other recrystallization processes can result in a relaxation of 
Basic Concepts of Thin Film Growth 55  the compressive stress. Spaepen et al. explained the compressive stress based on the incorporation of excess adatoms at the ledges [83]. Ledges can be compressive (i.e. the ledge atoms are pulled in towards their island), or they can be tensile (i.e. the ledge atoms of neighboring islands interact). If compressive ledges approach each other, an extra adatom can become incorporated in an interstitial site, and the resulting larger island will exhibit a small compressive strain. This process is relatively rare, but as the stress depends on the biaxial 
modulus of the �ilm material (which is relatively large, ~100 GPa for metals), the number of atoms that has to become incorporated is low. If the deposition �lux is interrupted, the trapped adatoms are released and the compressive stress is decreased. The dynamics of the stress-reversal is explained by a difference in 
time scale between the two mechanisms. The in�lux of adatoms and the creation of new ledges is a fast process, whereas the elimination of the ledges is a slower process. Another, and a more intuitive approach, is the model of Chason et al. [84]. The compressive stress is explained based on the incorporation of adatoms in the 
grain boundaries during �ilm deposition. During deposition, the number density of adatoms on the surface is higher than the equilibrium number density. This leads to an increase in the chemical potential of the surface (𝜇𝑠) as compared to the equilibrium chemical potential (𝜇𝑠0). The higher the difference in chemical potential (𝛿𝜇𝑠), the higher the driving force for adatom diffusion to regions with a lower chemical potential. Chason noted that the chemical potential of the grain boundaries is lower than of the surface, because the grains are in a tensile-
stressed state. Hence, during deposition there is a net �lux of adatoms towards the grain boundaries to relieve the tensile stress. If the material �lux is interrupted, the adatom density on the surface decreases rapidly, and the chemical potential of the surface is lowered to the equilibrium value. The chemical potential of the grain boundaries, however, is then larger than the equilibrium value. To lower 
this chemical potential, there is a reversed �lux of adatoms out of the grain boundaries and to the surface. Consequently, the compressive stress (which is caused by the lattice expansion in and near the grain boundaries) is decreased. During deposition, the steady-state compressive stress scales with the adatom diffusivity, and the chemical potential difference. On the other hand, if the mean grain size is larger than a certain threshold value, the compressive stress is decreased. This can be qualitatively understood from the ratio between the mean grain size and the mean adatom diffusion length. If the mean grain size is small, there are lots of grain boundaries, and consequently there are many sites at which atoms can be inserted, so the compressive stress is high. However, for zone 
T �ilms the mean grain size increases with the �ilm thickness. As the mean grain size becomes larger than the mean adatom diffusion length, the fraction of 
56 Chapter 3  diffusing adatoms that can reach the grain boundaries is decreased. Therefore, the compressive stress is again decreased. Finally, the work of Leib & Thompson showed that the rate of stress relaxation is independent of the temperature, which implied that the stress relaxation process is not driven by diffusion [85]. Therefore, the same group introduced yet another 
idea that during �ilm growth interruptions, a fast and a slow relaxation process are at play [86]. It was suggested that the fast reversible process is due to the change in surface morphology by self-diffusion, whereas the slow irreversible process is due to grain growth. Obviously there is not yet a consensus about the 
origin of the reversible compressive stress in thin �ilms, however it is clear that the grain boundaries play a major role. 
3.9.3 Correlation between the Film Microstructure and Stress In the previous sections it became clear that the same atomistic processes are responsible for the microstructure development as well as the stress evolution. 
Hence, the �ilm stress must be associated to the microstructure. In the SZMs, the characteristic diffusion length (𝐿) is the most fundamental parameter to link the 
observed �ilm microstructure with the deposition conditions. An extensive literature review of the stress development of a wide range of evaporated metals and alloys is presented in Figure 3.21. The measured strain is shown as a function of the characteristic length and as a function of the homologous temperature. A detailed overview of the calculations and references that led to this �igure are given in [87]. It is clear that the changes in the overall trend line 
occur at the homologous temperatures which de�ine the transitions in the SZM. In zone I, the attractive interaction of the grain boundaries (or more generally, the columns) induce a tensile stress. In zone T (𝑇∗~0.1 - 0.3), the tensile stress decreases and eventually becomes compressive. The maximum of the compressive stress occurs around 𝑇∗~0.2, which is the onset homologous temperature for grain growth [64, 76]. In zone II (𝑇∗ > 0.3), the compressive stress decreases towards a stress-free state. 
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Figure 3.21: The strain measured at 90 nm mean �ilm thickness as a function of the characteristic diffusion length (𝐿, lower axis), and the homologous temperature (upper axis). The symbols refer to pure metals, whereas the numbers refer to amorphous alloys. The references are given in the square 
on the left. Polycrystalline �ilms are denoted by markers, amorphous �ilms are represented by colored numbers. A complete overview of the used calculation and references can be found in [87]. A linear correlation was found between the strain and ln𝐿 for zone T �ilms with a tensile stress (dashed line). The global trend line (pink line) was calculated by binning the data points in the three zones. In general, the stress states are changed at the corresponding threshold homologous temperature in the SZM.  
3.9.4 Stress in Sputtered Thin Films The atomistic processes that are responsible for the intrinsic stress in evaporated 
�ilms are also valid during sputter deposition. However, as sputtering is a kinetic 
process, other factors can in�luence the �ilm stress. For example, the momentum 
transfer by impinging sputtered atoms, re�lected neutral gas atoms, and ions plays a crucial role in the microstructural evolution (and texture) of sputtered 
thin �ilms. This momentum transfer is known as atomic peening and is the atomistic equivalent of shot peening in the cold working of steel. Each impinging atom acts as a ball-peen hammer which induces plastic deformation in the �ilm. In general, atomic peening induces atomic recoils whereby voids and vacancies become �illed up, and this annihilation of free volume creates a compressive stress [88]. Often, a certain degree of compressive stress is desired, both in thin 
�ilms as in bulk applications, as it counteracts the formation of microcracks and enhances the material toughness. The energy and momentum of the arriving sputtered atoms and backscattered neutrals depend on the deposition conditions such as the gas pressure and target-substrate distance. Hence, by tuning the deposition conditions, the amount of atomic peening can be changed. As will be discussed in section 7.5, the probability that a neutral gas atom is backscattered 
58 Chapter 3  on the target scales with the atomic mass ratio of the target material and sputter 
gas. The in�luence of atomic peening on the intrinsic stress of sputtered �ilms was 
�irst studied by Hofmann & Thornton [89]. They discovered that the tensile-to-compressive stress crossover pressure scales with this atomic mass ratio. In 
other words, to obtain �ilms with a low compressive stress, heavy elements need to be deposited at higher gas pressures as compared to light elements. 
Windischmann studied the in�luence of the momentum �lux on the compressive 
stress for �ilms deposited in zone I [90, 91]. At high pressure, usually porous �ilms with a low tensile stress are synthesized (zone Ia). If the pressure is decreased, the impact of atomic peening is enhanced, and the pores become �illed up due to knock-on effects (zone Ib). If the pressure is further decreased, the atomic 
peening effect will create defects in the �ilm which generate a compressive stress.  Often, a certain degree of compressive stress is deliberately induced by applying a negative bias to the substrate. In this way, Ar+ ions become accelerated towards 
the growing �ilm, and induce an atomic peening effect in a controllable manner. 
Therefore, a different �ilm growth mode could be triggered, and the �ilm texture can be changed. 
3.9.5 Stress in Amorphous Thin Films 
In the previous discussion, it was assumed that the �ilms are polycrystalline solids. A characteristic feature of polycrystalline materials is the presence of grain boundaries. Many of the discussed stress mechanisms depend on the interaction near or at grain boundaries, hence one might wonder about the origin of the 
intrinsic stress in amorphous �ilms, which do not have grain boundaries. Clearly, the diffusion of excess adatoms into grain boundaries cannot account for the 
compressive stress of amorphous �ilms. However, the atomic peening effect also 
affects amorphous �ilms and can induce compressive stresses. It is important to 
emphasize that the atomic peening effect �ills up all types of free volume during 
�ilm growth. In polycrystalline materials, the free volume is mainly concentrated 
in grain boundaries, in lattice defects and vacancies. In amorphous �ilms, the free volume is much more dispersed. However, as mentioned in section 3.8, although 
there are, strictly speaking, no grain boundaries, amorphous �ilms still exhibit domains. For example during Stranski-Krastanov growth, once secondary islands impinge, domains are created. The regions in between these domains contains 
excess free volume which can be �illed up by atomic peening. Also, as will be discussed in chapters 5 and 6, the atomic structure of amorphous solids, and especially of metallic glasses, is characterized by the complex intertwining of atomic clusters. These atomic clusters are, in theory, interconnected according to some packing scheme (see section 5.3). Of course, real amorphous solids also exhibit packing defects, which contribute to the free volume. Therefore, the 
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atomic peening effect can �ill these defects and induce a hydrostatic compressive stress.  So it can be assumed that, although the microstructures of polycrystalline and 
amorphous �ilms differ greatly, similar factors can be applied to explain the 
intrinsic stress. More speci�ically, some intrinsic stress measurements have been published for amorphous metallic alloys deposited with evaporation. These are presented in Figure 3.21, and are denoted by the colored numbers (see [87] for references). During the growth of polycrystalline �ilms, many fundamental properties can be related to the melting temperature (𝑇𝑚). For metallic glasses, similar correlations can be obtained by using the glass transition temperature (𝑇𝑔, see chapter 5). This indicates that 𝑇𝑔 is correlated to the bond strength, similarly as 𝑇𝑚 for pure metals [92]. Figure 3.21 indicates that the amorphous 
�ilms exhibit the same trend in stress as the polycrystalline metal �ilms. Also a tensile stress at low 𝑇𝑠/𝑇𝑔, and a compressive stress at higher 𝑇𝑠/𝑇𝑔 is observed. This behavior implies that the surface mobility of amorphous �ilms is higher than 
of crystalline �ilms, and con�irms the observations in section 3.8.  
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 4 Thin Film Analysis and Characterization Methods 
In this chapter an overview of the �ilm characterization techniques will be given. To increase the clarity of the plots in this thesis, no error bars were used. Therefore, in this chapter the standard deviation on the typical error of the corresponding characterization technique will be given. Moreover, the 
signi�icance of the conclusions made based on the plots in this thesis was always statistically checked. 
4.1 Substrates and Sample Preparation 
The majority of the �ilms were deposited on Si wafers (0.55 mm thick <111>-oriented Si wafers with a native surface oxide layer). Prior to �ilm deposition, the 
Si wafers were cleaned according to the RCA procedure. A small number of �ilms was deposited on glass and stainless steel substrates. The glass substrates are 0.9 mm thick soda-lime glass microscope slides and were cleaned with acetone 
66 Chapter 4  and methanol in an ultrasonic bath. The steel substrates are 0.9 mm thick mirror-polished 316L stainless steel substrates and were cleaned with acetone. 
4.2 Contact Pro�ilometry 
The �ilm thickness was measured with a contact pro�ilometer (Talystep Taylor-Hobson). Prior to deposition, half of the Si substrate was covered with a piece of copper or carbon tape. This tape was removed after deposition, and in this way a 
step is created which can be measured by the pro�ilometer probe. By dividing the 
�ilm thickness by the deposition time, the deposition rate can be calculated. For each sample, the thickness of 4 different positions was measured, and averaged. The typical thickness of the calibration samples (to determine the deposition rate 
before performing the actual �ilm deposition) was between 300 and 600 nm. On average, the standard variation on the thickness of these �ilms is 30 nm. Hence, the average error on the deposition rate and consequently on the �inal �ilm thickness is approximately 6 %. 
4.3 Thermal Flux 
The energy �lux during sputtering was measured with a passive thermal probe [1, 2]. Due to the impinging particle �lux, the probe heats up during sputtering. Once the discharge is switched off, the probe cools down again. The heat-up and cool-
down curves are �itted with the Levenberg-Marquardt algorithm, and the thermal power per area is calculated. If the composition and deposition rate of the 
impinging particle �lux are known, the so-called energy per arriving atom (EPA) can be calculated (see section 3.6.1) [3]. The standard deviation on the thermal power per area as determined with a passive thermal probe is typically 1 mW/cm2. 
 
Figure 4.1: Typical substrate temperature pro�iles during magnetron sputtering. The temperature rise is larger for high cathode powers. 
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4.4 Electron Microscopy 
4.4.1 Scanning Electron Microscopy 
The �ilm composition was measured with energy-dispersive X-ray spectroscopy (EDX) in combination with a scanning electron microscope (SEM). A FEI Quanta 200F with a beam current of 208 µA, and an acceleration voltage of 20 kV was used. For samples which contain elements with a large atomic number (In, Nb, Ta), an acceleration voltage of 30 kV was applied. The chemical analysis of the EDX measurement was performed with EDAX Genesis software. For each sample, the composition was measured at 4 different positions, and averaged. The typical error on the measured atomic fraction is 1 at.%. SEM was used to investigate the surface and cross-sectional morphology of the targets and �ilms.  
4.4.2 Transmission Electron Microscopy The microstructure of a selection of �ilms was examined with transmission electron microscopy (TEM). This technique provides a better resolution than SEM and by using electron diffraction (ED) it is possible to obtain structural information about the studied material. High-resolution TEM (HRTEM) allows to image the structure of a material at the atomic scale. TEM measurements were performed by two research groups. Two samples were investigated by prof. N. Schryvers (EMAT, University of Antwerp, Belgium). After ion-milling of the samples, a FEI Tecnai G2 with an operating voltage of 200 kV was used. A second 
set of samples was studied by prof. G. Radnóczi and dr. F. Misják (Research Centre for Energy Research, Hungarian Academy of Sciences, Budapest, Hungary). The samples were grinded by mechanical polishing to about 50 µm thickness and were then embedded in Ti rings. After mechanical thinning, the �ilms were milled with a 10 keV Ar+ beam at grazing incidence using a Technoorg ion miller. In the latest stages of the ion milling procedure, an Ar+ energy of 3 keV and respectively 200 eV was used in a Technoorg Gently Mill. The �ilms were analyzed with a CM20 microscope at 200 kV accelerating voltage. 
4.5 X-ray Re�lectivity 
The �ilm density was measured with X-ray re�lectivity (XRR). A Bruker D8 Advance was equipped with a scintillation detector and Cu Kα radiation was used. The samples were scanned from 0.3° to 3° with a step size of 0.01°. The obtained 
XRR patterns were �itted by using the WinGIXA software [4]. A three-layer model (2 nm topmost oxidized layer, �ilm, 2 nm SiO2 layer) on a Si substrate was used in the software. For a selection of samples, the density was also calculated by using Parratt’s method [5] and the critical angle of total re�lection (𝜃𝑐). As the wavelength of X-rays is usually much smaller than the typical interatomic distance, X-rays only weakly interact with matter, hence the refractive index is 
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re�lection at small incidence angles, and is applied in XRR. The complex refractive index can written as: 𝑛 = 1 − 𝛿 − 𝑖𝛽, where 𝛽 is related to the linear absorption 
coef�icient of the material (𝜇) and the wavelength of the X-rays (𝜆). The parameter 𝛿 represents the dispersion and is linked to the material density (𝜌). If 
the composition and critical angle are known, the �ilm density (in g/cm3) can be calculated with: 
𝜌 = 1203 ∙ 𝜃𝑐2𝐸𝑋2 ∑ 𝑐𝑖𝑀𝑖𝑛𝑖=1∑ 𝑐𝑖𝑓1,𝑖𝑛𝑖=1  where 𝑐𝑖 , 𝑀𝑖 , and 𝑓1,𝑖  are respectively the atomic fraction, atomic mass, and �irst atomic scattering factor of the 𝑖th element [6]. 𝐸𝑋 is the energy of the X-rays (8.0478 keV for Cu Kα radiation). A typical result of a XRR measurement is shown in Figure 4.2. The usual uncertainty on the �ilm density is 2 % of the obtained value. 
 
Figure 4.2: A typical XRR pattern for a thin Cu �ilm (red line) and thick Zr �ilm (blue line). The dashed vertical lines represent the critical angles. 
4.6 X-ray Diffraction X-ray diffraction (XRD) plays a prominent role in the characterization of thin 
�ilms as it allows one to obtain information about the thin �ilm material in a non-destructive way, such as lattice parameters, lattice distortions, crystallite 
orientation and size, and �ilm stress. In the next paragraphs, a short overview of 
the used XRD con�igurations will be given. 
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4.6.1 Bragg-Brentano Con�iguration X-rays are a form of electromagnetic radiation with a wavelength ranging from 0.01 to 10 nm. The typical wavelength of the X-rays used in XRD is approximately 0.1 nm, which is comparable to the average interatomic distance in solids. In this study, the X-rays were generated by a copper anode, and only the Cu Kα X-rays with a typical wavelength of 0.15406 nm were used. When a monochromatic X-ray beam collides with a sample, several processes occur, such as absorption, 
re�lection, Compton scattering, �luorescence, and diffraction. The most basic process in XRD is Thomson scattering, i.e. the elastic scattering of X-rays with the electron distribution in a sample. For a collection of 𝑁 scattering centers (e.g. atoms in a solid), the total scattered intensity is given by the Debye equation: 
𝐼𝑁(𝑐) = ��𝑓𝑖𝑁
𝑗=1
𝑁
𝑖=1
(𝑐)𝑓𝑗∗(𝑐) 𝑐𝑖𝑛�2𝜋𝑐𝑟𝑖𝑗�2𝜋𝑐𝑟𝑖𝑗  
where 𝑟𝑖𝑗 = �𝑟𝑗 − 𝑟𝑖� is the distance between the scattering centers, 𝑓𝑗 are the complex atomic scattering factors (𝑓𝑗 = 𝑓1,𝑗+𝑖𝑓2,𝑗), and 
𝑐 = |𝑆 − 𝑆0|
𝜆
= 2 sin 𝜃
𝜆
 
is the magnitude of the scattering vector with 𝜃 the scattering angle and 𝜆 the X-ray wavelength. Ordered materials, such as crystals, have a periodic arrangement of atoms. Hence, there is a well-de�ined set of interatomic distances. As the X-ray wavelength is of the same order as the interatomic distance, crystals can be viewed as diffraction gratings. This idea was �irst proposed by M. Von Laue in 1912 [7]. In 1913, W. L. Bragg found that for some conditions the diffracted X-rays produce a sharp peak [8]. More speci�ically, if the phase shift of the diffracted X-rays on the crystalline planes is a multiple of 2π, the diffracted X-rays interfere constructively. The famous Bragg relationship is one of the cornerstones in crystallography: 
𝑛𝜆 = 2𝑑ℎ𝑘𝑘 sin 𝜃 where 𝑛 is an integer, and 𝑑ℎ𝑘𝑘  is the distance between adjacent crystal planes (or the interplanar distance). In a Bragg-Brentano measurement, the angle between the incident X-rays and the substrate plane, and the angle between the substrate plane and the diffracted X-rays is the same, hence only the crystallographic planes parallel to the substrate plane can be detected (see Figure 4.3). By varying the incidence angle, the spectrum of all crystallographic planes which are parallel to the substrate plane can be detected. Once the diffracting angle is detected, the 
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Figure 4.3: Bragg-Brentano con�iguration whereby the crystallographic planes parallel to the substrate are detected. The black arrow represents the substrate normal, and the red arrows represent the incoming and diffracted X-ray beams. The position, intensity, shape, and full width at half maximum (FWHM) of the diffraction peaks give information about the crystalline phases, and their size and distribution present in the sample. In this study, the 𝜃/2𝜃 XRD measurements were performed on a Bruker D8 Discover equipped with a LynxEye silicon strip detector and Cu Kα radiation was used. For most of the samples, the incidence angle was varied from 20° to 100° with a step size of 0.02° and a measurement time of 4 s per step. One drawback of this con�iguration is that because the penetration depth of the X-rays is much larger than the �ilm thickness, the obtained diffraction pattern will exhibit a strong contribution of the substrate. In most cases, single-crystal Si wafers were used as substrate. Hence, all crystallites in the substrate share the same orientation, i.e. parallel to the substrate normal. To completely diminish the contribution of the Si substrate, a small offset of 5° was set between the X-ray incidence beam and X-ray detector.  
4.6.2 Texture Analysis 
The properties of polycrystalline �ilms not only depend on the chemical 
composition, density, and crystalline phase, but also on the �ilm texture, i.e. the distribution of the orientation of the crystallites. Polycrystalline materials consist of many crystallites of various shape, size, and orientation. Any polycrystalline 
solid can exhibit texture, but it is especially observed in thin �ilms. Vapor 
deposition techniques, such as sputtering, have a material �lux that originates from a certain direction, in most cases perpendicular to the substrate. Hence, the 
crystallites in thin �ilms typically exhibit a preferential orientation parallel to the 
substrate normal. The �ilm texture is, however, not only determined by the deposition geometry, but also by the intrinsic material properties, such as the 
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on the degrees of freedom of the crystallites, thin �ilms can have different kinds of texture, such as �iber texture, epitaxy, and axiotaxy [9]. If the crystallites have a 
random orientation, the �ilm does not exhibit any texture. The majority of the 
materials in this study exhibit a �iber texture or a random orientation, hence only these two will be discussed (see Figure 4.4). The lowest level of texture is the random orientation of the crystallites. In this 
case, the �ilm’s crystallites show no preferential orientation. For �ilms with a �iber texture, the crystallites share a common rotation axis, typically parallel to the 
substrate normal. For cubic materials, as the �iber axis coincides with the crystallographic axis [hkl], this type of texture is mostly denoted as a [hkl] out-of-plane orientation. For example for FCC metals, the (111) crystallographic planes are closely-packed and exhibit the lowest surface energy as compared to the 
other planes. Therefore, FCC metal thin �ilms typically exhibit a (111) �iber texture, or a [111] out-of-plane orientation. 
 
Figure 4.4: The two most common types of texture in this study: no texture, i.e. random crystallite 
orientation (3 degrees of freedom), and �iber texture (1 degree of freedom) (�igure taken from [10]). 
The texture of thin �ilms can be determined by measuring the intensity of the diffracting planes for all tilt angles with respect to the substrate normal. An overview of the distribution of the crystallite orientations can be accomplished by plotting the intensity of a certain (hkl) diffraction peak in a stereographic projection. The obtained plot, a pole �igure, is often used to represent the texture 
of thin �ilms. Practically, pole �igures are measured at a �ixed Bragg diffraction angle corresponding to a certain (hkl) Bragg re�lection, and the azimuthal (𝜓) and polar (𝑑) angles are varied (see Figure 4.5). 
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Figure 4.5: Illustration of the X-ray incidence angle 𝜃, azimuthal angle 𝜓, and polar angle 𝑑 in pole 
�igure measurements. 
Pole �igure measurements were performed on a Bruker D8 Discover equipped with a Sol-X energy-dispersive X-ray detector. Figure 4.6 presents a few 
examples of pole �igures.  
 
Figure 4.6: Pole �igures of the (111) Bragg re�lection of (a) a �ilm with a <111> out-of-plane texture, 
(b) a �ilm with a random orientation, (c) a pole �igure of an amorphous �ilm. Note that each pole �igure has its own color scale. This was deliberately chosen to accentuate the difference between the three examples. 
4.6.3 Amorphous Materials If one takes 1 mole of a certain element, then the piece of crystal would contain approximately 1023 atoms. To determine the 3·1023 x, y, and z coordinates of all the atoms, it would take forever. However, by measuring the diffraction pattern and by using Bragg’s law, the 3·1023 numbers can be reduced to a small set of parameters, such as the lattice symmetry, lattice parameter, and atomic positions within the unit cell. The unit cell can even be further reduced to the structural motif. In this view, the importance of Bragg’s law cannot be overestimated as it aids in the reduction of something truly complex, i.e. the atomic structure of a crystalline solid, to something simpler: a crystalline unit cell. The crucial part in the success of Bragg’s law is the presence of lattice periodicity. Amorphous solids are non-crystalline materials which lack long-range order, and a naı̈ve statement 
Thin Film Analysis and Characterization Methods 73  would be that X-ray diffraction is useless for studying amorphous materials. Indeed, Bragg’s law cannot be used to determine the atomic structure, but the basics of X-ray diffraction do not have to be abandoned completely. The properties of a material are largely determined by the atomic structure. But these properties do not depend on the absolute positions of the atoms, but by the relative positions of the atoms that are close enough to have an interaction [11]. Hence, the local atomic environment, i.e. the relative positions of the nearest neighbors around a central atom, has to be determined. To do this, a local probe that only measures the short-range order is necessary. Typically, high-energy synchrotron XRD or extended X-ray absorption �ine structure spectroscopy (EXAFS) is required. The Fourier transform of the scattered intensity, i.e. the Fourier transform of the structure function 𝑆(𝑞), yields the atomic pair distribution function (PDF) 𝑔(𝑟): 
𝐺(𝑟) = 4𝜋𝑟𝜌0(𝑔(𝑟) − 1) = 2𝜋� 𝑞(𝑆(𝑞) − 1) sin(𝑞𝑟)𝑑𝑞∞0  where 𝑞 = 2𝜋𝑐 is the magnitude of the wave vector (in reciprocal space). An example of a structure function and atomic pair distribution function are shown in Figure 4.7.  
 
Figure 4.7: (a) Structure function and (b) PDF of liquid Cu at 1500 K obtained from MD simulations (�igure taken from [12]). 
𝐺(𝑟) is the reduced pair distribution function and is often used to �it the raw data. Once the average density of the material (𝜌0) is known, the PDF can be used to determine the spatial con�iguration of the atoms in the neighboring shells. This radial distribution function (RDF): 
𝜋(𝑟) = 4𝜋𝑟2𝜌0𝑔(𝑟) 
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has the bene�it that the quantity 𝜋(𝑟)𝑑𝑟 gives the number of atoms in an annulus of thickness 𝑑𝑟 at a distance 𝑟 from another atom (see Figure 4.8). The coordination number (𝑁𝐶) is the number of nearest neighbors and be calculated with: 
𝑁𝐶 = � 𝜋(𝑟)𝑑𝑟𝑟2
𝑟1
 
where 𝑟1 and 𝑟2 de�ine the RDF peaks of the corresponding atomic shell. 
 
Figure 4.8: Calculation of the radial distribution function (RDF). 
To obtain a good model of the atomic structure, the �itting procedure requires a 
suf�icient number of ‘ripples’ in the measured structure function 𝑆(𝑞), and correspondingly in the reduced pair distribution function 𝐺(𝑟). This can be obtained in high-energy synchrotron XRD measurements. In conventional XRD measurements, the wavelength of the X-rays is typically �ixed and only by changing the incidence angle 𝜃 the magnitude of the diffraction vector 𝑞 can be varied. For the setup used in this study, the incidence angle could be varied between 20° and 100°, hence 𝑞 could be varied from 1.42 AÅ -1 to 6.25 AÅ -1 (see 
Figure 4.9). By comparing this interval to the range of 𝑞 in Figure 4.7(a), it becomes clear that conventional XRD measurements are inadequate to perform a 
dedicated �it of 𝑆(𝑞). Hence, it is not possible to obtain a complete model of the 
atomic con�iguration by conventional XRD measurements. 
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Figure 4.9: Conventional XRD pattern of an amorphous solid.  In conventional XRD measurements of amorphous solids, only a broad diffraction peak, and in some cases an even broader, second peak are detected. This broad 
diffraction peak is often denoted as the ‘First Sharp Diffraction Peak’ (FSDP) or 
‘Principal Diffraction Peak’ (PDP). In this study the second term will be used. Even though in most cases only the PDP is detected, its position and FWHM (see 
section 6.6.2) can be employed to obtain a qualitative picture of the atomic structure of the amorphous phase. If the amorphous phase is viewed as a 
collection of diatomic molecules with a �ixed interatomic distance (𝐷) which 
scatter independently, then the Debye equation is simpli�ied to: 
𝐼 = 2𝑓2 �1 + 𝑐𝑖𝑛(2𝜋𝑐𝐷)2𝜋𝑐𝐷 � where 𝑓 is the atomic scattering factor. If the atomic scattering factor is constant, then the scattered intensity has a series of maxima which can be obtained by setting the derivative of 𝐼 equal to zero. The �irst maximum satis�ies the relation 2𝜋𝑐𝐷 = tan(2𝜋𝑐𝐷), hence 𝑐𝐷 = 1.23. After substituting 𝑐 by 2 sin 𝜃 /𝜆 and 
𝐷 = 2𝑟, where 𝑟 is the atomic radius, the Ehrenfest equation is obtained: 1.23𝜆 = 4𝑟 𝑐𝑖𝑛 𝜃 This simple equation relates the position of the PDP to the average interatomic distance of the amorphous phase [13, 14, 15]. 
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4.6.4 Stress Analysis: sin2ψ-Method As discussed in section 3.9, thin �ilms on a substrate are usually in a stressed state. The type and magnitude of the �ilm stress can be measured by two types of 
methods. The �irst method consists of measuring the substrate curvature. If the 
curvature, thickness, and Young’s modulus of the substrate are known, the �ilm stress can be calculated with the Stoney equation [16]. The second ex situ method employs X-ray diffraction to determine the �ilm stress. Let’s consider an isotropic 
�ilm in an equi-biaxial stressed state on a �lat substrate. The strain alters the interplanar distance of a particular set of diffracting planes with respect to the unstressed interplanar distance 𝑑0. The relative change in interplanar distance depends on the orientation of the diffracting planes with respect to the stress direction and the sample normal (see 
Figure 4.5 and Figure 4.10). The difference in interplanar distance between the 
strained and unstrained �ilms can be determined with XRD by changing the azimuthal angle 𝜓. For equi-biaxial stressed �ilms, the out-of-plane strain is determined by the in-plain stress and the elastic properties of the �ilm. With reference to the xyz-coordinate system in Figure 4.10, the out-of-plane strain can be written as: 
𝜀𝑧𝑧 = − 2𝜈𝐸 𝜎 where 𝜈, 𝐸, and 𝜎 are respectively Poisson’s ratio, the elastic modulus, and the 
biaxial stress of the thin �ilm. The strain in a particular direction (angle 𝜓 with respect to the sample normal) is also given by the relative change in interplanar distance of the corresponding crystallites: 
𝜀𝜓
ℎ𝑘𝑘 = 𝑑𝜓ℎ𝑘𝑘 − 𝑑0
𝑑0
 
where 𝑑𝜓ℎ𝑘𝑘  is the strained interplanar distance. For a rotationally symmetric biaxial stress state, the general stress-strain relationship is given by: 
𝜀𝜓
ℎ𝑘𝑘 = �2𝑆1ℎ𝑘𝑘 + 12 𝑆2ℎ𝑘𝑘 sin2 𝜓� 𝜎 where 𝑆1 = − 𝜈𝐼 and 12 𝑆2 = 1+𝜈𝐼  are the coef�icients of the stiffness tensor [17]. By combining the preceding equations, the measured interplanar spacing can be related to the unstrained interplanar spacing, azimuthal angle, and elastic 
properties of the thin �ilm: 
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𝑑𝜓
ℎ𝑘𝑘 = 𝑑0 �1𝜎 − 2𝜈𝐸 + 1 + 𝜈𝐸 sin2 𝜓� 𝜎 In practice, �irst a conventional Bragg-Brentano measurement will be performed 
and the position of the most intense Bragg re�lection (𝜃) will be chosen. Then, a series of Bragg-Brentano measurements with a �ixed 𝜃-interval around the 
intense Bragg re�lection will be performed for various azimuthal angles. By doing so, the strained interplanar distance of differently-oriented crystallites can be determined. A plot of the strained interplanar distance 𝑑𝜓ℎ𝑘𝑘  versus sin2 𝜓 allows one to calculate the strain and stress of the thin �ilm (see Figure 4.11 for examples). 
 
Figure 4.10: 2-dimensional illustration of a biaxial stressed �ilm showing different interplanar distances. 
For �ilms with a uniform stress throughout the �ilm thickness, this plot exhibits a straight line, and the slope can used to calculate the biaxial stress. A negative slope corresponds to a compressive stress, a positive slope corresponds to a tensile stress. Films that are not isotropic, contain a high concentration of defects, 
exhibit stress gradients throughout the �ilm thickness, or have a triaxial stress state, will exhibit a parabolic or oscillating behavior in the sin2 𝜓-plot. In this 
study, the majority of the �ilms show a linear behavior in the sin2 𝜓-plot. Still, it is important to note that the sin2 𝜓-method only gives an average stress value for the whole thin �ilm. 
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Figure 4.11: Examples of sin2 𝜓 measurements. As the slope in (a) is larger, the CrTaTi �ilm exhibits a 
higher compressive stress as compared to the CuTi �ilm in (b). Although the unstrained interplanar distances for bulk materials are available in 
literature, these values are scarce for thin �ilms. Especially for thin �ilms of new materials, the unstrained interplanar distances cannot be directly calculated as the diffraction peaks in conventional XRD patterns are shifted. However, by setting 𝑑𝜓ℎ𝑘𝑘  equal to 𝑑0, the azimuthal angle (𝜓0) that corresponds to the unstrained interplanar spacing can be calculated: 
sin2 𝜓0 = 2𝜈1 + 𝜈 For many polycrystalline metals and alloys, Poisson’s ratio is approximately 0.33 [18], hence the unstrained direction corresponds to 𝜓0 ≈ 45°. The sin2 𝜓-method employs the interplanar spacing of the crystallites at different sample tilts. 
However, this method is also applicable for amorphous thin �ilms. The crucial part in this X-ray diffraction method is the presence of a �ixed set of diffracting distances. For polycrystalline materials, it is obvious that there exists a �ixed set of interplanar distances. In amorphous materials, however, there are no net planes and consequently no interplanar distances. Yet, as will be discussed in the following chapters, there is a broad distribution of interatomic distances. A family of similar interatomic distances could be viewed as the equivalent of a set of 
diffracting planes. As the stress is biaxial, also for amorphous �ilms there is an out-of-plane strain which can be measured in a similar way as for crystalline 
�ilms. 
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4.7 Elastic properties The elastic properties of solids are determined by the interatomic forces acting on atoms when they are displaced from their equilibrium positions. For small deformations, these forces are proportional to the atomic displacements. The strains and stresses of continuous materials can be described by Hooke’s law of elasticity. The stress tensor (𝜎) is related to the strain tensor (𝜀) through the stiffness (or elasticity) tensor (𝐶): 
𝜎 = −𝐶𝜀 There are 6 independent stress and strain components, hence there are 36 independent elastic constants. There is a convention to denote the indices of the 
stiffness coef�icients (𝐶𝑖𝑗) as 1 = 𝑥𝑥, 2 = 𝑦𝑦, 3 = 𝑧𝑧, 4 = 𝑦𝑧, 5 = 𝑧𝑥, and 6 = 𝑥𝑦. However, in isotropic materials (e.g. polycrystalline and amorphous solids), many 
of these coef�icients are the same due to symmetry, and the off-diagonal shear components are zero. Hence, the stiffness tensor for cubic materials has the form: 
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where 𝐶11 denotes the longitudinal compression: 
𝐶11 = 𝜎𝑥𝑥𝜀𝑥𝑥 = 𝐹/𝐸𝑢/𝐿  
𝐶12 denotes the transverse expansion: 
𝐶12 = 𝜎𝑥𝑥𝜀𝑦𝑦 = 𝐹/𝐸𝑢/𝐿  and 𝐶44 represents the shear modulus: 
𝐶44 = 𝜎𝑦𝑧𝜀𝑦𝑧 = 𝐹/𝐸𝛥𝑢/𝐿 where 𝐹 is the acting force, 𝐸 is the area on which the force acts, 𝐿 is the initial length, 𝑢 is the strained length, and 𝛥𝑢 is the transverse displacement. These three situations are schematically represented in Figure 4.12. 
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Figure 4.12: (a) Longitudinal compression, (b) transverse compression, and (c) shear strain. 
In isotropic materials, there are only two independent stiffness coef�icients, as 
𝐶12 = 𝐶11 − 2𝐶44. The elastic properties of the thin �ilms, i.e. the stiffness 
coef�icients 𝐶𝑖𝑖 , were determined by a combination of two acoustic techniques: Brillouin light scattering (BLS) and picosecond ultrasonics (PU), which will be discussed in the following sections. If the stiffness coef�icients 𝐶11 and 𝐶44 are known, the Young’s modulus can be calculated by: 
𝐸 = 𝐶11 − (𝐶11 − 2𝐶44)2𝐶11 − 𝐶44  
The Young’s modulus is de�ined as the ratio of the stress and the strain along the same deformation axis. Or in other words, the Young’s modulus gives the resistance of a material against elastic deformation. Materials with a high Young’s modulus (e.g. diamond) require a larger force to elastically deform as compared to materials with a lower modulus (e.g. rubber). Moreover, the BLS and PU techniques allow one to determine the transverse and longitudinal sound velocities. From these sound velocities, the Debye temperature (𝜃𝐷) can be calculated by: 
𝜃𝐷 = ℎ2𝜋𝑘𝐵 �6𝜋2𝑉𝑎 �1/3 𝑉𝑚 where 𝑉𝑚  is the atomic volume, ℎ and 𝑘𝐵  are Planck’s and Boltzmann’s constant, and 𝑉𝑚  is the average sound velocity of a polycrystalline solid, where: 3
𝑉𝑚3
= 1
𝑉𝐿
3 + 2𝑉𝑇3 In the Debye model, the Debye temperature 𝜃𝐷 is the temperature to trigger a crystal’s highest normal mode of vibration, and is a measure for the average interatomic forces in a solid [19]. Many material properties are linked to simple parameters such as the atomic mass, interatomic distance, and a measure of the interatomic bond strength. For the latter parameter, the melting temperature or 
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Debye temperature are good quantities. Grimvall & Sjödin showed that the Debye, and melting temperature, bulk, and Young’s modulus, thermal expansion 
coef�icient, vacancy formation energy, and cohesive energy are all strongly correlated [20]. Hence, the knowledge of the Debye temperature gives an indication of the other material properties. 
4.7.1 Brillouin Light Scattering Brillouin light scattering (BLS) is a proven technique to obtain a complete elastic 
characterization of thin �ilms and multilayers [21]. In a BLS experiment, a monochromatic light beam is used to probe the thermally-excited acoustic waves which are naturally present in the investigated medium [22, 23]. A single-mode p-polarized YAG solid-state laser (𝜆 = 532 nm) with a power of 200 mW is 
focused on the �ilm surface. Measurements are performed in the backscattering geometry at an incidence angle of 65°. The backscattered light is analyzed in the frequency domain with a Sandercok-type tandem (3+3 pass) Fabry-Perot interferometer. In the photon-phonon interaction (see Figure 4.13), the conservation of wave vector makes sure that the wavelength of the elastic waves is of the same order of magnitude as of the incident light. As this wavelength is 
much larger than the interatomic distances, the �ilm can be described as a continuous and homogeneous medium. In the backscattering geometry, the modulus of the wave vector (𝑄) of the detected surface acoustic waves (SAWs) [24] is �ixed to the value 𝑄 = 2𝑞𝑖 sin𝜃𝑖 , where 𝑞𝑖  is the optical wave vector in air and 𝜃𝑖  the incidence angle of the light with respect to the surface normal. The acoustic wavelength (𝛬) is de�ined as 𝛬 = 2𝜋/𝑄. The phase velocity of the SAW (𝑣) is then obtained from the frequency shift measurements through the relationship 𝑣 = 𝑓 ∙ 𝛬. To ensure that the acoustic surface wave is totally con�ined 
in the �ilm, i.e. only the �ilm and not the Si substrate is probed, the �ilm thickness must be larger than the typical acoustic wavelength (𝛬~280 nm).  
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Figure 4.13: Schematic representation of the BLS technique (�igure taken from [23]). 
For opaque �ilms with thicknesses around or larger than 𝛬 on Si substrates, the scattering mechanism comes from the dynamical corrugation of the free surface 
by acoustic waves travelling parallel to the �ilm surface with a sagittal polarization (ripple mechanism) [25]. The inelastically scattered surface acoustic waves are the Rayleigh surface wave (𝜋) and the Sezawa guided waves (𝑆𝑖) at higher frequencies [26]. A typical BLS spectrum is shown in Figure 4.14. The Rayleigh surface wave mainly depends on the transverse velocity (𝑉𝑇) through the relationship 𝑉𝑅 = 𝛽𝑉𝑇, where 𝛽 ≈ 0.94. If the �ilm density (𝜌) is known, the shear modulus (𝐺) can be calculated with: 𝐺 = 𝐶44 = 𝜌𝑉𝑇2. The typical uncertainty of the Rayleigh frequency is 0.02 GHz, which corresponds to an uncertainty of about 0.2 GPa on the shear modulus. The BLS measurements were performed by 
prof. Ph. Djemia (Laboratoire des Sciences des Procédés et des Matériaux (LSPM), 
Université Paris 13, Paris, France). 
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Figure 4.14: Typical BLS spectrum with a best-�it simulation (orange line) in the frequency region outside the central elastic signal. The Rayleigh (𝜋) and Sezawa (𝑆) waves are indicated. 
4.7.2 Picosecond Ultrasonics The picosecond ultrasonics (PU) technique employs an optical pump and probe scheme [27, 28]. The pump beam, i.e. a femtosecond laser pulse, is absorbed at 
the �ilm surface. This local heating creates by thermal expansion a longitudinal 
acoustic wave that propagates through the �ilm. This wave is partially re�lected at 
the interface between the �ilm and substrate, and the re�lectivity change is probed 
at the �ilm free-surface by a variable time-delayed laser pulse, i.e. the probe beam (see Figure 4.15). For a monolithic �ilm on a stiff substrate, typically sharp 
re�lectivity changes with a �ixed periodicity (echoes) are detected (see 
Figure 4.16). This time delay, the time of �light (∆𝑡), is directly linked to the �ilm thickness (ℎ) and the longitudinal sound velocity: 𝑉𝐿 = 2ℎ/∆𝑡. For the PU measurements a mode-locked Ti:Sapphire laser (𝜆 = 800 nm) with a repetition rate of 79.3 MHz is used. The sensitivity of the time-delayed laser pulse is 1 ps. 
From the longitudinal sound velocity and �ilm density (𝜌), the stiffness coef�icient 
𝐶33 along the normal of the �ilm plane can be calculated: 𝐶33 = 𝜌𝑉𝐿2. For isotropic 
materials, the stiffness coef�icients 𝐶11, 𝐶22 and 𝐶33 are identical. As the time of 
�light can be determined with a sensitivity of 1 ps, the error on 𝐶33 is solely determined by the standard deviation of the �ilm thickness. The PU 
measurements were performed by prof. L. Belliard (Institute des Nanosciences de Paris, Paris, France). 
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Figure 4.15: Schematic overview of the PU technique (�igure taken from [29]). 
 
Figure 4.16: PU measurement with a typical pattern: the acoustic waves which are re�lected at the 
�ilm-substrate interface induce a relative change in the surface re�lectivity ∆𝑟(𝑡)/𝑟0 and echoes with a 
�ixed time delay are detected. 
4.8 Nanoindentation 
The hardness and indentation modulus of the �ilms were measured with nanoindentation (MTS Nanoindenter XP). For this purpose, a diamond-type 
Berkovich indenter was pressed into the �ilms. To omit any contribution of the 
substrate, only the �ilms with a minimum thickness of 500 nm were measured. The load-displacement curves were measured with a displacement rate of 0.01 s-1, a frequency of 45 Hz, and an amplitude of 2 nm. Each measured value (hardness and indentation modulus) was computed as the average of 20 measurements in 
Thin Film Analysis and Characterization Methods 85  the range of 30 – 50 nm penetration depth. After calibrating the effective contact area function, an analysis of the maximum indentation depth, maximum displacement, and effective area allows one to calculate the hardness (𝐻) and indentation modulus (𝐸𝐼𝑇) [30]: 
𝐻 = 𝑃𝑚𝑎𝑥
𝐸
 
where 𝐸 is the contact area, and 𝑃𝑚𝑎𝑥  is the maximum load. The elastic unloading stiffness (𝑆 = 𝑑𝑃/𝑑ℎ) is de�ined as the slope of the unloading curve during the initial stages of unloading (see Figure 4.17). The indentation modulus is then: 
𝐸𝐼𝑇 = 𝑆2𝛽�𝜋𝐸 where 𝛽 is a dimensionless parameter to account for the deviations in stiffness due to the lack of axial symmetry of pyramidal indenters. The indentation modulus is related to the Young’s modulus as follows: 1
𝐸𝐼𝑇
= 1 − 𝜈2
𝐸
+ 1 − 𝜈𝑖2
𝐸𝑖
 
where 𝜈𝑖 , 𝐸𝑖 , 𝜈, and 𝐸 are respectively the Poisson’s ratio and Young’s modulus of 
the indenter and �ilm. The nanoindentation measurements were performed by 
prof. F. Tétard (Laboratoire des Sciences des Procédés et des Matériaux (LSPM), 
Université Paris 13, Paris, France). 
 
Figure 4.17: Schematic illustration of the loading-unloading cycle during nanoindentation measurements.  
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 5   An Introduction to Metallic Glasses 
5.1 Introduction Glasses are non-crystalline, amorphous solids which have been known to mankind for a long time and are used in numerous applications. The oldest, natural glasses have been formed in the early ages of the Earth by the rapid 
solidi�ication of molten rock produced during volcanic eruptions and meteorite impacts. In the Stone Age, one of the most abundant glasses, i.e. obsidian was already being used in axes or knife blades. During the Bronze Age, mankind started to experiment with metals and alloys to make weaponry and tools. In the millennia that followed, both material categories, i.e. glasses and, metals and alloys have more or less independently been developed. Alloys are made of metals that, by metallic bonding, are ordered in a crystalline lattice with long-range periodic order. On the other hand, glasses exhibit covalent or ionic bonds, or van der Waals’ interactions, and lack any long-range periodicity. 
90 Chapter 5  The large distinction between these two material systems only disappeared in the second half of the 20th century when the �irst amorphous alloys or metallic glasses (MGs) were successfully synthesized. In 1960, Klement, Willens and 
Duwez (CalTech, USA) reported for the �irst time the synthesis of the amorphous alloy Au75Si25 [1]. To suppress crystallization, they rapidly cooled the melt from 1300 °C to room temperature at a cooling rate of 106 K/s. The signi�icance of this discovery should not be underestimated as it implied that the process of nucleation and crystal growth could be bypassed by drastically increasing the cooling rate. Hence, metallic glasses can be viewed as ‘frozen’ liquids. In the same decade, Chen and Turnbull developed several Pd-Si-based [2] and Au-Ge-Si [3] amorphous alloys. In the 1970s and 1980s, the research on metallic glasses gained in popularity as the casting processes became more sophisticated and enabled to synthesize amorphous ribbons at higher cooling or quench rates. However, these high cooling rates also put a severe limit on the geometry of the metallic glass samples, as only thin sheets could be produced. With this restriction in mind, the work of Turnbull proved to be very useful and his criterion is to this day [4] a very good measure to predict the glass-forming ability (GFA), i.e. the tendency of a certain composition to form an amorphous phase during quenching. Alternatively, the GFA of a glass-forming liquid can be de�ined as the waiting time 𝜏𝑋 for a fraction of crystal(s) to nucleate and grow in a unit volume of liquid undercooled to a temperature below the melting temperature. The Turnbull criterion paved the way to search for new alloys with good GFAs and in 1974, a former coworker of Turnbull managed to synthesize the �irst bulk 
metallic glass (BMG), i.e. a metallic glass with a signi�icantly larger critical casting 
thickness. The critical casting thickness is de�ined as the maximum sample thickness that is obtainable in a time interval smaller than 𝜏𝑋 [5]. Chen synthesized an amorphous Pd-Si-Cu alloy with a thickness of 1-3 mm at a considerably lower quench rate of 103 K/s [6]. Other BMGs were found in the subsequent years, such as Pd40Ni40P20 [7, 8], rare-earth-based alloys such as La-Al-Ni and La-Al-Cu [9] and Mg-based systems such as Mg-Y-Ni and Mg-Y-Cu [10]. An overview of the evolution of the maximum casting thickness as a function of the discovery year is given in Figure 5.1. In 1993, a multicomponent alloy (Zr41.2Ti13.8Cu12.5Ni10.0Be22.5) with a very high GFA and thermal stability was developed at CalTech [11]. The alloy became known as ‘Vitreloy’ and was the �irst commercial BMG with casting thicknesses ranging up to 10 cm. 
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Figure 5.1: Critical casting thickness for glass formation as a function of the year the corresponding alloy has been discovered (data taken from [12]). 
5.2 Synthesis and Design As already mentioned in the introduction, certain alloy systems have a high GFA, i.e. a large tendency to form an amorphous phase during quenching. Over the years, several guidelines have been proposed to predict the GFA for a certain alloy composition. These guidelines focus predominantly on the chemical composition and on the kinetic properties of the synthesis. Although in materials science most parameters are linked to each other, to increase the clarity, the kinetic and thermodynamic properties will be discussed separately from the compositional effects. 
5.2.1 Kinetic and Thermodynamic Properties  Turnbull studied the link between metallic glasses and ‘ordinary’ glasses such as silicates and polymers and found that also in rapidly-quenched alloys a glass transition could be observed. Furthermore, he discovered that the relationship between the glass transition temperature (𝑇𝑔) and the alloy’s melting temperature (𝑇𝑚) was linked to the GFA. Generally, the GFA is increased if the so-called reduced glass transition temperature (𝑇𝑟𝑔 = 𝑇𝑔𝑇𝑚) is increased. In other words, the Turnbull criterion states that if the interval between 𝑇𝑔 and 𝑇𝑚 is smaller, the probability to bypass the supercooled region without crystallization, is enhanced [13]. Obviously, alloys with deep eutectics (i.e. a decrease in the melting temperature at certain compositions) exhibit high GFAs and therefore are suitable candidates as BMGs. 
92 Chapter 5  The stability of the supercooled liquid and the crystallization kinetics is often put in perspective by using a so-called time-temperature-transformation (TTT) diagram. Figure 5.2 gives a simpli�ied diagram to show the most important parameters. The indicated lines for the two different materials A (in red) and B (in green) separate the ‘supercooled’ and crystal region from each other. At high temperature (top horizontal dashed line) the material is in the liquid state. Below 
𝑇𝑔  the material is in the glass state. The ‘nose’ of material B (indicated by the horizontal arrow) is located at a higher time interval which implies that material B has inherently a higher GFA than material A. Also, the cooling rate of the orange curve (Rapid Quenching – RQ) is higher than for the blue curve (Slow Quenching – SQ), which means that the RQ process is able to stabilize the amorphous phase both in the A and B system. However, the SQ process only leads to amorphization in the B system, as the GFA of composition A is too low and crystallization cannot be omitted. To understand the relationship between the thermodynamic and kinetic properties of glass-forming liquids better, it is useful to �irst separate these two concepts. Thermodynamics dictates that if the temperature of the melt is decreased to below 𝑇𝑚, the Gibbs free energy of the supercooled liquid is higher than that of the competing crystalline phases. This positive difference (ΔG) is the driving force for crystallization. Figure 5.3 shows that this driving force is increased for a higher degree of supercooling. 
 
Figure 5.2: Schematic time-temperature-transformation (TTT) diagram to compare the crystallization kinetics of a rapidly quenched (RQ) and a slower quenched (SQ) material. In the RQ case, the quench rate is high enough and a glass is formed. However, in the SQ case, the quench rate is too low and crystallization cannot be bypassed. The ‘nose’ of composition B (indicated by the horizontal arrow) lies at higher time intervals, so the GFA of composition B is higher than of composition A. 
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Figure 5.3: Difference in Gibbs free energy between the liquid and the crystalline state for various glass-forming liquids as a function of the amount of undercooling. For each material system the critical cooling rate is given (data taken from [14]). A key parameter to monitor the kinetics during supercooling is the viscosity (𝜂). For example for silica, this dependence is well described by the Arrhenius law: 
𝜂 = 𝐸𝑒 𝐼𝑘𝐵𝑇  where 𝐸 is a constant, 𝑘𝐵  is Boltzmann’s constant, 𝑇 is the temperature and 𝐸 the temperature-independent activation energy for viscous �low [15]. As the degree of undercooling increases, i.e. the temperature decreases, the atomic mobility decreases likewise and the viscosity exponentially increases [15]. This Arrhenius behavior is shown in the so-called Angell plot in Figure 5.4. However, metallic-glass-forming liquids exhibit an even stronger viscous slowing-down close to the glass transition. This can only be explained by a change in the intrinsic structure of the supercooled liquid as a function of the temperature. By increasing the supercooling, the viscosity deviates from the Arrhenius behavior and at the glass transition temperature the viscosity reaches a critical value (~1011 Pa·s). For MG-forming liquids, the viscosity can be modeled by the Vogel-Tammann-Fulcher (VTF) equation [16, 17, 18]: 
𝜂 = 𝐸𝑒 𝐵𝑇−𝑇0 
94 Chapter 5  where 𝐵 is a temperature-independent constant and 𝑇0 is the temperature of structural arrest. 𝑇0 is very close to the Kauzmann temperature, the hypothetical temperature at which the supercooled liquid’s entropy approaches the crystal’s entropy if no glass transition would have occurred. A detailed discussion on the origin of the Kauzmann temperature and its relation to the glass transition is however beyond the scope of this work [19, 20, 21, 22, 23, 24].  
 
Figure 5.4: The viscosity of several glass-forming liquids as a function of the temperature, i.e. an Angell plot. Strong liquids exhibit approximately a linear Arrhenius behavior, indicative for a temperature-independent activation energy for viscous �low. Fragile liquids exhibit super-Arrhenius behavior, i.e. their activation energy increases as the temperature decreases (data taken from [14]). More important in the context of this brief overview is to continue with the link between the kinetics and thermodynamics. In the Angell plot in Figure 5.4, a 
clear in�luence of the composition on the GFA can be noticed. More speci�ically, the slope around the glass transition temperature is de�ined as the liquid’s fragility. Or in other words, the fragility is the degree of deviation from Arrhenius behavior. Liquids with a lower fragility are ‘stronger’, liquids with a higher fragility are more ‘fragile’. There is a strong correlation between the fragility, the reduced glass transition temperature 𝑇𝑟𝑔 and the GFA of glass-forming materials [25]. For instance the fragility varies from in�inity for extremely fragile liquids (e.g. pure metals) to 1 for very strong liquids (e.g. SiO2). As will be discussed further, also the intrinsic material properties scale with the fragility and GFA. For example, good glass formers exhibit kinetically strong supercooled liquids with high viscosities and the resulting glasses have a lower Poisson’s ratio but also a 
An Introduction to Metallic Glasses 95  lower fracture toughness. As discussed by Plummer & Todd [26], the fragility is also linked to the liquid-like character and concurrently, the plasticity of glasses. Fragile glasses are most likely to exhibit ductile behavior whereas ‘strong’ glasses have a higher strength, but also a higher brittleness. As will be discussed in 
section 6.8, plastic yielding is favored in metallic glasses with non-central forces (i.e. metallic bonding) in contrast to oxide glasses which are intrinsically more brittle (and which are dominated by directional covalent bonding). The ability for bond rearrangement is a prerequisite for a certain degree of plasticity, and correlates well with the fragility. In summary, when the temperature is decreased, the crystallization rate of a supercooled liquid is determined by the balance of the thermodynamic and kinetic properties. There is an increased driving force for crystallization (i.e. Gibbs free energy difference between the liquid and crystalline state) whereas the decreased atomic mobility (i.e. increased viscosity) has the opposite effect. 
5.2.2 Principles of Phase Formation Since the discovery of Duwez’s group in 1960, many MG-forming compositions have been found, involving almost all metals and metalloids of the periodic table [27]. Metallic glasses can be labeled as Mg-, Zr-, Al-based, etc. according to the 
most dominant element in the alloy. A second classi�ication could be made by a separation based on the types of constituents, e.g. metal-metal or metal-metalloid systems. Inoue and Takeuchi, two Japanese researchers, performed the most 
groundbreaking work in the classi�ication of metallic glasses [29]. One of the most-used recipes for BMG formation are Inoue’s three empirical rules [28]. It was proposed that alloys have a high GFA if:  1) the alloy is a multicomponent system consisting of more than 3 elements, 2) the atomic size difference between the constituent elements is larger than 12 %, 3) the constituent atomic pairs have negative mixing enthalpies. The underlying origin of these rules is related to the atomic structure and the 
bonding nature, more speci�ically on the interplay between the topological, chemical and electronic properties of the constituents. In the following three sections, the origin of these rules will be discussed. 
5.2.2.1 Confusion Principle As already mentioned in the introduction, during the late 1980s and early 1990s, many new compositions with high GFAs were developed. Inoue and coworkers found that alloys in the La-Al-TM, Mg-TM-RE and Zr-Al-TM systems (TM represents a transition metal, RE represents a rare-earth metal) readily formed 
96 Chapter 5  amorphous phases at lower quench rates [9, 10]. In subsequent years, Inoue discovered that the GFA could be further increased by adding a fourth element (e.g. Zr65Al7.5Ni10Cu17.5 [10] and (Cu50Zr50)92Al7Gd1 [30]). By adding a �ifth element, beryllium, the famous Vitreloy (see section 5.1) was born [11]. In this 
quest for �inding compositions with a high GFA, the increased alloy’s complexity, also coined as the confusion principle by Greer [31], appeared to be crucial. 
The degree of complexity in a material system is given by the con�igurational or mixing entropy (ΔSmix). According to Boltzmann’s hypothesis, the mixing entropy 
gives the change in entropy during the formation of a solid solution from N elements whereby the fraction of each element is denoted by ci:  
∆𝑆𝑚𝑖𝑥 = −𝜋�𝑐𝑖 ln 𝑐𝑖𝑁
𝑖=1
 
where R is the gas constant and ∑ 𝑐𝑖𝑁𝑖=1 = 1 [32]. For those alloys with an 
equimolar stoichiometry, the mixing entropy is simpli�ied to: 
∆𝑆𝑚𝑖𝑥 = 𝜋 ln𝑁 It can be seen that for equimolar alloys the mixing entropy increases with the number of components. A naive alloying strategy would then be to just increase the number of components and to hope for an alloy with a high GFA. However, as the number of constituents is increased, also the probability for compound formation is increased. It is actually the competition between the entropy and the enthalpy that drives the phase formation. More on this subject will be discussed in chapter 8.  
5.2.2.2 Topological Properties The high GFA of Vitreloy (Zr41.2Ti13.8Cu12.5Ni10.0Be22.5) cannot be solely explained 
by the con�igurational entropy. The reason for the strong improvement in the 
GFA by the addition of a �ifth element (beryllium) lies also in the small radius of Be in comparison with the other metals. In this way the alloy’s atomic size difference is greatly enhanced. It was only in 1984 that two Japanese researchers, Egami and Waseda, described the fundamental origin of the size effect [33]. They compared the composition range of glass formation for 66 different binary alloy systems and found an empirical relationship to explain the compositional 
dependence on the stability of the amorphous phase. More speci�ically, it appeared that the minimum solute concentration to obtain a stable glass is inversely correlated with the atomic volume mismatch of the constituents. In other words, the required solute concentration to stabilize the amorphous phase 
An Introduction to Metallic Glasses 97  in a binary alloy is low if the atomic size mismatch between the solute and solvent elements is large. The physical reason behind this relationship can be described based on the atomic level stresses in the solid solution. For a macroscopically isotropic solid (i.e. a substitutional solid solution), the internal stresses on the ith 
atom are de�ined as [34]: 
𝜎𝑖 = 12𝑉𝑖�𝑓𝑖𝑗𝑟𝑖𝑗
𝑗
 
where Vi is the local atomic volume, fij is the two-body force and rij is the distance between the ith and jth atom. The local pressure �luctuation can be derived from Eshelby’s elastic inclusion model [35]. Let us consider a binary system with elements A and B with atomic radii rA and rB. At �irst, a single B atom is included 
in an in�initely large matrix of A atoms. As the atomic radii are different, atom B will experience a local pressure because the size of the ‘hole’ does not match the size of the atom itself. To accommodate the atom, atom B has to be deformed to 
the size of atom A so that it �its into the A matrix without inducing any strain in the matrix. Hence, the A-B bond distance is strained by: 
∆𝑟𝐴−𝐵
𝑟𝐴−𝐵
= 𝑟𝐴 − 𝑟𝐵
𝑟𝐴 + 𝑟𝐵 = 21 + 𝑥 − 1 where 𝑥 = 𝑟𝐵
𝑟𝐴
= 1 + 𝛿, and this leads to a volume strain on atom B: 
𝜀𝐵
𝑇 = � 21 + 𝑥�3 − 1 
 
Figure 5.5: Schematic representation of an Eshelby inclusion in the (111) plane of a FCC lattice.  
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Now the elastic deformation is completely localized on atom B. As this is not energetically stable, the whole system elastically relaxes and also matrix A becomes strained. In the simple case that the elastic moduli of materials A and B are identical, the volume strain of atom B after relaxation is: 
𝜀𝐵
0 = 2(1 − 2𝜈)3(1 − 𝜈) 𝜀𝐵𝑇 where 𝜈 is Poisson’s ratio. After elastic relaxation, the total volume change is given by: 
∆𝑉
𝑉𝐴
0 = 𝑥3(1 + 𝜀𝐵0) − 1        = 2(1 − 2𝜈)3(1 − 𝜈) � 2𝑥1 + 𝑥�3 + 1 + 𝜈3(1 − 𝜈) 𝑥3 − 1 The volume strain produces a local pressure on atom B: 
𝑝0 = 𝐵𝐵𝜀𝐵0 = 𝐵 2(1 − 2𝜈)3(1 − 𝜈) �� 21 + 𝑥�3 − 1� where 𝐵𝐵  is the bulk modulus of atom B. The local pressure on the A atoms should be zero, hence the pressure on atom B causes a non-zero total pressure. 
For a �inite sample, the volume must be changed to maintain the total pressure at 
zero. To ful�il the boundary conditions of a �inite sample, the volumetric change can be done by introducing an imaginary pressure 𝑝𝑀 . The local pressure on atom B is then: 
𝑝𝐵 = 𝑝0 + 𝑝𝑀 and the pressure on the atoms A: 
𝑝𝐴 = 𝑝𝑀  If the concentration of solute atom B (𝐶𝐵) is small, the stress �ields due to the solute atoms can be linearly superimposed. The change in pressure-volume product should be zero (∆(𝑝𝑉) = 𝑝∆𝑉 + 𝑉∆𝑝 = 0), so:  
𝑐𝐵𝑉𝐵𝑝𝐵 + (1 − 𝑐𝐵)𝑉𝐴𝑝𝐴 = 0 The ratio of the atomic volumes is: 
𝑦 = 𝑉𝐵
𝑉𝐴
= 𝑥3 �2(1 − 2𝜈)3(1 − 𝜈) � 21 + 𝑥�3 + 1 + 𝜈3(1 − 𝜈)� 
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𝜀𝐴
0 = 𝑝𝐴
𝐵𝐵
= 2(1 − 2𝜈)3(1 − 𝜈) � 𝑦1 + 𝑐𝐵(𝑦 − 1)� �� 21 + 𝑥�3 − 1� 𝑐𝐵  The above equation shows that the matrix strain almost linearly increases with the solute concentration 𝑐𝐵 . Once the matrix strain exceeds a certain value, the solid solution becomes topologically unstable. The critical volume strain (𝜀𝑉𝑐𝑟𝑖𝑡) can be estimated by a change in the local coordination number by approximately 1 [36]. This corresponds to a critical volume strain of approximately 5.54 % for close-packed lattices [37]. Hence, when the volume expands or contracts more than 6 % by introducing a certain concentration of solute elements, the lattice 
becomes unstable. Also, this condition seems to be ful�illed by many elements upon melting as it is related to the well-known Lindemann criterion for melting [38]. Lindemann observed that melting occurs when the amplitude of the lattice vibrations exceeds a certain threshold value [39]. Figure 5.6 presents the volume expansion of various metallic elements at the melting temperature and it appears that 6 % is a good average. 
 
Figure 5.6: Volume expansion of metallic elements at the melting temperature (data taken from [40]). Egami and Waseda calculated the critical volume strain for 66 binary alloys and found an average of 5.39 % (±1.12 % standard deviation). This value can then be used to calculate the critical solute concentration (𝑐𝑐𝑟𝑖𝑡) as a function of the atomic size difference 𝑥 = 𝑟𝑠𝑠𝑠𝑠𝑎𝑠
𝑟𝑠𝑠𝑠𝑣𝑠𝑠𝑎
: 
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𝑐𝑐𝑟𝑖𝑡 =
⎩
⎪⎪
⎨
⎪⎪
⎧
11 − 𝑥3 + 𝑥0.0539 �1 − � 21 + 𝑥�3�     if 𝑟𝑠𝑡𝑘𝑠𝑡𝑠 > 𝑟𝑠𝑡𝑘𝑣𝑠𝑛𝑡11 − 𝑥3 − 𝑥30.0539 �1 − � 21 + 𝑥�3�    if 𝑟𝑠𝑡𝑘𝑠𝑡𝑠 < 𝑟𝑠𝑡𝑘𝑣𝑠𝑛𝑡
 
Figure 5.7 shows the calculated critical solute concentration to promote amorphization as a function of the atomic size ratio. 
 
Figure 5.7: Theoretical critical solute concentration as a function of the atomic size ratio. In crystalline solid solutions, the topology of the structure must be kept constant when solute elements are introduced. As this rigidity creates local strains, further alloying increases the lattice instability. The amorphous phase emerges as a potential alternative as there is no strict structure to be followed. In other words, the inherent disordered topology of the amorphous phase makes it more capable in accommodating atoms of different sizes. Multi-element amorphous alloys present a broad distribution of interatomic distances in contrast to the �ixed values in crystalline solids. As will be discussed in a section 5.3, this leads to an 
ef�icient packing of the atoms and lowers the ground state energy difference between the amorphous and crystalline phases [41, 42]. Furthermore, Egami’s model proved to be very effective, as the atomic-level strains are also linked to the glass transition temperature [43]: 
𝑇𝑔 = 4𝐵𝑉(1 − 2𝜈)3𝑘𝐵(1 − 𝜈) 〈�𝜀𝑉𝑐𝑟𝑖𝑡�2〉 
An Introduction to Metallic Glasses 101  A comprehensive list of the alloys on which Egami & Waseda tested their theory can be found in the overview paper of Jones & Suryanarayana [44]. It is however important to realize that the size rule as postulated by Egami and Waseda is a 
suf�icient condition, but not a necessary condition for glass formation. As will be discussed in the next section, the amorphous phase can also be favored in systems that do not have a large enough difference in atomic size. Also, the amorphous phase formation of binary alloys that contain elements with 5d electrons is generally not well described by Egami’s model. For example, Pd-Ta [45], Ru-W, Mo-Re, Re-W [46], Os-W, and Ir-W [47] all exhibit the amorphous phase in a broad range around the equiatomic composition, but are not predicted by Egami’s model (as the atomic radius difference is too small). In conclusion, Egami’s theory is a topological model, i.e. the atoms are assumed to be soft spheres, and no chemical bonds between atoms are considered. Furthermore, they pointed out that the purpose of the size rule was not to predict the glass formability range of a certain alloy system, but merely to discuss the underlying physical phenomena. As will become clear further on in this work, their remark was too modest and their work is of crucial importance in the �ield of metallic glasses.  
5.2.2.3 Thermodynamic and Chemical Effects 
The physical phenomena behind the glass transition and the in�luence of the composition on the stability of amorphous alloys can be successfully explained by the model provided by Egami. However, amorphous phases also have been found in alloy systems where the differences in atomic radii are small [45]. As Inoue’s third rule states, also the mixing enthalpy of the constituents is a major contributor. So, besides the topological aspect, also the thermodynamic aspect has to be described. The most successful approach is the thermodynamic model 
of Miedema and Niessen [45]. They concluded that the amorphous phase is favored at those compositions where the Gibbs free energy of the amorphous phase is lower than the Gibbs free energy of the crystalline solid solution. The Gibbs free energy of the solid solution phase can be calculated with: 
∆𝐺𝐼𝐼 = ∆𝐻𝐼𝐼 − 𝑇𝑑∆𝑆𝐼𝐼 with 𝑇𝑑  the synthesis temperature, which can be seen as the deposition 
temperature during thin �ilm growth and: 
∆𝐻𝐼𝐼 = ∆𝐻𝑐ℎ𝑠𝑚𝑖𝑐𝑎𝑘 + ∆𝐻𝑠𝑘𝑎𝑠𝑡𝑖𝑐  The chemical contribution is a weighted sum of the binary mixing enthalpies [29]: 
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∆𝐻𝑐ℎ𝑠𝑚𝑖𝑐𝑎𝑘 = ∆𝐻𝑚𝑖𝑥 =  4 � 𝑐𝑖𝑐𝑗∆𝐻𝑖,𝑗𝑚𝑖𝑥𝑛
𝑖=1,𝑗≠𝑖  The elastic contribution is based on the sphere-in-hole model of Eshelby and Friedel [35, 48] and accounts for the size mismatch between the constituents: 
∆𝐻𝑠𝑘𝑎𝑠𝑡𝑖𝑐 = � 𝑐𝑖𝑐𝑗�𝑐𝑖∆ℎ𝑖 𝑖𝑛 𝑗𝑠𝑘𝑎𝑠𝑡𝑖𝑐 + 𝑐𝑗∆ℎ𝑗 𝑖𝑛 𝑖𝑠𝑘𝑎𝑠𝑡𝑖𝑐�𝑛
𝑖=1,𝑗≠𝑖  where 
∆ℎ𝑖 𝑖𝑛 𝑗𝑠𝑘𝑎𝑠𝑡𝑖𝑐 = 2𝐺𝑗�𝑉𝑖 − 𝑉𝑗�2𝑉𝑗�3 + 4𝐺𝑗𝐵𝑖� The elastic energy depends on the shear modulus of the solvent 𝐺𝑗 , the bulk modulus of the solute 𝐵𝑖  and the molar volumes of the elements 𝑉𝑖,𝑗. However, as 
pointed out by Niessen and Miedema [49], the molar volumes should be corrected for charge transfer effects. These volume changes can be become 
signi�icant for solute-solvent pairs with a large difference in electronegativity [50]. For the elements used in this work, the electronegativity differences are relatively small and therefore the charge transfer effects can be neglected. The entropy of the solid solution phase is given by: 
∆𝑆𝐼𝐼 = ∆𝑆𝑐𝑡𝑛𝑓 + ∆𝑆𝛿 with the con�igurational entropy: 
∆𝑆𝑐𝑡𝑛𝑓 = −𝜋�𝑐𝑖𝑙𝑛(𝑐𝑖)𝑛
𝑖=1
 
∆𝑆𝛿 is the mismatch entropy due to the mixing of elements with different atomic radii. This parameter was proposed by Mansoori et al. [51] and can be calculated with the solution of the Ornstein-Zernike integral equation in the Percus-Yevick hard sphere approximation [52]: 
∆𝑆𝛿 = �32 (𝜁2 − 1)𝑦1 + 32 (𝜁 − 1)2𝑦2 − �12 (𝜁 − 1)(𝜁 − 3) + 𝑙𝑛 𝜁� (1 − 𝑦3)� 𝑘𝐵 where 𝜁 = 1
1−𝑃𝑃
 and 𝑃𝐹 the packing fraction. The dimensionless factors are: 
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𝑦1 = 1𝜎3 � 𝑐𝑖𝑐𝑗�𝑑𝑖 + 𝑑𝑗��𝑑𝑖 − 𝑑𝑗�2𝑛
𝑖=1,𝑗≠𝑖  
𝑦2 = 𝜎2(𝜎3)2 � 𝑐𝑖𝑐𝑗�𝑑𝑖𝑑𝑗��𝑑𝑖 − 𝑑𝑗�2𝑛
𝑖=1,𝑗≠𝑖  
𝑦3 = (𝜎2)3(𝜎3)2 and 𝜎𝑘 = ∑ 𝑐𝑖𝑑𝑖𝑘𝑛𝑖=1 , with 𝑑𝑖  the atomic diameter of the 𝑖th element. The Gibbs free energy of the amorphous phase can be calculated with: 
∆𝐺𝑎𝑚 = ∆𝐻𝑎𝑚 − 𝑇𝑑∆𝑆𝑎𝑚 The amorphous phase is characterized by the absence of prede�ined lattice sites, so the atoms can rearrange themselves to avoid size mismatches, and consequently there is no elastic enthalpy term. There is, however, a second enthalpy term to account for the topological disorder. Van der Kolk et al. assumed that the enthalpy of the amorphous pure metals is the same as for the liquid pure metals, so the enthalpy difference between the amorphous and crystalline states is given by: ∆𝐻𝑚 = 𝑇𝑚∆𝑆𝑚 [45]. For reasons of simplicity, they assumed that the melting entropy ∆𝑆𝑚 is constant for all metals. Furthermore, they remarked that due to structural relaxation the enthalpy of the amorphous state is lower than for the liquid, and therefore they replaced ∆𝑆𝑚 with a smaller constant 𝛼. So, the formation enthalpy of the amorphous phase is: 
∆𝐻𝑎𝑚 = ∆𝐻𝑐ℎ𝑠𝑚𝑖𝑐𝑎𝑘 + 𝛼�𝑐𝑖𝑇𝑚,𝑖𝑛
𝑖=1
 
and the entropy is given by: 
∆𝑆𝑎𝑚 = ∆𝑆𝑐𝑡𝑛𝑓 + ∆𝑆𝑑𝑖𝑠𝑡𝑟𝑑𝑠𝑟 with 𝑇𝑚,𝑖  the melting point of the 𝑖th element, and the entropy change due to the disordered character of the amorphous phase:  ∆𝑆𝑑𝑖𝑠𝑡𝑟𝑑𝑠𝑟 = 𝛼 = 3.5 𝐽
𝐾𝑚𝑡𝑘
 [45]. Miedema’s model is particularly useful to explain the amorphous phase formation in alloys with a small atomic size difference and/or a large negative mixing enthalpy of the constituents. As already mentioned in the previous section, the 
amorphous phase in the Nb-Pd [45], Mo-Ru [53], Ru-W [46], and Os-W [47] binary alloys is not predicted by Egami’s model, but actually by Miedema’s model. However, it should be noted that the tabulated values of the mixing enthalpies are 
104 Chapter 5  only semi-empirical estimates [29]. Experiments and ab initio calculations are 
required to obtain quantitative values. Nevertheless, the importance of Inoue’s 
three guidelines will be veri�ied in the next chapters. Secondly, Miedema’s model implicitly assumes that all the constituents in an alloy system have negative mixing enthalpies, i.e. only miscible elements are considered. The model is not able to predict the phase formation in immiscible alloys. In the next chapter, a further elaboration on immiscible alloys and the relation with thin �ilms will be given. In summary, a combination of Egami’s topological and Miedema’s thermodynamic model can predict the amorphous phase formation in miscible alloy systems. The table below gives an overview of both models. 
Table 5.1: Guideline to predict if a certain alloy composition will form an amorphous phase. 
atomic size 
difference 
mixing 
enthalpy 
driving force for 
amorphization? small approx. 0 no large approx. 0 yes small very negative yes large very negative yes  In the previous paragraphs, the guidelines of Inoue for the creation of metallic glasses were discussed. Besides the number of constituent elements, mainly large atomic size differences and large, negative mixing enthalpies are required to obtain stable amorphous phases. These rules are however not only applicable to metallic glasses, but can also be applied to elucidate other phenomena in materials science.  One important example is the phenomenon of solid-state amorphization (SSA), i.e. the formation of an amorphous interlayer in between a crystalline substrate and a crystalline as-deposited �ilm (see Figure 5.8). In 1983, the �irst solid state reaction of metals which formed an amorphous phase (Au and La multilayers in this case) was discovered [54]. In the subsequent years the SSA of several metal/metal and refractory metal/Si systems was reported [55, 56, 57, 58, 59, 60]. The understanding and control of this phenomenon is of crucial technological importance in e.g. integrated circuits. The vast knowledge on the formation and stability of metallic glasses exhibits a signi�icant overlap with SSA. For example, 
An Introduction to Metallic Glasses 105  the key prerequisites for SSA are a large, negative mixing enthalpy between the interface elements, and in most cases a large difference in atomic size [61, 62]. The SSA occurs by the fast diffusion of one element into the other (in most metal/Si systems the dominant diffusing element is Si). If the time for diffusion into an interstitial site of the host matrix is shorter than the required time for the nucleation of the crystalline phase (e.g. the formation of crystalline intermetallic compounds), an amorphous phase will be formed. The lattice strain due to the atomic size mismatch further aids in the amorphization [62]. SSA is mostly observed in refractory metal/Si systems. In these systems, the refractory metals are the rate-limiting elements for crystallization (due to their low mobility, which scales with the melting temperature). Moreover, the generation of the atomic-level stress due to the incorporation of another element scales with the atomic size difference between both species. The required concentration of the diffusing atom to initiate SSA scales inversely with the atomic size ratio, hence this is in complete agreement with Egami’s topological model.  
 
Figure 5.8: Cross-sectional HRTEM image of an example of SSA, i.e. the formation of an amorphous interlayer between a crystalline substrate (Si) and an as-deposited crystalline �ilm (Ti) (�igure taken from [61]). Lastly, one has also to take into account the interface and surface energies. For example, molecular dynamics simulations of Cu nanolayers embedded in a Cu-Zr glass show that in this system the interface energies determine the SSA process. As the glass/glass interface energy is lower than the Cu/glass interface, there is a strong driving force for amorphization in the Cu interlayer [63]. 
5.3 Atomic-Level Structure 
5.3.1 Introduction With the gained insight on the guidelines for the glass-forming ability of alloys, and the conditions to synthesize these metallic glasses, it is interesting to get a closer look at the atomic-level structure of these materials. As the name already states it, amorphous solids are indeed truly amorphous, i.e. there is no clearly-
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de�ined crystalline lattice and therefore there is no long-range periodicity. However, in this section it will become clear that amorphous is more than just amorphous. Behind the apparent disorder and chaos, there is some, albeit concealed, order in these materials. For the past 50 years, the origins of the glass transition and the atomic-level structure of metallic glasses have been studied by many groups. Experimental and computational techniques have immensely evolved, so new insights help to build a unifying theory. To give a sense of the historical progress, a short overview of the different models will be given in chronological order. 
5.3.2 Dense Random Packing of Hard Spheres 
The structure of the liquid phase, more speci�ically the supercooled liquid, is related to the structure of metallic glasses. Hence by studying the properties of the liquid phase, one can learn more about the amorphous phase. Pure crystalline metals, such as FCC and HCP metals, have a high packing density. Upon melting, the density only decreases by a small fraction, which indicates that the metallic liquid also must be relatively dense. In the 1960s, the structure of monometallic liquids was studied by Bernal [64], Scott [65], and Finney [66, 67]. They approximated atoms as identical hard spheres and studied how to pack the 3D 
space as ef�iciently as possible without introducing crystalline order. In Bernal’s 
original idea of ‘Dense Random Packing of Hard Spheres’ (DRPHS), the liquid 
could be modeled as a collection of �ive structural units. Of the �ive basic units, the regular tetrahedron has the highest packing fraction as each atom is in contact with all three other atoms (see Figure 5.9). 
          
Figure 5.9: (left) The regular tetrahedron is the most ef�icient structure to order four identical atoms. 
(right) A FCC unit cell with the tetrahedral (blue) and octahedral (pink) structures.  
However, it is impossible to ef�iciently �ill 3D space with tetrahedra only. For example, the close-packed FCC and HCP structures are made from both tetrahedra and octahedra. In monometallic liquids, the system tries to maximize the fraction of regular tetrahedra [68], but as tetrahedra are not compatible with 
An Introduction to Metallic Glasses 107  3D space-�illing, other (distorted) structures emerge. The link with amorphous solids can be best understood from a bottom-up approach. Let us consider a monometallic system and picture one central atom. We then try to place as much atoms as possible around this central atom whereby each atom has to touch three others to form a regular tetrahedron (see Figure 5.10, left side). It appears that the maximum number of shell atoms is 12, i.e. there is not enough space for a 13th atom. However in this way, the 12 atoms leave a gap in the shell (see Figure 5.10, second picture) [69]. This gap originates from the fact 
that 3D space cannot be �illed solely with regular tetrahedra [70]. Now there are 
two possibilities to relax the excess space. The �irst option is to rearrange the shell atoms so that 8 tetrahedra and 6 half-octahedra are formed. In this way a FCC/HCP cluster is made (see Figure 5.10, upper part). The second option is to rearrange the shell atoms in a regular fashion so that they are at equal distances from each other (see Figure 5.10, lower part). By doing so, a regular icosahedron is formed which consists of 20 slightly-distorted tetrahedra (i.e. the edges between neighboring shell atoms are 5 % longer as compared to the distance between the central atom and the shell atoms) [71]. The icosahedron has �ivefold rotational symmetry and exhibits more interatomic bonds. Hence, a 13-atom 
icosahedral cluster is more stable than a FCC/HCP cluster. However, �ivefold symmetry is not compatible with long-range translational order and this leads to a phenomenon known as geometrical frustration [72]. Locally, on the short-range 
scale, the icosahedron is the favored cluster, but as it is impossible to �ill 3D space with a periodic repetition of regular icosahedra, a dilemma between the different length scales arises. In the next sections it will be discussed how in real metallic glasses, the icosahedral short-range order (SRO) will lead to dense polytetrahedral packings.  
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Figure 5.10: Frustration map of the polytetrahedral packing of hard spheres. The green arrows indicate the optimal choice at each stage (�igure taken from [73]). 
5.3.3 Stereochemical Model Although the DRPHS model gives fairly good results for monometallic liquids, it fails to correctly predict the packing density and does not take into account 
chemical effects. More speci�ically, the highest packing fraction obtainable in the DRPHS model for identical spheres is 0.64, which is much lower than the typical values for metallic glasses (~0.72) [74]. Also it was shown that metallic glasses contain strong chemical order [75, 76] and in this view, Gaskell proposed the stereochemical model [77, 78]. The idea was that in glasses, the nearest-neighbor shell (the SRO) is well-de�ined, and the medium-range order (MRO) can be viewed as the random packing of stereochemical units. Gaskell’s model was successful in modeling the atomic structure of e.g. Ni-P, but fails to describe the MRO of many other metallic glasses [79].  
5.3.4 Polytetrahedral Packing Model  Over the past decade, there has risen a consensus that icosahedral order is a characteristic feature in metallic liquids, glasses and quasicrystals [73, 79, 80, 81]. 
Nonetheless, in the previous sections, we have seen that regular tetrahedra and 
icosahedra alone cannot ef�iciently �ill 3D space. However, real metallic glasses are multi-element systems which provide atoms of different sizes. Hence, by allowing distortions such as small changes in bond lengths and bond angles, and the occurrence of other polyhedral clusters, it becomes possible to �ill 3D space. This idea, also known as polytetrahedral packing [69, 70] describes the SRO very well. How these SRO clusters are then ordered to form the bulk of the alloy, i.e. 
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plausible models so far is the ‘Ef�icient Cluster Packing’ (ECP) model of Miracle [82, 83, 84]. This model gives good results for solute-lean metallic glasses and answers two basic questions:  (i)  how does the atomic size ratio determines the type of solute-centered cluster? (ii)  how are these clusters interconnected to establish the MRO ? The type of basic cluster is determined by the atomic size ratio of the solute and solvent atoms (see Figure 5.11). Of course, in real metallic glasses the atomic size ratio varies from Miracle’s ideal values and therefore distorted clusters are omnipresent. The solute-centered clusters are interconnected by vertex-, edge- or face-sharing schemes to form the MRO (see Figure 5.12). 
 
Figure 5.11: Various polyhedral clusters with CN the coordination number and R* the ideal atomic size ratio of the solute (pink) and solvent (blue) atoms (�igure taken from [79]). 
        
Figure 5.12: (left) Example of the packing of solute-centered quasi-equivalent clusters to form the MRO (Zr84Pt16 alloy, taken from [79]). (right) A portion of a cluster unit cell of a Zr-(Al,Ti)-(Cu,Ni)-Be alloy (�igure taken from [82]). One of the most striking and direct observations of the atomic-level structure of metallic glasses was performed by the group of Hirata [85, 86]. They used 
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AÅ ngström-beam electron diffraction to probe the local atomic clusters in Zr80Pt20 and Zr66Ni34 alloys and were successful in detecting the long-sought icosahedra. 
5.4 Properties So far we only looked into the formation principles of metallic glasses and the atomic-level structure. As they combine features of both glasses and metals, they offer some remarkable properties. Firstly, as they are real glasses, by heating them above the glass transition temperature they can be molded with great 
�lexibility. Thermoplastic forming allows metallic glasses to be applied in complex shapes and forms [87, 88]. Secondly, they are truly homogeneous and isotropic solids. For example, the absence of grain boundaries results in interesting mechanical properties. Metallic glasses have high strengths, and yield strains as high as 2 % [89, 90]. Figure 5.13 shows a comparison of the toughness and yield strength of several material categories. Also, due to the absence of magneto-crystalline anisotropy, metallic glasses have low magnetic coercivities which makes them suitable candidates for soft-magnetic applications (e.g. transformer cores) [91]. As there are no grain boundaries, there are also no preferred pathways for chemicals to diffuse into, so metallic glasses have a good corrosion resistance [91]. Additionally, they offer high strength-to-weight ratios, and an excellent wear resistance [92, 93]. Some glasses (e.g. MgZnCa) offer an outstanding biocompatibility and could be used as biodegradable implants [94, 95, 96]. 
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Figure 5.13: Ashby plot showing the fracture toughness as a function of yield strength for various material systems (�igure taken from [97]).  
5.5 Thin Film Metallic Glasses Although BMGs offer lots of interesting properties, their application as structural materials has been limited due to their low ductility, intrinsic brittleness and processing costs [98]. Moreover, to synthesize metallic glasses with a lower GFA, a high quench rate is still required which makes them very undesirable for 
industrial applications. Recently, ‘Thin Film Metallic Glasses’ (TFMGs) have gained more research interest [98, 99, 100]. Vapor deposition inherently presents high quench rates, so the synthesis of TFMGs occurs further from thermodynamic equilibrium than bulk casting methods. This greatly extends the composition range for amorphization [101]. However, a comparison between TFMGs and BMGs regarding their properties and GFAs has to be done with caution since not only the quench rate during vapor deposition is orders of magnitude higher but mainly the synthesis processes are fundamentally different. In the bulk case, a liquid-to-solid transition is made and when the supercooled liquid approaches the glass transition temperature, polytetrahedral clusters such as the icosahedron become prominent and the backbone of the amorphous phase is 
112 Chapter 5  formed [73, 102, 103, 104]. For TFMGs there is, in contrast to the bulk case, a transition from vapor to solid. Vapor quenching methods are non-equilibrium, 
atomistic processes whereby the �ilm growth is governed by a competition between thermodynamics and kinetics. Early research was primarily focused on the synthesis of binary amorphous alloys by evaporation [105, 106, 107, 108, 109] and sputtering [110, 111, 112, 113, 114]. However, it is important to emphasize the differences between the two deposition techniques. As mentioned in section 2.5, the average energy of the sputtered atoms is at least two orders of magnitude higher than the average energy of the arriving atoms during thermal evaporation (see �igure Figure 2.5). Furthermore, the energy distribution of the sputtered atoms contains a non-negligible fraction of energetic atoms (15 – 150 eV). As discussed in chapter 3, 
during thin �ilm growth the migration of adatoms is the most fundamental 
process which can be de�ined by the mean free path of diffusing adatoms before they create a new nucleus or become captured by existing islands [115, 116]. This characteristic diffusion length scales with the available energy per arriving atom which implies that the effective quench rate during sputter deposition is higher than during thermal evaporation [117]. The next chapter (and chapter 7) attempts to answer a couple of outstanding questions. Such as,  (i) Are the atomic structures of well-known metallic glasses prepared by liquid-to-solid and vapor-to-solid methods similar?  (ii) Are the models of Egami and Miedema, who were postulated for bulk alloys, also valid for TFMGs?  (iii) How does the atomic structure in�luence the structural �ilm properties?  
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 6 Zr-Cu Thin Films 
6.1 Introduction To tackle the three outstanding questions as de�ined in the previous chapter, the Zr-Cu alloy system was chosen. The Zr-Cu system has received a great deal of attention in the last two decades [1, 2, 3, 4, 5, 6, 7]. As this system contains only 2 elements and has a very good GFA over a wide composition range, it is a very popular ‘model’ glass former. According to Inoue’s empirical rules, alloys with a large atomic size difference and negative mixing enthalpy are possible glass formers. Zr has a much larger atomic radius than Cu (160 vs. 128 pm) and the Zr-Cu pair has a large, negative mixing enthalpy of -23 kJ/mol, which are indications for a good GFA. Zr-Cu TFMGs also have been synthesized with evaporation [8] and sputtering [9, 10, 11] and it appears that most properties, e.g. crystallization resistance, hardness, and sheet resistivity, are determined by the chemical composition. The above-mentioned articles mainly focus on the �ilm properties but do not study the atomic structure in detail.  This chapter focuses on the atomic-level structure and intrinsic �ilm properties of Zr-Cu TFMGs deposited with magnetron sputtering. Where necessary, a 
120 Chapter 6  comparison with the literature on Zr-Cu BMGs will be given. In the last sections, 
the mechanical properties, and their link with the intrinsic �ilm properties of the Zr-Cu �ilms will be discussed. 
6.2 Deposition Conditions The Zr-Cu thin �ilms were deposited by sputtering solid Zr targets whereby the erosion groove was equipped with Cu inserts of 3 mm diameter (see Figure 6.1). A similar strategy was used in preliminary work [12]. The Cu concentration was 
de�ined by the number of Cu inserts. The targets were pre-sputtered for 10 min to remove surface contaminants. The Ar pressure was 0.4 Pa, the target-substrate distance was 7 cm, and the cathode current was 0.17 A. The deposition time was 
adapted to obtain �ilms with 1000 nm thickness. In total, 1 Zr, 1 Cu and 14 Zr-Cu 
alloy thin �ilms were synthesized. 
 
Figure 6.1: Solid Zr target equipped with Cu inserts. 
6.3 Chemical Composition & Deposition Rate 
The chemical composition of the �ilms as measured with EDX is presented in 
Figure 6.2. It is possible to predict the �ilm composition based on the number of Cu inserts in the erosion groove, the elemental sputter yields (𝑌) at the corresponding discharge voltage (𝑌𝑍𝑟 = 0.35, 𝑌𝐶𝑠 = 1.50 at 300 V [13]), and the gas phase transport factor. The gas phase transport factor is the fraction of sputtered atoms that arrives at the substrate and can be calculated with the Monte Carlo simulation packet SIMTRA [14]. The abscissa in Figure 6.2 is the surface fraction of Cu inserts relative to the total surface area of the erosion groove. This simple calculation gives a fairly good prediction of the experimental 
�ilm composition. The overshoot of certain samples can be attributed to the variation in erosion groove depth between targets, and the variation in discharge voltage (244 - 353 V) which alters the elemental sputter yields. The same reasoning can be applied to explain the variation in deposition rate which is shown in Figure 6.2(b). 
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Figure 6.2: (a) Cu content of the �ilms and (b) deposition rate as a function of the surface fraction of the Cu inserts.  
6.4 Phase Formation 
6.4.1 XRD Patterns The XRD patterns of the as-deposited thin �ilms are presented in Figure 6.3. The 
Zr thin �ilm exhibits the hexagonal close-packed phase (HCP) and has a pronounced <002> out-of-plane texture. Introducing small amounts of Cu 
promotes the formation of the FCC phase. The �ilm with 6.8 at.% Cu exhibits a mixed HCP/FCC phase. At 13.6 at.% Cu, the Zr and Cu atoms form a substitutional 
FCC solid solution and the �ilm exhibits a preferential <111> out-of-plane texture. The same result was obtained in the study by Apreutesei et al. [15]. A further increase in the Cu content decreases the size of the diffracting domains, which can be evaluated from the increase in the FWHM and the decrease in the peak intensity (see Figure 6.8). The �ilms with 17.7 and 19.8 at.% Cu have a nanocrystalline FCC-structured Zr-Cu solid solution phase. The �ilms with Cu concentrations larger than 28.9 at.% only exhibit a broad diffraction peak, which is characteristic for the amorphous phase.  
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Figure 6.3: XRD patterns of the Zr-Cu thin �ilms as a function of the Cu content. To enhance the visibility of the patterns at high Cu fractions, the maxima of the peaks at low Cu fractions are not shown. 
6.4.2 Topological and Thermodynamic Models As discussed in section 5.2.2, the phase formation is driven by topological and/or thermodynamic factors. The atomic size difference of the Zr-Cu system is large (𝑥 = 𝑟𝐶𝑠/𝑟𝑍𝑟  = 0.8), hence Egami’s model can be used to predict the critical Cu and Zr concentrations to promote amorphization. Based on Egami’s model, the amorphous phase is favored between 25 and 90 at.% Cu. This agrees with the experiments where from 28.9 at.% Cu and onwards, only broad diffraction humps are detected. Also the Gibbs free energies of the solid solution and amorphous phases were calculated (see section 5.2.2.3) and the results are shown in Figure 6.4. The Gibbs free energy of the amorphous phase is very negative over the whole 
Zr-Cu Thin Films 123  composition interval, whereas the Gibbs free energy of the solid solution phase is slightly positive or negative. This implies that the amorphous phase is thermodynamically favored over the solid solution phase for all compositions. But still, the XRD patterns indicate that the amorphous phase is only formed for Cu fractions larger than 28.9 at.%. Hence, the large negative mixing enthalpy of the Zr-Cu pairs is a strong driving force for the amorphous phase formation, but the amorphization threshold is only accurately predicted by Egami’s topological model. 
 
Figure 6.4: Gibbs free energy of the amorphous and solid solution phases as a function of the Cu 
concentration in the �ilm. A constant deposition temperature of 310 K was assumed. 
6.5 Film Density & Atomic Volume As can be seen in Figure 6.5, a linear correlation exists between the chemical 
composition, the �ilm density, and the atomic volume. Both for the crystalline solid solution and amorphous phase, a smooth transition in the atomic volume is noticed, which indicates that the s transition does not involve any volumetric changes. All �ilms are fully dense as the experimental and theoretical �ilm densities (based on a weighted average of the constituent’s densities) are equal (the discrepancy between the experimental and calculated values is for all samples smaller than 2 %, which is the typical error on the density as determined by XRR). 
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Figure 6.5: (a) Film density as measured by XRR and (b) atomic volume of the Zr-Cu thin �ilms calculated based on the chemical composition and density. 
6.6 Atomic Structure A combination of the XRD and XRR results enables to dig deeper into the atomic structure of the Zr-Cu �ilms. In the next sections the relationship between the composition and the atomic-level structure will be discussed. 
6.6.1 Interatomic Distance The knowledge of the XRD peak positions allows one to calculate the average interatomic distances (see section 4.6). Bragg’s law relates the diffraction peak position (2𝜃) to the interplanar distance (𝑑): 
𝑛𝜆 = 2𝑑 sin𝜃 where 𝑑 = 𝑎
�ℎ2+𝑘2+𝑘2
 is the interplanar distance and 𝑎 is the lattice parameter of the crystalline phase. The interatomic distance (𝐷) of the crystalline (FCC) phase can then be calculated with: 
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𝐷 = 𝑎 √22  Usually, the interatomic distances of the constituent atomic pairs in amorphous solids are calculated from RDF analyses obtained in high-energy XRD 
measurements. Nevertheless, also the ‘poor man’s’ XRD, i.e. conventional Bragg-Brentano measurements, gives information about the atomic-level structure. The average interatomic distance (𝐷) or the average atomic radius (𝑟) of the amorphous phase can be calculated based on the peak position of the broad hump. For an amorphous solid the average atomic radius 𝑟 can be calculated from the Ehrenfest equation (see section 4.6.3). Figure 6.6 presents the experimental and predicted average interatomic distances of the Zr-Cu thin �ilms whereby the triangular markers represent the values from Zr-Cu BMGs [16]. The theoretical interatomic distances were calculated with: 
𝐷� = 2(𝑓𝐶𝑠𝑟𝐶𝑠3 + (1 − 𝑓𝐶𝑠)𝑟𝑍𝑟3 )1/3 according to Zen’s law for solid solutions [17]. A good agreement between thin 
�ilms and bulk alloys is found. Furthermore, it is observed that the simple calculation overestimates the interatomic distance of the amorphous phase. However, it is important to realize that the broad diffraction peak actually contains information on the interatomic distance of the Cu-Cu, Zr-Zr and Cu-Zr pairs and by using the peak position, only a weighted average of these atomic distances can be calculated. A more detailed discussion on the peak position and shape will be given in the next section. 
 
Figure 6.6: Interatomic distance of the Zr-Cu �ilms. The triangles represent the values from Zr-Cu BMGs [16]. 
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6.6.2 FWHM & Peak Shape Although conventional XRD measurements of the amorphous phase only reveal one broad peak, the PDP’s position, shape, width, and area contain valuable information about the atomic-level structure. The diffraction peak broadening of crystalline materials is mainly caused by three factors: (i) the instrumental broadening, which is a convolution of the X-ray source pro�ile (superposition of Kα1 and Kα2 lines and the size of the X-ray source) and the goniometer optics (slid widths, imperfect focusing and penetration into the sample); (ii) peak broadening due to the crystallite size; and (iii) peak broadening due to microstrain. In this study, all XRD measurements were performed at constant temperature and on the same apparatus using the same X-ray tube and detector. Therefore only the two latter sources for peak broadening will be discussed. 
The experimental peak pro�ile can be �itted with a Voigt pro�ile, which is a 
convolution of a Gaussian and a Lorentzian pro�ile. The Lorentzian width originates from the size broadening and is inversely proportional to the size of the diffracting domains (i.e. the crystallites). A lower bound of the crystallite size can be calculated with Scherrer’s equation. The Gaussian width represents the microstrain of the sample, which is a general measure for all sorts of deviations from the perfect lattice: lattice strains due to atomic displacements, non-uniform lattice distortions, grain boundary dislocations and relaxations, and compositional heterogeneities in solid solutions. Assuming that the TFMGs are fully amorphous, i.e. there are no nanocrystals – then what is the underlying 
physical signi�icance of the PDP’s width? And also, is it possible to determine whether a sample is fully amorphous or nanocrystalline, only by using conventional XRD? 
The latter question will be addressed �irst. Of course, a combination of XRD and TEM, and a thorough investigation of the sample is needed to guarantee that a certain material is 100 % amorphous or contains embedded nanocrystals. However, there are some clear indications that can be used to denote a material 
fully amorphous or not. Firstly, most nanocrystalline thin �ilms exhibit a XRD pattern that resembles a powder diffraction measurement, i.e. broadened, but multiple diffraction peaks. In the case that there is only one broad peak measured, the Gaussian and Lorentzian widths can be determined by a Voigt 
pro�ile �itting. For nanocrystalline materials, the dominant broadening mechanism is the size effect, so the Lorentzian part is larger than the Gaussian part. Furthermore, it has been shown that the microstrain increases with 
decreasing grain size, due to strain �ields at the grain boundaries. The microstrain 
of nanocrystalline thin �ilms is typically 0.1 – 1 % [18, 19, 20, 21]. For fully 
amorphous materials such as metallic glasses, there are no prede�ined lattice 
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broadening due to size effects. Hence, the broad peaks are �itted well by a 
Gaussian pro�ile. So, from the Voigt pro�ile �itting of the PDP, the ratio of the Gaussian width and the total (Gaussian+Lorentzian) width indicates the Gaussian fraction of a PDP. The Gaussian fraction is presented in Figure 6.7(a). For Cu fractions larger than the amorphization threshold, the PDP pro�ile is more Gaussian-like than Lorentzian. To demonstrate the different peak pro�iles, the peaks in the transition interval between 17.7 and 35.8 at.% Cu are shown in 
Figure 6.7(b). For this purpose, the PDPs were normalized and were given an offset in 2𝜃. It is obvious that the �ilms denoted as amorphous have a higher 
contribution of the Gaussian than of the Lorentzian pro�ile. 
 
Figure 6.7: (a) Normalized Gaussian fraction of the Voigt pro�ile �it of the PDP. (b) Normalized and shifted PDPs (to align the PDP maxima at the same diffracting angle) of �ilms with a Cu fraction near the amorphization threshold. For Cu concentrations larger than the amorphization threshold (orange 
and red curves), the PDP pro�ile is more Gaussian than Lorentzian. Secondly, we will address the origin of the FWHM of metallic glasses. It is surprising that very little information on this parameter can be found in literature. Mattern et al. studied the structural behavior of rapidly-quenched Zr-Cu BMGs with high-energy XRD and discovered a polynomial variation of the FWHM as a function of the composition [16]. They attributed this variation to changes in the weights of the partial structure factors, which exhibit their maxima at different radial positions. In the Cu-rich glasses the Cu-Cu and Cu-Zr pairs are dominant whereas in the Zr-rich glasses the Zr-Zr and Cu-Zr pairs are more prominent. For nearly-equimolar alloys (35 – 65 at.% Cu), all three partial structure factors contribute equally to the total structure factor, hence in this composition region the FWHM is approximately constant. The PDP of the amorphous phase can be regarded as the Fourier transformation of the convolution of a distribution of small, overlapping Gaussian peaks [22]. In real space, this corresponds to a spectrum of diffracting distances, ranging from the 
128 Chapter 6  smallest to the largest atomic separation. For Zr-Cu metallic glasses, the Cu-Cu pairs exhibit the smallest atomic separation and the Zr-Zr pairs exhibit the largest interatomic distance. In between these real-space values, there exists a range of interatomic distances. From Ehrenfest’s equation we learn that the PDP position is directly linked to the average interatomic distance. Therefore, the FWHM of the PDP must be correlated with the real-space distribution of diffracting distances. As discussed earlier (see section 5.2.2.3), the mismatch entropy ∆Sδ describes the entropy related to the differences in atomic radii. This mismatch entropy is correlated with the distribution of interatomic distances and consequently with the FWHM (see Figure 6.8(b)). However, it must be emphasized that the right axis in Figure 6.8(b) was adjusted so that the data points of the FWHM overlap with the corresponding values of the mismatch entropy. In other words, the green dotted line in Figure 6.8(b) is not a �it, but merely an indication of the correlation between the two parameters. This hypothesis is further evaluated in appendix A. Furthermore, it is interesting to discuss the observed trend in FWHM and its relationship with the most stable alloy compositions. The FWHM of the Zr-Cu thin 
�ilms as synthesized by Apreutesei et al. [23] exhibits a similar polynomial trend with a maximum between 50 and 60 at.% Cu. Lee et al. modelled the Zr-Cu glasses with MD simulations and found that the composition with the highest packing fraction is Zr35Cu65 [24].  Li et al. used a bending cantilever technique to measure the density of Zr-Cu thin �ilms [25]. They found three distinct density maxima at different compositions: 63.1 at.% Cu, 56.6 at.% Cu and 50.6 at.% Cu with the peak at 63.1 at.% Cu being the most pronounced. Wang et al. experimentally pinpointed the composition with the best GFA at Zr35.5Cu64.5 [26]. Takeuchi et al. discovered that at 62 at.% Cu an ensemble of icosahedral and tetrahedral clusters forms a percolated network [27]. This composition exhibits the peculiar characteristic that the ratio of the constituent fractions approximates the golden ratio: 62/38 = 1.632 (golden ratio: 𝜑 = 1.618). Finally, Sha et al. used MD simulations to show that for Zr36Cu64 the Cu-centered 12-coordinated full icosahedra are the most populous (see section 6.6.3) [28]. All these �indings lead to the conclusion that in the Zr-Cu system, the densest composition is at approximately 64 at.% Cu, due to the largest abundance of full icosahedra.  
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Figure 6.8: (a) FWHM (�illed markers) and microstrain (open markers) of the Zr-Cu thin �ilms. (b) The mismatch entropy (dots) exhibits a similar trend as the FWHM, both for the thin �ilms as for the Zr-Cu BMGs (triangles) [16].  It is interesting to observe that this composition approximately coincides with the maximum of the polynomial curves which describe the FWHM and mismatch entropy. The same bell-shaped curve with a maximum around 60 at.% Cu was found for the fraction of full icosahedra and for the density of bulk Zr-Cu glasses by Park et al. [29]. Apreutesei et al. showed that for Zr-Cu thin �ilms the compositional dependence of the FWHM is correlated with the crystallization temperature [23]. They found that the �ilms with a large FWHM (50 – 60 at.% Cu) exhibit a higher crystallization temperature, i.e. have a higher stability against crystallization.  
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6.6.3 Power-Law Scaling Behavior A recent study by Ma et al. [30] suggested that the medium-range order (MRO, see section 5.3) of metallic glasses may be characterized by a self-similar, fractal packing of atomic clusters. They noticed that the PDP position and the average atomic volume of metallic glasses are closely related by a universal scaling relation: 
𝑞𝑃𝐷𝑃 = 𝑐 ∙ � 1𝑉𝑎�0.433 where 𝑐 is a constant that depends on the packing fraction, 𝑉𝑎  is the atomic volume (as determined by XRR) and 𝑞 = 4𝜋
𝜆
𝑐𝑖𝑛 𝜃 is the PDP position in reciprocal space. More information on the constant 𝑐 will be given in section 7.6. According to Bragg’s law for crystalline materials and Ehrenfest’s law for liquids and gases, the interatomic distance 𝐷 is inversely proportional to the PDP position 𝑞. When this length (𝐷 ∝  1/𝑞) is scaled with the atomic volume, a power of 1/3 (or a fractal dimension of 3) is always obtained for these groups of materials [31]. As Cheng and Ma have elucidated in their overview paper [32], both crystalline and randomly-ordered amorphous solids exhibit a fractal dimension of 3. Conversely, the fractal dimension (𝐷𝑓) as discovered by Ma et al.: 𝐷𝑓 = 1/0.433 = 2.31, is lower than the expected value of 3 for ‘ordinary’ materials. A more intuitive power law is found by relating the atomic volume with the average atomic radius 
𝑟 (as determined by Ehrenfest’s equation and the PDP position):  
𝑉𝑎 ∝ 𝑟
𝐷𝑓 
Figure 6.9 compares the power-law behavior of the Zr-Cu thin �ilms with published values for Zr-Cu BMGs, and Zr- and La-based glasses. A t-test with a 99 
% con�idence interval shows that there is no signi�icant difference between the fractal dimensions of the power laws. Apparently, the fractal dimension is independent of the processing method. Both for vapor-to-solid and liquid-to-solid processing methods, the robustness of the power-law scaling behavior implies that the MRO is not determined by the magnitude of the quench rate but by the composition.  
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Figure 6.9: Double-logarithmic plot showing the power-law scaling behavior of the average atomic radius 𝑟 versus the atomic volume 𝑉𝑎 for the Zr-Cu thin �ilms (round markers, 𝜋2 = 0.98), Zr-Cu BMGs (triangles, [16]), and Zr- and La-based BMGs (square markers, [30]). A t-test with a 99 % con�idence 
interval shows that there is no signi�icant difference between the fractal dimension of the BMGs (𝐷𝑓 = 2.31) and of the thin �ilms (𝐷𝑓 = 2.24). The interpretation of this fractal scaling law for metallic glasses is not yet completely understood. Ma et al. proposed that the fractal nature of quasicrystals 
can help to understand the space �illing of metallic glasses. Quasicrystals exhibit a hierarchical self-similar structure with a fractal dimension of 2.72 [33]. Ma et al. suggested that due to the inherent structural and chemical disorder of metallic 
glasses, the space �illing is more dif�icult than in quasicrystals and therefore the fractal dimension of metallic glasses is apparently lower. This fractal dimension can be understood, similarly as proposed by Chen [34], based on a Sierpinski icosahedron. This is an example of a platonic solid fractal whereby the fractal’s unit cell is the regular icosahedron. After each iteration the number of unit cells is increased with a factor 12 and the size of the new unit cell is scaled by a factor 1 + 𝜑, with 𝜑 the golden ratio. Hence, the fractal dimension of the Sierpinski icosahedron is: 
𝐷𝑖𝑐𝑡 = 𝑙𝑐𝑔(12)𝑙𝑐𝑔(1 + 𝜑) ≈ 2.58 which approximates the fractal dimension of metallic glasses fairly well. However, the packing of real metallic glasses cannot be described by the Sierpinski fractal as after each iteration step the size of the icosahedron’s holes is increased and the atomic volume would diverge. Still, if a limited number of iteration steps is used, an icosahedral scheme with a realistic density is obtained, 
132 Chapter 6  which forms the building block to describe the MRO. Also, the structural information acquired in XRD measurements is spread out in momentum space, i.e. the PDP ‘senses’ both the SRO and MRO, and hence a plot of the atomic volume vs. the average atomic radius or the radius of the �irst coordination shell only gives the local fractal order of the material. 
 
Figure 6.10: The Sierpinski icosahedron is constructed by, after each iteration, replacing each vertex by a new, scaled icosahedron. The ideal icosahedron consists of a central atom A surrounded by 12 shell atoms B with an atomic size ratio of 0.902 [35, 36]. However, in real metallic glasses, perfect icosahedra are rare since the atomic size ratio is not exactly 0.902, the shell is composed of different elements, the center-to-shell distances vary and the number of nearest-neighbors deviates from 12. For example in the Zr-Cu system, the atomic size ratio of a Cu-centered cluster is 128/160 = 0.8, so maximum 10 Zr atoms can be placed in the shell. Vice versa, the atomic size ratio of a Zr-centered cluster is 160/128 = 1.25, hence there is enough space in the shell to accommodate 15 Cu atoms (see Figure 5.11 in section 5.3.4). Ding et al. [37] showed that if the shell is made of the correct mixture of Cu and Zr atoms, the atomic size ratio approximates 0.902 and indeed, perfect icosahedra (also denoted as full-icosahedra) are formed. Interestingly, this occurs at the most stable composition Zr36Cu64. Furthermore, it is important to note that the power law behavior as determined 
by Ma et al. for BMGs and in this study for thin �ilms, was established by tuning the composition of the glasses. Zeng et al. [38, 39] found a similar power-law scaling behavior (𝐷𝑓 = 2.5) by tuning the atomic volume of La- and Ce-based glasses by applying an external hydrostatic pressure. These results let us conclude that the power-law scaling behavior of metallic glasses is independent of the used method as both composition- and pressure-tuning results in the same fractal dimension. The reason behind this is still under debate, but a simple explanation can give more insight. In the case of composition-tuning, the dominant factor is the change in atomic size ratio. Indeed, as more and more Cu atoms replace the larger Zr atoms, the distribution of polyhedral clusters is shifted and the average atomic volume is changed likewise. If the pressure on the 
Zr-Cu Thin Films 133  BMG sample is increased, the average atomic radius is decreased and charge transfer effects between electron orbitals can occur [40, 41]. So essentially, pressure-tuning induces the same ‘topological’ modi�ications on the atomic-level as composition-tuning, and the atomic volume will be changed accordingly.  Lastly, it should be emphasized that the fractal scaling behavior of the atomic structure of metallic glasses is only valid at the shortest scales. As Chen et al. have nicely illustrated by combining MD simulations and experiments [34], only the MRO can be described with a fractal packing scheme. In other words, only the initial iterations of space-�illing can be considered as fractal. The scaling behavior of the Zr54Cu46 glass is illustrated in Figure 6.11. Clearly, the power-law scaling is 
only fractal for the �irst and second atomic shells (i.e. the SRO and MRO). The third iteration, and higher iterations (but these cannot be probed by X-ray measurements), exhibit a ‘normal’ packing behavior with a fractal dimension of 3. A further discussion on compositional tuning, i.e. an extension to other amorphous alloys will be given in the next chapter. There, it will also be discussed how the kinetic effects during sputter deposition can change the packing behavior of amorphous alloys, and how the composition determines whether the 
�irst iterations of space-�illing are fractal or not. 
 
Figure 6.11: Power-law scaling behavior of the Zr54Cu46 glass as determined by MD simulations. FF1 
and FF2 denote different potentials used in the MD simulations (�igure taken from [34]). 
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6.7 Elastic Properties The elastic properties of the Zr-Cu thin �ilms were measured with Brillouin Light Scattering (BLS) and Picosecond Ultrasonics (PU). An overview of both techniques is given in section 4.7. The transverse (𝑉𝑇) and longitudinal (𝑉𝐿) sound velocities are presented in Figure 6.12. 𝑉𝑇 exhibits a clear connection with the observed phase formation. For the crystalline solid solutions, an increase in the Cu fraction lowers 𝑉𝑇 whereas the amorphous �ilms exhibit a small increase in 𝑉𝑇 towards the value of bulk Cu. Hence, the structural transition is fairly well represented in the behavior of 𝑉𝑇 . On the other hand, 𝑉𝐿 does not exhibit a clear 
correlation with the observed phase. The small uncertainty in the �ilm thickness does not explain these large variations. Also, the same scatter in 𝑉𝐿 was detected for the Zr-Cu �ilms as synthesized by Apreutesei et al. [42]. Furthermore, the 𝑉𝐿 values of the single-metal �ilms are in good agreement with literature values for bulk metals. Possibly the PU technique is more sensitive to the presence of small nanocrystals than XRD. These nanocrystals locally harden the amorphous phase and cause a deviation in 𝑉𝐿 . It is also plausible that tiny growth features at the 
substrate/�ilm interface disturb the PU measurements. The crystalline-to-amorphous transition is clearly observed in the behavior of the Debye temperature (𝜃𝐷) and Young’s modulus (𝐸). As can be seen in Figure 6.13, an increase in the Cu content induces a softening of the crystalline solid solutions and a hardening of the amorphous phase. With increasing Cu fraction, the Debye temperature and Young’s modulus of the amorphous phase can be extrapolated to the value of bulk Cu. The linear �it of the amorphous region can also be extrapolated to 0 at.% Cu. In this way, the Debye temperature and Young’s modulus of the hypothetical amorphous phase of Zr can be found. The Young’s modulus of a-Zr is 70 GPa, which corresponds very well with the value obtained by Ristic et al. for Zr-Cu BMGs [43]. It is also observed in Figure 6.13(b) that the 
Young’s modulus of the Zr �ilm is higher than for bulk Zr. Most likely, this could be attributed to the high compressive stress present in this �ilm (-2 GPa) [44]. Furthermore, it is obvious that a simple calculation such as the rule of mixtures is inadequate for making a fair prediction of the experimental elastic properties of the nanocrystalline and amorphous phases.  
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Figure 6.12: (a) Transverse and (b) longitudinal sound velocity of the Zr-Cu thin �ilms as measured with BLS and PU. The values of bulk Cu and Zr are denoted by the green triangles. 
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Figure 6.13: (a) Debye temperature and (b) Young’s modulus of the Zr-Cu thin �ilms. The dashed red 
lines represent the linear �its of the amorphous phase only, and are extrapolated to determine the values of the hypothetical amorphous pure metals (a-Zr and a-Cu). 
6.8 Plastic Properties 
The in�luence of the chemical composition on the mechanical behavior was determined by nanoindentation measurements. The indentation modulus and hardness are shown in Figure 6.14. It is observed that the Young’s moduli as determined by acoustic techniques (BLS and PU) and by nanoindentation are comparable. Both the Young’s moduli and hardness exhibit roughly the same behavior. Firstly, by increasing the Cu concentration a softening of the crystalline phase is observed. With increasing Cu concentration, the crystallite size of the 
Zr-Cu Thin Films 137  FCC solid solution is decreased (which can be evaluated from the increase in FWHM in Figure 6.8). Hence, the volume fraction of grain boundaries is increased. The softening of the crystalline phase could most likely be attributed to the inverse Hall-Petch relationship between the hardness and grain size (see 
section 10.8.3.2 for more details on this behavior) [45]. After the crystalline-to-amorphous structural transition, an increase in the Cu content induces a hardening of the amorphous phase. 
 
Figure 6.14: (a) Young’s modulus (square markers), indentation modulus (round markers) and 
(b) hardness of the Zr-Cu thin �ilms. The error bars represent the standard deviation for a given sample. 
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The plastic behavior of the thin �ilms can be determined by relating the elastic and mechanical parameters. Figure 6.15(a) shows the linear relationship between the Young’s modulus 𝐸 and shear modulus 𝐺. It was shown that for polycrystalline materials, 𝐺/𝐸 ≈ 3/8 = 0.375 [48]. Interestingly, the ratio 𝐺/𝐸 of 
the amorphous �ilms is very close to the value for polycrystalline solids. Also, the ratio 𝐺/𝐸 of the solid solutions is higher. As already discussed, this could be due to the grain-size dependent Hall-Petch strengthening and compressive stress of the Zr-rich solid solutions. The ductility of polycrystalline materials can be predicted by using Pettifor’s method [49]. The brittle-to-ductile transition is linked to the Cauchy pressure (𝐶12 − 𝐶44), a parameter related to the angular character of bonds. Pugh proposed that the brittle-to-ductile transition of polycrystalline materials is related to the ratio of the shear modulus and the bulk modulus (𝐺/𝐵) [50]. These concepts have been extended to glasses, for which the brittle-to-ductile transition occurs at 
𝐺/𝐵 = 0.41 [51, 52, 53]. By a combination of the Pugh and Pettifor criteria in 
Figure 6.15(b), the relationship between the alloy’s composition and the ductility becomes clear. A positive Cauchy pressure indicates metallic, ductile behavior whereas a negative Cauchy pressure indicates a more covalent-like and 
brittle material behavior. It is observed that all alloy �ilms exhibit metallic, ductile behavior, and an increase in the Zr concentration increases 𝐺/𝐵 and decreases 
the ductility. Only the Zr �ilm exhibits brittle behavior, as can be expected for refractory metals. 
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Figure 6.15: (a) Shear modulus as a function of the Young’s modulus for the Zr-Cu thin �ilms. (b) Shear modulus-to-bulk modulus ratio (𝐺/𝐵) as a function of the Cauchy pressure (𝐶12 − 𝐶44) for the Zr-Cu thin �ilms. The hardness exhibits more or less the same behavior as the Young’s modulus (see Figure 6.14). However, it is interesting to note that around 50 at.% Cu the hardness again starts to decrease, and approximately the same polynomial trend as for the FWHM and crystallization temperature (see section 6.6.2) is found. This implies that besides the thermal stability also the mechanical properties are determined by the atomic-level structure. 
140 Chapter 6  As already discussed in section 6.6.3, the glass with the highest fraction of Cu-centered full-icosahedra is found around 64 at.% Cu [37]. Furthermore, MD simulations show that the chemical composition is very critical for the percolation of full-icosahedra. For example, at 60 at.% Cu a much denser network of perfect icosahedra are percolated whereas at 50 at.% Cu the length and width of these percolation networks are smaller [46] (see Figure 6.16). Another group has shown that regions with a higher density of full-icosahedra are inherently 
more dif�icult to deform than regions with a lower density of full-icosahedra [47]. In other words, the 12-coordinated full-icosahedra are the clusters that provide the highest stiffness and highest resistance against deformation. This means that around 64 at.% Cu, the Zr-Cu glass has inherently the highest atomic-level stiffness as full-icosahedra are populous and form dense percolated networks (see Figure 6.16). However, the maximum in hardness of the Zr-Cu thin �ilms occurs around 50 at.% Cu (see Figure 6.14(b)). To explain this difference in composition we have to go back to the synthesis methods of BMGs and TFMGs. It was already shown that the amorphization threshold, XRD patterns, and power-law scaling behavior of Zr-Cu BMGs and TFMGs are the same. This implies that on the local scale, i.e. the SRO and MRO, the atomic-level structure of TFMGs and 
BMGs is similar. Nevertheless, there is an important difference on the long-range scale and how the bulk of the material is formed. During BMG synthesis, the supercooled liquid is quenched below the glass transition temperature, the viscosity is immensely increased, polytetrahedral clusters are formed, and, depending on the composition, eventually a percolated network will be formed. 
On the other hand, thin �ilm growth of amorphous alloys is driven by surface diffusion and nucleation of adatoms, which is a completely different formation mechanism. Film growth is a continuous process, i.e. on top of the growing clusters a ‘fresh’ dose of adatoms arrives which restricts the movement of the 
‘underlying’ atoms, and at best only small percolated networks can be formed. 
Moreover, thin �ilms are essentially 2D solids, hence the incorporating atoms have a smaller number of degrees of freedom than in bulk alloys. So indeed, the SRO and MRO of BMGs and TFMGs are the same, but due to the completely different synthesis mechanisms, the long-range order (LRO) is 
different, and no extended percolated networks can be formed during thin �ilm 
growth. This simpli�ied explanation could hint to the origin of the difference in observed maximum hardness.  
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Figure 6.16: MD simulation showing percolated networks of icosahedral clusters in (a) Zr50Cu50 and 
(b) Zr35Cu65 alloys. The latter alloy exhibits a much denser percolation network (�igure taken from [46]). 
6.9 Conclusion Zr-Cu thin �ilms with varying chemical composition were deposited. A thorough investigation with XRD and XRR learned that the atomic structure of amorphous Zr-Cu thin �ilms and BMGs is the same. More speci�ically, it was shown that the fractal dimension of the atomic packing is independent of the synthesis method. This implies that the SRO and MRO of metallic glasses prepared by vapor-quenching and liquid-quenching are similar. The required solute concentration to stimulate amorphization was calculated with topological and thermodynamic models, and although the large negative mixing enthalpy is a prerequisite for the formation of the amorphous phase, the exact amorphization threshold is only predicted well by Egami’s topological model. As this model was postulated for bulk alloys, it is a further indication of the similarities between TFMGs and BMGs. Furthermore, the structural �ilm properties such as the hardness and Young’s modulus were determined and could be linked to the intrinsic atomic structure.  
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 7 Increasing the Complexity 
7.1 Introduction As sputter deposition operates far from thermodynamic equilibrium, it becomes possible to synthesize metastable or even immiscible alloys. One of the goals of this chapter is to take advantage of this aspect of sputter deposition and to investigate the interplay between the chemical, topological, and thermodynamic 
properties of the alloy’s constituents on the phase formation and �ilm properties. To attain a wide range of different alloys, 5 base elements (Al, Cr, Cu, Ta, Ti) were chosen based on their price, and distinctive properties. As Table 7.1 shows, there is a wide variation in the atomic radii, and chemical character of the atomic pairs. The Cr-Cu, Cu-Ta, and Ta-Ti pairs are immiscible and exhibit a positive mixing enthalpy. Secondly, the Al-Cr, Al-Ta, and Al-Ti pairs exhibit a negative mixing enthalpy and these pairs prefer to form strong bonds. The strong electronic interaction between Al and transition metals (TMs) enables the formation of a variety of structures, ranging from complex intermetallic compounds to quasicrystals [1]. Al has 3 electrons in the outer shell and prefers to partially transfer electrons to the incompletely-�illed d-electron shells of TMs, hence the sp-d electron orbital coupling is the origin of the strong Al-TM bonds. With these 
146 Chapter 7  5 base elements, nearly-equiatomic binary, ternary, quaternary and quinary alloy 
thin �ilms were deposited. In the previous chapter the atomic structure and structural properties of Zr-Cu 
thin �ilms were studied. It appears that metallic glasses can be synthesized both with liquid-quenching and vapor-quenching. Nevertheless, only the in�luence of 
the chemical composition on the �ilm properties was studied. A very important aspect that is sometimes overlooked during the magnetron sputter deposition of TFMGs, is the in�luence of the momentum transfer to the growing thin �ilm. Momentum-driven processes can signi�icantly alter the growth and the resulting properties of thin �ilms. Essentially, there are two sources of momentum. Firstly, heavy sputtered atoms are less prone to scattering and maintain their initial momentum through the gas phase [2]. Secondly, heavy target atoms serve as 
re�lection centers for the inert gas ions whereby the backscattered gas atoms 
bombard the growing �ilm and deliver an extra source of momentum. Depending on the deposition conditions such as the target-substrate distance, pressure and mass ratio of the target material and the inert gas, the kinetic effects can outweigh the diffusion-related processes. In many cases, these kinetic effects are 
desired since they densify and harden the thin �ilm. On the other hand, the atomic 
bombardment introduces intrinsic stresses and can destroy the expected �ilm structure based on the energy per arriving atom concept (EPA) [3]. This makes 
the interpretation of the obtained �ilm properties more complex. In this chapter, a careful examination of the chemical composition, intrinsic stress and atomic-level structure allowed to categorize the synthesized alloys. 
Table 7.1: Atomic radii of the base elements [4], and mixing enthalpies of the atomic pairs as calculated by Miedema’s model [5, 6, 7]. 
element atomic radius (pm) atomic pair ∆𝐇𝐦𝐦𝐦 (kJ/mol) Al 143 Al-Cr -10 Cr 125 Al-Cu -1 Cu 128 Al-Ta -19 Ta 143 Al-Ti -30 Ti 145 Cr-Cu 12   Cr-Ta -7   Cr-Ti -7   Cu-Ta 2   Cu-Ti -9   Ta-Ti 1 
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7.2 Deposition Conditions 
All alloy thin �ilms were synthesized at constant deposition conditions, i.e. the Ar pressure was 0.4 Pa, the target-substrate distance was 7 cm, and the cathode current was 0.17 A. In total 5 single-metal, 10 binary, 10 ternary, 5 quaternary and 1 quinary alloy thin �ilms were synthesized. To deposit this large number of alloys, cold-pressed powder targets were used. More details on the production and use of powder targets were given in section 2.8. Prior to �ilm deposition, the powder targets were pre-sputtered for 25 min to remove surface contaminants and to obtain the steady-state compositional �lux. The deposition time was adapted to obtain 500 nm thin �ilms. 
7.3 Film Composition The compositions of the 26 thin �ilms are given in Table 7.2. Although the powder targets have an equiatomic composition (the maximum compositional error of the target is estimated to be 0.1 at.%), the resulting �ilm compositions are not equiatomic. It is also observed that for all Ta-containing �ilms, the Ta fraction is larger than expected. This could probably be attributed to the resputtering effect of the lighter elements by the heavy Ta atoms and backscattered Ar atoms. 
The �ilm with the largest deviation in composition is CuTa. The Cu-Ta pair exhibits a positive mixing enthalpy (see Table 7.1), hence, this alloy has a weak bond strength and is prone to decomposition by atom bombardment. As the sputter yield of Cu is relatively high, it is likely that the segregated Cu atoms are preferentially sputtered by the backscattered Ar atoms. It is also observed that the mean error of the composition of the �ilms decreases with increasing number of constituents. The measured �ilm composition was taken for granted, and within the scope of this thesis no speci�ic research was performed to link the target and 
�ilm composition. Indeed, the �ilm composition depends on many parameters, such as processes occurring at and in the powder target, the transport of sputtered atoms through the gas phase, the in�luence of atomic and ionic 
bombardment on the �ilm, and the intrinsic thermodynamic and chemical properties of the deposited alloy. An overview of the processes that in�luence the 
composition of the sputtered �lux can be found in appendix B.  
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Table 7.2: Composition of the deposited alloys. The higher the number of constituents, the lower the compositional error.  
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7.4 XRD & TEM Results 
7.4.1 Single Metals The single-metal thin �ilms were deposited by sputtering metallic powder targets. The XRD patterns are shown in Figure 7.1. All metal �ilms exhibit the stable bulk crystalline structure, i.e. Al and Cu exhibit a face-centered cubic (FCC) structure, Cr a body-centered cubic (BCC) structure, and Ti a hexagonal close-packed (HCP) structure. The structure formation of Ta is rather complex. With the deposition conditions used in this study, a mixture of α-Ta (BCC) and β-Ta (tetragonal structure) was formed. It was shown that the structure formation of Ta depends on the type of substrate, gas pressure, cathode power, and level of impurities [8]. The lattice parameters of the tetragonal structure (β-Ta) match the values as determined by Mills [8] (𝑎 = 532 pm, 𝑐 = 992 pm). The high intensity of the (110) diffraction peak of Cr, and of the (002) diffraction peak of Ti, suggest that 
these �ilms exhibit a preferential out-of-plane texture. For Al and Cu, the intensity 
of the other peaks are in accordance with the ICDD �ile for powder diffraction. 
Hence, Al and Cu exhibit a polycrystalline thin �ilm with a random grain orientation. As discussed in section 3.7, the growth of single-metal thin �ilms is known to be prone to impurities. The impurity-to-metal �lux ratio determines the �ilm growth mode. In this study, the vacuum base pressure was approximately 3·10-4 Pa, 
which corresponds with an impurity �lux of 7.8·1014 at/cm2s. Furthermore, as will be further discussed in section 9.3, also the powder targets contain a certain fraction of impurities. For example, the surfaces of the powder grains are covered with a native oxide, and it is likely that there are impurities trapped in the cavities between grains. As mentioned in section 2.8, powder targets have a low thermal conductivity. This limits the applied cathode power and hence the metallic 
deposition rate. More speci�ically, the metallic deposition rate (𝜋) and impurity-to-metal �lux ratio (𝐽𝑂/𝐽𝑀) of the single-metal �ilm depositions is given in 
Table 7.3. The values of 𝐽𝑂/𝐽𝑀 are quite high, as on average, there arrive 1 to 10 impurity species per 10 arriving metal atoms. It can be assumed that the sticking 
coef�icient of metal atoms is about 1 [9], and the sticking coef�icient of O2 approximately 0.1 [10]. Atomic oxygen is very reactive with metals, hence the 
sticking coef�icient of O is assumed to be 1. Hence, the concentration of oxygen in 
the metal �ilm is estimated to be a couple of atomic percent, up to maximum 10 at.% for Ti. 
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Figure 7.1: XRD patterns of the single-metal thin �ilms. All �ilms exhibit a single-phased crystalline structure, only Ta exhibits a two-phased crystalline structure. As discussed in section 3.7, also the reactivity of the impurity species and the 
host element have an important in�luence on the �ilm growth mode. If an impurity reacts with the host element or if the impurity fraction is lower than the solubility limit, the impurity is incorporated into the host material and in most cases a single phase is formed. If, however, the impurity concentration is higher than the solubility limit or if the impurity is completely insoluble, than a supersaturated phase, or a multi-phase system is developed. In that case, �ilm deposition is governed by repeated nucleation and this corresponds to zone III type structures that exhibit a random grain orientation (see section 3.7.3). As the solubility of oxygen in Al and Cu is low, these �ilms exhibit a zone III type growth. Even though the ratio 𝐽𝑂/𝐽𝑀 during the deposition of the Ti �ilm is high, the high O-solubility in Ti ensures zone II type growth and a preferential out-of-plane texture is 
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repeated nucleation. Cr �ilms are usually grown in zone T, which is typically 
observed for BCC metals at low homologous temperatures. Hence, the Cr �ilm also exhibits a preferential out-of-plane texture. 
Table 7.3: Deposition rate (𝜋), impurity-to-metal �lux ratio (𝐽𝑂/𝐽𝑀), and solubility of oxygen in the solid metal at room temperature [11, 12, 13, 14, 15]. 
element 𝑹 (nm/min) 𝑱𝑶/𝑱𝑴 O solubility Al 25.7 3.0·10-1 low Cr 20.3 2.8·10-1 high Cu 57.5 1.0·10-1 low Ta 23.4 3.7·10-1 low Ti 8.5 1.0 high  
7.4.2 Binary Alloys Of the 10 deposited binary alloys, 3 exhibit a crystalline structure (AlCu, CrCu and TaTi), the 7 others are XRD-amorphous. Figure 7.2 shows that the crystalline 
�ilms all exhibit the BCC structure, with the following lattice parameters: AlCu: 291.9 pm, CrCu: 292.6 pm, and TaTi: 337.8 pm. It is also observed that these 3 
�ilms all have a <110> out-of-plane texture. BCC metals typically exhibit zone T growth (see section 3.6.3), hence these results imply that also the binary alloys were deposited in zone T conditions. 
The AlCu �ilm was studied in more depth with TEM (see Figure 7.3). The �ilm cross section clearly displays a columnar microstructure with an average column width of 30 nm. The evolutionary grain overgrowth observed at the base of the 
�ilm indicates that the �ilm was deposited in zone T. The electron diffraction pattern indicates the presence of a single BCC structure.  
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Figure 7.2: XRD patterns of the binary (a-c) and ternary (d) alloys that exhibit a crystalline phase. In all 4 cases, a single BCC solid solution is formed. 
    
 
Figure 7.3: (a) Cross-sectional TEM bright-�ield image and (b) HRTEM image of the AlCu thin �ilm. A columnar microstructure with an average column width of 30 nm is observed. (c) The selected-area electron diffraction pattern indicates a single BCC structure. 
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7.4.3 Multi-Element Alloys The larger number of constituents favors the formation of amorphous alloys. Out of the 16 ternary, quaternary and quinary alloys, only the ternary AlCrCu alloy  exhibits a crystalline BCC phase with a lattice parameter of 297.0 pm (see 
Figure 7.2(d)). Also this �ilm exhibits a preferential out-of-plane texture. The 
amorphous �ilms all exhibit a similar XRD pattern. Figure 7.4 shows a typical XRD pattern with the characteristic wide peak (PDP) and the second, broader halo which are representative for the amorphous phase. Unfortunately, the second halo overlaps with the background signal (a-SiO2) and can therefore not be used in the analysis. The position, FWHM, and intensity were determined by 
�itting the PDP with a Voigt pro�ile. For one sample (CrTaTi) the fully amorphous 
nature was con�irmed with TEM, as shown in Figure 7.4. The HRTEM micrograph only reveals a maze-like pattern, and the FFT pattern shows, besides the central spot and a diffuse ring, no other features.  
 
Figure 7.4: (a) XRD pattern of the amorphous CrTaTi alloy. Apart from shifts in the peak position, 
FWHM, and intensity, all amorphous �ilms exhibit a similar XRD pattern. Unfortunately, the second halo overlaps with the background signal (i.e. a-SiO2). The inset shows the Voigt pro�ile �itting of the PDP. (b) HRTEM image of the amorphous CrTaTi alloy. The inset shows the FFT pattern. Except for the central spot and a diffuse ring, no other features are found. 
7.5 Intrinsic Stress In the following sections, only the amorphous alloys will be discussed. The 
intrinsic stress of the amorphous thin �ilms was measured with the sin2ψ-method (see section 4.6.4). All �ilms except one (CrCuTi) exhibit a compressive intrinsic stress which becomes stronger as the molar mass of the alloy increases, i.e. the stress depends on the �ilm composition (see Figure 7.5(a)). As several authors have described, the compressive intrinsic stress can be attributed to the atomic peening effect whereby energetic particles strike the �ilm [16, 17, 18]. These energetic particles are predominantly incoming sputtered particles and 
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backscattered neutral gas atoms. The neutralized gas re�lection probability scales with the mass ratio of the target atoms to the inert gas atoms [19]. As the atomic mass of Ta is much larger than the other elements, only Ta atoms are ef�icient backscatter centra. The probability for Ar backscattering was calculated with SRIM [20] for 400 eV Ar+ ions and is shown in Figure 7.5(b) . 
   
Figure 7.5: (a) Intrinsic stress of the amorphous thin �ilms as a function of the alloy mass. (b) Probability for Ar backscattering as a function of the mass ratio of the target and Ar atoms (calculated with SRIM for 400 eV Ar+ ions). 
Additionally, the average kinetic energy of the incoming particle �lux depends on the number of collisions in the gas phase and is also mass-dependent. Ta atoms have a high persistence, i.e. their trajectory and energy is less affected by collisions while moving through the gas phase (see section 2.6) [2]. If e.g. a Cr atom and a Ta atom arrive at the substrate with the same energy (let us assume 20 eV), then the momentum of the Ta atom is almost 2 times higher due to its large atomic mass. Due to these effects, the energy distribution of the sputtered Ta atoms and especially of the backscattered Ar atoms contains a non-negligible fraction of energetic atoms (>100 eV). Figure 7.6 shows the energy distribution of the sputtered Ta and Cr atoms, and of the backscattered Ar atoms on Ta and on Cr, as calculated with SRIM. The fraction of Ar atoms that gets backscattered on light elements is insigni�icant as compared to Ta. 
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Figure 7.6: Energy distribution of the sputtered Ta and Cr atoms, and of the backscattered Ar atoms on Ta and Cr. Calculated with SRIM for 400 eV Ar+ ions. The maxima of the distributions are not shown to increase the visibility of the energetic, backscattered Ar atoms on Ta. Several authors showed that the compressive stress scales with the momentum per arriving metal atom [17, 18, 22, 23]. In this study, only the Ar atoms that are backscattered on Ta and the sputtered Ta atoms themselves deliver a considerable amount of momentum to the growing �ilm. The momentum-driven process induces several effects such as atomic displacements, forward sputtering 
and recoil damage which densify the �ilm and lead to a compressive stress. As the atomic displacement energy (𝐸𝑑) for most metals is about 25 eV [20, 21], it is possible to calculate the required momentum to move a metal atom one atomic spacing away from its original site. The weighted average of the alloy’s constituents gives, on average, the required momentum per atom to induce atomic displacements in a certain alloy: 
𝑝𝑐𝑟𝑖𝑡 = �2𝑚𝑎𝑘𝑘𝑡𝑦𝐸𝑑𝑁𝐴  where 𝑚𝑎𝑘𝑘𝑡𝑦  is the average atomic mass of the alloy, and 𝑁𝐴 is Avogadro’s constant. The energy and the momentum per arriving atom can be calculated with SRIM [20] and SIMTRA [24] by using the following procedure. First, it is assumed that the powder target is in steady state and the relative surface fraction of each constituent element can be calculated with the model of Cohen & Riess (see appendix B). For equimolar targets, the steady-state surface fractions are: 
𝑓𝐼𝐼,1 = 𝑌2𝑌1+𝑌2 for binary alloy targets. 
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𝑓𝐼𝐼,1 = 𝑌2𝑌3𝑌1𝑌2+𝑌1𝑌3+𝑌2𝑌3 and 𝑓𝐼𝐼,2 = 𝑌1𝑌3𝑌1𝑌2+𝑌1𝑌3+𝑌2𝑌3 for ternary alloy targets. 
𝑓𝐼𝐼,1 = 𝑌2𝑌3𝑌4𝑌1𝑌2𝑌3+𝑌1𝑌2𝑌4+𝑌1𝑌3𝑌4+𝑌2𝑌3𝑌4, 𝑓𝐼𝐼,2 = 𝑌1𝑌3𝑌4𝑌1𝑌2𝑌3+𝑌1𝑌2𝑌4+𝑌1𝑌3𝑌4+𝑌2𝑌3𝑌4, and 𝑓𝐼𝐼,3 =
𝑌1𝑌2𝑌4
𝑌1𝑌2𝑌3+𝑌1𝑌2𝑌4+𝑌1𝑌3𝑌4+𝑌2𝑌3𝑌4
 for quaternary alloy targets, and 
𝑓𝐼𝐼,1 = 𝑌2𝑌3𝑌4𝑌5𝑌1𝑌2𝑌3𝑌4+𝑌1𝑌2𝑌3𝑌5+𝑌1𝑌2𝑌4𝑌5+𝑌1𝑌3𝑌4𝑌5+𝑌2𝑌3𝑌4𝑌5, etc. for quinary alloy targets, where 
∑ 𝑓𝐼𝐼,𝑖 = 1𝑛𝑖=1 , and 𝑌𝑖  are the respective sputter yields. Next, the sputter yield, and energy distribution of each element is calculated with SRIM for an average Ar+ energy of 380 eV. As the cathode current density is known, the impinging Ar+ �lux on the racetrack can be calculated with: 
𝐽𝐴𝑟 = 𝐼𝑑𝐸�1 + 𝛾𝐼𝐼𝐼𝐼,𝑠𝑓𝑓�𝑒 where 𝑒 = 1.602 ∙ 10−19 C is the elementary charge, 𝐸 ≈ 8.66 cm2 is the area of the racetrack, 𝛾𝐼𝐼𝐼𝐼,𝑠𝑓𝑓  is the effective secondary electron emission yield (see 
section 2.2), and 𝐼𝑑 = 0.17 A is the cathode current. The backscattered Ar �lux 
and sputtered atom �lux can be calculated by using the relative surface fractions, sputter yields, and incident Ar+ �lux. The results of the SRIM calculation are then 
used as input �ile in SIMTRA. The dimensions of the vacuum chamber, the Ar pressure, the target-substrate distance, and the target dimensions were all 
implemented in SIMTRA. Both for the sputtered particle �lux and backscattered 
Ar �lux, a heart-shaped angular distribution pro�ile was used. SIMTRA then allows to calculate the fraction, energy and momentum distribution of the impinging 
atom �lux on the substrate. It is important to note that the momentum of a sputtered atom is �2𝑚𝑖𝐸𝑖 , where 𝑚𝑖  and 𝐸𝑖  are its atomic mass and energy. The momentum transfer of a backscattered atom is, however, 2�2𝑚𝐴𝑟𝐸𝐴𝑟 , as Ar atoms undergo an elastic collision at the �ilm surface [25]. Only a small fraction of 
the Ar atoms becomes implanted in the �ilm. Also, as the average mass of the 
incoming atomic �lux is similar to the average mass of the �ilm, it is assumed that the momentum transfer factor is 1 [26]. The momentum per arriving atom, or so-
called MPA, is then calculated by dividing the total incoming momentum �lux by 
the total metal �lux. Typical values are in the order of 6 ∙ 10−22 𝑘𝑔 𝑚
𝑎𝑡 𝑠  for �ilms 
without Ta or Ar bombardment, to an order of magnitude higher for �ilms with a 
signi�icant amount of bombardment. To compare the intrinsic stress of various alloys, the MPA is divided by the average required momentum to induce atomic 
Increasing the Complexity 157  displacements. This ratio, or the effective displacement number, represents the number of possible displacements per incoming atom.  
The in�luence of the effective displacement number on the thin �ilm stress is presented in Figure 7.7. Approximately the same behavior as in Figure 7.5 is found. An increase in the average target mass, and consequently in the effective displacement number, increases the compressive stress. Again, a clear demarcation between the alloys with and without Ta can be observed. Of the 10 
�ilms with a low compressive stress (|𝜎|<2 GPa), only 3 contain the heavy element Ta. Of the 12 other amorphous alloys that exhibit a higher compressive stress (|𝜎|>2 GPa), 11 contain Ta. Of course, the previous calculation is only an approximation of the momentum transfer during �ilm deposition. Firstly, the atomic displacement energy of 25 eV is only an average of various transition metals. This value varies for incidence on different crystallographic planes. A close-packed plane exhibits a higher surface density and therefore the corresponding displacement energy is higher as compared to other crystallographic planes. There is also a correlation between the average atomic displacement energy and the atomic mass and atomic number of the bombarded element. Secondly, atoms with a suf�icient momentum for penetration, but just below the threshold for atomic displacement, may still create vacancies by moving atoms a shorter displacement distance than one atomic spacing [21].  As will be discussed in the next section, not only the effective displacement number (i.e. the degree of kinetic bombardment) determines the stress of 
amorphous thin �ilms. Also the inherent atomic-level structure, intrinsic atomic 
stability, and packing ef�iciency have a considerable in�luence on the compressive stress value.  
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Figure 7.7: Intrinsic stress of the amorphous thin �ilms as a function of the effective displacement number (see text for de�inition). The color code of the markers represents the Ehrenfest ratio, which is a measure for the atomic bond-shortening (see section 7.6). In general, the alloys which contain Ta exhibit a higher compressive stress. The denoted group of alloys, which have more or less the same average mass and therefore receive the same amount of momentum per arriving atom, show a decrease in the compressive stress with increasing Al concentration. 
7.6 Power-Law Scaling Behavior In the previous chapter it was shown that the power-law scaling behavior of Zr-
Cu BMGs and thin �ilms is comparable. This result implied that the atomic-level 
structure (SRO and MRO) of BMGs and TFMGs must be the same. Now it is possible to extend this hypothesis and study the in�luence of the kinetic effects during sputtering on the atomic-level structure of a wider range of amorphous multicomponent alloys. The approach used in the previous chapter is an example of a strategy to discover the fractal dimension of a 3-dimensional structure by the so-called box counting method. In this method the number of units (boxes) 
needed to �ill a volume is counted when the unit is made consecutively smaller (or larger). A double-logarithmic plot of the number of units versus the scaling factor of the unit, results in a straight line with a slope equal to the fractal 
dimension. When the shape of the unit is modi�ied, the same slope is found, but there will be an offset between plots based on different unit shapes. An example for crystalline materials makes the above explanation more clear. Various FCC metals can all be described by the same unit, i.e. the primitive Wigner-Seitz cell, 
Increasing the Complexity 159  but the size of the unit depends on the type of element. The Wigner-Seitz cells of different FCC metals can therefore be seen as identical, but scaled units. To �ill an equivalent volume, more or less of these units will be needed. It is clear that the ratio between the volume of the Wigner-Seitz cells of two FCC metals is equal to the one-third power of the ratio of the needed number of units. Hence, a double-logarithmic plot of the Wigner-Seitz cell volume (i.e. the atomic volume) versus the Wigner-Seitz radius gives a straight line with a slope equal to three. When the same strategy is applied for BCC metals, again a straight line will be obtained with the same slope, but with a different offset for the atomic volume because the unit 
is changed. Indeed, to �ill the same equivalent volume, a different number of BCC primitive cells will be needed as compared to the number of FCC cells. Therefore, only the scaling behavior of materials with a similar structure can be compared. Hence, to apply this strategy to the multicomponent amorphous alloys, not only 
the atomic volume and the radius of the �irst coordination sphere need to be determined, but also a method to classify the alloys in different groups has to be found. The average interatomic distance or the average atomic radius 𝑟 can be calculated by using the PDP position in Ehrenfest’s equation (see section 4.6.3). As the studied samples are all void-free, monolithic thin �ilms, the obtained density from XRR measurements can be directly used to calculate the atomic volume. To classify the alloys in different groups, the packing fraction will be used: 
𝑃𝐹 = 4𝜋?̅?33𝑉𝑎  where ?̅? is the mean atomic radius. The idea is based on the discussed difference between FCC and BCC metals. A difference in the packing fraction can be seen as a measure for the difference in the atomic bonding characteristics. Also, this subdivision has a physical background as the packing fraction is directly correlated with the average atomic bond length. A packing fraction higher than 0.74 indicates that the average interatomic distance is anomalously shorter than the sum of the neighboring atomic radii. This could be attributed to the bond-shortening induced by the strong sp-d orbital coupling of the Al-TM bonds [27, 28, 29, 30, 31, 32, 33, 34]. The Ehrenfest ratio, which is the ratio of the experimental (average) atomic radius 𝑟 and the mean atomic radius ?̅?, is a measure for the bond-shortening. Bond-shortening has also been observed for other amorphous alloys such as Zr- and Al-based metallic glasses [35, 36, 37, 38, 39]. Sheng et al. have calculated the bond distance in Al-based metallic glasses with ab-initio DFT calculations [39]. Their values correspond reasonably well with the Al-TM bond distances in this study (see Table 7.4). 
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Table 7.4: Atomic bond length of the binary amorphous Al-based alloys. The Goldschmidt value is the sum of the atomic radii by assuming that the atoms are hard spheres in close contact. The XRD value is the experimental interatomic distance of the thin �ilms. The DFT value is the calculated distance for Al-based BMGs [39]. 
alloy 
bond length (Å) 
Goldschmidt XRD DFT Al-Cr 2.68 2.62 2.52 Al-Ta 2.86 2.85 2.72 Al-Ti 2.88 2.81 2.78  The alloy groups were formed according to a strategy that minimizes the standard deviation of the packing fraction per group. This allowed to conclude 
that the average packing fraction of the groups are signi�icantly different from each other (according to a t-test with a 95 % con�idence interval). The packing fraction of one sample (AlCr) had a value of 0.82 and could not be attributed to any of the groups, and was therefore excluded from the analysis. 
The �inal result of the measurements and the classi�ication strategy is presented in Figure 7.8, which shows the power-law scaling behavior of the amorphous 
alloys. The linear �its through the data points are only acceptable for the 
ef�iciently-packed alloys which exhibit bond-shortening (PF > 0.74). The fractal dimension of the alloys with the highest packing density (𝐷𝑓 = 2.29 for AlTi, AlCrTi, AlCuTi and AlCrCuTi) and second-highest packing density (𝐷𝑓 = 2.31 for AlTa, CuTi, AlCuTa, CrCuTi and AlCrCuTaTi) are not signi�icantly different from the fractal dimension for metallic glasses as determined by Ma et al. (𝐷𝑓 = 2.31) [40], and clearly signi�icantly different from 3 (according to a t-test with a 95 % 
con�idence interval). For the �ilms with a lower packing fraction, a higher fractal dimension is found, and these dimensions are not signi�icantly different from 3. 
Figure 7.8 summarizes a few interesting trends. Firstly, the alloys that are 
ef�iciently packed exhibit the same fractal dimension as published by Ma et al. [40]. This implies that the fractal-like atomic organization is not restricted to Zr- or La-based metallic glasses. It seems that the scaling behavior as proposed by Ma et al. can be transferred to other complex alloys and these compositions can be deposited by magnetron sputter deposition. However, this general conclusion should be treated with some caution. As Figure 7.8 shows, the box-counting 
dimension of the alloys with a lower packing fraction is not signi�icantly different from 3, which indicates that these compositions are fully amorphous, randomly-
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scale is not fractal. At �irst sight, the correlation with the stress state of the thin 
�ilms indicates a strong in�luence of the deposition conditions. Indeed, the bombardment by energetic species such as re�lected neutrals and sputtered Ta atoms could destroy the local order and convert the metallic glass into a randomly-ordered amorphous material. But as will be discussed further, the essential driving force for the formation of SRO and MRO in amorphous materials is the composition. The MRO of metallic glasses such as Zr-Cu is characterized by the packing of interconnected polytetrahedral clusters such as the icosahedron. Hence, the prerequisite for a fractal packing scheme is the presence of polyhedral clusters at the local atomic scale. In other words, the synthesis of an alloy composition which is conform with the �irst and second empirical rules of Inoue [41] will result in an amorphous, randomly-ordered solid. Certainly, amorphization is favored in multicomponent systems whereby the atomic size disparity is high. It is, however, Inoue’s third rule which governs the formation of favored polyhedral clusters: the mixing enthalpy between the constituents must be very negative. In the Al-Cr-Cu-Ta-Ti system, only the sp-d hybridisized Al-TM bonds are in accordance with Inoue’s third rule.  
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Figure 7.8: Double-logarithmic plots showing the power-law scaling of the average atomic radius (𝑟) versus the atomic volume (𝑉𝑎) of the amorphous thin �ilms. A classi�ication based on the packing fraction was made. The black dashed lines are the linear �its of the thin �ilms whereby 𝐷𝑓 represents the fractal dimension. The blue dashed line represents the power law as determined by Ma et al.  (𝐷𝑓 = 2.31) [40], the dashed grey lines represent the power laws for ideal FCC and BCC structures (𝐷𝑓 = 3). The composition and the intrinsic stress of the �ilms are visualized with color coded markers.   
Increasing the Complexity 163  The rapid-quenching of Al- and Ti-based alloys has been known to produce icosahedral phases. For example, quasicrystalline phases have been found in Al-Ti systems [42, 43]. In general, Al prefers to bond to transition metals, and compositions with large fractions of both Al and TMs can minimize their energy by surrounding each atom with unlike atoms. If also the atomic size ratio is small, then nearly-perfect polyhedral clusters can be formed. It is therefore no 
coincidence that especially the �ilms with large concentrations of Al and Ti exhibit a fractal scaling behavior. The atomic radii of Cr and Cu are similar, so the AlCrTi, AlCuTi and AlCrCuTi alloys can be viewed as extensions of the ideal Al-Ti alloy. If the fraction of Al is decreased and/or replaced by other transition metals, the number of favored Al-TM bonds decreases, and more ‘geometrically unfavored motifs’ (GUMs as coined by E. Ma) will be formed [44]. Furthermore, these GUMs are the regions with a lower stability (or soft spots) as compared to the rigid icosahedra and are more susceptible to deformation [45]. The stress buildup 
during �ilm growth is therefore more pronounced for compositions whereby intrinsically more GUMs are formed, i.e. the alloys with low amounts of Al-TM bonds. This behavior can be made more clear when the denoted group of Ta-containing alloys is considered in Figure 7.7. As these compositions have more or less the same average mass and therefore receive the same momentum per 
arriving atom during �ilm growth, the kinetic effect alone cannot explain the observed trend. However, an increase in the fraction of Al-TM bonds, i.e. an increase in the bond strength, which is represented by the Ehrenfest ratio, results in a decrease in the compressive stress. Hence, both interconnected parameters, 
the composition and the kinetic effects during thin �ilm growth, will steer the box-counting dimension closer to or equal to 3, i.e. a transition towards a fully-amorphous structure without icosahedral SRO.  
7.7 Kinetic vs. Compositional Effects In the previous analysis, it was shown that primarily the amorphous alloys with large fractions of Al-TM pairs are ef�iciently packed and exhibit a low compressive stress. On the other hand, 11 of the 12 less-ef�iciently packed alloys with a large compressive stress contain the heavy element Ta. Hence, one might speculate to the origin of this lower packing ef�iciency. There are two possible 
explanations: (i) the low packing ef�iciency is the result of the interplay between the topological and chemical parameters during the formation of the atomic structure. Or (ii), the Ta-induced atomic bombardment during sputter deposition destroys the intrinsically well-packed structure. In other words, would the Ta-
containing alloys also exhibit a low packing ef�iciency if they were synthesized by another vapor deposition technique without kinetic bombardment effects, e.g. by thermal or e-beam evaporation. To use evaporation deposition is out of the scope 
164 Chapter 7  of this study, but it is, however, possible to decrease the kinetic effects during magnetron sputtering by adjusting the deposition conditions. To demonstrate this hypothesis, the alloy with the lowest packing fraction was chosen (CrCuTa), and 500 nm thin �ilms were deposited at various Ar pressures 
𝑝, and target-substrate distances 𝑑 (at a constant cathode current of 0.12 A). By increasing the pressure-distance product 𝑝 ∙ 𝑑, both the sputtered and backscattered Ar atoms will be affected more by collisions in the gas phase. Heavy atoms such as Ta have a high persistence, and therefore maintain more or less their original ejection direction. The lighter elements Cr and Cu will be affected more by collisions and therefore their average energy will decrease. As discussed in section 2.8.2, the initial ejection pro�ile of a powder target has a heart-formed shape, which implies that more atoms will leave the target at oblique angles. If the pressure-distance product  𝑝 ∙ 𝑑 is increased, the direction of the Cr and Cu atoms is altered, whereas the direction of the Ta atoms remains almost unchanged. Therefore, an increase in 𝑝 ∙ 𝑑 also changes the compositional 
�lux towards the substrate, i.e. a decrease in the Ta fraction is observed (see 
Figure 7.9(a)). Hence, it is dif�icult to synthesize CrCuTa alloys of exactly the same composition at different values of 𝑝 ∙ 𝑑. Still, the change in the composition is minor (max. 15 at.%) whereas the change in 𝑝 ∙ 𝑑 is much larger (a factor 8). To 
be able to compare the �ilms at various values of 𝑝 ∙ 𝑑, again the effective displacement number was calculated (see the procedure in section 7.5). Similarly, the EPA was measured. Figure 7.9(b) shows that the effective displacement number and EPA decrease with 𝑝 ∙ 𝑑. Also, the �ilm stress and density were measured. Figure 7.9(c) indicates that, on average, the compressive stress is decreased with 𝑝 ∙ 𝑑. 
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Figure 7.9: (a) Atomic fraction of the constituents. (b) Effective displacement number (�illed markers) and EPA (open markers), and (c) �ilm stress as a function of the pressure-distance product  𝑝 ∙ 𝑑. In the previous analysis of the Al-Cr-Cu-Ta-Ti system, all alloys were deposited at the same deposition conditions (2.8 Pa·cm and 0.17 A), so all �ilms were monolithic and void-free. This allowed us to calculate the packing fraction 
directly from the �ilm composition and �ilm density. In this case, the CrCuTa �ilms were deposited at various values of 𝑝 ∙ 𝑑. Film deposition at high 𝑝 ∙ 𝑑 typically 
results in underdense �ilms with voids and micropores, hence the obtained �ilm density is not directly linked to the atomic packing ef�iciency. To overcome this 
drawback, the density ratio, i.e. the ratio of the measured �ilm density and theoretical bulk density, was calculated: 
166 Chapter 7  
𝜌𝑓𝑖𝑘𝑚
𝜌𝑏𝑠𝑘𝑘
= 𝜌𝑓𝑖𝑘𝑚,𝑋𝑅𝑅 ∑ 𝑐𝑖 𝑚𝑖𝜌𝑖𝑛𝑖=1∑ 𝑐𝑖𝑚𝑖𝑛𝑖=1  where 𝑚𝑖  and 𝜌𝑖  are the constituent’s atomic mass and bulk density. Figure 7.10 shows that there is a correlation between this density ratio and the parameters 
that drive the �ilm growth, i.e. the effective displacement number and the EPA. 
 
Figure 7.10: Density ratio as a function of the effective displacement number (lower axis, �illed markers) and as a function of the EPA (upper axis, open markers). The grey dashed line and arrows are guides for the eye. The numbers are explained in the text.  Film deposition at low effective displacement number and low EPA results in 
underdense �ilms. Hence, by decreasing 𝑝 ∙ 𝑑, these parameters increase and the density ratio increases as well (arrow 1 in Figure 7.10). At a certain set of deposition conditions, i.e. at intermediary values of 𝑝 ∙ 𝑑, the �ilm is monolithic and void-free, and the �ilm density is approximately the same as the theoretical bulk density for that composition. Therefore, at intermediary 𝑝 ∙ 𝑑, the density ratio is equal to 1. Once the optimum deposition conditions have been reached (at intermediary 𝑝 ∙ 𝑑), the �ilms are already monolithic and any further increase in 
EPA does not change the �ilm density. However, it is observed that a further decrease in 𝑝 ∙ 𝑑, and consequently an increase in EPA and in the effective displacement number, decreases the �ilm density (arrow 2 in Figure 7.10). As expected, this behavior cannot be explained based on the EPA-concept [23, 25]. At too high effective displacement numbers, the intrinsic atomic structure is 
Increasing the Complexity 167  destroyed by the atomic peening effect (see section 7.5). The kinetic bombardment of momentum-rich species such as sputtered Ta and backscattered 
Ar atoms creates excess free volume which results in a lower �ilm density, and therefore a larger compressive stress is observed (see Figure 7.9(c)). Furthermore, it is important to note that the amorphous CrCuTa alloy exhibits a positive Gibbs free energy. As can be seen in Table 7.1, only the Cr-Ta pair exhibits a negative mixing enthalpy, the Cr-Cu and Cu-Ta pairs exhibit a positive mixing enthalpy. In other words, only one atomic pair has the tendency to mix, the other two have no such tendency. Therefore, a too high degree of kinetic bombardment could destroy the intrinsic interatomic bonds and induce atomic rearrangements. Additionally, the implantation depth of the heavy Ta atoms is a 
couple of AÅ  and therefore the Ta atoms can rearrange the atomic con�iguration of already built-in layers. Also, the heat that is released by the slowing-down of the Ta atoms can be employed to relax the atomic structure. So yes, some degree of kinetic bombardment is required to obtain dense �ilms, but if the kinetic effects outweigh the diffusion-related effects, the �ilm density is again decreased.  
These results imply that by �ine-tuning the deposition conditions, the �ilm density of the CrCuTa alloys can be changed, but the maximum-obtainable density ratio is 1. Hence, it is not possible to synthesize ‘overdense’ �ilms as for the alloys that contain Al-TM bonds. As the CrCuTa alloy does not contain strong covalent bond-formers, the alloy does not exhibit bond-shortening, and the atomic-level structure is determined by the packing of ‘hard sphere-like’ atoms. Hence, for the CrCuTa system, both the formulated hypotheses are true: (i) the intrinsic 
chemical composition de�ines the maximum packing ef�iciency, and (ii) the kinetic effects can alter the atomic structure, but cannot increase the packing 
ef�iciency by a substantial margin. In other words, the atomic peening effect does not densify amorphous �ilms which are already dense. 
7.8 Phase Formation 
7.8.1 Empirical Results As mentioned in section 7.4, the XRD measurements showed that out of the 26 different alloys, only 4 exhibit a crystalline solid solution, the other 22 alloys are amorphous. In sections 7.5 and 7.6, the relationship between the intrinsic stress 
and the atomic structure of the amorphous �ilms was discussed. It was revealed 
that the amorphous alloys could be divided into two categories. The �irst category contains alloys with a large fraction of Al-TM bonds, and these �ilms exhibit an 
ef�icient atomic-level packing and a low compressive stress. The second category is dominated by the Ta-rich alloys, and these �ilms exhibit a lower atomic-level 
packing ef�iciency and a high compressive stress. However, the origin of the 
168 Chapter 7  phase formation was not yet considered. Therefore, in this section the reason why many alloys are synthesized as an amorphous �ilm, and some as a crystalline solid solution, will be discussed. In section 5.2.2, two models that describe the stability of the solid solution, were introduced. Egami’s topological model describes the instability of binary solid solutions based on a critical lattice distortion. The critical solute concentration to promote amorphization in binary alloys can be calculated based on the atomic size ratio of the constituents. For multicomponent alloys, this model is not directly applicable as there is no clear distinction between solute and solvent elements. If a maximum error of 2 % on the atomic radius is taken into account, the elements in this study can be divided into two groups: large elements (Al, Ta and Ti) and small elements (Cr and Cu). In this way, all the studied multicomponent alloys can be regarded as pseudo-binary alloys from a topological point of view. Based on the relative atomic fractions, for each composition a solute and a solvent element group can be denoted. Subsequently, the critical amorphization threshold can be calculated and compared with the actual solute concentration. If the actual solute concentration exceeds the critical threshold and the formed phase is indeed the amorphous phase, then Egami’s model gives a correct prediction of the phase formation. It should be remarked that for some alloys, Egami’s model does not predict the amorphous phase over the entire composition range, as the atomic size mismatch is negligible. Miedema’s thermodynamic model is the second method to estimate the relative stability of the solid solution and amorphous phases. It states that the amorphous phase is favored over the solid solution if the corresponding Gibbs free energy is lower (see section 5.2.2.3). However, it must be emphasized that Miedema’s model is only valid in the case that the Gibbs free energies are negative. Hence, the thermodynamic model is not able to predict the phase formation of the immiscible alloys (CuTa, CrCuTa, CrCuTi, CuTaTi, and CrCuTaTi). It could be argued that the phase with the smallest positive Gibbs free energy will be the resulting phase, but the alloys in this study do not support this assumption. Ma discussed the phase formation of immiscible alloys in great detail in a review article [46]. Besides the absolute value of the formation enthalpy, the effective quench rate of the system is crucial. It was shown that for vapor deposition techniques with a very high quench rate, such as sputtering, nanometer-scale spinodal decomposition is inhibited and homogeneous, amorphous phases can be formed. Consequently, the kinetic constraints during sputter deposition of immiscible alloys favor the formation of homogeneous amorphous phases.   
Increasing the Complexity 169  For all the studied alloys, the phase-prediction ability of Egami’s and Miedema’s models was analyzed by calculating the corresponding parameters, and by 
examining if the prediction matches the actual phase of the �ilms. To facilitate the analysis, a diagram such as in Figure 7.11 was used. The different alloys are 
marked by a speci�ic color, and a distinction between the alloys with and without Al is made. The motivation for this distinction was explained in section 7.6. Compositions with a large fraction of Al-TM bonds exhibit bond-shortening, and therefore the constituent atoms in these alloys cannot be regarded as hard spheres. Consequently, the calculation of the atomic size ratio in Egami’s topological model is a priori incorrect. Moreover, the covalency of these strong Al-TM bonds is not solely represented by the mixing enthalpy, hence for this group of alloys also Miedema’s model should be treated with caution. In 
Figure 7.11, the experimentally-determined phases are represented by different 
marker shapes: crystalline �ilms are represented by square markers, amorphous 
�ilms are represented by round markers. The bottom and left axes represent the calculated Gibbs free energies of respectively the amorphous and solid solution phases. In the upper right part of the diagram, the Gibbs free energies of both the amorphous and crystalline solid solution phases are positive, and Miedema’s thermodynamic model is inconclusive about the most stable phase. In 
Figure 7.11, the large markers represent alloys for which Egami’s topological model gives a correct prediction of the phase formation, the tiny markers are alloys with an incorrect prediction based on Egami’s model. It can be seen that Egami’s model correctly predicts the phase of 13 alloys (large markers). If the alloys for which both Gibbs free energies are positive, are omitted, Miedema’s thermodynamic model gives a correct prediction for 7 alloys. So if both models are combined, the phase of only 15 out of 26 alloys is correctly predicted.  
170 Chapter 7  
 
Figure 7.11: Diagram to evaluate the phase-prediction ability of the thermodynamic (Miedema) and 
topological (Egami) models. The alloys are marked by a speci�ic color, and a distinction was made between the alloys with, and without Al. The empirical results, i.e. the phases of the actual �ilms, are given by square (solid solution) and round markers (amorphous). If the calculated Gibbs free energy of the solid solution phase (left axis) is lower than the calculated Gibbs free energy of the amorphous phase (bottom axis), a crystalline solid solution phase should be formed. If both Gibbs free energies are positive, the thermodynamic model is inconclusive. The large markers represent the alloys for which Egami’s topological model gives a correct prediction of the phase formation, the tiny markers are alloys with an incorrect prediction based on Egami’s model. However, as already mentioned, these models should be treated with some caution. First of all, the assumption that multicomponent alloys can be regarded as topological binary alloys is only an approximation. Currently in the topological model, a subdivision between small (Cr, Cu), and large elements (Al, Ta, Ti) is made. In this way, on the one hand Cr and Cu, and on the other hand Al, Ta, and Ti are treated as equivalent hard spheres. However, the hard sphere model is a poor approximation for alloys that exhibit a certain degree of covalency. More 
speci�ically, in certain alloys, Cu can be viewed as a hard sphere as it exhibits a 
completely �illed d-electron shell, and its weak metallic bonds are dominated by the s electrons. Cr, however, has 5 electrons in the 3d shell and 1 electron in the 4s shell. Therefore, although their atomic radii are comparable, Cr and Cu exhibit different bonding characteristics. The same is true for the group of larger 
Increasing the Complexity 171  elements. It was already discussed that Al prefers to form strong bonds with TMs. The bonding character of Ti and Ta with other TMs is, however, not straightforward. In Ti and Ta, respectively the 3d and 5d electrons contribute to 
the bonding, as the other shells are completely �illed. Secondly, the critical volume strain in Egami’s model (see section 5.2.2.2) was based on a �it for a range of 
binary alloys. The standard deviation of this �it parameter is quite large, and should be taken into account. However, even if this standard deviation is taken into account, the variation in the critical solute concentration (max. 6 at.%) is too small to explain the phase formation. Thirdly, in Miedema’s thermodynamic model, the entropy of the amorphous phase is given by the sum of the 
con�igurational entropy and an extra term to take into account the disordered nature of the amorphous phase (∆𝑆𝑎𝑚 = ∆𝑆𝑐𝑡𝑛𝑓 + ∆𝑆𝑑𝑖𝑠𝑡𝑟𝑑𝑠𝑟). Van der Kolk et al. assumed that the disorder entropy of the amorphous phase is constant, i.e. 
∆𝑆𝑑𝑖𝑠𝑡𝑟𝑑𝑠𝑟 = 3.5 𝐽
𝐾𝑚𝑡𝑘
 [47]. They determined this constant based on a �it of the melting entropy of several binary alloys, and assumed the constant to be 
somewhat lower than the result of the �it, due to the structural relaxation of the amorphous phase as compared to the liquid. The binary alloys used in their study are mainly easy glass formers, i.e. compositions with a relatively large atomic size mismatch (e.g. Cu-Zr, Co-Zr, Fe-Zr, Co-Hf, Co-W, and Ni-Hf). The alloys in this study exhibit, in general, a much smaller atomic size mismatch as compared to the alloys in the study of Van der Kolk et al. Hence, it could be argued that the enthalpy difference of the crystalline and amorphous states is lower than 3.5 ∙ 𝑇𝑚����, with 𝑇𝑚���� the average melting temperature. Likewise, also the disorder entropy is lower as compared to the easy glass formers, ∆𝑆𝑑𝑖𝑠𝑡𝑟𝑑𝑠𝑟 < 3.5 𝐽
𝐾𝑚𝑡𝑘
. Certainly for the alloys that contain Al-TM pairs and exhibit SRO and MRO, the disorder entropy is lower than of the completely-random state. If a smaller value than 3.5 𝐽
𝐾𝑚𝑡𝑘
 is used in the calculation, the markers in Figure 7.11 shift to the left. By using 50 % of the original value, i.e. 1.75 𝐽
𝐾𝑚𝑡𝑘
, the phase formation of 23 out of 26 alloys is predicted correctly. The three alloys which are still not correctly predicted are AlTi, AlTa, and AlTaTi. It is not surprising as these three alloys exhibit the most negative mixing enthalpies, and the smallest atomic size mismatch. Lastly, in the current thermodynamic calculation, the solid solution phase is taken as the competitor of the amorphous phase. However, according to the phase diagrams of the present set of base elements, there are many possible intermetallics. Hence, a more realistic calculation should take into account two kinds of crystalline phases, i.e. the solid solution phase, and the intermetallic phase at the corresponding composition [48]. 
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7.8.2 Comparison with Literature 
Long before Egami’s and Miedema’s models, the �irst model for solid solution formation was postulated in the 1920s by Hume-Rothery [49, 50]. These rules, or better, guidelines, are one of the cornerstones in metallurgy due to their simplicity and generality. They give the conditions under which an element could dissolve in a host metal and thereby form a binary solid solution. The Hume-Rothery rules state that binary solid solutions are possible if: (i) the atomic radius difference is small (typically <15 %), (ii) the crystal structures of the solute and solvent elements are equal, (iii) the valence state of the solute is higher than that of the solvent, and (iv) the electronegativity difference is small. Extensive research has expanded the usage of the Hume-Rothery rules to multicomponent alloys, such as high-entropy alloys [51, 52], structurally-complex alloys [53, 54] and quasicrystals [55, 56]. The �irst Hume-Rothery rule is of topological nature and is directly linked with Egami’s model. However, the atomic size difference 
can only be calculated for binary alloys. Nevertheless, we purpose to use the same 
classi�ication as before, i.e. a distinction between small (Cr, Cu) and large (Al, Ta, Ti) atoms can be made. To give a better view on the phase formation, the binary 
alloys will be discussed �irst. The binary alloys can then serve as templates for the alloys with more constituents. Table 7.5 gives a summary of the phase formation, and of the Hume-Rothery parameters, i.e. the crystal structures of the constituents, the atomic size difference, and the electronegativity difference.  
First the crystalline �ilms are discussed. Al and Cu both exhibit the FCC structure, the atomic radius difference is lower than the Hume-Rothery threshold, so the 
conditions for solid solution formation are ful�illed. For near-equimolar compositions, the Al-Cu alloys solidify in a disordered BCC structure (β phase) [78, 79]. Ta and Ti have a similar electronegativity and atomic radius. Although the crystal structures are different and the mixing enthalpy is slightly positive, the Ta-Ti pair forms a BCC solid solution. At ambient conditions, Ti crystallizes in the HCP structure (α phase). When the temperature is raised, Ti undergoes an allotropic transformation to the BCC structure (β phase). The stability of these phases can be altered by alloying whereas Ta acts as a β-stabilizer [84, 85]. While Cr and Cu have nearly the same atomic radius, their crystal structures are different. The Cr-Cu pair has a large positive mixing enthalpy and the phase diagram [80] shows that the two elements are completely immiscible. However, Michaelsen et al. [80] showed that over almost the entire composition range Cr-Cu solid solutions can be prepared by vapor deposition. By increasing the Cr fraction, a gradual transition from FCC to BCC solid solutions was observed. Even though the high effective quench rate during sputter deposition favors the formation of homogeneous phases, nanoscale phase separation can occur [46]. 
This �ine-grained phase separation is generally impossible to discern with XRD, as 
Increasing the Complexity 173  has been shown by Michaelsen [81]. Similarly in this study, the CrCu alloy forms a BCC structure. The other binary alloys all exhibit an amorphous phase. For AlCr, CrTa, CrTi, CuTa, and CuTi, this is understandable as the atomic size difference is rather high, and the high quench rate during sputter deposition favors amorphization. The reason why also AlTa and AlTi, combinations with a small atomic size difference, exhibit an amorphous structure is more complicated. It was already explained that these pairs form covalent-like bonds and exhibit bond-shortening. The sp-d orbital coupling induces band structure modi�ications which play a major role in the stability of TM-aluminides. Billard et al. [57, 60], Banerjee et al. [63] and Yoshioka et al. [64, 65] found that the amorphous phase is formed for intermediary compositions in the Al-Ti system. Su et al. studied the amorphization of sputter-deposited Al-Ta thin �ilms [61]. They found that as the Al fraction increases, the metallic bonding changes to covalent bonding. For low and high Al fractions, the TaAl3 is the dominant phase. The equimolar AlTa alloy exhibited TaAl3 nanocrystals in a Ta-dominant amorphous phase. In this study, no traces of the TaAl3 intermetallic phase were detected in the XRD pattern, implying 
that the AlTa thin �ilm is fully amorphous or that the size of the TaAl3 crystallites is too small to be detected with XRD. Literature on multicomponent alloys with at least three elements is pretty scarce. Some ternary phase diagrams exist, but the majority of the multicomponent alloys in this study were not yet studied. In general for multicomponent alloys, 
Inoue’s �irst empirical rule dictates that the amorphous phase is favored if the number of constituents is large [41]. In this study, all alloys with at least three 
constituents exhibit an amorphous phase, only the AlCrCu thin �ilm exhibits a crystalline BCC solid solution. This alloy can be viewed as the ternary relative of the BCC-structured AlCu and CrCu alloys. Most likely, the lattice positions of the Cu atoms are partially occupied by the small amount (22 at.%) of Cr atoms.  
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Table 7.5: Resulting phase, crystal structure of the constituents (ST = simple tetragonal lattice), atomic size difference, and electronegativity difference of the binary alloys. 
alloy 
resulting 
phase 
crystal 
structure 
constituents 
atomic size 
difference 
(%) 
∆EN references 
AlCr amorphous FCC – BCC 14.4 0.05 [57, 58, 59] 
AlCu BCC FCC – FCC 11.7 0.29 [78, 79] 
AlTa amorphous FCC – BCC/ST 0.0 0.11 [61, 62] 
AlTi amorphous FCC – HCP 2.1 0.07 [57, 60, 63, 64, 65] CrCu BCC BCC – FCC 2.4 0.24 [82, 83] 
CrTa amorphous BCC – BCC/ST 14.4 0.16 [66, 67, 68] 
CrTi amorphous BCC – HCP 16.8 0.12 [69, 70] 
CuTa amorphous FCC – BCC/ST 11.7 0.40 [71, 72, 73, 74, 75] CuTi amorphous FCC – HCP 14.1 0.36 [76, 77] 
TaTi BCC BCC/ST – HCP 2.1 0.04 [85, 86, 87] 
7.9 Conclusion A wide range of complex, multicomponent alloys has been synthesized by 
magnetron sputtering of powder targets. The bene�it of using powder targets is that only one cathode is needed, and consequently there is a direct link between 
the �ilm properties and the deposition conditions. However, the inherent impurities present in the vacuum chamber and powder target, combined with the 
low deposition rates, can alter the �ilm growth mode. The atomic-level structure of the amorphous alloys could be examined by using the methodology of the previous chapter, i.e. the power-law scaling behavior allowed to determine the fractal dimension of the atomic packing. It was shown that the driving force for amorphization and for the formation of icosahedral clusters, is the alloy 
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composition, not the synthesis method. More speci�ically, the alloys with a large fraction of Al-TM bonds have a high atomic packing ef�iciency and their atomic-level structure can be described by a fractal power law. The alloys with a large fraction of heavy Ta atoms exhibit a large compressive stress, a lower packing 
ef�iciency, and their space �illing cannot be described by a fractal scaling law. Hence, these alloys exhibit a randomly-ordered atomic structure and do not possess icosahedral SRO and MRO, or only to a much lesser extent. This shows 
that the kinetic effects during �ilm growth can alter the intrinsic alloy structure, and as always in sputter deposition: the close interlink between the deposition conditions and the composition determines the �ilm properties.   
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 8 An Introduction to High-Entropy Alloys 
8.1 Introduction Alloys are mixtures of different metals at the atomic level, whereby the resulting mixture, i.e. the alloy, still has the features of a metal. Hence, alloys are characterized by metallic bonding. Humankind quickly found out that by mixing several metals, new materials with much better properties as compared to the base metals could be created. Some 5000 years ago, mankind started to experiment with smelting ores, and it was discovered that if copper and tin were smelted together, the resulting material, which is bronze, had improved properties as compared to pure copper and tin. The discovery of alloying was so important that it became the name of an era, i.e. the Bronze age. Since then, metallurgy has progressed immensely, and many new materials with various properties have been discovered. To cope with the ever-increasing demand of better and multi-functional materials, the materials’ complexity has increased likewise. Out of these alloys, steel, which is an alloy of iron and mainly carbon, is 
182 Chapter 8  maybe the most important material up to date. By alloying extra elements, such as chromium, nickel, manganese, and molybdenum, the corrosion resistance, 
hardness, ductility, and toughness of steel can be improved. Nevertheless, the concept that an increased complexity enhances the material properties, is not only relevant for alloys. Also ceramics and polymers bene�it from an enhanced material complexity. For example, multi-element complex nitrides, oxides, and carbides prove to be valuable materials in the tooling industry.  Although conventional alloys can be tremendously complex materials, the selection, design, and production are typically based on one or two principal elements, and a range of minor alloying elements. For example, conventional steel contains at most only couple of atomic percent of carbon. This alloy concept has led to many important materials, but still, it limits the degrees of freedom in the alloy composition [1]. Therefore, materials science in general, and alloying in 
speci�ic, have not yet been fully explored, and by abandoning the classical one-principal-element concept, a vast space of unexplored materials awaits to be discovered. At the end of the 20th century, two research groups independently of each other, abandoned the conventional alloy concept, and proposed a new alloy concept. In the 1990s, Cantor et al. started to study several equiatomic alloys whereby many different elements were mixed in equal proportions. For example, they studied a multicomponent alloy consisting of 20 different elements with 5 at.% each. It was observed that the as-cast 20-element alloy was brittle and exhibited several crystalline phases [2]. However, it was also observed that, surprisingly, the alloy 
was dominated by a single FCC phase rich in Co, Cr, Fe, Mn, and Ni. Cantor et al. further studied the Co20Cr20Fe20Mn20Ni20 alloy, and found that this composition readily formed a single FCC solid solution, which was solidi�ied dendritically. This 
phase also could dissolve other transition metals (TMs) such as Nb, Ti, and V. It was also observed that more electronegative elements, such as Ge and Cu, were less soluble in the FCC solid solution, and segregated to the interdentritic regions. Also in the late 1990s, but independently of Cantor, the group of Yeh explored 
equiatomic multicomponent alloys based on Al, Cr, Co, Cu, Fe, Ni, Mo, Pd, Ti, V, and Zr [3, 4, 5]. The main difference with the work of Cantor, is that the group of Yeh also focused on the properties of these multicomponent alloys, and studied different synthesis methods, e.g. conventional casting, rapid solidi�ication, thermal spraying, and magnetron sputtering. They found that certain compositions were readily synthesized as single-phase alloys. For example, the 
CoCrCuFeNi alloys formed a single FCC phase, whereas the Al50-CoCrCuFeNi and 
AlCoCrCuFeNiTiV alloys formed a single BCC phase. As all these multicomponent 
An Introduction to High-Entropy Alloys 183  alloys exhibit a high mixing entropy (see further), Yeh coined the term high-entropy alloy (HEA). A couple of years later, Senkov et al. found compositions 
(e.g. HfNbTaTiZr, CrNbMoTaTiZr, and MoNbTaV) that formed single-phase BCC structures [6, 7]. These refractory HEAs contained mostly refractory metals and exhibited promising properties such as a high hardness and an improved oxidation resistance [8]. Succeeding these discoveries, a steady �low of research articles is published each year. 
8.2 De�inition of HEA 
The degree of complexity in a material system is given by the con�igurational (or mixing) entropy (∆𝑆𝑚𝑖𝑥). According to Boltzmann’s hypothesis, the mixing entropy gives the change in entropy during the formation of a solid solution from 
N elements whereby the fraction of each element is denoted by ci:  
∆𝑆𝑚𝑖𝑥 = −𝜋�𝑐𝑖 ln 𝑐𝑖𝑁
𝑖=1
 
where R is the gas constant and ∑ 𝑐𝑖𝑁𝑖=1 = 1 [9]. The mixing entropy of an alloy is maximal if its constituent elements are in equiatomic proportions. For equiatomic alloys, the mixing entropy increases with the number of elements (𝑁), according to ∆𝑆𝑚𝑖𝑥 = 𝜋 ln𝑁. Therefore, the mixing entropy of equiatomic, multicomponent alloys is a priori larger than for conventional alloys, hence the name HEA. Obviously, there are other contributions to the total entropy, such as the vibrational, magnetic disorder, and electronic disorder entropy. If the HEA is constituted of mainly magnetic elements, then the magnetic disorder entropy could become important. Also, at high temperatures, the vibrational entropy can 
become signi�icant. However, as Lucas et al. pointed out, it is the difference in vibrational entropy between phases that plays a role [10]. For conventional HEAs which mainly contain TMs, the difference in vibrational entropy between the solid solution phase and the separate pure metals is an order of magnitude 
smaller than the con�igurational entropy. Hence, for HEAs the con�igurational entropy is typically the most dominant contribution [11, 12]. 
HEAs are de�ined as alloys that contain at least �ive different principal elements, whereby each element has an atomic concentration between 5 and 35 at.% [3]. Later, Miracle [13] and Yeh [11] suggested an alternative criterion, and de�ined HEAs as those alloys with a mixing entropy larger than 1.5𝜋. For example, equiatomic 5-element alloys have ∆𝑆𝑚𝑖𝑥 = 1.61𝜋. Conventional alloys have a mixing entropy that ranges from 0.22𝜋 for low-alloy steels to about 1.15𝜋 for 
184 Chapter 8  stainless steels [11]. The underlying origin of this criterion is discussed in 
section 8.3.1. In chapter 5, metallic glasses were studied. The GFA (glass-formation ability) of a 
certain composition could be estimated by Inoue’s empirical rules. His �irst rule, i.e. ‘glass formation is favored in multicomponent systems consisting of more than 3 elements’, was crucial in the search for better glass-forming compositions. For example, one of the best glass formers is the quinary Zr41.2Ti13.8Cu12.5Ni10.0Be22.5 alloy (Vitreloy). Obviously, there is large overlap between the two material categories, i.e. between HEAs and metallic glasses [14]. Therefore, the concepts introduced in chapters 5, 6, and 7 will be employed to study HEAs. There are, however, two main differences. Firstly, metallic glasses are still based on one or two principal elements, e.g. Zr in Vitreloy. Hence, their mixing entropy is lower than 1.5𝜋 (e.g. 1.46𝜋 for Vitreloy). Secondly, they have completely different crystallographic structures. Metallic glasses are amorphous, whereas HEAs principally exhibit simple, crystalline solid solution phases (see further).  
8.3 Four Core Effects The intrinsic, functional and structural properties of HEAs depend on many factors. Yeh assigned four core effects which help to explain most of the HEA features. These are the high-entropy, lattice distortion, sluggish diffusion, and cocktail effect [5]. The high-entropy effect is important for the thermodynamic stability, whereas the sluggish diffusion effect could slow down the kinetics. The lattice distortion effect determines the intrinsic, topological stability of the solid solution and can be employed to modify the mechanical properties. The mutual interactions between unlike atoms, i.e. ‘the whole is greater than the sum of its parts’, is de�ined as the cocktail effect. In the next paragraphs, the four core effects will be explained in more detail. 
8.3.1 High-Entropy Effect As mentioned in section 8.2, the con�igurational (or mixing) entropy is the most dominant entropy term for HEAs. Figure 8.1 shows an example to illustrate the difference in disorder between a quinary equiatomic solid solution and the pure elements. For now, it is assumed that the atoms have equal atomic radii (it was discussed in section 5.2.2 that the mismatch entropy due to the mixing of atoms with different atomic radii also contributes to the total entropy of the solid solution). 
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Figure 8.1: (a) 5 elements in equiatomic proportions before mixing, and (b) after mixing whereby a random solid solution is formed. Based on classical metallurgical concepts, for a long time it was believed that multicomponent alloys were expected to form many kinds of binary and ternary compounds, and/or exhibit phase segregation. Such alloys can be expected to be brittle as most intermetallic compounds are brittle. The pioneering work of Cantor and Yeh, however, learned that while HEAs consist of many different elements, mostly simple crystalline phases, such as FCC and/or BCC structures, are formed. Figure 8.2 presents a series of equiatomic binary to septenary alloys, and it can be observed that despite the large number of constituents, there are only two main phases with simple FCC and BCC structures [16, 17].  
 
Figure 8.2: XRD patterns of a series of equiatomic multicomponent alloys whereby after each step one extra element is added. All the alloys exhibit only one or two principal phases with simple structures. The decrease in diffracted intensity is due to the severe lattice distortion (�igure taken from [17]). In section 5.2.2.3, Miedema’s thermodynamic model was introduced, and if only the mixing enthalpy and entropy are considered, the Gibbs free energy of the solid solution is given by: 
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∆𝐺𝑚𝑖𝑥 = ∆𝐻𝑚𝑖𝑥 − 𝑇∆𝑆𝑚𝑖𝑥  where ∆𝐻𝑚𝑖𝑥 =  4∑ 𝑐𝑖𝑐𝑗∆𝐻𝑖,𝑗𝑚𝑖𝑥𝑛𝑖=1,𝑗≠𝑖 , with 𝑐𝑖  the atomic fraction of the 𝑖th element, and ∆𝐻𝑖 ,𝑗𝑚𝑖𝑥  the binary mixing enthalpy of elements 𝑖 and 𝑗. Especially at higher temperatures the mixing entropy could lower the Gibbs free energy. To make the importance of the mixing entropy more clear, let us assume a HEA which contains only miscible elements, i.e. the mixing enthalpies of the atomic pairs are negative. If the strain energy due to the atomic size mismatch is neglected, only the relative enthalpy and entropy contributions of the various phases should be taken into account. Random solid solutions have a high ∆𝑆𝑚𝑖𝑥 , and an slightly negative 
∆𝐻𝑚𝑖𝑥 . On the other hand, intermetallic compounds have a large negative ∆𝐻𝑚𝑖𝑥 , but a small ∆𝑆𝑚𝑖𝑥  because they are ordered structures. For example, 1 mole of the ordered BCC-structured (B2) intermetallic compound A-B (e.g. Ti-Al, Ni-Al, Fe-Al) has 1/2 ∙ 8 ∙ 𝑁𝐴 = 4𝑁𝐴 A-B bonds, as the coordination number in ordered BCC structures is 8. A mole of a randomly-ordered A-B BCC solid solution has 1/2 ∙ 1/2 ∙ 8 ∙ 𝑁𝐴 = 2𝑁𝐴 A-B bonds. Hence, for binary alloys, the mixing enthalpy of the random solid solution is 1/2 of the value of the completely ordered state. If one assumes that all mixing enthalpies of the unlike atomic pairs are equal, then 
∆𝐻𝑚𝑖𝑥  of quinary and senary random solid solutions are respectively 4/5 and 5/6 of the value of the completely ordered states. So, as the number of constituents is increased, the mixing enthalpy of the random solid solution approaches ∆𝐻𝑚𝑖𝑥  of the completely ordered state. Moreover, at high temperatures, the mixing entropy further aids in stabilizing the random solid solution over the ordered state. So a 
naı̈ve alloying strategy would then be to just incorporate as much metals as possible, as this would increase the mixing entropy. However, once the number of constituents is already high, the incremental change in mixing entropy by adding an extra element is small. Hence, adding more and more elements does not justify the small increase in mixing entropy. Moreover, as the number of elements is high, also the probability to encounter strong intermetallic compounds is increased. Also the additional complexity in handling many different raw metals, 
or recycling these materials is another drawback. Therefore, Yeh de�ined an upper boundary of 13 principal elements [11]. If the mixing enthalpies of the constituent atomic pairs are less negative, i.e. there are no strong bond-formers such as Ti-Al or Ni-Al, then the random solid solution could be the equilibrium phase at all temperatures. For example, the binary mixing enthalpies in the CoCrFeMnNi system are all negative, or slightly positive (−8 < ∆𝐻𝑚𝑖𝑥 < 2 kJ/mol) [2, 15]. Hence, for the equiatomic Cr20Co20Fe20Mn20Ni20 alloy the FCC solid solution is at all temperatures the most stable phase [18]. However, as will be discussed further, for most alloy compositions the mixing 
entropy alone is not suf�icient to stabilize the single solid solution phase.  
An Introduction to High-Entropy Alloys 187  To investigate the in�luence of the mixing entropy on the solid solution stability, Otto et al. used the classical Co20Cr20Fe20Mn20Ni20 alloy discovered by Cantor, and 
consecutively substituted Co with Ti, Cr with Mo and V, Fe with V, and Ni with Cu [18]. In this way, the con�igurational entropy is unaffected, but the types of elements are changed. Moreover, the replacement elements are all in accordance with the Hume-Rothery rules as they have a similar atomic radius and electronegativity. Therefore, Otto et al. argued, also these new alloys should be single-phased. However, the synthesized alloys exhibited multiple phases, and Otto et al. concluded that the phase stability of HEAs not only depends on the magnitude of the mixing entropy, but also on the electrochemical, thermodynamic, and topological properties of the constituent elements. Another 
example of where the high mixing entropy is not suf�icient to stabilize a single-phase alloy, is the AlCoCrCuFeNi system. Only the Al-Co, Al-Cr, Al-Fe, and Al-Ni pairs exhibit a large negative mixing enthalpy, whereas the Co-Cr, Co-Fe, Cr-Fe, Cr-Ni, Fe-Ni pairs have a less negative ∆𝐻𝑚𝑖𝑥 . The Cu-TM pairs all have a positive mixing enthalpy. Therefore, in the as-cast state, the AlCoCrCuFeNi alloy exhibits a multicomponent FCC phase combined with a multicomponent ordered BCC phase (B2) [3, 19]. Furthermore, the Cu atoms are segregated into the interdentritic 
regions. Also, Tong et al. found intermetallic compound precipitates of the NiAl-type [19]. 
8.3.2 Lattice Distortion Effect In the previous introduction, it was assumed that the constituent elements all have the same atomic radius. Obviously, real metals exhibit a range of atomic radii, and as every atom in a multicomponent solid solution is surrounded by atoms of a different kind, the crystalline lattice is distorted. This lattice distortion scales with the atomic size mismatch and bonding character, and therefore HEA lattices exhibit a signi�icant amount of strain energy. It was already discussed in 
section 5.2.2.2, that if the lattice distortion is too high, the solid solution is not stable, and the amorphous phase will be favored. The lattice distortion and strain energy are important parameters as it affects the HEA’s properties. For example, the lattice distortion typically increases the electron and phonon scattering and decreases the electrical, and thermal conductivity [20, 21]. Also the resistivity of HEAs only depends marginally on the temperature, as the lattice distortion caused by thermal vibrations is smaller as compared to the intrinsic lattice distortion [16, 21, 22]. Furthermore, the lattice distortion enhances the diffuse scattering of X-rays and decreases the total diffracted intensity [16]. This effect can be seen in Figure 8.2, where the intensity of the diffraction peaks of the multicomponent alloys decreases with increasing number of constituents. 
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8.3.3 Sluggish Diffusion Effect To attain at each temperature the most stable con�iguration, alloy systems need both the energy and time so that the constituent atoms can search for the most stable positions in the potential energy landscape. For example, phase transformations often require the cooperative diffusion of elements. It was proposed that the high mixing entropy in combination with the lattice distortion limits the effective diffusion rate of bulk diffusion in HEAs. Tsai et al. combined a quasi-chemical diffusion model with diffusion-couple experiments, and showed that HEAs exhibit higher diffusion activation barriers [23]. This behavior can be understood from two aspects. Firstly, as HEA solid solutions contain at least �ive principal elements in near-equiatomic proportions, each lattice site is surrounded by atoms of a different 
kind. Therefore, each site has a different interatomic bond con�iguration and consequently a different lattice potential energy (LPE) [24]. The formation of 
vacancies and the migration enthalpies are related to local atomic con�igurations, 
hence these parameters �luctuate between different lattice sites [24, 25, 26]. It has been reported that asymmetric LPEs cause an atomic drift towards the regions with a lower potential [27]. For example, if an atom jumps into a low-energy site, the probability to hop back out of that site is lower and therefore the atom becomes trapped. On the other hand, if an atom hops into a high-energy site, it has a higher probability to jump back to its initial site. Both these scenarios decrease the effective diffusion rate.  
 
Figure 8.3: Schematic diagram of the variation in LPE during the migration of a Ni atom in the pure Ni metal (black curve), in a ternary alloy (blue line), and in a HEA (red line). The energy barrier for migration from position L to M is denoted by 𝐸𝑏. The mean difference (MD) in LPE before and after hopping is the largest for HEAs (�igure taken from [23]). 
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Figure 8.3 presents a schematic diagram of the LPE of a migrating Ni atom. For pure metals, the potential landscape is symmetrical, and the difference in LPE before and after migration is zero. In contrast, HEAs exhibit an asymmetrical 
potential landscape, and the difference in LPE before and after Ni migration is not zero. Tsai et al. calculated that the stay time at low-energy sites is about 1.7 times longer than at high-energy sites. Furthermore, the normalized activation energies 
for elemental diffusion is larger in the CoCrFeMnNi alloy than in the pure metals [23].  Another, second aspect that explains the sluggish diffusion is that the diffusion rate of pure metals scales inversely with the melting temperature, hence metals with a high melting temperature are less active. As HEAs are constituted of various metals, some elements are more active than others. This reduces the global diffusivity in HEAs. For example, the bulk nucleation and growth of a new phase necessitates the redistribution of all constituents to obtain the desired composition. Constituents with a high melting temperature will be the rate-limiting factor as they ‘block’ the diffusion of the other elements [17]. The sluggish diffusion of HEAs enhances the creep resistance and high-temperature properties. Moreover, HEA coatings can be applied as diffusion barriers in integrated circuits [28, 29]. 
8.3.4 Cocktail Effect Shortly after the discoveries of Cantor and Yeh, Ranganathan described HEAs as multimetallic cocktails [30]. The properties of HEAs depend on the synthesis conditions, chemical composition, microstructure, and phase composition. For example, in the case that the HEA consists of a two-phase FCC/BCC structure, the properties of the alloy as a whole depend on the properties of the constituent phases, their distribution, and size. Hence, HEAs can be viewed as cocktails of different phases. In the case of single-phase HEAs, the alloys can be regarded as atomic-scale composites. Their composite properties not only depend on the basic properties of the constituent elements by the rule of mixture, but also on the mutual interactions between unlike elements. In other words, the macroscopic properties of HEAs are not only determined by the composition-averaged properties, but also by the excess properties due to the inter-elemental reactions, the lattice distortion, and the con�igurational entropy.  To demonstrate the cocktail effect, two examples are given. Pure Al is a soft metal with a low melting temperature. However, Yeh et al. showed that the addition of 
Al to the CoCrCuFeNi alloy actually increases its hardness [3]. This was attributed to the strong cohesive bonding between the Al-TM pairs, and due to the formation of the hard BCC phase. Hence, the properties of the Alx-CoCrCuFeNi 
190 Chapter 8  alloys are not only determined by the individual elemental properties, but also by the interactions between unlike atoms. In the second example, the refractory HEAs as discovered by Senkov et al. exhibit single-phase BCC structures which are stable up to 1600 °C [6]. They also found that these refractory HEAs have excellent mechanical properties at high temperatures, such as a much higher resistance against softening as compared to superalloys, and a yield strength above 400 MPa at 1600 °C [31]. 
8.4 Properties & Applications Obviously, HEAs are complex materials. The large number of constituent elements complicates the handling of the raw materials, as well as the synthesis methods, and the analysis of the �inal alloy. A critic could ask, ‘is it really necessary to study and invest in these complex materials?’, or ‘why make things so complicated?’ Yes, research on HEAs is necessary and stems from two important motivations. Firstly, as will be discussed in this section, HEAs exhibit promising properties which are not achievable by conventional alloys. Secondly, HEAs confront metallurgy and materials science with new questions, and stimulates researchers in understanding the intricate relationship between the origins and properties of materials from a fundamental point of view. For certain compositions, the large mixing entropy limits the formation of intermetallic compounds, and HEAs typically exhibit single-phased and simple crystalline structures. Therefore, HEAs offer some kind of a blank sheet for materials scientists. In other words, HEAs can serve as template materials to study the interlink between the elemental properties and alloy properties in more detail. For example, one can study the in�luence of the topological and/or chemical elemental properties on the alloy phase formation, with a lower probability for intermetallic compound formation. In general, alloys are utilized in different applications. Their main goal is to exploit the synergy between the constituent elements and to offer outstanding properties, such as an increased strength and toughness, wear and corrosion resistance, formability, high-temperature resistance, and are possibly also eco-friendly and lightweight.  Yeh made a summary of some future applications of HEAs [5, 11]. Mainly the high-temperature stability and mechanical properties could be exploited. HEAs could be used in tool materials, in engines, and in waste incinerators, due to their high strength, toughness, wear resistance, and oxidation resistance, all at elevated temperatures. Figure 8.4 presents the temperature-dependent hardness of a couple of HEAs, as well as conventional high-temperature alloys, such as a superalloy (Inconel), a high-speed steel (HS), and a high-carbon steel (HC). The 
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Figure 8.4: Hardness as a function of temperature for various alloys. Generally, HEAs show a smaller drop in hardness (better softening resistance) as compared to conventional high-temperature alloys (examples of a superalloy, a high-speed steel, and a high-carbon steel are shown) (data taken from [33, 34]). The relationship between the hardness and adhesive wear resistance of several HEAs and conventional alloys is presented in Figure 8.5. Primarily the AlxCoCrFeNiTiy system shows a promising wear resistance. Moreover, HEAs also present excellent room-temperature mechanical properties, as was shown in the Ashby plot (see Figure 5.13 in section 5.4). 
 
Figure 8.5: Relationship between the hardness and adhesive wear resistance of several HEAs and conventional alloys (data taken from [32, 33, 34]). 
192 Chapter 8  Also the functional properties of HEAs could be employed in several applications. 
More speci�ically, HEA coatings could applied as diffusion barriers in microelectronic devices [28], or as durable anti-stick [36] and anti-bacterial coatings [5]. HEAs also could serve as lightweight, but strong materials in transportation applications [37, 38]. When solids are being irradiated with high-energy particles, the induced thermal spikes locally melt and recrystallize the affected regions. It is thought that HEAs are less sensitive to structural and chemical rearrangement during thermal spikes, as they are a priori disordered and are stable against phase separation at high temperatures. Hence, the self-healing effect of HEAs could be used in nuclear applications [39, 40, 41].  
8.5 Phase Formation Rules The class of HEAs has matured over the past decade, and several compositions 
with promising properties have been found. Nevertheless, one of the most crucial questions, i.e. how the composition and synthesis conditions in�luence the phase formation, is still under debate. Whether a certain composition forms a single-phase or multi-phase structure depends on the elemental properties of the constituents, the stoichiometry, the synthesis method, and the synthesis conditions. If a single-phase solid solution is formed, one needs to be able to predict or understand which crystalline structure, i.e. FCC, BCC, or HCP is formed. Also, if an amorphous phase is formed, the origin of this amorphization needs to be understood. Several authors have suggested phase prediction parameters to predict the phase formation in bulk HEAs. These prediction parameters are topological, thermodynamic, or electrochemical parameters and originate from the well-known models of Hume-Rothery, Egami, and Miedema (see sections 5.2.2 and 
7.8.2). To test these parameters, a literature search was performed and only bulk HEAs which formed solid solutions (FCC, BCC, or mixed FCC/BCC) were selected. A collection of 158 different bulk HEAs was made based on the research articles of Chou et al. [20], Yang & Zhang [42], and Ranghavan et al. [43], and for all these HEAs the prediction parameters were calculated. 
A �irst question is whether a HEA will form an amorphous phase, or a crystalline solid solution phase. Inspired by the Hume-Rothery rules for binary alloys, and Inoue’s rules for BMGs, Zhang et al. suggested a solid solution-formation criterion based on two parameters, the atomic size disparity 𝛿, and the mixing enthalpy 
∆𝐻𝑚𝑖𝑥  [44]. The atomic size disparity is a generalized measure of the average atomic size mismatch (like the atomic size ratio for binary alloys), and is given by: 
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where 𝑐𝑖  and 𝑟𝑖  are the atomic fraction and atomic radius of the 𝑖th element, and 
?̅? = (∑ 𝑐𝑖𝑟𝑖3𝑛𝑖=1   )1/3 is the mean atomic radius. According to their criterion, solid solutions are likely if ∆𝑆𝑚𝑖𝑥 > 1.61𝜋, if the atomic size disparity is small (𝛿 <7 %), and if −22 < ∆𝐻𝑚𝑖𝑥 < 7 kJ/mol. Compositions that fall outside these intervals will most probably form intermetallic compounds or amorphous phases.  Yang & Zhang [42] proposed another prediction factor, i.e. Ω. Under the assumption that phase formation generally occurs near the alloy’s melting temperature (𝑇𝑚), the thermodynamic factor Ω is de�ined as: 
Ω = 𝑇𝑚∆𝑆𝑚𝑖𝑥|∆𝐻𝑚𝑖𝑥|  where the alloy’s melting temperature is calculated by the rule of mixtures, i.e. 
𝑇𝑚 = ∑ 𝑐𝑖(𝑇𝑚)𝑖𝑛𝑖=1 . If Ω > 1, the contribution of the mixing entropy exceeds the mixing enthalpy and solid solution formation is favored. Yang & Zhang performed an extensive literature search and indeed, solid solutions do form if Ω > 1.1. Our data set reveals that for the majority of the HEAs, Ω is larger than 1, but some exceptions occur where BCC solid solutions are formed for Ω < 1 (i.e. for 
AlCoNiTiZn, AlCoCu45NiTiZn, and AlCoCrFeNiTi37). In chapters 5 and 7, it was 
discussed that the phase formation in alloy thin �ilms is quite complex. Hence, one should be careful with these kinds of prediction tools, as the phase formation not only depends on the chemical composition, but also on the synthesis method and conditions (see further).  Once it is resolved whether an amorphous phase or crystalline solid solution will be formed, the second challenge is to predict which crystalline structure will be formed, i.e. a FCC, BCC, HCP, or mixed structure. Up to date, only a handful of compositions that readily form HCP structures have been discovered. For example, the lightweight Al20Li20Mg10Sc20Ti30 alloy [38], and the lanthanide HEAs DyLuGdTbY and DyLuGdTbTm [45] are synthesized as single-phase HCP structures. The majority of HEAs, however, forms FCC and/or BCC structures. Therefore, our data set only takes into account these HEAs. Guo et al. proposed an electrochemical parameter, i.e. the valence electron concentration (𝑉𝐸𝐶) to predict the FCC/BCC structure formation [46]: 
𝑉𝐸𝐶 = �𝑐𝑖(𝑉𝐸𝐶)𝑖𝑛
𝑖=1
 
194 Chapter 8  where (𝑉𝐸𝐶)𝑖  is the valence electron concentration of the 𝑖th elements. In contrast to the average number of electrons per atom (𝑒/𝑎), 𝑉𝐸𝐶 counts all valence electrons, including the d-shell electrons. Guo et al. showed that the 𝑉𝐸𝐶 can predict the stability of FCC and BCC structures in HEAs. They found that for 
𝑉𝐸𝐶 < 6.9 only BCC structures are formed, and if 𝑉𝐸𝐶 > 8.0 only FCC structures are formed. Mixed FCC/BCC structures are formed for 𝑉𝐸𝐶s in the transition interval. Guo et al. based the 𝑉𝐸𝐶 criterion on a collection of 47 different HEAs and remarked that while exceptions are possible, the general trend (primarily BCC at low 𝑉𝐸𝐶 and FCC at higher 𝑉𝐸𝐶) is valid. Our larger data set reveals that although the general trend is con�irmed, there is a large interval at intermediary 
𝑉𝐸𝐶s where not only mixed FCC/BCC structures are formed, but also single FCC and BCC structures. Hence, the strict boundaries as de�ined by Guo et al. should be used with caution if one wants to predict the structure of a new HEA composition.  
 
Figure 8.6: Solid solution structure as a function of the 𝑉𝐸𝐶 for 158 different bulk HEAs. The dashed red lines represent the boundaries as proposed by Guo et al.   
8.6 HEA Thin Films Since the discoveries of Yeh and Cantor, high-entropy alloys have become a new class in materials science. However, most research has been focused on bulk alloys, and they are typically synthesized by ingot metallurgy or rapid 
solidi�ication. HEA thin �ilms have not been studied extensively. Some authors have explored the sputter deposition of HEA oxides [47] and nitrides [28, 49, 50, 51, 52]. However, prior to this PhD work, only a handful of studies on metallic 
HEA thin �ilms have been published [36, 53, 54]. The processes that govern �ilm growth, and the relation between the intrinsic elemental properties, the 
deposition conditions, and the properties of the resulting HEA thin �ilms have not been studied yet. For example, one could wonder if the growth of multimetallic 
alloy �ilms is governed by the same atomistic principles as for single-metal �ilms. 
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complex HEA thin �ilms? Secondly, the phase and structure prediction parameters (as discussed in the previous section) were based on bulk HEAs. Moreover, most of these studies which relate the chemical composition with the observed phase formation (in bulk HEAs) are semi-empirical, and only applicable to speci�ic alloy 
compositions. Whether the same criteria also hold for HEA thin �ilms is questionable, due to the large differences in the synthesis approach. Due to the 
slow solidi�ication, as-cast bulk HEAs usually exhibit a dendritic microstructure, with compositional differences in the dendrites and interdentritic zones. For example in the CoCrCuFeNi HEAs, the Cu atoms are immiscible with the other transition metals, and are usually segregated in the interdentritic regions (see 
Figure 8.7). Spinodal decomposition is also often observed. To avoid the formation of dendritic microstructures, bulk HEAs are rapidly cooled (such as metallic glasses). Physical vapor deposition methods, such as magnetron sputtering, inherently provide a high quench rate, and usually chemically-
homogeneous �ilms are obtained.  
 
Figure 8.7: Examples of the dendritic and spinodal-decomposed microstructures of HEAs. Usually, the immiscible elements (e.g. Cu) are segregated in the interdentritic regions. (a) SEM micrograph of the as-cast CoCrCuFeNi bulk alloy (�igure taken from [19]). (b) STEM-EDX elemental mapping of the as-cast Al50-CoCrCuFeNi bulk alloy (�igure taken from [55]). In the next two chapters, various experiments were performed to investigate the intricate relationship between the chemical composition and the deposition conditions on the phase formation and properties of sputter-deposited HEA thin 
�ilms.   
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CoCrCuFeNi Thin Films 
9.1 Introduction In chapter 6 it was argued that, although the synthesis methods are fundamentally different, bulk quenching and vapor quenching produce amorphous alloys with similar properties. More speci�ically, it was shown that the atomic-level structure and space-�illing of TFMGs is the same as in BMGs. In 
chapter 7, more complex compositions, and the in�luence of the composition-
induced deposition parameters on the intrinsic properties of amorphous �ilms were investigated. These chapters provide a solid starting point to study alloys 
with an even greater degree of complexity, i.e. HEA thin �ilms. In these two �inal chapters, the intricate relation between the chemical composition, the synthesis 
conditions, and the phase formation in HEAs thin �ilms is studied. As HEAs, and 
certainly HEA thin �ilms, are fairly new materials, no unifying theories about the phase formation or properties have been published. For example, most of the studies which relate the chemical composition with the observed phase formation (in bulk HEAs) are semi-empirical, and only applicable to speci�ic alloy compositions. Therefore, to better grasp the phase formation principles, widely-accepted theories for binary alloy phase formation, such as Egami’s topological, 
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�ilms in a �lexible manner, powder targets were used (see section 2.8 and 
chapter 7).  In this chapter, one of the original HEAs which was discovered by Yeh et al., i.e. 
the CoCrCuFeNi alloy, will be studied in depth [1, 2]. The phase formation and properties of this alloy will be investigated. As discussed in previous chapters, the maximum applied cathode power of powder targets is fairly low, hence the deposition rates are also rather low. Therefore, the impurity-to-metal �lux ratio 
during �ilm growth is relatively high, and this modi�ies the �ilm’s microstructure and properties. To separate the in�luence of the two impurity �luxes, i.e. the ambient impurities present in the vacuum chamber and those incorporated in the powder target, two sets of experiments were performed. A thorough comprehension of this base alloy will prove to be essential, as it will serve as a starting point for the study of the 6-element HEA thin �ilms (see chapter 10). 
9.2 The CoCrCuFeNi Base Alloy The early work of Yeh et al. focused on (Alx)-CoCrCuFeNi and AlCoCrCuFeNiTiV bulk HEAs [1, 2]. More speci�ically, the in�luence of Al on the phase formation and properties of these HEAs was studied (see chapter 8). To better understand the phase formation of these complex alloys, a good starting point is the 5-element 
CoCrCuFeNi alloy. Indeed, this speci�ic composition has some intrinsic advantages. Firstly, this alloy only consists of transition metals (TMs) which are relatively abundant and are widely-used in other alloys. Secondly, the binary mixing enthalpies all exhibit moderate values, hence no intermetallic compounds are preferentially formed. Thirdly, the Cu-TM pairs are immiscible at low and intermediary temperatures, and exhibit positive mixing enthalpies. Hence, in bulk HEAs, the interdentritic regions are usually enriched in Cu. As the quench rate during sputter deposition is high, no-long range diffusion takes place. Moreover, the large mixing entropy and sluggish diffusion of HEAs prevent phase decomposition and elemental segregation. Hence, it is likely that no, or only very 
little Cu segregation occurs during the synthesis of CoCrCuFeNi thin �ilms. Fourthly, apart from Cu, the TMs have incompletely-�illed d-electron shells and have a similar electronegativity. Therefore, it can be expected that the 
CoCrCuFeNi alloy only exhibits metallic bonding, and in a �irst approximation, the constituent atoms can be regarded as hard spheres. Fifthly, the atomic radii of the 
�ive TMs differ at most 2.5 % (see Table 9.1), hence it could be expected that the 
CoCrCuFeNi alloy will form a dense packing of quasi-equal hard spheres, i.e. the atoms are ordered in a FCC or HCP lattice. The most stable crystalline structure of a metal is, however, not only determined by an optimization of the packing 
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ef�iciency, but mainly by the minimization of the total free energy due to the electronic interactions. This is one of the reasons why only a few metals exhibit the close-packed FCC structure. In chapter 8, it was mentioned that only HEAs which are based on lanthanides readily form the HCP structure. This was attributed to the fact that the HCP structure is the stable room-temperature phase of the constituent lanthanides. Another factor that has to be taken into account is that some metals undergo an allotropic transformation at higher temperatures [6]. For example in the CoCrCuFeNi system, only Co exhibits the HCP structure at room temperature, and undergoes an allotropic transformation to the FCC structure at 450 °C [3, 4]. Similarly, Fe exhibits the BCC structure at room temperature, and undergoes an allotropic transformation to the FCC structure at 912 °C (i.e. austenite) [5]. Hence, at high temperatures, bulk CoCrCuFeNi alloys readily form the FCC structure. Summarizing, for thin �ilms, the similar atomic radii, high mixing entropy, and restricted adatom diffusion length, are arguments for the formation of the FCC structure over the HCP structure. 
Table 9.1: Atomic radii and room-temperature crystal structures of the transition metals [7], and mixing enthalpies of the atomic pairs as calculated by Miedema’s model [8, 9, 10]. 
element atomic 
radius (pm) 
crystal structure 
at room temp. 
atomic pair 
∆𝐇𝐦𝐦𝐦 
(kJ/mol) Co 125 HCP Co-Cr -4 Cr 125 BCC Co-Cu 6 Cu 128 FCC Co-Fe -1 Fe 124 BCC Co-Ni 0 
Ni 125 FCC Cr-Cu 12    Cr-Fe -1    Cr-Ni -7    Cu-Fe 13    Cu-Ni 4    Fe-Ni -2  In the next sections, mainly the in�luence of the deposition conditions on the 
structure formation, and �ilm properties will be examined. As already discussed 
in previous chapters, the growth of metal �ilms is very sensitive to impurities. For example, the residual ambient gas species (mainly H2O) which are inherently 
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present in the vacuum chamber can modify the �ilm growth mode and the resulting microstructure, texture, and �ilm properties. Secondly, in chapter 7, it was argued that also the powder targets contain a certain amount of gaseous impurities (e.g. as metal oxides on the surface of the powder grains, and in cavities between neighboring grains). To facilitate the analysis, and to be able to make a distinction between both sources of impurities, two sets of experiments 
were performed. In the �irst experiment, CoCrCuFeNi thin �ilms were deposited by sputtering a powder target. In the second experiment, the same CoCrCuFeNi 
�ilms were deposited by sputtering a solid alloy target. 
9.3 CoCrCuFeNi Thin Films by Sputtering Powder Targets 
9.3.1 Deposition Conditions 
To synthesize the CoCrCuFeNi �ilms, powder targets were used (see section 2.8.1 for the preparation procedure). A constant discharge current of 0.09 A with a typical cathode power of 40 W was used for all depositions. To investigate the 
in�luence of the deposition conditions, the Ar gas pressure (𝑝) and target-substrate distance (𝑑) were varied between respectively 0.4 and 0.55 Pa, and 7, 9, and 11 cm. In total, 6 �ilms were deposited at various pressure-distance products (𝑝 ∙ 𝑑 = 2.8, 3.6, 3.85, 4.4, 4.95, and 6.0 Pa·cm). The �ilm thickness was not the same for all samples, and varied between 340 and 660 nm. 
9.3.2 SEM, XRD, and XRR Results 
The chemical composition of the CoCrCuFeNi �ilms is presented in Figure 9.1. No 
in�luence of 𝑝 ∙ 𝑑 on the �ilm composition can be observed. Also, the Cu 
concentration is somewhat larger than expected. At �irst sight, this must be related to the fact that the powder target was not yet in steady state before the 
�ilm depositions occurred. However, the work of F. Boydens learned that due to the large number of elements, the steady state surface composition was already obtained after about 20 min, and remained constant for over 600 min [11]. 
Moreover, the gas scattering factors of the �ive transition metals are comparable due to their similar atomic mass and scattering cross sections (as calculated with 
SIMTRA). Hence, the small deviation between the theoretical target and �ilm compositions must be related to the inhomogeneous mixing of the different powers, and/or to the different shapes of the powder grains. Other probable origins of these compositional deviations are discussed in appendix B. 
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Figure 9.1: Chemical composition of the CoCrCuFeNi �ilms as a function of the pressure-distance product 𝑝 ∙ 𝑑. The dashed line represents the equiatomic concentration of the target (20 at.%). 
Figure 9.2 shows a cross-sectional SEM micrograph of the CoCrCuFeNi �ilm deposited at 2.8 Pa·cm. The �ilm appears to be dense and exhibits a relatively smooth surface. A faint columnar morphology can be observed. A similar 
morphology was observed for the �ilms deposited at other 𝑝 ∙ 𝑑. Top view micrographs do not reveal any discernible features. 
 
Figure 9.2: Cross-sectional SEM micrograph of the CoCrCuFeNi �ilm deposited at 2.8 Pa·cm. 
The XRD patterns of the CoCrCuFeNi �ilms are shown in Figure 9.3. For all values of 𝑝 ∙ 𝑑, similar patterns were measured, and all �ilms exhibit a single-phase, polycrystalline FCC solid solution. The lattice parameter of the FCC solid solution was calculated from the position of the 111 Bragg peak. Figure 9.4(a) shows a comparison of the experimental lattice parameter and a prediction based on 
204 Chapter 9  Vegard’s law. It is important to note that in this work the adapted version of Vegard’s law was used [12]. More speci�ically, a weighted average of the third power of the constituents’ lattice parameters, i.e. the atomic volumes, instead of the linear lattice parameters were used. Moreover, the Goldschmidt atomic radius corrections were used to take into account the coordination number of the atoms [13]. For example, BCC Cr (coordination number 8) has an atomic radius of 125 pm. However, if the Cr atoms are ordered in a FCC lattice (coordination 
number 12), their atomic radii are in�lated to 125/0.97 ≈ 129 pm. 
 
Figure 9.3: XRD patterns of the CoCrCuFeNi thin �ilms. The patterns were normalized by dividing the 
measured intensity by the �ilm thickness. 
The �ilm density was measured with XRR and to account for small compositional differences, the measured density was divided by the theoretical bulk density. This density ratio is presented in Figure 9.4(b). The �ilm stress was determined with the sin2ψ-method (see section 4.6.4), and is also shown in Figure 9.4(b). 
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Figure 9.4: (a) Lattice parameter as determined from the position of the 111 Bragg peaks, and as calculated with Vegard’s law. (b) Film density ratio, and stress of the CoCrCuFeNi thin �ilms. These three properties, i.e. the lattice parameter, the �ilm density, and stress show a mutual correlation with 𝑝 ∙ 𝑑. To understand the observed trends, the MPA, and the effective displacement number were calculated (see section 7.5). 
As the �ive transition metals all have a similar and low atomic mass, the probability for Ar backscattering is negligible, and only the sputtered atoms contribute to the momentum transfer to the growing �ilm. Nevertheless, no correlation between 𝑝 ∙ 𝑑 and the MPA was found. Furthermore, the effective 
displacement number of the six �ilms was approximately 0.5, so the momentum 
transfer to the �ilm does not explain the observed trends. The energy �lux was measured with a thermal probe (see section 4.3), and the EPA was determined. Just as the MPA, the EPA does not exhibit a correlation with 𝑝 ∙ 𝑑, and varies between 30 and 40 eV. 
The only remaining origin for the observed trends could be the in�luence of the 
impurities during �ilm growth. Indeed, the deposition rates were fairly low (max. 16 nm/min) and therefore the relative �lux of impurities on the �ilm growth is important. In section 3.7, it was discussed that the most important gaseous impurity is H2O. In this set of depositions, the base pressure was below 5·10-4 Pa, but unfortunately the exact base pressures were not written down. Hence, no impurity-to-metal �lux ratio could be calculated. However, to give an indication of the importance of the relatively low deposition rates, the impurity-to-metal �lux ratios were calculated for 5 different base pressures between 1·10-4 Pa and 5·10-4 Pa. As the oxygen atoms are the dominant impurity atoms, the impurity-to-
metal �lux ratio is denoted as ‘O/metal ratio’ or as 𝐽𝑂/𝐽𝑀  throughout this chapter.  
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Figure 9.5: Impurity-to-metal �lux ratio as a function of 𝑝 ∙ 𝑑 for a range of base pressures below 5·10-4 Pa. Remark that the vertical axis is a logarithmic scale. 
Figure 9.5 indicates that a knowledge of the exact base pressure is a critical 
parameter during the deposition of metallic �ilms. A change of only a few 10-4 Pa, can, at these relatively low deposition rates, induce an order of magnitude difference in 𝐽𝑂/𝐽𝑀 . Furthermore, it is observed that with increasing 𝑝 ∙ 𝑑, the impurity-to-metal �lux ratio increases as well. Hence, the observed trends in the 
lattice parameter, �ilm density, and stress can be related to the in�luence of the 
impurities during �ilm growth. For example, the sharp decrease in �ilm density at high 𝑝 ∙ 𝑑 (or at high 𝐽𝑂/𝐽𝑀), implies that at a certain impurity concentration, the volume fraction of grain boundaries (which have a lower density as compared to the grains) is increased. This result corresponds to zone III type growth, i.e. 
during �ilm growth the impurities cause a repeated nucleation of adatoms, and a 
nanocrystalline microstructure with a signi�icant fraction of grain boundaries is formed. This will be further discussed in the next section. The correlation with 
the �ilm stress indicates that the stress state also might be linked to the 
nanocrystalline character of the �ilms. In section 3.9, it was discussed that the 
grain boundaries play an important role in the development of the �ilm stress. If the volume fraction of grain boundaries is increased, and if the adatom mobility is substantial, more adatoms can diffuse into the grain boundaries, and consequently the compressive stress is increased. If the adatom mobility is relatively low, the diffusion of adatoms into grain boundaries is limited, and the contribution of the attractive forces between adjacent grains overweighs the compressive contribution. Consequently, the compressive stress is reduced, and eventually the stress becomes tensile. Certainly, also the impurities themselves can act on the stress generation by changing the chemical nature of the grain boundaries. The trend in the lattice parameter can be understood in a similar 
fashion. The �ilms with a compressive stress exhibit a lattice parameter which is 
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9.3.3 TEM Results 
A detailed study of the microstructure of the CoCrCuFeNi �ilm (deposited at 3.6 Pa·cm) was performed with TEM measurements (see paragraph 4.4.2). The micrograph in Figure 9.6 shows that the �ilm contains a �ine-grained microstructure, and the electron diffraction pattern indicates the presence of a single FCC solid solution. A lattice parameter of 356.5 pm was obtained, which corresponds reasonably well with the stress-free lattice parameter (359 pm) as determined by XRD. 
 
Figure 9.6: (a) Bright-�ield and (b) dark-�ield images of the CoCrCuFeNi �ilm. A �ine-grained microstructure with an average grain size of 3-5 nm is observed. (c) The electron diffraction pattern 
indicates the presence of a single FCC phase (�ilm deposited at 3.6 Pa·cm) 
The microstructure differs from the expected �ibre texture characteristic for metals deposited by magnetron sputtering in zone T or zone II [14, 15, 16]. 
However, these �ilm properties show a strong resemblance with results reported 
in Petrov et al. on the in�luence of oxygen on the growth of aluminium thin �ilms [17]. For instance in the Al/O case, �ilm deposition at high impurity fractions (𝐽𝑂/𝐽𝑀~0.1 − 1) is governed by repeated nucleation and complete coalescence is suppressed [17]. This leads to repeated nucleation and corresponds to zone III type structures composed of small grains and nanocrystalline phases in any temperature region of the structure zone diagram. The observations in 
Figure 9.6 indicate that the CoCrCuFeNi �ilm was deposited in zone III as well. Although no clear columnar microstructure is formed, an increase in the lateral size of the grains from bottom to top is observed in Figure 9.7. The cross-
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a very �ine grained structure. If one compares position 1 with positions 2 and 3, it becomes clear that the lateral ‘column’ width is increased towards the top of the 
�ilm. Typically, in zone T, the evolutionary overgrowth mechanism leads to an increase in the lateral width of the columns with increasing �ilm thickness. Obviously, the observed microstructure in Figure 9.7 can hardly be described as columnar, but still, a similar behavior, i.e. an increase in lateral grain size towards 
the top of the �ilm is observed.  
 
Figure 9.7: Dark-�ield image of the CoCrCuFeNi �ilm’s cross section. The grain size increases from position 1 (bottom) to 3 (top) (�ilm deposited at 3.6 Pa·cm). The characteristic V-shaped microstructure typical for zone T can be better perceived in Figure 9.8. The areas with a similar crystallographic orientation are marked by the circles, and the dashed lines demarcate the faint contours of a 
possible �ibre. The average crystallite size is 5 nm, whereas the apparent column size is larger, about 10 – 20 nm. Moreover, no apparent separation of components and/or phases was detected. 
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Figure 9.8: HRTEM image of the CoCrCuFeNi thin �ilm. The contour of a possible �ibre is outlined by the dashed lines. The white circles mark the areas where fringes that belong to the same crystallographic orientation are visible (�ilm deposited at 3.6 Pa·cm). 
 
Figure 9.9: HRTEM image of the CoCrCuFeNi �ilm. The white arrow shows the growth direction. The FFT pattern indicates a single FCC structure. The average crystallite size is 5 nm (�ilm deposited at 3.6 Pa·cm). 
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can be observed when one compares the bottom and top of the �ilm, which is characteristic for zone T. Most probably, during �ilm deposition the base pressure is continuously decreased by the getter effect. Once sputtering is initiated, the 
gaseous impurities are not only incorporated into the growing �ilm, but the largest fraction is being gettered and gets incorporated in the �ilm that is being deposited onto the vacuum chamber walls. As sputtering continues, the effective base pressure is lowered, and the impurity-to-metal �lux ratio is lower in the 
latter stages of �ilm growth than in the beginning. This explains the apparent broadening of the columns, and the evolutionary V-shaped microstructure. Indeed, after deposition the base pressure was in most cases lowered, to approximately 7·10-5 Pa. Nevertheless, even at this base pressure, the impurity-to-metal �lux ratio is still signi�icant (~0.1), and pure zone T growth is not possible. In the previous discussion, only the gaseous impurities in the vacuum chamber were considered. However, also the powder target contains a fraction of impurities, under the form of metal oxides at the surface of the powder grains, and/or as trapped gases in the powder target cavities. To better understand the 
in�luence of the impurities on the growth of the CoCrCuFeNi �ilms, and to exclude 
the in�luence of the native impurities in the powder targets, a similar set of �ilms was deposited by sputtering a solid alloy target. This set of experiments is discussed in the next section. 
9.4 CoCrCuFeNi Thin Films by Sputtering Solid Targets 
9.4.1 Deposition Conditions 
A solid CoCrCuFeNi alloy target was provided by Plansee Composite Materials GmbH (Germany). The alloy target was prepared by spark plasma sintering (SPS) of the raw metallic powders. In this technique, the metallic powders are mixed and poured into a graphite die. Then, a pulsed DC current is a passed through the die while the powder is compacted by a uniaxial pressure. The high pressure and Joule heating induce a fast sintering process which leads to dense alloy targets. The alloy target has an equiatomic stoichiometry (20 ±2 at.%), as was veri�ied by EDX. The as-received target was examined with XRD, and revealed the presence of a dominant Cr2Ni3 phase, whereas the other elements (Co, Cu, Fe) are dispersed and exhibit their pure, stable phase. To be able to study the in�luence of 
the impurity �lux on the �ilm growth, 7 �ilms were deposited with various cathode (discharge) currents (0.69 – 0.04 A). In a magnetron discharge, the discharge 
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magnetron ef�iciency, i.e. the con�inement strength of the electrons in the 
magnetic �ield [18]. As the metallic deposition rate scales with the total applied 
power, in this way the deposition rate of the metallic �lux was varied. The base pressure during each deposition was denoted (2.8 – 3.9·10-4 Pa), and a quantitative impurity-to-metal �lux ratio could be calculated. To further increase the impurity-to-metal �lux ratio, two extra �ilms were deposited whereby the base pressure was manually increased by means of a needle valve connected to air (3.0·10-3 and 8.0·10-3 Pa). The standard conditions for the depositions were: 1.0 Pa Ar pressure, and 9 cm target-substrate distance. All �ilms have a thickness of 500 nm. 
9.4.2 SEM, XRD, and XRR Results 
The chemical composition of the CoCrCuFeNi �ilms as a function of the discharge power is presented in Figure 9.10. The composition is approximately constant, and equiatomic for all samples.  
 
Figure 9.10: Chemical composition of the CoCrCuFeNi �ilms as a function of the discharge power. The dashed line represents the equiatomic concentration of the target (20 at.%). The XRD patterns are shown in Figure 9.11. All CoCrCuFeNi �ilms exhibit a single-phase FCC solid solution, and a preferential (111) out-of-plane orientation. With decreasing discharge power (and consequently with decreasing metallic deposition rate), a strong decrease in the peak intensity is observed. Although it is barely noticeable in Figure 9.11, the XRD patterns of the two �ilms which were deposited at the lowest discharge powers (11 and 31 W) also exhibit the 200 and 
220 Bragg re�lections (see �igure Figure 9.17). 
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Figure 9.11: XRD patterns of the CoCrCuFeNi thin �ilms as a function of the discharge power. All �ilms exhibit a preferential (111) texture. A continuous decrease in intensity is observed (see Figure 9.15).  
To visualize the �ilm texture, pole �igures of the 111 Bragg peak were measured. 
Figure 9.12 presents the pole �igures, and a drastic change can be observed with 
decreasing discharge power. The �ilms that were deposited at relatively high discharge powers (≥ 127 W) exhibit a strong <111> texture. The �ilms that were deposited at low discharge powers (11 and 31 W) show a broader intensity distribution, and hence have a more random crystallite orientation. 
The cross sections of the �ilms were inspected with SEM, and all �ilms exhibit a similar morphology. The �ilms contain straight, and relatively broad columns 
throughout the entire �ilm thickness (see Figure 9.13). However, the columns are 
more faint for the �ilms deposited at lower discharge powers. The observed morphology in combination with the preferential <111> texture indicates that the majority of the �ilms were deposited in zone II. However, the random crystallite orientation (see Figure 9.12), and the disappearance of the columnar morphology of the �ilm which was deposited at the lowest discharge power (11 W), indicates a change in growth mode from zone II to zone III.  
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Figure 9.12: Pole �igures of the 111 Bragg re�lection. (a) – (g) Discharge power from 373 to 11 W. 
 
 
Figure 9.13: Cross-sectional SEM images of the CoCrCuFeNi �ilm deposited (a) at 373 W, and (b) at 31 W.  
Before digging into the �ilm properties, it is more convenient to �irst pinpoint the origin of the observed crystallographic behavior. For this purpose, thermal probe 
measurements were used to determine the thermal �lux during �ilm growth. This 
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energy �lux is shown in Figure 9.14(a). Both the energy �lux and metallic deposition rate increase with the discharge power. However, the deposition rate 
increases at a higher rate than the energy �lux [19]. This is a characteristic feature of magnetron sputtering and is attributed to the gas rarefaction effect at higher discharge powers [20, 21]. The gas heating at higher discharge powers reduces the particle scattering and therefore the metallic �lux towards the substrate is increased [22, 23]. Moreover, the gas rarefaction changes the plasma impedance and lowers the contribution of the electrons to the total energy [24]. Figure 9.14 shows that the energy per arriving atom (EPA) exhibits a small decrease at lower discharge powers, and remains more or less constant at higher discharge powers. Consequently, the adatom diffusion length is approximately constant for all depositions. Furthermore, the EPA and adatom diffusion length are larger for the 
�ilms deposited at low discharge powers. This contradicts the observed 
crystallographic properties of the �ilms, as usually large diffusion lengths lead to zone II growth, and leads to �ilms with a strong out-of-plane texture and large grain sizes. Hence, the EPA and adatom diffusion length do not explain the observed changes in Figure 9.11. The impurity-to-metal �lux ratio, however, does exhibit a trend which can account 
for the crystallographic changes. More speci�ically, 𝐽𝑂/𝐽𝑀  increases an order of 
magnitude when the discharge power is decreased. Especially, the �ilms that were deposited at low discharge powers were exposed to a high impurity �lux. 
Therefore, the resulting microstructure and texture of these �ilms is mainly 
determined by the in�luence of the impurities on the atomistic processes during 
�ilm growth (see section 3.7). 
 
Figure 9.14: (a) Deposition rate and energy �lux as a function of the discharge power. Both parameters increase with the square of the discharge power. (b) Energy per arriving atom (EPA) and impurity-to-metal �lux ratio as a function of the discharge power. Note that the right axis is a logarithmic scale. 
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Figure 9.15(a). Also, the crystallite size was calculated by using the position and Lorentzian width of the 111 Bragg peaks in Scherrer’s equation. Both parameters continuously decrease with 𝐽𝑂/𝐽𝑀 . The �ilm density is constant for 𝐽𝑂/𝐽𝑀 ≤ 0.1, and decreases for higher impurity-to-metal �lux ratios. To account for small 
compositional differences, the �ilm density is divided by the theoretical bulk density, and this density ratio is shown in Figure 9.15(b). Again, for 
nanocrystalline �ilms it is possible to assume that the crystallite size corresponds to the grain size. The decrease in grain size is associated with an increase in the volume fraction of grain boundaries, and consequently, a decrease in �ilm density. 
 
Figure 9.15: (a) Normalized intensity of the 111 Bragg peak and crystallite size as calculated with Scherrer’s equation. (b) Film density ratio as a function of the impurity-to-metal �lux ratio (note that the horizontal axis is a logarithmic scale). 
The �ilm stress was measured with the sin2ψ-method, but did not reveal a clear 
trend. Most of the �ilms exhibit a relatively low stress state (values between -0.5 and 0.5 GPa). Especially the �ilms that were deposited at higher 𝐽𝑂/𝐽𝑀 are almost stress-free. Apparently, after �ilm deposition the stress was relaxed. Indeed, the SEM image in Figure 9.16 shows cracks which are artefacts from the stress release events. These cracks also contribute to the reduction in �ilm density. 
Moreover, the surfaces of the �ilms were studied with SEM, and all �ilms exhibit a similar morphology, i.e. a globular, dome-shaped surface with an average nodule width of 40 nm.  
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Figure 9.16: (a) SEM image of the CoCrCuFeNi �ilm deposited at 𝐽𝑂/𝐽𝑀 = 0.33. The surface shows cracks as a result of the stress release. (b) SEM image of the CoCrCuFeNi �ilm deposited at 
𝐽𝑂/𝐽𝑀 = 0.06. All �ilms exhibit a similar, nodular surface morphology. To further increase the impurity-to-metal �lux ratio, two extra �ilms were deposited whereby the base pressure was manually raised by opening a needle valve connected to air. The �ilm deposited at 𝐽𝑂/𝐽𝑀 = 5.18 still exhibits a 
nanocrystalline FCC solid solution. The �ilm deposited at a very high impurity 
�lux, i.e. at 𝐽𝑂/𝐽𝑀 = 14.0, exhibits a broad and low-intensity diffraction peak at a 
similar position. This indicates the formation of a very �ine-grained nanocrystalline (almost amorphous) solid solution. Moreover, the most important observation is the formation of a secondary phase, namely CrO2. At this 
high impurity �lux, the role of the impurity and metal atoms is reversed [17]. Probably the oxide phase nucleates �irst, whereas the other TMs can now be 
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Figure 9.17: XRD patterns of the CoCrCuFeNi thin �ilms (deposited with the largest impurity �luxes) as a function of the impurity-to-metal �lux ratio.  
The grain sizes of the CoCrCuFeNi �ilms that were deposited by sputtering the solid target, and of the two additional �ilms that were deposited by sputtering the manually-increased base pressure are presented in Figure 9.18. The average 
grain size of the CoCrCuFeNi �ilms that were deposited by sputtering the powder target are also shown. The uncertainty of the base pressure during the deposition 
with the powder target is represented as an error bar. No matter what the exact base pressure was during the sputter deposition with the powder target, and no matter what the amount of impurities in the powder target is, the most limiting factor is the (low) metallic deposition rate. 
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Figure 9.18: Grain size as a function of the impurity-to-metal �lux ratio of the CoCrCuFeNi thin �ilms. The vertical error bar on the powder-target sample represents the standard deviation of the grain size, and the horizontal error bar represents the uncertainty in the base pressure (calculated for 1·10-4 – 5·10-4 Pa). Lastly, it is important to note that the actual oxygen concentration in the �ilms was not measured (this could be done by e.g. X ray Photoelectron Spectroscopy or Rutherford Backscattering Spectrometry). Nevertheless, the maximum oxygen concentration for an impurity-to-metal �lux ratio of 1.0 can be estimated to be approximately 10 at.%. A few studies available in literature have examined the 
in�luence of impurities (mainly oxygen) on the growth and properties of metallic 
and ceramic thin �ilms. However, studies that also quantify the actual impurity 
concentration in the �ilms are scarce. A literature study was performed, and only those works that mention similar impurity-to-metal �lux ratios as in this work (and that synthesized the �ilms at room temperature), are reported. For example, Yu & Thompson studied the in�luence of oxygen on the growth and 
stress state of Ni �ilms deposited with evaporation in an ultra-high vacuum chamber. For an O2/Ni �lux ratio of 0.2, the actual O2 concentration in the �ilm was 5.2 to 7.8 at.% [25]. Biro et al. studied the texture change of sputter-deposited 
TiN �ilms induced by oxygen incorporation. In their case, an O2/TiN �lux ratio of 8.8 results in 11 at.% O2 in the �ilm [26]. Also, it is instructive to mention why no crystalline oxide phases are detected in the XRD patterns, even though the oxygen concentration can be as high as 10 at.%. First of all, the presence of nanosized oxides near and in the grain boundaries cannot be discerned with XRD as the detection limit is approximately 5 nm. Secondly, the prerequisite for the formation of crystalline oxides is that the time for the onset of oxidation is smaller than the time between the arrival of consecutive metallic monolayers. 
CoCrCuFeNi Thin Films 219  This can be estimated by comparing the actual and critical oxygen exposures for the onset of crystalline oxide growth [25]. For example, the critical exposure for the growth of crystalline NiO is 25 – 40 Langmuir [27, 28, 29]. If the actual oxygen exposure is lower, then there is not enough time to initiate the formation of 
crystalline NiO. The actual exposure of the CoCrCuFeNi depositions was between 0.3 and 6 Langmuir at most (for the �ilm which was deposited at 𝐽𝑂/𝐽𝑀~1.0). If 
one assumes that the critical oxygen exposure for the CoCrCuFeNi �ilms is of the 
same order of magnitude as for NiO, then it is understandable that no crystalline 
oxide formation can take place during the deposition of the CoCrCuFeNi thin 
�ilms. The extra �ilm which was deposited at 𝐽𝑂/𝐽𝑀 = 14.0 was exposed to an impurity exposure of 45 Langmuir, which apparently exceeds the critical exposure for CrO2 formation.   
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 10  X-CoCrCuFeNi Thin Films 
10.1 Introduction In the previous chapter, the 5-element CoCrCuFeNi base alloy was discussed. 
Although there are 5 different constituent elements, the CoCrCuFeNi alloy readily forms a single-phase FCC solid solution. This behavior could be understood based on the topological and electrochemical elemental properties of the TMs. In this chapter, the complexity will be, once again, increased. In conventional alloying, the properties of the base metal or alloy are usually enhanced by incorporating extra elements. For example, the corrosion resistance of carbon steel is greatly enhanced by adding Cr (which leads to stainless steel). The addition of other solutes such as Mo, V, or Ti enhances the mechanical properties. The same 
concept can also be applied to HEAs. The in�luence of a sixth constituent element 
on the phase formation and �ilm properties will be studied in this chapter. A better comprehension of this new class of alloys is essential, both from an application-driven perspective (i.e. the �ilm properties), as well as from a 
fundamental scienti�ic perspective (i.e. the phase formation).  
224 Chapter 10  The 5-element base alloy will serve as a template alloy and it will be hypothesized that the senary X-CoCrCuFeNi HEAs can be regarded as pseudo-binary alloys of the form Xx-{TM}1-x. This hypothesis will be demonstrated for four different systems, whereby the resulting phase formation will be explained based on topological, electrochemical, and/or thermodynamic parameters. 
In the �irst experiment, the in�luence of a larger, and heavier element will be 
studied. For this purpose, niobium was chosen. As Nb is larger than the base 
elements, it will change the stability of the FCC solid solution. Secondly, Nb is also 
heavier, hence the in�luence of the inherent kinetic effects during sputter deposition will be studied in more detail. Therefore, the �irst experiment will give 
a good starting point to study both the in�luence of the chemical composition, and 
the in�luence of the synthesis technique, i.e. magnetron sputter deposition, on the phase formation and �ilm properties. In the second experiment, an element with 
the same atomic radius as Nb was selected. Aluminium also has an atomic radius of 143 pm, but obviously a different electrochemical nature, and different bonding characteristics with TMs. In the third experiment, the in�luence of an even larger element, i.e. indium, will be studied. Moreover, as In is immiscible with the TMs, it can be modelled well with a hard-sphere approximation. In the 
fourth experiment, the in�luence of a metalloid will be studied. Germanium has a covalent radius that is similar to the metallic radii of the base elements, and prefers to form strong covalent bonds. In this system the solute element cannot longer be regarded as a hard sphere, and other origins for the lattice distortion will be discussed. An overview of the elemental properties of the extra solutes is given in Table 10.1. As in magnetron sputtering the deposition conditions and chemical composition are intricately linked, also some material-speci�ic trends will be discussed. More 
speci�ically, the Nb-induced atomic peening affects the intrinsic properties such 
as the �ilm density and stress of the Nbx-CoCrCuFeNi �ilms. In the Inx-CoCrCuFeNi system, In acts as a surfactant, i.e. it stimulates grain growth. Hence, the chemical 
composition not only determines the phase formation, but also the intrinsic �ilm 
properties. Finally, for a selection of Nbx- and Alx-CoCrCuFeNi thin �ilms, the elastic and plastic properties were determined by BLS, PU, and nanoindentation.  
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Table 10.1: Atomic radii of the solute elements [7], and mixing enthalpies (in kJ/mol) of the atomic pairs as calculated with Miedema’s model [6] 
solute 
element 
atomic radius 
(pm) 
base 
element 
solute element 
Nb Al In Ge 
Nb 143 Co -25 -19 7 -21.5 
Al 143 Cr -7 -10 20 -18.5 
In 163 Cu 3 -1 10 -11.5 
Ge 123 Fe -16 -11 19 -15.5 
  Ni -30 -22 2 -23.5  Lastly, it is important to note that the atomic concentration of the solute element X is noted as Xx-CoCrCuFeNi. For example a Nb-CoCrCuFeNi alloy which contains 23 at.% Nb is denoted as Nb23-CoCrCuFeNi. 
10.2 Overview of the Experimental Conditions In this section an overview of the four experiments, and their respective experimental conditions, will be given. A detailed summary of the deposition conditions of the Alx-, Inx-, and Gex-CoCrCuFeNi �ilms is given in appendix C. Also 
the chemical composition of the deposited �ilms is presented in this section. 
10.2.1 Nbx-CoCrCuFeNi 
Nbx-CoCrCuFeNi thin �ilms were deposited by sputtering powder targets at various deposition conditions. Four powders targets were prepared with a 
nominal Nb atomic concentration of 5, 10, 15, and 23 at.% Nb. A constant discharge current of 0.09 A with a typical discharge power of 40 W was used for all depositions. To examine the in�luence of the deposition conditions, the Ar gas pressure (𝑝) and target-substrate distance (𝑑) were varied, and the same values 
were used as for the depositions of the CoCrCuFeNi �ilms (𝑝 ∙ 𝑑 = 2.8, 3.6, 3.85, 4.4, 4.95, and 6.0 Pa·cm). In total, 24 �ilms were deposited. The �ilm thickness varied between 305 and 800 nm. For the thermal stability tests, �ilms were deposited on 0.9 mm thick soda-lime glass microscope slides. For the friction 
coef�icient measurements, �ilms were deposited on 0.9 mm thick mirror polished stainless steel substrates (316L). 
The chemical composition was measured with EDX. Just as in the CoCrCuFeNi 
system, the deposition conditions do not in�luence the chemical composition. 
Figure 10.1 shows the Nb atomic concentration as a function of the pressure-
226 Chapter 10  distance product 𝑝 ∙ 𝑑. Also the other constituent elements do not show any correlation with 𝑝 ∙ 𝑑. 
 
Figure 10.1: Nb atomic concentration of the Nbx-CoCrCuFeNi �ilms as a function of the pressure-distance product 𝑝 ∙ 𝑑. 
10.2.2 Alx-CoCrCuFeNi The Alx-CoCrCuFeNi thin �ilms were synthesized by a joined effort of Belgian and French research groups. F. Boydens (Ghent University), H. Hidalgo, P. Dutheil, A.-
L. Thomann (Université d’Orléans, France), and M. Jullien (Université de Lorraine, France) performed the depositions. First of all, it is important to remark that these depositions were performed in a vacuum chamber with a lower base pressure, approximately 10-5 Pa. Hence, the impurity �lux is an order of magnitude lower than during the other experiments. This should be kept in mind if one wants to compare the properties of the different HEAs. The phase 
formation and �ilm properties were analyzed by the author. Four powder targets (T1, T2, T3, T4) with different compositions were made. The composition of the 
targets and the average composition of the corresponding �ilms is presented in 
Figure 10.2. The standard deposition conditions were: 0.5 Pa Ar pressure, a constant discharge current of 0.09 A, a target-substrate distance of 9 cm, and a grounded substrate holder were used. To obtain a broader variation in chemical 
composition and �ilm properties, depositions were also carried out at different Ar pressures (0.25 – 2.0 Pa), target-substrate distances (5 – 10.5 cm), substrate bias voltages (-100 V or �loating potential), and substrate temperatures (-100 °C or room temperature), while maintaining the other standard conditions. In total, 36 
thin �ilms were deposited with a thickness between 175 and 540 nm. The chemical composition of the targets and average composition of the 
deposited �ilms is presented in Figure 10.2. It is observed that the �ilm and target 
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each element. Nevertheless, it is observed that the Cu concentration is larger than expected. 
 
Figure 10.2: Composition of the Alx-CoCrCuFeNi powder targets and the average �ilm compositions. 
To elucidate the in�luence of the deposition conditions on the �ilm composition, 
the compositions of the �ilms deposited with the equimolar target T1 are presented in Figure 10.3. It is observed that the target-substrate distance and 
pressure barely in�luence the �ilm composition. This is understandable as the atomic mass and scattering cross sections of the constituent elements are similar, and therefore all six elements exhibit a comparable gas phase scattering factor [3]. 
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Figure 10.3: Composition of the Al17-CoCrCuFeNi thin �ilms deposited (a) at different target-substrates and (b) at different Ar pressures. For simplicity, only the compositions of the �ilms deposited with the equimolar target T1 are shown. The dashed line represents the expected equiatomic concentration (16.67 at.%). 
10.2.3 Inx-CoCrCuFeNi To synthesize the Inx-CoCrCuFeNi thin �ilms, co-deposition was used. One magnetron was positioned directly in front of the substrate and was used to 
sputter the CoCrCuFeNi powder target. The second magnetron was positioned at an angle of 45° to the substrate and was used to sputter a solid In target. The Ar pressure was 0.4 Pa, and the �ilm composition was regulated by a change of the target-substrate distances and/or the discharge current of both magnetron sources. To obtain chemically-homogeneous �ilms, the substrates were rotated at 6 rpm. In total, 10 different �ilms were synthesized. The �ilm thickness was approximately 370 nm for all samples. 
The chemical composition of the �ilms is presented in Figure 10.4. Apart from the continuous increase in the In atomic fraction, it is again observed that the Cu fraction is larger than expected. 
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Figure 10.4: Chemical composition of the Inx-CoCrCuFeNi �ilms. 
10.2.4 Gex-CoCrCuFeNi The Gex-CoCrCuFeNi thin �ilms were synthesized in a similar manner as the Inx-
CoCrCuFeNi thin �ilms. In total, 13 different �ilms were synthesized. The �ilm thickness was approximately 370 nm for all samples. The chemical composition 
of the �ilms is presented in Figure 10.5. The Ge fraction increases continuously, and it is again observed that the Cu fraction is slightly larger than expected. 
 
Figure 10.5: Chemical composition of the Gex-CoCrCuFeNi �ilms. 
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10.3 Adding a Larger Element, Part 1: Nb 
In the �irst experiment, Nb was added to the base alloy. This solute element is 
both larger and heavier than the �ive TMs. Therefore, both the in�luence of the chemical composition, and of the kinetic effects during sputter deposition can be studied in more depth. Moreover, also some preliminary tests were performed to get an understanding of a few structural �ilm properties: the thermal stability and 
friction coef�icient were determined (see section 10.8). Up to date, only one 
study has been published about the in�luence of Nb addition on the properties of 
thick CoCrCuFeNi coatings prepared by plasma-transferred arc cladding [4]. 
However, no thorough investigation on the phase formation of Nbx-CoCrCuFeNi 
thin �ilms has been published. Therefore, this experiment will give a solid starting 
point so study HEA thin �ilms which contain more complex solute elements. 
10.3.1 SEM, XRD, and XRR Results 
The surfaces and cross sections of the �ilms were examined with SEM. All �ilms exhibit a smooth surface and a dense morphology. In contrast to the CoCrCuFeNi 
�ilm (see Figure 9.2), no columnar features were observed. An example is shown in Figure 10.6. 
 
Figure 10.6: Cross-sectional SEM image of the Nb24-CoCrCuFeNi �ilm deposited at 2.8 Pa·cm. 
Figure 10.7 presents the XRD patterns of the Nbx-CoCrCuFeNi thin �ilms deposited at 2.8 Pa·cm, which are typical patterns, irrespective of the deposition conditions. Indeed, only small shifts in the peak positions (see the next paragraphs for the interpretation) were detected for other 𝑝 ∙ 𝑑 values. An 
increase in the Nb concentration results in less sharp diffraction peaks. All XRD 
peaks were �itted by Voigt pro�iles. Up to about 10 at.% Nb, a nanocrystalline FCC 
solid solution is formed, as the peak shape is predominantly Lorentzian. The �ilms with 15 and 24 at.% Nb are amorphous, as these peak pro�iles are Gaussian (see 
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section 6.6.2 for the rationale behind this classi�ication). The in�luence of both the deposition conditions and the Nb concentration on the phase formation can be evaluated from the Gaussian fraction, i.e. the ratio of the Gaussian peak width to the total peak width (Lorentzian+Gaussian). This parameter is presented as a contour plot further in section 10.7.1. Figure 10.8(a) shows the FWHM of the 
�ilms deposited at 2.8 Pa·cm, and a steady increase with the Nb concentration is observed. 
 
Figure 10.7: XRD patterns of the Nbx-CoCrCuFeNi thin �ilms as a function of the Nb atomic 
concentration (�ilms deposited at 2.8 Pa·cm). The patterns were normalized to the respective �ilm thickness. To illustrate the crystalline-to-amorphous structural transition, the interatomic distance was calculated based on the position of the XRD peaks. For the 
crystalline �ilms, Bragg’s law and the relationship between the lattice parameter and atomic radius was used (see section 6.6.1). For the amorphous �ilms, the Ehrenfest equation was employed. Theoretical interatomic distances were calculated based on a weighted average of the constituents, and again the Goldschmidt corrections for the atomic radii were taken into account. 
Figure 10.8(b) indicates that, as the experimental interatomic distance of the amorphous phase is lower than the one calculated for the hypothetical crystalline 
solid solution, the amorphous phase exhibits a more ef�icient way to order the atoms for large Nb concentrations. The phase formation is discussed in section 10.3.3. 
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Figure 10.8: (a) FWHM and (b) calculated and experimental interatomic distances of the Nbx-
CoCrCuFeNi thin �ilms deposited at 2.8 Pa·cm. The dashed line separates the crystalline and 
amorphous �ilms based on the experimental results. 
10.3.2 TEM Results The crystalline-to-amorphous transition was also veri�ied with TEM measurements (see paragraph 4.4.2). The electron diffraction patterns in 
Figure 10.9 show a broadening of the diffraction rings of the crystalline �ilms (0, 5 and 10 at.% Nb). The �ilms with 15 and 23 at.% Nb were classi�ied as amorphous, as they only exhibit two diffuse rings, which is characteristic for the amorphous phase. 
 
Figure 10.9: Electron diffraction patterns of the Nbx-CoCrCuFeNi thin �ilms as a function of the Nb concentration: (a) 0, (b) 5, (c) 10, (d) 15, and (e) 23 at.% Nb (�ilms deposited at 3.6 Pa·cm). 
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CoCrCuFeNi �ilm as was presented in Figure 9.6. With increasing Nb 
concentration, the size of the �ine grains is further decreased, and the amorphous 
�ilms do not reveal any features (see Figure 10.10 for examples). 
 
Figure 10.10: Cross-sectional bright-�ield TEM images of the Nbx-CoCrCuFeNi thin �ilms as a function 
of the Nb concentration: (a) 0, (b) 5, (c) 10, (d) 15, and (e) 23 at.% Nb (�ilms deposited at 3.6 Pa·cm). A more detailed study of the Nb5-CoCrCuFeNi �ilm was performed. The TEM results indicate the presence of small amorphous regions embedded in a dominant nanocrystalline FCC phase (see Figure 10.11). The lattice parameter of the FCC phase is approximately 360 pm, which corresponds well with the XRD 
measurements. The �ilms with higher Nb concentrations were not yet studied 
with HRTEM. Nevertheless, it is expected that with increasing Nb concentration, the size and volume fraction of the nanocrystalline regions is decreased, and eventually the amorphous phase becomes dominant. 
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Figure 10.11: HRTEM image of the Nb5-CoCrCuFeNi �ilm. A nanocrystalline phase is embedded in an amorphous matrix. The average crystallize size is 5 nm. The crystalline areas are demarcated by the dashed lines (left). The FFT pattern of a crystalline area reveals the presence of an FCC structure with a lattice parameter of 360 pm (right) (�ilm deposited at 3.6 Pa·cm). 
10.3.3 Phase Formation 
As the Nb concentration increases, the lattice distortion of the FCC solid solution 
increases as well because Nb is a larger element than the �ive TMs. In 
section 5.2.2.2, it was argued that the critical solute concentration for which the crystalline solid solution phase becomes unstable, can be calculated with the topological model of Egami [5]. When the Goldschmidt corrections for the atomic radii are taken into account, Egami’s model predicts that at 18.2 at.% Nb the crystalline solid solution becomes topologically unstable. However, the XRD 
results indicate that the amorphization already occurs at lower Nb concentrations, i.e. at 15 at.% Nb. This could be traced back to the high effective quenching rate during sputter deposition which favours the formation of amorphous phases already at lower solute fractions. Moreover, if the standard 
deviation on the �it parameter in Egami’s model is taken into account (see 
section 5.2.2.2 for the equation), the amorphization should occur between 13.9 and 22.8 at.% Nb. Hence, for the Nbx-CoCrCuFeNi system, Egami’s model gives a fair, but rather crude prediction of the amorphization threshold. 
10.4 Adding a Larger Element, Part 2: Al The crystalline-to-amorphous structural transition in the Nbx-CoCrCuFeNi system was explained based on the critical lattice distortion of the FCC solid solution due 
to the incorporation of the larger Nb atoms. Egami’s topological model was 
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employed to give a rough estimation of the Nb amorphization threshold. This was 
already a �irst indication that some 6-element HEA thin �ilms could be modelled 
as binary alloy thin �ilms. To further consolidate this hypothesis, Nb was replaced 
with Al, and again the in�luence of the extra element on the phase formation was 
studied. Al was chosen because it has the same atomic radius as Nb (143 pm), but a different electrochemical nature. Hence, not only the topological lattice distortion, but also the electrochemical effect plays a role during the phase formation in the Alx-CoCrCuFeNi. 
10.4.1 SEM, XRD, and XRR Results The phase formation was determined with XRD. Of the 36 samples, 4 exhibit a single BCC solid solution, 27 have a single FCC solid solution, and 1 is XRD-
amorphous. The other 4 �ilms exhibit a mixed FCC/BCC solid solution. No intermetallic compounds were detected in any of the samples. Figure 10.12 presents a selection of XRD patterns. To enhance the visibility of the peaks at higher Al fractions, a close-up of a few XRD patterns is shown in Figure 10.13. 
 
Figure 10.12: A selection of XRD patterns of the Alx-CoCrCuFeNi thin �ilms as a function of the Al atomic concentration. The intensity was normalized by dividing the measured intensity by the 
corresponding �ilm thickness, and only �ilms deposited at the standard conditions, i.e. at 0.5 Pa Ar pressure, and 9 cm target-substrate distance, are shown. The apparent absence of the 220 and 311 
Bragg peaks of the CoCrCuFeNi �ilm as compared to Figure 10.7 is due to a smaller step time (1 s intead of 4 s) in the XRD measurements (here the signal-to-noise ratio is lower). 
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Figure 10.13: A selection of XRD patterns to indicate the transition from FCC to BCC solid solutions. At 24.7 at.% Al, the �ilm is XRD-amorphous. A clear trend between the chemical composition and the phase formation is 
observed. More speci�ically, at low Al concentrations, a single FCC solid solution is formed. At higher Al fractions, also the BCC solid solution emerges, and a mixed FCC/BCC solid solution is formed. At even higher Al concentrations, i.e. from 20 at.% Al, a single BCC solid solution is formed. The �ilm with the highest Al fraction (24.7 at.% Al) exhibits an amorphous phase. It is also important to note that besides the small differences in lattice parameter (see Figure 10.15), the 
deposition conditions do not in�luence the structure formation. Figure 10.14 presents an overview of the determined crystallographic structures as a function of the Al atomic concentration.  
X-CoCrCuFeNi Thin Films 237  
 
Figure 10.14: Summary of the structure formation as a function of the Al atomic concentration. The dashed line represents the FCC instability threshold as calculated with Egami’s model (see 
paragraph 10.4.2). Moreover, the lattice parameters of all phases were determined based on the position of the most intense diffraction peaks, and are presented in Figure 10.15. However, the lattice parameter of an alloy is not only determined by the chemical composition, but also by the processing history and residual stress. Hence, in 
Figure 10.15 a distinction is made between the �ilms deposited at the standard conditions (colored markers) and those deposited at other pressures, substrate-distance products, substrate bias and/or cooling (grey markers). Also the lattice parameter of the FCC structure of the Nbx-CoCrCuFeNi thin �ilms is shown. The 
lattice parameter of the Nbx-CoCrCuFeNi FCC structure is slightly higher than of the Alx-CoCrCuFeNi �ilms. This could possibly be attributed to the compressive 
stress of the Nbx-CoCrCuFeNi �ilms. In Figure 10.15(b), it can be observed that the lattice parameters of the mixed FCC/BCC and single BCC structures show a continuous increase with the Al fraction. Also, the lattice parameters of Alx-
CoCrCuFeNi bulk HEAs show a similar trend as compared to the thin �ilms [6]. Furthermore, Vegard’s law overestimates the lattice parameters of both the FCC and BCC phases. Most probably, the strong interaction between Al and TMs (see 
chapter 7) reduces the effective atomic radius of Al, and consequently the experimental lattice parameter is smaller than predicted based on a hard sphere approximation. This will be further discussed in section 10.4.2. 
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Figure 10.15: (a) Lattice parameters of the FCC structures of the Alx-CoCrCuFeNi and Nbx-
CoCrCuFeNi �ilms. (b) Lattice parameters of the BCC, and mixed FCC/BCC structures of the Alx-
CoCrCuFeNi  �ilms. The grey markers represent the �ilms deposited at non-standard conditions. Vegard’s law overestimates the lattice parameter of all phases. The red triangles represent the lattice parameters of bulk Alx-CoCrCuFeNi alloys [6]. As the FCC structure has a different packing fraction (0.74) than the BCC structure (0.68), a structural transition from FCC to BCC is expected to be 
accompanied by a change in packing fraction. For this purpose, the �ilm density was measured with XRR. As the chemical composition of the �ilms is known, the 
�ilm density can be employed to calculate the packing fraction (see section 7.6). 
However, this approach can only be used if the �ilm porosity is negligible. 
Especially for the �ilms deposited at high pressures and/or low substrate temperatures, this assumption will not hold. Indeed, as the SEM top-view images in Figure 10.16 show, a more porous �ilm is formed at higher pressure.  
   
Figure 10.16: Top-view SEM images of the Al18-CoCrCuFeNi thin �ilms deposited at 0.5 Pa (left) and at 2.0 Pa (right). The latter �ilm has a rougher surface and a higher porosity. 
To evaluate the in�luence of the deposition conditions on the �ilm density, for every sample the measured density was divided by the predicted bulk density 
X-CoCrCuFeNi Thin Films 239  based on a weighted average of the constituents. It appears that the �ilms that were deposited at low pressures (i.e. at 0.25 and 0.5 Pa) exhibit the predicted bulk density. In Figure 10.17, these �ilms are represented by the colored markers. The �ilms that were deposited at a higher pressure, and/or with substrate cooling have a �ilm density which is, on average, 5 % lower than the bulk density. The �ilms that were deposited with a substrate bias exhibit a higher density than the bulk density. This densi�ication could be attributed to the atomic peening effect of the bombarding Ar+ ions. Most probably, Ar atoms are trapped 
in the grain boundaries and increase the measured �ilm density [7, 8]. 
Figure 10.17 shows the packing fraction of the �ilms, and apparently no clear 
correlation between the �ilm structure and packing fraction is observed. 
Nevertheless, if only the �ilms that were deposited at the standard conditions are taken into account, the mixed FCC/BCC- and BCC-structured �ilms have, on average, a slightly lower packing fraction than the FCC-structured �ilms. Moreover, it is evident that in this case XRD measurements are a more reliable method to determine the crystallographic structure. 
 
Figure 10.17: Packing fraction of the Alx-CoCrCuFeNi thin �ilms. The �ilms that were deposited at the standard conditions are represented by the colored markers, those deposited at non-standard conditions are given by the grey markers. The dashed lines represent the ideal packing fractions of the FCC (0.74) and BCC (0.68) structures. 
10.4.2 Phase Formation 
The phase formation in the Nbx-CoCrCuFeNi alloys was explained by a critical 
lattice distortion due to the incorporation of the larger Nb atoms. The same principle is also valid for the Alx-CoCrCuFeNi thin �ilms. Again, Al has a larger atomic radius as compared to the base elements, and an increase in the Al 
240 Chapter 10  fraction increases the FCC lattice distortion. In contrast to elemental Nb, Al 
exhibits the same crystalline structure as the CoCrCuFeNi solid solution, i.e. the FCC structure. Hence, the Goldschmidt correction should not be used, and the atomic radius of elemental Al can be directly employed. Egami’s topological model predicts that the FCC solid solution becomes unstable at 21.8 at.% Al. This threshold seems to be an acceptable prediction, as for Al concentrations larger than 19.6 at.% Al, only single-phase BCC-structured or amorphous �ilms are formed. The instability of the close-packed FCC structure is predicted well by Egami’s 
topological model. Nevertheless, the amorphous phase is preceded by the BCC structure. Already at 16.5 at.% Al, a mixed FCC/BCC structure is formed. Just as the amorphous phase, the BCC structure is more able to incorporate larger atoms, and to cope with a severe lattice distortion. FCC structures consist of both octahedral and close-packed tetrahedral atomic clusters, whereas BCC structures only consist of octahedral clusters. Close-packed tetrahedral structures are more resistant against deformation, and the incorporation of larger elements in the FCC lattice increases the lattice distortion energy. The transition from the metastable FCC structure to the more open BCC structure relaxes the distortion energy. The reason why the amorphous phase is preceded by the BCC structure in the Alx-CoCrCuFeNi alloys, and not in the Nbx-CoCrCuFeNi alloys, should be explained by the interaction between Al and TMs. In chapter 7 it was explained that due to the peculiar electronic structure of Al, i.e. the outer shell contains three electrons, it prefers to transfer electrons to the incompletely-�illed d-shells of TMs, and thereby form strong bonds. This was evidenced by the atomic-bond shortening due to the strong sp-d orbital hybridization. Tang et al. pointed out that for TMs with a partially-�illed d-shell, the BCC structure is close to the FCC structure in terms of stability [9]. Hence, the incorporation of an element rich in valence electrons (such as Al), drives the system to the BCC structure. A more general discussion on the relative stability of FCC and BCC structures as a function of the electron density was given by H. Jones in 1937 [10]. This behavior of Al is also observed in the B2-type aluminides. For example, the Al-Ni, and Al-Fe aluminides exhibit an ordered BCC structure (B2) [11]. Also in the Alx-CoCrFeNi bulk alloys an ordered B2 structure was found [12]. Lastly, Zhang et al. used a thermodynamic approach (i.e. the calculation of phase diagrams, CALPHAD) to demonstrate the phase stability as a function of the Al fraction in Alx-CoCrFeNi bulk alloys [13]. It was found that Al stabilizes both the disordered BCC and the ordered B2 structures. At high Al fractions, the B2 structure is favored, which 
con�irms the numerous experimental observations of the phase formation in Alx-
CoCrFeNi [12, 14, 15, 16] and Alx-CoCrCuFeNi bulk alloys [6, 17, 18]. 
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with the powder targets in this work con�irm the observations of Dolique et al. [19]. This indicates that the rapid quenching during �ilm deposition bypasses the formation of ordered intermetallic structures, and proves that sputtering is an excellent technique to deposit metastable solid solutions. 
10.5 Adding a Larger Element, Part 3: In In this experiment, the validity of the topological hypothesis is further evaluated. 
More speci�ically, it was argued that in some cases, the X-CoCrCuFeNi high-entropy alloys could be regarded as pseudo-binary alloys from a topological point of view. For this purpose, a solute element with an even larger atomic radius was chosen. Indium is a soft post-transition metal with a much larger atomic radius (163 pm) as compared to the base elements. Just as Al, In has three electrons in the outer shell ([Kr] 4d105s25p1). However, the energy difference between the 5s and 5p levels of In and the 3d and 4s states of the TMs is high and In does not form covalent bonds with transition metals. The immiscibility between In and the transition metals is represented by their positive mixing enthalpies (see 
Table 10.1). This room-temperature immiscibility presents another advantage to test the topological hypothesis, i.e. as In does not form bonds with TMs, only the size-effect can account for possible structural transitions. In other words, In can 
be modelled as a hard sphere in the CoCrCuFeNi alloys. The XRD patterns of the Inx-CoCrCuFeNi thin �ilms are presented in Figure 10.18. 
The incorporation of a small fraction of In enhances the <111> �ilm texture as can 
be seen from the appearance of the 222 Bragg re�lection, the disappearance of the 
200 and 220 Bragg re�lections, and the increase in intensity of the 111 Bragg 
re�lection. The increase in the 111 peak intensity even holds when taking into account the various atomic scattering factors (see further in section 10.7.2). This indicates the development of a <111> texture as compared to the random 
orientation of crystallites in the �ilm without In.  
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Figure 10.18: XRD patterns of the Inx-CoCrCuFeNi thin �ilms as a function of the In atomic concentration. To enhance the visibility of the patterns at higher In fractions, the maxima of the 111 Bragg peaks of the crystalline phase are not shown. The normalized intensity of the peaks is shown in 
Figure 10.30. Up to 4.7 at.% In, a strong <111>-textured FCC crystalline thin �ilm is obtained. At 6.6 at.% In, the intensity of the 111 Bragg re�lection is drastically decreased (see also Figure 10.30) whereas the FWHM remains more or less constant (see 
Figure 10.19). This could indicate that at 6.6 at.% In already a part of the alloy exhibits the amorphous phase, and therefore the fraction of the FCC solid solution phase is decreased (see further). For In concentrations larger than 8.6 at.%, only a broad halo is detected which is characteristic for the amorphous phase. In 
Figure 10.19, this amorphization is represented by the sudden increase in FWHM. The dashed line indicates the amorphization threshold as calculated with Egami’s model. 
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Figure 10.19: FWHM of the main diffraction peaks (111 Bragg re�lection of the FCC solid solution and the broad hump of the amorphous phase) of the Inx-CoCrCuFeNi thin �ilms. The sharp increase between 6.6 and 8.6 at.% In indicates a crystalline-to-amorphous structural transition. The dashed line indicates the amorphization threshold as calculated with Egami’s model (see text). In has a much larger atomic radius (163 pm) than the base elements (124 – 128 pm), hence the 6-element Inx-CoCrCuFeNi alloys could be considered as pseudo-binary alloys from a topological point of view. The critical In fraction to stabilize the amorphous phase can be calculated based on Egami’s topological model, and is 7.0 at.% In. Again, the Goldschmith corrections for the atomic 
radius were taken into account. More speci�ically, elemental In exhibits a body-centered tetragonal lattice (coordination number 8), and if In is incorporated in a 
FCC lattice, its atomic radius is in�lated to 163/0.97 ≈ 168 pm. As can be observed in Figure 10.18 and Figure 10.19, the transition from a distorted FCC lattice to an amorphous phase occurs between 6.6 and 8.8 at.% In. Hence, Egami’s theory proves to be very useful to predict amorphization in systems with a large atomic size disparity and the hypothesis that the Inx-CoCrCuFeNi alloys could be regarded as pseudo-binary alloys seems justi�ied. The structural transition can also be observed from the change in the interatomic distance as measured by XRD. The interatomic distance of the crystalline phase 
can be calculated based on the position of the 111 Bragg re�lection. The average interatomic distance of the amorphous phase can be determined by Ehrenfest’s equation and the position of the broad halo in the XRD pattern (see 
section 4.6.3). Figure 10.20(a) shows the average interatomic distance of the FCC solid solution and amorphous phase of the Inx-CoCrCuFeNi �ilms. Indium incorporation increases the average atomic radius, hence Vegard’s law shows a linear increase in the interatomic distance. Vegard’s law is followed fairly well for the crystalline FCC solid solutions, but at the crystalline-to-amorphous transition 
244 Chapter 10  a decrease in the interatomic distance is observed and for higher In fractions the 
interatomic distance again shows a similar trend as Vegard’s law. Nevertheless, Vegard’s law overestimates the interatomic distance of the amorphous phase. As the atoms in the amorphous phase are not constrained to a rigid lattice like in the crystalline state, they are more able to cope with the large atomic size mismatch, 
and they can rearrange themselves to obtain the most ef�icient space �illing. This will result in a shorter average interatomic distance. In other words, above 7.0 at.% In, the amorphous phase presents a more ef�icient way of space �illing as compared to the crystalline solid solution phase, which is severely distorted as In 
is much larger than the base elements. This behavior has been con�irmed by Brouwers for the packing of bimodal hard spheres [20]. Also in their simulations, 
at a critical solute concentration the amorphous phase presents a more ef�icient 
way to �ill space with bimodal hard spheres. 
 
Figure 10.20: (a) Experimental and calculated interatomic distance, and (b) packing fraction of the Inx-CoCrCuFeNi thin �ilms. The packing fraction of the Inx-CoCrCuFeNi thin �ilms is presented in 
Figure 10.20(b), and shows that both for the FCC solid solution phase and the 
amorphous phase, the �ilms exhibit an ef�icient space �illing. It appears that due to the larger size of In as compared to the base elements, the maximum obtainable packing fraction is approximately 0.71. This value is comparable to typical packing fractions in metallic glasses [21]. In the previous paragraph is was shown that Egami’s topological model proved to be able to predict the amorphization threshold. This is understandable as the In atoms could be regarded as hard spheres due to their immiscibility with the base elements. As the Gibbs free energy of the amorphous as well as the solid solution phases are positive, the formation of single-phase Inx-CoCrCuFeNi alloys is not 
thermodynamically favored. Nevertheless, only single-phase alloy �ilms were 
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segregation present in the �ilms, but these segregation zones must be too small to be detectable with conventional X-ray techniques [22]. Moreover, phase 
separation by nucleation during �ilm growth requires long-range diffusion. However, no long-range diffusion takes place during sputter deposition [23], and at most, only atomic-sized precipitates of In could be formed. Moreover, the steady increase in the average interatomic distance with In addition implies that the majority of the In atoms are incorporated in the solid solution and single-
phase �ilms are formed. This could partially be attributed to the HEA concept, i.e. the high mixing entropy lowers the probability for a diffusing In adatom to encounter other In atoms, i.e. it hinders the phase separation kinetics. Moreover, the relatively high quench rate during sputter deposition will also stabilize the alloy against phase separation. Furthermore, Figure 10.21 shows that only above 18 at.% In the amorphous and solid solution phases exhibit similar Gibbs free energies. Still, a crystalline-to-amorphous structural transition is observed between 6.6 and 8.6 at.% In. This indicates that the size-induced lattice distortion, i.e. the topological factor, plays a more dominant role than the thermodynamic factor in the amorphization of the Inx-CoCrCuFeNi �ilms.  
 
Figure 10.21: Gibbs free energy of the amorphous and solid solution phases of the Inx-CoCrCuFeNi 
thin �ilms. Although both phases exhibit positive Gibbs free energies and are not thermodynamically favored, only single-phase alloy �ilms were synthesized. 
10.6 Adding a Metalloid: Ge In the previous sections, the hypothesis that the X-CoCrCuFeNi thin �ilms could be regarded as pseudo-binary alloys, was investigated. So far, only the in�luence of the topological lattice distortion has been studied. In this section, the in�luence of the electrochemical effect will be studied in more detail. For this purpose, an element with a comparable atomic radius as the base elements, but with a 
246 Chapter 10  completely different chemical nature was selected. Hence, the topological size-effect should not play a role in the phase formation. Germanium is a metalloid with a covalent radius (123 pm) that is similar to the metallic radii of the base elements. Pure Ge exhibits the diamond cubic structure, has 4 electrons in the outer shell ([Ar] 3d104s24p2), and prefers to transfer electrons to the incompletely-�illed d-orbitals of TMs. This tendency to form strong covalent bonds can be evaluated from the large negative mixing enthalpy of the Ge-TM atomic pairs (see Table 10.1). The XRD patterns of the Gex-CoCrCuFeNi thin �ilms are shown in Figure 10.22. It 
is observed that Ge addition lowers the peak intensity of the 111 Bragg re�lection. For Ge concentrations up to 16.2 at.%, a single FCC solid solution is formed. At 19.5 at.% Ge, it can be seen that the peak shape is changed from a Lorentzian to a 
Gaussian pro�ile and for the alloys with higher Ge fractions, only a broad Gaussian peak is detected. In Figure 10.22, the sudden increase in FWHM between 16.2 and 19.5 at.% Ge indicates a crystalline-to-amorphous transition. The dashed line marks the amorphization threshold as calculated with Miedema’s model (see further in this section). The decrease in peak intensity from 4.7 at.% Ge and 
onwards could indicate that already at low Ge fractions part of the �ilm exhibits the amorphous phase. Hence, the overall volume fraction of the FCC phase is decreased. 
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Figure 10.22: XRD patterns of the Gex-CoCrCuFeNi thin �ilms as a function of the Ge atomic concentration.  
 
Figure 10.23: FWHM of the main diffraction peaks (111 Bragg re�lection of the FCC solid solution and the broad halo of the amorphous phase). The sharp increase between 16.2 and 19.5 at.% Ge indicates a crystalline-to-amorphous structural transition. The dashed line indicates the amorphization threshold as calculated with Miedema’s model (see text). 
248 Chapter 10  Germanium has a covalent radius comparable to the metallic radii of the base elements, hence Egami’s topological model does not predict amorphization in the Gex-CoCrCuFeNi system. In other words, there is no topological driving force that could warrant the formation of the amorphous phase. Therefore, Vegard’s law predicts only a small decrease in the average interatomic distance, and the experimental interatomic distance remains more or less constant (see 
Figure 10.24(a)). Still, at the amorphization threshold a small change in the average interatomic distance can be observed. Furthermore, the experimental interatomic distance is larger than predicted by Vegard’s law. This implies that 
over the whole Ge concentration range, space �illing is not ef�icient. This is also observed from the continuous decrease in packing fraction (see Figure 
10.24(b)). Clearly, the addition of Ge, which is a strong covalent-bond former, 
distorts the crystalline phase and hinders ef�icient space �illing. 
 
Figure 10.24: (a) Experimental and calculated interatomic distance, and (b) packing fraction of the Gex-CoCrCuFeNi thin �ilms. The Gibbs free energies of the amorphous and solid solution phases were calculated and are shown in Figure 10.25. It is observed that for low Ge fractions, the solid solution is energetically the most-favored phase. For higher Ge fractions (>17 at.%), the amorphous phase is thermodynamically more stable. Just like for metallic glasses, the large, negative mixing enthalpy of the Ge-TM pairs stabilizes the amorphous phase. Most probably, the strong interaction between Ge and the TMs stimulates the formation of SRO clusters, and these clusters destroy the long-range crystalline order (see section 5.3.4). Furthermore, it appears that the calculated amorphization threshold matches the experimentally-observed amorphization reasonably well (see Figure 10.22 and Figure 10.25), hence Miedema’s model appears to be very useful to determine the phase stability of HEAs which contain a strong covalent bond-former.  
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Figure 10.25: Gibbs free energy of the amorphous and solid solution phases of the Gex-CoCrCuFeNi 
thin �ilms. Around 17 at.% Ge, the amorphous phase exhibits a more negative Gibbs free energy than the solid solution phase. This critical Ge fraction is fairly well represented by the experimental results (see Figure 10.22 and Figure 10.24). 
10.7 Material-Speci�ic Trends During sputter deposition, there is often an intricate link between the deposition conditions and chemical composition. For example, in chapter 7 it was shown that the deposition of alloys that contain heavy elements, is accompanied by 
kinetic bombardment effects. As Nb is heavier than the base elements (Co, Cr, Cu, 
Fe, and Ni), its addition not only changes the chemical composition of the alloy, 
but also inherently alters the conditions during �ilm growth. In consequence, the 
�ilm density and stress are changed. Secondly, in the Inx-CoCrCuFeNi system, it was observed that up to a certain concentration threshold, In addition enhances 
the <111> texture of the �ilms. This implies that the incorporation of In has a 
pronounced effect on the atomistic processes during �ilm growth. These two material-speci�ic examples will be discussed in the subsequent paragraphs. 
10.7.1 Atomic Peening Effect in the Nbx-CoCrCuFeNi System 
The �ilm density of the Nbx-CoCrCuFeNi �ilms was measured with XRR. To account for small compositional differences, the measured density was normalized to the theoretical bulk density. This density ratio is shown in Figure 10.26 as a function of 𝑝 ∙ 𝑑 and the Nb concentration. Some trends can be observed, which will be discussed in more detail in the next paragraph. For example, at low 𝑝 ∙ 𝑑 the 
addition of Nb does not affect the �ilm density, whereas the �ilms that were deposited at high 𝑝 ∙ 𝑑 exhibit a densi�ication effect with increasing Nb fraction. 
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Figure 10.26: Contour plot showing the �ilm density ratio of the Nbx-CoCrCuFeNi �ilms as a function of 
the Nb atomic concentration and 𝑝 ∙ 𝑑. At low 𝑝 ∙ 𝑑, the addition of Nb does not affect the �ilm density (direction 1). At high 𝑝 ∙ 𝑑, Nb addition induces a densi�ication effect (direction 2). 
The thin �ilm stress was measured with the sin2ψ-method. Both compressive- and tensile-stressed �ilms were synthesized. As discussed in section 3.9, the stress state and magnitude depend on several parameters, such as the grain size, �ilm 
thickness, deposition rate, and porosity. The correlation between the �ilm density 
and the stress behavior of the CoCrCuFeNi �ilms (see Figure 9.4) shows that both parameters depend on 𝑝 ∙ 𝑑. Hence, to be able to compare the stress of �ilms with various chemical compositions, only the dense �ilms which were deposited at low 
𝑝 ∙ 𝑑 (3.6 Pa·cm), and which have a comparable thickness (420 – 520 nm) are presented in Figure 10.27. 
Figure 10.27 illustrates that the addition of Nb ampli�ies the compressive stress 
of the crystalline �ilms (up to 10 at.% Nb). For the amorphous �ilms, the absolute 
value of the compressive is decreased with increasing Nb fraction. The �ilm with 23 at.% Nb even exhibits a tensile stress state. The change in stress state coincides with the crystalline-to-amorphous transition as observed in 
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Figure 10.8. The stress behavior, and the link with the �ilm density is discussed the next paragraph. 
 
Figure 10.27: Stress as a function of the Nb concentration of the Nbx-CoCrCuFeNi �ilms (deposited at 3.6 Pa·cm, and with an average �ilm thickness of 470 nm). The dashed line separates the crystalline 
and amorphous �ilms based on the experimental results. In section 10.3.1, the crystalline-to-amorphous structural transition was experimentally determined based on a comparison of the calculated and experimental interatomic distances, and an analysis of the XRD peak pro�iles. In 
section 6.6.2, it was demonstrated that the broad XRD peak of the amorphous 
phase is �itted well by a Voigt pro�ile, whereby the Gaussian contribution 
outweighs the Lorentzian contribution. To evaluate the in�luence of both the 
deposition conditions and the Nb concentration on the phase formation, the Gaussian fraction (i.e. the ratio of the Gaussian width to the total peak width) is presented as a contour plot in Figure 10.28. For the crystalline �ilms (up to 10 at.% Nb), an increase in 𝑝 ∙ 𝑑 induces a small increase in the Gaussian fraction (e.g. from 40 to 65 % for 6 at.% Nb). This corresponds to an increase in the microstrain, i.e. an increase in the lattice distortion. Most likely, this could be 
attributed to the higher impurity content in these �ilms as a result of the slightly lower metallic deposition rates at higher 𝑝 ∙ 𝑑. For the amorphous �ilms, the Gaussian fraction is a priori large and does not exhibit a correlation with 𝑝 ∙ 𝑑. 
Nevertheless, the trend from left to right is obvious, i.e. an increase in the Nb concentration at constant 𝑝 ∙ 𝑑, induces an increase in the Gaussian fraction. In 
section 10.3.3, it was discussed that this increase in Gaussian fraction corresponds to a transition from the crystalline phase to the amorphous phase.  
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Figure 10.28: Contour plot showing the Gaussian fraction (in %) of the Nbx-CoCrCuFeNi �ilms as a 
function of the Nb atomic concentration and 𝑝 ∙ 𝑑. 
A similar reasoning can be applied to the �ilm density as presented in the contour plot in Figure 10.26. For the CoCrCuFeNi �ilms, the �ilm density decreased with increasing 𝑝 ∙ 𝑑. The same behavior is also valid for the crystalline Nbx-
CoCrCuFeNi �ilms, as the general trend, i.e. a decrease in the �ilm density with increasing 𝑝 ∙ 𝑑 is still observed. The �ilms deposited at low 𝑝 ∙ 𝑑 are a priori 
dense, and the incorporation of Nb does not change the �ilm density. However, a 
densi�ication effect is observed for the crystalline �ilms deposited at high 𝑝 ∙ 𝑑. 
This Nb-induced densi�ication effect coincides with the increase in compressive stress, as can be evaluated from Figure 10.27. In section 7.5, it was discussed that the compressive stress in sputter-deposited thin �ilms is often ascribed to the atomic peening effect by the backscattered Ar atoms. Indeed, the work of Windischmann nicely illustrated the importance of the momentum �lux on the 
growing �ilm [34]. As Nb is a relatively heavy element, the probability for Ar backscattering (re�lection) is larger than for the �ive TMs, and therefore during 
the deposition of the Nbx-CoCrCuFeNi �ilms a signi�icant amount of momentum is 
transferred to the �ilm. Moreover, also the sputtered Nb atoms contribute to the 
kinetic effects during �ilm growth. SRIM simulations were performed to 
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determine the Ar atom re�lection probability, and the average momentum of the 
re�lected Ar atoms and sputtered atoms (see Figure 10.29). The increased probability for Ar backscattering, and the large momentum of the backscattered 
Ar atoms enhances the atomic peening effect during �ilm growth. Additionally, the 
persistence of the Nb atoms is larger than of the TMs, and the sputtered Nb atoms serve as an extra source of momentum [35]. This enhanced momentum �lux can be viewed as a ‘hammer effect’ whereby the incoming momentum-carriers 
densify the growing �ilm by �illing the voids and grain boundaries.  
 
Figure 10.29: (a) Average momentum of the re�lected Ar atoms and of the sputtered atoms, as calculated by SRIM (400 eV Ar+, perpendicular incidence). (b) The probability that an Ar ion re�lects on the target is determined by the mass ratio of the target material (𝑀𝑡) and the inert gas (𝑀𝑔).  
10.7.2 Surfactant Effect in the Inx-CoCrCuFeNi System 
The normalized net area of the 111 Bragg re�lection of the Inx-CoCrCuFeNi �ilms is presented in Figure 10.30. As the diffracted intensity depends on the composition (i.e. the atomic number and concentration) and the volume of 
interacting material, the normalization procedure took into account the �ilm thickness and the weighted-average of the constituent elements’ atomic scattering factors. The position of the diffraction peaks does not vary much, so the Lorentz-polarization factors were neglected. Likewise, as the temperature during the XRD measurements was low, also the Debye-Waller temperature factors were omitted. As can be seen from the sharp increase in the intensity of the 111 Bragg 
re�lection, In has a strong effect on the growth mode during thin �ilm deposition. If one compares the atomic fractions of the base elements (approx. 15–26 at.%) to the fraction of In (max. 6.6 at.% for the solid solutions), the In atoms can be viewed as dopants in a one-component system.  
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during �ilm growth [24]. Dopants can operate as growth inhibitors or promoters. As already discussed in section 3.7, the ambient gas species that are always present in a vacuum chamber typically act as growth inhibitors. Growth promoters are insoluble dopants that act as surfactants which lower the Ehrlich-Schwoebel barriers and therefore improve the layer-by-layer growth and facilitate crystal growth (see section 3.6.4) [25, 26]. For example, it was found that In enhances the surface (adatom) diffusion during the epitaxial growth of 
GaN [27, 28]. Also, In acts as a surfactant during the growth of Co on Cu(111) by thermal evaporation [29] and during the homoepitaxial growth of Cu(100) and Cu(111) [30, 31, 32]. 
 
Figure 10.30: Normalized intensity of the 111 diffraction peak of the Inx-CoCrCuFeNi thin �ilms. The 
intensity of the 111 Bragg re�lection of the 5-element CoCrCuFeNi thin �ilm was taken as reference (see text for normalization procedure). The dashed line indicates the amorphization threshold as calculated with Egami’s model. The previous results (see Figure 10.20 and Figure 10.30) imply that the In atoms are readily incorporated into the crystalline lattice and/or the amorphous phase, even though In is immiscible with the base elements. However, it is likely that there is a small fraction of In atoms that resides at the grain boundaries. In 
general, the addition of indium has a clear effect on the �ilm growth mode. Also, the In atoms which are incorporated into growing crystals still have a surfactant effect on the diffusivity of the TM component adatoms by lowering the average Ehrlich-Schwoebel barriers. Overall, the mobility of the TM adatoms is increased, larger grains are formed and a preferential <111> out-of-plane texture formation takes place. Indium can also play a role by reducing the effect of impurity species 
X-CoCrCuFeNi Thin Films 255  such as oxygen. This can take place by sweeping these species (i.e. kinetic segregation) to grain boundaries or facilitating their re-evaporation. The segregated contaminants can then react with the TM constituents and form an (mostly 3D) oxide phase at the grain boundaries. Hence, the impurities that normally inhibit crystal growth by the formation of 2D covering layers, or at least a fraction of these become removed from the growth surface. As a result, the competing growth of the crystallites can occur and lead to the observed texture. At 6.6 at.% In the surfactant effect of indium is limited, perhaps by reaching the solubility limit of In in the crystalline HEA. As a consequence, besides the impurity species, In will also contribute to (2D) oxide formation, hindering competing growth and by this restricting the texture formation process. 
However, the surfactant effect of In only has an effect on the �ilm growth mode if the FCC solid solution phase is inherently stable. Once the lattice distortion is too high (above 7.0 at.% In), the topological instability of the crystalline lattice prevails and the surfactant effect of In is reduced. 
10.8 Structural Film Properties 
10.8.1 Friction Coef�icient of the Nbx-CoCrCuFeNi Films 
The friction coef�icients of a selection of Nbx-CoCrCuFeNi �ilms (deposited on stainless steel substrates) were measured with a ball-on-disk setup. Stainless steel balls with a diameter of 6 mm were pressed against the �ilm surface with a force of 1 N. The sliding speed was 0.05 m/s and the wear track radius was 2.5 mm. The friction tests were conducted in ambient atmosphere with a relative humidity of 55 %. These measurements were performed at the AÅ ngström Laboratory, Uppsala University (Sweden). The assistance by prof. U. Jansson, and P. Berastegui is highly appreciated. 
Figure 10.31 shows the friction coef�icients of the CoCrCuFeNi thin �ilms (deposited at 2.80, 3.60, and 6.05 Pa·cm) as a function of the sliding distance. For 
the �ilms deposited at low 𝑝 ∙ 𝑑, the friction coef�icient remains approximately constant for at least 40 m sliding distance (which was the end point of the measurement). The �ilm deposited at 6.05 Pa·cm breaks down after 30 m sliding distance as can be seen from the increase in friction coef�icient. Most likely, this could be attributed to the higher porosity as compared to the other �ilms. The inset of Figure 10.31 indicates that the Nb concentration does not have an 
impact on the friction coef�icient. Both the nanocrystalline and amorphous �ilms 
exhibit a similar friction coef�icient. This result is probably related to the fact that 
all the examined �ilms, the crystalline as well as the amorphous, are dense. 
Moreover, all �ilms exhibit a relatively smooth surface, and consequently the 
friction coef�icient is constant for all Nbx-CoCrCuFeNi �ilms. Regardless of the 
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relatively high values, the Nbx-CoCrCuFeNi �ilms are robust since the friction 
coef�icients remain stable over a large sliding distance (at least 40 m). 
Interestingly, similar friction coef�icients (0.7 – 0.75) were obtained for 
AlCrCrFeMoNi bulk alloys by Hsu et al. [33]. 
 
Figure 10.31: Friction measurements of the CoCrCuFeNi thin �ilms as function 𝑝 ∙ 𝑑. The stainless steel-on-stainless steel reference was added. The inset shows the stable friction coef�icient as a 
function of the Nb concentration (�ilms deposited at 2.8 Pa·cm). 
10.8.2 Thermal Stability of the Nbx-CoCrCuFeNi Films The thermal stability of a selection of Nbx-CoCrCuFeNi �ilms was studied by annealing for one hour in an argon atmosphere. For this purpose, a quartz tube furnace was used and three different temperatures were chosen (200, 450, and 600 °C). Nbx-CoCrCuFeNi �ilms that were deposited at 3.85 Pa·cm (on glass substrates) with respectively 0, 5, 10, and 23 at.% Nb were selected. After annealing, XRD measurements were performed, and the interatomic distance and grain size (based on Scherrer’s equation) were determined (see Figure 10.33). 
The interatomic distance of the crystalline �ilms (up to 10 at.% Nb) clearly decreases up to 450 °C, which can be explained by the relaxation of the 
compressive stress. The amorphous �ilm (23 at.% Nb) exhibits a small tensile stress and annealing seems not to affect this stress state as the interatomic distance remains more or less constant. At 600 °C, the �ilms show an increase in the interatomic distance. The XRD patterns reveal small fractions of silicides and 
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detected, it is likely that the relative Nb fraction of the solid solution phase is increased, and hence the interatomic distance is increased likewise.  
 
 
Figure 10.32: XRD patterns of the (a) CoCrCuFeNi, (b) Nb5-, (c) Nb10-, and (d) Nb23-CoCrCuFeNi �ilms as-deposited at 3.85 Pa·cm, and after annealing for 60 min at 200, 450, or 600 °C. As expected, the grain size is increased with the annealing temperature. Indeed, a large interfacial energy is typically stored in nanocrystalline materials due to the high amount of grain boundaries. This results in a driving force for recrystallization and grain growth [36]. Grain boundary diffusion becomes 
signi�icant at temperatures in the order of 0.4𝑇𝑚 , with 𝑇𝑚 the absolute melting temperature of the alloy [37, 38, 39]. Based on the average melting temperature of the constituents, the annealing temperature of 600 °C just exceeds this threshold, and consequently grain growth is triggered. Finally, this preliminary test provides an indication of the thermal stability of HEAs, as the FCC solid solution is still the dominant phase at 600 °C. A thorough investigation of the 
thermal properties of HEA thin �ilms is, however, out of the scope in this work. 
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Figure 10.33: (a) Interatomic distance and (b) grain size of the Nbx-CoCrCuFeNi �ilms as a function of the annealing temperature. 
10.8.3 Mechanical Properties of the Nbx- and Alx-CoCrCuFeNi Films The early work of Yeh et al. showed that the hardness of the Alx-CoCrCuFeNi bulk alloys increases continuously with the Al fraction [40]. Generally, BCC-structured materials are harder than FCC-structured materials of the same composition, as they exhibit a stronger directional bonding, and lack close-packed slip planes [41]. An overview of published hardness values for several Alx-CoCr(Cu)FeNi-based bulk HEAs is presented in Figure 10.34. Moreover, at high Al fractions, the two-phased alloys (disordered BCC, and an ordered B2 phase) exhibit a slightly higher hardness. Indeed, the formation of homogeneous, single-phase alloys is not always favored if a high hardness is desired. Tang et al. emphasized that the 
formation of secondary phases is usually bene�icial for the mechanical performance of alloys in structural materials [9]. This corresponds to conventional alloying, where secondary phases typically enhance the alloy properties (e.g. the precipitation hardening in steel [41]). 
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Figure 10.34: Hardness as a function of the Al concentration for several as-cast Alx-CoCr(Cu)FeNi(2) bulk alloys (data taken from [9, 40, 43]). 
The mechanical properties of Nbx-CoCrCuFeNi bulk alloys have not been studied yet. Currently, only one research article has been published about plasma-transferred arc cladding of thick Nb-CoCrCuFeNi coatings, which exhibit a hardness of 3.64 GPa [4]. 
The elastic and plastic properties of a selection of Nbx- and Alx-CoCrCuFeNi thin 
�ilms were determined by BLS, PU, and nanoindentation measurements (see 
section 4.7 for an overview of these techniques). For the Nbx-CoCrCuFeNi alloys, 
the dense �ilms that were deposited at 2.8 or 3.85 Pa·cm were used. For the Alx-
CoCrCuFeNi alloys, only those �ilms that were deposited at 4.5 Pa·cm and without substrate cooling nor substrate bias, were chosen. In the following discussion, color-coded markers are used to represent the various phases (e.g. see the legend of Figure 10.35). 
10.8.3.1 Elastic Properties The transverse (𝑉𝑇) and longitudinal (𝑉𝐿) sound velocities of both HEA systems are presented in Figure 10.35. For the Nbx-CoCrCuFeNi thin �ilms, both 𝑉𝑇 and 𝑉𝐿 
show a slight decrease with the Nb fraction. For the FCC-structured Alx-
CoCrCuFeNi thin �ilms, 𝑉𝑇 and 𝑉𝐿 remain approximately constant with increasing 
Al fraction. For the �ilms with a mixed FCC/BCC structure, 𝑉𝑇 and 𝑉𝐿 exhibit a small deviation from the values of the FCC-structured �ilms. Somewhat more intuitive material trends can be evaluated from the Debye temperature and Young’s moduli, and are discussed in the next paragraphs (see Figure 10.36 and 
Figure 10.37). 
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Figure 10.35: (a) Transverse and (b) longitudinal sound velocity of the Nbx- and Alx-CoCrCuFeNi thin 
�ilms as measured with BLS and PU. Throughout this section, the same color-coded markers are used. The Debye temperatures of the pure elements are, Co: 445 K, Cr: 630 K, Cu: 343 K, Fe: 470 K, and Ni: 450 K. The Debye temperature of pure BCC Nb is 275 K, and 428 K of pure FCC Al [42]. Hence, with increasing Nb fraction, a decrease in the Debeye temperature is expected, whereas with increasing Al fraction, a small increase in the Debye temperature is expected. The experimental Debye temperatures are in both HEA systems lower than predicted based on a weighted average of the constituents (open markers in Figure 10.36). A qualitative explanation for this mismatch between experiment and prediction is given in the 
discussion about the Young’s moduli. Nevertheless, in the Nbx-CoCrCuFeNi system, a similar trend between the predicted and experimental Debye temperatures is found. In the Alx-CoCrCuFeNi system though, an opposite trend is observed, i.e. the experimental Debye temperatures exhibit a decrease whereas an increase was predicted. This behavior can be explained based on the structural changes in the Alx-CoCrCuFeNi system. More speci�ically, with increasing Al fraction, the structural change from FCC to BCC is accompanied by a decrease in packing fraction, and therefore by an increase in the average atomic volume (𝑉𝑎). As the Debye temperature scales with 𝑉𝑎−1/3 (see section 4.7), the experimental values exhibit a decrease, because a simple calculation based on the weighted average of the constituents does not take into account structural changes. In the 
Nbx-CoCrCuFeNi system, this increase in atomic volume is countered by the 
densi�ication effect due to the atomic peening caused by the backscattered Ar atoms.  
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Figure 10.36: Debye temperature of the (a) Nbx- and (b) Alx-CoCrCuFeNi thin �ilms. The open markers and dashed lines represent the weighted averages of the constituents’ Debye temperatures. The experimental Young’s moduli exhibit a similar behavior as the Debye temperatures, i.e. a decrease with increasing concentration of the solute element. In Figure 10.37, the open markers represent the weighted average of the constituents’ Young’s moduli. For this calculation, Wang’s formalism was used [43]. The Young’s moduli of the pure elements are, Co: 209 GPa, Cr: 279 GPa, Cu: 128 GPa, Fe: 211 GPa, Ni: 200 GPa. The Young’s modulus of pure BCC Nb is 105 GPa, and 70 GPa of pure FCC Al [44]. Hence, both solute elements have a lower Young’s modulus than the base elements, and with increasing solute concentration a decrease is expected. It can be observed that, although the calculation overestimates the Young’s moduli, the predicted and experimental Young’s moduli exhibit a trend line with a similar slope. Especially, for the FCC-
structured Nbx- and Alx-CoCrCuFeNi �ilms, the slope of the experimental trend appears to be similar to the calculated one. There are, however, too few samples 
to draw signi�icant conclusions. In the Alx-CoCrCuFeNi system, it is clearly 
observed that the �ilms with a mixed FCC/BCC and a single-phase BCC structure deviate from the FCC trend line, and have, on average, a lower Young’s modulus. Typically for polycrystalline and amorphous solids, the elastic moduli such as the Poisson’s ratio, shear modulus, and Young’s modulus, are correlated with the packing density [43, 45, 46, 47]. As the packing fractions of the BCC- and mixed FCC/BCC-structured �ilms are slightly lower, consequently their elastic moduli are also lower. 
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Figure 10.37: Young’s modulus of the (a) Nbx- and (b) Alx-CoCrCuFeNi thin �ilms. The open markers and dashed lines represent the weighted averages of the constituents’ Young’s moduli. The reason why a simple calculation based on a weighted average of the constituents’ properties overestimates both the Debye temperatures and Young’s moduli might be linked to the nanocrystalline nature of the HEA thin �ilms. As the grain size in nanocrystalline solids is typically lower than 100 nm, the grain boundaries play an important role in several phenomena [36]. Especially for really small grain sizes, the fraction of atoms that reside in grain boundaries 
becomes signi�icant. For example, if one assumes spherical grains with an average grain size 𝜋𝑔𝑟𝑎𝑖𝑛 , and that the boundary of each grain contains a monolayer of surface atoms, then the fraction of atoms that reside in the grain boundaries can be estimated by: 
𝑓~ �1 + 4 𝑟
𝜋𝑔𝑟𝑎𝑖𝑛
�
3
− 1 
where 𝑟 is the mean atomic radius. For example, for a nanocrystalline Cu �ilm with an average grain size of 3 nm, the fraction of atoms in the grain boundaries is 60 % [48]. Hence, the elastic properties of nanocrystalline �ilms are not only determined by the elastic properties of the bulk material inside the grains, but also by the chemical composition, porosity, morphology, and elastic properties of the grain boundaries. This discussion will be continued in the next section. 
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10.8.3.2  Plastic Properties For polycrystalline solids, the Young’s modulus 𝐸 and shear modulus 𝐺 are linearly correlated, i.e. 𝐺/𝐸 ≈ 3/8 = 0.375 [49]. Ledbetter [50] and Gorecki [47] showed that more accurate values for FCC and BCC metals are respectively 0.385 and 0.357. Figure 10.38(a) shows that the linear �it of the FCC-structured �ilms (both the Nbx- and Alx-CoCrCuFeNi were taken into account) exhibits approximately the same slope (i.e. 0.378) as for the polycrystalline FCC metals. Also the slope of the mixed FCC/BCC- and single-phase BCC-structured �ilms shows a reasonable agreement with the literature values for polycrystalline BCC 
metals. This indicates that, although HEA thin �ilms are chemically complex materials, they exhibit a comparable elastic behavior as conventional polycrystalline metals. 
 
Figure 10.38: (a) Shear modulus as a function of the Young’s modulus for the Nbx- and Alx-
CoCrCuFeNi thin �ilms. The dashed lines represent the linear �its of the FCC, and mixed FCC/BCC phases. (b) Shear modulus-to-bulk modulus ratio (𝐺/𝐵) as a function of the Cauchy pressure (𝐶12 − 𝐶44). The horizontal dashed line represents Pugh’s criterion for the ductile-to-brittle transition [51, 53]. The vertical dashed line is the Cauchy pressure which demarcates the covalent (brittle) and metallic (ductile) behavior. The ductility of polycrystalline solids can be estimated by using the Pettifor [52] and Pugh [51] criteria (see section 6.8). According to Pettifor, materials with a negative Cauchy pressure (𝐶12 − 𝐶44 < 0) are characterized by covalent bonding and are brittle. A positive Cauchy pressure indicates metallic bonding and ductile behavior. Pugh related the ductility of pure polycrystalline metals to the ratio of the shear modulus and the bulk modulus (𝐺/𝐵). Polycrystalline materials with 
𝐺/𝐵 < 0.571 are ductile, and brittle for 𝐺/𝐵 > 0.571. Figure 10.38(b) shows 
264 Chapter 10  that the polycrystalline Nbx- and Alx-CoCrCuFeNi �ilms are ductile, whereas the 
amorphous Nb24-CoCrCuFeNi �ilm is brittle. The hardness and indentation modulus were measured with nanoindentation. 
Figure 10.39 shows that the indentation moduli are higher than the Young’s moduli. This is a typical result, as nanoindentation does not take into account various material issues, e.g. pile up, substrate-related effects, �ilm surface morphology, etc. [54, 55] . 
 
Figure 10.39: Young’s modulus (�illed markers) and indentation modulus (open markers) of the 
(a) Nbx- and (b) Alx-CoCrCuFeNi thin �ilms. 
The hardness, however, exhibits an interesting correlation with the �ilm properties. Figure 10.40(a) presents the hardness as a function of the solute concentration, and as a function of the grain size in Figure 10.40(b). For the Nbx- and Alx-CoCrCuFeNi �ilms, the average size of the diffracting crystallites was calculated by Scherrer’s equation based on the position and Lorentz width of the 
111 Bragg peaks. Nevertheless, it is important to remark that Scherrer’s equation gives an underestimation of the grain size. In section 6.6.2, it was discussed that the diffraction peak broadening not only depends on the size effect, but also on lattice imperfections, residual stresses, stacking faults, and chemical heterogeneities. Hence, the Lorentz width was used in Scherrer’s equation. All 
�ilms exhibit a nanocrystalline nature, i.e. the crystallite size is between 2 and 20 nm. For these small sizes, each grain contains only one crystallographic 
orientation. This was con�irmed by the TEM measurements (see section 10.3.2). In other words, as the crystallite size is so small, each grain can be viewed as a nanosized single crystal, and the crystallite size is practically identical to the grain 
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and Nb24-CoCrCuFeNi �ilms. However, for these �ilms the grain size does not have a physical meaning, and therefore a grain size of 0 nm was used. 
 
Figure 10.40: (a) Hardness as a function of the Nb and Al concentration, and (b) as a function of the 
grain size of the Nbx- and Alx-CoCrCuFeNi thin �ilms. It can be observed in Figure 10.40(a) that the hardness does not exhibit a direct correlation with the chemical composition. However, as Figure 10.40(b) indicates, a correlation exists between the hardness and the grain size. It was already mentioned that the grain boundaries play an important role in the mechanical characteristics of nanocrystalline materials. A typical strengthening mechanism in polycrystalline materials is grain-boundary strengthening. One of the most important mechanisms in the plastic deformation of polycrystalline materials is the movement of dislocations. Depending of the material’s stacking-fault energy, i.e. the amount of energy that is induced by a stacking defect, deformation occurs by dislocation glide (slip) or by twinning. The grain boundaries play an important role as they usually block the dislocation motion. This is because the grain boundaries are more disordered than the bulk of the grains, and because adjacent grains differ in crystallographic orientation. Therefore, propagating dislocations require more energy to continue through a grain boundary and into an adjacent grain. In other words, the grain boundaries act as pinning points as they impede the further propagation of dislocations, and will delay the onset of plastic deformation. If an external stress is applied, dislocations will propagate through the material until they encounter a grain 
266 Chapter 10  boundary. If the external stress is increased, more and more dislocations will be piled-up at the grain boundaries, until the generated stresses are too large, and dislocations start to propagate across the grain boundaries. If the grain size is decreased, the maximum amount of dislocation pile-ups at the grain boundaries is lowered, hence the required stress to move dislocations across grain boundaries is increased, and consequently the material’s yield strength is increased as well. Furthermore, as the average grain size is decreased, the volume fraction of grain boundaries is increased, and the material contains more dislocation pinning sites. This inverse relationship between the grain size and yield strength is described by the classical Hall-Petch relation [56, 57]. Of course, 
materials cannot be made in�initely strong by decreasing the grain size. At a certain (small) grain size, the grains are too tiny to accommodate more than one or two dislocations, and the inverse Hall-Petch behavior, i.e. a decrease in strength with decreasing grain size, takes place. The global trend in 
Figure 10.40(b) indicates a normal Hall-Petch behavior, i.e. an increase in hardness with decreasing grain size. Also, although there are too few samples to 
draw any signi�icant conclusions, the hardness of the FCC-structured Alx-CoCrCuFeNi �ilms seems to exhibit a maximum around 13 nm. For the sake of comparison, it was found that the normal Hall-Petch behavior of (bulk) nanocrystalline Cu and Pd breaks down at respectively 19.3 and 11.2 nm [58, 59, 60]. Typically for most metals, the normal Hall-Petch relation breaks down around 10 nm [58, 61, 62]. The Hall-Petch crossover grain size depends on the material properties (e.g. stacking fault energy [48]), the possible dislocation mechanisms (e.g. diffusional creep and dislocation slip), and on the morphology of the grains and grain boundaries [36]. Finally, the hardness of the 
nanocrystalline Nbx- and Alx-CoCrCuFeNi �ilms is on average 9 GPa, which is about 3 GPa higher than the bulk HEAs of the same composition (see 
Figure 10.34).  In the previous discussion, it was implicitly assumed that the chemical composition of the grain boundaries is the same as of the bulk of the material. Firstly, as Cu is immiscible with Co, Cr, Cu, and Fe, it is plausible that a small fraction of Cu atoms is segregated and resides at the grain boundaries (in nanocrystalline materials, this segregation is typically too small to be detected with XRD or TEM). Secondly, the base pressure during the deposition of the Alx-
CoCrCuFeNi �ilms was about an order of magnitude lower than during the 
synthesis of the Nbx-CoCrCuFeNi �ilms. Therefore, it is expected that the amount 
of impurities in the Nbx-CoCrCuFeNi �ilms is an order of magnitude larger. The impurities can be incorporated in the grains if their fraction is lower than the solubility limit. However, if the impurity concentration is relatively high, it is likely that a fraction segregates to the grain boundaries, and possibly forms tissue 
X-CoCrCuFeNi Thin Films 267  phases (e.g. metal oxides). The stacking fault energy and stress magnitude due to the dislocation pile-ups depends on the chemical composition of the grain boundaries. Hence, if the grain boundaries are decorated with impurities, or contain segregated Cu atoms, the dislocation pinning will be altered. Lastly, there is also a signi�icant difference in texture between the two HEA systems. The Nbx-
CoCrCuFeNi �ilms exhibit a random grain orientation, whereas the Alx-
CoCrCuFeNi �ilms (at least the FCC-structured �ilms) exhibit a more preferential out-of-plane orientation. The �ilm texture will also play a role in the nanoindentation measurements. However, a full mechanical characterization is out of the scope in this work. 
10.9 Conclusion In this chapter a new class of alloys, namely HEAs was discussed. Bulk HEAs exhibit interesting properties and have been studied to some extent. However, 
HEA thin �ilms barely have been studied. This is surprising as HEA coatings could provide interesting properties and could be applied in several applications. Furthermore, vapor deposition usually exhibits an inherently high quench rate, and consequently single-phase HEA coatings are easily synthesized. As HEA thin 
�ilms are a new class of materials, many fundamental and property-related phenomena have not been elucidated yet. Therefore, this work tried to deal with 
two outstanding issues. Firstly, the in�luence of the chemical composition and deposition conditions on the phase formation of sputter-deposited HEA thin �ilms 
was investigated. And secondly, the intrinsic �ilm properties such as the density, stress, microstructure, and their in�luence on the structural �ilm properties such as the elasticity and plasticity were investigated. 
Historically, the �ive-element CoCrCuFeNi was one of the �irst HEAs which was studied by the group of Yeh. As this composition readily forms a single-phase FCC solid solution, this base alloy proved to be an excellent starting point to study 
more complex HEAs. Powder targets were used to deposit the HEA thin �ilms, as this limits the required number of magnetrons to one. However, the applied cathode power and consequently the maximum obtainable deposition rate is rather low. For this reason, the inherently-present gaseous impurities have a 
severe effect on the growth and properties of metallic thin �ilms. Hence, the 
in�luence of the impurities on the growth of CoCrCuFeNi thin �ilms was studied 
�irst. To exclude the in�luence of the impurities related to the powder targets from the residual ambient impurities in the vacuum chamber, two sets of depositions were performed. One set of �ilms was deposited by sputtering a 
powder target, the second set of �ilms was synthesized by sputtering a solid alloy target of the same composition. These results clearly indicated that the impurity-
268 Chapter 10  to-metal �lux ratio determines the �ilm growth mode. More speci�ically, at high impurity-to-metal �lux ratios (𝐽𝑂/𝐽𝑀 > 0.1), the repeated nucleation of adatoms leads to a zone III type growth with a characteristic random orientation of the nanosized crystallites. In the last chapter, the in�luence of adding a sixth element on the phase formation 
and properties of the CoCrCuFeNi thin �ilms was examined. It was postulated that the X-CoCrCuFeNi alloys could be regarded as pseudo-binary alloys from a topological point of view. To verify this hypothesis, and to learn more about HEA 
thin �ilms in general, four sets of alloys were studied. In the �irst experiment, two birds where killed with one stone. Indeed, the addition of the large and heavy 
element Nb not only acts on the alloy’s phase formation, but as sputtering is a 
kinetic deposition technique, it also in�luences the �ilm properties. As Nb is larger 
than the �ive base elements, Nb incorporation causes an additional distortion of the FCC lattice. At a certain threshold concentration (15 at.% Nb), the amorphous 
phase becomes more favorable. Furthermore, the heavy Nb atoms in the target 
serve as re�lection centers for Ar atoms. The atomic peening effect densi�ies the 
�ilm and generates a compressive stress. In the second experiment, Nb was replaced by another solute element with the same atomic radius, namely Al. As Al is larger than the base elements, also in this system the amorphous phase is favored at high Al concentrations (>25 at.% Al). However, Al prefers to form strong bonds with TMs, and at intermediary Al fractions (16.5 – 24.6 at.% Al), a BCC-structured solid solution phase is formed. This was attributed to the fact that Al has a relatively high density of valence electrons, and partially transfers electrons to the incompletely-�illed d-electron shells of TMs. Furthermore, the BCC structure has a lower packing fraction than the FCC structure, and is therefore more capable to accommodate the larger Al atoms. The third experiment was designed to illustrate the strength of the topological approach. For this purpose, a solute element that could be modelled as a hard sphere was 
chosen. Indeed, as In is immiscible with the �ive TMs and does not form bonds, only the topological effect, i.e. the lattice distortion could explain the observed structural transition (at 7 at.% In). Even though In is immiscible with the TMs, it is readily incorporated into the solid solution, as was evaluated from the trend in the interatomic distance. In also has a secondary effect, i.e. it serves as a 
surfactant during �ilm growth, and enhances the texture. In these three systems, the topological lattice instability could be predicted fairly well by the model of Egami for binary metallic glasses. The applicability of this model hints to the validity of the hypothesis that certain HEA thin �ilms, or at least the {Nb, Al, In}x-
CoCrCuFeNi �ilms, could be regarded as pseudo-binary alloys. In the �inal experiment, the metalloid Ge was introduced. Ge prefers to form covalent bonds with TMs, and in this system, the crystalline long-range order is ‘destroyed’ by 
X-CoCrCuFeNi Thin Films 269  the strong interaction of Ge and TMs. The thermodynamic model of Miedema proved to be very useful to predict the critical Ge amorphization threshold (at ~17 at.% Ge). Although in this work only HEAs based on the CoCrCuFeNi alloy 
were investigated, the �indings learned more about the deposition and properties 
of HEA thin �ilms in general. This could prove useful in the design and understanding of future HEA thin �ilms. Lastly, it was shown that in most cases single-phase FCC or amorphous �ilms were synthesized. However, this is not always desired from a properties perspective. Indeed, also in conventional alloying, it are the secondary phases and precipitates that enhance the mechanical properties. Moreover, the term 
‘impurity’ has a negative connotation in the sense that these species are usually regarded as unwanted and ‘dirty’ side effects during �ilm deposition. Perhaps 
‘impurities’ is a wrong term because they actually help to improve the properties. Certainly in most alloy systems, nanocrystalline phases are desired, and often not obtainable in bulk alloying. The inherently-present impurities could better be viewed as additives which are free of charge as they are always present, and help in forming nanocrystalline phases by promoting repeated nucleation.  
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 11 Conclusions 
Alloying is something extraordinary. By exploiting the synergistic effects of mixing several elements, new materials with modi�ied properties can be created. This idea, i.e. ‘the whole is greater than the sum of its parts’, is especially true for complex alloys such as metallic glasses and high-entropy alloys. In this work, 
these complex alloys have been synthesized and studied in their thin �ilm form. 
As the synthesis methods of bulk and thin �ilm alloys are fundamentally different, 
and thin �ilm alloys are much less studied, a critical investigation of these materials was essential. Thin �ilm metallic glasses (TFMGs) were studied �irstly. For this purpose, the prototypal Zr-Cu system was used. This easy glass former is a widely-studied model system and was an excellent reference material to compare the synthesized TFMGs to published results on bulk metallic glasses (BMGs). A detailed investigation with XRD and XRR learned that the atomic structures of Zr-Cu TFMGs and BMGs are similar. The power-law scaling behavior of the atomic packing is independent of the synthesis method, which implies that the short-range (SRO) and medium-range order (MRO) in both bulk and thin �ilm glasses 
274 Chapter 11  are alike. Furthermore, the instability of the solid solution could be predicted based on the topological model of Egami. The mechanical properties of the Zr-Cu 
thin �ilms were determined and the observed trends could be linked to the intrinsic atomic structure. In a second experiment, the results of the Zr-Cu TFMGs proved to be a good starting point to study new alloys with more complex chemical compositions. Five base elements with distinctive elemental properties (Al, Cr, Cu, Ta, and Ti) were chosen and quasi-equiatomic multi-element alloys were deposited by sputtering powder targets. In this way, only one magnetron was needed, and the intricate link between the chemical composition, the deposition conditions, and 
the �ilm properties could be studied in detail. Of the 26 alloys, only 4 are crystalline, the others all exhibit the amorphous phase. The atomic-level structure of the amorphous alloys was examined by using the methodology of the previous 
chapter, speci�ically the power-law scaling behavior allowed to determine the fractal dimension of the atomic packing. It was shown that the driving force for amorphization and for the formation of icosahedral clusters, is the alloy 
composition, not the synthesis method. More speci�ically, those alloys with a large fraction of strong bonds between Al and transition metals (TMs) have a high 
atomic packing ef�iciency and their atomic-level structure could be described by a fractal power law. Moreover, these alloys exhibit a low compressive stress. The alloys with a large fraction of heavy Ta atoms exhibit a large compressive stress due to the atomic peening effect. Furthermore, these alloys exhibit a lower 
packing ef�iciency and their space �illing could not be described by a fractal scaling law. Hence, these alloys do not possess the icosahedral SRO and MRO, and are randomly ordered. This study showed that the kinetic effects during �ilm growth can modify the intrinsic alloy structure, which should be kept in mind when designing new amorphous alloys. In the last two chapters, a new class of complex alloys, namely high-entropy 
alloys (HEAs) was studied. Due to its novelty, the research on HEA thin �ilms is 
rather scarce. Hence, in these chapters, the in�luence of the chemical composition, and of the deposition conditions on the phase formation, the intrinsic, and structural properties of a selection of HEA thin �ilms was examined. To kick-start 
the analysis, �irst the 5-element CoCrCuFeNi base alloy was studied. This composition readily forms a single-phase FCC solid solution. To deposit these multi-element alloys in a �lexible manner, again powder targets were used. However, due to the limited cathode power, the deposition rate of the metallic 
particle �lux was relatively low, and consequently the gaseous impurities had a 
signi�icant effect on the �ilm growth mode. To exclude the native impurities from the powder target, a second set of depositions was performed by using a 
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CoCrCuFeNi alloy target. It appeared that at high impurity-to-metal �lux ratios, 
the �ilms were grown in zone III, and formed a nanocrystalline microstructure with a random grain orientation. A correlation between the impurity-to-metal 
�lux ratio and the �ilm stress, grain size and density was found. 
In the �inal chapter, the CoCrCuFeNi base alloy served as a template to investigate 
the in�luence of adding a sixth element on the phase formation and properties of 
HEA thin �ilms. It was hypothesized that the X-CoCrCuFeNi alloys could be regarded as pseudo-binary alloys from a topological point of view. This hypothesis was tested for 4 different additives. In the �irst experiment, the 
addition of the large and heavy element Nb not only affected the alloy’s phase 
formation, but also in�luenced the �ilm properties. As Nb is larger than the �ive base elements, Nb addition causes a distortion of the FCC lattice and at a certain 
Nb concentration (>15 at.% Nb), the amorphous phase becomes more favorable. Furthermore, the heavy Nb atoms in the target act as re�lection centers for Ar atoms. The atomic peening effect (both by the re�lected Ar atoms and the 
sputtered Nb atoms) densi�ies the �ilm and induces a compressive stress. In the 
second experiment, Nb was replaced by another solute element with the same atomic radius, i.e. Al. Also in this system the amorphous phase is favored at high solute concentrations (>25 at.% Al). However, as Al prefers to form strong bonds with TMs, at intermediary Al fractions (16.5 – 24.6 at.% Al), a BCC-structured solid solution phase is formed. This was attributed to the partial transfer of electrons from Al to the incompletely-�illed d-electron shells of the TMs. Moreover, as the BCC structure has a lower packing fraction than the FCC structure, it is better suited to accommodate the larger Al atoms. The third experiment was designed to exemplify the topological hypothesis. In is a solute element which could be modelled as a hard sphere. As In is immiscible with the 
�ive TMs, only the topological effect, i.e. the lattice distortion could explain the observed crystalline-to-amorphous transition (>7 at.% In). Even though In is immiscible with the TMs, it is readily incorporated into the solid solution, as was evaluated from the trend in the interatomic distance. The addition of In also induces a secondary effect, i.e. it acts as a surfactant during �ilm growth and enhances the texture. In these three systems, the lattice instability could be predicted fairly well by the topological model of Egami for binary metallic glasses. The applicability of this model implies that certain HEA thin �ilms, or at least the 
{Nb, Al, In}x-CoCrCuFeNi �ilms, could be regarded as pseudo-binary alloys. In the 
�inal experiment, the metalloid Ge was added to the base alloy. Ge prefers to form covalent bonds with TMs, and in this system, the strong interaction between Ge and the TMs inhibits the formation of long-range crystalline order. The thermodynamic model of Miedema could be employed to predict the critical Ge amorphization concentration (~17 at.% Ge).  
276 Chapter 11  In this study, complex alloys have been deposited and analyzed, and wherever possible, simple models have been used to explain the material trends. This approach was deliberately chosen, as it is my hope that the �indings in this work will help in the understanding and design of new, complex alloy thin �ilms. 
  AThe Y-Cu system 
A.1 Introduction In chapter 6, the Zr-Cu system was studied in great detail. The large negative mixing enthalpy, atomic size difference, and presence of only 2 constituents makes that this system is a favorite ‘model’ glass former. Over the years, the 
in�luence of other transition metal solutes on the GFA of binary Zr-based metallic glasses have been studied, such as Zr-Co, Zr-Fe, Zr-Ni [1, 2, 3], Zr-Mn [4], Zr-Pd [5] and Zr-Pt [6]. However, the solvent element, Zr, has been left untouched. In this regard, it would be interesting to study whether it would be possible to synthesize binary metallic glasses with another solvent element, but with similar characteristics as Zr. The obvious replacement element can be found directly to the left in the periodic table: yttrium. Just like zirconium, yttrium is a transition metal which exhibits a hexagonal closed-packed (HCP) structure and has a similar valence structure (Y: (Kr) 4d15s2, Zr: (Kr) 4d25s2). The mixing enthalpy of the Y-Cu pair is almost identical to the Zr-Cu pair (-22 kJ/mol vs. -23 kJ/mol). Phase diagrams show that for both the Zr-Cu and the Y-Cu system, there is only 
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marginal solubility of Cu in the HCP lattice. Furthermore, the atomic radius of Y is even larger (181 pm vs. 160 pm), so at �irst glance, the Y-Cu binary system must be able to produce metallic glasses just like the classic Zr-Cu system.  The deposition conditions were exactly the same as for the synthesis of the Zr-Cu 
thin �ilms. Also here, solid Y targets were equipped with Cu inserts. 
A.2 Phase Formation 
The Y thin �ilm has the HCP phase and exhibits a preferential <002> out-of-plane texture. The addition of a small amount of Cu gives rise to a peculiar phenomenon: even though Cu has a much smaller atomic radius than Y, the interplanar distance of the HCP (002) diffracting planes is increased. If the Cu atoms would form a substitutional solid solution with Y, the average interatomic distance and concurrently the interplanar spacing must decrease. So, it is plausible that the Cu atoms occupy the interstitial holes of the HCP yttrium structure and thereby cause an expansion of the HCP lattice. If the Cu concentration is further increased, also an amorphous Y-Cu phase is formed. This can be observed from the bimodal-shaped, broad peak in the XRD patterns. The inset in Figure A.1 shows that the bimodal peak pro�ile can be �itted by using two 
Voigt pro�iles. So, for concentrations higher than 20.6 at.% Cu, all �ilms exhibit a two-phase structure: a nanocrystalline HCP Y phase with interstitial Cu atoms embedded in an amorphous Y-Cu phase. For high Cu concentrations, the amorphous phase becomes more dominant as can be seen from the apparent decrease in the area of the HCP phase. Again, Egami’s topological model can be applied to calculate the amorphization threshold. As the atomic size difference is quite high, amorphization already occurs for concentrations higher than 21.6 at.% Cu. Indeed, the HCP phase is still dominant in the �ilm with 20.6 at.% Cu, whereas �ilms with Cu concentrations larger than 26.3 at.% Cu exhibit a higher amorphous-to-HCP peak area ratio. It is, however, impossible to determine the volume fraction of the HCP and amorphous phases only with XRD 
and XRR. Also, the broad, bimodal peak pro�ile observed at higher Cu fractions is currently attributed to nanocrystalline/amorphous two-phase �ilms. However, it could be the case that at higher Cu fractions, the left part of the convoluted peak is a second amorphous phase with a different composition. Further research is obligatory, but nevertheless, the continuous transition in peak position (and accordingly in the interatomic distance, see Figure A.2) indicates that the �ilms truly exhibit a two-phase nanocrystalline/amorphous structure. 
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Figure A.1: XRD patterns of the Y-Cu thin �ilms as a function of the Cu content. To enhance the visibility of the patterns at high Cu fractions, the maxima of the peaks at low Cu fractions are not shown. The inset shows the Y39Cu61 �ilm with the �itted pro�iles of the nanocrystalline HCP solid solution and amorphous phase. 
Figure A.2 shows the interatomic distance of the HCP and amorphous phases as a function of the Cu concentration. It can be observed that the interatomic distance of the HCP phase only increases up to 20.6 at.% Cu and subsequently remains nearly constant. This suggests that once the amorphization threshold has been exceeded, the fraction of Cu atoms that interstitially occupies the HCP phase saturates, and the majority of the Cu atoms are incorporated in the amorphous phase.  
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Figure A.2: Interatomic distance of the HCP and amorphous phases of the Y-Cu thin �ilms. Vegard’s law was used to predict the interatomic distance of the solid solution phase. 
A.3 FWHM In section 6.6.2 it was hypothesized that the FWHM of the amorphous diffraction peaks represents the reciprocal space equivalent of the real space distribution of interatomic distances. The mismatch entropy, i.e. the entropy due to the differences in atomic radius, gives a fairly good approximation of the FWHM behavior. The atomic size difference in the Y-Cu system is even larger than in the Zr-Cu system as Y has a larger atomic radius than Zr (181 vs. 160 pm). Therefore the distribution of interatomic distances in the Y-Cu system is broader, and therefore, the FWHM of the diffraction peak of the amorphous Y-Cu phase is even larger. A comparison of the correlation between the FWHM and the mismatch entropy of the Zr-Cu and Y-Cu systems is given in Figure A.3. Indeed, the FWHM of the Y-Cu system is larger, and again, the mismatch entropy gives a good representation of the FWHM behavior. It is, however, not possible to directly compare the values of the mismatch entropy of the Zr-Cu and Y-Cu systems, as the exact composition of the amorphous phase in the Y-Cu system is not known. Only the shape of the FWHM behavior is important in this discussion. Lastly, it is important to emphasize that Figure A.3(a) and (b) are not �its of the measured FWHM. Merely the axis of the mismatch entropy (right axis) was adjusted to indicate that both parameters exhibit the same behavior as a function of the Cu concentration. The correlation between the mismatch entropy and the FWHM of the amorphous phase is presented in Figure A.4. Obviously, further research is required to fully comprehend the observed correlation. 
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Figure A.3: FWHM and mismatch entropy of the (a) Zr-Cu and (b) Y-Cu systems.  
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Figure A.4: Correlation between the mismatch entropy and the FWHM of the amorphous phase. 
References 1 K. H. J. Buschow, N. M. Beekmans, Phys. Rev. B: Condens. Matter 19 (1979) 3843 2 K. H. J. Buschow, J. Phys. F 14 (1984) 593 3 Y. D. Dong et al., J. Non-Cryst. Solids 43 (1981) 403 4 H. Hecht et al., Z. Phys. B: Condens. Matter 100 (1996) 47 5 B. S. Murty et al., Appl. Phys. Lett. 77 (2000) 1102 6 J. Saida et al., Appl. Phys. Lett. 77 (2000) 73 
  BPeculiarities of Sputtering Powder Targets 
B.1 Introduction In chapter 7, thin �ilm alloys of the system Al-Cr-Cu-Ta-Ti were deposited by sputtering powder targets. It appeared that sputtering powder targets is mainly 
quali�ied to synthesize multi-component thin �ilms, as the mean error on the composition decreases with increasing number of elements. It is not the goal of this appendix to explain the resulting composition for all samples, but merely give an overview of the observed processes occurring at the powder target which could change the compositional �lux. 
B.2 Steady-State Compositional Flux 
Prior to �ilm deposition, the powder targets were pre-sputtered for 25 min to: (i) remove the native impurity layers that cover the powder grains and (ii) to obtain 
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the steady-state compositional �lux. Before sputtering, the elements are randomly distributed over the target surface. After sputtering for a while, the fraction of the surface which is covered by the element with the highest sputter yield will have been reduced, whereas the surface fraction of the slower sputtering elements will have been increased. This competition continues until a steady state is reached, resulting in a surface composition which differs from the bulk composition. As the number of elements is increased, the initial partial coverage of each element is decreased, and the steady state surface fraction is decreased likewise. Hence, the more elements the target contains, the closer the steady state coverage will be to the initial coverage, and the faster the target will achieve steady state. The 
simpli�ied model of Cohen & Riess [1] partially explains why the compositional error decreases if the number of elements is increased. However, the model of Cohen and Riess is based on some assumptions which do not correspond to real powder targets. Firstly, it is assumed that the powder target has a homogeneous grain 
distribution for all elements. This assumption was con�irmed by performing EDX mappings of the cross section of fresh powder targets. In Figure B.1, it can be seen that there is a uniform grain distribution.  
 
Figure B.1: EDX mappings showing the grain distribution of fresh AlCrCu (left) and CrCuTi (right) powder targets. More information on EDX mappings of powder targets can be found in the PhD thesis of F. Boydens [2]. Secondly, the model of Cohen & Riess assumes that all grains have the same size. The SEM pictures in Figure B.2 clearly show that the elemental powders have a wide variety in grain size and shape. Cohen & Riess mentioned that if the target has a bimodal grain size distribution, e.g. a mixture of small and large grains, then the size of the largest voids should be taken into account. This is because the large 
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voids created by stacking large grains together can easily be �illed with grains of the smaller kind.  
  
  
 
Figure B.2: The metal powders have diverse grain sizes and shapes: (a) Al, (b) Cr, (c) Cu, (d) Ta, 
(e) Ti. 
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Thirdly, it is assumed that the partial sputter yields of the elements do not change as sputtering proceeds. The work of F. Boydens has shown that this assumption is not correct. It was discussed in section 2.8 that the sputter yield and the angular 
ejection pro�ile of the powder target are strongly dependent on the surface morphology. As sputtering proceeds, both the surface composition and surface morphology change, and it can be expected that the angular distribution and compositional �lux change as well. During the experiments with the Al-Cr-Cu-Ta-Ti alloys (at 0.4 Pa Ar pressure, 7 cm target-substrate distance, and 0.17 A cathode current), the powder targets were pre-sputtered for 25 min to obtain the steady state regime. However, after 
all depositions were performed and all �ilm compositions were measured, it appeared that this pre-sputtering time was too short to obtain the steady-state 
compositional �lux. To check the validity of the model of Cohen & Riess, the time-
dependent compositional �lux was measured for two different powder targets. After pre-sputtering the targets for 15 min, a series of �ilms was deposited with a sputter time of 15 min each. Afterwards, the composition was measured with EDX. Figure B.3 shows the �ilm composition as a function of the total sputter 
time. Of course, the �ilm composition is not the same as the compositional �lux that is sputtered from the target, as the gas phase scattering has to be taken into account. However, SIMTRA simulations show that the fraction of transported atoms which arrive at the substrate is similar for all 5 elements (from 2.54 % for Ta to 2.77 % for Cu). So it can be assumed that the composition of the �ilm 
corresponds to the sputtered composition. The composition was then �itted with the model of Cohen & Riess by adjusting the mean size of the powder grains, and the initial surface fraction of the constituents. The sputter yields of the solid elements at their corresponding discharge voltage were used. The Cohen & Riess 
�its give a reasonable estimation of the time-dependent composition, but, more importantly, it is observed that even after 3 hours of sputtering, the composition remains constant and is not equiatomic. The origin of this constant, non-equiatomic composition is dif�icult to identify. In the next paragraphs, some observed phenomena which can alter the compositional �lux will be given. 
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Figure B.3: Evolution of the �ilm composition as a function of the total sputter time for (a) AlTa and 
(b) CrCu thin �ilms. The dashed line represents the �it as calculated with the model of Cohen & Riess. 
B.3 Heterogeneous Target Poisoning 
It has been discussed in the previous chapters that the �ilm growth mode during deposition of metals and alloys is very sensitive to impurities. These impurities 
not only have an effect on the �ilm growth, but also on the sputtering process in the powder target. Firstly, the surface of the grains is most likely to be covered with a metal oxide layer which is eroded away during sputtering. Secondly, the gaseous impurities are inherently present in the vacuum chamber and can chemisorb on the grain surfaces. Hence, there is a balance between sputtering and formation of surface oxide layers on the grain surfaces. It is, however, important to note that the effective impurity sticking coef�icient, its solubility, and reactivity, depend on the element. For example, Cu has a much lower af�inity for oxide formation than Al, Cr and Ti. Also, apart from Ti and Cr, the other constituent metals have a low O-solubility. Hence, it could be argued that the grains of different metals have different metal oxide surface layer thicknesses, or no surface layer at all. This local ‘poisoning’ of the grains could alter the sputter 
yields and consequently change the ejected compositional �lux. 
B.4 Surface Morphology In section 2.8 it was shown that single-metal powder targets could develop different surface morphologies and therefore the sputter yield and angular 
distribution pro�ile of the sputtered atoms can be modi�ied as compared to solid 
targets. It is already dif�icult to predict the morphology of single-metal targets, so to predict or determine the surface morphology of multicomponent targets is out of the scope for this study. What is feasible, however, is to sputter various powder 
targets, and compare the �ilm composition with the established surface 
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morphology. First, an example of a target without a severe surface morphology will be given (see Figure B.5). A binary AlCr target was sputtered for 45 min and the surface composition of the racetrack before and after sputtering was 
compared to the �ilm composition. The Cr surface fraction of the fresh target is 35 vol.%, and after sputtering 56 vol.% (see Figure B.4). By taking into account the corresponding atomic mass, sputter yield, and gas transport factor of Al and 
Cr, the �ilm composition can be calculated. After 45 min, the Cr concentration in 
the �ilm should be 42 at.% Cr. The Cr concentration of the �ilm as measured with EDX is 39 at.% Cr, hence a good agreement with the calculation is found. 
 
Figure B.4: EDX mapping of the racetrack of the AlCr powder target before (left) and after (right) sputtering. The surface fraction of Cr was increased during sputtering. The reason why this simple calculation works, is because the powder target in this case has a relatively smooth surface. After sputtering, no strong morphology has been formed, and therefore only a small fraction of the ejected atoms get redeposited. Hence, in this case the powder target could be viewed as a collection of microscopic, solid targets (i.e. the powder grains).  
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Figure B.5: SEM top view of the racetrack of the AlCr target after sputtering. Secondly, some examples of targets with a strong surface morphology will be given. In section 2.8 it was discussed that the geometrical shadowing and sputter 
yield ampli�ication due to oblique ion incidence alter the global sputter yield and angular distribution pro�ile. If the number of elements is increased, more complex processes can happen. For example, sputtered atoms of element 1 can get redeposited on grains of element 2, hence the relative surface fractions are changed. Also, sputtering of oblique grain facets can induce ripples, corrugations, and terraces. 
  
Figure B.6: SEM top view of the racetrack of the AlCu (left) and AlCrCuTa (right) targets after sputtering. 
B.5 Target Heating Powder targets have a low thermal conductivity. To sustain a stable discharge and sputtering process, the target temperature has to remain low, hence the 
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applied cathode power density has to be suf�iciently low (< 5.5 W/cm2). The exact thermal conductivity is, of course, target-dependent and is determined by the thermal conductivity of the constituent metals, and by the contact area of neighboring grains. It was shown in Figure B.2, that Al and Ta grains have a globular shape, Cu grains have a dendritic shape, and Cr and Ti grains have a sharp, rectangular shape. Also, the compressibility of the metals has to be taken into account, as softer metals offer a larger grain contact area. During the synthesis of the Al-Cr-Cu-Ta-Ti thin �ilms, the cathode current was kept constant at 0.17 A, and depending on the target, the discharge voltage varied between 380 and 515 V, so the cathode power density was low enough during all depositions. Still, SEM measurements of the powder targets show strange structures which could only be explained by a local heating of the grains. For some targets with a strong surface morphology, i.e. with high hills and deep valleys, there might exist a temperature gradient during sputtering. The tops of the grains are further away from the bulk of the target and be at a higher temperature. This hypothesis is 
con�irmed in Figure B.6 and Figure B.7, where it can be observed that only the tops of the hills show strange structures. Additionally, some examples of twist- and maze-like structures are given in Figure B.8. The most plausible explanation is that during sputtering, the local temperature gradient heats up the topmost part of the protruding grains. In some cases, the local temperature exceeds the material’s melting temperature, and the tops are essentially molten during sputtering. After sputtering, the heat is dissipated, and the molten tops coagulate and form maze-like structures or droplets. All these effects can alter the 
composition of the sputtered �lux. 
  
Figure B.7: SEM top view of the racetrack of the CrCu target. Only the tops of the protruding hills show strange structures. 
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Figure B.8: SEM top view of the racetrack of the CrTa target. Maze-like structures were found on the most protruding grains. 
  
Figure B.9: SEM top view of the racetrack of the AlCuTaTi (left) and CrTaTi (right) targets. 
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Figure B.10: SEM top view of the racetrack of the CrTi target.  The line scan shows the presence of Cr droplets on top of a solid Ti grain. This indicates that during sputtering cross-contamination of elements occurs due to redeposition and geometrical shadowing. 
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  CDeposition Conditions of the X-
CoCrCuFeNi Thin Films 
As mentioned in chapter 10, the Alx-CoCrCuFeNi �ilms were synthesized by sputtering four different powder targets, and by varying the deposition conditions. The Inx- and Gex-CoCrCuFeNi thin �ilms were synthesized by co-
deposition of a CoCrCuFeNi powder target, and Ge and In solid targets. To obtain 
a variety of �ilm compositions, the target-substrate distances and/or the discharge currents of both magnetron sources were regulated. An overview of the experimental conditions is given in the tables below.  
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Table C.1: Deposition conditions of the Alx-CoCrCuFeNi �ilms 
dep. target Ar pressure (Pa) 
target-substrate distance (cm) 
substrate bias voltage (V) 
substrate temperature (°C) 
at.% Al 
in �ilm (%) 1 T1 0.5 9 grounded RT* 17.7 2 T1 0.25 9 grounded RT 18.2 3 T1 1 9 grounded RT 18.5 4 T1 1.5 9 grounded RT 19.6 5 T1 2 9 grounded RT 17.8 6 T1 0.5 10.5 grounded RT 19.6 7 T1 0.5 7 grounded RT 18.4 8 T1 0.5 5 grounded RT 15.0 9 T1 0.5 9 -100 RT 17.3 10 T1 0.5 9 �loating RT 17.4 11 T1 0.5 9 grounded -100 16.9 12 T1 0.5 9 grounded -50 18.3 13 T1 0.5 9 grounded 200 17.3 14 T1 0.5 9 grounded RT 16.8 15 T1 2 5 grounded RT 18.6 16 T1 0.5 5 grounded RT 17.4 17 T2 0.5 9 grounded RT 24.6 18 T2 0.5 6 -100 RT 22.6 19 T2 0.5 9 -100 RT 18.7 20 T2 1 9 grounded RT 19.6 21 T2 2 9 grounded RT 24.7 22 T2 0.5 9 grounded RT 20.6 23 T3 0.5 9 grounded -50 16.5 24 T3 0.5 9 -100 RT 16.7 25 T3 0.5 5 -100 RT 17.8 
Deposition Conditions of the X-CoCrCuFeNi Thin Films 295  26 T3 0.5 9 grounded -100 17.4 27 T3 0.5 9 grounded RT 19.6 28 T3 0.5 9 grounded -50 18.9 29 T6 0.5 9 grounded RT 9.3 30 T6 1 9 grounded RT 10.1 31 T6 0.5 9 grounded -100 9.6 32 T6 0.5 9 grounded -100 9.0 33 T6 0.5 9 -100 RT 8.6 34 T6 0.5 5 -100 RT 9.9 35 T6 0.5 9 grounded -100 9.6 36 T6 0.5 9 grounded -50 10.1 
*RT = room temperature  
Table C.2: Deposition conditions of the Inx-CoCrCuFeNi �ilms 
dep. target-substrate distance In target (cm) 
target-substrate distance 
CoCrCuFeNi target (cm) 
discharge current In target (A) 
discharge current 
CoCrCuFeNi target (A) 
In atomic concentration 
in �ilm (%) 
0 n.a. 9  0.09 0 1 19 5 0.04 0.17 1.9 2 19 7 0.05 0.15 3.1 3 19 7 0.05 0.12 3.9 4 19 7 0.05 0.09 4.7 5 17 9 0.05 0.12 6.6 6 20 9 0.05 0.09 8.6 7 17 9 0.05 0.09 11.9 8 17 9 0.05 0.09 14.2 9 14 9 0.05 0.09 18.2 
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Table C.3: Deposition conditions of the Gex-CoCrCuFeNi �ilms 
dep. target-substrate distance Ge target (cm) 
target-substrate distance 
CoCrCuFeNi target (cm) 
discharge current Ge target (A) 
discharge current 
CoCrCuFeNi target (A) 
Ge atomic concentration 
in �ilm (%) 
0 n.a. 9  0.09 0 1 23 7 0.04 0.09 4.7 2 23 9 0.04 0.09 9.1 3 23 7 0.07 0.09 11.9 4 21 7 0.07 0.09 13.3 5 16 9 0.05 0.09 16.2 6 14 9 0.05 0.09 19.5 7 16 9 0.09 0.09 23.8 8 14 9 0.09 0.09 25.7 9 13 9 0.09 0.09 29.1 10 12 9 0.09 0.09 31.9 11 11 9 0.09 0.09 34.4 12 10 9 0.09 0.09 39.0 
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