Abstract-The number of fatal accidents involving pedestrians and bikers at urban intersections is still increasing. Therefore, an intersection-based perception system provides a dynamic model of the intersection scene to the vehicles. Based on that, the intersection perception facilitates to discriminate occlusions which is expected to significantly reduce the number of accidents at intersections. Therefore this contribution presents a general purpose multi-sensor tracking algorithm, the classifying multiple-model probability hypothesis density (CMMPHD) filter, which facilitates the tracking and classification of relevant objects using a single filter. Due to the different motion characteristics, a multiple-model approach is required to obtain accurate state estimates and persistent tracks for all types of objects. Additionally, an extension of the PHD filter to handle contradictory measurements of different sensor types based on the Dempster-Shafer theory of evidence is proposed. The performance of tracking and classification is evaluated using real world sensor data of a public intersection. 
I. Introduction
T he increasing market penetration of advanced driver assistance systems leads to a significant decrease of seriously injured passengers in cars. However, the protection of vulnerable road users (VRUs) like pedestrians and bikers is largely neglected since most of the currently available systems provide just assistance for highways and rural roads. According to latest German accident analysis [1] the number of injured VRUs at urban intersections even increased during the last years. Due to that and the generally high accident risk at urban intersections, a major part of the joint project Ko-PER (cooperative perception) of the research initiative Ko-FAS (cooperative driver assistance systems) [2] is intersection perception, to defuse this accident black spot. Within Ko-PER, an urban intersection has been equipped with a network of distributed sensors in order to create a dynamic model of the current intersection scene which contains the state of all road users including their type, pose, dimension, and velocity. The dynamic model is subsequently broadcasted using wireless infrastructure-to-vehicle (I2V) communication and all vehicles with an onboard communication unit can use the transmitted information to improve their perception result. Due to the bird's-eye view of the infrastructure sensors, the transmitted dynamic model facilitates the discrimination of occlusions which provides a significant benefit. For details on the developed driver assistance systems throughout Ko-PER, please refer to [2] .
The infrastructure-based perception system is required to recognise arbitrary road users and to reliably track them through the intersection. Thus, a multi-sensor setup which covers the complete surroundings of the intersection and facilitates the detection and classification of the relevant objects is required. In general, the usage of a complementary sensor setup consisting e.g. of laserscanners and mono-video cameras is superior to systems using only one type of sensor. Fig. 1 illustrates the proposed sensor setup which relies on the accurate range measurements of the laserscanners and the reliable classification results of cameras. In addition to an accurate spatial calibration and a high precision time synchronization, the setup requires a multi-object tracking algorithm which is capable to model the recognition capabilities of the sensors [3] . Obviously, the relevant objects at an intersection have different motion characteristics which requires the use of a multiple-model multi-object tracking algorithm. The probability hypothesis density (PHD) filter [4] , which is an approximation of the multi-object Bayes filter [5] , is a computationally inexpensive multi-object tracking algorithm which complexity increases only linearly with the number of objects and measurements. In [6] , a Gaussian mixture (GM) implementation of the PHD filter for linear Gaussian process and measurement models, the GM-PHD filter, is proposed, which is well-suited for tracking a huge number of objects at the intersection. A GM approximation of the PHD is illustrated in Fig. 1 . In contrast, the computational complexity of other widespread filters like the multiple hypothesis tracker (MHT) [7] or joint integrated probabilistic data association (JIPDA) [8] makes it challenging to track a huge number of objects in real-time. An application of the PHD filter to maneuvering objects tracking using multiple motion models, the Gaussian mixture multiple-model probability hypothesis density (GMMMPHD) filter, is introduced in [9] .
In this contribution, the Gaussian mixture classifying multiple-model probability hypothesis density (GMC-MMPHD) filter which additionally estimates the class and the dimension of the objects is proposed. The classification of the objects is based on features of the measurements and estimated properties of a track, like the velocity or the dimensions. The estimated object class is used to adapt the state model transition probabilities in order to predict each object with its appropriate motion model. Further, a multisensor GM-CMMPHD filter is introduced which naturally handles contradictory measurements of multiple sensor types using a Dempster-Shafer based modeling of the sensors' recognition capabilities. Even though the mixture components of the GM-PHD do not represent a single track mandatorily, it is appropriate in applications where objects almost always can be clearly separated in state space. After a brief review of the DempsterShafer theory of evidence in Section II, the CMMPHD filter for multiple classifying sensors is introduced in general while Section III summarizes the Gaussian mixture implementation of the MMPHD filter and Sections IV and V describe the extension of the MMPHD
II. Introduction to Dempster-Shafer Theory of Evidence
The Dempster-Shafer theory of evidence (DST) is a more general formulation of the probability theory and has been introduced by [10] . In the following a brief overview on the DST methods required for the proposed approach is given. For further details refer to [11] , [12] and [13] .
In DST a set of elementary hypotheses ai called frame of discernment is defined:
The elementary hypotheses are required to cover the complete hypotheses space and have to be disjoint. DST assigns masses ( ) m A 1 # to all propositions A of the power set 2 X to express the certainty of a proposition to be correct. These masses can but are not required to be real probabilities. To map the power set 2 X to the interval [ , ] 0 1 a basic belief assignment (BBA) m defined over 2 X with the properties:
is used. Consequently, it is possible to make propositions about disjoint unions of elementary hypotheses. Using the Dempster-Shafer rule of combination, two BBAs m1 and m2 can be fused:
The fused BBA ( ) m A 1 2 5 is composed of the sum over all combinations of ( ) ( ) m X m Y 1 2 with compatible propositions divided by a normalization term. The normalization is needed to compensate partly contradictory BBAs which means that in m1 exists at least one proposition X with ( ) m X 0 > 1 which is not compatible to any proposition in . m2 Using the BBAs, the DST explicitly facilitates to model an undecided state between elementary hypotheses. Thus, measures like the degree of belief, plausibility, and uncertainty are used to express the knowledge state. 
The uncertainty expresses the accuracy of the BBA in case of the proposition . A A visualization of the three BBA measures is shown in Fig. 2 . With the reviewed measures a pessimistic as well as an optimistic interpretation of the BBA is possible. For a pessimistic decision the Belm and for an optimistic decision the Plm is appropriate. Another way to deduce a decision about a proposition from a BBA, is to transform it into a probability, using the pignistic transformation [13] :
The pignistic transformation ( ) BetP A m expresses the probability that the proposition A is correct. Where . denotes the number of elementary hypotheses of X in. The calculated probability for A is bounded by the aforementioned pessimistic and optimistic guesses:
Before fusing two BBAs it is sometimes useful to assign a level of correctness to them. For this purpose BBAs can be discounted with a probability a which expresses the level of correctness:
III. Introduction to the gM-MMPHD Filter
The objective of a multi-object tracking algorithm is to jointly estimate the number of objects and the individual object states. Due to the imperfect measurement process which incorporates missed detections and false alarms in addition to the spatial uncertainty of the measurements, the track to measurement association is a challenging task. Based on the Random Finite Set (RFS) statistics, Mahler proposed the multi-object Bayes filter in [5] which avoids explicit data associations by averaging over all possible associations. An RFS is composed of a random number of points whose individual states are random vectors. Although a closed form solution of the multi-object Bayes filter has been discovered recently [14] , the probability hypothesis density (PHD) filter [4] is still a very popular approximation of the multi-object Bayes filter due to its low computational complexity. The perception system in this article features a high detection probability and low clutter rate. Thus, the performance gain using a cardinalized probability hypothesis density (CPHD) filter [5] is expected to be negligible compared to the higher computational complexity of the filter. The PHD filter approximates the posterior RFS by its first statistical moment, the intensity, and provides a computationally tractable approximation of the multi-object Bayes filter. In [6] , Vo et al. propose the Gaussian mixture PHD (GMPHD) filter which provides a very elegant and computationally efficient implementation of the PHD filter for linear Gaussian process and measurement models. In applications comprising different object types or maneuvering objects, a single motion model is not sufficient to represent the motion characteristics. Thus, a multiplemodel PHD (MMPHD) filter uses several motion models and facilitates the tracking of relevant object types using appropriate motion models within a single MM filter. Mahler shows in [15] that only the jump Markov system (JMS)-PHD filter introduced in [9] is a mathematically correct version of the MMPHD filter. Hence, the proposed CMMPHD filter is based on the work of [9] . Compared to traditional filter structures which consist of parallel, class specific filters or a single filter with a very general motion model, a multiple model filter incorporates the benefits of both filter structures. Similar to the parallel filter structure, the MMPHD filter uses an object specific motion model. Additionally, due to tracking all objects within a single multiple-model filter, the MMPHD filter is not prone to classification errors of the sensor data preprocessing. Obviously, in case of parallel filters a wrong classification leads to missed detections in the filter for the correct class and clutter measurements in the others. Thus, a MMPHD filter facilitates the tracking of multiple object classes using sophisticated motion models and is robust against classification errors [16] .
Within the MMPHD filter, the intensity (PHD) is defined on the augmented state space ( , )
where x is the state of the object and o represents the according motion model. Using the motion model o as an auxiliary variable to improve the accuracy of the object tracking, it is not estimated explicitly. In case of linear Gaussian process and measurement models, the posterior PHD in GM representation is given by
which is the sum over J q h Gaussians with mean , n covariance , P and weight w. Following [6] , the prediction of (11) to the time of the next measurement is again a GM:
For readability reasons all predicted variables are marked with a subscript + while the time index k is dropped for prior and posterior variables. The predicted weight of the i th Gaussian is given by
In addition to the multiplication of the prior weight ( ) w o
with the survival probability
which is well-known from the PHD filter equations, the predicted weight incorporates a multiplication with the transition probability
models the transition between the motion models, the predicted PHD (12) contains the sum over all permutations of o. The predicted mean
of the Gaussians are calculated using the prediction equations of the Kalman filter: The innovation of the PHD is calculated on the lines of the standard GM-PHD filter:
The first term of (14) represents the possibility of a missed detection and simply multiplies the predicted PHD ( ) v x + p with the probability of a missed detection ( ) (
.
In the second term, each of the Z measurements creates J q h new Gaussians. In contrast to the nominator, the normalizing denominator accumulates the weights of all Gaussians independent of their model. The mean and covariance of the new Gaussians are determined by updating each Gaussian of the predicted PHD ( ) v x + p with the measurement z according to the standard Kalman filter update [17] .
( ) 
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where
is the detection probability, ( ) z l is the intensity function of the Poisson distributed clutter process, and ( ; ) q o z is the measurement likelihood. Nonlinear process and measurement models can be integrated using linearization or the unscented transformation likewise the Kalman filter. Note that an explicit weighting of the different models is not necessary, since the PHD update automatically weights the mixture components (15) . As mentioned before, the aim of the MMPHD filter is to improve the accuracy of the state estimates using the motion model as an auxiliary variable. Hence, the PHD is marginalized over the models o to obtain the model independent PHD [15] ( ) ( ).
In this work a birth model with an adaptive birth intensity similar to [18] , which concentrates the candidates for new born objects around measurements which are far away from already existing tracks is used. To truncate the increasing number of Gaussian components, a track management including pruning and merging of Gaussian components is applied which is closely related to [19] . The birth model labels each Gaussian using an unique model independent ID. During prediction and update of the MMPHD filter, the IDs of the Gaussians are unchanged. Finally, each group of Gaussians with the same ID contributes the Gaussian with the highest weight to the set of tracks if its weight is at least 0.5. In general, it is not mandatory that each Gaussian represents at most one track. However, the merging method in this application is designed to avoid the representation of multiple tracks by a single Gaussian distribution which allows for the interpretation of a Gaussian as a track.
IV. Classifying MMPHD Filter
A common issue in multi-object tracking is that the observed environment contains different types of objects which requires a supplementary classification of the objects. Thus, the classifying MMPHD (CMMPHD) filter introduced in this section extends the MMPHD filter by an additional object classification. While typical classification modules use either features of the measurements or features of the tracked objects, the proposed CMMPHD filter uses both types of features. Within the CMMPHD filter, each mixture component (MC), which is assumed to represent at most one object, is represented as a quadruple
which contains the Gaussian and its weight as in (11) as well as a class BBA mC and the object's dimension d. The number of MCs as well as the track creation are still managed by the methods described for the MMPHD filter in Section III. Nevertheless, the CMMPHD filter holds the quadruples (18) instead of weighted Gaussians as MCs. Fig. 3 illustrates a full cycle of the CMMPHD filter for a single MC. Beginning at the top of Fig. 3 , the first layer (dark grey) depicts the prediction and the update of the Gaussian and its weight using the MMPHD filter described in Section III. The length, width, and height of the MC are treated as attributes of the tracks which do not belong to the multi-object state estimated by the PHD filter. In general the dimensions of an object are static parameters. However, dependent on the viewpoint, perception systems are often not able to detect the entire object which causes variations in the detected dimensions. Thus, the object's dimensions are estimated in parallel to the Gaussian and its weight using a Kalman filter which is illustrated by the third layer (light grey) in Fig. 3 . In the prediction step a pseudo noise is added to model the possible dimension change between measurements. The measurement uncertainty is state dependent and decreases with the ability of the system to detect the On the first layer (dark grey) the standard GM-MMPHD prediction and update of the Gaussian dependent on the transition and detection probability is visualized. The next two layers show additional attributes of the MC which are estimated in parallel. The class BBA represents the class of the object. It is updated with a class BBA m , C z contained in each measurement and BBAs formed out of features of the MC, which is indicated by the dotted arrows on the right. The estimated object's dimension is one of these features which is characteristic for the object's class. The dimension estimation is depicted in the bottom layer. The dashed arrows from the middle layer to the transition and detection probability visualize the adaption of these probabilities based on the estimated class.
entire object. The middle layer (grey) depicts the estimation of the class of a MC. Analogous to the dimension, the MC's class is not part of the multi-object state which allows for an independent prediction and update of the object class. As introduced in Section II, BBAs are a very elegant method to make propositions of even disjoint unions of elementary hypotheses and are consequently suitable to model the class of an object. Further, an extension to incorporate additional object classes is straightforward. At the bottom of Fig. 3 , two parameters of the CMMPHD filter are visualized, the transition probability and the detection probability. The standard MMPHD filter assumes both parameters to be constant. However, class dependent versions of these parameters will be introduced in Sections IV-B and V-B.
A. Using BBAs for Track Classification
Using the MC representation (18) , each component holds a class BBA mC whose masses represent the uncertainty about the object class. Therefore a frame of discernment of the tracker T X is defined which contains the distinguishable object classes as focal elements and each mC holds certainties for the classes of T X . A major advantage of PHD filter is the missing explicit data association, so computationally expensive data association methods, like the auction algorithm or probabilistic data association (PDA) [20] , are unnecessary. The introduced quadruple representation facilitates an update of the BBAs mC without losing the freedom of association. As shown in Fig. 3 , mC is updated together with the Gaussian and its weight. To update the class of the MCs, the measurements are required to contain a class BBA which may be obtained using features of the detected objects or class probabilities of a classifier. However, the approach additionally allows for the incorporation of unclassified measurements by assigning the full mass to ( ) . m 1 , C z T X = Moreover, features of the MCs can be used to improve the class estimation, which is indicated in the right part of Fig. 3 . Examples for measurement or MC based class BBAs are given in the application of the CMMPHD filter in Section VI. Regardless of the source of the class BBAs mC , the class of the i th MC is updated using (4):
In the prediction step, the class BBA is discounted using the parameter p DS which ensures that the BBA does not focus on a single class proposition:
As aforementioned, nearby MCs in state space are merged to truncate the number of MCs. Consequently, a merging procedure for the class BBAs is required. Assume a set
of MCs which are merged together. First, the contributing weight
for each of the n components is calculated. Finally, the merged BBA is calculated by discounting each BBA with its contributing weight and a subsequent fusion:
As a result the object class of the MC can be determined by taking the class element C of T X with the highest probability:
B. Using BBAs to Adapt the Transition Matrix
In general, the values of
in (13) are elements of the transition probability matrix which is commonly assumed to be constant [21] , [19] . Recently, several approaches to adapt the transition probabilities based on the state [22] , map information [23] or lane markings [24] have been proposed. All of them use the multiple models to model different modes of object motion. In this work, the models represent class specific motion characteristics and are consequently adapted according to the estimated object class of the i th MC. The dashed arrow between the class BBA estimation and the transition probability in Fig. 3 indicates this dependency.
Using the pignistic transformation (8) to transform the masses assigned to a hypothesis Ao into probabilities, the model dependent transition probability matrix is given by
Each hypothesis Aoi covers at least one object class for which a specific motion model oi ( { , , })
sum up to one and each object class is tracked with its appropriate motion model. In Section VI-B3 an example using two motion models is given.
V. Multi-Sensor CMMPHD Filter Using Frame of Perception
Advanced perception systems are often required to perceive arbitrary objects. Thus, multiple sensors with different characteristics and detection methods have to be combined to detect all objects and fulfill the requirements. To fuse the information of multiple sensors, an accurate modeling of the sensors' ies is required, which results in a sensor specific detection probability. In case of synchronous sensor measurements the iterated corrector approximation for the PHD update proposed in [25] can be used.
A. Modeling the Sensors' Recognition Abilities
Due to the differing measurement principles and recognition abilities of the sensors, a precise modeling of the sensors is recognition abilitequired to handle contradicting measurements within the multi-object tracking algorithm. Consider the following example by way of illustration: Assume two sensors with identical field of view but different recognition abilities. Sensor S A is able to detect objects of type TA and sensor SB detects only objects of type . TB Without a correct modeling of the sensor's recognition ability, an update using sensor S A significantly reduces the weight of a track of type TB and vice versa.
Due to the huge variety in object appearance it is often not possible to classify or even detect different object types with a single sensor. Thus, multiple sensors with specialized object detectors have to be fused. In general, two types of object recognition strategies can be distinguished. The first strategy detects objects using classification where a class specific classifier is applied to the measurements. Thus, the recognition ability is limited to the object class, the classifier was trained for. The second method detects objects independent of their class. Here the object class is unknown or can be determined afterwards using a classifier based on features of the detected objects. Examples for both methods are given in Section VI. To cover the aforementioned cases, a set of elementary class hypotheses is used to model the recognition abilities RA S of sensor . S The set can consist of just a single object class in case of detection by classification or even of the whole frame of discernment T X in case of a detection only sensor.
B. Modeling the Detection and Survival Probability
The detection probability and the survival probability are parameters of the PHD filter which are commonly assumed to be state independent in the GM-PHD filter [6] . Beside a generalization of the probabilities using exponential mixtures [6] , an approximation which determines a constant p
( ) D i and p ( ) S
i for each MC [26] is used in several applications to allow for state dependent detection and survival probabilities. Both methods ensure that the prediction (12) and the update (14) of the PHD filter preserve the Gaussian characteristics. In the considered multi-sensor application, the detection and miss detection probability of a MC i for sensor S are:
Here the detection probability is given by the product of a state dependent probability ( ), p resentation of the sensors' class specific recognition abilities using probability densities, the DST facilitates a convenient adaption of the distinguished classes without the need to update the sensor specific detection probabilities. Equation (25) facilitates the use of sensor specific knowledge to calculate a sensor specific detection probability for each track. Recent work of Mahler [27] proposes an online estimation for unknown detection profiles in PHD and CPHD filters. Since the sensor setup and its surrounding (see Section VI) is static and the detection probabilities are not time dependent, the detection profile of the sensors can be accurately determined by analyzing the object detections over time. In this case even [27] suggests to prefer the prior detection profile to an online estimation. Fig. 3 visualizes this dependency using the dashed arrow between the class BBA estimation and the detection probability.
The state dependent survival probability
of each MC depends on the mean value of its Gaussian distribution. The survival probability p 
VI. Application of the CMMPHD Filter to Road User Tracking at Intersections
The proposed multi-sensor CMMPHD filter is applied to the Ko-PER test site which is a public traffic intersection located in the city of Aschaffenburg, Germany. As shown in Fig. 4 and Fig. 5 , the main road of the intersection with two straight ahead lanes and a separate left turn lane is crossed by a smaller road with one straight ahead lane and a separate left turn lane on one side. With over 22, 000 vehicles per day crossing the intersection along the main road and several hundred pedestrians and bikes due to the adjacent university of applied sciences, the intersection is one of the busiest intersections in Aschaffenburg. Within the project Ko-PER, the intersection has been equipped with a perception system to recognize and track all road users at the intersection. A detailed description is given in [28] . In the following, only those components are highlighted which are important for the current application. The environment is perceived using a network of 14 SICK LDMRS 8-layer research laserscanners and 3 monochrome video cameras with approximately VGA resolution. The perception area of the laserscanners is visualized in Fig. 4 and the field of view of the cameras in Fig. 5 . The sensors observe three approaches to the intersection, the central area as well as the sidewalks. The sensors are mounted at static infrastructure components like lamp posts and traffic lights at least 4 m above street level. The high mounting position increases the sensors' field of view, reduces the risk of occlusions, and protects the sensors from vandalism. The combination of laserscanners and video cameras is promising, since the texture based vehicle detection of the cameras provides reliable detections up to high ranges while the laserscanners gather very accurate distance measurements. All sensors are synchronized in hardware to a measurement frequency of 12.5 Hz and the measurements are associated to universal time coordinated (UTC) time stamps. Hence, the Ko-PER vehicles are able to fuse the intersection broadcast with their own environment model. To evaluate the intersection perception, all Ko-PER vehicles are equipped with a real-time kinematic global positioning system (RTKGPS) including an inertial measurement unit to provide ground truth data.
A. Road User Recognition with Intersection Sensors
To fuse both types of sensors within the CMMPHD filter, sensor specific object detection and classification methods have been developed. Both sensor systems provide measurements
consisting of an object state z 
1) Laserscanner Based Road User Recognition:
The input of the laserscanner based road user recognition are the range measurements depicted in Fig. 4 , where the measurements of each laserscanner are transformed into a common coordinate system. Since the mounting position of the sensors is static, a background model is trained to remove the measurements of static objects like buildings or street surface. Subsequently, the resulting foreground measurements are clustered using the grid-based density-based spatial clustering for applications with noise (DBGridSCAN) algorithm. A detailed description of the detection method is given in [29] . Afterwards, a Bayesian classifier based on features of the obtained clusters classifies the objects as pedestrians (P), bikes (B), cars (C), and trucks/buses (T). Consequently, the recognition ability of the laserscanner system is { , , , }.
The independent cluster features used for classification are:
■ height of the cluster ■ absolute , ,
x y and z value of the cluster's major axis ■ standard deviation of the euclidean point to point distances in the cluster. With these features F the class probabilities ( | ) p F ( ) j $ can be determined using Bayes' theorem. Consequently, the class m , ( ), C z j L of a laser measurement is defined by:
In order to reduce the sensitivity to classification errors, the m , ( ), C z j L is discounted. Hence, a low pass filter characteristic is achieved which makes the class estimation more robust. For further details about the laserscanner based object classification and the determination of the pose and dimension of the objects refer to [29] and [30] .
2) Video Based Vehicle Recognition: In contrast to the laserscanners, the classifier used in the video system is only able to detect vehicles. Thus, the recognition ability of the camera system is { } C RA C = and the class BBA of the measurement is defined by:
is the probability that the j th detection represents a car. Similar to the class BBAs for the laser measurements, m , ( ), C z j C is discounted, too. For the detection of cars approaching the intersection, a car detector based on a paper of Viola and Jones [31] is used. The classifier structure guarantees high detection rates at low computational costs by combining Haar-like features with a cascaded processing scheme. Albeit heavily based on Viola and Jones' idea, our car detector uses more advanced techniques like inter-stage information propagation, more sophisticated features, and an adaptive coarse-to-fine object search which improve both detection rate and computational complexity of the detector. For car verification and assignment of the posterior class probability
(car or background) a Local Receptive Field with a feed-forward Neural Network is trained. The reader is referred to [32] for a more detailed description.
To determine the pose of the car detections, the planar homography between the image plane and the ground plane of the intersection coordinate system is exploited. Given the rectangular car detection in image coordinates, the bottom center point of the rectangle is projected onto the lane and the cars world orientation is defined based on the lane orientation.
B. Parameterization of the CMMPHD Filter
According to the recognition abilities of the sensors, the frame of discernment of the tracker is { , , , }.
As described in section IV, also features of the mixture components can be used to enforce the classification result. Furthermore, the detection probability is adapted based on the sensors' recognition ability.
1) Mixture Component Based BBAs:
Apart from class BBAs in the sensor measurements, class BBAs based on estimated properties of the MCs are used to improve the class estimates. In Fig. 3 , the dotted arrows in the right part imply the use of dimension features as well as the maximum value of the absolute velocity . vmax Due to the characteristics of the sensors at the intersection, it is hard to distinguish pedestrians and bikes only based on features of the measurements, but they differ significantly in their possible maximum velocity. The class BBA for the maximum velocity feature is defined as shown in Fig. 6(a) . For a low maximum velocity all object classes are possible, hence m(BCPT) is high. Objects exceeding a vmax of 2.5 / m s are unlikely to be pedestrians, so the mass is shifted to m BCT h and so on. Due to occlusions, partial measurements, and split measurements, the length and width measurements of an object are no reliable features to distinguish the road users. Thus, the filtered estimate for the length and the width of an object located in the central part of the intersection is used to improve the classification results. In Fig. 6(b) and Fig.  6(c) the BBAs for the length and width are visualized. The boundaries for the mass curves result from common dimensions of the distinguished road users.
2) Detection and Survival Probability:
The definition of the recognition abilities of the laserscanner (Section VI-A1) and the camera system (Section VI-A2) allows for the adaptation of the detection probability based on the class BBA using (26) . The state dependent detection (26) and survival probability (27) is determined using the x and y component of the Gaussian's mean. For each sensor, a 2D map for the detection probability
n + and a sensor independent map for the survival probability ( ) p ( ) S i n are created which provide the probability values for each position. Fig. 7 shows the detection probability map for the laserscanner system. The light area models an area with high detection probability ( (
) and has a blurred boundary to an The classifier structure guarantees high detection rates at low computational costs by combining Haar-like features with a cascaded processing scheme.
area of low detection probability ( (
). The map has been determined by detecting road users in a huge set of sequences containing different environment conditions. Plotting all the detections (only true positives) in a map of the intersection and marking the area in which the majority of the detections is obtained, results in the map shown in Fig. 7 . The detection probability map for the video system is determined in a similar manner. For the survival probability, a map for the whole perception system is created which has high values for those intersection areas where objects can not disappear.
3) Motion Models: In case of the proposed perception system with the distinguished object classes defined by (29) , it is appropriate to use two different motion models. Since pedestrians are very agile and their motion direction does not depend on their orientation a linear constant velocity model (LCV) is used for pedestrians while bikes, cars, and trucks are tracked with a single track constant velocity, constant yaw rate model (SCV). Consequently, the transition probability matrix (24) has dimension 2 # 2 with A P o1 = and A BCT o2 =
. The state vectors of the motion models are composed as follows: To enable the transition between the models in the PHD prediction (12) , an unscented transformation (UT) [33] , [34] is used. The transformation equations between the models are: ; ;
which are nonlinear in . z Using an UT, each Gaussian distribution is approximated by N 2 1 x + weighted sigma points | which are transformed to the other model using (30) or (31) . Finally, the transformed Gaussian distribution is given by
where Nx is the number of state components, j is the weight of the j th sigma point, and the indexes o1 and o2
represent the different motion models.
VII. Results
The evaluation of the intersection perception system using real data sequences gathered at the Ko-PER intersection is focused on two aspects. Firstly, the overall performance of the CMMPHD filter with respect to track persistence as well as the accuracy of cardinality and class estimation is investigated using a manually labeled sequence of laserscanner data as reference. Secondly, the estimation accuracy of FIg 7 2D map of the detection probability of the laserscanner system. The detection probability is color coded from black ( ( ) ) p 0
For orientation, the lane markings of the intersection are shown in the background. single objects is evaluated using ground truth states of the road users.
To evaluate the overall performance of the road user tracking some exemplary tracks of a heavy traffic sequence are plotted in Fig. 8 . The tracks in Fig. 8 are born far before the arrival at the intersection. On average the intersection system is able to create tracks at a distance of about 50 m from the stop line of the intersection approaches. Obviously, all road user tracks follow the road users during their way through the intersection persistently. The different colors of the tracks indicate their most likely object class. Here, a benefit of the CMMPHD filter becomes apparent. Even if the class of a track changes due to classification errors, the track is not lost. That's because all road users are tracked by a single CMMPHD filter which does not explicitly consider the objects' class for state estimation. Nevertheless, the class information in the measurements is used to estimate the tracks' class which is used to adapt the motion model. As can be seen in Fig. 8 the classification of the tracks is almost always correct in this example.
Apart from the visual evaluation of the road user classification, Fig. 9 shows a confusion matrix (CM) which expresses the classification performance. The CM is based on several thousand ground truth class labels. The values on the main diagonal of Fig. 9 express the class specific probability of correctly classified road users while the others entries stand for the probability of confusing two classes. Each element of the CM features two probabilities: the one in brackets represents the confusion probability evaluated over the entire perception area (Fig. 7) , the other probability holds for a smaller region, neglecting the intersection approaches until a distance of five meter to the stop line of each intersection approach. The reason for the lower classification accuracy in case of an evaluation of the whole perception area is the fairly uncertain laserscanner based classification in the intersection approaches. Here, on the one hand, due to the viewpoint of the laserscanner system, just the front of the road users is visible. On the other hand the resolution of the 3D measurements decreases with the distance to the intersection. Thus, the laserscanner system is not able to decide whether the point cluster represents a vehicle's front or a pedestrian. Because of this and the fact that the camera system is just able to detect cars, the risk of confusion increases with the distance to the intersection. Keeping that in mind, the high probability of confusing trucks with cars is comprehensible, since for a reliable determination of the characteristic truck features, like length and width, the objects have to be in the conflict area. Thus, the higher prior for cars decides the classification result at high distances. All in all the CM confirms the good classification outcome of Fig. 8 . Especially road users close to the conflict areas of the intersection, which is the relevant region for preventive safety systems, are classified correctly with an accuracy better than 94%.
Finally, the overall performance of the cardinality estimation is depicted in Fig. 10 . Except for some outliers, the estimated cardinality matches the ground truth. One reason for the outliers are short delays due to track initialization. Further, a mismatch between the classification of the laserscanner and the video system affects the performance pf the mulitiobject tracking algorithm which is illustrated by means of the following example: Assume the video system is not able to detect a car in its perception area due to an occlusion but the laserscanner system detects and classifies the car correctly. In this case each measurement of the camera system decreases the track's weight. Thus, the track is prone to be suppressed in the output of the system since its weight does not exceed 0.5.
As mentioned in section VI, all Ko-PER vehicles are equipped with a time and position reference system. Based on this system, the accuracy of the estimated vehicle states is evaluated. Since pedestrians and bikes do not have such a system, in this case manually labeled tracks are used for evaluation. In Fig. 11 result. The deviation between the car track and its reference trajectory at the end of the right turn at ; ; x y m m 2 6 .
-ĥ h is due to the unobserved intersection egresses (see Fig. 7 ).
Comparing the tracks of the car and bike with the trajectory of the pedestrian, the advantage of the multiple motion model approach is manifested. Due to the used single track model the trajectories of the bike and the car are very smooth, while the motion model utilized for the pedestrian is able to represent the sharp bend at ; ; . x y m m 3 2 . -ĥ h Also the associated root mean square error (RMSE)
in Table 1 features very low state estimation errors. Here x x x = -u t denotes the state estimation error. Since the references for the bike and pedestrian track are based on labeled range measurements: no reference for the orientation and velocity is available in this case. The given results enable an association of vehicles to their lane and feature a sub-meter accuracy for all road users. Thus, the presented intersection perception system fulfills the requirements to realize advisory warnings which enable driver assistance systems to safely guide drivers on their way through intersections [2] . Finally, it should be emphasized that the introduced CMMPHD filter is able to track all relevant road users during high traffic in real-time. At the intersection up to 50 objects receiving measurements with 25 Hz have been tracked maintaining a cycle time of 12.5 Hz on a Intel i7-920 CPU.
VIII. Conclusion
This contribution presented a classifying multiple-model probability hypothesis density (CMMPHD) filter to track and classify multiple objects of a different classes detected by sensors with different characteristics. The CMMPHD filter extends the mixture components of the GM-MMPHD filter by a class BBA and a dimension which facilitates the tracking of objects of different type with appropriate motion models. Furthermore, due to an accurate modeling of the sensors' recognition ability which results in a sensor specific detection probability, a fusion of even contradicting measurements of multiple sensors is feasible. The proposed CMMPHD filter is applied to track and classify road users at a public traffic intersection using multiple laserscanners and video cameras. Finally, the evaluation of the perception system regarding the track and classification accuracy reveals an excellent performance of the proposed CMMPHD filter. Table 1 . Root mean square error to tracks in Fig. 11 .
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