This article will help practitioners select strength-3 designs that are useful for screening both main effects and two-factor interactions. We calculated word-length patterns, correlations of four-factor interaction contrast vectors with the intercept, and ranks of the two-factor interaction matrices for all nonequivalent two-level orthogonal arrays of strength 3 and run sizes up to 48. Based on these characteristics, there are a limited number of designs that can be recommended for practical use.
Introduction
A type of problem regularly encountered in industrial research is the screening of factors to determine which ones are influential. Such a screening can be carried out fruitfully using an experimental design with all the factors included at two levels. Since Plackett and Burman (1946) , strength-2 orthogonal arrays based 1 on Hadamard matrices have been popular design options. Strength-2 arrays are such that each of the four level combinations of any set of two factors occur equally often (Rao, 1947) . Therefore, the main effect estimators are orthogonal to each other.
The designs based on Hadamard matrices can accommodate up to N − 1 factors in N experiments, where N is a multiple of 4. They were initially labeled with a warning discouraging their use if two-factor interactions were expected. However, there are strength-2 arrays that do not completely confound main effects with two-factor interactions. Hamada and Wu (1992) , Lin and Draper (1993) , Wang and Wu (1995) , and Cheng (1995) encouraged attempts to estimate one or two interactions from such arrays, provided that there are only a few main effects active. This paper focuses on the situation where many of the main effects could be active, while there could also be interactions. We call factor screening for this situation intensive screening. An obvious design to consider in such a situation is a strength-4 array. Such an array has all estimators of main effects and two-factor interactions orthogonal to each other. Strength-4 arrays exist for run sizes equalling a multiple of 16. However, the run-sizes 16, 32, and 48 can accommodate only 5, 6, and 5 factors, respectively. Larger run-sizes are usually considered as inappropriate for factor screening. As there are often more than 5 factors included in a study, it is natural to turn to strength-3 arrays with N ≤ 48 for intensive screening with 6 or more factors. In such arrays, the main effect estimators are orthogonal to each other and to the estimators of all the two-factor interactions. However, at least some of the two-factor interactions are fully or partially aliased with each other. Cheng (1998) and Miller and Sitter (2001) considered strength-3 arrays constructed by folding over strength-2 arrays. A fold-over array consists of all the treatment combinations in the original array, and all their mirror images, where a mirror image is obtained by switching all the factor levels of a treatment combination. It is well known that folding over strength-2 arrays results in arrays 2 of strength 3. The aforementioned authors showed that nonregular fold-over arrays permit estimation of many models including all the main effects and a good number of interactions. This has stimulated interest in the construction of strength-3 arrays by means other than folding over. Cheng et al. (2008) provided two ways of constructing strength-3 orthogonal arrays for which all the degrees of freedom can be used to estimate main effects and two-factor interactions. More recently, Schoen et al. (2010) completely enumerated all nonequivalent strength-3 designs of up to 48 runs. The numbers of such designs are summarized in Table 1. A recent case requiring a two-level design involved the diamond turning of aluminium mirrors. In the diamond turning process, a diamond tool, mounted on a machine, cuts a rough workpiece in order to smooth its surface to get optical quality. The goal of the experiment, which was conducted at TNO Run size  factors 8  16  24  32  40  48  4 1  2  2  3  3  4  5  2  1  5  3  10  6  1  2  10  9  45  7  1  1  17  25  397  8  1  1  33  105  8383  9  1  34  213  166081  10  1  32  353  1310006  11  1  22  260  3528089  12  1  23  235  4460865  13  12  132  3980095  14  10  96  3139653  15  5  36  2165144  16  5  26  1288460  17  7  629705  18  6  259346  19  3  84495  20  3  24012  21  4919  22  1129  23  130  24  60 Science and Industry, Delft, the Netherlands, was to identify factors that affect the smoothness of mirrors produced under various conditions. The conditions were defined by the settings of 13 controllable factors, as shown in Table 2 .
Besides the factors machine (1) and operator (2), there are four tool factors (3 -6), two factors that define the workpiece (7, 8), and two factors governing the action of the lubricant (9, 10). The remaining three factors (11 -13) control mechanical conditions of the diamond turning process itself.
The scientists were quite certain that most of the 13 factors would be active.
In addition, they anticipated that there could be several active interactions.
The identity of these was not known beforehand, however, so that the scientists faced a scenario of intensive screening. There was an initial budget of at most 50 runs due to the diamond tool expense. Because of the anticipated interactions, a strength-4 array would be an ideal choice. However, the smallest strength-4 array for 13 factors has 128 runs (Schoen et al., 2010) . So it was natural to look for a suitable strength-3 array. Available options include 12 arrays of 32 runs, 132 arrays of 40 runs, and 3,980,095 arrays of 48 runs (see Table 1 ). The problem was to select the best arrays for each of the run sizes and to select a final design.
The purpose of this paper is to characterize and recommend the best designs We ranked all strength-3 designs of up to 48 runs according to the available degrees of freedom to estimate two-factor interactions (Cheng et al., 2008) , the G-aberration Tang, 1999, 2002) , and the G 2 -aberration . For the best designs, we determined the fold-over status and the projection estimation capacity (PEC). The ranking criteria and additional properties will now be discussed.
Degrees of freedom for two-factor interactions
The degrees of freedom for two-factor interactions (df(2fi)) is the rank of the N × r matrix of two-factor interaction contrast vectors, where r = p(p − 1)/2, and p is the number of factors. Since we utilize strength-3 arrays with the hope of estimating two-factor interactions, one is interested in designs with a large rank of this matrix. correlations that are only 0.5. We conclude that both designs have merit.
G-aberration
G
Fold-over status
The fold-over status of a strength-3 design reports whether or not it can be constructed by folding over a strength-2 design. If this is indeed the case, the treatment combinations can be grouped in N/2 mirror image pairs. In one such pair, each factor level in one treatment combination is switched to the other level in the second. Using -1/+1 notation to denote the factor levels, it is easy to see that the sign of an interaction contrast vector must be a constant within a pair. This implies that interactions can only be estimated by contrasts between the N/2 mirror image pairs, and, consequently, df(2fi) ≤ N/2 − 1.
We determined the fold-over status for two reasons. First, it gives information on interaction contrast vectors involving more than four factors. For all fold-over designs, i-factor interaction contrast vectors for odd values of i are orthogonal to the intercept, and the corresponding A i equals 0 (Cheng et al., 2008) . All the designs in our tables that are not fold-over designs, have 5-factor interaction contrast vectors that are completely or partially aliased with the intercept.
Our second reason to determine the fold-over status is that fold-over designs can be easily blocked orthogonally to the main effects. The mirror image pairs constitute N/2 blocks of size 2. These can be combined to form blocks of larger size if required. While it it not a central theme of this paper, we thought it worthwhile to mention this simple way of blocking.
Projection Estimation Capacity
We included the PEC as an additional criterion to give the practitioner a rough idea on how well a design can estimate a range of models. Li and Aggarwal (2008) defined PEC as an integer q such that the two-factor interaction model is estimable for every subset of q factors, but not for every subset of q + 1
k i is the proportion of models with i main effects and their associated twofactor interactions that is estimable. Here, we combine both approaches by augmenting the integer q as in Li and Aggarwal (2008) with the entry k q+1 as in Loeppky et al. (2007) . Thus, a PEC of 5.9 means that every five factor projection and 90% of the six-factor projections support estimation of the full 8 two-factor interaction model. Note that it will be extremely rare that all 15 interactions between the six factors in a particular projection will be active, and it could instead be useful to check how many six-factor projections have at least z out of 15 estimable interactions.
Selected designs
We now present the best strength-3 designs of run sizes 8, 16, 24, 32, 40 and 48.
For each of the run sizes up to 40, and for the 48-run arrays for 4 to 8 factors and 24 factors, we denote individual arrays by p.u, where p is the number of factors, and u is the lexicographic ranking of the array among all the p-factor arrays in the enumeration of Schoen et al. (2010) . For the 48-run arrays with 8 factors, the complete set of nonequivalent arrays was split into 10 subsets of about equal size, numbered from 0 up to 9. These subsets were processed separately to obtain all arrays for 9-23 factors. Accordingly, the individual arrays for 9-23 factors are denoted by p.f − u, where f numbers the initial subset of 8-factor arrays.
8-24 runs
All strength-3 designs for 8 or 16 runs are regular. The single strength-3 design for 8 runs is the well-known 2 4−1 design of resolution IV. The two four-factor designs for 16 runs are the full factorial design and the replicated half fraction.
The two five-factor designs for 16 runs are the strength-4 half-fraction and the four-factor half fraction crossed with a 2 1 design. The designs for 16 runs and 6-8 factors are the minimum aberration designs. Generators for all of the designs can be found in, e.g., Mee (2009, All but one of the 24-run designs can be generated by folding over the 12-run Plackett-Burman design and deleting columns arbitrarily. The one exception is the four-factor design that results from three replicates of the resolution-IV 2 4−1 .
This design is not recommended, because it has three pairs of fully aliased two-9 factor interactions. Instead, we recommend using a full factorial augmented with one replicate of a half-fraction, which permits estimation of all six two-factor interactions, which is the second nonequivalent design for 24 runs, 4 factors and strength 3.
The 7-factor design has two different projections into 6 factors. One of the columns, when omitted, results in a design with a replicated mirror image pair of runs and 10 degrees of freedom for interactions. Deleting any one of the other columns from the 7-factor design results in a design without replicated pairs, and 11 degrees of freedom for interactions. In view of the additional degree of freedom for interactions, this is the recommended design.
32-48 runs
Detailed results for the best designs with 32, 40, and 48 runs are presented in Tables 3, 4 , and 5, respectively. The designs minimize i) G-aberration, or ii) they minimize G 2 -aberration, and, subject to this, minimize G-aberration, or iii) they maximize the degrees of freedom for two-factor interactions. If there are multiple designs maximizing these degrees of freedom, we search for designs that minimize G-or G 2 -aberration in this group. All recommended designs have been made available online at the website of this journal.
The results presented in the tables are the available degrees of freedom for estimating two-factor interactions, the fold-over status, the generalized word count of length 4, the frequencies of J-characteristics of four-factor interaction contrast vectors F 4 , and the PEC.
runs
We first discuss the 32-run designs of Table 3 . The best 4-factor and 5-factor designs are a replicated full factorial, and a single replicate of a full factorial; they are not given in the online file. The designs 6.10 and 10.20 are regular designs; all other recommended designs are nonregular.
For 11 up to 16 factors, all designs are fold-over designs. Therefore, the rank of the 2fi matrix is always 15. The PEC for these designs is almost 4. So as long as at most four factors are active, the vast majority of models with all six interactions among these factors are estimable.
For a 32-run design, the number of length-4 words producing full aliasing is given by F 4 (32). Each word defines three pairs of completely aliased twofactor interactions. For 11 up to 16 factors, the numbers of these words are all considerably smaller than for the corresponding regular minimum aberration designs. The best designs have 3, 6, 10, 14, 21, and 28 full length-4 words, respectively, compared to 25, 38, 55, 77, 105, and 140 for the regular minimum aberration designs.
The designs for 12 -16 factors are minimum G-aberration designs. All of these designs also have minimum G 2 -aberration. For 11 factors we present two designs. Design 11.22 has minimum G 2 -aberration and, subject to this, minimum G-aberration. However, the global minimum G-aberration design for 11 factors is 11.20; it has three instead of four full-aliasing words of length 4.
The minimum G-aberration design for 10 factors is 10.32. The minimum The minimum G-aberration design for 10 factors has only one length-4 word, but A 4 = 16.5 vs. 10 for the minimum aberration regular design. Note that the PEC of the regular design is smaller than the PEC of the non-regular design.
There are 210 subsets of four factors. The regular design can estimate the twofactor interaction model for 200 of these, whereas the non-regular design can estimate such a model in 209 of the subsets.
Designs 9.34, 8.32, and 7.16 are minimum G-aberration designs for 9, 8, and 7 factors, respectively. The designs also have minimum G 2 -aberration.
These three designs were found earlier by Xu (2005) Finally, the tabulated 32-run designs include those with maximum PEC.
We now turn to the recommended 40-run designs given in Table 4 , which have no full-aliasing length-4 words, i.e., F 4 (40) = 0. The recommended designs for 11 up to 20 factors are all fold-over designs. Butler (2004 Butler ( , 2007 showed that the maximum number of factors that could result in a design not consisting of fold-over pairs is strictly smaller than N/3. For the 40-run series, N/3 = 13.33.
Our work shows that, for 40 runs, the maximum is 10.
When compared to the designs with 11 or more factors, those with 10 or fewer factors show a marked increase both in PEC and in df(2fi). The best arrays with 4 up to 6 factors permit estimation of all the 2fi. These designs are fold-over designs.
For 7 up to 10 factors, the arrays with the maximum number of estimable two-factor interactions are not fold-over designs. For fold-over designs, this maximum is 19. The best arrays for 7-10 factors have a df(2fi) of 21, 25, and 27, respectively. The 7-factor design permits all interactions to be estimated.
(The other tabulated 7-factor design is a fold-over design that minimizes Gand G 2 -aberration.) The recommended array 8.105 is only 3 degrees of freedom short of accommodating all two-factor interactions. Assuming that higher-order interactions can be ignored, there are 6 degrees of freedom available to estimate the error variance. Arrays 9.213 and 10.353 have 3 and 2 degrees of freedom, respectively, for estimating this variance.
The designs recommended for 4-11 factors and for 17-20 factors include those with maximum PEC. For 12-16 factors, the best PEC is at most 4% higher than in the tabulated designs, while the best PEC never reaches 7. We do not present explicit maximum-PEC designs, because we would then overemphasize the importance of this criterion.
We now turn to the recommended 48-run designs given in Table 5 . For 14-19 factors, there are so many designs with a minimum value of A 4 that it was computationally infeasible to check on minimum G 2 -aberration. For these cases, we searched for designs with minimum A 4 and, subject to this, minimum Gaberration.
The designs 14.2-70173, 12.5-76810, and 11.5-32061 in Table 5 have one fullaliasing length-4 word. Strictly speaking, their PEC equals 3.999, 3.998, and 3.997, respectively, since the two-factor interaction model is not estimable in one set of four factors. However, these designs allow estimation of the two-factor interaction model in nearly 100% of subsets of four or five factors. In Table 5 we display their PEC as (5.895), (5.939), and (5.939), using parentheses to indicate that nearly all of the four and five factor models are estimable. We believe this is more indicative of the designs' estimation capacity than the strict PEC.
For 4-9 factors, the tabulated designs include those with maximum PEC.
For each factor number from 10 onward, the tabulated designs include a case with PEC ≥ 5.9; generally, the maximum PEC designs can estimate between 1% and 4% more of the six-factor all-two-factor-interaction models than these Table 5 designs.
Regular strength-3 fractions that are not fold-over designs exist for p = 5N/16 factors; for an example, see design 10.20 in Table 3 . The 48-run series are almost exclusively nonregular, however. Our work on this series shows that the maximum number of factors in the designs that are not fold-over is 14. The tabulated minimum G 2 aberration design is of this type, while the minimum G-aberration design for 14 factors is a fold-over design. Note the extent to which the first design is superior over the second one: the fold-over design has df(2fi)=23, while the other design has df(2fi)=33.
For 5-13 factors, the minimum G-aberration designs and the minimum G 2 -aberration designs are not fold-over designs. For 8-11 factors, the designs that maximize the degrees of freedom for two-factor interactions do not minimize G-
Finally, for the minimum G 2 -aberration designs with 13, 14, and 24 factors, all available degrees of freedom are employed in estimating main effects and two-factor interactions. All other designs have some degrees of freedom left for estimating the error variance.
In this paper, we studied two-level designs that could be useful for intensive factor screening. We searched through the complete catalog of strength-3 designs for up to 48 runs to find the best designs in terms of G-aberration, G 2 -aberration, and degrees of freedom for estimating two-factor interactions. The best designs were presented in Tables 3, 4 , and 5. To illustrate how these tables might be used to find a suitable design, we return to the problem of finding a good design for the 13-factor experiment on diamond turning of mirrors.
There are no 13-factor strength-3 designs with 16 or 24 runs. We give a synopsis of the best 13-factor designs for 32, 40, and 48 runs in the upper panel of While the improvement in terms of worst correlations is gradual, the increase in PEC and df(2fi) is not. The PEC rises from almost 4 in the 32-run experiment to 5.77 for 40 runs. This is followed by a less marked increase to 5.91 for 48 runs.
However, there is a striking increase in df(2fi) when going from 40 to 48 runs.
Indeed, this is the most notable difference between the fold-over designs for 32
and 40 runs and the design for 48 runs, which is not a fold-over. In view of their interest in interactions, the experimenters adopted the 48-run option for their design. This choice proved beneficial in that serveral two-factor interactions were found to be active when the data were analyzed.
It is instructive to consider what would happen if the diamond turning experiment had 11 instead of 13 factors. For 32 runs, Table 3 gives two options that are very similar. Table 4 gives a single best option for a 40-run experiment.
However, there are three different options for a 48-run experiment, and we focus our comparison on these three designs; refer to the lower panel of Table 6 .
The first option, design 11.0-377572, has 32 degrees of freedom available for 2fi. Therefore there is a total of 4 degrees of freedom to estimate error, assuming as is usual that higher-order effects can be ignored. The design minimizes G-aberration and G 2 -aberration.
We like to note that minimizing aberration in strength-3 arrays is merely a computationally convenient vehicle for selecting designs that are likely to be useful. As a matter of fact, the options 11.5-32061 and 11.3-351294 do not minimize either type of aberration, but they do have two additional degrees of freedom for interactions. Design 11.5-32061 has a single four-factor interaction contrast vector that is fully confounded with the intercept. Thus it has three pairs of fully aliased two-factor interaction contrast vectors. The design permits estimation of all the main effects and all the 2fi among 6 factors in 93.9 % of the possible sets of 6 out of 11 factors. For option 11.3-351294, this percentage is 97; no four-factor interaction contrast vectors are completely confounded with the intercept.
For 11 factors and 48 runs we would recommend the first option (the minimum G-aberration design) when the likely interactions might involve a majority of the factors, whereas we would recommend the third option (which has higher PEC) when it is likely for the active two-factor interactions to be concentrated in a set of six (or fewer) factors, with most of these factors having active main effects.
The diamond turning experiment illustrates the practical importance of our search through the complete catalog of strength-3 designs for up to 48 runs.
We believe that the designs could also be valuable as building blocks for larger designs, along the lines recorded by Cheng et al. (2008) .
