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Abstract
The concept of expansion of a graph has proved to be an e&cient tool in the study of median,
quasi-median and partial Hamming graphs. The basic idea of expansion is that given a graph G;
we obtain a graph G′ by enlarging a subgraph of G according to a certain rule in such a way that
G′ inherits certain properties of G. Mulder suggested several new rules for such expansions
(H.M. Mulder, The expansion procedure for graphs, in: R. Bodendiek (Ed.), Contemporary
Methods in Graph Theory, B.I.-Wissenschaftsverlag, Manhaim, 1990, pp. 459–477). In particular
he pointed out the case when a direct product in the process of expansion is used, and called
it a relational expansion. In this paper we investigate it in further detail, especially, we deal
with preservation of connectivity by this expansion. c© 2002 Elsevier Science B.V. All rights
reserved.
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1. Introduction and preliminaries
The use of expansion and similar concepts has been successful in the study of median
graphs, quasi-median graphs and related classes of graphs [1,2,4,5] (see also a recent
monograph [3]). It has been shown for several classes of graphs that one can obtain a
certain class by a sequence of a certain type of expansions. Mulder proposed a broad
masterplan for studying expansions [6], and, in particular, suggested several new types
of expansions.
This paper deals with a type of expansion which is derived from a direct product,
and where the number of so-called covering subgraphs is 2. In [6] this is called a
binary, relational expansion, however, we prefer a term binary, direct expansion. In
the process of expansion we obtain a direct product K2 ×G0 as a subgraph, where G0
is the intersection of the covering subgraphs (the expansion related with median graphs
uses a Cartesian product, so that K2 G0 appears as a subgraph). We mention that in
the literature the direct product has several other names, i.e. the relational product, the
tensor product, the Kronecker product.
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Let G = (V (G); E(G)) be an arbitrary graph. In order to shorten and simplify the
notation we will sometimes write G instead of V (G) for the set of vertices of a
graph G. A proper cover of G is formed by induced subgraphs G1; G2 of G such that
V (G1) ∪ V (G2) = V (G); V (G1) ∩ V (G2) = V (G0); and there are no edges between
G1 −G0 and G2 −G0. The subgraph G0 is called the intersection of the proper cover,
while G1; G2 are covering subgraphs of G. Graph G′ is a binary, direct expansion of
G (with respect to the covering subgraphs G1; G2), if G′ is obtained as a union of
graphs G1 −G0 and G2 −G0 added by two copies of vertices of G0 and two types of
edges. We denote vertices of G0 by u1; u2; : : : ; uk and vertices in G′ corresponding to
them as u′1; u
′
2; : : : ; u
′
k and u
′′
1 ; u
′′
2 ; : : : ; u
′′
k . The corresponding subgraphs in G
′ are denoted
by G′0 and G
′′
0 : Types of edges are the following:
• if ui ∈ G0 is adjacent to u ∈ G1 − G0 (resp. G2 − G0) then u′i (resp. u′′i ) will be
adjacent to u in G′
• if ui; uj ∈ G0 are adjacent then u′iu′′j and u′′i u′j will also be edges in G′:
In this paper we will consider binary, direct expansion, and use some other types of
expansion just for a motivation or comparison. Thereby, we will speak of expansion
where we mean a binary, direct expansion. We will also use a term expanded graph
(or expansion of G) for a graph G′ which is obtained by an expansion from a graph
G. From the above deFnition of expansion we note that we obtain an induced subgraph
K2 ×G0 in G′ in the place where there was G0 in G, and the rest of G is unchanged.
Also note that in G′ there are no edges among vertices in G′0, and the same holds
for G′′0 :
The paper is organized as follows. In the next section we consider the preservation of
connectivity by the use of direct expansion. We prove that trees are precisely the graphs
for which (for any proper cover) the expanded graph is always disconnected. Then we
characterize the proper covers of graphs for which the expanded graphs are connected.
This is done by making use of a new concept of the so-called expanding walk, i.e.
a walk with certain properties related to a proper cover of a graph. We conclude this
section with a characterization of graphs for which any (nontrivial) direct expansion is
connected. One condition of this characterization forbids stable cutsets in a graph, and
the other demands that induced bipartite subgraphs must have a short path between
their stable parts outside the subgraph.
In the last section we present a direct expansion procedure, analogously with convex
expansion procedure presented for median graphs. A natural question concerning con-
nectedness of graphs in a procedure arises: what is the maximum number of expansion
steps, starting with a graph G, such that all graphs (except the last one) in this proce-
dure are connected? We introduce a graph parameter direct expansion length, del(G);
which denotes this number, and we determine its values for some well-known classes
of graphs. We show that del(G) is inFnite for several classes of graphs, and present
a result on del(G) involving subgraphs of G which turns out to be quite useful. We
prove that direct expansion length of a subgraph is smaller than the one of the original
graph, and give some more detail in the cases of induced and spanning subgraphs. An
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immediate outcome of this result is that we obtain a large class of graphs with inFnite
direct expansion length.
2. Connectivity of direct expansions
Our Frst observation for the direct expansion is that G′ need not be a connected
graph even though G is connected (which is not the case in the ‘Cartesian types’ of
expansions). For example, given an arbitrary graph G we can choose as a covering
subgraphs G1=G and G2=K1 where K1 includes an arbitrary vertex of G. Clearly, the
expanded graph G′ is a disjoint union of G and an isolated vertex, hence disconnected.
Such expansions are not very interesting, so whenever one of the covering subgraphs
G1 or G2 has any isolated vertices, we call such a proper cover, and also such an
expansion, trivial (since we always obtain a disconnected graph).
On the other hand, we can think of a number of examples when a graph obtained by
direct expansion remains connected. For instance, if G is a cycle Cn, and a proper cover
is G1 = Cn; G2 = K2 then the expansion G′ is a path Pn+2; thus connected. However,
if G is again a cycle Cn where n¿ 4; G1 = Cn; G2 = P3 then G′ has two connected
components P3 and Cn. Thus the preservation of connectedness by the expansion in
many cases depends on the proper cover that we choose. But not always:
Proposition 1. Let T be an arbitrary tree and T ′ a graph obtained by a direct ex-
pansion from T with respect to an arbitrary proper cover. Then T ′ is disconnected.
The proof of the above proposition is omitted since it follows from a more general
result which we will prove. Our point at this moment is that no matter which covering
graphs G1; G2 we choose, the expansion of a tree is disconnected. Later it will be clear
that trees are the only class of graphs with this property. At the other extreme, an
interesting question arises, what are the graphs for which any nontrivial expansion (i.e.
for any nontrivial proper cover) produces a connected graph. One can check straight-
forwardly that this holds for complete graphs, but they are far from being the only
such example. At the end of this section we will be able to characterize such graphs.
Generally, the connectedness of expanded graph depends on the proper cover that we
choose. A natural question arises: what are the conditions for the proper cover G1; G2
such that the graph G′ obtained by direct expansion from G remains connected. We
need some more deFnitions.
We deFne a walk in a graph G to be a sequence of incident edges W : u1u2; u2u3; : : : ;
ukuk+1. The vertices u1; uk+1 are called end vertices, while the edges u1u2; ukuk+1 are
called end edges of the walk. If k is even (including 0) we call it an even walk, and if
k is odd it is an odd walk. Note that if all the vertices of a walk are diNerent then they
induce a path Pk+1 or a cycle Ck+1 in G. For any pair of indices i; j (16 i¡ j 6 k)
we call the walk uiui+1; : : : ; ujuj+1 a subwalk of W . The distance dG(u; v) between
vertices u; v in G is deFned as the length of a shortest path between u and v; if u and
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Fig. 1. An expanding walk.
v are not accessible by paths in G we deFne dG(u; v) to be ∞. The distance dG(U; V )
between subsets U and V of V (G) is deFned as min{dG(u; v) | u ∈ U; v ∈ V}. A
connected component of a graph is a maximal connected subgraph, and we will call
it shortly a component.
The proof of the following result is straightforward.
Lemma 2. Let G be a connected graph; G′ its direct expansion with respect to a
proper cover G1; G2 and intersection G0; and let x; y ∈ G0: Then;
(i) there exists a walk in G′0 ∪G′′0 between vertices x′; y′ ∈ G′0 (respectively; G′′0 ) if
and only if there is an even walk between x and y in G0;
(ii) there exists a walk in G′0 ∪G′′0 between vertices x′ ∈ G′0; y′′ ∈ G′′0 if and only if
there is an odd walk between x and y in G0.
Next we deFne the notion of expanding walk. Let P: u1; u2; : : : ; uk+1 be a sequence
of (consecutive) vertices induced by a walk W in G, and let G1; G2 be a proper cover
of G with intersection G0. Let t be the number of maximal subsequences in P whose
vertices are all in G0, and let (i1; j1); : : : ; (it ; jt) denote ordered pairs of smallest and
largest indices in these subsequences. We set u0 = u1; and uk+2 = uk+1. If for every
ordered pair (il; jl) (where 16 l6 t) we have: jl− il is odd if and only if uil−1 and
ujl+1 are in diNerent covering sets, then W is called an expanding walk.
An example of an expanding walk is schematically shown in Fig. 1 where subwalks
in G0 are marked by Flled lines. Note that by the deFnition of u0 and uk+2, if one
of the end vertices is in G0, then the length of a maximal subwalk of vertices in G0;
which includes this end vertex, must be even. This includes a walk of length 0 which
will be used in the formulation of the following lemma and Theorem 4.
Lemma 3. Let G1; G2; G0 form a proper cover of a graph G and let W be a walk in
G with end vertices u; v ∈ G0 such that end edges of W are not in G0; and let P be
B. Bre)sar /Discrete Mathematics 244 (2002) 17–30 21
the corresponding sequence of vertices. The following assertions are equivalent:
(i) A walk between vertices corresponding to u and v in G′ is obtained only by
changing P in vertices of P ∩G0; so that every w ∈ P ∩G0 is changed to one of
its expanded vertices w′ or w′′;
(ii) W is an expanding walk.
Proof. The easier part of the proof is that (ii) implies (i). If W is an expanding walk
then using the deFnitions of the direct expansion and the expanding walk one easily
checks that one can obtain an adequate walk in G′.
For the converse, we Frst observe that if there are no vertices in P ∩ G0 then P is
in G1−G0 or G2−G0. Then W is also a walk in G′ which is expanding since we do
not change P at all.
We proceed by an induction on the number of maximal subsequences of P whose
vertices are all in G0. Let uit ; : : : ; ujt ; ujt+1; : : : ; v be the last part of P in G, where
for the preceding part of P we may assume by the induction hypothesis that it in-
duces an expanding walk. By presumption we can change a part uit ; : : : ; ujt from G0
by corresponding vertices of G′0 ∪ G′′0 in such a way that we have a walk between
vertices corresponding to uit and ujt . For this subwalk we can apply Lemma 2. The
transformation of uit and ujt is uniquely determined by the positions of vertices uit−1
and ujt+1 in covering sets. If vertices uit and ujt are changed to vertices from the same
set (G′0 or G
′′
0 ) then by Lemma 2(i) there must be an even walk between uit and ujt ,
thus jt1 − it1 must be even. If on the other hand vertices uit and ujt are changed in
vertices from diNerent sets, we deduce using Lemma 2(ii) that jt1 − it1 is odd. The last
part ujt+1; : : : ; uk of P clearly induces a subwalk in G
′, therefore W is expanding. The
proof is complete.
Theorem 4. Let G be a connected graph; and G′ its direct expansion with respect to
a proper cover G1; G2 with intersection G0: Then G′ is connected if and only if for
each component G0i of G0 at least one of the following assertions is true:
(A) G0i has an odd cycle;
(B) there exists vertices u; v ∈ G0i ; and an expanding walk W in G − G0i with u; v
as end vertices such that both end edges of W are in the same covering set; and
dG0 (u; v) is odd;
(C) there exists vertices u; v ∈ G0i ; and an expanding walk W in G−G0i with u; v as
end vertices such that one end edge of W is in G1; the other in G2; and dG0 (u; v)
is even.
Proof. Let G′ be a graph obtained by a direct expansion from G, where G1; G2 is
a proper cover with intersection G0. We will Frst prove that (for the connectivity of
G′) it is enough to prove only the connectivity by paths of all connected components
of G′0 ∪ G′′0 . More precisely, we claim that G′ is connected if and only if for each
connected component G′0i∪G′′0i (i=1; : : : ; k), and every pair of vertices u; v in G′0i∪G′′0i
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there exists a path in G′ between u and v. Naturally, if G′ is connected then it is
connected by paths for all pairs of vertices. For the converse, since G is connected
there exists a path P between any two vertices. Then, in G′ for any two vertices u; v
we simply change the subpaths of P which are in G′0i ∪G′′0i by the paths that exist by
assumption. The claim is thus proved.
A well-known and easy result on direct products tells us that the direct product is
connected if and only if both factor graphs are connected and at least one of them has
an odd cycle. As noted we obtain G0 × K2 as an induced subgraph in G′. Hence, we
infer that if a component G0i has an odd cycle then G0i × K2 is connected. It is also
easy to see that if G0i is bipartite then G0i ×K2 has two connected components which
are both isomorphic to G0i.
We shall now prove that G′ is connected if at least one of the assertions (A), (B)
or (C) of the theorem is true for each connected component G0i of G0. Let G′0i ; G
′′
0i be
the subgraphs in G′ corresponding to G0i of G: By the observation from the previous
paragraph, if assertion (A) holds for G0i then G0i×K2 is connected. Let G0i be without
odd cycles and let U; V be connected components of Gi0
′ ∪ Gi0′′. Note that any two
vertices u′; v′ (or u′′; v′′) which are both in G′0i (or G
′′
0i), obtained by the expansion as
copies of u; v ∈ G0, lie in diNerent components U; V precisely when u; v in G0i are at
an odd distance. So if (B) holds then we have a walk in G′ between such vertices, thus
U and V are accessible by paths. On the other hand, if u′ ∈ G′0; v′′ ∈ G′′0 then they
lie in diNerent components of G0i precisely when the distance between u and v in G is
even (including the case when u= v). Thus if (C) holds, we have a walk between u′
and v′′ which are in diNerent components U and V . One part of the theorem is proved.
For the converse let G0i be an arbitrary component of G0, and let G′0i ; G
′′
0i be the
corresponding subgraphs in G′. First, if for all pairs of vertices in G′0i ∪ G′′0i we have
paths between them in G′0i ∪ G′′0i then G0i must have an odd cycle, and assertion (A)
is deduced. So, let U; V be connected components of G′0i ∪ G′′0i which are connected
by paths in G′. Then there exist vertices u ∈ U; v ∈ V such that there is path in G′
between them. Without loss of generality we may choose vertices u and v in such a
way that the path P between them is in G′ − (G′0i ∪ G′′0i) (except of course for end
vertices u and v). By changing P in all vertices of P∩(G′0∪G′′0 ) to their corresponding
vertices in G0 (the reverse of the expansion) we obtain a walk in G − G0i which is
obviously expanding by Lemma 3. The assertion (B) or (C) (depending on the distance
between vertices in G corresponding to u and v) then follows.
Fig. 2 shows an example of a proper cover in which G0 has three connected com-
ponents which are schematically depicted by ovals. The connected component on the
left side obeys the condition (B) of the theorem while the middle one obeys the con-
dition (C). The third component is used only for the purpose of presenting condition
(C), and since the walk which crosses it is expanding, the length of its subwalk in
this component must be odd. Of course expanding walks of both types could be more
complicated than the Fgure shows, they can cross G0 many times, so that some of
their edges in G0 might be repeated.
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Fig. 2. Cases (B) and (C) of Theorem 4.
Note that we do not require that any of the subgraphs in a proper cover is connected.
From Theorem 4 we deduce a simpler result for the case when intersection G0 is
connected (this also implies that covering subgraphs G1 and G2 are connected).
Corollary 5. Let G be a connected graph; G′ its direct expansion with respect to a
proper cover G1; G2 with connected intersection G0: Then G′ is connected if and only
if at least one of the following assertions is true for G0:
(A) G0 has an odd cycle;
(B) there exists a cycle C in G1 or G2 such that C ∩ G0 induces an odd path.
Proof. We can simplify assertion (B) of Theorem 4 because we can choose the nearest
u and v which are the end vertices of an expanding walk (from the same reason
assertion (C) of the theorem can be left out). Thus this walk is entirely in G1−G0 or
G2−G0, and can be chosen to induce a path between u and v: We obtain an adequate
cycle if we add a path between u and v in G0.
From Theorem 4 one can quickly deduce Proposition 1 (if G is a tree, then any
G0 we choose is bipartite or a single vertex, and there are no cycles in G1 − G0 and
G2 − G0, so there can be no expanding walks either). Conversely, whenever a graph
has a cycle, obviously there exists a proper cover such that the expansion is connected.
Hence the trees are precisely the graphs for which any direct expansion is disconnected.
In the last result of this section we shall characterize graphs for which any nontrivial
expansion is connected.
A subset S of the vertex set of a graph is called stable if there are no edges between
the vertices of S. A graph G is bipartite if its vertex set V (G) can be partitioned into
two disjoint stable subsets A; B. We call these two subsets stable parts. It is well-known
that a graph on at least two vertices is bipartite if and only if it has no odd cycles.
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As usual, a cutset of a connected graph G is a subset A of V (G) such that G − A
induces a disconnected graph. In particular, a stable cutset is a stable subset which
is also cutset. For example, any pair of nonadjacent vertices of cycle Cn (n ¿ 4) is
a stable cutset of Cn. Note that if a graph G on at least three vertices has no stable
cutsets, then every vertex of G must lie in a triangle (since the set of neighbors of a
vertex, which is not in a triangle, form a stable cutset). If H is an induced subgraph
of a graph G; with G − E(H) we denote a graph obtained from G by deletion of all
edges of H .
Theorem 6. Let G be a connected graph on at least three vertices. Any nontrivial
direct expansion of G is connected if and only if
(i) there are no stable cutsets in G; and
(ii) for any bipartite induced subgraph B of G with stable parts X; Y; we have
dG−E(B)(X; Y )¡ 4:
Proof. First let us suppose that G is a connected graph such that any nontrivial ex-
pansion of G is connected.
For the proof of (i) let us suppose that G has a stable cutset, and let A be a min-
imal stable cutset. Let A1; : : : ; Ak be the connected components of G − A; and let us
choose a proper cover G1 = A1 ∪ A; G2 = A2 ∪ · · · ∪ Ak ∪ A. If in one of the graphs
Gi (i = 1; 2) there is an isolated vertex u then u must be in A, since G is connected.
But then also A − {u} is a stable cutset, a contradiction to minimallity of A. There-
fore the proper cover is nontrivial, and it is obvious that the expanded graph is not
connected.
For the proof of (ii) we suppose that B is a bipartite subgraph of G with stable parts
X; Y such that dG−E(B)(X; Y ) ¿ 4. Then we choose a proper cover in the following
way:
• in G1 − G0 are all the neighbors of vertices from X ,
• in G2 − G0 are all the neighbors of vertices from Y ,
• in G0 are all other vertices.
Clearly G0 has at least two connected components, one of them being B. Also it is
obvious that there are no expanding walks of type (B) or (C) of Theorem 4 between the
vertices of B. Hence, the expansion with respect to such a proper cover is disconnected.
For the converse let us suppose that G obeys conditions (i) and (ii) of the theorem.
The Frst case that we consider is when the proper cover is G1 =G2 =G. Since G has
at least three vertices, from (i) we deduce that every vertex lies in a triangle, hence
G0 (which is G in this case) is nonbipartite. Thus by Theorem 4(A) the expansion is
connected.
Let us now choose a proper cover G1; G2; G0 in such a way that at least one of
G1 − G0 or G2 − G0 is nonempty. Let G0i ; i = 1; : : : ; k be the connected components
of G0. If all the components have odd cycles we are done by Theorem 4(A), so we
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may suppose that at least one component G0j (j ∈ {1; : : : ; k}) is bipartite or has only
one vertex.
The next case to consider is when a bipartite component G0j of G0 has at least two
vertices. By condition (ii) of the theorem there exist two vertices x; y in G0j such that
dG0 (x; y) is odd, and there is a path outside G0j of length at most 3 between x and
y. Clearly, this path must lie entirely in G1 or G2, hence condition (B) of Theorem
4 holds for G0j. We have established that for an arbitrary proper cover G1; G2; G0; the
components G0i of G0 are either:
• nonbipartite on at least three vertices (condition (A) of Theorem 4 holds for G0i),
or
• bipartite on at least two vertices, so that condition (B) of Theorem 4 holds for G0i ;
or
• have one vertex.
Clearly if all components would have only one vertex, then the vertices of G0 would
form a stable cutset in G (or if G1 −G0 is empty then the expansion would be trivial
since all vertices of G1 would be isolated). Suppose that G0i is a singleton component
of G0 with vertex u. If there is no such closed walk in G with end vertex u, whose
end edges lie in diNerent covering subgraphs, so that it crosses G0 only in compo-
nents with at least two vertices, then the vertices in singleton components obviously
form a stable cutset (use that by the deFnition of nontrivial expansion u must have
neighbors in both G1−G0 and G2−G0). Hence for every singleton component such a
walk exists, and by previous observations for the components on at least two vertices,
it is an expanding walk for which property (C) of Theorem 4 holds. The proof is
complete.
3. Direct expansion procedure
Let us suppose that given a graph G and a nontrivial proper cover G1; G2 the ex-
panded graph G′ is connected. One can now choose a nontrivial proper cover on G′
and obtain an expansion G′′ of G′ (G′′ can be either connected or disconnected). We
say that G′′ is obtained from G by a direct expansion procedure of length 2. In gen-
eral, if G1; G2; : : : ; Gk+1 is a sequence of graphs such that Gi+1 is obtained from Gi by
the nontrivial direct expansion (i = 1; 2; : : : ; k), we say that Gk+1 is obtained from G1
by a direct expansion procedure of length k.
An interesting question arises: in how many expansion steps we can disconnect a
graph? We can easily check that for an arbitrary graph the minimum number of such
steps is at most 2, because we can always use the following procedure. We choose an
arbitrary edge in G, set its vertices forming G1; and for G2 we take the whole graph.
In G′ we obtain two vertices of degree 1. One of these vertices and its neighbor form
G1; while G2 is G′ in the proper cover of G′. The expanded graph G′′ is disconnected
so that one connected component is K2. We have proved this.
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Fig. 3. A semaphore and its proper cover.
Proposition 7. Let G be a connected graph. The minimum length of a nontrivial
expansion procedure starting in G in which we obtain a disconnected graph is at
most 2.
The opposite question, what is the maximum length of an expansion procedure by
which we obtain a disconnected graph in the last step, seems to be more interesting. We
can view this question as how ‘resistant’ can a graph be, if we approach it with direct
expansion procedure. We have already learned in Proposition 1 that in the case of trees,
for any covering subgraphs that we choose, the expanded graph is disconnected. Before
we focus on particular classes of graphs, we should Frst Fnd out whether this procedure
always ends. Alternatively, is it possible for some graphs to choose proper covers in
such a way, that all the graphs obtained by the expansion procedure remain connected?
To answer this question we introduce a class of graphs which we call semaphores.
We call a graph S=S(h1; h2; s; t; k1; k2) a semaphore if it has the following structure.
It has vertices a; b; u; v such that there is a path P1 of length s between a and u; P2
between b and v of length t, there are two paths between a and b; P3 of length
h1; P4 of length h2, and two paths between u and v; P5 of length k1; P6 of length k2
(see the left side of Fig. 3). Paths Pi intersect only in their endvertices a; b; u; v; and
there are no edges between vertices of diNerent paths Pi (with exception of possible
edges between a; b; u; v when the length of certain paths Pi is 1). Finally, there are no
other vertices and edges besides those of the six paths, and s; t; k1; k2; h1; h2 ¿ 1 where
max {h1; h2}¿ 2; max {k1; k2}¿ 2.
Clearly, the semaphore can be embedded in a plane so that its 3 Fnite faces are
surrounded by cycles Ck1+k2−2; Ck1+s+h1+t−4; Ch1+h2−2. We deFne four diNerent types of
semaphores: If all six parameters of S(h1; h2; s; t; k1; k2) are odd numbers it is called
an #-semaphore; if s; t are even, and other parameters are odd this is a $-semaphore;
if s; t are odd, precisely one of hi and one of ki is odd, respectively, this is called
a %-semaphore; Fnally, if s; t are even, precisely one of hi and one of ki is odd,
respectively, this is called a &-semaphore.
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Proposition 8. Let S = S(h1; h2; s; t; k1; k2) be a semaphore with paths Pi (i= 1; : : : ; 6)
de7ned as above; and G1 =G− P4 ∪ {a; b}; G2 =G− P6 ∪ {u; v} a proper cover (see
Fig. 3). If S is an # or a $-semaphore then the expanded graph is an #-semaphore.
If S is a % or a &-semaphore; the expansion is a $-semaphore.
Proof. It is straightforward to check that in the Frst case we obtain a semaphore
S(s; h1+ t+k1; h2; k2; t; k1+s+h1), and in the second S(h1+ t; s+k1; h2; k2; h1+s; t+k1).
All parameters of both semaphores are odd, thus they are #-semaphores. If S is a
% -semaphore, we set the notation of hi and ki in such a way that G0 consists of all
odd paths. Then the expanded graph is S(s; h1 + t + k1; h2; k2; t; h1 + s + k1) which is
$-semaphore. Finally, in the case of &-semaphore, the notation must be chosen so that
the paths with odd lengths are h1; k1, thus they are in G0: The expansion is then a
$-semaphore S(s+ k1; h1 + t; h2; k2; h1 + s; t + k1).
We deFne a direct expansion length of a graph G (in symbol del(G)) to be the
maximum length of a nontrivial expansion procedure starting in G through which we
obtain a disconnected graph. If we have an inFnite expansion procedure, starting in a
graph G; where all the graphs of the sequence are connected, we set del(G)=∞. The
above proposition tells us that the maximum length of a nontrivial expansion procedure
in which graphs are connected is inFnite in the case of semaphores of the above types.
It seems that, in general, it is not easy to determine in how many steps a graph will be
disconnected, if the proper covers are not explicit. The following theorem summarizes
a few basic results considering parameter del.
Theorem 9. Let G be a graph. Then;
(i) del(G) = 0 if and only if G is disconnected;
(ii) del(G) = 1 if and only if G is a tree;
(iii) del(G) = 2 if and only if G is connected with precisely one cycle which is even;
(iv) del(C2n) = 2; del(C2n+1) = 3;
(v) del(S) =∞ if S is an #; $; % or a &-semaphore.
Proof. Assertion (i) is trivial. One direction of (ii) has already been proved. For the
converse we note that if G has a cycle, we can set a proper cover: one edge of this
cycle as G1; and whole G as G2, providing the connectedness of expanded graph.
The same procedure can be repeated in the proof of (iii), i.e. del(G) ¿ 2 if G has
precisely one (even) cycle. To prove that del(G)6 2 we recall Theorem 4 to observe
in which way we can obtain a connected graph by an expansion from G. First, since G
is bipartite, case (A) of the theorem cannot occur. Then, if some connected component
of G0 included an even path of the cycle, the expanded graph would be disconnected.
If an odd path of the cycle would form some connected component of G0; and G0 not
connected, any other component would have to be an even path. Thus G0 is connected,
so applying Corollary 5(B) we deduce that G0 is an odd path (which is not the whole
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cycle). Therefore, the expanded graph is a tree, and del(G) = 2. For the converse we
note that as soon as we have an odd cycle, we can make an expansion by setting G0
to be the whole cycle. Then expanded graph is connected and has at least one even
cycle, thus del(G)¿ 3. If we have more than one even cycle in G; then in any case
we have an edge uv which lies in one cycle and there is a cycle in G which does not
include this uv. We then make an expansion with G1 = {u; v}; G2 = G; and expanded
graph is connected with still at least one cycle. Thus del(G)¿ 3, and (iii) is proved.
The proof of (iv) is mostly included in the proof of (iii) above. In fact, it only
remains to prove that del(C2n+1) 6 3 (we already know a sequence of length three
which disconnects C2n+1). This is obvious, for if we do not take the whole cycle as
G0 than the expanded graph is a tree or even disconnected. Assertion (v) follows from
Proposition 8.
An edge e of a connected graph G is called a bridge, if the graph obtained from G
by deleting e has exactly two connected components. We introduce an attached forest
of a connected graph G (which is not a tree) as a subgraph F of G induced by all
vertices in G for which there exists a bridge e in G such that these vertices are in a
connected component of G−e which is a tree. Obviously, G−F has an empty attached
forest. If G is a graph with empty attached forest we shall write G + F to denote G
with an attached forest F . We deFne an attached forest of a tree to be empty. As we
shall see, the following result is useful in working with parameter del.
Lemma 10. If G is a connected graph and F an attached forest of G; then del(G) =
del(G − F).
Proof. We Frst observe that for an arbitrary proper cover of a connected graph G for
which the expansion is connected, the intersection G0 must contain an edge which is
not a bridge. Given a proper cover G1; G2 of a graph G, let G′ be the expansion of
G, and let G′′ be an expansion of G−F where F is an attached forest of G (a proper
cover for G − F is deFned in a natural way, so that in the covering subgraphs G1; G2
we exclude all the vertices of F). We claim that G′′ − F ′′ = G′ − F ′ where F ′ is an
attached forest of G′; and F ′′ is an attached forest of G′′. Indeed, if e is a bridge in
G; such that one of the components of G − e is a tree, then for any expansion of G
the corresponding edge (or a pair of edges) obtained from e is also a bridge (are also
bridges) in G′ and the corresponding component of G′ − e is also a tree. From this
claim one easily infers the lemma.
We can now reformulate assertion (iii) and a part of assertion (iv) of the theorem:
Corollary 11. Let G be a graph. Then; del(G)=2 if and only if G=C2n+F (n¿ 2)
where F is an attached forest of G.
The following result is a helpful tool in determining the parameter del for many
graphs, and can be considered as the main result of this section.
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Theorem 12. Let H be a connected subgraph of a connected graph G; and H ′ an
induced subgraph of G such that H is a spanning subgraph of H ′: Then
del(G)¿ del(H ′)¿ del(H);
where del(G)=del(H ′) if and only if G has an attached forest F such that G−F=H ′:
Furthermore; if t is the number of edges which are in H ′ and not in H; then
del(H ′)¿ del(H) + t:
Proof. We Frst prove that del(G) ¿ del(H ′) if H ′ is an induced subgraph of G. If
G−F=H ′, where F is an attached forest of G, then by Lemma 10, del(G)=del(H ′).
If not, then we must have a cycle C in G which has some (or all) of its vertices in
G−H ′. We can choose a proper cover with G1 =G and G2 consisting of two adjacent
vertices of C, one of which is in G−H ′. The expanded graph G′ is connected, having
less such cycles, which have some of its vertices outside H ′ than G′. Since H ′ is
also an induced subgraph of G′ we can conclude the proof by using induction on
the number of cycles with vertices outside H ′. Thus, del(G)¿ del(G′) ¿ del(H ′).
(Note that we have implicitly proved the characterization of the equality del(G) =
del(H ′).)
We prove the second part by an induction on the number of edges t which are in
H ′ but not in H: If t=0 then trivially del(H ′)=del(H). For t ¿ 0 we take an arbitrary
edge uv in H ′ which is not in H . With a proper cover G1 =G; G2 = {u; v} we obtain
an expanded graph G′, such that H ′′ =H ′ − uv is induced in G′, and H is a spanning
subgraph of H ′′. We have del(H ′)¿ del(H ′′) since H ′′ is an expansion of H ′, and
because H ′′ has still t − 1 edges more than H we have del(H ′′) ¿ del(H) + t − 1
by the induction hypothesis. Combining these results it follows del(H ′)¿ del(H) + t,
and the proof is complete.
In particular, the above theorem is useful for determining graphs with inFnite del:
Corollary 13. If a connected graph G has an #; $; % or a &-semaphore as subgraph;
then del(G) =∞.
It is clear that if Gk is a kth graph in an expansion procedure of G then del(G)¿
del(Gk)+k−1, where equality holds if and only if the sequence is optimal. Combining
this inequality with Theorem 12 we can Fnd more classes of graphs with inFnite del. An
interesting example is derived from a complete graph K4, for which we take a proper
cover consisting of two graphs K4. The expanded graph is a hypercube Q3 which has
S(4; 2; 2; 2; 4; 2) as a subgraph. Thus del(Q3)=∞, and therefore del(K4)=∞. We infer
Corollary 14. If G is a connected graph with K4 as a subgraph then del(G) =∞.
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