In this paper, we conduct a systematic study to evaluate the effect of sampling rate and feature-vector size on the performance of a Hidden Markov Model (HMM) based speech recognizer. We investigate the use of the following two types of features: Linear Prediction (LP) derived Cepstral Coefficients (LPCC) and Me1 Frequency Cepstral Coefficients (MFCC) [l, 2, 31. We demonstrate that for the LPCC front-end, the optimum sampling rate and feature-vector size are 1 2 kHz and 14, respectively. We also show that for different sampling rates, accuracy peaks at diirerent sizes of the feature-vector. For the MFCC front-end, the optimum feature-vector size and sampling rate are 14 and 14 kHz, respectively.
INTRODUCTION
Speech recognition systems reported in the literature use different sampling rates and feature-vector sizes. The effect of sampling rate and feature-vector size on the recognition performance has not been studied -most researchers use ad hoc values for the sampling rate and feature-vector size.
A lower sampling rate would reduce the storage requirements for a database, while a smaller feature-vector size would. reduce training and recognition time. The problem is then to find a combination of sampling rate and feature vector size which maximises recognition performance.
We performed a systematic study to evaluate the effect of sampling rate and feature-vector size on the performance of a HMM-based speech recognizer, using speaker-and context-independent phoneme models. 66 speech recognition experiments were done where the sampling rate was varied1 from 6 to 16 kHz in steps of 2 kHz. The LPCC and MFCC front-ends were used in the experiments.
In the following section, we briefly describe the database, preprocessing, and the training and testing methods used in our experiments.
DATABASE
A subset of the TIMIT database was used for training and testing. Only SX sentences were used during training (2310 sentences) and the core test set (192 sentences) was used for testing in order to minimize the amount of time taken.
Downsampled versions (at 14, 12, 10, 8 and 6 kHz) of the original 16 kHz speech files were created.
PRE-PROCESSING
The speech files were preprocessed on a frame by frame basis, with a frame length of 20 ms and frame shift of 10 mi. For each frame, a Hamming window was applied For training of each HMM, 10 iterations were used for the initialisation as well as the re-estimation, while 2 passes of embedded re-estimation were performed.
EXPERIMENTS AND RESULTS
Figures 1 and 2 show the recognition performance for the LPCC front-end for siix different primary feature-vector sues, ranging from 8 to 18, against the sampling rate, which ranges from 6 to 16 kHz. In Figs. 1 and 2 it can be seen that accuracy peaks at different sampling rates for different sizes of the primary featurevector. Moreover, the accuracy drops as the sampling rate increases.
In Fig. 1 , the maximum recognition accuracy rate seems to move from 10 to 12 kHz sampling frequency as the size of the feature-vector increases. In Fig. 2 , the maximum accuracy occurs at 10 kHz for the vector sizes of 16 and 18 and at 12 kHz for the vector size of 14. Note that at 14 and 16 kHz we had trouble training a small number of HMMsthis affected the results obtained.
In Figs 3 and 4 it can be seen that generally as the feature-vector increases in size, so does the accuracy. For -=cc14 ---ffi16 -. Figure 4 indicates that the optimum :sampling rate and feature-vector size combination is 12 kHz and 14 respectively. In Fig. 5 we investigated the effect of using a constant number of cepstral coefficients while the number of LP coefficients as well as the sampling rate varied. We tested the 'Yule of thumb" [5] which states that the order of LP analysis should be that of the sampling rate (in kHz) + 2. We compared this to the case where the order of LP remained constant. It can be seen that using LP coefficients from which a lower number of cepstral codcients are generated increases both accuracy and correct rate. Figure 6 shows the recognition performance for the MFCC! front-end for three different feature-vector sizes at sampling rates from 6 to 16 kHz. It can be seen that for all feature-vector sizes an increase in the sampling rate generally increases accuracy. For the feature-vector sizes of 10 and E!, the correct and accuracy rates decrease gracefully as the sampling rate is decreased. However for the vector size of 14, the recognition performance drops significantly for sampling rates below 14 kHz. This is most likely due to the number of bins used during Me1 Frequency analysis being too high for the low sampling rates.
For feature-vector sizes of 10 and 12, the accuracy levels off at (a sampling rate of 12 kHz. For the case of featurevector size of 14, accuracy levels off at a sampling rate of 14 kHz. The figure also implies that for the MFCC front-end, the optimum feature-vector size and sampling rate combi-
-. Figures 7 and 8 contain the same data as Fig. 6 , but present recognition performance at different sampling rates against the primary featurevector ranging from 10 to 14.
7, it can be seen that increasing the featurevector size to a value greater than 12 reduces accuracy for sampling rates of 6, 8 and 10 kHz. Figure 8 shows that accuracy stays relatively constant for sampling rates of 14 ancl 16 kHz for all feature-vector sizes, while for the sampling rate of 12 kHz the accuracy decreases slightly as the feature-vector size is increased from 12 to 14.
CONCLUSION
We have demonstrated that for a speech recognition system, based on HMMs and using the LPCC front-end, accuracy peaks at different sampling rates for different sizes of the feature-vector. This indicates that the selection of a sampling rate and feature vector size significantly affects the performance of the recognizer. Using the LPCC front-end, the optimum sampling rate and feature-vector size Combination for the recognizer used in our experiments is 12 kHz and 14, respectively. For the MFCC front-end, the optimum feature-vector size and sampling rate combination is 14 and 14 kHz, respectively. [3] S. 
