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ABSTRACT 
 
This research presents a novel method for learning the lexical semantics of action 
verbs. The primary focus is on actions that are directed towards objects, such as kicking a 
ball or pushing a chair. Specifically, this dissertation presents a robust and scalable 
method for acquiring grounded lexical semantics by discovering audio-visual 
associations in narrated videos. The narration associated with the video contains many 
words, including other verbs that are unrelated to the action. The actual name of the 
depicted action is only occasionally mentioned by the narrator. More generally, this 
research presents an algorithm that can reliably and autonomously discover an 
association between two events, such as the utterance of a verb and the depiction of an 
action, if the two events are only loosely correlated with each other. 
Semantics is represented in a grounded way by association sets, a collection of 
sensory inputs associated with a high level concept. Each association set associates video 
sequences that depict a given action with utterances of the name of the action. The 
association sets are discovered in an unsupervised way. This dissertation also shows how 
to extract features from the video and audio for this purpose. 
Extensive experimental results are presented. The experiments make use of several 
hours of video depicting a human performing 13 actions with 6 objects. In addition, the 
performance of the algorithm was also tested with data provided by an external research 
group. The unsupervised learning algorithm presented in this dissertation has been 
compared to standard supervised learning algorithms. This dissertation introduces a 
number of relevant experimental parameters and various new analysis techniques. 
The experimental results show that the algorithm presented in this dissertation 
successfully discovers the correct associations between video scenes and audio utterances 
in an unsupervised way despite the imperfect correlation between the video and audio. 
The algorithm outperforms standard supervised learning algorithms. Among other things, 
this research shows that the performance of the algorithm depends mainly on the strength 
of the correlation between video and audio, the length of the narration associated with 
each video scene and the total number of words in the language. 
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CHAPTER 1 – INTRODUCTION 
 
1.1 Background 
Understanding the nature of intelligence is an important research problem that has 
been studied by many researchers from a variety of fields. One way to approach this 
challenging problem is by engineering intelligent machines. By building intelligent 
machines it becomes possible to gain a deeper insight into the nature of intelligence. 
Furthermore, a key advantage of the engineering approach is the ability to conduct 
controlled experiments with the constructed machine, thus gaining further insight into 
how intelligence works. In a certain sense, the engineering approach to intelligence is 
comparable to the Wright brothers approach to building a motorized airplane. 
While there are many ways to engineer intelligent systems, one approach is cognitive 
robotics. The ultimate goal of cognitive robotics is to build robots that have human level 
intelligence. Cognitive robotics tries to implement the basic principles of human 
intelligence in machines. However, cognitive robotics does not necessary try to exactly 
replicate a human being. The focus is only on understanding and implementing the basic 
principles. As an analogy, the laws of physics that make airplanes fly are the same laws 
of physics that make birds fly. However, airplanes and birds are not exact copies of each 
other. If human intelligence is a bird, one may think of cognitive robotics as the attempt 
to build an airplane. 
Furthermore, cognitive robotics allows experimentation with a robot which can lead 
to a better understanding of intelligence. The cognitive robotics approach is an 
incremental approach. It starts by building a relatively simple machine. This allows some 
experimentation. The results and analysis of these experiments lead to further insight, 
which in turn allow building a more sophisticated machine the next time around. That 
allows conducting further experiments, which lead to more insight into the problem. 
One key philosophy of cognitive robotics is that intelligence is a combination of 
nature and nurture. Thus, both the capabilities of the machine and the environment 
matter. The basic idea is that interaction with a rich and rewarding environment is at least 
as important as the built-in capabilities of machines. Cognitive robotics places a high 
importance on demonstrating that any proposed techniques work with real data. 
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Furthermore, in cognitive robotics it is preferred that the robot learns without any direct 
supervision. The only input to the robot should come through its sensory system. It is 
acceptable that a teacher provides a high level guidance to the robot by controlling what 
it sees or by speaking to the robot, but usually it is assumed that there is no labeled 
training data available. Thus, in cognitive robotics unsupervised learning techniques are 
preferred over supervised techniques. 
In general, cognitive robotics addresses several important problems in society. It is 
believed that robots will play a greater role in human life in the future. Thus, it is 
important to be able to build robots that can naturally coexist and interact with humans. 
Humans should also be able to teach robots new skills without the need for much 
technical know-how. The emphasis of cognitive robotics to build robots that learn like 
humans directly contributes to a solution of this problem. Furthermore, algorithms and 
insight that is gained by research in cognitive robotics can be used in other areas of AI to 
solve problems that have a related structure. In particular, cognitive robotics algorithms 
may become useful in organizing unstructured information in the future. 
One key problem in cognitive robotics that is also researched in many other fields is 
the ability to acquire semantic meaning. In particular, this involves learning to make 
sense of sensory input. The acquisition of semantics is typically studied in connection 
with language acquisition. The emphasis is on the meaning of the language and not on 
any syntactic issues. The acquisition of semantics and language acquisition in general 
play an important role in cognitive robotics, since language is a key requirement in order 
to exhibit cognitive capabilities. 
Currently, most research on semantics focuses on lexical semantics. The acquisition 
of lexical semantics requires the machine to learn the meaning of single words. While 
research on lexical semantics has so far primarily focused on acquiring the meaning of 
nouns, recently the acquisition of the lexical semantics of verbs is gaining more interest. 
Dealing with verbs is more challenging than dealing with nouns since verbs typically 
involve movements and deal with the relationship between objects. 
This research studies the acquisition of lexical semantics in the context of cognitive 
robotics. In particular this research investigates how a robot could learn the meaning of a 
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number of verbs just by watching an instructor and hearing the verbs in realistic 
conditions. 
 
1.2 Grounded Representations 
Before semantics can be acquired, it is a necessity to determine how semantics will be 
represented. In cognitive robotics, all representations have to be grounded. Abstract 
symbols do not have a meaning by themselves. Meaning exists only in physical reality. In 
a grounded representation, a symbol merely acts as a pointer to the physical manifestation 
of its meaning. The symbol itself does not have any meaning, but its referent does. The 
meaning of its referent is determined by how it manifests itself and how it relates to other 
things in the environment. Thus, the environment as a whole determines meaning, which 
is why the environment is so important in cognitive robotics. 
In the case of objects, the name of an object is grounded with sensory input derived 
from that object. Typically, this includes a picture of the object, its sound, smell, how it 
feels, and possibly even an event related to the object. Each little piece of input can be 
considered as a sensory snippet. A sensory snippet is simply some brief input derived 
from the actual object. A snippet is not restricted to a single modality. No single snippet 
alone can completely define the meaning of an object. The complete meaning of an 
object is defined by the collection of all snippets, which capture all relevant pieces of 
information about the object. 
It is important to point out, that while sensory snippets are derived from sensory 
input, usually snippets will include processed information. For example, in the case of 
images, it is acceptable to apply low level processing to the image in order to emphasize 
important features. However, a sensory snippet is always the result of some sensory 
input. 
Since the meaning of an object is defined by the collection of its sensory snippets, it 
is necessary to introduce a data structure that can represent all these snippets. Such a data 
structure is provided by the concept of associative memory. An example of associative 
memory is shown in figure 1.1. In this figure, the symbol “apple” is grounded in terms of 
many snippets of sensory information. These snippets include the smell of an apple, the 
taste of an apple, the visual sight of an apple, the weight of an apple, other experiences 
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about an apple, and the sound of an apple as well as the sound of the English word 
“apple”. 
 
 
Figure 1.1: An example of associate memory. The concept of apple is represented in 
terms of many associated snippets of sensory information. 
 
The association of all of these snippets of sensory information with each other defines 
the meaning of the concept of an apple. Thus, the word “apple” does not mean simply the 
sight of an apple, but it means everything that is associated with an apple.  
An association of a set of sensory snippets as shown in figure 1.1 is called an 
association set in this dissertation. Each association set represents a high level concept, 
such as the concept of apple. In general, association sets include only representative 
examples for each sensory snippet. Thus, not all sightings of an apple are stored, but only 
some representative cases. In the case of lexical semantics of words, the meaning of the 
word is defined in terms of the sensory snippets that are a member of the same 
association set as the utterance of the word. 
In order to acquire the lexical semantics of a word, it is necessary to acquire an 
association set that represents its meaning. Since supervised learning algorithms are not 
desired in cognitive robotics, this requires the unsupervised discovery of association sets 
from sensory data. Since all sensory snippets in an association set refer to the same 
concept, all these snippets are likely to have a high temporal association with each other. 
In particular, it is not unusual to smell and see an apple at the same time. The repeated 
temporal coincidence of two sensory snippets establishes a positive association between 
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two snippets. Thus, by determining whether two snippets have a high temporal 
association with each other, a machine may determine whether they belong to the same 
association set. 
In the case of the acquisition of lexical semantics, the algorithm needs to identify an 
association between a sensory snippet of the object, such as its sight and the sensory 
snippet that represents the utterance of the English name of the object. This will allow the 
algorithm to place the snippet that corresponds to the name of the object into the same 
association set as other snippets associated with the same object. 
It is not unlikely that the name of an object will be uttered when the object is present 
in some form. This is especially true, when a teacher tries to teach the name of an object 
to a student such as a child. Thus, the form of language acquisition studied in this 
dissertation is very similar to the way humans learn language. A teacher can teach the 
meaning of a word to the robot, by pointing out the object and mentioning its name. If 
there is a high temporal association between the name and the observation of the object, 
the robot can learn the name that refers to the object. 
In the case of lexical semantics of verbs, the situation is similar to the case depicted in 
figure 1.1. The only difference is that in this case, the concept is a verb and the sensory 
snippets are associated with the execution of the verb. In this dissertation, only video and 
audio are used as input. Thus, the sensory snippets will include the utterance of the verb 
and a video sequence that depicts the execution of the verb by a human. The goal is to 
identify associations between sequences of video that depict the execution of the verb and 
utterances of the name of the verb. 
 
1.3 Problem Definition 
This research provides a method for acquiring the semantics of verbs. In particular, 
this research approaches this problem from a cognitive robotics perspective. Thus, the 
semantics acquisition algorithm must be unsupervised. The input to the algorithm 
consists only of video scenes and audio recordings. A human is allowed to provide audio-
visual input to the robot by demonstrating the meaning of the verb, but no labeled data is 
allowed. Thus, the method described in this dissertation acquires the semantics of verbs 
similar to the way children acquire the meaning of words. 
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The goal of the algorithm is to identify association sets in the video and audio input. 
Each association set provides a grounded representation of one verb. The algorithm has to 
identify strong associations between certain video snippets and audio snippets and put 
them into distinct association sets. 
There are several factors complicating the problem. The algorithm is not told the total 
number of verbs or provided any supervised labels. The algorithm only receives raw 
audio-visual input. It has to autonomously determine the number of verbs and which 
scenes are associated with which verbs. This in itself is a very challenging problem. Most 
prior techniques reveal the total number of verbs or even provide labeled data. Even 
when the video scenes are labeled, classifying human actions into verbs can be very 
challenging. Thus, this research attempts to solve a quite challenging problem. 
The problem is further complicated by the fact, that there is no perfect correlation 
between the name of the action and the sight of an action. The visual scene of an action 
may be paired with many other auditory snippets and only occasionally be paired with the 
name of the action. Thus, it is quite challenging to identify which visual snippet refers to 
which auditory snippet. 
Figure 1.2 shows an example of an input sample. Each sample consists of a video 
scene and some auditory narration that is paired with the video scene. The video scene 
depicts a human performing an action. In figure 1.2, the human throws a ball. The figure 
shows representative frames from the video, but the actual input consists of an entire 
video sequence. The video sequences typically have a duration of a few seconds. 
The second part of the sample in figure 1.2 is the audio. The audio is some human 
narration of the video scene. In this case, the narration is “getup throw ball sit chair”. 
Since syntax is unimportant for this research, the narration is usually not grammatical. 
The order of the words and any syntax issues have been ignored in this research. 
In figure 1.2, one of the words, “throw”, happens to be the name of the action. The 
goal of the algorithm is to discover that throw is not just any word in the narration, but it 
is the name of the action depicted in the scene. 
A complication is that the word “throw” is not guaranteed to be mentioned when an 
action is seen. Thus, the utterance in figure 1.2 may have been “getup kick ball sit chair”. 
In this case, none of the words is the name of the action. The algorithm cannot assume 
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that the name of the action is always mentioned. It must be able to identify the 
association between throw and the scene, even if throw is only occasionally mentioned 
while a human throws a ball. A final complication is that the word throw is allowed to be 
used in other contexts as well. For example, the human may utter the word throw while 
kicking a ball. Despite this fact, the algorithm has to be able to associate “throw” only 
with scenes that depict throwing and “kick” only with scenes that depict kicking. 
 
 
Figure 1.2: An example input. The video shows a human while throwing a ball. The 
audio is an utterance of the words “getup throw ball sit chair” in that order. 
 
More formally, the problem can be defined in terms of three main parameters: Q, K 
and W. Let W be the number of words in the language. During each sample, the narrator 
will utter K many words from the language. In figure 1.2, K is equal to 5. With 
probability Q, one of these words will be the name of the action. Thus, the probability Q 
can be defined as Q = P(hear name of action | see action). If wv is the name of the action 
and v is the visual scene depicting the action, the probability can be also defined more 
succinctly as Q = P(wv ∈ Audio | v = Video), where Audio and Video refer to the audio 
and video inputs during each scene. 
If Q is equal to 1, the problem is not too hard. In this case, the name of the action is 
always uttered when the action is executed. Thus, by determining which word appears 
always with which visual scene, the algorithm can identify the name of each action. 
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If Q is less than 1, the problem becomes much more challenging. Now, it is not 
known whether the utterance contains the name of the action or not. Traditional 
techniques do not perform very well when Q is below 1. A better algorithm is needed. 
This research presents a solution that can deal with the problem above in a robust way 
even when Q is below 1. 
The problem specification above is a very natural set up for a language acquisition 
problem. This is very similar to the way children learn language. While language can be 
taught by mentioning the name of an object when an object is visible, it is still possible 
that the learner may see the object in another context or hear the name of the object in 
another context. Thus, assuming that the name of an object is only mentioned when the 
object is visible is a mistake. The above problem definition is more realistic. It defines a 
more natural environment for language acquisition. 
 
1.4 Architecture 
This section provides a brief overview over the software architecture discussed in this 
dissertation. Figure 1.3 shows a diagram of the architecture. 
 
 
Figure 1.3: The software architecture. 
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The video input and audio input are separately processed in the video module and 
audio module, respectively. First, the video is divided up into video scenes and the audio 
is divided up into a sequence of words. Each video scene is a visual snippet and each 
word is an auditory snippet. 
All actions shown in the video are directed towards an object. The action may include 
kicking a ball, or carrying a box. It will be shown, that the actions can be distinguished 
based on the path the object travels as a consequence of the action. In essence, the action 
is identified by the effect of the action on the object. The video module extracts the path 
of each object by identifying the object in each video scene and tracking the object across 
the scene. 
The audio module computes the power spectrum for each input. It will be shown, that 
the verbs used in the experiments can be easily distinguished based on their power 
spectrum. 
Associations between video scenes and words are detected by computing the 
pointwise mutual information between the video and audio input. The pointwise mutual 
information requires repetitive events in the video and audio for which the probabilities 
can be computed. Since each visual and auditory input is in essence a continuous feature 
vector, each visual scene and word is a unique event. Thus, it is not possible to compute a 
probability for a single visual scene or word. 
This problem is solved via clustering. The visual scenes and words are clustered 
independently using agglomerative clustering. Since each cluster represents many visual 
scenes or many words, it is possible to use the activation of a cluster as an event in the 
computation of the pointwise mutual information. First, agglomerative clustering is used 
to identify a set of video and audio clusters. Then given a visual scene or word, the scene 
or word is replaced by the cluster that best represents the scene or word. This creates a 
sequence of repetitive events in the input. Now, pointwise mutual information can be 
used in order to identify associations between visual and auditory clusters. 
Finally, a component called the association set builder identifies association sets 
given the strength of the association between each pair of visual and auditory clusters. 
The final output of the algorithm is a list of association sets. If the algorithm is 
successful, each association set should represent precisely one action. Association sets 
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contain a set of video and audio clusters. Each cluster represents a group of visual scenes 
and audio recordings. Thus, the meaning of an action is grounded through the samples 
which are represented by the clusters. 
In figure 1.3, three sample association sets are shown in circles. In this figure, each 
association set consists of one video cluster and one audio cluster. Each cluster is defined 
by a set of video and audio samples, respectively. In general, association sets can contain 
multiple video and audio clusters. 
In principle, the input to the algorithm is a video with narration. However, for 
experimental and practical reasons, the video and audio have been recorded separately 
and later mixed together. This mixing process allows that experimental parameters can be 
controlled precisely. Furthermore, with the help of the mixer it was possible to conduct 
many more experiments than would have been possible under normal circumstances. This 
has led to a much better insight into the problem. 
It is important to underline that the technique presented in this dissertation is an 
unsupervised learning technique. Thus, there is no training data that has been labeled by 
an expert. The algorithm is presented only with unlabeled data. This makes the problem 
much more challenging but it also makes the algorithm more realistic and applicable to 
other problems. 
 
1.5 Document Overview 
This document is organized into seven chapters. Chapter 2 presents a brief review of 
relevant literature. Chapter 3 discusses the video input and video processing. Chapter 4 
discusses the audio input and audio processing. Chapter 5 discusses how audio-visual 
associations are detected. Chapter 5 presents the clustering algorithm, the audio-visual 
mixing process, the pointwise mutual information associator, and the association set 
builder. Chapter 6 discuses and analyzes experimental results. Finally, chapter 7 
concludes with a summary and a future direction. 
In order to be able to judge the performance of the algorithm better, the algorithm has 
been also tested with an external dataset. The external data set has been provided by Du 
Tran, who is a member of Prof David Forsyth’s research group at the University of 
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Illinois at Urbana-Champaign. The performance results on the external data provide a 
baseline for comparison. Details about this dataset are provided in chapter 3. 
Finally, the performance of the algorithm has also been compared to several other 
standard algorithms. In particular, the algorithm has been tested with Neural Networks 
and SVM’s. Both of these algorithms are standard supervised learning algorithms. How 
these algorithms have been applied to this problem is discussed in chapter 5. The 
performance results from these algorithms provide another baseline. 
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CHAPTER 2 – LITERATURE REVIEW 
 
2.1 Language Acquisition and Robotics Lab 
This research is closely associated with the work of the Language Acquisition and 
Robotics (LAR) lab. The LAR group is a research group at the Beckman Institute at the 
University of Illinois at Urbana-Champaign directed by Prof Levinson. The LAR group 
studies cognitive robotics and autonomous mental development with the ultimate goal of 
developing a model of human level intelligence. In particular, the LAR group studies 
cognitive robotics in the context of language acquisition. The central hypothesis of the 
LAR group is that interaction with the environment is important for the acquisition of 
language. The research conducted in the LAR group is significantly influenced by 
Norbert Wiener’s cybernetics approach (Wiener, 1948). 
The LAR group takes a developmental approach to language acquisition. The basic 
idea is to teach a robot language in a way that is similar to the way a child learns 
language by following Piaget’s stages of child development (Piaget, 1963). This type of 
an approach was also suggested as a possibility for the development of cognition in 
machines by Alan Turing (Turing, 1950). 
The LAR group makes extensive use of Hidden Markov Models (HMM), since 
HMM’s can be used to learn the structure of the input, which is useful for language 
acquisition. A classic experiment that demonstrates that HMM’s can learn structure in an 
unsupervised way is the Cave-Neuwirth experiment (Cave and Neuwirth, 1980). Cave 
and Neuwirth have shown that HMM’s can identify linguistic structure when given a set 
of English sentences. In particular an HMM can autonomously separate vowels form 
consonants among other things. A similar demonstration has been made with speech 
(Poritz, 1980). In his book, Levinson (2005) provides a more general overview of how 
HMM are employed in the LAR lab. 
Many students have worked on the LAR robots and software. An early overview of 
the key concepts can be found in (Levinson et al., 2000). A more recent overview is 
(Levinson et al., 2005). Liu (2001) has developed a robot that can associate basic 
movements with voice commands. The movement is taught to the robot by pushing the 
robot in the desired direction of the movement. The robot has touch sensors that can 
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detect the push. Zhu has developed an algorithm for learning to navigate visually (Zhu 
and Levinson, 2002). The algorithm is called PQ-learning and uses a type of 
reinforcement learning. It allows the robot to visually navigate to objects in an optimal 
way. Lin (2002) has extended this idea to maze navigation. Lin also uses both visual 
information and a reinforcement signal. Li (2003) has developed an algorithm that allows 
the robots to localize a sound source and navigate towards the sound. Kleffner (2003) has 
worked on speech generation. His algorithm uses warped linear prediction in order to 
generate speech. McClain (2003) has implemented a finite state machine that allows the 
robot to explore its environment and has worked on a distributed shared memory that 
allows sharing of information in a network of machines. Lin (2005) has developed a 
program that separates background from foreground in the visual input and implemented 
an algorithm to extract shape and color features of the foreground objects. Squire (2004) 
has developed a hierarchical HMM model and an online learning algorithm to train the 
HMM’s. Unlike standard HMM training, Squire’s algorithm does not require several 
iterations in order to converge but proceeds in an online fashion as new data becomes 
available. More details about the algorithm can be found in (Squire and Levinson, 2007). 
Squire has demonstrated that the robots can associate object names with visual features 
using his architecture. Squire has also implemented a program that distributes the 
computational load of each robot onto several machines, thus allowing efficient parallel 
processing using a network of machines. McClain (2006) has extended Squire’s work to 
demonstrate syntax learning of noun-verb sentences. In McClain’s work, the robot can 
recognize simple events, such as the removal of an object and generate a two word 
sentence that describes that event. The robot can acquire the correct syntax of the 
sentences by listening to a human who comments on the events seen by the robot during 
training. The results of the syntax learning are summarized in (McClain and Levinson, 
2006). 
 
2.2 Cognitive Robotics 
Cognitive robotics is closely related to the study of Autonomous Mental 
Development (AMD). Weng et al. (2001) give a brief introduction into AMD. In (Weng, 
2002), a more detailed overview is presented and some research issues are discussed. 
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Cognitive robotics also encompasses developmental robotics and epigenetic robotics. An 
overview of developmental robotics can be found in Lungarella et al. (2003). Berthouze 
and Prince (2003) summarize some current research in epigenetic robotics. 
One approach that some cognitive robotics researchers take is biomimetics, i.e. robots 
that resemble animals. An example of this approach is Brooks who started out by 
building insect robots and has more recently built the Cog robot (Brooks et al., 1998; 
Steels and Brooks, 1995). Fitzpatrick et al. (2003) present work done with the Cog robot 
and Babybot. Cog is capable of learning affordances. Affordances are used to learn a 
movement signature for a type of object. For example, Cog can learn that balls roll and 
bottles turn. Babybot is capable of learning the effect of simple actions applied to objects, 
such as pushing an object. The effect is defined to be the direction of object movement 
when the action is applied given the initial hand position. Another project from Brooks’ 
lab is Breazeal’s Kismet robot (Breazeal, 2000) that is used to investigate sociable robots. 
A more recent example of a biomimetic robot is the Salamander robot that emulates how 
amphibious animals may have learned to transition from swimming to walking on land 
(Ijspeert et al., 2007). Some researchers conduct experiments with humanoid robots. As 
an example, Vernon et al. (2007) present a cognitive architecture for a humanoid robot 
that has the dimensions of a 4 year old child and has 53 degrees of freedom. 
A number of cognitive robotics researchers investigate imitation learning. Amit and 
Matarić (2002) present a three layer architecture for learning by imitation. They use hard 
coded visual and motor primitives in the first layer. The second layer learns specialized 
movements with a technique similar to an ART network. The third layer learns 
movement sequences with an HMM. 
There have been a few projects that have investigated language learning using 
epigenetic robots. Zhang and Weng (2001) present a variety of methods to train a robot, 
including Q-learning and feature selection techniques like PCA and internal hierarchical 
discriminant regression. They teach the robot simple verb-noun commands using 
supervised learning, i.e. the correct action sequence is manually presented to the robot. 
Sugita and Tani (2004) describe a system that learns two word verb-noun sentences. 
Their system uses separate linguistics and behavior modules that are linked together with 
a parametric binding method. The linguistics module learns syntax while the behavior 
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module learns behavior sequences. Each model uses a recurrent Neural Network to model 
actions. By combining the meaning of verb and noun Sugita and Tani demonstrate a 
simple form of compositional semantics. 
Many cognitive robotics researchers take inspirations from the brain. As an example, 
the MirrorBot robot (Wermter and Elshaw, 2003; Elshaw, 2005) tries to mimic mirror 
neurons. A self organizing map is used to map action words to body areas that are used to 
execute the action, thus replicating neuroscience data. For example, the word “kick” may 
be assigned to the legs of the robot, while “push” may be assigned to the hand. Gallese 
and Goldman (1998) argue that mirror neurons support the simulation theory of 
cognition. Other AMD researchers have used developmental psychology as an 
inspiration. Piaget’s stages of child development (Piaget, 1963) are frequently used as a 
guide. 
Some cognitive robotics researchers have chosen to implement a simulation rather 
than construct a physical robot. Bailey et al. (1997) describe a simulated system that 
learns single verbs and thus focuses on lexical semantics. In particular, Bailey maps verb 
meaning to predefined action schemas called x-schemas. Joyce et al. (2003) propose an 
implementation of perceptual symbol systems using a simulation. Their implementation 
captures the temporal structure of an action using a recurrent Neural Network. Cangelosi 
and Riga (2006) have programmed a simulated robot that learns the names of actions. 
The learning proceeds in two stages. In the first stage, the names of primitive actions are 
learned. In the second stage, the names of behaviors that involve a sequence of primitive 
actions are learned. Pezzulo and Calvi (2006) have designed a simulation that tries to 
learn a perceptual symbol system by learning prediction schemas. These schemas are 
used to track an object and predict its next location. While the basic schemas are hand 
coded, during learning they tune in to perceptual parameters of an object. Different 
schemas for a given set of objects are learned using built-in drives. 
A core principle of cognitive robotics is the use of sensory-motor representations 
rather than abstract representations. The use of sensory-motor representations is critical 
since they can emerge from unsupervised interaction with the environment. In 
psychology, sensory-motor representations are also called perceptual symbol systems. 
Barsalou (1999) gives a good introduction into perceptual symbol systems and suggests 
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that they should be used for machine cognition. There is ample support for sensory-motor 
representations from neuroscience, while there is no such support for disembodied 
representations. Such evidence is important because if nature has chosen a sensory-motor 
representation there is very likely a good reason behind it. As an example, Pulvermüller 
et al. (2001) have conducted a number of brain imaging studies in which subjects where 
listening to words. The results clearly show that action verbs activate motor neurons 
which are involved in executing the meaning of the action verb. Richardson et al. (2003) 
show that verbs activate spatial representations in the brain. Subjects tend to assign 
similar spatial categorizations to the same verbs. Buccino et al. (2005) were able to show 
that sentences which contain action words activate a mirror neuron that is involved in 
processing the action represented by the word. The mirror neurons become active, even if 
the human is not executing the action but just listening to a sentence that refers to the 
action. Bergen and Wheeler (2005) provide even more evidence that natural language 
understanding activates motor areas in the brain. Furthermore, Howell et al. (2005) have 
developed a model for language acquisition in children. They have determined that when 
a predefined sensory-motor model is employed not only is the acquisition of single words 
simplified, but the acquisition of syntax can be accomplished more easily. 
The general symbol grounding problem has been introduced by (Harnad, 1990). 
Tadeo and Floridi (2005) summarize the current state of art in symbol grounding research 
and come to the conclusion that currently there does not exist a satisfactory solution to 
the symbol grounding problem and that it is still an open problem. Tadeo and Floridi 
distinguish between representationalist approaches (e.g., Sun, 2000; Mayo, 2003), semi-
representationalist approaches (e.g., Davidsson, 1993; Rosenstein and Cohen, 1998; Vogt 
2002), and non-representationalist approaches (e.g. Brooks, 1990; Brooks 1991; Billard 
and Dautenhahn 1999; Varshavskaya 2002). Recently, Gold et al. (2007) have 
demonstrated a system that can learn grounded semantics by reconstructing the speaker's 
decision process in choosing a word. 
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2.3 Traditional Language Understanding Literature 
This section reviews the traditional approach to language understanding and 
acquisition. The traditional approach to language understanding is very different than the 
grounded semantics approach employed in this dissertation. However, it is worthwhile to 
review traditional attempts to solve the language understanding and acquisition problem. 
There have been many attempts to understand the semantics of natural language. 
Several authors provide an introduction into the subject matter (Minsky, 1968; Chierchia 
and McConnell-Ginet, 1990; Heim and Kratzer, 1998). Despite the abundance of 
proposals on how to address semantics, many approaches use a variation of first-order 
logic to represent semantics. Several authors describe how to use logic for semantics 
(Montague, 1970; Lewis, 1972; Dowty et al., 1991; McAllester and Givan, 1992). 
Cussens and Dzeroski (2000) show how language and logic can be learned. 
However, there are many problems with first-order logic. The most obvious one is 
that natural language sentences cannot be easily expressed in first-order logic. In an 
attempt to alleviate this problem Woods (1978) introduced a form called Quasi-logic that 
looks like logic but follows syntactic structure. Another problem is the choice of 
predicates and rules. 
One popular kind of user interface to first-order logic is semantic nets (Quillian, 
1961; Quillian, 1968). Semantic nets use a graph as the user interface, an idea which is 
based on original work by Peirce (1909). The use of semantic nets is documented in 
detail in several texts (e.g., Moore and Newell, 1973; Minsky, 1975; Fahlman, 1974). 
Every semantic net has a corresponding first-order logic implementation. 
There have been some pragmatic approaches to semantics in small domains. Some 
approaches have attempted to encode meaning at the word level. Word Expert (Small and 
Rieger, 1982) is such an example. This is typically combined with Procedural semantics 
(Woods, 1968), in which a procedure implements the meaning of a word. 
One of the biggest challenges of the traditional approach of natural language 
understanding has been having access to a knowledge base that contains all common 
sense knowledge. Many attempts to create such a knowledge base manually have been 
made. Typically an army of humans is hired an instructed to make up some facts based 
on intuition and enter them into the knowledge base. The earliest such attempt was 
 17
Advise Taker (McCarthy, 1958). A more recent approach is the ongoing CYC project 
(Lenat, 1995). CYC uses first-order logic with a standardized schema to encode 
knowledge. Despite ongoing work for over a quarter century, the CYC project has still 
not come anywhere close to accomplishing its goal of encoding all the knowledge of the 
entire world. A similar project is the Open Mind Common Sense project (Singh, 2002). 
Unlike CYC, Open Mind Common Sense encodes facts with natural language and thus is 
not different than a regular encyclopedia. Similarly, WordNet is an electronic dictionary 
that contains parts-of speech definitions and semantic relations for over 100,000 words 
(Fellbaum, 2001). 
There are many natural language understanding systems. However, as discussed 
earlier many of these systems basically use first-order logic as the representation and 
primarily differ in the specific schemas or domain knowledge they use. One of the 
earliest systems was BASEBALL, which answered questions about baseball using a 
database of baseball facts (Green et al., 1961). A well known program is ELIZA which 
mimics the responses of a Rogerian psychotherapist (Weizenbaum, 1966). Unlike most 
other system, ELIZA used pattern matching and templates to produce answers and thus 
had no knowledge base. The STUDENT system was capable of solving simple algebra 
problems (Bobrow, 1968). LUNAR was used to answer questions about rocks brought 
back by the Apollo program (Woods, 1973). Another trend was to build user interface 
front ends to SQL powered databases. In such systems, the knowledge is stored in the 
database and natural language serves as a convenient interface. An example of such a 
system is RENDEZVOUS (Codd et al., 1974). A second example is ROBOT, which 
started out as a simulated robot but was later turned into a database front end (Harris, 
1977).  
Another language understanding system is SHRDLU (Winograd, 1972). SHRDLU 
was a simulated robot that was capable of executing commands in a blocks world and 
answering questions about its world. Recently, Winograd has distanced himself from AI 
believing that the traditional approaches to language understanding and acquisition are a 
dead end. Even though he describes it differently, Winograd supports a representation of 
semantics that is much more compatible with the notion of associative memory 
(Winograd, 1991). 
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There have been a few projects that model language acquisition in children. These 
models typically follow Piaget’s stages of child development (Piaget, 1963), but usually 
hard code the first stage in which the child acquires basic world knowledge. An early 
such approach is (Kelley, 1967). Another interesting approach is CHILD (Selfride, 1982). 
CHILD models the language acquisition of a two-year-old child and tries to replicate 
psychological data. Selfride has shown that CHILD can learn simple commands.  
 
2.4 Human Activity Detection and Audio-Visual Processing 
While this research is somewhat related to human activity detection, it is more 
concerned with the acquisition of lexical semantics in a cognitive robotics context. 
However, it is still worthwhile to briefly survey the human activity detection literature. It 
should be pointed out that most human activity detection techniques employ supervised 
techniques and solve a related but different kind of problem than the problem attempted 
in this dissertation. 
Most prior work in human activity detection has focused on human body movements. 
Many such techniques track motions such as walking or waving. Aggarwal and Cai 
(1999) and Gavrila (1999) provide a survey of earlier literature. Various methods to 
detect general body movement activity based on tracking body parts have been proposed. 
Examples include Ramanan and Forsyth (2003), Nazli and Forsyth (2007) as well as Cho 
et al. (2006). Bobick and Davis (2001) use temporal templates to track activities such as 
aerobics. The temporal templates specify the presence and recency of motion. Feng and 
Perona (2002) use codewords that represent body parts and track these parts with 
HMM’s. Schuldt et al. (2004) recognize actions based on spatio-temporal interest points. 
Sminchisescu et al. (2005) use conditional random fields. Han et al. (2006) present a 
technique that tracks humans using belief propagation. Many approaches track only a 
small part of the body, which is typically the hand. One such example is Rao and Shah 
(2000). Another example is Hongeng and Watt (2006) who use goal based hand tracking. 
The combination of visual and auditory information in video has been used for many 
purposes. Babaguchi et al. (1999) present a method that uses audio-visual events to index 
American football games. Their system is specifically designed to recognize football 
events. Dominey and Boucher (2005) acquire language from narrated video. They 
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represent the language with a construction grammar and use predefined motion 
primitives. Xie et al. (2004) use HMM's to identify general patterns in video and audio 
and associate these patterns with a hierarchical HMM. They were able to identify several 
general topics with their technique. 
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CHAPTER 3 – VIDEO PROCESSING 
 
3.1 Introduction 
In order to be able to discover audio-visual associations, the auditory and visual 
inputs need to be first organized into clusters. This chapter discusses the video processing 
that enables the algorithm to identify the visual clusters. The input to the video module is 
raw video. The video module is responsible for identifying scenes in this raw video and 
producing a distance matrix that specifies the relative distance between each pair of 
scenes. The output of the video module is the distance matrix. The actual clustering is not 
performed in the video module, but is done by the associator which is discussed in 
chapter 5. The clustering algorithm receives the video and audio distance matrices as 
input. 
While the general technique discussed in this dissertation can be applied to a wide 
variety of problems, the specific algorithm presented in this chapter concentrates on 
videos depicting humans who perform actions directed towards objects. Specifically, the 
videos consist of actions such as kicking a ball, carrying a tray, or pushing a chair. A full 
list of actions and objects is provided below. 
In principle, the video would also contain an audio track that narrates the actions. 
This narration would occasionally mention the name of the action. However, for 
experimental and practical reasons, the videos used for this dissertation do not contain an 
audio track. Rather the audio is produced separately and later mixed in with the video. 
Details about this mixing process are provided in chapter 5. 
In addition to the data collected for this research, external data provided by the 
research group of Prof. David Forsyth has been used in order to test the performance of 
the associator. The preprocessing applied to this external data is different than the 
preprocessing applied to the video. The details of how the external data is processed is 
covered at the end of this chapter in section 3.14. In any case, regardless of the input, the 
output of the video module is always a distance matrix, such that the associator itself is 
agnostic to the details of the low level input. By presenting methods on how to deal with 
two different types of video input, this chapter also shows the versatility of the algorithm 
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discussed in this dissertation and demonstrates how this algorithm can be adapted to deal 
with other problems. 
Figure 3.1 shows the main processing stages of the video module. The key feature 
that is used for clustering is the motion of the object that is caused by the action. The 
algorithm tracks the path of the object while the action is executed and retrieves various 
properties from this path. These properties together with a few other features are used to 
compute the final distance matrix which is used during clustering. 
Sections 3.2 and 3.3 provide more details about the video input, including the list of 
actions and objects. Sections 3.4 through 3.12 discuss each step of the video processing 
algorithm shown in figure 3.1. Section 3.13 presents results from the video processing, 
including performance results. Finally, section 3.14 discusses how the external data is 
processed. 
Human Position Detection Object Position Detection 
Scene Discovery 
Motion Type Detection 
Path Extraction 
Path Segmentation 
Path Distance Computation 
Computation of Distance Matrix 
Preprocessing 
 
Figure 3.1: The processing stages of the video module. 
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3.2 Recording 
This section provides technical details on how the video was recorded. All video was 
recorded indoors inside a lab. A halogen flood light and several lamps were used to 
produce sufficient illumination. The video was recorded with a regular digital video 
camera. Specifically, the Panasonic PV-GS15 was used. This camera allows the 
configuration of several recording parameters. About half of the samples used for the 
results were recorded using a special camera mode called the “Sports Mode” that 
automatically adjusts the camera to record fast moving targets. However, evaluation of 
the videos recorded in Sports Mode have shown instability in the white balancer. The 
instability causes the hue and saturation of the image to fluctuate which makes it 
significantly more difficult to identify the foreground objects. The use of the Sports Mode 
was discontinued after this issue was discovered. The second half of the samples was 
recorded by setting all parameters to manual values. Specifically, the white balancer was 
set to indoor mode, the shutter speed was set to 100 Hz, and the iris was set to 6.8, where 
16 is closed and 0 is open. Auto focus was turned off. 
The video was first recorded onto digital video tapes. Then it was transferred to a PC 
and compressed using Windows Media Format 9.5. It was later decompressed for 
processing. The video camera outputs images with a resolution of 720 × 480 pixels. 
However, the Windows Media Format compression changes this resolution to 640 × 480 
pixels, such that the final input to the algorithm has resolution 640 × 480. The final video 
consists of 29.97 frames per second. 
A total of 11 hours of video was recorded. About 4 hours were used for debugging 
and testing purposes. The remaining 7 hours were used for experimentation. While most 
of the video was left untouched, a few scenes had to be manually removed from the 
video. Many of the removed scenes had a very low image quality due to fluctuations in 
the hue and saturation in “Sports Mode”. Two scenes were removed due to a compression 
error which caused frames to be dropped. 
 
3.3 Actions and Objects 
This section provides more details about the actions performed and the objects used 
in the videos. A total of 13 actions were performed and 6 types of objects were used. 
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Figure 3.2 shows a picture of all objects. The 6 types of objects depicted in the image are 
(from left to right): 
- tray 
- bottle 
- box 
- bag 
- chair and 
- two types of balls 
 
 
Figure 3.2: The six types of objects used for experimentation: a tray, a bottle, a box, a 
bag, a chair, and two balls (from left to right). 
 
All objects were either naturally colored red or made to look red. The box and bottle 
were wrapped in red gift wrap, while the chair was covered with a red towel. In principle, 
the object detection algorithm does not require the objects to be red, but it does simplify 
the detection of the objects. The objects may have different shades of red such as in the 
case of the bag. The ball towards the right was deflated in order to allow better control of 
the ball during some actions. 
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Table 3.1 lists all 13 actions with a brief description of the action. Some actions were 
designed the way they are described for practical reasons. Actions such as throw or kick 
have been extended to also include catching the reflecting ball. These modifications have 
been added in order to simplify continuous recording of multiple actions in a sequence. It 
is necessary to retrieve the ball after the action before the action can be repeated again. If 
the ball would not reflect off a wall and be caught, the human would have to constantly 
run after the ball and carry back the ball. Extending the action to also include the act of 
catching the ball significantly streamlines the recording process allowing the recording of 
more samples. 
 
Action Description Symmetric? 
Bounce Bouncing of a ball twice in a row starting at about chest 
height. 
Yes 
Carry Carrying an object from one end of the scene to the other end 
at about chest height. 
Yes 
Drop Picking up an object off the ground, lifting it to about 
shoulder height and then immediately dropping it. 
Yes 
Juggle Throwing an object into the air starting at chest height and 
then catching it. 
Yes 
Kick Kicking of an object with the foot such that it lifts off the 
ground, hits a wall, reflects, and finally catching it in mid air. 
No 
Lift Lifting an object from the ground to about shoulder height. Yes 
Lower Lowering an object from about shoulder height to the ground. Yes 
Pull Sliding an object on the ground by pulling it. Yes 
Push Sliding an object on the ground by pushing it. Yes 
Roll Rolling of a ball along the ground. The ball comes to a stop 
soon after hitting a wall and reflecting. 
Yes 
Swing Repeatedly moving an object away and towards the upper 
body. 
Yes 
Throw Throwing a ball towards a wall from head height, letting it 
reflect at the wall, bounce on the floor and then catching it. 
No 
Wave Repeatedly waving an object up and down next to the torso at 
arms length. 
Yes 
Table 3.1: A description of the actions recorded on the video. The symmetric actions 
have been executed towards the left and right, while non-symmetric actions have been 
executed only towards the left as seen from the camera. 
 
In table 3.1, the symmetric column specifies whether the action has been performed 
towards the left and right. Non-symmetric actions such as kick and throw have been only 
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performed towards the left since they require a wall which was only present at the left 
side. All other actions were executed while facing the left hand side as well as facing the 
right hand side. The number of total repetitions directed towards the left and right are 
about equal. Figure 3.3 shows an example screen shot taken while juggling a bottle. 
If the execution of an activity did not proceed as planned, it was later removed from 
the video. Such unexpected executions include events such as dropping the bottle while 
juggling it or failing to catch the reflecting ball after kicking it. 
 
 
Figure 3.3: Juggling a bottle. 
 
Not all actions can be applied to all objects. Table 3.2 shows which actions were 
applied to what objects. A “9” in a cell indicates that the action specified in that row has 
been applied to the object in that column. A total of 32 action-object pairs were executed. 
The lift and lower actions were always executed in pairs in which an object is repeatedly 
lifted and then lowered again. All other actions were executed by repeating the same 
action many times. 
The video used to obtain the experimental results has a total length of 6 hours, 55 
minutes and 46 seconds. However, only a total of 1 hour, 47 minutes and 39 seconds of 
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this video depicts the actual execution of some action. The remainder of the video mostly 
includes breaks between actions or preparation to record the next sample. Breaks between 
actions are very important since these breaks are used to discover scene boundaries. In 
order for the scene discovery process to work smoothly, the human pauses for a few 
seconds after executing each action. Preparation to record the next sample includes the 
process of positioning the object or turning around. These portions of the video are not 
counted as part of the execution of an action, but add up to produce the almost 7 hour 
total length of the video. 
 
 Bag Ball Bottle Box Chair Tray 
Bounce  9     
Carry 9 9 9 9  9 
Drop  9     
Juggle  9 9    
Kick  9     
Lift 9 9 9 9  9 
Lower 9 9 9 9  9 
Pull    9 9  
Push    9 9  
Roll  9     
Swing 9 9 9    
Throw  9     
Wave 9 9 9    
Table 3.2: Actions and objects. 
 
In total, the final video contains 3,074 scenes. A scene begins when an action begins 
and ends when an action ends. Thus, the video contains a total of 3,074 executions of an 
action. These 3,074 scenes consist of 193,790 individual frames. Note that breaks or 
preparations are not included in this total. The number of scenes recorded for each action-
object combination differs from combination to combination. Table 3.3 breaks down the 
number of scenes and frames for each action-object combination. Table 3.3 also shows 
the average duration of each action in seconds. Furthermore, the table lists the total 
number of scenes and frames for each action. For technical reasons, the algorithm only 
outputs the number of frames for a complete lift-lower pair. In the table below, the 
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number of frames for each lift-lower pair has been split evenly between lift and lower. 
All other numbers are precise. 
 
Action Object Number of Scenes Number of Frames Avg Duration (s)
Ball 123 6,924 1.88Bounce Total 123 6,924  
Bag 72 6,697 3.10
Ball 66 6,301 3.18
Bottle 100 8,574 2.86
Box 102 7,909 2.58
Tray 70 6,210 2.96
Carry 
Total 410 35,691  
Ball 118 10,144 2.87Drop Total 118 10,144  
Ball 120 5,052 1.40
Bottle 307 14,576 1.58Juggle 
Total 427 19,628  
Ball 114 3,496 1.02Kick Total 114 3,496  
Bag 56 2,349 1.40
Ball 71 2,717 1.28
Bottle 107 3,472 1.08
Box 70 2,147 1.02
Tray 72 2,970 1.38
Lift 
Total 376 13,655  
Bag 56 2,349 1.40
Ball 71 2,717 1.28
Bottle 107 3,471 1.08
Box 70 2,146 1.02
Tray 72 2,970 1.38
Lower 
Total 376 13,653  
Box 86 5,991 2.32
Chair 86 7,812 3.03Pull 
Total 172 13,803  
Box 82 4,899 1.99
Chair 80 8,423 3.51Push 
Total 162 13,322  
Ball 127 4,307 1.13Roll Total 127 4,307  
Table 3.3: Continued on next page. 
 
 
 
 28
Action Object Number of Scenes Number of Frames Avg Duration (s)
Bag 59 7,755 4.38
Ball 85 10,456 4.10
Bottle 117 10,189 2.90Swing 
Total 261 28,400  
Ball 120 7,168 1.99Throw Total 120 7,168  
Bag 89 8,042 3.01
Ball 81 7,777 3.20
Bottle 118 7,780 2.20Wave 
Total 288 23,599
Total  3,074 193,790   
Table 3.3: Continued from previous page. The number of scenes and frames for each 
action-object pair. The table also shows the average duration of each action-object 
combination as well as the total number of scenes and frames for each action. 
 
3.4 Preprocessing 
The first step in the video module is preprocessing. The goal of the preprocessing is 
to eliminate noise and remove the background. The preprocessing is applied to each 
frame of the video independently. The preprocessing consists of four basic steps: 
- Subsampling and smoothing  
- Conversion from RGB color space to HSV color space 
- Background subtraction 
- Thresholding 
The input video has a resolution of 640 × 480 pixels. The subsampling and smoothing 
step reduces this resolution to 320 × 240. Subsampling and smoothing helps to reduce 
noise. 
The human and object positions can be more easily detected using HSV color space. 
Unlike in RGB (red, green, blue) color space, in HSV color space pixels are represented 
in terms of hue, saturation and value. The “value” component is usually also referred to 
as luminance. All components are integers between 0 and 255. Low and high hue values 
correspond to reddish colors, while medium hue values correspond to bluish colors. 
In the final step, the background is subtracted. The background is subtracted using a 
reference frame captured in the first few seconds at the beginning of a sequence of 
scenes. The position of the reference frame is manually specified for all sequences of 
scenes. This reference frame shows only the background without an object or human. In 
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order to subtract the background, the difference between a pixel and the corresponding 
pixel in the reference frame is computed. If this difference is within a certain threshold, 
then the pixel is set to zero marking it as background. The threshold used in the algorithm 
is 20. For instance, if the differences between the pixel hue, saturation and value and the 
reference hue, saturation and value are all within 20, the pixel is marked as background. 
If any difference is larger than 20, the pixel is not marked as background. 
Due to shadows and white balancer issues with early recordings mentioned in section 
3.2, the above method does not remove all background. In order to improve background 
subtraction all pixels with a luminance above 100, a saturation below 20, and a hue 
between 0 and 50 or 220 and 255 were set to zero regardless of how they compare to the 
reference frame. 
Finally, after background subtraction a thresholding step is applied. The thresholding 
step helps to eliminate any remaining noise. First, the thresholding step computes the 
total sum of hue, saturation and value of all pixels within a window. This produces a 
window total. Next, the window total of each window is summed with the window totals 
of all surrounding windows. A window has eight surrounding windows, one in every 
direction including diagonals, unless it is at the border. If the sum of the window totals of 
a window and its surrounding windows is below 40,000, then all pixels within the 
window are set to zero. 
In summary, the goal of the preprocessing is to eliminate noise and remove the 
background. The final output images have a resolution of 320 × 240, are in HSV color 
space and have all background pixels set to zero such that only foreground pixels have 
non-zero values. Figure 3.4 shows an input frame and figure 3.5 shows the output of the 
preprocessing stage for the input frame. Note that the color space of the output frame is 
HSV. All background pixels have been set to zero. 
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Figure 3.4: A frame from a scene in which a box is carried. 
 
 
Figure 3.5: The output of the preprocessing stage for the frame shown in figure 3.4. 
 
3.5 Human Position Detection 
Given the output of the preprocessor, the human position detector determines whether 
a frame contains a human and if yes, the horizontal position of the human. The human 
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position detector operates on each frame independently. While there are many techniques 
to detect a human, a rather simple method has been used for this dissertation, since 
human detection is not a focus of this research. If necessary the algorithm presented here 
can be upgraded with a more sophisticated algorithm. 
In order to simplify the problem, the human is wearing a blue outfit. This allows 
using color to identify pixels that are likely to belong to a human. The algorithm first 
identifies all pixels that have a luminance larger than 10 and a hue between 110 and 200. 
Next, a horizontal histogram is computed that sums up the number of pixels along each 
column of the frame that fits the criterion above. The histogram values are integrated 
over a window of five columns in order to obtain a more stable result and reduce noise. 
Finally, the column with maximum value after integration is identified. If the maximum 
value is above 55, then a human is detected and the position of the column indicates the 
horizontal position of the human. 
The method presented above can detect humans who are in an upright position or 
have bended down in order to pick up an object. The human detector outputs two values: 
- whether the frame contains a human or not 
- if the frame does contain a human, the approximate x-coordinate of the human 
 
3.6 Object Position Detection 
Given the output of the preprocessor, the object position detector detects whether a 
frame contains an object, and if yes, the x and y coordinates of the center of the object. 
The object position detector is applied to each frame independently. As with the human 
position detector, since object detection is not the focus of this research a rather simple 
algorithm has been used. This algorithm can be replaced with a more sophisticated 
algorithm if necessary. 
The object position detector identifies the object based on its HSV signature. The 
algorithm can detect the object given the description of multiple types of objects. This is 
necessary since there is some variation in the HSV signature of the objects. 
Distinguishing between object types allows the HSV signatures to be specified more 
narrowly, thus significantly reducing the rate of false alarms. In particular, three object 
types were defined which are shown in table 3.4. Table 3.4 lists the allowed hue 
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saturation and luminance ranges for each object type. If a pixel is within this range, it is 
counted as part of that object type. A pixel may be counted as part of multiple object 
types. Notice that the hue value wraps around at 256, such that a value of 10 is between 
240 and 20. 
The object position detection algorithm first counts the number of pixels for each 
object type. Then it identifies the type with maximum count. If this maximum is larger 
than 90, the algorithm concludes that the frame may contain an object of that type. 
Otherwise, the algorithm concludes that the frame does not contain an object and exits. 
 
Object Type Hue Range Saturation Range Luminance Range 
Slow moving red 
objects 
240 – 20 130 – 230 80 – 150 
Red ball in high 
speed motion 
240 – 5 75 – 150 110 – 155 
Dark red bag 240 – 25 130 – 255 20 – 50 
Table 3.4: The HSV signatures of the three object types. 
 
If the algorithm concludes that the frame may contain an object, the x and y average 
of all pixels that are within the signature range of the object type with maximum count is 
computed. In some cases, a noisy background can match the signature of an object. 
However, background noise tends to spread over a large area. In order to determine 
whether there are sufficiently many object pixels within a small area, a window is placed 
around the x and y averages computed above. The total width and height of the window 
is 100 pixels. Now, the total number of only those pixels that match the signature range 
of the object type with maximum count within this window is counted. If this count is 
still above 90, then the algorithm does conclude that the frame contains an object and 
determines the center of this object by averaging the x and y values of all counted pixels. 
Similarly to the human position detector, the object position detector outputs two 
values: 
- whether the frame contains an object or not 
- if the frame contains an object, the x and y coordinates of the center of the object 
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3.7 Scene Discovery 
Given a preprocessed video and the output of the human position detector and object 
position detector for each frame in the video, the scene discoverer determines the start 
and end frame of each scene. Unlike the previous steps, scene discovery operates on 
multiple frames. 
Each scene frame is defined by three criteria: 
- the frame must contain a human 
- the frame must contain an object 
- the object must be moving 
Thus, scene boundaries can be identified by detecting breaks that do not contain a human 
or moving object. Continuous sequences of frames that contain a human and moving 
object between these breaks belong to a scene. The motion of the object is detected by 
comparing the position of the object in the current scene to the position of the object 5 
frames ahead. If the total difference in the x and y coordinates is larger than 6, the object 
is assumed to be moving. 
Due to noise, it may occasionally happen that the object position detector fails to 
detect the object. This will result in a short break and cause a scene to be broken up into 
multiple scenes. In order to deal with such problems, breaks between scenes are required 
to a have a minimum length of 20 frames. Scenes may contain breaks that are up to 20 
frames long. During recording, the human pauses for at least 1 second between activities. 
This ensures that a sufficiently long break is present between activities such that the 
scene boundaries can be successfully detected. 
It may occasionally happen that short faulty scenes are detected due to noise. These 
scenes typically tend to be only a few frames long and are caused by small movements of 
the object. In order to eliminate such scenes, all scenes must have a minimum length of 
20 frames. Scenes that are shorter than 20 frames are removed. 
For some activities, additional scene filtering may be necessary. The carry, push and 
pull activities require the human to turn around at the end of the set. The turning may 
produce a short scene of its own that is not part of the carry, push and pull activities. The 
turns can be easily detected by their unusual scene length. Short scenes in video segments 
that require the human to turn have been removed. Depending on the object, the 
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minimum scene length for these video segments is between 60 and 65 frames. This 
filtering cannot be applied to the entire video, since other activities may consist of short 
scenes that are part of the activity. 
 
3.8 Motion Type Detection 
The motion type detector analyzes the general motion of the human and object during 
each scene while the activity is being executed and determines a motion type. There are 
three motion types: 
- Local 
- Push 
- Pull 
The type “local” indicates that the human is not significantly moving while executing the 
action. “Push” means that the human moves with the object while the object is ahead 
along the direction of motion. “Pull” means that the human moves with the object while 
the human is ahead along the direction of motion. The motion type is needed by the path 
extractor and is also used as a feature during distance computation in order to be able to 
distinguish push and pull actions better. 
In order to determine the type of motion, the motion type detector first determines 
whether there is any significant horizontal motion of the human. If yes, the detector 
determines whether there is also a significant horizontal motion of the object. Finally, the 
particular order of motion is determined. 
Even if the human is stationary, the output of the human position detector is usually 
quite noisy, such that there is always some motion. In order to determine whether this 
motion is significant horizontal motion, the motion type detector computes the mean 
position of the human and then the average absolute deviation from the mean during the 
scene. The average absolute deviation specifies the average distance in terms of pixels of 
the human to the mean position. If the average absolute deviation is larger than 20, the 
human is engaged in significant horizontal motion. A similar computation is done for the 
object. If both, the human average absolute deviation and object average absolute 
deviation is larger than 20, then the algorithm moves on to determine the order of motion. 
Otherwise, the motion is considered to be local. 
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The order of motion is determined by summing the differences of human positions 
between each pair of consecutive frames. Next, the sum of the differences between the 
object positions and human positions in every frame are computed. If the product of the 
two sums is positive, then the human is pushing the object. Otherwise, the human is 
pulling the object. This fact can be explained as follows. If the human moves from left to 
right, the sum of the human position differences will be positive. If the human pushes the 
object while moving, the object will always have a larger x-coordinate then the human, 
such that the sum of the position differences between the object and human is also 
positive. Thus, the product will be positive. If the human moves from the right towards 
the left, the sum of the human position differences will be negative. If the object is being 
pushed from right to left, the object will always have a lower x-coordinate then the 
human, such that the sum of the position differences between the object and human is 
also negative. Thus, the product will be positive. In contrast, if the human pulls the 
object, the signs of the human position differences and object-human position differences 
will not match. 
Among the actions listed in table 3.1, both “push” and “carry” have a motion type of 
push. The action “pull” has a motion type of pull. 
 
3.9 Path Extraction 
The path extractor tracks the path of the object during each scene. A path has two 
components: 
- Elevation 
- Distance to human 
Rather than using the horizontal position of the object, the distance to the human is used 
to track the motion of the object. The distance to the human is more useful since the 
absolute horizontal position is irrelevant. The distance to the human is also more useful 
than the horizontal position of the object relative to its start position. If the human moves 
with the object, the distance to the human does not change while it would change if 
position is tracked relative to the start position. This is especially useful for actions such 
as carry, push and pull. Furthermore, using the distance to the human allows better 
handling of symmetric actions in which the execution of the action on the right hand side 
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of the human is a mirror image of the execution of the action on the left hand side. When 
the distance to the human is used, the result looks identical regardless of the side used. 
This is especially useful for actions such as swing or juggle. 
The path extraction consists of 3 stages: 
- Human position stabilization 
- Path extraction 
- Interpolation 
The human positions returned by the human position detector tend to be rather noisy. The 
human position can fluctuate quite a bit even if the human is mostly stationary. This is 
primarily due to a shifting of the central axis of the human as the human engages in 
movements such as picking up an object or bending. In order to improve the results, the 
human position is stabilized. The stabilization method depends on the motion type 
determined by the algorithm presented in section 3.8. If the motion type is local, the 
stabilizer fixes the human position at the mean position throughout the scene. If the 
motion type is push or pull, the horizontal path of the human is smoothed by averaging 
the human position in each frame over a window that spans from the last two frames to 
the next two frames. 
The actual path extraction is straightforward. The path consists of two trajectories. 
The first trajectory represents the elevation of the object. The second trajectory represents 
the distance between the object and human. 
It is possible that either the human or object could not be detected in a given frame. 
As discussed in section 3.7, scenes can contain breaks up to 20 frames long. In many of 
these breaks, the object was detected but does not move. However, it is also possible that 
the object may be occluded during these breaks or was not detected due to noise. In order 
to deal with detection failures, interpolation is used. The interpolation algorithm uses 
linear interpolation to interpolate the path of the object from the last known position to 
the next known position in order to bridge the break. 
Figures 3.6 through 3.18 show one sample path for each action. It is easy to see that 
each action produces a typical path. In each figure, the blue path shows the elevation of 
the object, while the red path shows the distance to the human. The elevation or distance 
values are shown along the vertical axis. The horizontal axis displays the frame index. 
 37
Note that the duration of each action is different, such that the scale of the horizontal axis 
may differ from action to action. 
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Figure 3.6: Elevation and distance to human while lifting a ball. 
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Figure 3.7: Elevation and distance to human while lowering a ball. 
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Figure 3.8: Elevation and distance to human while rolling a ball. 
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Figure 3.9: Elevation and distance to human while throwing a ball. 
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Figure 3.10: Elevation and distance to human while kicking a ball. 
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Figure 3.11: Elevation and distance to human while bouncing a ball. 
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Figure 3.12: Elevation and distance to human while dropping a ball. 
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Figure 3.13: Elevation and distance to human while juggling a ball. 
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Figure 3.14: Elevation and distance to human while waving a ball. 
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Figure 3.15: Elevation and distance to human while swinging a ball. 
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Figure 3.16: Elevation and distance to human while carrying a ball. 
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Figure 3.17: Elevation and distance to human while pushing a chair. 
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Figure 3.18: Elevation and distance to human while pulling a chair. 
 
3.10 Path Segmentation 
The paths computed in the previous step need to be compared to each other in order 
to determine path distances in the next step. Distances between paths are a key feature 
used during clustering and form a key component of the distance matrix. However, 
directly comparing paths point by point with each other leads to mediocre results. Paths 
of the same action can show variability in their duration and be misaligned. Noisy 
sections can also make comparisons more difficult. Figure 3.19 shows an example of two 
paths from two different scenes in which a ball was kicked. As can be seen, the paths 
look similar in general, but there are a quite a few differences if compared point by point. 
Rather than comparing the paths point by point, it is more appropriate to compare basic 
segments of the paths. While the paths shown in figure 3.19 may differ point by point, 
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they share the same basic segments. The path segementer is responsible for splitting each 
path into a series of segments and computing segment properties. 
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Figure 3.19: Two paths extracted from scenes in which a ball is being kicked. The figure 
shows the elevation of the ball. 
 
The path segmenter identifies segments in a path by fitting straight lines to sections of 
the two trajectories of each path. This method produces good segments, since the slope 
along each segment is within a small range. Segment boundaries are located at points at 
which there is a significant change in slope. In order to produce a good segmentation, the 
path segmenter tries to identify the smallest set of straight lines that fit a trajectory 
closely. The resulting series of line segments does not need to form a connected figure. 
Each line segment is independent from the other, such that there will be gaps at the 
boundaries. 
The line segments are identified using the Split-Join algorithm. The Split-Join 
algorithm consists of two stages: Split and Join. The Split stage starts with a single line 
segment and recursively splits the line segment until every segment fits its portion of the 
path. The fit between a line segment and the trajectory is determined by integrating the 
area between the line segment and the trajectory over the range of the line segment. If the 
area is smaller than 5.0 or the line segment is smaller than 6 frames long, the line 
segment is not further split anymore. In order to find the best point at which the line can 
be split, the split point is calculated. The split point is determined by integrating the area 
between a line segment and the trajectory over a window of 5 frames around each point 
 43
of the line segment. The point at which this integral is maximized is the split point. The 
result of the Split stage is a series of line segments. 
The Split stage may produce too many line segments. After repetitive splitting it may 
happen that two neighboring segments are similar to each other and can be joined again. 
This can only happen if the two neighboring segments were produced by different 
branches of the Split recursion. The Join stage reduces the number of segments by 
repetitively joining neighboring segments which are similar to each other. The Join stage 
identifies these segments by determining the pair of line segments that produces the 
minimal integral over the area between the trajectory and the joined line segments for 
each consecutive pair of line segments. If this minimum is below the maximum 
permissible area of 5.0, then the two line segments can be joined without causing the 
quality of the line segment to degrade. The Join stage repetitively joins neighboring line 
segments until any further joining would produce an area between the joined line 
segment and the trajectory of 5.0 or larger. 
The Split-Join algorithm is applied to both trajectories of a path. The two trajectories, 
elevation and distance to human, are segmented independently, such that the number of 
elevation trajectory segments may differ from the number of distance trajectory 
segments. After computing the list of segments for the two trajectories of a path, the Path 
Segmenter determines five properties for each segment. These properties are 
- Segment length in number of frames 
- Slope of segment 
- Base coefficient of segment 
- Average value of trajectory over duration of segment 
- Height of the segment 
 
Each segment is defined by a straight line. This line can be defined with the equation 
value = slope × t + base coefficient. The variable t indicates the frame index along the 
path and ranges from the start frame of the segment to the end frame of the segment. The 
variable value is the value of the path component (elevation or distance) at frame t. The 
height of a segment is the difference between the maximum and minimum value of the 
trajectory within the boundaries of the segment. 
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3.11 Path Distances 
The segments produced by the path segmenter can be used to compare paths with 
each other. This is done by computing the distance between each pair of paths. A distance 
of zero indicates that the path segments are identical to each other. Larger distances 
indicate less similarity. 
The distance between two paths is equal to the sum of the distances between the 
trajectories of the paths, i.e.: 
Distance(path1, path2) =  (Distance(elevation_trajectory1, elevation_trajectory2) + 
Distance(distance_trajectory1, distance_trajectory2)) / 2 
Computing the distance between two trajectories requires two things. First, the segments 
of the two trajectories must be matched up with each other. The algorithm has to 
determine which segment in the first trajectory corresponds to which segment in the 
second trajectory. Then the trajectory distance can be computed by computing the 
distance between each pair of segments. The distance between two given segments is 
simply computed by treating the 5 properties of a segment as a 5 dimensional vector, 
taking the difference between the two vectors and computing the length of the resultant 
vector. Before the length of the resultant vector is computed each component of the 
vector is also multiplied by a factor. Equation 3.1 shows the calculation: 
( )
( )( )
( )( )
( )( )
( )( )
( )( )
1 2
2
length 1 2
2
slope 1 2
2
base 1 2
2
average 1 2
2
height 1 2
Distance segment ,segment = weighted_sum
f length length
f slope slope
weighted_sum = f base base
f average average
f height height
⎧ ⎫⋅ − +⎪ ⎪⎪ ⎪⋅ − +⎪ ⎪⎪ ⋅ − +⎨ ⎬⎪ ⎪⎪ ⎪
⎪
⋅ − +⎪ ⎪⎪ ⎪⋅ −⎩ ⎭
 (3.1) 
The factors serve two purposes. They contain a weight for each property and also 
normalize the difference such that each difference above is scaled between 0 and 1 after 
taking the absolute value. The scaling removes any incompatibilities between the 
properties due to differences in the range of their values. Table 3.5 lists the weight for 
each segment property. 
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Property Weight 
Length 0.35 
Slope 1.0 
Base 0.5 
Average 0.25 
Height 0.5 
Table 3.5: The weight for each segment property. 
 
A factor is computed by dividing the weight of the property by the difference of the 
maximum value and minimum value of the property over the entire set of paths. For 
example, flength = 0.35 / (maximum_length – minimum_length). By design, the 
weighted_sum in equation 3.1 will always be between 0 and 2.6. The distance between 
two segments will always be between 0 and 1.612. 
Before the distance between each pair of segments can be computed, the segments of 
the trajectories have to be matched up with each other. Each segment of the first 
trajectory needs to be assigned to a segment of the second trajectory. The trajectories may 
have a different number of segments. Even trajectories of the same action may have 
different numbers of segments, causing the segments between the trajectories to be 
shifted. The distance computation tries to identify the best match between two 
trajectories. This means that the segment assignments should be chosen in order to 
minimize the sum of the segment distances. However, there is an additional constraint 
that needs to be followed. The order of the segments needs to be taken into account. If 
segmenti and segmentj are segments of trajectory1 and segmenti appears before segmentj 
in trajectory1, then if segmenti is matched with the kth segment of trajectory2, segmentj 
cannot be matched with any segment prior to the kth segment. In other words, the 
temporal order of the segments in trajectory1 must be equal to the temporal order of their 
assigned segments in trajectory2. This constraint means that the best assignment of a 
segment in trajectory1 to a segment in trajectory2 depends on all the assignments of all 
previous segments. Thus, this is a combinatorial problem and finding the best set of 
assignments would take exponential time, since each combination of assignments would 
have to be tried. Even for small trajectories, the number of possible combinations can 
easily reach into the millions. A more efficient heuristics is needed. 
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The distance between two trajectories is computed by summing up the distances 
between each pair of segments that have been assigned to each other. However, the 
distances are also weighted by the length of the segment such that longer segments 
contribute more to the distance than shorter segments. Thus, longer segments should be 
assigned to their best match before shorter segments. Given a trajectory, the algorithm 
starts with the longest segment and finds the best matching segment in the other 
trajectory. Next, it continues with the second longest segment. The best match for the 
second longest segment is constraint by the first choice. The temporal order of the 
matches must be the same as the temporal order of the segments. Thus, the best possible 
match for the second longest segment may be worse than its best overall match. The 
algorithm continues to find the possible best matches for segments in the order of their 
length until all segments have been matched. Now, the distance between the two 
trajectories can be computed by computing the distance between each pair of segments 
weighted by the length of the segments. 
It is undesirable for a segment to be assigned to another segment that is temporarily 
very distant from the first segment. For example, it is undesirable for a segment at the 
beginning of trajectory1 to be assigned to a segment at the end of trajectory2. While this is 
less of an issue for segments that are matched late, since they are constrained by the 
previous matches, it may be a problem with segments that are matched early. Since the 
early matches restrict later matches, an early segment that is matched to another segment 
that is temporarily distant, will reduce the likelihood of identifying good matches for later 
segments. In order to discourage assignments between segments that are temporarily 
distant, a penalty factor is added to the distances of the segments. This penalty factor 
does not contribute to the final trajectory distance, but discourages matches between 
segments that are far apart. The penalty factor is computed using a sigmoid function. A 
sigmoid function is appropriate since assignments within a close temporal range are 
encouraged, while assignments between distant segments are discouraged. The midpoint 
of the sigmoid is located at 100 frames, i.e. the penalty reaches 0.5 for segments that are 
100 frames apart. The slope at the midpoint is 0.075. This slope causes the sigmoid to 
quickly rise, such that segments within 100 frames are much more attractive than distant 
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segments. The temporal distance between two segments is computed based on the frame 
index in the center of the segment. 
The distance measure between trajectories needs to be symmetrical. The distance 
measure discussed above is asymmetrical. In order to make it symmetrical, the above 
algorithm is applied twice with the two trajectories swapped, i.e. trajectory2 becomes 
trajectory1 and vice versa. The two results are averaged to produce the final trajectory 
distance result that is needed to compute the path distances. 
 
3.12 Computation of Distance Matrix 
The final step of the video module is to compute the distance matrix. The distance 
matrix is a symmetric n × n matrix, where n is the number of scenes. In this case, n is 
3,074. The entry at row i and column j indicates the distance between scene i and scene j. 
A distance of zero means that the scenes are identical, while larger distances indicate 
larger differences. 
The distance between two scenes is computed using three features: 
- The distance between the paths extracted from the two scenes 
- The difference in minimum elevation of the object 
- The difference in motion type 
The computation of the path distances is covered in section 3.11. The difference in 
minimum elevation helps to improve results. The minimum elevation is the minimum 
value of the elevation trajectory of the path. Finally, the difference in motion type is 
added. If the motion types are identical this difference is zero, otherwise the difference is 
equal to one. 
The elevation and motion type differences are both multiplied with a weight of 0.2, 
decreasing their importance compared to the path distances. The three differences form a 
three dimensional vector. The distance between the two scenes is the length of this 
vector. After all distances have been computed, the distance matrix is normalized, such 
that the maximum distance is 1 and the minimum distance is 0. 
The normalized distance matrix is the final output of the video module. The distance 
matrix can be used by the clustering algorithm to identify clusters of scenes, which 
should correspond to classes of activities. 
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3.13 Results 
This section presents performance results for the video module. The distance matrix 
produced in section 3.12 can be used to identify clusters of scenes. A more detailed 
discussion of the clustering algorithm is presented in chapter 5. As stated in section 3.3, 
the 3,074 scenes depict 13 actions executed with 6 objects. The clustering algorithm 
automatically determines the number of clusters and assigns each scene to a cluster. The 
clustering algorithm has no knowledge about the true content of the scenes. If the 
algorithm is successful, it should identify exactly 13 clusters. Each cluster should 
represent one action. 
While the clustering algorithm does not have access to the true content of the scenes, 
it is possible to manually label the scenes and compare the clustering output with the 
manual labels. Using the manual labels, it is possible to determine for each cluster how 
many scenes of a given action the cluster contains. If the clustering is successful, each 
cluster should contain only scenes from one action. 
The clustering algorithm identifies 16 clusters. This is three clusters more than there 
are actions. The content of the clusters is shown in table 3.6. Table 3.6 shows all 13 
actions along the columns and all 16 clusters along the rows. Each entry shows the 
number of scenes in the cluster that depict the specified action. 
As can be seen, table 3.6 contains many zeros. The presence of zeros indicates that 
the performance of the algorithm is rather good. In fact, every cluster contains scenes of 
only one action, which means that the error rate is zero. However, there are three more 
clusters than there are actions. The algorithm has split the three actions pull, push and 
swing into two separate clusters in each case. Closer inspection shows that swing has 
been split into two clusters, because some swings were executed much faster than other 
swings. One cluster contains the fast swings, while the other cluster contains the slow 
swings. Push and pull were separated into different clusters based on the object that was 
pushed or pulled. The center of mass of the box was much lower than the center of mass 
of the chair. This caused the elevation of the box to be significantly lower than the 
elevation of the chair causing the difference. For all other actions, the choice of object did 
not matter. The results clearly show that the paths associated with actions such as lift, 
lower, carry, wave and juggle are not significantly dependent on which object is used. 
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Cluster 0 0 0 0 0 0 0 376 0 0 0 0 0 0 
Cluster 1 0 0 0 0 0 0 0 0 0 127 0 0 0 
Cluster 2 0 0 0 0 0 0 0 0 0 0 0 120 0 
Cluster 3 0 0 0 0 114 0 0 0 0 0 0 0 0 
Cluster 4 123 0 0 0 0 0 0 0 0 0 0 0 0 
Cluster 5 0 0 118 0 0 0 0 0 0 0 0 0 0 
Cluster 6 0 0 0 0 0 0 0 0 0 0 0 0 288
Cluster 7 0 0 0 0 0 0 0 0 0 0 131 0 0 
Cluster 8 0 0 0 0 0 0 0 0 0 0 131 0 0 
Cluster 9 0 410 0 0 0 0 0 0 0 0 0 0 0 
Cluster 10 0 0 0 0 0 376 0 0 0 0 0 0 0 
Cluster 11 0 0 0 0 0 0 0 0 80 0 0 0 0 
Cluster 12 0 0 0 0 0 0 0 86 0 0 0 0 0 
Cluster 13 0 0 0 0 0 0 0 0 82 0 0 0 0 
Cluster 14 0 0 0 0 0 0 0 86 0 0 0 0 0 
Cluster 15 0 0 0 427 0 0 0 0 0 0 0 0 0 
Table 3.6: The contents of the 16 clusters produced by the clustering algorithm using the 
distance matrix computed by the video module. 
 
As will be discussed in chapter 5, the clustering algorithm has a “force” stage which 
forces smaller clusters to merge with larger clusters. It is interesting to look at the results 
without the force stage. Without the force stage, the clustering algorithm produces 41 
clusters. The error rate is zero. The additional 25 clusters contain only a small number of 
scenes, typically less than 5. Most of these small clusters are produced for the kick action, 
which has a total of 14 clusters many of which contain no more than 3 scenes. This is not 
surprising given the high variation of paths in the case of the kick action. The results 
without the force stage will be used for one of the test cases in chapter 6. 
Another interesting insight can be gained by looking at inter and intra cluster 
distances. An inter cluster distance between two clusters is computed by calculating the 
average distance of each pair of elements of the two clusters. Inter cluster distances 
indicate how similar two clusters are to each other. The intra cluster distance is simply 
the average distance between all elements within a cluster. A comparison between inter 
and intra cluster distances shows how close two clusters are to each other. Ideally, intra 
cluster distances should be very small and inter cluster distances should be very large.  
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Figure 3.20 shows inter and intra cluster distances for the swing action. In particular, 
the inter and intra cluster distances for cluster 8 are shown. The intra cluster distance is 
shown by the red bar, while inter cluster distances are shown with blue bars. As can be 
seen from the figure the inter cluster distances are much larger than the intra cluster 
distance. The closest cluster is cluster 7, which also contains swing scenes. In fact, the 
two swing clusters are relatively close to each other compared to other actions. 
 
 
Figure 3.20: Inter and intra cluster distances for the second “swing” cluster. The intra 
cluster distance is shown by the red bar, while inter cluster distances are shown by the 
blue bars. 
 
Inter and intra cluster distances for all other clusters look similar to the picture in 
figure 3.20. In particular, the two push and two pull clusters are also much closer to each 
other than to other clusters. Figure 3.21 provides a summary in form of an area plot. In 
this area plot yellow or red colors indicate small distances, while bluish colors indicate 
large distances. A diagonal pattern shows the intra cluster distances are much smaller 
than inter cluster distances. 
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Figure 3.21: Area plot showing the inter and intra cluster distances between each pair of 
clusters. 
 
Finally, the results of the video module have been compared to the performance of 
supervised learning algorithms. Note that the supervised learning algorithms are revealed 
the actual labels of the scenes and thus have a much easier time than the unsupervised 
clustering algorithm used above. The two supervised learning algorithms that have been 
used are SVM and Neural Networks. The SVM used in this dissertation was implemented 
by Joachims (1999). The tests have been performed both with the output of the Path 
Extractor and Path Segmenter. The SVM and Neural Network were also provided the 
motion type and minimum elevation since both were also provided to the clustering 
algorithm. The input to the SVM and Neural Network have been specially formatted and 
normalized. The formatting ensures that the input vector has constant size and a given 
feature is always at a given index of the input vector, regardless of the length of the path 
or number of segments. The formatting provides significant help to the SVM and Neural 
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Network. The normalization ensures that all features have been scaled between -1 and 1. 
The input from the Path Extractor had a total of 308 dimensions after formatting. The 
segmented path input, which consists of the five properties of each segment and the two 
additional features, had 77 dimensions after formatting. Both algorithms were tested with 
training data and test data. When tested with training data, they were trained on all data 
and tested with the same data. When tested with test data, they were trained with half of 
the data and tested on the other half. The SVM was trained using a linear kernel. Due to 
excessive running time with hidden neurons, the Neural Network was trained without 
hidden neurons. The Neural Network consisted of sigmoid neurons and was trained for 
10,000 iterations with a learning rate of 0.1. 
Table 3.7 shows the results. The percentages indicate the fraction of the test input 
which was classified correctly. Overall, the results show that both algorithms do pretty 
well on the problem. The segmented path seems to be somewhat easier to classify than 
the unsegmented path. The results shown in table 3.7 are compatible with the results of 
the clustering. Off course, the clustering algorithm is unsupervised, such that the problem 
is more difficult for the clustering algorithm since it does not have access to the true 
labels. Furthermore, the Neural Network is quite slow. Clustering and SVM finish within 
a few minutes. Neural Network training takes more than 1 hour. 
 
 Raw Path Segmented Path 
 Training Data Test Data Training Data Test Data 
SVM 99.5 % 98.5 % 99.8 % 99.8 % 
Neural Network 94.5 % 94.4 % 99.9 % 99.7 % 
Table 3.7: Performance results of supervised training algorithms. Percentages indicate 
fraction of correct classification. 
 
Overall, the results indicate that the techniques described in this chapter can be used 
to successfully identify the 13 actions primarily based on the path of the object. Both 
supervised and unsupervised techniques work very well and can reliably distinguish 
between all actions. 
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3.14 External Data 
In addition to the videos collected above, the algorithm was also tested with external 
data that was collected by Du Tran in Prof Forsyth’s group at the University of Illinois. 
The external data tracks various points along the body as a human engages in activities. 
The activities in the external data are different than the activities described in section 3.3. 
They do not involve an object. Table 3.8 lists all activities. Each activity needs a name. 
The narrator will mention this name on the audio track in order to name the activity. For 
conciseness and compatibility reason, some of the activity names have been shortened or 
replaced with similar names. The second column in table 3.8 shows the name used for 
that activity for the purposes of this project. 
 
Activity Assigned Name 
Walking Walking 
Running Running 
Jumping Jump 
Waving Wave 
Jump-jack Jump-jack 
Clapping Clap 
Jumping from sitting Sit 
Raise 1 hand Raise hand 
Stretching out Stretch out 
Turning Turn 
Sitting to standing Getup 
Crawling Crawl 
Pushing up Push 
Table 3.8: All activities in the external data and the new names assigned to them. 
 
The data consists of 493 scenes. The data has already been preprocessed. In the 
preprocessed data, each video consist of a series of a few dozen samples. Each sample is 
a 216 dimensional feature vector. 
While the processing of the external data differs from the processing described in the 
previous sections in this chapter, the end product is the same. The video module must 
always output a distance matrix. Just as previously, the distance matrix is computed by 
determining the distance between each pair of scenes. In this case, the distance matrix 
will be a 493 × 493 symmetric matrix. 
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A direct comparison of the samples of each scene does not produce good results. 
However, a look at the visualization of a scene suggests a good approach. Figure 3.22 
shows an example visualization of the samples of a scene. The figure depicts a scene of 
the “walking” action. Each column corresponds to a sample and each row corresponds to 
a feature. Red values indicate positive values for a feature, blue values indicate negative 
values and black indicates zero. 
 
 
Figure 3.22: A visualization of a scene depicting the “walking” action. Each column 
corresponds to a sample and each row to a feature. Red values indicate positive values, 
blue values indicate negative values, and black indicates zero. Green lines mark band 
boundaries. 
 
The figure clearly shows that features cluster into bands. It turns out that there are 
about 18 bands. These bands are present in every scene regardless of the action. In figure 
3.22 the band boundaries have been marked with green lines. There are three main types 
of bands: red bands, blue bands, and mixed bands. The types of the 18 bands are specific 
to each activity. The activities can be distinguished by analyzing these 18 bands. 
The algorithm extracts three properties for each band: 
- Sum 
- Absolute sum 
- Pattern 
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The sum is the sum of all sample values of all features within the band. Red bands 
have positive sums, blue bands have negative sums and mixed bands have sums around 
zero. The absolute sum is an indication of the strength of a band. If the band is very 
prevalent for a given action, the absolute sum will be large. If the band is weak or 
completely absent, the absolute sum will be closer to zero. Mixed bands can be further 
distinguished by whether they have a pattern or not. If a mixed band has a pattern, the 
feature values within the band alternate between negative and positive values creating red 
and blue stripes along the samples. If there is no pattern, the band contains randomly 
distributed red and blue spots. The pattern can be determined by measuring the number of 
sign changes along the samples of a feature. If there is a strong pattern, there will be few 
sign changes creating the stripes. If there is a random pattern, there will be many sign 
changes creating the random spots. The pattern property is the sum of all sign changes 
along the samples of a feature for all features within a band. 
While it may be possible to use more sophisticated technique to process the data and 
achieve better results, it turns out that the three properties described above are sufficient 
for the purposes of this dissertation. The sum, absolute sum and pattern properties are 
computed for all 18 bands of each scene. The distance between two scenes is computed 
by computing the distance between each corresponding pair of bands. The three 
properties of a band form a three dimensional feature vector for each band. The distance 
between two bands is equal to the length of the difference between the two feature 
vectors of the bands. Before computing the length of the difference, each component of 
the difference vector is weighted according to the weights shown in table 3.9. 
 
Property Weight 
Sum 0.5 
Absolute sum 1.0 
Pattern 0.5 
Table 3.9: The weights of the three band properties. 
 
The 18 distances between the 18 bands of the two scenes produce an 18 dimensional 
vector. The length of this vector is the distance between the two scenes. These distances 
are used to produce the distance matrix, which is the final output of the video module. 
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Distances are normalized such that the minimum distance is 0 and the maximum distance 
is 1. 
The clustering results show that the strategy used above works reasonably well. The 
clustering algorithm produces 18 clusters, which is 5 clusters more than there are actions. 
Most clusters contain only scenes of one action. However, a few clusters do contain 
scenes of different actions. Each cluster is assigned an action based on the majority vote 
of its scenes. For example, if the majority of the scenes of a given cluster belong to the 
action “walking”, then the cluster is assigned that action. All minority scenes, i.e. scenes 
that belong to an action other than the majority action, are counted as errors. In total there 
are 30 minority scenes in all 18 clusters. This corresponds to an error rate of about 6 %. 
Given that the features used for clustering are very simple and the clustering algorithm is 
unsupervised, this is a relatively good result. 
The two distance matrices produced by the video module are used by the association 
algorithm in chapter 5 to discover audio-visual associations. 
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CHAPTER 4 – AUDIO PROCESSING 
 
4.1 Introduction 
Chapter 3 has described how the video module produces a distance matrix from the 
visual input. This chapter describes how the audio module produces a distance matrix 
from the auditory input. Both distance matrices are used in chapter 5 to discover audio-
visual associations. 
The audio input consists of English words. Some of these words refer to actions 
visible in the scenes of the video recorded in chapter 3. In principle, the audio would be 
spoken with the video and recorded at the same time. However, for experimental and 
practical reasons the recording of the video and audio has been done separately. The 
video and audio are mixed together by a mixer, which is described in chapter 5. 
Figure 4.1 shows the main processing stages of the audio module. The first stage 
involves detecting regions of the audio that contain a signal. The second stage computes a 
power spectrum for the audio. The third stage produces the distance matrix. Section 4.2 
provides more details about the audio input. Sections 4.3 through 4.5 discuss the audio 
computation. Section 4.6 presents results for the audio module. 
 
Computation of Power Spectrum 
Computation of Distance Matrix 
Signal Detection 
 
Figure 4.1: The processing stages of the audio module. 
 
4.2 Audio Input 
The audio input consists of a total of 600 words spoken by a single human. The 600 
words consist of 30 distinct English words each of which has been spoken 20 times. All 
words were recorded with a sample rate of 44.1 kHz and 16 bit resolution. In most cases, 
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20 repetitions of the same word were recorded on a single file and then all such files were 
split into a total of 600 files using the algorithm described in section 4.3. 
Table 4.1 lists all 30 words. As can be seen from the list, many words refer to some 
action. The remaining words refer to one of the six kinds of objects that have been used 
in the video. For the purposes of this thesis, short utterances such as “raise hand” are 
treated as one word.  
 
1. Bag 
2. Ball 
3. Bottle 
4. Bounce 
5. Box 
6. Carry 
7. Chair 
8. Clap 
9. Crawl 
10. Drop 
11. Getup 
12. Juggle 
13. Jump 
14. Jump-jack 
15. Kick 
16. Lift 
17. Lower 
18. Pull 
19. Push 
20. Raise-hand 
21. Roll 
22. Running 
23. Sit 
24. Stretch-out 
25. Swing 
26. Throw 
27. Tray 
28. Turn 
29. Walking 
30. Wave 
Table 4.1: List of all words that have been recorded. 
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4.3 Signal Detection 
The first step in audio processing is detecting which regions of the audio contain a 
signal. It is assumed that the audio contains only words, such that each signal that is 
detected is treated as a word. The input to the Signal Detection algorithm is the raw 
audio. The output is a list of intervals. Each interval specifies the start and end sample of 
a word. 
The signal detection process first starts with envelope extraction. The envelope of the 
audio signal is the average energy of the audio over a small period of time. In particular, 
the window size for envelope extraction is 88 samples which corresponds to about 2 ms. 
Regions of audio that contain a strong signal have a strong envelope. These regions are 
identified by determining which parts of the audio produce envelops that have a strength 
of at least 500. 
A simple method would be to start a signal interval when the envelope exceeds 500 
and end the interval when the signal drops below 500. However, it is not unusual that 
regions of strong signals may contain brief pauses of lower signal strength. This would 
break up a word into multiple intervals, which is not desirable. In order to capture the 
entire word within one interval, the algorithm allows the signal to drop below 500 for 
brief periods of time. Once a window with an envelope in excess of 500 has been found, 
the envelope may drop below 500 for up to 100 ms. If the envelope does not rise above 
500 within 100 ms, the interval is closed and a break is inserted. 
It is not unusual that in speech strong signal regions are surrounded by weaker signal 
regions. Typically, vowels tend to produce a strong signal and consonants tend to 
produce a weaker signal or in some cases a brief absence of a signal. In order to ensure 
that also the weaker signals are included in the signal interval, the algorithm allows for 
lead-in and lead-out periods. These periods can appear before or after the strong signals 
and can increase the interval by up to 20 ms in each direction. The lead-in and lead-out 
periods must start or end with an envelope that has a strength of at least 150. 
Finally, intervals that have a total length of less than 40 ms are deleted since these 
intervals tend to contain noise. Intervals that are within 200 ms of each other are merged 
together, regardless of the strength of the signal in between them. This eliminates the 
possibility that words are broken up inadvertently. 
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The final output of the signal detector is a list of intervals, each of which indicates the 
start and end sample of a word. 
 
4.4 Power Spectrum Computation 
For each signal that has been detected, a power spectrum over the entire interval of 
the signal is computed. The power spectrum specifies the energy of the signal at a given 
time and frequency. The power spectrum is computed by computing the Fourier 
transform over a short window that slides over the signal. Each Fourier transform is 
computed with the FFT algorithm. The input to the FFT algorithm consists of 2048 
points, which results in frequency bands that have a width of about 20 Hz. Each Fourier 
transform is computed over a window that is 30 ms long and has an additional 5 ms fade-
in and 5 ms fade-out, resulting in a total of 40 ms of signal. This corresponds to a total of 
1763 samples. The remaining 285 points of the FFT input are set to zero. 
The Fourier transform is applied on the signal over the input window every 10 ms 
until the end of the signal is reached. In order to obtain the energy of the signal, the 
absolute value of each Fourier transform is computed. The result is a power spectrum that 
specifies the average energy over a 30 ms window in 10 ms steps and frequency bands of 
20 Hz width. Only the first 400 bands are included in the power spectrum, which 
corresponds to a 20 Hz to 8 kHz range. This range is typically sufficient for speech. 
The power spectrum undergoes several additional post-processing steps in order to 
make it more suitable for distance computations. The first such post-processing step is 
normalization. Each column, or in other words time slice, of the power spectrum is 
normalized such that the total vector length of the column is set to 1. This normalization 
achieves three things. First, any volume differences between recordings are removed. By 
normalizing the volume, comparisons between recordings become easier. Second, the 
normalization along columns moves the emphasis from the absolute strength of each 
frequency at a time to the relative strength of each frequency at that time. Since the total 
length of a column is always 1, the entries along a column indicate the relative strength of 
each frequency compared to the other frequencies at that time. Third, this normalization 
also eliminates any volume differences within a given signal region. If in the original 
signal the first half of the signal is louder than the second, e.g. due to pronunciation, any 
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such differences are eliminated after normalization since the power spectrum is 
normalized for each time slice independently. Thus, weaker regions of the signal are 
enhanced compared to louder regions. It turns out that this actually improves the accuracy 
of the results, since frequently weaker regions that contain important information that 
distinguishes one word from another receive the same weight as stronger signal regions. 
The next post-processing step reduces the total number of frequency bands from 400 
to 8 by combining frequency bands. While in the original power spectrum frequency 
bands have a width of 20 Hz, in the new spectrum the width of the frequency bands 
increases exponentially as frequency increases. The specific width of each band is listed 
in table 4.2. While both low frequencies and high frequencies are important, low 
frequencies require a higher resolution than high frequencies. This step improves the 
balance between high and low frequencies by decreasing the resolution of higher 
frequencies. Frequencies are combined by averaging over the bands. 
 
Band Frequency Range 
1 20 Hz – 100 Hz 
2 100 Hz – 200 Hz 
3 200 Hz – 300 Hz 
4 300 Hz – 500 Hz 
5 500 Hz – 1 kHz 
6 1 kHz – 2 kHz 
7 2 kHz – 4 kHz 
8 4 kHz – 8 kHz 
Table 4.2: The frequency range of each frequency band after frequencies are combined. 
 
After combining the frequency bands into 8 bands, the result is normalized again. 
This time, the normalization sets the total maximum over the entire spectrum to 1. This 
helps to suppress noise in regions that do not contain a strong signal while maintaining 
the relative nature of the spectrum entries. 
Finally, the number of frequency bands is increased again to 36 bands. These 36 
bands include the 8 bands from the previous step and 28 special bands. Ideally, two 
words can be compared by simply computing the direct difference between their two 
spectra. Similar words have similar spectra, but the bands can be slightly shifted. A 
simple difference is not sensitive to such shifts. This problem can be solved by adding 
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new special bands that combine existing bands. The bands are combined with several 
sliding windows each of which has a different size. The window size increases from 2 up 
to 8. Each window slides from band 1 up to band 7. Bands within a window are averaged 
and the average is added as a new band. This makes differences less sensitive to slight 
shifts in bands, while the algorithm is still sensitive to large shifts. Alternatively, this step 
of the computation can be also viewed as repeating the power spectrum computation with 
a different frequency resolution. In essence, the final output is a union of 8 power spectra 
each of which has a different resolution. 
Figures 4.2 through 4.5 show a few examples of the final spectrum. As can be seen 
from the figure, each word has a unique spectrum pattern. Some features of the spectra 
look very similar to the power spectra described by Potter, et al. (1966). Potter, et al. have 
demonstrated that it is possible for a human to identify words by visually inspecting the 
power spectrum of the words. Potter, et al. describe a number of features, which reveal 
the identity of a word. Some of these features are visible in figures 4.2 through 4.5. 
The final output of the power spectrum computation stage is a spectrum with 36 
bands. The bands have been computed as described above and show how the energy in 
each word is distributed over time and frequency. The temporal length of the spectra 
depends on the temporal length of the word. 
 
 
Figure 4.2: Spectrum for the word “box”. 
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Figure 4.3: Spectrum for the word “getup”. Figure 4.4: Spectrum for the word “sit”. 
 
 
Figure 4.5: Spectrum for the word “pull”. 
 
4.5 Computation of Distance Matrix 
The final output of the audio module is the distance matrix. The distance matrix 
represents the distance between each pair of recorded words. The distance matrix is a 
symmetric 600 × 600 matrix, since 600 samples were recorded. The entry at row i and 
column j indicates the distance between word i and word j. A distance of 0 indicates that 
two words are identical, while increasing distances indicate increasing dissimilarity. 
Word distances are computed from spectrum differences and duration differences. The 
two differences form a two dimensional vector. The length of this vector is the distance 
between the two words. 
The duration difference is simply the absolute difference in duration, or temporal 
length, of the two words. The duration distance is multiplied by a weight factor of 0.5. 
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The spectrum difference requires computing the power spectrum for each word as 
described in section 4.4. Let S(f, t) be the power spectrum value for frequency f and time 
t. Each column of the spectrum can be regarded as a separate vector. A column spans all 
frequencies for a given time t and can be denoted with St, where St(f) = S(f, t). Let SA be 
the spectrum for word 1 and SB the spectrum for word 2. The difference between SA and 
SB is the sum of the lengths of the differences of each StA and StB over the entire 
spectrum. For instance, the difference between each pair of columns is computed. Then 
the length of all those difference vectors is computed. Finally, the lengths are added to 
produce the spectrum distance. 
There are a few complications that need to be considered while computing the 
spectrum distance. The two spectra may have different lengths. Columns that do not have 
a corresponding column in the other spectrum are subtracted from the zero vector rather 
than the corresponding spectrum column. Effectively, this corresponds to just adding the 
length of the columns that do not have a match to the total difference. The final spectrum 
difference is also scaled by the length of the columns, which is 36 in this case since each 
column has length 1 after normalization. 
It is not unusual that similar words have small differences in their spectra. In order 
not to penalize the existence of small differences due to noise and at the same time to 
penalize large differences, a sigmoid function is applied to each component of the 
difference between each pair of columns. The sigmoid function reduces the difference 
between very similar spectra allowing for some noise. At the same time differences 
between very different spectra are exaggerated. The midpoint of the sigmoid is at 0.2. 
The slope at the midpoint is 30. 
Spectra may not be completely aligned with each other. In order to align the spectra 
with each other, the algorithm tries to shift the spectra around within the range of +/– 20 
ms. The shift that produces the smallest difference is used for to compute the difference 
between the two spectra. 
The final output of the audio module is the 600 × 600 distance matrix that is 
computed as described above. The elements of the distance matrix are normalized such 
that the largest distance is 1 and the smallest distance is 0. 
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4.6 Results 
This section presents performance results for the audio module. The 600 samples 
were clustered with the clustering algorithm discussed in more detail in chapter 5. Since 
the 600 samples consist of 30 distinct words, the expected result should consist of 30 
clusters. This is indeed the case. Manual comparison of the results shows that the 
clustering perfectly assigns each word to one cluster. The clustering algorithm has also 
been tried with various subsets of the 600 samples. In all cases, the clustering algorithm 
produces perfect results. 
While the results of the audio module are relatively robust, significant variation in 
pronunciation can cause words to be mapped to different clusters. This includes 
significant differences in the duration of the sample or differences in intonation. In 
general, long words are more easily clustered than short words, since there are more 
opportunities to identify distinguishing features. With short words, vowels may cause a 
problem. If too many different words share the same vowel and they consist of only one 
vowel, then there is a high probability that they will be assigned to the same cluster. In 
order to ensure that these words are clustered differently, it may be necessary to 
overemphasize the consonant part of the word. 
 
Figure 4.6: Inter and intra cluster distances for the “bag” cluster. The intra cluster 
distance is shown by the red bar, while inter cluster distances are shown by the blue bars. 
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Figure 4.6 shows the inter and intra cluster distances for the “bag” cluster. The inter 
cluster distance is the average distance between each pair of elements of the two clusters. 
The intra cluster distance is the average distance between each pair of elements within a 
given cluster. As can be seen from figure 4.6, intra cluster distances for the “bag” cluster 
are significantly less than the inter cluster distances with other cluster. This shows that 
the bag cluster is robust, i.e. there is little overlap with elements from other clusters. 
Inter and intra cluster distances for all other clusters look very similar to the picture 
seen in figure 4.6. Figure 4.7 provides a summary in form of an area plot. In this area plot 
yellow or red colors indicate small distances, while bluish colors indicate large distances. 
A diagonal pattern shows that the intra cluster distances are much smaller than the inter 
cluster distances. 
 
 
Figure 4.7: Area plot showing the inter and intra cluster distances between each pair of 
clusters. 
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The results of the audio module have been also compared with the performance of 
supervised learning algorithms. Unlike the clustering algorithm, the supervised learning 
algorithms are revealed the true labels of the samples. As with the video module, the 
audio module was tested with both SVM and Neural Networks. The SVM used in this 
dissertation was implemented by Joachims (1999). The features provided to the 
supervised learning algorithm are the same features used for clustering. In particular, the 
input vector has dimension 3,025. The first element is the duration of the sample. All 
other elements are derived from the processed power spectrum. Each entry in the feature 
vector represents one value from the power spectrum for a given frequency and time. The 
size of the input vector has been chosen according to the longest power spectrum. For 
shorter power spectra, the last few elements of the input vector are set to zero. All input 
vectors have been normalized such that all values are between 0 and 1. 
Both the SVM and Neural Network were tested on training and test data. The SVM 
was trained with a linear kernel. Due to excessive running time with hidden neurons, the 
Neural Network was trained without hidden neurons. The Neural Network consisted of 
sigmoid neurons and was trained with a learning rate of 0.1 for 20,000 iterations. 
Table 4.3 shows the results. The percentages indicate the fraction of the input which 
was classified correctly. As can be seen from the table, the SVM algorithm shows a 
relatively good performance, even though the performance on the test data is noticeably 
lower. The Neural Network performance is significantly lower than the SVM 
performance. This low performance is due to incomplete training of the Neural Network. 
Apparently, 20,000 iterations were not sufficient to train the Neural Network. If training 
would have continued, it can be expected that the Neural Network would approach the 
performance of the SVM. However, the training of the Neural Network was aborted after 
20,000 iterations since it was converging very slowly. Running the Neural Network until 
convergence would have taken several days of continuous computation. 
 
 Training Data Test Data 
SVM 98.67 % 94.39 % 
Neural Network 76 % 74.5 % 
Table 4.3: Performance results for supervised training algorithms. Percentage indicates 
fractions of correct classifications. 
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Overall, the audio module performs very well. It is capable of clustering the audio 
input and correctly identifying the 30 different words. 
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CHAPTER 5 – DISCOVERING AUDIO-VISUAL ASSOCIATIONS 
 
5.1 Introduction 
This chapter describes how audio-visual associations are discovered. Audio-visual 
associations are discovered by the associator module. The main goal of the associator 
module is to discover high level concepts. In this case, the high level concepts are the 
actions which are depicted in the video and are named in the audio. The associator 
module has to discover how many different actions are depicted in the input and output a 
description of each action in terms of the input. 
Since the associator operates in an unsupervised manner, it is not provided with a list 
of class labels. Thus, it cannot attach known labels to samples. Instead, the associator 
module produces a list of association sets as output. An association set is a set of highly 
associated clusters. An association set represents a high level concept such as an action. 
The high level concept is defined by the clusters in the association set, which are in turn 
defined by the samples which they represent. Association sets provide a grounded 
mechanism to represent high level concepts in terms of low level associations. 
Association sets can be used for various purposes. They provide a grounded 
representation of the input. The number of association sets indicates the number of 
actions that have been detected in the data. Each action is defined by representative 
scenes in the video and representative words from the audio. Association sets can be also 
used to check whether a given scene and a given audio belong together. If the scene and 
audio are represented in the same association set, they belong to the same high level 
concept and thus belong together. Finally, association sets can act as labels and can be 
used to classify the data by labeling each scene and audio with the most representative 
association set. 
The input to the associator module consists of the distance matrices computed in the 
video and audio modules. While this dissertation focuses on identifying audio-visual 
associations, the presented algorithm does not make any specific assumptions on the 
source of the input. The algorithm presented in this chapter can be used with any problem 
that has a similar structure. In fact, since the only required input is a pair of distance 
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matrices, in principal this algorithm can be applied to any problem for which distances 
between the samples can be computed. 
The associator module consists of four main processing stages: 
1. Clustering 
2. Mixing 
3. Computation of associations 
4. Discovery of association sets 
 
The two main stages are the computation of associations and the discovery of 
association sets. Association sets combine highly associated clusters with each other. 
Thus, before stage four can be executed the association between each pair of clusters 
needs to be determined. The main method presented in this dissertation for computing 
associations between clusters is based on pointwise mutual information (PMI). The PMI 
is computed between each pair of clusters. However, the third step can also be 
implemented with other algorithms. This chapter also presents several alternative 
implementations for the third step that can be used for comparison purposes. 
As was pointed out in chapters 3 and 4, for experimental and practical reasons the 
audio and video were recorded separately in this research. In order to be able to identify 
audio-visual associations, both need to be combined with each other. Each sample 
consists of a video scene and an audio track. The combination of audio and video in order 
to produce an audio-visual sample is accomplished by a mixer. 
Figure 5.1 shows the processing stages of the associator module. The input and output 
are shown in circles. The next section discusses each stage in more detail. Section 5.2 
discusses clustering. Section 5.3 deals with mixing. Section 5.4 describes how the 
architecture can be used to generate simulated data. Section 5.5 presents the Pointwise 
Mutual Information Associator. Section 5.6 specifies the association set builder which 
discovers and outputs association sets. Finally, section 5.7 presents alternative associator 
implementations that are used for comparison purposes. 
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Figure 5.1: The processing stages of the associator module. 
Clustering 
Mixer 
Associator 
Association Set Builder 
Video Distance Matrix Audio Distance Matrix 
Association Sets 
 
5.2 Clustering 
The associator identifies associations between clusters. Since the processed input 
consists of continuous vectors, each specific input will usually appear only once in the 
data. Thus, it does not make any sense to compute associations between input vectors 
since the computation of the association between a set of events requires that the events 
are repetitive. Clustering the data allows replacing each continuous input vector with a 
discrete cluster index. Since multiple input vectors form one cluster, each cluster index 
appears multiple times in the data. This allows the computation of measures such as the 
pointwise mutual information. 
Clustering is achieved by using agglomerative clustering. Agglomerative clustering is 
a form of bottom up clustering that identifies clusters by repeatedly merging smaller 
clusters. Each cluster contains a set of samples. In the case of video, the samples are 
scenes and in the case of audio, the samples are recordings. The agglomerative clustering 
algorithm starts by creating one cluster for each sample. Thus, initially each cluster 
contains only one sample. Next, the two closest clusters are merged with each other. The 
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algorithm continuous to repeatedly merge the two closest clusters, until the distance 
between the next two closest clusters reaches a fixed threshold. 
The distance between two clusters is the average distance between each member of 
the first cluster and each member of the second cluster. Thus, at the lowest level, 
agglomerative clustering depends on the ability to compute the distance between two 
samples. The distances between each pair of samples is computed by the video and audio 
modules. These distances are provided to the associator module in the form of distance 
matrices. Thus, the clustering algorithm can easily determine the distance between two 
samples with a simple lookup in the distance matrix. The distance between the ith sample 
and the jth sample is found in the ith column and jth row of the distance matrix. In fact, the 
clustering algorithm only needs the distance matrices. Any other specific information 
about the underlying samples is not needed. 
The agglomeration of clusters into larger clusters stops when the distance between the 
next two closest clusters reaches a threshold. This threshold depends on the underlying 
data and may need to be adjusted if the data changes. Currently, there is no general 
mechanism to automatically determine the value of this threshold. Experimentation may 
be required to determine the optimal threshold value. Ideally, the threshold should be as 
large as possible, but not too large to cause unrelated samples to agglomerate together. 
The threshold may be set to approximately equal the distance between the two closest 
samples of different kind, such as the closest distance between two scenes depicting two 
different actions. 
Alternatively, instead of modifying the threshold value, the threshold value may be 
fixed and the computation of distances between two samples in the video or audio 
modules may be adjusted, such that distances between the same kind of samples usually 
fall below the fixed threshold and distances between different kinds of samples usually 
fall above the threshold. It is acceptable that some distances between the same kind of 
samples fall above the fixed threshold or some distances between different kinds of 
samples fall below the threshold, since the averaging during the computation of the 
distance between two clusters removes any adverse effect of such outliers. This 
alternative approach is facilitated by normalizing the distance matrix such that the 
minimum distance is 0 and the maximum distance is 1. That way, the threshold can be set 
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to a fixed value regardless of the specifics of the data and it becomes the responsibility of 
the audio and video modules to produce appropriate distance measures. However, the 
threshold may still need to be adjusted to reflect the number of samples as well as the 
number of different kinds of samples in the data. Table 5.1 shows the distance thresholds 
for the agglomeration of the audio and video data. The threshold indicated for the video 
module applies for both the videos recorded for this dissertation as well as the external 
data. 
 
Input Agglomeration Threshold 
Video 0.15 
Audio 0.3 
Table 5.1: Agglomeration thresholds for video and audio inputs. 
 
After agglomeration, it is not uncommon to encounter a number of clusters that have 
failed to merge with larger clusters. These clusters will typically contain samples that are 
relatively different from other samples of the same kind. Increasing the threshold to cause 
these clusters to agglomerate may cause samples of different kinds to agglomerate into 
one cluster, too, which is not desirable. However, at the same time it is also not desirable 
to have clusters that represent only one or two samples, since these clusters will only 
appear rarely in the data, thus making it more difficult to compute associations for these 
clusters. In order to ensure that there are no small clusters without causing different kinds 
of samples to agglomerate into one cluster, a second agglomeration loop is applied after 
the first agglomeration loop, except this time only small clusters are agglomerated with 
larger clusters. 
During the second agglomeration step, the smallest cluster is merged with the next 
closest cluster. Clusters are forced to merge even if the distance between the clusters is 
larger than the agglomeration thresholds shown in table 5.1. This is repeated in a loop 
until the next smallest cluster has a size that is larger than a fixed minimum cluster size. 
The desired minimum size for clusters has to be manually specified and is typically a 
function of the total number of samples. Table 5.2 specifies the minimum sizes for the 
video and audio inputs. 
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Input Minimum Cluster Size 
Video 30 
Audio 10 
External Video 13 
Table 5.2: Minimum cluster sizes for audio and video input. “External video” is the video 
input described in section 3.14. 
 
The clustering algorithm can be applied to all samples or to only a fraction of 
samples. Applying the clustering algorithm to a fraction of samples allows testing how 
well the algorithm can generalize from a smaller data set. The fraction of data which is 
used to produce the clusters is specified by a probability Pcluster. If Pcluster is 1, then all data 
is applied to the clustering algorithm. Otherwise, a sample is supplied to the clustering 
algorithm with probability Pcluster. Whether a sample is used for clustering or not is 
determined for each sample independently with probability Pcluster. For example, if Pcluster 
is 0.5, about half of the samples are used to generate the clusters. 
After clustering is complete, each sample is labeled with its best matching cluster. If a 
sample is a member of a cluster, then the best matching cluster is the cluster that contains 
the sample. Otherwise, the best matching cluster is the closest cluster. The distance 
between a sample and a cluster is simply the average distance between the sample and all 
the samples in the cluster. This distance can be computed with the help of the distance 
matrix. 
The agglomerative clustering algorithm is applied to both the video and audio input 
independently, producing two sets of clusters. In both cases, the distance matrices 
produced by the video and audio module are used to compute the clusters. After 
clustering is complete, the video and audio samples are labeled with the respective 
clusters. This produces a list of video clusters and a list of audio clusters. The ith cluster in 
either list is the best cluster of the ith video or audio sample. The output of the clustering 
stage consists of these two lists. While before, the data consisted of two lists of 
continuous feature vectors, the clustering stage has converted the data into two lists of 
clusters. These two lists can be used to identify associations between the visual and 
auditory clusters. 
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5.3 Mixing Audio and Video 
For practical and experimental reasons, the audio and video are recorded separately. 
Recording audio and video together is not feasible for experimental reasons, because the 
experiments require that certain experimental parameters are set to specific values for 
each experiment. These parameters primarily specify the composition of the audio track 
and include the probability of hearing the name of an action while an action is visible in 
the video, the number of words heard during each scene, and type of sentences on the 
audio track. During experimentation, the affect of these parameters onto the performance 
is tested. This requires treating some of these parameters as independent variables and 
repeating the experiment while systematically varying their value. Controlling all 
parameters during live recording would be very challenging and error prone. 
Furthermore, it is desirable to repeat the experiments with the exact same video scenes 
but just different audio parameters in order to rule out performance differences due to 
changes in the video. Recording audio and video separately allows fixing the video and 
mixing the audio to the video according to the desired experimental parameters. Since 
only the experimental parameters change, the effect of these parameters on the 
performance can be more easily determined. It would have been also not very practical to 
record both video and audio at the same time. Thousands of different parameter 
configurations have been tested. It would take thousands of hours to record each 
parameter configuration separately. By mixing audio and video on demand, any desired 
parameter configuration can be quickly created. Another practical limitation is that many 
actions only last 1 to 2 seconds, while it would take several seconds to speak a whole 
sentence. 
The mixing of the audio and video is accomplished by the mixer. The mixer mixes 
the audio and video according to the parameters shown in table 5.3. Each video scene is 
paired with K many audio samples, producing one audio-visual sample. Any given word 
may only appear once in an audio-visual sample. Thus, two different recordings of the 
same word are not allowed to appear in the same audio-visual sample. With probability Q 
one of the K words is the actual name of the action performed in the video scene. 
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Parameter Description 
Q P(hear action name | see action) 
K Number of words in a sentence 
W Total number of words in language 
N Number of samples 
S Limitation on the number of sentences in language 
Object names Whether object names are presented with action names 
Other action names Whether names of other actions are allowed in a sample 
Uniform P(action) Whether P(action) is uniform 
Table 5.3: The experimental parameters according to which video and audio samples are 
mixed together. 
 
Since the mixer needs to pair a video scene with the word naming the action 
performed in the video, the mixer is revealed the true labels of the video samples and the 
audio samples. These labels are only supplied to the mixer and are hidden from the rest of 
the algorithm. The mixer uses these labels to ensure that the Q parameter has the desired 
value. 
In order to reduce the total running time, the mixer operates upstream. Rather than 
mixing together low level video and audio samples, the mixer operates after the 
clustering stage. Whether the mixer operates upstream or downstream is not noticeable to 
the processing stages that follow the mixer and has no effect whatsoever on the end 
results. 
The clustering stage replaces each video sample and audio sample with a video or 
audio cluster by identifying the best matching cluster for each sample. As described in 
section 5.2, the clustering stage outputs a list of video clusters and a list of audio cluster. 
The mixer pairs each video cluster in the list of video clusters with a K many audio 
clusters from the list of audio clusters. Unless specified otherwise, the mixer replicates 
the order of the video clusters in the list of video clusters output by the clustering stage. 
Thus, since this list corresponds to the sequence of video scenes in the original video, the 
mixer maintains the original sequence of video scenes. The audio clusters are chosen 
from the list of audio clusters based on need without regard to their order in the list. 
In order to facilitate mixing, the conditional probability P(audio cluster | word) is 
computed for each word. This conditional probability can be computed using the true 
labels for the audio samples and the list of audio clusters produced by the clustering 
 77
stage. Given a video scene, the mixer can peek at the true label of the scene and thus 
know which action is performed in the scene. Based on this label, the mixer picks K 
different words, one of which is the name of the action performed in the scene with 
probability Q. For each word, the mixer picks an audio cluster using the conditional 
probability P(audio cluster | word). The video cluster can be obtained directly from the 
list of video clusters provided by the clustering stage. The video cluster and K audio 
clusters form the audio-visual sample. The above procedure is repeated for every video 
scene. 
The parameter W specifies the total number of distinct words in the language. The 
value of the parameter can be changed by excluding all audio samples of a given word. A 
change in the value of W also affects the clustering stage. Excluded samples are not 
included in clustering, such that the total number of clusters changes when W changes. 
The mixer is capable of mixing the audio with the video according to a few more 
advanced parameters. In addition to including the name of the action with probability Q 
among the K words paired with the video scene, the mixer may also include the name of 
the object. The mixer is provided with information which object is visible in which scene 
and can pick the English word for the object from the audio samples. If the mixer is 
configured to include the name of the object in one of the K samples, then the name of 
the object is always included regardless of Q. Thus, in some samples the name of the 
object will be mentioned, but the name of the action will not be mentioned. Since not all 
actions can be applied to all objects, there is a positive correlation between the action 
name and object name. Thus, including the object name in the K words makes the 
problem more difficult. 
The mixer can be also configured whether it is permissible that some of the K words 
are the names of actions other than the action performed in the scene. Allowing other 
action names to be included in the K words makes the problem more difficult. 
By default, the mixer picks the K words randomly with the restrictions presented 
above. However, in order to test the performance of the algorithm under more realistic 
conditions, it is possible to instruct the mixer to limit the number of possible combination 
of the K words. Each combination of K words can be viewed as a sentence. If the K 
words can be picked randomly, then there are W-choose-K many different sentences in 
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the language. This number can be reduced using the S parameter. The S parameter 
specifies the number of distinct positive and negative sentences available for each action. 
For each action, there are S many positive sentences and S many negative sentences to 
choose from. Positive sentences mention the name of the action visible in the video, 
while negative sentences do not. Thus, the mixer picks with probability Q one of the S 
positive sentences and with probability 1 – Q one of the S negative sentences. If the total 
number of actions is A, then there are a total of 2 × S × A many sentences in the 
language. Setting S to a small number increases the difficulty of the problem significantly 
since there will be many positive correlations between words in a language with 
restricted number of sentences. The sentences are generated before the mixing process. 
During mixing, the mixer chooses one of the appropriate sentences in order to produce 
the audio-visual samples. The S parameter can be combined with other restrictions, such 
as object names and other action names, presented above. 
The mixer can be asked to produce a certain number of audio-visual samples, which 
is specified by the N parameter. Typically, N will be equal to the number of scenes in the 
video. However, N may be set to a larger number. This may be useful for testing the 
effect of larger sample sizes on the performance of the algorithm. Setting N to be larger 
than the number of scenes requires that some video scenes are used multiple times. The 
mixer keeps looping over the list of video scenes until N many audio-visual samples are 
created. It is important to emphasize that reusing video scenes multiple times does not 
lead to repetition in the final output of the mixer. The mixer pairs each scene with K 
many randomly chosen words. Thus, if a video scene is used a second time, it is almost 
certain that it will be paired with a different set of K words. This means that the final 
audio-visual sample will be different even if the visual scene used during mixing is the 
same. 
Finally, it is possible to specify that the probability of encountering a scene of a given 
action in the final mixer output is uniform. Since the number of video scenes recorded for 
each action is different, some actions may be overrepresented in the output of the mixer. 
By requiring that the probability of actions is uniform, the mixer can be used to eliminate 
this imbalance. If this option is selected, the mixer does not follow the order of scenes in 
the video anymore. Rather, the mixer computes the probability P(video cluster | action). 
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This conditional probability can be computed using the list of video clusters that is output 
by the clustering stage and the true labels revealed to the mixer. The mixer than produces 
audio-visual samples by randomly picking an action with uniform probability and using 
the conditional probability above to pick a video cluster for that action. The audio part of 
the audio-visual sample is added as described above. 
The final output of the mixer is a sequence of audio-visual samples. Each sample 
consist of one video cluster and K many audio clusters. The video cluster is the best 
matching cluster of the scene in the video and the K audio clusters are the best matching 
clusters of the K words that have been paired with the video scene. With probability Q, 
one of these words is the name of the action performed in the scene. If the audio and 
video would have been recorded at the same time, the output of the clustering stage 
would be identical to the output of the mixer. 
 
5.4 Producing Simulated Data 
The mixer can also be used to produce simulated data. Simulated data is useful for 
testing the performance of the algorithm under a variety of conditions which may be hard 
to obtain with real data. Performance results from simulated data indicate the general 
behavior of the algorithm under various conditions. 
In addition to the parameters listed in section 5.3, the mixer has several additional 
simulation parameters. The following list summarizes these parameters: 
- Number of actions and number of objects 
- Number of video clusters for each action and video cluster error rate 
- Number of audio clusters for each word and audio cluster error rate 
 
In the real data, it is possible that visual scenes that depict one action or audio 
recordings of the same words are split into multiple clusters. The mixer can simulate this 
condition by assigning multiple clusters to each action and word. Furthermore, the cluster 
error rate specifies how likely it is that a scene or word is assigned to an incorrect cluster. 
With probability P(video cluster error rate) or P(audio cluster error rate), the mixer 
assigns a simulated video or audio sample to some random cluster. 
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The simulator can generate simulated data upstream or downstream. If the simulated 
data is generated upstream, the mixer generates simulated audio-visual samples according 
to the above specifications. If the simulated data is generated further downstream, the 
simulator generates random vectors which are supplied to the clustering stage and 
clustered like real data. The mixer processes the output of the clustering stage in the same 
way it processes real data. 
The generation of random vectors requires the specification of the dimension of the 
vectors and a deviation value. The simulator generates a prototype vector for each action 
and word and then generates random vectors based of this prototype. Each random vector 
can deviate from the prototype by no more than the specified deviation value. Thus, 
higher deviation values mean more overlap between vectors of different actions and 
words making clustering harder. 
 
5.5 Pointwise Mutual Information Associator 
The pointwise mutual information associator determines the strength of association 
between each pair of video and audio clusters. The strength of association between two 
clusters is computed via the pointwise mutual information (PMI). The PMI associator is 
supplied the output of the mixer as input. Thus, the input consists of a series of audio-
visual samples. Each sample consists of one video cluster that represents the video scene 
and K many audio clusters that represent the words which have been paired with the 
video scene by the mixer. Each audio-visual sample is treated as a point by the PMI 
associator. 
Given a total of n many video clusters and m many audio clusters, the PMI associator 
outputs an n × m association matrix. The entry in the ith row and jth column of this matrix 
indicates the association between the ith video cluster and jth audio cluster. 
Let assoc(Vi, Aj) be the association between the ith video cluster and jth audio cluster. 
Using pointwise mutual information, this association is simply computed with the 
equation: 
( ) ( )( ) ( )
,
, log i ji j
i j
P V A
assoc V A
P V P A
=  (5.1) 
 81
The three probabilities, P(Vi), P(Aj) and P(Vi, Aj) are computed by counting 
occurrences of each cluster in the series of audio-visual samples provided as input. Each 
audio-visual sample is treated as an event. The joint probability P(Vi, Aj) is the 
probability of encountering both clusters in the same audio-visual sample. Equation 5.1 is 
applied to each pair of video and audio clusters. The final result is the n × m association 
matrix. 
The pointwise mutual information is a relatively good measure of association. It 
compares the actual rate of co-occurrence of the two clusters to the expected rate of co-
occurrence if there is no particular association between the two clusters. If any co-
occurrences between a video and audio cluster is due to pure chance, then encountering 
video cluster Vi will be independent from encountering audio cluster Aj and the joint 
probability P(Vi, Aj) will be equal to the product of P(Vi) and P(Aj). Thus, the quotient 
above will be 1 leading to an association of zero. In reality, assoc(Vi, Aj) will fluctuate 
within a narrow range around zero if Vi and Aj are independent due to noise. In contrast, 
if Vi and Aj are strongly associated with each other, then it is more likely to encounter 
both clusters together than separately. Thus P(Vi, Aj) will be greater than the product of 
P(Vi) and P(Aj), leading to a positive value for assoc(Vi, Aj). 
With some arithmetic it is possible to express equation 5.1 in terms of the Q, W, and 
K parameters. These three parameters were defined in table 5.3. As a reminder, W is the 
total number of words and K is the number of words in each audio-visual sample. Q is the 
probability of hearing the name of an action given that the action is performed in the 
video scene. In other words, Q = P(hear action name | see action). If Vi is the video 
cluster that represents the visual scene of the action and Aj is the audio cluster that 
represents the word that is the name of the action, then Q can be also expressed as Q = 
P(Aj | Vi). In other words, Q is the probability of encountering audio cluster Aj in an 
audio-visual sample given that the sample already contains video cluster Vi. Some 
arithmetic shows that 
( ) ( )( ) ( )
( )
( ) ( )
, |
, log log log logi j j i ci j
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⋅= = = =  (5.2) 
In the last step, equation 5.2 replaces P(Aj) with K / Wc. While W is the total number 
of words, Wc is the total number of auditory clusters. Usually, these two numbers will be 
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equal, but Wc may be larger than W if a word has been split into multiple clusters. The 
replacement above can be made since each audio-visual sample consists of K words and 
there are a total of Wc many audio clusters. Thus, the probability of encountering a given 
audio cluster in an audio-visual sample is K / Wc. This probability does take into 
consideration that each word may only appear once in an audio-visual sample. Note that 
this probability does assume that the S parameter in table 5.3 has been set to the 
maximum value, i.e. W-choose-K. If the S parameter is set to a smaller value, P(Aj) will 
be larger or lower than K / Wc depending on how many sentences of the language contain 
the word corresponding to Aj. In practice, assoc(Vi, Aj) will not be precisely equal to the 
quotient shown at the end of equation 5.2. There is always some fluctuation due to the 
randomness of the data. 
Equation 5.2 provides some interesting insight. First, it shows that assoc(Vi, Aj) will 
be positive if 
c
KQ
W
>  (5.3) 
It is also possible to conclude from equation 5.2 that the problem gets easier as Wc 
increases, while it gets harder as K increases. This is true because an increase in Wc 
allows for smaller Q values, while an increase in K requires larger Q values in order to 
discover audio-visual associations. 
In summary, the pointwise mutual information associator determines the strength of 
the association between each pair of video and audio clusters by computing the pointwise 
mutual information between the two clusters. The associator outputs an association 
matrix. Each row of the matrix corresponds to a video cluster and each column 
corresponds to an audio cluster. The entry at the ith row and jth column is the association 
between the ith video cluster and the jth audio cluster. 
 
5.6 Association Set Builder 
The association set builder is responsible for discovering association sets in the data. 
The association set builder uses the association matrix output by the associator in order to 
discover the association sets. The output of the association set builder is a list of 
association sets. 
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Association sets are a key data structure that represent high level concepts. Each 
association set consists of a set of video and audio clusters. The clusters in an association 
set are highly associated with each other as determined by the associator in section 5.5. 
Association sets are a form of grounded representation. In a grounded representation, 
high level concepts are defined in terms of low level sensory input. For example, an 
action is defined by the visual and auditory input associated with that action. Typically, a 
high level concept is defined in terms of many snippets of low level sensory input of 
various modalities. A sensory snippet may be a short visual scene or a word associated 
with the high level concept. An association set collects all sensory snippets that are 
associated with one high level concept in one set. Thus, an association set provides a 
consolidated representation of the high level concept by collecting all low level 
definitions of the high level concept into one set. It also allows linking the low level 
sensory snippets associated with a high level concept with each other. This allows 
recalling associated snippets given some snippet of input. For example, the machine may 
recall the word associated with an action when provided the visual scene depicting the 
action or vice versa. Such an association provides a basis for lexical semantics. The 
semantics of a word is defined in terms of the visual snippet that depicts the meaning of 
the word. In principle, an association set is not restricted to visual and auditory snippets. 
In order to facilitate the computation of the pointwise mutual information, the 
clustering step has grouped sensory snippets into clusters. Since associations can only be 
meaningfully computed for clusters, association sets consist of a set of clusters, which in 
turn consist of a set of sensory snippets such as visual scenes and words. 
Since association sets provide a representation for high level concepts, the discovery 
of association sets allows the identification of high level concepts. Initially, the 
association set builder does not know how many high level concepts are present in the 
data. The goal of the association set builder is to use the output of the associator to 
discover meaningful association sets. This is done in several steps: 
- Normalization of the association matrix 
- Identification of a threshold value 
- Formation of association sets 
- Merging of association sets 
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The association set builder determines whether there is a significant association 
between two clusters by comparing the strength of the association between the two 
clusters to the mean association between all clusters. If the association is larger than a 
given threshold, denoted by θ, then the association builder concludes that the association 
between the two clusters is significant. Otherwise, the association between the two sets is 
insignificant. The association threshold θ is expressed in terms of standard deviations 
above the mean. 
In order to allow the comparison of association values against the threshold θ, the 
normalization step normalizes the mean and variance of the association matrix. First, the 
matrix is normalized such that the mean of all elements in the matrix is zero. Next, each 
element is divided by the standard deviation of all elements of the matrix. Thus, after 
normalization the entry in the ith row and jth column of the association matrix specifies the 
strength of the association between the ith video cluster and jth audio cluster in terms of 
standard deviations above the mean association. Now, the association set builder can 
determine whether an association is significant simply by checking whether the 
appropriate entry in the association matrix is above the threshold θ. 
By default the threshold θ is set to 2. Thus, an association is considered significant if 
it is at least 2 standard deviations above the mean association. However, if Q values are 
very low, a threshold of 2 may be too high. If the threshold is too high the algorithm will 
fail to discover association sets or fail to include all relevant clusters in a given 
association set and thus fail to correctly identify high level concepts. The association set 
builder automatically lowers the threshold if the threshold appears to be too high. The 
threshold is lowered in order to allow every video cluster to have at least one 
significantly associated audio cluster. However, the threshold is never lowered below 1. 
In other words, for each video cluster the maximally associated audio cluster is 
determined. The threshold is set to the smallest maximum association if this association is 
between 1 and 2. If the smallest maximum association is above 2, the threshold is set to 2 
and if the smallest maximum association is below 1, the threshold is set 1. 
Once an appropriate value for the threshold has been determined, the algorithm is 
ready to form the association sets. An association set is created for each video cluster and 
each audio cluster. Thus if there are n video clusters and m audio clusters, initially n × m 
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many association sets are created. The association set builder adds to each association set 
all clusters that are significantly associated with the initial cluster of the association. 
Specifically, the association builder implements the following algorithm: 
- for each video cluster Vi 
o create an association set 
o add all audio clusters to the set that have an association with video cluster 
Vi that is larger than θ 
- for each audio cluster Aj 
o create an association set 
o add all video clusters to the set that have an association with audio cluster 
Aj that is larger than θ 
 
Association sets must have at least two elements. If a video or audio cluster is not 
significantly associated with any other cluster, its association set is removed. As an 
example, audio clusters that represent words which are not names of actions are not 
expected to have any significant associations with any video clusters. Thus, the 
association sets of such audio clusters would be correctly deleted. 
The above algorithm ensures that each video cluster and audio cluster becomes a 
member of some association set as long as it significantly associated with at least one 
other audio or video cluster, respectively. The above algorithm also ensures that all 
association sets are correctly identified. The first half identifies association sets for each 
video cluster. Thus, the first half produces association sets that contain one video cluster 
and one or more audio clusters. However, the first half will fail to place two closely 
associated video clusters, such as two clusters that represent scenes of the same action, in 
one association set. This issue is resolved by the second half of the algorithm. The second 
half produces association sets that contain one audio cluster and one ore more video 
clusters. By applying the algorithm both ways, it is ensured that all associated clusters are 
collected in some association set. 
However, the above algorithm will typically result in duplicate associated sets. In 
order to remove duplicates and combine smaller sets into larger sets, the association set 
builder merges the association sets formed by the above algorithm. 
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The merging of association sets proceeds similar to the merging of clusters in 
agglomerative clustering. The two association sets whose clusters have the highest 
average association between each other are merged with each other. This continues until 
the highest average association between the clusters of the two association sets drops 
below the threshold θ. 
After the merging, association sets will typically consist of multiple video and audio 
clusters. Usually, all clusters will represent scenes or words that are related to the same 
high level concept and there will be only one association set for each high level concept. 
Thus, after the merging is complete the association sets provide a concise representation 
for the high-level concepts in the data. If the algorithm is successful, the final number of 
association sets will be equal to the number of high-level concepts. 
The list of association sets is the final output of the algorithm. By outputting the 
association sets, the algorithm reveals the high-level concepts it has discovered in the 
input data. The algorithm defines each high-level concept through the association set that 
represents that high-level concept. Each association set is defined through its clusters, 
which in turn are defined by the samples they represent. Thus, through the hierarchy of 
clusters and association sets, the high-level concepts are defined in a grounded way. 
Association sets can be used for a number of purposes. They can be used to check 
whether a given visual scene is associated with a given word. In order to do this, the best 
video cluster of the visual scene and the best audio cluster of the word are identified. If 
these two clusters are a member of the same association set, then the visual scene is 
associated with the word. 
Each association set can be considered to represent a class. Given some unlabeled 
data, the data can be classified using the list of association sets. For each sample, the best 
cluster of the sample is identified. The class of the sample is the association set that 
contains the cluster. It is possible that a given cluster is a member of multiple association 
sets. In such a case, multiple classes would have to be assigned to the same piece of data. 
While this may seem unusual at first, it is quite normal. Many words have more than one 
meaning. For example, the English dictionary lists more than 20 different meanings for 
the word “pull”. Since each association set only represents one meaning, the word “pull” 
would have to be a member of multiple different sets if all meanings were to be 
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represented. Thus, when the only input to the algorithm is a single word, it is not unusual 
to assign multiple different classes to this word. However, if a more complex audio-
visual input is supplied to the algorithm that includes both a visual component and the 
word, the algorithm is able to use both the video and audio component in order to identify 
the class of the audio-visual sample. The class of the audio-visual sample is the 
intersection of all association sets that represent the word and all association sets that 
represent the visual input. It may happen that this intersection still contains more than one 
association set resulting in multiple classes for the audio-visual sample, but it will be 
much more precise than in the single modality case. In general, if more context is 
presented to the algorithm, the algorithm can determine the class of the input more 
precisely. 
Finally, association sets can be also used to recall associated snippets of input given 
one kind of input. For example, when given a visual scene, anything that is conceptually 
associated with this visual scene can be recalled. This may include other visual scenes, 
auditory input such as the name of the scene or in principle any other snippet of 
information. Being able to recall associated snippets of information helps in 
understanding the meaning of a piece of information and can be used during reasoning. 
The collection of all associated snippets in an association set defines a high-level concept. 
The associated snippets can fill in gaps of information, which were not provided with the 
original input and thus establish a larger context for interpretation. Furthermore, 
associated snippets can allow comparisons between two words. Given two words, such as 
“push” and “pull”, the machine can identify the difference between these two words by 
considering the associated visual scenes. The two words can be compared to a third word, 
such as “carry”. The algorithm can determine which of the first two words is 
conceptually more similar to the third word by considering the associated visual scenes of 
each word. All this can be done without the need for any abstract definitions of the three 
words since the representation is grounded. 
In order to assess the performance of the algorithm, the quality of the association sets 
is judged by an analyzer. Details about this process are provided in chapter 6. 
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5.7 Comparison Associators 
In addition to the pointwise mutual information associator, several alternative 
associator implementations were tested in order to obtain a performance baseline for the 
problem. A total of three alternative associators were tested: 
- Random associator 
- Neural Network associator 
- SVM associator 
Any of the three associators can be used to replace the pointwise mutual information 
associator. All other aspects of the algorithm remain the same. In particular, the input to 
all the associators is the same and the output of each associator is an association matrix as 
defined in section 5.5. After each associator produces its output, the association set 
builder is run in order to discover association sets. The association set builder uses the 
same algorithm to identify association sets regardless of which associator has been used. 
As its name implies, the random associator does not look at its input, but just outputs 
a random association matrix. All entries of the matrix are set to random values between 0 
and 1. Since the association set builder normalizes the association matrix, the exact scale 
of the values in the association matrix is unimportant. The random associator allows 
establishing a worst case baseline. If an associator produces any useful results, its 
performance should be significantly above the performance of the random associator. 
The Neural Network associator and SVM associator are implemented with a Neural 
Network and an SVM, respectively. These two supervised learning algorithms have to be 
applied in such a way such that they produce an association matrix similar to the 
pointwise mutual information associator. Moreover, it is important that the two 
supervised associators are used in a way that maintains the nature and difficulty of the 
underlying problem. In particular, the two algorithms should be sensitive to all 
parameters discussed in table 5.3. This turns out to be a little bit difficult since the 
supervised learning algorithms were not designed to deal with the type of learning 
problem that is described in this dissertation. 
The problem discussed in this dissertation is at its core an unsupervised learning 
problem that has to be converted into a supervised learning problem in order to be 
compatible with Neural Networks and SVMs. The approach that has been taken in this 
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dissertation maintains the basic nature of the problem and tries to limit the effect of any 
other factors. It also allows a more direct comparison between the various associators. 
The two supervised learning algorithms require some input features and a desired 
output for each input. It turns out that the most meaningful way to train the Neural 
Network and SVM is to treat the audio component of the audio-visual samples as the 
input features and the video component as the desired output. Treating both audio and 
video as input features is problematic, since there is no obvious desired output in this 
case. One might propose setting the desired output to 1 if there is an association between 
the audio and video and setting the desired output to 0 if there is no association, but this 
would completely change the problem. Using a binary label that indicates whether the 
audio-visual input contains an associated audio-video pair or not is not compatible with 
the Q parameter listed in table 5.3, which is the most important parameter in this learning 
problem. The desired output would perfectly predict whether one of the K words is the 
name of the action seen in the video scene or not. However, one of the key challenges of 
the problem is that precisely this information is unknown. One of the K words may or 
may not be the name of the action seen in the scene. The algorithm has to be able to deal 
with this uncertainty, which would be perfectly resolved with the desired output provided 
to the supervised learning algorithm. The problem would denature into the problem of 
learning which one of the K words is the name of the action seen in the scene, knowing 
that one of those K words always is the name of the action. This is a much simpler 
problem and can be easily solved by observing which name always appears together with 
which scene. 
The Q parameter is the probability of hearing the name of an action given that the 
action is seen in the video. A binary label that indicates whether the audio-visual input 
contains an associated audio-video pair, would effectively change the Q parameter to the 
probability of encountering a positive sample. A supervised algorithm should perform 
best if Q is around 0.5. In reality, the algorithm does not know whether a sample is 
positive or negative. There is uncertainty about the label of the sample. Rather than 
supplying the true label of the sample to the supervised learning algorithm, one might let 
the algorithm guess the label. Thus, given an audio-visual sample, the algorithm would 
make a guess whether any of the K words is the name of the action seen in the video or 
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not. The guess would be independent of the data and the outcome of the guess would be 
positive with probability Q. This formulation is somewhat more compatible with the true 
nature of the problem. It reflects the uncertainty about whether there is any association 
between the audio and video. However, it is still not correct. The two supervised 
algorithms are not designed for problems that contain label or class uncertainty. By 
assuming that the label is accurate, the two supervised algorithms try to extract more 
information from the desired output label than it deserves. By indicating whether the 
audio-visual input contains an associated audio-video pair, the supervisor misleads the 
learner that this statement can be made with perfect accuracy, while in fact such a 
statement cannot be made. It is just not known whether there is or is not an association 
and pretending otherwise in essence supplies additional misleading information to the 
supervised learning algorithm that is not present in the original problem. Thus, this is no 
different than adding artificial noise to the problem in order to make it more difficult. 
Furthermore, the above scheme would also be problematic if Q is near 1 or 0, since this 
would mean that the supervised learning algorithm would need to deal with only positive 
or only negative samples, respectively. 
Since using a label that indicates whether there is an association between some audio 
and video of the audio-visual sample appears to be not compatible with the basic problem 
statement, one might suggest as an alternative to use a class label as the desired output. 
Each action would have a class label and the desired output for each audio-visual sample 
would be the class label of the action that is visible in the video and possibly heard in the 
audio. However, this does not contribute to discovering audio-visual associations. The 
video component of the audio-visual input can be used independently to perfectly 
determine which class of action is visible in the video. This was demonstrated in section 
3.13. Table 3.7, lists the performance of the two supervised learning algorithms when 
they were asked to determine the class of the sample given only the video input. 
Similarly, table 4.3 in section 4.6 provides classification results for the audio. 
In summary, using both video and audio as input features to the supervised learning 
algorithm is problematic since it is not possible to define a desired output that remains 
true to the nature of the problem and is compatible with all parameters of the problem. 
Thus, one of the two must become the desired output. Since each audio-visual sample 
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consists of one video scene and K many words, it makes more sense to define the video 
as the desired output and the audio as the input feature. This simplifies the problem, since 
there is a fan-in, i.e. K words map to one video scene. The other direction is in principle 
possible but would be more difficult since there would be a fan-out, i.e. one video scene 
would map to K words. 
The clustering stage in section 5.2 labels each video input and audio input with its 
best cluster. The pointwise mutual information associator identifies associations between 
these clusters. These same cluster labels are supplied to the supervised learning 
algorithms. In principle, lower level input may be supplied to the supervised learning 
algorithms, but that would unnecessarily complicate the problem making the comparison 
between the associators less useful. It is easier to deal with cluster labels than it is to deal 
with the low level input. As tables 3.7 and 4.3 show, the supervised learning algorithms 
display a small but non-zero error rate on the low level input. This would unfairly 
decrease the performance of the supervised learning algorithms and make it harder to 
determine the precise cause of any performance difference with the pointwise mutual 
information associator. Furthermore, the standard SVM algorithm is not designed to deal 
with real valued desired outputs.  
The following is a specification of the input vectors and desired output of the 
supervised algorithms. Both the input vectors and the desired output vectors are binary. 
The input vectors to the supervised learning algorithms have dimension equal to the 
number of audio clusters, i.e. Wc. Each element of the input vector corresponds to an 
audio cluster. Given an audio-visual sample, if an audio cluster is present in the sample, 
the corresponding element in the input vector is set to 1. Otherwise, it is set to 0. The 
desired output vectors have dimension equal to the number of video clusters. Each 
element of the desired output vector corresponds to a video cluster. Given an audio-visual 
sample, the element of the vector that corresponds to the video cluster that represents the 
video scene of the sample is set to 1. All other elements are set to 0. It turns out that the 
binary vectors simplify the task of the supervised learning algorithms. The binary vectors 
are less noisy, which allows the placement of clearer decision boundaries. Continuous 
vectors would produce more noisy results. 
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The problem definition above allows the supervised learning algorithms to predict 
which video cluster will be active given that a set of audio clusters are active. Thus, the 
supervised learning algorithms learn P(see action | hear word). This is the opposite of the 
definition of Q. While Q is equal to P(hear name of action | see action), the supervised 
learning algorithms effectively learn P(see action | hear name of action). In fact, as will 
be shown below this demonstrates that the above formulation of the problem leads to 
useful results which can be easily compared with the performance of the pointwise 
mutual information associator. 
The Neural Network is a three-layer network. The number of neurons in both the 
hidden and output layers is equal to the number of video clusters. All neurons use the 
sigmoid activation function and are initialized with random weights between 0 and 1. The 
learning rate has been set to 0.05. The Neural Network has been trained for 2000 
iterations over the entire input in each case. 
The standard SVM algorithm expects a single binary label as the desired output. 
Since the problem definition above supplies a binary vector, it is necessary to create 
multiple SVM’s. For each video cluster, one SVM is created. Given an audio-visual 
sample, the input to the SVM specifies which audio clusters are active and the desired 
output indicates whether the video cluster represented by the SVM is active or not. The 
SVM’s were trained with a linear kernel. The SVM algorithm used in this dissertation 
was implemented by Joachims (1999). 
Finally, after training the supervised learning algorithm, the association matrix has to 
be constructed. The analysis above shows that the supervised learning algorithms learn 
P(see action | hear name of action). If Vi is the video cluster that represents the video 
scene in which the action is performed and Aj is the audio cluster that represents the 
name of the action, then this probability becomes P(Vi | Aj) = P(Vi, Aj) / P(Aj). The 
relationship between this expression and the pointwise mutual information expression 
shown in equation 5.1 is easy to see. The only missing component is P(Vi), which can be 
assumed to be constant. The association set builder normalizes association matrices and 
determines significant associations by using multiples of standard deviations above mean 
as a base value. Thus, the absolute values of the association matrix are unimportant and 
the precise value of P(Vi) and the effect of the logarithm can be ignored. 
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The entry in the ith row and jth column of the association matrix is determined as 
follows. The jth component of the input vector is set to 1 and all other components are set 
to zero. This indicates to the supervised learning algorithm that only the jth audio cluster 
is active. The supervised learning algorithm returns P(Vk | Aj) for each video cluster Vk. 
In the case of Neural Networks a full output vector is returned. The ith component of this 
output vector is P(Vi | Aj) and thus belongs into the ith row and jth column of the 
association matrix. 
In the case of SVMs, each SVM returns P(Vk | Aj) for the video cluster it represents. 
The output of the ith SVM is used to set the entry in the ith row and jth column of the 
association matrix. 
The above procedure is repeated for all audio clusters, thus producing a full 
association matrix. This association matrix is supplied to the association set builder and 
the algorithm proceeds as with the pointwise mutual information associator. 
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CHAPTER 6 – EXPERIMENTAL RESULTS 
 
6.1 Introduction 
This chapter presents and discusses experimental results. The experimental results are 
primarily concerned with the quality of the association sets that are produced by the 
association set builder as described in section 5.6. The quality of these sets determines 
how well the algorithm works. 
Section 6.2 discusses in detail the performance metrics used to gauge the quality of 
association sets. Section 6.3 reviews all experimental parameters and independent 
variables. Experiments have been conducted on simulated data, real data and external 
data. Section 6.4 summarizes results for simulated data. Section 6.5 discusses in detail the 
experimental results with the real data that has been recorded for this dissertation. Section 
6.6 presents results on the external data set. 
With the help of the mixer a tremendous number of experiments has been conducted. 
Table 6.1 shows the number of parameter configurations that were tested for each type of 
input. 
 
Input Number of Parameter Configurations Tested 
Real data  1,780 
External data  310 
Simulated data  2,140 
Table 6.1: Total number of parameter configurations that have been tested for each type 
of input. 
 
For each parameter configuration, the algorithm was run 300 times. The results of the 
300 runs are averaged to produce the final result. This ensures that the results are not due 
to some random coincidence. Unless otherwise noted, all results shown in sections 6.4 
through 6.6 are averages from the 300 experimental runs. There is an exception for the 
SVM and Neural Network associators. Since both the SVM and Neural Network are 
much slower than the pointwise mutual information associator, it was not possible to run 
the algorithm for 300 times for each parameter configuration with the SVM and Neural 
Network associators due to very long running times. In the case of the SVM associator, 
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the results are averaged over 10 runs for each parameter configuration. For the Neural 
Network associator, only 1 run was conducted for each parameter configuration. 
As shown in table 6.1, the real data has been tested under a total of 1,780 parameter 
configurations. Given that the algorithm was run about 300 times for each parameter 
configuration, this results in a total of 498,660 runs. This number has been adjusted for 
the smaller number of runs with the SVM and Neural Network associators. During those 
498,660 runs, the mixer has produced a total of 2,950,224,840 audio-visual samples. The 
input video is 6 hours 55 minutes and 46 seconds long and consists of 3,074 scenes. This 
results in about 8.115 seconds per scene, which includes the performance of the activities 
as well as the breaks and pauses between activities. Each one of the 2,950,224,840 audio-
visual samples corresponds to one video scene. At an average duration of 8.115 seconds 
per scene, this corresponds to a total of about 6,650,429.12 hours of video. This is the 
equivalent of almost 760 years of non-stop video. These numbers show that without the 
mixer it would have been impossible to carry out all experiments with all the parameter 
configurations. By generating many new audio-visual combinations from the initial set of 
video scenes and audio recordings, the mixer has allowed to test the algorithm under a 
very large set of conditions. 
In order to generate novel combinations of data, the mixer and some other 
components of the algorithm depend on a random number generator. In order to ensure 
that results are reproducible and comparable with each other, the random number 
generator seed has been fixed. Table 6.2 shows the random number generator seeds. 
There are two seeds. The first seed is used by the mixer and, if applicable, the random 
associator. The random number generator is initialized with this seed before a given 
parameter configuration is tested, such that the same sequence of random numbers is 
generated while testing each parameter configuration. The 300 runs for each parameter 
configuration are run back to back and the random number generator seed is not reset 
after each run, such that each of the 300 runs produces a different result. The second seed 
is used by the clustering algorithm to split the input data into training and test sets if 
applicable. This seed is also used to generate simulated data for the simulation runs. 
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Purpose Seed Value 
Mixer and random associator 657381799
Clustering and data simulation 2106915471
Table 6.2: Random number generator seed values used during experimentation. 
 
6.2 Performance Metrics 
Quantifying the performance of the algorithm is not an easy task since the algorithm 
is unsupervised. Unlike with supervised learning algorithms, there is no given true result 
with which the output of the algorithm can be compared. One problem is that the output 
of the association set builder must be interpreted. Each association set represents a high 
level concept, but there is no requirement that a particular association set represent a 
particular concept. Part of the evaluation consists of determining which association set 
represents which concept, which can be tricky if the result is imperfect. 
The quality of the association sets is determined with the help of 9 performance 
metrics each of which reveals a different kind of quality about the result. The following 
list shows all performance metrics: 
- Number of association sets 
- Entropy product 
- Video classification performance 
- Audio classification performance 
- Average maximum association 
- Rate of vacuous associations 
- Rate of concept misses 
- Number of cluster misses 
- Cluster frequency 
 
The final number of association sets outputted by the association set builder is a 
straightforward measure of performance. Since each association set represents a high 
level concept that has been discovered by the algorithm, the number of association sets is 
expected to be equal to the true number of concepts in the data. In this case, the high level 
concepts are actions. Since there are 13 different actions, the number of association sets 
should always be 13. A larger number indicates that some false concepts have been 
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identified. This can happen if some actions have been split into multiple different 
concepts. A smaller number indicates that some concepts were not discovered by the 
algorithm. This is typically an indicator that multiple actions have been combined into 
one concept. 
A more specific measure of performance are the video and audio classification error 
rates. The classification error compares the true label of each video scene or audio 
recording with the consensus label of each association set that contains the cluster that 
represents the video scene or audio recording. Basically, the consensus label is the most 
likely concept that the association represents. In order to compute the video and audio 
classification error rates, the performance analyzer needs access to the true labels of the 
data. In the case of the video input, the true labels specify which action is performed in a 
given video scene. In the case of audio, the true labels specify the word that has been 
spoken in the audio recording. Using the true labels, the analyzer computes the 
probability P(action | Λ), where Λ denotes an association set. The conditional probability 
P(action | Λ) specifies the probability that a member of any of the clusters of the 
association set Λ is a video scene that depicts the action or is the audio recording of the 
name of the action. The computation of this probability requires that P(action | cluster) is 
computed for each video and audio cluster. P(action | cluster) specifies the probability 
that a member of the cluster is a video scene that depicts the action in the case of video 
clusters or is the audio recording of the name of the action in the case of audio clusters.  
The probability P(action | video cluster) is computed in one of two ways depending 
on the audio-visual mixer parameters. In standard mode, the P(action | video cluster) can 
be directly estimated from the data. The clustering stage labels each sample with the best 
video cluster that represents each sample. Together with the true label of the video scene 
which indicates the actual action in the scene, P(action | video cluster) can be estimated. 
However, the mixer may be configured to fix P(action), such that each action appears 
with uniform probability in the mixer output. If P(action) is fixed by the mixer to a 
uniform value, P(action | video cluster) cannot be estimated from the data anymore, since 
such an estimate will be incorrect for the mixer output which is supplied to the associator. 
Discrepancies can arise if the clustering was not perfect and some clusters represent 
scenes that depict different actions. Instead, P(action | video cluster) can be computed 
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from P(video cluster | action) using Bayes’ rule as shown in equation 6.1. Note that, as 
specified in the mixer parameters, P(action) has been set to a fixed uniform value called 
PA. “Actions” is the set of all actions and Vi is the video cluster. 
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In equation 6.1, P(video cluster | action) can be estimated from the data and is not 
affected by any mixer behavior. 
In contrast to P(action | video cluster), the probability P(action | audio cluster) is 
always computed in a way similar to equation 6.1 since the probability of each word is 
always fixed by the mixer. 
Having computed P(action | cluster) for both video and audio clusters, the probability 
P(action | Λ) is computed using equation 6.2. 
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The expression |Λ| indicates the size of the association set. Using P(action | Λ), the 
consensus label of the association set can be computed. The consensus label 
consensus(Λ) is given by equation 6.3. 
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Λ = Λ  (6.3) 
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As explained earlier, the consensus label is the action that is most likely represented 
by the association set. The video classification error rate is determined as follows: 
- For each video scene videot do 
- Let Vi be the best video cluster for videot 
- Let e = 0 
- For each association set Λ that contains Vi 
o If the true label of the video scene videot and the consensus label of 
the association set Λ mismatch 
 Increment e by one 
- errort = e / number of association sets that contain Vi 
- The total video classification error rate is the average of all errort over all video 
scenes 
If there is no association set that contains Vi, then errort is set to zero. The audio 
classification error rate is computed in a similar fashion. Rather than reporting the error 
rate, the algorithm reports the video and audio classification performance. These 
measures are simply computed as follows: 
video classification performance = 1 – video classification error 
audio classification performance = 1 – audio classification error 
 
Conceptually, both classification performances measure how well a data set can be 
classified using the association sets. Thus, they are the closest equivalent of the 
performance measure usually used with supervised learning algorithms. However, the 
classification performance is not a perfect measure. As has been explained above, if the 
cluster of a sample is not present in any association set, it is not possible to check for any 
matches between the true label of the sample and the consensus label of the association 
sets that contain the sample. Thus, the error has to be set to zero for such a sample, since 
there is no other meaningful value. This reduces the error rate if the association set 
builder has failed to identify all concepts, erroneously indicating a higher performance 
when the performance should be actually lower. Furthermore, the classification 
performance does not have any concept of compactness of representation. In principle, 
the algorithm could achieve a high performance by creating many small association sets. 
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Creating a large number of small association sets reduces the chance of classification 
errors, since in each association set there is less competition for the consensus label and 
thus it is more likely that the consensus label is equal to the true labels of the samples 
contained in the association set. Furthermore, the association sets do not represent the 
high level concepts anymore. Rather each high level concept will be distributed over 
many association sets, which is not desirable. These shortcomings are overcome by 
another performance measure called the “entropy product”. 
The entropy product measures the quality of association sets very accurately. It takes 
into account both the classification errors and the compactness of the representation. The 
entropy product will be low if the association sets produce a large number of 
classification errors or are not very compact. The entropy product is maximized when the 
association sets are both maximally compressed and accurately classify the data. 
The entropy product is composed of two entropy measures, the set entropy and the 
label entropy. The set entropy is a measure of classification error, while the label entropy 
is a measure of compactness. The set entropy is simply the normalized entropy of the 
conditional probability P(action | Λ), which was defined by equation 6.2 earlier. The set 
entropy is specified in equation 6.4. 
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The set entropy is zero only if P(action | Λ) is equal to 1 for exactly one action. Thus, 
a zero set entropy indicates that all samples represented by the clusters of the association 
set depict the same action. If an association set contains clusters that represent different 
actions, the set entropy will be larger than zero. The set entropy reaches its maximum 
value of one when P(action | Λ) is uniform for all actions, or in other words the 
association set does not represent any concept in particular. 
The label entropy is essentially the normalized entropy of the conditional probability 
P(Λ | action). It is defined by equation 6.5. In this equation, the symbol Υ indicates the 
set of all association sets. Each association set Λ is a member of Υ. Equation 6.6 shows 
how P(Λ | action) is computed. For the purposes of label entropy, it is assumed that the 
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probability of a given association set is uniform, allowing the computation in equation 
6.6. 
( ) ( ) ( )( )
2
2
| log |
log
P action P action
LabelEntropy action Λ∈ϒ
⎡ ⎤− Λ Λ⎣ ⎦= ϒ
∑
 (6.5) 
( ) ( )( )
|
|
|
P action
P action
P action
Λ∈ϒ
ΛΛ = Λ∑  (6.6) 
 
The label entropy is zero for a given action only if the action is represented by only 
one association set. If multiple association sets contain clusters that are associated with an 
action, the label entropy is larger than 0. The label entropy reaches its maximum value of 
1 when all association sets contain clusters associated with a given action. Thus, the label 
entropy is a measure of compactness. The smaller the number of association sets which 
represent a given action, the smaller is the label entropy. 
The entropy product (EP) is the product of average set entropy and average label 
entropy. It is defined by equation 6.7. The average set entropy is computed over all 
association sets and the average label entropy is computed over all actions. Each average 
is subtracted from 1 before the multiplication, such that a larger entropy product indicates 
better performance. 
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The entropy product reaches its maximum value of 1 if each association set represents 
exactly one action and each action is represented by exactly one association set. The first 
condition ensures that the classification error is low. The second condition ensures 
compactness of representation. Thus, the entropy product is maximized if both the size of 
the representation is minimized and the classification error is zero. The entropy product is 
less than 1, if either of these conditions is not met, while lower entropy products indicate 
worse performance. By combining classification error and compactness, the entropy 
 102
product turns out to be a very useful performance measure. Experiments have shown that 
the entropy product is the most accurate and useful measure of performance for the 
problem discussed in this dissertation. 
The remaining performance measures are less important but provide interesting 
insight into the problem and quality of the association sets. If performance is low, they 
can be used to explain the cause of low readings for the entropy product. 
The average maximum association (AMA) is as its name implies the average 
maximum association of each video cluster. It is computed by identifying the maximally 
associated audio cluster for each video cluster. The average of these maximum 
associations is the AMA. If the AMA comes close to or even falls below the association 
threshold θ discussed in section 5.6, one may expect lower performance since the 
association set builder will not form association sets for clusters that have a maximum 
association below θ. 
Some of the words in the audio are the names of the actions performed in the video, 
while other words may refer to object names or are other generic words. Association sets 
should only contain audio clusters of words which are action names. Audio clusters of 
other words should not appear in association sets. If any such words do appear in an 
association set, such an appearance is counted as a “vacuous association”. The 
association is vacuous since for the purposes of this research the words do not have any 
particular meaning and are equivalent to function words. By including one of these audio 
clusters in an association set, the algorithm would be using a meaningless cluster to 
define the meaning of a high level concept. The rate of vacuous associations is a measure 
of the number of such associations. The probability of a vacuous cluster given an 
association set Λ, P(vacuous cluster | Λ), is defined in a similar fashion as P(action | Λ) 
given in equation 6.2. The only difference is that the probability is computed for vacuous 
clusters rather than a given action. The rate of vacuous associations is equal to the 
average P(vacuous cluster | Λ) over all association sets. 
The rate of concept misses measures the fraction of concepts that are not represented 
by the association sets. Since in this case concepts are actions, this is the fraction of 
actions which are not represented by any association set. A concept miss is recorded if 
none of the clusters associated with an action is a member of any association set. This 
 103
condition is equivalent to a value of zero for P(action | Λ) for any association set Λ. Thus, 
if the sum of all P(a | Λ) over all association sets Λ is zero, a concept miss for the action a 
is recorded. The rate of concept misses is the number of concept misses divided by the 
number of actions. 
The number of cluster misses is the number of clusters that are not a member of any 
association set. This excludes any vacuous clusters. Usually, every cluster that represents 
a video scene or a word that is the name of an action should be a member of an 
association set. If a cluster is not strongly associated with any other cluster, it will fail to 
be a member of any association set causing a cluster miss. 
The cluster frequency measures the average number of association sets in which the 
cluster appears. Vacuous clusters are excluded. In the particular data used for the 
experiments discussed in this chapter, the ideal cluster frequency is 1. Higher cluster 
frequencies would only be acceptable for audio clusters that represent words which have 
multiple meanings or actions which have multiple names. However, since in the data 
each word has only one meaning and each action has only one name, the cluster 
frequency should also be equal to 1. 
The 9 performance metrics described above are used to gauge the quality of the 
association sets and determine the performance of the algorithm. The most useful 
performance information is obtained from the entropy product and the number of 
association sets. However, the other performance metrics provide an interesting insight 
into the problem. 
All of the 9 performance metrics are determined after each one of the 300 runs for 
each parameter configuration. The 9 performance metrics are averaged over the 300 runs 
in order to produce the final performance result for each metric. 
 
6.3 Experimental Parameters 
The experimental parameters were described in sections 5.3 and 5.4. This section 
briefly summarizes all parameters. 
The key parameter in all experiments is Q = P(hear action name | see action). Q is the 
primary independent variable. All experiments measure the result for the performance 
metrics described in section 6.2, for different values of Q. Each set of experiments is run 
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with ten different Q values. In each set, Q start at 0.1 and is incremented step by step by 
0.1 until it reaches 1.0. The ten performance results are used to generate a plot with Q 
increasing along x-axis and the respective performance metric increasing along the y-
axis. In order to determine the effect of changing other parameters, a set of experiments is 
run with each parameter value. During each set, the 10 different Q values are tested with 
each parameter value, producing one performance curve for each parameter value. 
 
Parameter Component Description 
Q Mixer P(hear action name | see action) 
K Mixer Number of words in a sentence 
W Mixer Total number of words in language 
N Mixer Number of samples 
S Mixer Limitation on the number of 
sentences in language 
Object names Mixer Whether object names are presented 
with action names 
Other action names Mixer Whether names of other actions are 
allowed in a sample 
Uniform P(action) Mixer Whether P(action) is uniform 
Fraction of clustering data Clustering Fraction of data used for clustering 
Forced agglomeration Clustering Whether small clusters are forced to 
join larger clusters 
Number of actions Simulator Number of simulated actions 
Number of objects Simulator Number of simulated objects 
Number of video cluster Simulator Number of simulated video clusters 
Number of audio clusters Simulator Number of simulated audio clusters 
Video cluster error rate Simulator Error rate in simulated video 
Audio cluster error rate Simulator Error rate in simulated audio 
Number of feature vectors Simulator Number of feature vectors generated 
by the simulator 
Dimension of feature vectors Simulator Dimension of feature vectors 
generated by the simulator 
Deviation of feature vectors Simulator Amount of overlap of feature vectors 
generated by simulator 
Table 6.3: All experimental parameters. 
 
Table 6.3 lists all experimental parameters. Table 6.3 also specifies which component 
each parameter affects. Most parameters control the operation of the audio-visual mixer. 
However, the operation of the clustering component can also be modified by adjusting 
the fraction of training data used for clustering. If this fraction is less than 1, only the 
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fraction of the data that has not been used for clustering is used for testing. Furthermore, 
the clustering component allows selecting whether small clusters shall be forced to join 
larger clusters at the end of the agglomeration stage even if the cluster distances are 
above the agglomeration threshold. Turning this feature off will result in many small 
clusters, but usually also reduces the clustering error rate. Finally, several parameters 
specify how the simulator should generate simulated samples. These parameters are only 
meaningful in simulation mode. 
Table 6.4 shows default values for each parameter. Unless otherwise specified each 
parameter is set to the default value indicated. In particular, if a parameter is not modified 
during a set of experiments, it will always have the default value below throughout the set 
of experiments. 
 
Parameter Component Default Value 
Q Mixer Primary independent variable. Q has 
values between 0.1 and 1.0 in 0.1 
steps. 
K Mixer 5 
W Mixer 13 with real data, 20 in simulations 
N Mixer 3074 with real data, 1000 in 
simulations 
S Mixer W-choose-K  
Object names Mixer False 
Other action names Mixer True 
Uniform P(action) Mixer False (unimportant in simulations) 
Fraction of clustering data Clustering 1.0 (all data used in clustering) 
Forced agglomeration Clustering True 
Number of actions Simulator 20 
Number of objects Simulator 0 (since object names is false by 
default) 
Number of video cluster Simulator 1 
Number of audio clusters Simulator 1 
Video cluster error rate Simulator 0.0 
Audio cluster error rate Simulator 0.0 
Number of feature vectors Simulator 1000 
Dimension of feature vectors Simulator 5 
Deviation of feature vectors Simulator 0.1 
Table 6.4: Default values of each parameter. 
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6.4 Simulation Results 
A total of 2,140 different parameter configurations were tested with the simulator. 
The primary purpose of the simulator tests is to determine the behavior of the algorithm 
under a variety of controlled situations. The simulator tests can also be used to verify that 
the algorithm behaves as expected. Due to the large number of experiments, this section 
only briefly summarizes the key findings from the simulation runs. No figures are 
provided. Figures will be provided in section 6.5 for similar results with the real data. 
First, the simulation results verify that the algorithm works. The algorithm 
successfully identifies association sets that represent the actions in the data. For large Q 
values, the algorithm displays perfect performance. The algorithm maintains its high 
performance throughout a range of Q values until Q values get close to K / Wc, where Wc 
is the number of audio clusters. When Q values get closer to K / Wc the performance 
starts to fall and remains at a low level when Q is below K / Wc. This is an expected 
result. The relationship between Q, K and Wc was explored in equation 5.3 in section 5.5. 
The results of the simulator verify the inequality shown in this equation. 
The specific value of the random number generator seeds shown in table 6.1 does not 
have any significant effect on the results. Averaging the performance results of 300 
experiments conducted with the same experimental parameters helps to increase the 
reliability of the results. A further increase in the number of experimental runs with 
different seeds does not contribute to improving the reliability of the results in any 
significant way. 
If the number of samples is too small, performance tends to be low. However, once 
the number of samples reaches a reasonable size, any further increases to the number of 
samples results only in minor improvements to the performance. Small sample sizes tend 
to result in low performance since there are not enough samples to accurately identify 
associations. With increasing sample size, the associations between clusters can be 
identified more accurately. Once there are sufficiently many samples to accurately 
estimate all probabilities needed to compute the associations between clusters, any further 
increase in sample size has only a minor affect on the performance. 
Increasing K, the number of words spoken during each sample, decreases 
performance. This effect is also expected by the inequality shown in equation 5.3. A 
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lower K requires higher Q values in order for the algorithm to determine meaningful 
association sets. 
An increase in W, the number of words, improves performance. The additional words 
are not action names. This too is predicted by the inequality in equation 5.3. When W is 
large, the probability that an unrelated word is spoken during a scene is lower. This 
allows identification of the correct association sets even if the name of the action is 
spoken very rarely. 
A change in the total number of actions does not have any significant affect on the 
performance. This is expected since none of the equations in chapter 5 show any direct 
dependence on the number of actions. However, it is necessary to adjust K and W 
proportionally to the number of actions. A larger number of actions requires a larger W, 
since each action has a different name. 
If actions or words are split into multiple clusters by the clustering, then performance 
is decreased when the number of samples remains constant. However, this decrease can 
be reversed by increasing the number of samples. This is not surprising. A larger number 
of clusters requires more samples in order to accurately estimate all statistics. As long as 
the number of samples is adjusted, the algorithm is still able to form accurate association 
sets. In particular all clusters that represent one action or word are placed into the same 
association set, thus uniting the split clusters. 
The algorithm is very robust against clustering errors. Clustering error rates up to 
15% do not have any significant affect on the performance. A clustering error rate of 15% 
means that 15% of all samples are placed into a cluster which mostly contains samples of 
a different type of scene or different word. When clustering error rates exceed 30%, 
performance starts to decrease more significantly, eventually reaching random 
performance. 
In the experiments above, the K words presented with each visual scene were allowed 
to be any word, including other action names. The mixer can be configured to pick the K 
words from only the name of the action seen in the video and some other generic words 
but never from the name of another action. If other action names are disallowed, 
performance is significantly increased. In fact, performance reaches a perfect level 
regardless of Q, K, and W. Performance only drops if Q drops below 0.1. This 
 108
remarkable result shows that the algorithm is effective in separating words that refer to an 
action from other generic words. It appears that the problem is significantly simplified if 
only one action name can be mentioned with each scene. This is because all generic 
words appear together with all scenes. In contrast, if other action names are disallowed, 
the name of an action is going to appear only with samples that contain the scenes that 
depict the action and no other scenes. In other words, while P(hear name of action | see 
action) is still the same, when other action names are disallowed, P(hear name of action | 
do not see action) becomes zero. Thus, the action names become anti-correlated with 
scenes that depict a different action. This anti-correlation significantly simplifies the 
problem. The generic words are comparable to function words such as “the” or “a” in 
English. This result shows that the algorithm can easily distinguish function words from 
content words. Furthermore, the absence of content words in certain contexts makes it 
much easier to learn the meaning of these content words. 
The mixer can also be configured to always include the name of the object visible in 
the scene among the K words. If this option is enabled, the object name is only mentioned 
if the object is visible in the scene. It is never mentioned if it is not visible in the scene. 
Enabling this option slightly decreases performance. In particular, sometimes the 
algorithm interprets the object name as a content word and includes it in one of the 
association sets. This is in particular an issue with actions that can be only executed with 
one object. In such cases, there is a significant positive correlation between the object 
name and the scene depicting the action, resulting in some vacuous associations. 
By default, the K words are randomly chosen. This means, there are W-choose-K 
many possible K word sentences. The number of sentences can be restricted to a smaller 
value. With W = 20 and K = 5, there are 15,504 possible sentences for each action. 
Reducing this number to about 50 does not significantly affect performance. However, 
when the number of sentences drops below 50, performance starts to degrade. Initially, 
performance only drops slightly. If the number of sentences falls below 10, the 
performance is hurt more significantly. The performance decrease is due to increasing 
correlations between the words. This performance decrease is not observed if the names 
of the actions not depicted in the scene are disallowed. 
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Comparison with the alternative associators described in section 5.7 shows that the 
pointwise mutual information associator is by far the best associator. It significantly 
outperforms the random associator in all cases. Both the SVM and Neural Network 
associators do very well when Q = 1, reaching the same performance as the pointwise 
mutual information associator. However, when Q drops below 1, the performance of both 
associators rapidly deteriorates. The SVM associator is more sensitive to a drop in Q. It 
reaches random performance as soon as Q drops below 1. The Neural Network associator 
performance does not drop as rapidly with decreasing Q, but it does drop significantly 
faster than the pointwise mutual information associator performance. 
Increasing the deviation of the feature vectors significantly reduces performance. 
Increasing deviation causes feature vectors from different video scenes and words to 
overlap, thus resulting in a larger number of clustering errors. This result shows that the 
algorithm is dependent on the quality of the clustering result. If the clustering result has a 
high error rate, it will negatively affect the performance of the rest of the algorithm. 
An increase in the dimension of the feature vectors results in better performance. The 
reason for this result is similar to the reason mentioned above for the deviation results. As 
the dimension of the feature vectors increases, the data becomes more separable such that 
there is less overlap between different video scenes and words. This allows the clustering 
algorithm to identify better cluster boundaries and make fewer errors. This in turn 
improves the performance of the remainder of the algorithm. 
In order to test the generalization ability, the algorithm allows computing the clusters 
with a fraction of the input samples, discarding these samples and classifying the 
remaining test data with the clusters and then running the remainder of the algorithm only 
with the remaining test data. This is the equivalent of test data performance with a 
supervised learning algorithm. Experimental results show that the performance of the 
algorithm on the test data is identical to the performance on the training data. The 
algorithm is not affected by the size of the training and test data. In fact, the performance 
of the algorithm remains unaffected until the fraction of the data used for training drops 
below 10%, at which point there are not enough samples for the clustering algorithm to 
identify the correct clusters. This shows that the algorithm is very robust and generalizes 
extremely well. As long as there is sufficient data to identify the correct clusters, the 
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algorithm will perform at the same performance rate with test data as on training data. 
This remarkable result may at first seem unusual, but can be easily explained. The use of 
thresholding by the association set builder acts as a winner-take-all mechanism. The 
absolute strength of associations is unimportant, as long as the winners can be correctly 
identified. The margin between the winner and the second choice is unimportant. As long 
as the winner is the correct choice, the performance of the algorithm will not be affected 
since the final association sets are the same. This is observed when the fraction of the 
data used for training is reduced. The winners remain the correct choice, even though the 
margins between the winner and second choice may be slightly reduced as the fraction of 
data used for training is reduced. 
Overall, the simulation results show that the algorithm performs very well. The 
algorithm is quite robust and outperforms the comparison associators. The results match 
theoretic expectations. 
 
6.5 Real Data Results 
This section presents performance results for real data. The real data experiments 
were conducted with the 7 hours of video and 600 audio recordings that were produced 
for this dissertation. Details about the video and audio inputs are described in chapters 3 
and 4, respectively. The video consist of 3,074 scenes. Thus, unless specified otherwise 
all experiments were conducted with these 3,074 samples. As described in chapter 3, the 
clustering algorithm produces 16 video clusters, which is three more than the number of 
actions in the video scenes. Thus, some actions have been split into multiple clusters. The 
mixer was used to mix these samples and the 600 audio recordings according to the 
experimental parameters as described in chapter 5. Since there are 13 actions in the video, 
by default W is equal to 13, unless otherwise specified. Since 30 distinct words were 
recorded, W can be as large as 30. When W is below 30, audio samples which are not 
needed are excluded from the mixing process. 
This section is divided up into 7 subsections. Each subsection presents a set of results. 
The final subsection concludes with a summary. 
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6.5.1 Main Results 
Figure 6.1 compares the entropy product performance of the four associators on the 
real data. All experimental parameters have the default values shown in table 6.4. In this 
and all following figures, “PMI” is the pointwise mutual information associator. The 
figure plots entropy product against various values of Q. As can be seen, the pointwise 
mutual information associator is the best associator. Its performance remains almost 
perfect until Q reaches about 0.6. The Neural Network and SVM associators perform 
worse. The SVM associator never reaches maximum performance and its performance 
drops rapidly as Q decreases. The Neural Network associator does well when Q = 1. 
However, its performance drops faster than the pointwise mutual information associator 
when Q is decreased. The random associator establishes a baseline. The performance of 
the random associator is not zero, since a zero entropy product would indicate that the 
conditional probabilities P(action | Λ) and P(Λ | action) are uniform for all association 
sets Λ and actions. This would not be very random. If the probabilities are random, the 
entropy product is necessarily going to be slightly above zero. 
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Figure 6.1: Entropy product comparison between the four associators. 
 
As a comparison, figure 6.2 shows the number of association sets identified by the 
associators. The correct number is 13, since there are 13 actions. As can be seen, all 
 112
associators, except the random associator, identify the correct number of association sets 
when Q = 1. However, as Q drops below 1, only the pointwise mutual information 
associator can maintain its performance. In fact, the pointwise mutual information 
associator continues to identify the correct number of association sets until Q drops 
below 0.3. This is about equal to K / Wc, since K is equal to 5 and Wc is equal to 13 in 
this case. When Q drops below 0.3, the pointwise mutual associator correctly decreases 
the number of association sets that it outputs to zero. This is a very desirable behavior, 
since it is better for the algorithm to say that there are no significant associations in the 
data, than to produce some set of faulty association sets and pretend it has discovered 
something. The SVM associator seems to produce about 9 association sets for a range of 
Q values. However, as can be seen from the entropy product in figure 6.1, these 
association sets have low quality and basically just combine random clusters with each 
other. 
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Figure 6.2: Number of association sets comparison between the four associators. The 
correct value is equal to 13 since there are 13 actions. 
 
Figures 6.3 and 6.4 compare the video and audio classification performances. This 
performance is 1 minus the error rate. Thus, a value of 1 indicates that the error rate is 
zero. As can be seen the pointwise mutual information associator achieves the best results 
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in both cases. Its performance remains perfect until Q drops below 0.6. This is consistent 
with the entropy product shown in figure 6.1. For Q values below 0.3, the classification 
performance seems to increase again. However, this is an unfortunate side effect of how 
the classification performance is computed. The performance increases, because as figure 
6.2 shows, the number of association sets drops. Since the classification performance 
measures the number of agreements between the consensus label of the association sets 
and the samples they represent, the classification performance cannot be determined for 
association sets that do not exist. However, the picture does indicate that the few 
association sets that the pointwise mutual information associator produces for Q values 
below 0.3 have a relatively good quality since their consensus label matches with the true 
label of the samples they represent. Thus, these association sets do not include faulty 
clusters. Again, rather than producing bad results, the pointwise mutual information 
associator reports that it could not identify any significant associations between certain 
clusters, and ignores these clusters. The performance of the Neural Network and SVM 
associators is consistent with the result shown in the previous figures 
Figures for the other performance measures are not shown, but all performance 
measures tell the same story. 
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Figure 6.3: Video classification performance comparison between the four associators. 
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Audio Classification Performance
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Figure 6.4: Audio classification performance comparison between the four associators. 
 
6.5.2 Results for Different Values of K 
Figure 6.5 shows the entropy product performance results for the pointwise mutual 
information associator for different values of K. As can be seen from the figure, as K 
increases, performance decreases. The entropy product starts to drop at a larger Q value. 
This result has been also observed with the simulator and has been predicted by equation 
5.3. The number of words was set to 13 during this experiment. 
Figure 6.6 compares the performance of the four associators when K = 10. In this 
case, the number of words is 30. Comparing the curve for K = 10 in figure 6.5 to the 
pointwise mutual information associator curve in figure 6.6 clearly shows that as W 
increases, the performance of the pointwise mutual information associator also increases. 
The performance of the other associators is in line with the results discussed in section 
6.5.1. 
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Results for Different Values of K
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Figure 6.5: Comparison of entropy product performance of the pointwise mutual 
information associator for various values of K. 
 
K = 10, W = 30
0
0.2
0.4
0.6
0.8
1
1.2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Q
En
tr
op
y 
Pr
od
uc
t
PMI
Random
SVM
Neural
 
Figure 6.6: Comparison of entropy product performance between the four associators for 
K = 10. 
 
6.5.3 Results for Different Values of W  
Figure 6.7 shows the effect of different number of words (W) on performance. As can 
be seen, with increasing W the performance increases. This result is consistent with 
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previous results and analysis. Figure 6.8 compares the performance of the four 
associators for W = 30. Again the pointwise mutual information associator performs best. 
The Neural Network performance results also improve with increasing W. However, the 
SVM does not appear to be doing well. A closer inspection shows that the association 
matrix produced by the SVM under these conditions contains values that are below the 
association threshold. Thus, no or few association sets are produced for the SVM 
associator. This results in a virtually random performance. 
In general, increasing W also slightly increases the rate of vacuous associations 
especially for small Q. This causes generic words to be associated with content words. 
However, the benefits of large W outweigh this disadvantage, such that the net effect is a 
performance increase. 
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Figure 6.7: Comparison of entropy product performance of the pointwise mutual 
information associator for various values of W. 
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W = 30
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Figure 6.8: Comparison of entropy product performance between the four associators for 
W = 30. 
 
6.5.4 Results for Different Values of S  
Figure 6.9 shows the performance of the pointwise mutual information associator for 
various values of S. The S value specifies the number of sentences in the language. In 
particular, the S value specifies how many sentences contain the name of each action. For 
each sentence that contains the name of an action, there is also one sentence that does not. 
Thus, if the total number of actions is equal to A, then there are a total of 2 × S × A many 
sentences in the language. If S is set to “max”, then the total number of sentences is W-
choose-K. 
As can be seen from figure 6.9, as S decreases the performance of the pointwise 
mutual information associator decreases. This is an expected result and is consistent with 
previous results and analysis. The performance only decreases slightly for S values of 10 
or larger. When S drops below 10, the performance decrease is significant. 
Figure 6.10 compares the performance of all four associators when S is 5. It turns out 
that under these conditions, the Neural Network associator has an entropy product 
performance that is about as good as the pointwise mutual information associator. 
However, this result is misleading. A closer look reveals that the Neural Network 
associator does not identify all association sets. While the number of association sets 
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produced by the Neural Network associator is less than 10, the pointwise mutual 
information associator produces almost always close to 13 association sets, which is the 
correct number. This is shown in figure 6.11. 
 
Results for Different Values of S
0
0.2
0.4
0.6
0.8
1
1.2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Q
En
tr
op
y 
Pr
od
uc
t 3
5
10
20
50
Max
 
Figure 6.9: Comparison of entropy product performance of the pointwise mutual 
information associator for various values of S. 
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Figure 6.10: Comparison of entropy product performance between the four associators 
for S = 5. 
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Figure 6.11: Comparison of number of association sets between the four associators for  
S = 5. 
 
6.5.5 Results for Other Mixer Settings 
Figure 6.12 compares the performance of the four associators when only the name of 
the action visible in the scene and other generic words are allowed among the K words in 
each sample. Other action names are not allowed. As can be seen, this setting 
dramatically improves the performance of all associators. This effect was already 
observed with the simulator and is discussed in section 6.4 in more detail. The pointwise 
mutual information associator displays perfect performance for all values of Q. The SVM 
associator is not far behind. The Neural Network associator does drop in performance 
when Q gets too small. The number of words during this experiment was 30. 
Figure 6.13 shows performance results for another mixer setting. Here, other action 
names are allowed among the K words. In addition, one of the K words is always the 
name of the object visible in the video. As can be seen, this setting results in a slight 
performance decrease for the pointwise mutual information associator. This performance 
decrease is due to a few vacuous associations in which the names of the objects “ball” 
and “bag” are treated as concept words and included in association sets. The Neural 
Network associator does relatively well with these settings and displays similar 
performance as the pointwise mutual information associator for high Q values. However, 
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its performance significantly drops when Q is low. The SVM associator does not do well 
on this problem. This situation is similar to the experiments discussed in section 6.5.3. 
The SVM associator fails to produce an association matrix that has sufficiently many 
entries above threshold. As with the experiment shown in figure 6.12, the experiment 
shown in figure 6.13 was also conducted with 30 words. 
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Figure 6.12: Comparison of number of association sets between the four associators when 
other action names are not allowed in sentences. 
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Figure 6.13: Comparison of number of association sets between the four associators when 
one of the K words is the name of the object visible in the scene. 
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6.5.6 Results for Other Clustering Settings 
This section discusses performance results when some clustering options are changed. 
Figure 6.14 shows the performance of the pointwise mutual information associator on test 
data. In order to obtain this result, the entire data set is divided up into test and training 
data. The fraction of training data is indicated in the legend of figure 6.14. It ranges from 
1.0 to 0.1. The clustering algorithm is only supplied the training data. Except for the case 
when the fraction is 1.0, the training data is discarded after clustering. The remaining test 
data is classified by identifying the best matching cluster for each sample. This process is 
discussed in more detail in section 5.2. Next, the test data is supplied to the associator via 
the mixer and the algorithm proceeds as before. The mixer is instructed to expand the test 
data in order to keep the total number of samples constant in all cases. Expansion is 
achieved by looping over the video scenes until the desired number of audio-visual 
samples have been produced. As discussed in section 5.3, expansion only loops over the 
video scenes. During each loop the mixer matches each scene with a different set of 
words. The audio-visual samples output by the mixer are all novel combinations. 
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Figure 6.14: Performance of the pointwise mutual information associator when it is run 
with test data after the clusters have been trained with a fraction of the samples. The 
fraction of samples used for training is indicated in the legend. The training data is not 
used for testing. 
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Figure 6.14 shows that using test data does not significantly affect the performance of 
the pointwise mutual information associator. This shows that the generalization 
capabilities of the algorithm are very good. Performance only slightly decreases when 
every fifth sample is used to compute the clusters. There is a more significant decrease 
when only a tenth of the data is used to compute the clusters. This is primarily due to the 
fact that the clustering algorithm starts to fail when the number of samples becomes too 
low. The resulting clusters are not very representative of the data. This is especially a 
problem in the case of audio, since there are fewer audio samples available. The lower 
quality of the clusters reduces the overall performance of the algorithm. 
Another interesting test is to turn off the second stage of the agglomerative clustering. 
As section 5.2 describes, the second stage of the agglomeration forces small clusters to 
join larger clusters until all clusters have a minimum size. Turning this stage off results in 
many small clusters. In the case of video, a total of 41 clusters are identified, many of 
which represent only one or two scenes. 
This setting can be used to test the performance of the algorithm when actions are 
split into many clusters. As expected, the performance of the algorithm with this setting is 
barely above random. The problem is that there are not enough samples in the data. With 
41 video clusters and 30 audio clusters, a lot of samples are needed to estimate accurate 
statistics. Furthermore, since many clusters only represent 1 or 2 samples, they are not 
very repetitive. It is not possible to compute an accurate probability for only a few 
samples. This results in low performance. 
The solution is to boost the number of samples. The mixer is capable of producing a 
lot more audio-visual combinations than there are video and audio samples in the data. 
Given the 3,074 video scenes that produce 41 video clusters and 600 audio samples that 
produce 30 audio clusters, the mixer can produce up to 5,842,746 distinct audio-visual 
samples when K = 5. 
When the number of audio-visual samples is increased to 200,000, the algorithm 
reaches full performance again even when the second stage of the agglomerative 
clustering is turned off. The final result shows that all related clusters are collected in one 
association set, thus uniting any split actions. This shows that the algorithm can even deal 
with the challenge of a large number of small clusters each of which represent only a 
 123
fraction of a concept. The pointwise mutual information associator still identifies the 
correct associations when given sufficiently many samples and the association set builder 
still combines all related clusters into one association set. 
 
6.5.7 Summary 
In summary, the results show that the pointwise mutual information associator works 
very well. The results indicate that the algorithm is quite robust. The algorithm identifies 
high quality association sets even under challenging conditions. It can safely be 
concluded that the algorithm works under a large set of situations. Experiments with test 
data show that the generalization capabilities of the algorithm are very good. The 
theoretical predictions and the results from the simulator have been confirmed by the real 
data results. 
Compared to the Neural Network associator and SVM associator, the pointwise 
mutual information associator does significantly better. Under many conditions, the 
pointwise mutual information associator maintains virtually perfect performance until Q 
reaches a low value. The Neural Network associator does somewhat better than the SVM 
associator. This is most likely due to the fact that the SVM uses a linear kernel, while the 
Neural Network uses a hidden layer and employs sigmoid neurons. However, the fact that 
both the SVM and Neural Network associators show low performance indicates that the 
problem is not relatively difficult. The problem becomes especially difficult when Q is 
below 1. While both the SVM and Neural Network associators do not produce 
satisfactory results when Q is below 1, the pointwise mutual information associator can 
deal with the problem effortlessly even with lower Q values. 
Another significant advantage of the pointwise mutual information associator is its 
running time. The pointwise mutual information associator is about two magnitudes of 
order faster than the SVM. The SVM in turn is about another two magnitudes of order 
faster than the Neural Network. Thus, the pointwise mutual information associator can be 
easily scaled up to very large data sets, which would be less possible with the other 
associators due to running time issues. Finally, in principle the pointwise mutual 
information can be applied in an online fashion. Associations can be computed as new 
data becomes available. In contrast, both the SVM and Neural Network require batch 
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processing. These advantages make the pointwise mutual information a very attractive 
algorithm for the type of problem discussed in this dissertation. 
 
6.6 External Data Results 
This section presents performance results for the external data. The external data was 
supplied by Du Tran of Prof Forsyth’s research group at the University of Illinois. The 
details of the data set and its processing has been discussed in more detail in section 3.14. 
Since this dataset has only 493 samples, all experiments in this section have been run 
with 493 samples unless otherwise specified. The audio input is similar to the audio input 
that has been used for the experiments in section 6.5. 
Figure 6.15 compares the entropy product performance of the four associators. As can 
be seen from the figure, the pointwise mutual information associator performs best, 
followed by the Neural Network associator and SVM associator. The pointwise mutual 
information associator has a significantly higher performance than the other associators 
when Q is less than 1. 
The general result is not much different than the results seen in section 6.5. However, 
when compared with figure 6.1, the performance of all associators is somewhat lower. 
Most notably, the entropy product performance for Q = 1 is lower than 1. A closer 
inspection shows that this problem primarily arises because the number of samples of 493 
is too small. Increasing the number of samples significantly improves performance 
results. 
Figure 6.16 compares the number of association sets. Since there are 13 actions in the 
external data, the expected number of association sets is also 13. The pointwise mutual 
information associator comes closest to this number. Figures 6.17 and 6.18 show video 
and audio classification performance, respectively. While there seems to be less 
difference between the associators regarding the video classification performance, the 
pointwise mutual information associator outperforms the other associators when audio 
classification performance is considered. Overall, the results are in line with the results 
seen in section 6.5 and the simulator. 
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Figure 6.15: Comparison of entropy product performance between the four associators. 
 
Number of Association Sets
0
5
10
15
20
25
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Q
PMI
Random
SVM
Neural
Correct
 
Figure 6.16: Comparison of number of association sets between the four associators. The 
dashed line shows the expected number of association sets, which is 13 since there are 13 
actions. 
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Video Classification Performance
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Figure 6.17: Comparison of video classification performance between the four 
associators. 
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Figure 6.18: Comparison of audio classification performance between the four 
associators. 
 
Figure 6.19 compares the internal dataset which has been tested in section 6.5 with 
the external dataset. This figure also presents performance results for an expanded 
version of the external dataset. As noted earlier, the small number of samples of the 
external dataset causes performance to be low. In the expanded version of the external 
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dataset the mixer has produced the same number of audio-visual samples as in the 
internal dataset, namely 3,074. Figure 6.19 compares only the performance of the 
pointwise mutual information associator for the two datasets. 
As can be seen from figure 6.19, increasing the number of samples significantly 
improves performance. However, even the expanded version of the external dataset 
displays somewhat lower performance than the internal dataset. This is due to the fact 
that the clustering output of the external dataset is not as good as the clustering output of 
the internal dataset discussed in section 6.5. As has been noted earlier, the algorithm is 
somewhat sensitive to the quality of the clustering, which can be observed in this figure. 
The clustering algorithm produces 18 clusters for the external data, while there are only 
13 actions. Furthermore, about 6% of the samples are placed in clusters that 
predominantly contain samples of another action. As a comparison, this number is 0% for 
the internal dataset. Thus, the quality of the clustering output for the external dataset is 
significantly lower, which leads to lower overall performance of the algorithm. 
Nevertheless, despite the higher error rate in the external data, the pointwise mutual 
information associator does very well. 
The external data has also been tested with some of the other parameter 
configurations with which the internal data has been tested. The overall results are 
identical to the results in section 6.5 and the simulator results. An increase in K causes 
performance to decrease. An increase in W causes performance to increase. As with the 
simulation and internal data, if action names other than the name of the action seen in the 
scene are not allowed among the K words, performance is almost perfect regardless of Q, 
W and K. Finally, decreasing the number of sentences S results in a decrease in 
performance. Overall, the results are very consistent with the results on the internal 
dataset and simulation. 
In summary, the results show that the algorithm performs well on the external data. 
The pointwise mutual information associator still outperforms the Neural Network and 
SVM associators. When the external data is expanded to sufficiently many samples, the 
pointwise mutual information associator maintains a high level of performance until Q 
drops below 0.6. The external dataset also shows that the algorithm performs relatively 
well even when the clustering contains some errors. Overall, the experiments with the 
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external data show that the algorithm can achieve good results on other data sets and thus 
can be expected to generalize to other problems. 
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Figure 6.19: Comparison between the internal dataset tested in section 6.5 and the 
external dataset. The expanded version of the external dataset has the same number of 
samples as the internal dataset. All performance results have been obtained with the 
pointwise mutual information associator. 
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CHAPTER 7 – CONCLUSION 
 
7.1 Summary 
This research has presented a method for learning the lexical semantics of verbs. 
Semantics is represented in a grounded way by association sets. Each association set 
represents one verb. Association sets are a collection of sensory snippets associated with 
a high level concept. Specifically, this research has focused on verbs which describe 
actions. The association sets associate snippets of video that depict a given action with 
utterances of the corresponding verb. 
Lexical semantics is learned by discovering association sets. The association sets are 
discovered by computing the pointwise mutual information between video and audio 
clusters. The video and audio clusters consist of video scenes and audio recordings, 
respectively. 
More specifically, this research has presented a method for learning lexical semantics 
in an unsupervised way, even when the association between the name of an action and the 
action itself is weak. This is expressed with the Q parameter, which is equal to the 
probability of hearing the name of an action during a video scene that depicts the 
execution of the action. If Q is low, the name of the action is only occasionally mentioned 
together with the action. This is a more realistic but also a more challenging situation. 
This dissertation has introduced a number of new algorithms. Most importantly, 
section 5.5 has introduced the pointwise mutual information associator and section 5.6 
has introduced the association set builder algorithm. With the help of the pointwise 
mutual information associator, the association set builder is capable of autonomously 
discovering association sets given the audio-visual input. A number of new algorithms 
were also discussed as part of the video and audio modules. The video module contains a 
new method of segmenting object movement trajectories discussed in section 3.10. The 
audio module includes a novel algorithm that computes the union of several power 
spectra. As discussed in section 4.4, each of the power spectra has a different frequency 
resolution. The union of the power spectra significantly improves clustering results. Both 
the video and audio modules have discussed new techniques for computing the distance 
between video scenes and power spectra, respectively. 
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This dissertation has also produced a lot of new data. The experiments were 
conducted on about 7 hours of new video. The dissertation has also established an 
experimental methodology in order to conduct systematic experiments for the type of 
problem discussed in this dissertation. Furthermore, this dissertation presents a number of 
relevant experimental parameters and various analysis techniques. In particular, this 
dissertation has introduced the notion of entropy product, which turns out to be a very 
useful metric to analyze and compare the experimental data. 
As the experiments show, the general method presented in this dissertation has been 
able to solve the problem very robustly under a large number of cases. The algorithm is 
capable of discovering the correct association sets and thus acquiring lexical semantics. 
In particular, the method works very well even when Q is below 1. The performance of 
the pointwise mutual information associator does not significantly suffer when Q drops 
below 1 until Q reaches a critical value, at which point it is not possible for the algorithm 
to reliably discover association sets anymore. 
This research has shown that the problem primarily depends on the parameters Q, W, 
and K. As Q and W, the total number of words, increase, the problem is simplified. As K, 
the number of words uttered during each scene, increases, the problem becomes more 
difficult. Other parameters, such as the number of possible sentences also affect the 
problem. Smaller languages are harder to learn, since they contain more correlations 
between the words. If the action names are only allowed to be mentioned together with 
the scene that depicts the action, the problem is significantly simplified. 
The experiments show that the pointwise mutual information associator significantly 
outperforms the comparison associators. The pointwise mutual information associator 
displays much better behavior than the Neural Network or SVM associators. In particular, 
both Neural Network and SVM run into problems when Q drops below 1, while the 
pointwise mutual information associator is more robust with lower Q values. Considering 
that the running time of the pointwise mutual information associator is significantly less 
than the running time of the SVM or Neural Network, the pointwise mutual information 
associator presented in this dissertation is definitely a superior algorithm for this problem. 
Experiments with the external dataset have shown that the method also performs 
relatively well on other data. Excluding the video and audio modules, the core part of the 
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algorithm is not in particular dependent on the specifics of the input. In principle, it 
should be easily possible to apply the algorithm to other problems that have a similar 
structure. 
In summary, this dissertation has presented a robust and scalable method for 
acquiring grounded lexical semantics by discovering audio-visual associations in narrated 
videos. 
 
7.2 Future Directions 
It would be interesting to apply the algorithm discussed in this dissertation to other 
problems that have similar structure and determine how well the algorithm performs. 
Many real world problems have a similar structure to the problem discussed in this 
dissertation. As an example, one may apply the algorithm to learn the association 
between image blobs and text that surrounds an image. It is not unlikely that the text may 
refer to the image blobs. However, it is not known whether the text actually does refer to 
some image blob or not. In such a situation, this algorithm should work very well. As the 
experiments indicate, this algorithm performs better if the total number of words is large. 
Thus, when applied on a full language, such as English, one might expect relatively good 
performance. 
Another interesting direction that can be pursued is to include modalities other than 
the video scenes and audio narration. This is especially interesting in cognitive robotics. 
Since the robot can interact with the environment, it can determine additional features 
such as the weight of and object. By identifying multi-model associations, the algorithm 
could improve the lexical semantics that it acquires. Each association set would provide a 
more complete story about the object it represents. 
Furthermore, by allowing the robot to interact with objects in the environment, the 
robot could not only link the visual scene depicting the action with the name of the 
action, it could also associate more complex sensory snippets with the name of an action. 
For example, the robot may discover the benefit of an action, such as pushing an obstacle 
away. By adding such complex snippets, the robot gains a more complete understanding 
of the meaning of the action. Thus, in order to allow the robot to discover higher levels of 
semantics it would be necessary to allow the robot to interact with its environment and 
 132
experience the consequences of actions to meaningful events. All of those meaningful 
events can then be collected in one association set providing a more complete picture of 
the meaning of an action. By continuing this direction, it may be possible to eventually 
construct a robot that can acquire the meaning of objects and actions in its environment in 
a way that is similar to the way a human child learns the meaning of its environment. 
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