Intelligent agent construction using the attentive characteristic patterns of chaotic neural networks things which are required from robots are experience, learning, memory, etc., and their use needs to be considered.
Introduction
Recently, the use of robots has been considered in various fi elds. Robots which behave in similar ways to humans, namely intelligent robots, have been required and have attracted the attention of many researchers. Some of the
Associative chaotic neural networks
A chaotic neural network (CNN) is constructed with chaotic neuron models that have refractory and continuous output values. It is useful in an associative memory network named ACNN. 3, 4 The dynamics of ACNN are as follows: 
where s i (t) is the output value of the i-th neuron at time t, n is the number of inputs, ω ij is the synapse from the i-th neuron to the j-th neuron, y i (t) is the internal state of the i-th neuron at time t, z i (t) is the internal state of the i-th neuron in the reciprocal action, a i is the threshold of the i-th neuron, k r , k f are the damping coeffi cients, and α is a constant.
An input-output function f(·) to be used with a CNN is described as
where ε is a positive constant. The threshold for binary representation is set at 0.5 for all neurons. For example, in the case of the ACNN, patterns stored in the ACNN are set as
where x i p is the i-th element of the p-th stored pattern (0 or 1), and P is the number of stored patterns. Figure 1 shows an example of the behaviors of a chaotic neural network consisting of n = 100 neurons (10 times 10) with 4 memory patterns and a network as shown in Fig. 2 . We fi nd that the patterns stored in the CNN appear chaotically through patterns in the output. Table 1 shows the parameters used in this CNN.
Mutual associative chaotic neural network
In this section, we consider the CNN as an agent's memory system, i.e., we explain the way to use an auto-associative CNN as a mutual-associative CNN (MACNN). The structure of both CNNs is same except for the meaning of the synaptic weights. In the MACNN, they consist of environmental inputs (I) and their corresponding actions (O), and other neurons with random values to weaken the correlations among the stored patterns (M) (Fig. 3) . After learning the optimal actions and input-output patterns stored in the MACNN, when the agent moves into the environment it gets information from the environment and sends the input information (I) to the MACNN as the initial state. Then the action corresponding to the input information (O) is retrieved, and the agent executes the action. However, as the number of stored patterns increase, it becomes diffi cult The synaptic weights are set as follows:
where λ p (t) is the attentive parameter of the p-th stored pattern
The λ p (t) is restricted as follows: 
Thus, attentive parameters are similar to the output patterns of the p-th stored patterns.
Operation of the MACNN
The attentive parameter is used as follows.
Step 1. The values of each attentive parameter of stored patterns are calculated as in Eq. 9.
Step 2. The number of stored patterns, which has the maximum value of the attentive parameter, is decided by Step 3.
or nothing is done.
Step 4. Go to the next MACNN operation.
Stored patterns with a parity bit
An agent is often faced with an aliasing problem, i.e., there is often an agent which mistakes certain different environments as the same environment because of its lack of a sensor ability. Here, we solve this problem by making use of past information, i.e., adding parity bits to the stored patterns of state-action pairs. This is a method which requires less memory than storing all the information which has been used previously.
Reinforcement learning
In this method, an agent uses the Q-learning method to learn the optimal action, as follows:
where s is the state, a is the action, s′ is the next state, a' is the next action, r is the reward, and α, γ are positive constants. The agent's action is selected using the next probability
where B(a | s) is the probability of action a under the state s, and T is a positive constant called the temperature parameter.
Algorithm
Our proposed method is organized as follows. 1. Learn the optimal action using Q-learning with the parity bits described in Sects. 5 and 6.
2. Construct the synaptic weights with the attentive parameters (Eqs. 6 and 7) in Sects. 3 and 4 and using the results of learning.
3. The agent moves step by step through the maze making use of MACNN with Eqs. 1-4 in Sect. 2.
Computer simulation
In this section, our proposed method, MACNN with attentive parameters and parity bits, is simulated to confi rm its effectiveness through the optimal path searching of the Figure 6 shows the sensor range of the agent. Table 2 shows the action taken by the agent and its code. The agent always moves while keeping the attitude that the front of its head is always above the article, and takes one action only, as shown in Table 2 .
The fi rst fi ve mazes in Fig. 5 are solved using Q-learning, and their optimal paths are drawn in each maze by lines with arrows. The coordinates, environment, and the action corresponding to each maze are also shown in Fig. 5 . Next, the paired environment and action in the fi ve mazes is stored in one CNN using the form of Eq. 7. In Fig. 5 , there are 44 patterns to be stored in the MCNN, and six of them are cases of aliases, i.e., some environments are the same, but each optimal action is different. This occurs in the following cases: (5,C) 1 
Simulation results with attentive characteristics only and without parity bits
In this case, in mazes 1 and 2, an agent could get to the goal within 10 and 12 steps, respectively, by making use of the attentive parameters, although there are aliases in 5,C and 2,C, respectively. In mazes 3 and 5, an agent could get to the goal when it selected an action that it had learned chaotically, but it could not get to the goal within a predefi ned number of trials when it selected the other action. In maze 4, the agent could not get to the goal because of aliases at (3,B) 3 and (6,B) 4 and (4,D) 4 and (5,F) 4 .
Simulation results with attentive characteristics and parity bits
In this case, an agent could get to the goal in all mazes because that agent could distinguish the appropriate action from the parity bits and attentive parameters of the last four steps by recollecting the exact patterns.
Conclusions
We have proposed a new and simple method of using several kinds of attentive parameters and attentive characteristic patterns to recollect patterns quickly and correctly, and we have also proposed a method that uses the parity bits which require less memory to solve the aliasing problem. It was verifi ed that our proposed methods are useful by a computer simulation of the search for the optimal path in a maze problem. 
