In this paper, artificial neural network had been implemented to model the biodelignification process of oil palm trunk core using Pleurotus Ostreatus. The generated model was used as the fitness function for the genetic algorithm to obtain the optimise lignin left percentage. The 4-10-5-2-1 network architecture had been used to model the process and 10 models were generated randomly. These models were used to find the optimised the network output using genetic algorithm search. The modelling results had improved the accuracy and error when using the artificial neural network modelling with training MSE of 0.0096 and testing MSE of 0.2108. The results also show an improved lignin left around 7.55% when the network output was optimised by the genetic algorithm. The application of neural network and genetic algorithm had improved the delignification process.
INTRODUCTION
Biofuel production from biological pretreatment of lignocellulosic biomass is one of the alternative energy sources. [10] had done the biological delignification on agro-residues by Stenotrophomonas sp. CFB-09 under sub-merged fermentation conditions. The biodelignification treatment was more efficient and less expensive than thermochemical methods and without the hazardous impact on the environment.
A review by [14] on biological pretreatment of microalgae and lignocellulosic biomass for biofuel production, also concluded that the biological pretreatment could be more promising pretreatment due to its lower energy consumption, requirement of milder operating conditions, and lesser by-product formation. The used of fungi to treat oil palm trunk (OPT) was one of the alternative waste treatments using biological sources. The study on production of cellulase and xylanase from untreated OPT by [2] had used Aspergillus fumigatus SK1 through solid state fermentation. White-rot fungus Trametes versicolor was used to perform the biopulping of OPT as the substrate had been studied by [12] . The result shows the liginin loss around 9.3%.
A review focused on the extraction of lignocellulosic chemicals from oil palm biomass by [9] mentioned that the biological pretreatment required longer time and lower degradation rate. It more efficient in removing the lignin where the cellulose more accessible. Biodelignification is essential in recovering cellulose from any lignocellulosic material especially for glucose production. OPT core, a waste from logging activity, has the potential as the source of glucose production due to its high cellulose content. Research by [7] on optimisation of biodelignification of OPT using Pleurotus Ostreatus had successfully removed the lignin to around 14% left on the substrate.
With the embrace of industrial revolution 4.0 (IR4.0), the modelling and optimisation of waste treatment process had adopted machine learning and heuristic search in finding the optimise production of the process. The modelling of biosorption process of agricultural waste by [8] had used artificial neural network to model it. The models were produced using three type of network where the feed forward neural network gave a lower mean squared error (MSE). Modelling and optimisation of adsorption of zinc using palm kernel shell by [6] had used particle swarm and neural network to model the process. The neural network model gave a better outcome when compared with the quadratic model. The modelling of steam gasification of palm kernel shell using CaO absorbent and coal bottom ash as catalyst had been studied by [11] . The study used back progation training algorithm to train the network architecture with 2-7-1 structure. The neural network model prediction shows high agreement with the published experimental values with the coefficient of determination R 2 of 0.998.
The neural network modelling also had been applied in various field including information systems [1] , heavy rain and flood [13] , and many other. With proven application of the modelling approach, this paper present the modelling and optimisation of the delignification of OPT from [7] with the application of neural network to model the process. The generated neural network 
METHODOLOGY 2.1 Artificial Neural Network Modelling
The dataset for the delignification of OPT consisted of 89 samples with four inputs (factors) and one output for the lignin left on the substrate. The inputs were temperature, pH, moisture content and fungi to medium ratio. The output was the percentage of lignin content. Table 1 shows the information of the minimum and maximum values for all the inputs and output. The dataset was divided into 80 percent training with 72 samples and 20 percent testing set around 17 samples. The dataset was normalised in the range of -1 to 1 before it can be used to train the neural network model as being implemented by [4] . The process divided into two main part, the first one was to model the process and the second part which presented on the next section discussed the optimisation of the neural network model. 25.8%
The neural network was implemented using Java library from the Encog version 3.3.0 by [3] . In finding the best network structure for the model, a preliminary experiment was conducted with the smallest architecture of 4-2-1 where it had 4 input node, 2 hidden node and one output. This also being implemented in [4] to ensure the model was small and less prone to over-fitted when trained. There was no specific formula or method to determine the hidden node or layer. The suitable network structure was selected based on the training error and the network able to learn from the dataset. The hyperbolic tangent activation was used for all the layers and only the output layer used linear activation function. The linear activation was used because during optimisation, the search was not limited to the maximum of the activation function value.
The training used back-propagation algorithm to find the best network weight for the training dataset with the training error was set to 0.01 during the training. If no significant model can't be generated from this structure, a hidden node was added to the network. A new hidden layer was also added when the hidden node reached ten nodes with one new hidden node for the new layer. Hidden node also was added to the second hidden layer until it reached 5 hidden nodes where new hidden layer was also added. It followed the method presented by [4] where the a hidden layer was limited to a maximum of the hidden nodes the most.
The first network structure which produced a good low error output was from the 4-10-5-2-1 structure. The training algorithm was set with learning rate of 0.01 and 0.5 for the momentum. The structure was selected and used to generate the model with 10 training runs which produced 10 models. The generated model was evaluated using error measurement of MSE with additional evaluation using coefficient determination, R 2 to determine the model performance for both training and testing set.
Genetic Algorithm Optimisation
The optimisation of the neural network output was implemented using Jenetics 3.6.0 [5] a Java library for genetic algorithm, evolutionary algorithm and genetic programming. A preliminary run was conducted to find the optimal parameter. The final value for the crossover probability was set to 0.3 and mutation probability was set to a small value of 0.01 based on the preliminary run which produced lower lignin content. The population size was set to 30 chromosomes with 100 generations for all the runs. The optimisation run was also set to 5 runs and the best (lowest) was selected as the optimised value. In this process, the 10 generated model was used as the fitness function and the boundary followed the normalised range of -1 to 1.
RESULTS AND DISCUSSION

Modelling Results
The network structure for the generated model were based on 4-10-5-2-1 network architecture. The model performance for the 10 runs is shown in Table 2 . All models training MSE were almost similar because the neural network training parameter were stopped at 0.01 error and not based on epoch count. Model for run number 8 had the lowest training MSE of 0.0096 and model run 1, 4 and 10 had the second lowest MSE of 0.098. The highest MSE was produced by model run 7 with MSE of 0.105. Overall all the models were able to model the given training dataset. Figure 1 where the training MSE almost similar for all models. But the testing had value between 0.2 to 0.6 in MSE. The model performance to the unknown data were varied with some model able to predict the unknown input with lower error of 0.2 for the targeted output. While other model only be able to predict with higher degree of error around 0.6 compared to the targeted value. Although the MSE a bit higher than training MSE, the model prediction of unknown input produced output deviation with maximum average of 0.6 than the expected or the targeted output. These models were still worthy to be used for the output optimisation for the next process to find the best model which produced the lowest lignin content.
Figure 1. Training and testing MSE comparison.
On the coefficient determination, all model had been able to model the given dataset because the R 2 was more than 0.8. The highest R 2 was produced by model run 1 with R 2 around 0.9437. The lowest R 2 was around 0.9395 by the model run 7. All the models produced almost similar R 2 which shows that the model fitting with the trends were almost similar value. The R 2 was evaluated for the neural network model because it can be used to compared with the regression model where it being used as the regression model performance. The regression model result from [7] had only achieved R 2 around 0.8779 but the study only used 32 samples for the regression modelling. Even though the model might have different samples, all the neural network model had better R 2 with bigger samples count.
Optimisation Result
The optimisation results using the heuristic search of genetic algorithm is shown in Table 3 . Each neural network model was used as the fitness function for the genetic algorithm and it searched for the minimum neural network output. All model except model run 8 had produced minimum value less than -1 which was the lowest lignin value for the normalised dataset. It shows that the genetic algorithm had succeeded in finding lower lignin content using these models.
As mentioned before only model run 8 did not found a lower lignin left percentage than the given dataset. The other models had been able to produce lower lignin with model run 3 had the lowest optimisation output value of -1.5160. The denormalised lignin content left was around 7.55%. This model had good training MSE but the testing MSE was among the worst with 0.5273 MSE. While the model was not performed well during the modelling, the output optimisation was the best compared to other models. Thus, the selection of only one best model from neural network modelling may gave an accurate value to the final optimisation result. It proved that the important of all the neural network model to be considered as the potential solution to the problem not only on one single model solution.
The result also shows that, model run 8 with highest testing MSE was unable to improve the lignin left with the optimised output value of -0.7258 and the percentage of lignin left of 13% higher than minimum dataset of 11.3%. It shows that the model with higher error also may produced un-optimised solution for the problem. While model run 9 and 10 which had among the lowest testing MSE produced polarised result. Model run 9 output was only optimised with the value of -1.2982 and it had the lowest testing MSE. However, model run 10 output value of -1.4189 which was among the lowest output from all 10 models. The best practice when dealing with neural network modelling was to consider all the models for possible solution. It differs greatly with regression model because neural network was a black box process where the inner working was unclear compared to the regression model with its definite formulation.
The optimisation result by [7] had improved the lignin content to 14% left in the substrate. But the model was based on the 32 samples as mentioned before. Comparison with this result was not conclusive because of the different dataset used during modelling. Validation of the optimisation results was based on the minimum value of the lignin left in the dataset. From the result, model run 3 had the lowest lignin left when optimised with 0.0755 or 7.55% lignin left much lower than the dataset sample. The optimisation process had improved theoretically the lignin left compared to the experiment sample. The second-best result was produced by model run 2 with the optimised output of -1.5051 with the percentage lignin of 7.63%. Model run had both good result on modelling and optimization. The model had low value of training and testing MSE along with the low lignin content when optimized by the genetic algorithm.
The conditions which produced the optimum lignin left is shown in Table 4 Training vs. Testing MSE Training Testing remained 7.55% lignin on the OPT substrate. Its improved the minimum value of the experiment from the dataset also greatly improved the result by [7] on the original works. 
CONCLUSION
The used of machine learning to model the biodelignification process had produced a better model performance with lower MSE and higher R 2 . On the optimisation of the models, the results show that the lower MSE model did not warrant the best optimised condition and high MSE may produce better result. Thus, the optimisation process should be applied to all generated models for the optimised output. Optimisation process should not only select one best neural network model but to consider all the neural network models for the optimisation process.
