Developing competence in performing procedures is integral to becoming an intensive care specialist. As well as the technical aspects of the procedure itself, trainee intensivists must learn not only simple task training goals but also "clinical decision making, teamwork and deliberate practice" 1 . There has been a recent shift in the focus of training programs for specialist practitioners. Curricula have moved away from a process-based agenda 2 and towards one that is competence-based 3 . In the former the trainee is required to demonstrate merely that they have completed a specific learning module, whereas in the latter the trainee must demonstrate mastery of a particular clinical or procedural skill.
With an increased focus on competence-based curricula comes an increased interest in the evidencebased assessment of procedural competence. Within the College of Intensive Care Medicine of Australia and New Zealand (formerly Joint Faculty of Intensive Care Medicine) training program, the currently used methods are traditional written and oral viva examinations. However, there are a wide variety of test instruments available to assess competence.
One way of evaluating the advantages and disadvantages of different test formats is to compare their psychometric characteristics. These describe a test in terms of domains such as feasibility, comprehensiveness, reliability and validity 2, 4, 5 . These domains have been previously reviewed in this journal 5 . An additional important characteristic is the educational impact of a test -that is, the learning that is provoked by the trainees' awareness of the assessment content and format 6, 7 .
A prospective comparison between written examination and either simulation-based or oral viva examination of intensive care trainees' procedural skills 9 . However, without a gold standard benchmark for clinical performance, no evaluation can be made about which of the assessments best measures actual workplace competence.
In terms of the psychometric characteristics of currently used test instruments, written examinations perform strongly in terms of feasibility and reliability. However, their validity, in particular extrapolation to workplace performance, may be poor 8 . Oral viva examinations perform well in terms of feasibility. However, the added subjectivity of the assessment may reduce its reliability. As with written examinations, predictive validity is likely to be poor.
Simulation-based assessments have the advantage that they can be used to assess procedural skills in a simulated clinical context, rather than in isolation. Contextualisation of test items has been identified as an important assessment quality indicator 10 . Face validity and predictive validity for simulation have been high in published reports [11] [12] [13] . Anaesthesia trainees have described their actions in a simulator as being representative of their performance in real life 13 . The attraction of simulation-based evaluation is that it may evaluate the 'does' level of Miller's model of skills acquisition 14 . Although critics would claim that simulation-based assessments may suffer in terms of reliability given the subjectivity of the assessment process, in the majority of studies to date inter-rater reliability measures have been surprisingly high [15] [16] [17] [18] [19] . A potential added benefit of simulationbased assessment is the resultant educational impact -i.e. trainees are encouraged to perform and practise as part of exam preparation, rather than rote learn and regurgitate.
In this study we evaluate the use of live format assessments in comparison with a written test on the same material for the purpose of assessing the concurrent validity of the tools. We compare trainees' results on a written test with their result on a simulation format or viva format examination.
Our hypothesis was that simulation-based assessment would correlate poorly with written test performance, given the additional domains being tested by the simulated patient scenario -i.e. task management and teamwork. As a comparison group we also tested oral viva vs written test results, which we hypothesised would correlate more closely as the oral viva exam tested a similar range of knowledge domains to the written test.
MATERIALS AND METHODS

Subjects
Our study population comprised 48 Australasian intensive care trainees, about to present for the Australasian intensive care specialist examination. They were participants in a pre-examination training course that replicates the clinical component of the actual examination. Forty-five of the trainees provided consent and completed all parts of the study. The sample size was determined by convenience (i.e. consenting course participants); no prior power analysis was performed.
Methods
We obtained approval from the Hospital Human Research Ethics Committee. Course participants were advised about the nature of the study and that participation was voluntary. All results were collected in a de-identified fashion. No record was kept of candidate participation or non-participation in the study.
The candidates were randomly divided into four groups, each with 11 or 12 members. Each group was assessed on one procedure relevant to critical care practice. For each group, the assessments of procedural competence were performed through a 10-minute written test and a 10-minute 'live procedure' examination -either viva or a simulation format. Candidates were randomly assigned to undertake the written or the live procedural assessment first. These particular competences were chosen based on their face validity (deemed acceptable by the group of five intensive care specialists involved in the study), content validity (represented material contained within the College of Intensive Care Medicine Objectives of Training) and feasibility (were able to be simulated and/or assessed).
The written examination comprised four shortanswer questions on the same subject material covered by the four live procedure stations.
In the two oral (viva) examination stations, the examiner provided a piece of equipment (intra-aortic balloon pump or intercostal catheter) and asked the candidate to describe indications, contraindications and insertion technique. As in the actual intensive care exam, some clinical context was provided.
The simulation-based stations involved different degrees of fidelity. One station involved an advanced life support manikin (Resusci-Annie, Laerdal Medical Corporation, Stavanger, Norway), provided with some clinical history, that simulated a variety of arryhythmias requiring advanced life support manoeuvres including defibrillation. An actor took the role of junior doctor to increase the realism of the scenario.
The final procedural skill station involved a Sim Man manikin (Laerdal Medical Corporation) with multichannel monitoring to more realistically replicate an intensive care patient. A clinical context was provided (long-term patient with Guillain Barré syndrome) as well as a nurse actor to recreate a team environment. The manikin was manipulated to simulate a blocked tracheostomy tube, requiring the candidate to safely manage the simulated patient's airway. Required actions included disconnection from the ventilator, suctioning of the airway and removal of tracheostomy tube with re-establishment of an oral airway or replacement of tracheostomy tube.
Assessment of candidates
For the live procedure stations, a standard script and marking checklist were created for each station. Although they lack flexibility, checklists have been shown to correlate well with global rating scales 17 . Additionally, for one of the simulation-based scenarios, the examiner maintained a narrative record of key participant actions. For the written paper assessment, a marking template was used, which was as close as possible to the marking template used to score the live encounters.
It has been shown that a single rater can reliably assess technical skills 20 . Thus there was one examiner per station, with the same examiner also marking the written papers on the same topic. Written papers were de-identified prior to marking.
We used a criterion referenced system rather than a norm referenced system to discriminate a pass from a failing performance. Absolute (i.e. criterion referenced) standards have been advocated as being superior to relative standards 2 . For each of the assessments the cut-point was arbitrarily determined to be a score of 50%, in line with current College of Intensive Care Medicine practice. Although there are recognised methods for standard setting in assessment 1 , these were beyond the scope of our current study and are not currently part of the College examination process.
Analysis
Data collation and statistical analysis were performed using Statistica (StatSoft, Tulsa Ok, USA) and Excel (Microsoft Corporation, Redwood WA, USA). Correlation between individual scores obtained in the written paper and live procedural station was assessed by means of a Pearson's correlation coefficient (r). A kappa statistic was generated to assess the ability of each assessment tool to distinguish between a pass and fail (defined as score ≥5/10). Differences in the mean score between the written paper and live station were assessed using a paired Student's t-test. Sub-group analysis on the basis of assessment scheduling employed a two-sample Student's t-test. A P value <0.05 was considered to indicate a statistically significant difference between groups.
RESULTS
Of the 48 candidates, 45 completed both written and corresponding procedural assessments. Two of the 45 candidates also performed a second pair of written exam and live procedure station, thus generating 47 sets of paired results for analysis.
Correlation between exam formats
Global correlation between written result and live station result was poor (Pearson's coefficient of correlation r=0.31). Correlation between results on the written paper and in the live encounter was worse for simulation-based assessment (r=0.08) compared with viva style assessment (r=0.58). The correlation between results by exam formats is shown in Table 1 . There was no consistent trend towards a higher mark in one format of assessment over another. In two of the stations (one viva and one simulation format), the mean mark was higher for the live assessments than for the written exam. In the remaining two stations, the mean mark was higher in the written exam than in the live station.
Concordance between formats for a passing grade
There was limited concordance between a passing grade in the written question and a passing grade in the live procedure station. Of the 47 live station assessments, 27 attained a passing grade. Of these 27, eight participants failed the written question. Conversely, 27 of the 47 participants passed the written question, with eight of these failing the live procedure station (κ=0.30). Although concordance with the written result for pass/fail was limited overall, it was better for the viva style question than simulation based assessment (κ=0.39 vs κ=0.22). These data are summarised in Table 2 .
Influence of sequence of assessments on candidate results
One possible criticism of this method of measuring concurrent validity is that candidates may have benefited from being forewarned as to the exam content (i.e. by doing the written paper first, they would have known what question to expect from the 'live' station, or vice versa.). To determine whether the scheduling format influenced examinee results, we compared results between candidates who did the procedure station first with the performance of those who did the written test first (Table 3 ). There was no evidence of a priming effect, as those participants who answered the written paper prior to the procedure stations performed no better on the procedure stations than those who did the procedure stations first. Conversely, the participants who did the procedure stations first performed no better on the written paper than those who did the written paper first.
Key participant actions
In the high fidelity simulation scenario (blocked tracheostomy tube), a narrative account of Results are provided as mean (SD) and Pearson's coefficient of correlation (r). Total possible mark is 10 for each question. P values are calculated using the paired two-sample t-test assuming unequal variances. • equipment errors (wrong end of bougie inserted into trachea).
• drug errors (succinylcholine given to patient with Guillain Barré syndrome; 1 mg intravenous adrenaline used in a non-arrest situation).
• procedural errors (unrecognised right main bronchus intubation; attempted orotracheal intubation with an 8.0 mm tracheostomy tube in situ). These were all fundamental errors that would have seriously compromised patient safety in a real-world scenario. Given that these actions were performed by candidates who passed a written paper on the same material, it provides an insight into the different domains being evaluated by the different exam formats.
DISCUSSION
Our results demonstrated a lack of correlation between results obtained from a written test when compared with either a simulation-based or oral viva live exam format. Correlation was much lower for the simulation-based exam than for the oral viva format. There was limited concordance between a pass/fail result obtained between either of the live exam formats, when compared with the written exam format. Additionally, participants who passed the written paper performed a number of key errors in a simulation format examination on the same subject.
No prior study has specifically assessed concurrent validity of these different modalities using the same question topic. One study of medical students found poor correlation between simulator test marks and the marks obtained on a written exam (r=0.19), although the assessed topics were different 12 . A study of emergency medicine practitioners compared performance of emergency thoracotomy using a pig model, computer test and written test, and found moderate correlation 21 . Prior to the use of manikin-based simulators, an earlier study found good correlation between clinical encounters with standardised patients (i.e. live human actors) and objective written test scores 22 . An even earlier study found good correlation between standardised objective structured clinical examination marks of clinical competence and written exam marks, but poor correlation between non-standardised traditional clinical exam marks and written test marks 23 . Our particular area of interest in this study was the use of simulation as an assessment tool. Simulation has a well established role in teaching procedural skills 24 , but the evidence for simulation in assessing procedural skills is much less clear. The primary use of simulation so far has been formative assessment, where it is used as a tool to identify deficiencies and guide trainees' learning. Critics of simulation have identified potential problems that may occur, which include problems with the credibility and design of the simulated environment, inflexibility of scoring tools and the absence of cues that may otherwise impact on clinical decisionmaking 25 . Despite these objections, simulation has already been incorporated into some high stakes assessment programs including certification and recertification of anaesthetists 11, [26] [27] [28] . However, before simulation can be adopted for assessment on a widespread basis, the psychometric characteristics of the test should be known. We have investigated the concurrent validity of simulationbased assessment in comparison with a written test and found that correlation was limited, and much lower than when comparing an oral examination with a written test. In the absence of an accepted gold standard for assessing workplace performance as a basis for comparison, it remains undetermined whether this indicates the superiority or inferiority of one testing method over another. However, it does support the use of a variety of tests. From these results it could be argued that including an oral viva and written exam on procedural skills in the same battery would be unnecessary, whereas including a written and simulation format exam will yield additional useful information.
Classically, a test that has good reliability is one that has strong test-retest and inter-observer correlation. However, a reliable assessment can also be achieved by broadly sampling using a variety of test instruments which cover a large swathe of the content area 10, 29 . Having multiple elements in the assessment strategy can therefore help overcome the problem of sampling a narrow range of skills in a narrow fashion 30 . It has been stated that "there is more variation within an instrument (i.e. using the same method to test different content areas) than between different instruments" 31 . We have not attempted to address this issue in the current study, as each candidate was tested on only one question using two formats.
This study is directed towards evaluating concurrent validity, which is a psychometric characteristic of assessment evaluation. However, there are limits to the psychometric model and other models have been proposed 30 . Although convergence of marks between different tests and different examiners is seen as a marker of strong reliability, it has been stated that this may even be an undesirable characteristic -that is to say, that variance in results may actually more realistically represent the realworld characteristics of candidate performance 32 . The lack of correlation between written exam results and simulation assessment in our study raises the question of whether one or the other modality is of better discriminative value in determining actual procedural competence, or whether the different modalities are assessing completely different domains of examinee performance. The fact that several candidates who were able to pass a written exam question committed fundamental errors in management of a simulated patient might indicate that the latter is more accurate. However, whether the candidates' behaviour in the simulated scenario is representative of their real world practice is a key question that has not yet been answered in the educational literature.
