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ABSTRACT
Electric field measurements from the DE-2 satellite were used to determine the location of 
the convection reversal boundary and the potential around this boundary under a combination 
o f interplanetary magnetic field (IMF) and auroral electrojet conditions. The electric potential 
is obtained by the integration of the electric fields. The convection reversal boundary is defined 
in this study as where the potential has its absolute maximum and minimum values. The data 
were sorted into 18 categories according to two levels of the negative IMF B x, three ranges of 
IMF By,  and two substorm phases. The data were fit with both continuous and discontinuous 
boundaries to get a functional representation of boundary potentials and locations.
A simple model is constructed by solving the Laplace’s equation in order to illustrate the 
obtained boundary potentials and locations. The results show that the enhanced electric field 
in the midnight sector is associated with an intense westward electrojet current It can also 
be seen that the convection reversal boundary is found to be discontinuous near midnight. 
The discontinuous convection reversal boundary on the dayside is related to the merging near 
dayside cusp region. The discontinuous convection reversal boundary on the nightside is 
related to the conductivity enhancement. The intrusion of the dawn cell into the dusk cell is 
due to nonuniformity of the Hall conductivity in the ionosphere.
Another model is constructed by solving the current continuity equation with field-aligned 
current and nonuniform conductivity added. It can be found that a secondary convection 
reversal, which is detached from the dusk-cell convection reversal, appears in the evening- 
midnight sector within the polar cap when the IMF B y is positive and the conductivity is 
nonuniform. This convection reversal is attributed to be created by the B x V  dynamo. Also, 
the inclusion of the region 2 field-aligned current leads to an enhancement of the electric field 
in the region between the region 1 and region 2 currents.
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CHAPTER 1 
Introduction
This thesis is divided into six chapters. Chapter 1 introduces the background and moti­
vation o f the thesis, including the overview of the ionospheric convection, the review of the 
previous models, and the objective of the thesis. Chapter 2 introduces the DE-2 mission and 
Vector Electric Field Instrument (VEFI) measurement, and shows how to obtain the potential 
and location o f the convection reversal boundary from each VEFI measurement. Normalization 
o f the potential measurements, using the A U  index, is discussed. Chapter 3 deals with the 
sorting of the VEFI measurements and the observational determination of the boundary poten­
tials and locations. The other two data sets; interplanetary magnetic field (IMF) from IMP-8 
or ISEE-3 satellites and geomagnetic indices (A L  and A U ), have been used to group the DE-2 
VEFI measurements under various combinations of the IM F and geomagnetic activity. Fourier 
series were used to fit the data points to periodic functions. Chapter 4 shows the reproduction 
o f the ionospheric convection patterns. A simple model for only solving die Laplace equation 
is used to illustrate the fitting boundary potendals and locadons. Another model for solving 
inhomogeneous current condnuity equation is also introduced. The results in Chapter 3 were 
used as the boundary conditions of the model. The resulting convecdon patterns were shown 
at the end o f this chapter. Chapter 5 is the discussion o f the resuldng convection patterns and 
the comparison with the other models. Finally, the conclusion is developed in Chapter 6.
1
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1.1 Overview of the Ionospheric Connection
The coupling between the solar wind, magnetosphere and ionosphere is an important 
subject in the field o f solar-terrestrial physics. The physics of the interaction process are com­
plicated. The solar wind carrying the interplanetary magnetic field flows in the interplanetary 
space and impinges on the earth’s dipole magnetic field. Dungey [1961] postulated an open 
magnetosphere in which the southward IMF reconnected with the earth’s dipole magnetic field. 
Part o f the solar wind energy directly transmits into the ionosphere along the open flux tubes. 
The other parts o f solar wind energy are stored in the magnetotail and start releasing into 
the ionosphere at the onset of substorms. The ionospheric convection on the dayside mainly 
responds to IMF on a time scale of about 10-20 minutes. The ionospheric convection on the 
nightside is less directly related with the IMF, which has a 30-60 minute time lag after the 
IMF turns southward. The ionospheric convection is changed in response to these two kinds of 
energy inputs. The other “viscous-like” interaction, which occurs at the lower latitude bound­
ary layer and transfers the momentum from the magnetosheath, also have the effect on the 
ionospheric convection. But the voltage generated by this interaction is small in comparison 
with the voltage generated by the dayside and nightside reconnection.
The ionospheric convection for the southward IMF is mainly anti-sunward in the polar 
cap and the flow is returned sunward at lower latitudes on both dawn and dusk sides. We call 
this a “two-cell” convection pattern. The regions of sunward and anti-sunward are separated 
by well-defined convection reversals near dawn and dusk. The anti-sunward flow is constricted 
to a narrow region on the dayside which was called a “throat” by R eiffet al. [1978]. The flow 
also appears to be constricted in another narrow region at midnight, near the poleward side of 
the Harang discontinuity.
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The DE-2 satellite has provided a large number o f electric field measurements at all 
local times. Each electric field measurement represents a signature of some portion of the 
ionospheric convection. These measurements show that the ionospheric convection is highly 
dependent on IMF, auroral electrojet, and ionospheric conductivity. The relationships among 
the southward IMF, the auroral electrojet, the ionospheric conductivity, and the ionospheric 
convection will be discussed separately in the following subsections.
1.1.1 Relationship Between Southward IMF and Ionospheric Convection
Many observations have indicated that IMF controls the ionospheric convection. The 
relationship between ionospheric convection and IMF has been studied by Heppner [1977], 
Foster [1983], Clauer et al [1984], Foster [1984], R eiff and Burch [1985], de la Beaujardiere 
et al. [1985], Foster et al. [1986], Holt et al. [1987], Heppner and Maynard [1987], and Lu 
et al. [1989]. They used a large number of satellite measurements o r radar scans and have 
shown that two-cell convection is associated with southward IMF and the orientation of the 
convection appears to be directly related to the variation of IMF. The IMF B y has opposite 
effects in the northern and southern hemispheres. The convection patterns are die same for the 
northern hemisphere with a positive B y as for the southern hemisphere with a negative B y. 
Geometry o f the convection pattern is usually characterized by one small cell and one large 
cell. The large cell is almost circular and the small cell is crescent-shaped. The dawn cell 
is generally thought to be larger than the dusk cell when B y < 0. When B y is very small, 
these two cells are located approximately either side o f noon-midnight meridian, which are 
equal in size. The feature o f eastward/westward flow can be seen on die dayside, which is 
associated with negative/positive IMF B y. This can be interpreted as a direct coupling between 
the solar wind and dayside ionosphere [Clauer et al., 1984]. R eiff and Burch [1985] propose a
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qualitative model to generalize the B y effect on ionospheric convection. Their model is based 
on the antiparallel merging hypothesis o f Crooker [1979]. Locations o f the merging region 
are different with B y direction. The merging associated electric field can drive a eastward or 
a westward flow on the dayside.
The polar cap potential and size become larger when the B z component gets larger. 
Several relationships between the solar wind and polar cap potential have been studied by 
the observational data [Reiff et al., 1981; Doyle and Burch, 1983; Wygant et al., 1983; Reiff 
and Luhmann, 1986; Bargatze et al., 1986]. They used various combinations o f the solar 
wind parameters (solar wind velocity and interplanetary magnetic field). They have tested 
different coupling functions and have shown that the polar cap potential is proportional to the 
combination o f southward B z and solar wind velocity. The interpretation is that the larger 
southward B z and solar wind velocity increase the merging rate, then generate more electric 
fields mapped down to the ionosphere. Siscoe and Huang [1985] used an ideal model and 
stated that dayside and nightside merging maintains long-term flux o f the polar cap. They 
have shown that the polar cap inflates in response to increasing dayside merging during the 
southward IM F and deflates when the merging in the tail exceeds the dayside merging. Meng 
and Makita [ 1986] used averaged electron precipitation data to determine the size of the polar 
cap and found that the polar cap size varies with the IM F and substorm activity. The polar cap 
area is increasing when IMF is southward. The polar cap size is decreasing when the substorm 
activity begins to subside. Frank and Craven [1988] used the imaging data of auroral oval 
and indicated that the polar cap area was found to expand when IMF turns southward and 
contracts after the onset o f substorm. Lockwood et al. [1990] further concluded that the flow 
driven by the dayside merging is associated with the expanding polar cap. A larger southward 
B z increases the dayside merging flux, and the polar cap size gets bigger.
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1.1.2 Relationship Between Auroral Electrojet and Ionospheric Convection
The ionospheric convection is not only influenced by the IMF directly, but also by the 
reconnection in the tail. Lockwood et al. [1990] concluded that the ionospheric electric field 
cannot generally be regarded as a simple mapping o f  the solar wind electric field along open 
magnetic flux tubes. It must be the sum of the dayside merging and nightside reconnection, 
which generates voltage gaps on the polar cap boundary. The dayside merging generates a 
potential gap on the dayside, which drives the convection of plasma into the polar cap region. 
Similarly, the nightside reconnection generates a potential gap near midnight, which drives the 
plasma out o f the polar cap region.
The difference between the cases with and without substorms is near the location of Harang 
discontinuity, which is defined as the boundary between eastward and westward electrojets or, 
as the boundary between the region of southward and northward electric field [Maynard, 1974], 
The intensity of westward electrojet is enhanced as substorms occur. The electrojet current 
system can be divided into two classifications according to the signatures which are obtained 
with a series o f magnetometer measurements. These two classifications are commonly denoted 
as DP 1 and DP 2 systems. DP 2 system increases and decreases slowly during an isolated 
substorm, with two electrojets centered in the morning and evening sectors. DP 1 system 
increases suddenly at the onset of the expansion phase, with a dominant electrojet centered 
near midnight [Clauer and Kamide, 1985]. Another feature of substorms is that the westward 
electrojet intrudes deeply into the premidnight sector during the substorms [Kamide, 1991] and 
a westward electric field is generated [Lockwood et al., 1990].
The magnetic configuration becomes dipolarized when substorms occur. Substorms can 
be used to remove the magnetic flux from die polar cap, causing the decrease of polar cap size 
[Siscoe, 1982]. The relationship between polar cap potential, size, and substorms have been
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studied by Bargatze et al. [1985], Weimer et al. [1990a], Siscoe, [1991], and Weimer et al. 
[1992]. They have shown that the polar cap potential and size are associated with substorm 
activity. Weimer et al. [1990a] have shown that the westward and eastward electrojet are 
roughly proportional to the dawn and dusk cell potentials, and substoims occur only when the 
polar cap potential exceeds a threshold of approximately 60 kV. Weimer et al. [1992] studied 
the polar cap size and potential during substorms. They have shown that the polar cap potential 
starts to increase at 1.5 hours before onset and starts to decline at 1.5 hours after onset, and 
the size o f polar cap also decreases at the time of onset.
1.1.3 Relationship Between Conductivity and Ionospheric Convection
Several sources can cause an increase in conductivity: solar illumination, upward field- 
aligned current, and precipitating particles [StrobeI et al., 1980; Vickrey et al., 1981; Wallis 
and Budzinski, 1981; Robinson and Vondrak, 1984; Robinson et al., 1985; Fuller-Rowell and 
Evans, 1987; Hardy et al., 1987; Rasmussen et al., 1988]. Smiddy et al. [1980] found that 
the ionospheric conductivity is high in the auroral zones and sunlit polar cap. The effect of 
low and high energy precipitating electrons also plays an important role on conductivity when 
the ionosphere is not sunlit [Robinson and Vondrak, 1984]. Newell and Meng [1988] have 
shown the ion/electron energy flux is larger in the summer hemisphere than that in the winter 
hemisphere.
The ionospheric convection is mainly driven by the electric fields from the solar wind 
and the magnetosphere, which is transmitted along highly conducting magnetic field lines. 
The ionospheric conductivity change in space can result in the divergence of the current. The 
polarization charges are created and the polarization electric fields build up very quickly, and 
then change the electric field pattern. [Moses et al., 1987; Kan et al., 1988; Marklund et
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al., 1988; Blomberg and Marklund, 1988]. de la Beaujardiire et al. [1991a,1991b] binned 
and averaged the data of Sondrestrom incoherent scatter radar to study the seasonal effect of 
convection electric fields. It was found that the large-scale convection significantly changes 
with seasons. The changes include the overall shape of the convection pattern, the electric 
field intensity, and the total dawn-dusk potential across the polar cap. Weimer et al. [1992] 
have shown that A E /$ p c  ratio is nearly constant before and after substorms, but decreases 
slightly during the substorm growth phase and increases greatly during the expansion phase. 
These increases are most likely due to a higher conductivity and westward electric field within 
the electrojet during the expansion, which causes the A E  to increase without a corresponding 
change in the polar cap potential.
Precipitation from the inner edge of the plasma sheet creates a density maximum in the 
auroral oval, which leads to Hall and Pedersen conductivity maximum [Coroniti and Kennel, 
1972]. This conductivity maximum may cause the polar cap electric field to rotate clockwise 
[Nopper and Carovillano, 1979; Yasuhara et al., 1983], and distortion of convection pattern 
[Kan and Kamide, 1985; Kan et al., 1988].
1.2 Review of Previous Models
Various ionospheric convection models have been presented. Some models have been 
deduced from observation, others are derived mathematically. Heelis et al. [1982] constructed 
a purely mathematical expression that allows the large-scale global convection characteristics in 
the ionosphere to be reproduced. This model has a circular convection reversal boundary which 
is equipotential except on the convergent zones on the dayside and nightside. The variables 
in this expression are the dayside “throat” and nightside Harang discontinuity. Hairston and
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Heelis [1990] used DE-2 measurements o f ion drift which lie within 3 hours MLT of dawn- 
dusk line to model high-latitude ionospheric convection in relation to the IMF. This model 
has removed the assumptions o f Heelis et al. [1982], allowing an asymmetric distribution o f 
potential within the polar cap. The parameters describing the asymmetry o f convection are the 
location and magnitude o f potential maxima and minima, and the location o f zero-potential 
line. Sojka et al. [1986] also developed a mathematical model which is a derivative o f the 
model of Heelis et al. [1982], but included a K p dependence.
Heppner and Maynard [1987] empirically studied the electric field measurements from 
the DE-2 satellite in all the magnetic local time zones. Their objective was to attempt to 
represent highly variable global distribution with a  minimum of characteristic distribution. The 
passes were grouped according to the orientation o f  the IMF, but only one range o f K p value 
(3+ <  K p <  4"). Their model has shown that the convection pattern is strongly dependent 
on IMF B y .  The models o f Heppner and Maynard [1987] are not flexible, and are constructed 
in picture form. Some of these limitations were eliminated by Rich and Maynard [1989], who 
derived analytical representations o f the Heppner-Maynard patterns. Some flexibilities were 
added to allow for the changing of the size o f the polar cap and the potential drop according 
to the K p index. But K p, a 3-hour index, does not well indicate substorm activity. Note that 
the time scale of expansion phase of substorm is about 30 minutes.
As discussed by Lockwood [1991], the averaged data tend to smooth out the shear con­
vection reversal to reproduce the rotational convection reversal. The models do not reflect 
properly the dynamic property o f polar cap convection since these are steady state. Previous 
mathematical models have shear convection reversal. A mathematical model which has rotation 
convection reversal was introduced by Siscoe and Huang [1985]. Their model has magnetic 
flux entering the polar cap on the dayside through a merging gap. The polar cap grows in size 
while there is no magnetic reconnection in the tail. This model was expanded further by Moses
8
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et al. [1987]. They presented a time-dependent ionospheric convection model to simulate the 
ionospheric flow. This model considers the day-night conductivity gradient and IMF B y effect 
on the geometry o f the dayside gap. The model consists o f  a spiral boundary with a gap 
on it. A potential is applied on the gap and its local time variation of potential is linearly 
decreasing. It can be seen that the day-night conductivity gradient concentrates the electric 
field toward dawn. Moses et al. [1988] used simple model to simulate measured ionospheric 
flows from the DE-2 satellite. Roughly 35% of the passes cannot be modeled with a single 
narrow dayside gap. A nightside gap should be considered. Moses et al. [1989] considered 
a nightside gap in the model. 57% of 39 cases required the nightside gap generated by the 
nightside reconnection. The nightside reconnection probably occurs after substorm onset and 
continues throughout the recovery phase.
The expansion and contraction o f the polar cap was best illustrated by Lockwood et al. 
[1990]. They have shown how the dynamics o f the polar cap are controlled by a day merging 
potential and a nightside reconnection potential. If only dayside merging potential is present, 
the polar cap is expanding. The situation is identical to the picture of Siscoe and Huang 
[1985]. In the opposite extreme, the polar cap contracts when only nightside reconnection 
potential is present. There are non-zero values for both dayside merging potential and nightside 
reconnection potential in most cases. When these two potentials are equal, the polar cap 
convection is in a steady state and the convection reversal is shear rather than rotational. This 
situation is identical to the model of Heelis et al. [1982].
Lu et al. [1989] systematically studied the distribution o f convection potential around 
the polar cap boundary under a variety o f IMF conditions. The Laplace equation was solved 
with the assumptions o f uniform conductivity and no field-aligned current within the polar 
cap. They have shown that the zero potential line which separated the dawn and dusk cells, 
shifts duskward as B y changes from positive to negative. The results agree well with the data
9
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in spite of the assumptions. The potential distribution was fit by arctangent and sinusoidal 
functions. They found that the arctangent fit was better than the sinusoidal fit, but their lack 
of data near noon and midnight prevented them from making a firm conclusion.
1.3 Objective of the Thesis
The objective o f this thesis is to determine how the electric potentials are distributed 
around the convection reversal boundary, and how the boundary locations are shifted under 
various combinations o f orientation and magnitude of IMF, and auroral electrojet activity. By 
using satellite measurements of the boundary condition, a simple model of tire ionospheric 
convection pattern is constructed to show how the potential and the location o f the convection 
reversal boundary change in different conditions. Ultimately, with a  consideration of the 
nonuniform conductivity and region 2 field-aligned current, an improved model of ionospheric 
convection patterns is obtained by using these measurements. The development of an improved 
polar cap convection model, directed toward a more realistic and flexible representation, would 
be very worthwhile.
The ionospheric convection models have been very valuable in the study of the coupled 
solar wind-magnetosphere-ionosphere-thermosphere system. Models o f the polar cap electric 
potential are essential in the study of the solar-terrestrial system. In particular, a model of 
the polar cap electric potential is often required as the input to some other calculations, for 
instance, the calculations of field-aligned current [Foster et al., 1989; Siscoe and Maynard, 
1991], and thermosphere-ionosphere global circulation model (TIGCM) [Roble et al., 1988].
10
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CHAPTER 2 
Electric Field Measurements
As mentioned in Chapter 1, the objective of this thesis is to investigate the effects of 
southward IMF on the relationships among the auroral electrojet activity, the ionospheric con­
ductivity, and the convection pattern in the polar ionosphere. Therefore, we need to have 
some instruments which are installed in satellites or in ground-based stations to monitor the 
variation o f the physical parameters both in interplanetary space and in the ionosphere. Fortu­
nately we have the polar orbiting DE-2 satellite which was used to measure electric fields in 
the ionosphere; IMP-8 and ISEE-3 located outside of the magnetosphere to measure the IMF, 
solar wind velocity and number density in the solar wind; and the geomagnetic indices (A L  
and AU ) can detect the maximum density o f electrojet current in the ionosphere for indicating 
the geomagnetic activity. In this chapter the electric field measurements from DE-2 satellite 
will be emphasized, which serves as the main data set of the thesis. The other two data sets 
will be discussed in the next chapter.
2.1 DE-2 Mission and VEFI measurements
For this investigation the data have been used from the DE-2 satellite which was launched 
in August of 1981, into a 300 to 1000 km high polar orbit and with a 98-minute orbital period. 
It reentered the atmosphere in March of 1983. The electric fields were measured by two 
identical orthogonal double probes with lengths of 22.4 m tip to tip. These two probes can 
measure the potentials between two points in space. The electric field can be obtained by 
dividing the potential difference by the distance between two probes. The original data rate
11
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was 16 samples per second. Half-second average data were used in this study. Further details 
about the Vector Electric Field Instrument were given by Maynard et al. [1981].
Some uncertainty may occur from the interaction between the probes and local plasma, 
such as the charging o f the satellite and contamination o f probes. It may cause the measured 
electric field offset from the actual electric field. This is so called “contact potential,” which 
is usually on the order o f one to two mV/m. The contact potential difference can cause 
a small offset on the measured electric field, but it can also lead to a large error in the 
potentials when the data are integrated. Another offset was due to the motion of the satellite, 
creating an additional electric field V 8C x B , where V BC is the velocity o f the satellite. The 
contribution from the motion o f the satellite has been subtracted from the measured electric 
field. In this way the satellite reference frame has been transformed to a reference frame which 
is corotating with the earth. In this reference frame, the corotating plasmasphere should be 
at an approximately constant potential. But in the real measurements, the potential on the 
dawnside does not always match the potential on the duskside, which violates the assumption 
of perfecdy corotating plasmasphere. The effect could be caused by the time-varying electric 
field during the period of each polar cap measurement, or imprecise knowledge o f satellite’s 
altitude and geomagnetic field, or intermittent penetration o f the magnetospheric electric fields 
from subauroral plasmasphere. This offset can be either positive of negative. All of these 
offsets have been adjusted for every pass in order to minimize the errors. The adjustment was 
made in such a way that the potentials at both ends of each pass were equal.
There are also subauroral electric fields due to the S q (solar) dynamo that peaks near the 
equator, where the dawn terminator is charged roughly 8 kV with respect to dusk terminator 
[Kelly, 1989]. The end-point matching of the low-latitude electric potentials actually helps 
to eliminate systematic dawn/dusk potential offsets that might possibly result from the solar 
dynamo.
12
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2.2 Determination of Convection Reversal Boundary
Electric potentials are obtained from the integration o f the electric fields
$  =  -  f  E  • d r . (2.1)
The real electric field measurements are a function o f time. The equation (2.1) needs to 
be rewritten by the change o f variable
$  =  -  j  E  • V s d t  (2.2)
where V s  is the velocity vector of the satellite. Or
$  =  -  J ( E XVX +  E y Vy +  E z Vz ) d t  (2.3)
where the subscripts x, y  and z  denote the components in a corotating reference frame. The
Vy and Vz are zero because velocity vector was defined along the x  axis in this reference
frame. Thus, the other electric field component E y  and the missing component E z have no 
contribution on the relative potential difference which is obtained between two different points. 
Only the electric field component in the direction o f motion of satellite matters. The equation 
(2.3) becomes
$  =  -  j  E x Vx d t .  (2.4)
The upper part of Figure 2.1 shows an example o f an electric field component in the 
direction o f the satellite, E x , across the polar cap. Each measurement o f E x is multiplied by 
the satellite’s speed, times the half-second time step, then subtracted from the integrated sum.
An example of the electric potential, which is obtained by the integration o f electric fields, 
is shown in the lower part of Figure 2.1. The potential is initialized to zero at the start o f the 
integration. Also a constant electric field is added to make the potential equal to zero at the
13
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
DE-2 VEFI DAY 81346
UT
Figure 2.1 Example of the electric field measurement and derived integrated 
potential. The upper graph shows the electric field component measured along 
the direction of the satellite's motion on day 346 in 1982. The lower graph 
shows the electric potential integrated from the measured electric field. The 
vertical ticks on the horizontal axis represent the locations of the maximum and 
minimum potentials.
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end o f the pass. The integrated potential has the local maximum and minimum at the reversal 
o f convection. To avoid ambiguities of irregularities or multiple electric field reversals, the 
convection reversal boundary is defined as where the potential distribution has its absolute 
maximum and minimum potentials. The location of the boundary is defined by the colatitude 
and MLT of maximum and minimum. Two potentials and two locations were obtained from 
each pass. All the information about the colatitude of convection reversal boundary, MLT and 
potential around the boundary are stored in a data file for further uses. The data file contains 
7018 passes of electric field measurements over the north and south poles.
Another kind of boundary is defined according to the boundary of the open/closed mag­
netic field line. The correspondence between the field reversal and open/closed boundary has 
been discussed by Heelis et al. [1980]. The average reversal falls 1.5° equatorward of the 
open/closed boundary. The definition of open/close boundary is not used here.
A step has been taken to insure that the latitude and local time coordinates are used as 
accurately as possible. Depending on how the magnetic local time is defined and calculated, it 
is possible to obtain the differences of over an hour for a given point [Baker and Wing, 1989], 
and magnetic conjugate points in opposite hemispheres may not share the same local time. As 
the data in both hemispheres were mixed, we chose to use “corrected” geomagnetic coordinates. 
The corrected coordinates for a given location are obtained by tracing the geomagnetic field line 
from that point to the geomagnetic equator, using a standard reference model. The magnetic 
local time and equivalent dipolar latitude are calculated at that point. Thus, conjugate points 
in opposite hemispheres share the same coordinates. Corrected geomagnetic coordinates have 
been pre-calculated for certain epochs by Gustafsson [1984], and Baker and Wing [1989]. The 
international IGRF model for years 1981-1983 has been used for a direct field line tracing.
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2.3 Normalization of Potentials on the Convection Reversal Boundary
Numerous measurements obtained under a variety o f the random conditions were com­
bined in order to determine the potential distribution around the boundary. In this way the 
scattering o f the data will be larger and the results will be less confident if no adjustment 
is imposed on the data. Therefore, a normalization procedure has been used to adjust the 
measurements in each category at the same standard.
The justification for the normalization and methodology is illustrated in Figure 2.2. The 
upper row shows two different random measurements with a hypothetical function. For ex­
ample, one measurement with the extreme potentials o f —35 kV and 20 kV is obtained when 
the transpolar cap potential is 80 kV, but there is no way of knowing that the potential was 
indeed 80 kV. In another pass, a measurement with the extreme potentials of -5 5  kV and 30 
kV at different location is obtained, but the actual transpolar cap potential may be 120 kV at 
that time due to an increased voltage in the solar wind. Note that the absolute values of the 
minimum and maximum of this hypothetical function need not to be the same. If the data 
were fit without the normalization, the combined function has larger residual errors, as shown 
on the lower-left side of Figure 2.2. However, if  each measurement is normalized by <f>mtn, 
the minimum potential of hypothetical function, then combine litem, die curve fit is perfect, 
as shown on the lower-right side of Figure 2.2.
There are two possible candidates for normalizing the original data, $ mj„ and $ max. The 
problem is that there is no way of knowing the value of and $ max, but an estimation 
is obtained from the use of the auroral electrojet indices, A U  and A L . Weimer et al. [1990a] 
correlated the AU  and A L  indices with the dusk and dawn cell potentials. They have shown 
that the westward and eastward electrojet currents are roughly proportional to the dawn and 
dusk cell potentials. But the correlation between A L  and dawn cell potential is not as good
16
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Figure 2.2 Comparison of the procedures with and without normalization. The 
upper row shows two different random measurements under different hypotheti­
cal potential functions. Combining these two measurements, the procedure with­
out normalization results in larger residual errors, as shown in the lower row.
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as the correlation between A U  and dusk cell potential, as show in Figure 2.3. The reason 
is because the localized change in the convection pattern near the midnight can increase the 
westward electrojet and A L  index during substorms. The relationship between A L  and dawn 
cell potential seems to depend on whether a substorm is in progress.
It was also shown by Weimer et al. [1990a] that the ratio between A U  and dusk cell 
potential varies with seasons due to the changes in the ionospheric conductivity by solar EUV 
radiation. The measured AU  needs to be compensated for the time of year according to the 
formula [Weimer et al., 1990b]
AU C =  M u {  1 +  -  1) sin3 [ «  -  1 7 2 ) ^ ]  } (2.5)
where A U c  and A U m  are the corrected AU  and measured A U , respectively, and d  is the 
Julian day o f year. A U m a x  is the average of AU  between days 167-176 (summer) for 3 
years (1981-1983) and A U m i n  is the average of days 350-359 (winter) during the same years. 
The ratio o f A U m a x  to A U m i n  is about 1.96 according to the calculation. The equation 
(2.5) can be rewritten to
AUC =  A UM { l  +  0 .96sin2 [(d -  1 7 2 ) ^ ] } .  (2.6)
The purpose o f using the relationship between A U  index and dusk cell potential is to obtain 
a relative $ min simultaneously with the electric field measurement. However, the A U  index 
is measured by the magnetometer stations in the northern hemisphere. Thus, the relationship 
between A U  index and dusk cell potential depends on the conductivity and season in the 
northern hemisphere. Since $ mi„ should be approximately the same in both hemispheres, the 
equation (2.6) is used without any phase shift of day-of-year if the electric field measurements 
are obtained in the southern hemisphere.
18
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Figure 2.3 Scatter plots of index vs. —dusk potential and —AL  vs. 
dawn potential in different seasons. The plus symbols represent the data in 
the northern hemisphere and the diamond symbols represent the data in the 
southern hemisphere. The dashed lines are at constant slopes which bound 
10%, 50%, and 90% of the data points [Weimer et al., 1990a].
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It is to be noted that in this study there is no need to know or assume a value for 
the proportionality constant between the AUc and $ m,n . The normalized data are combined 
together to obtain the function of i f  AUc as a function of MLT. This function has the confusing 
units o f kV/nT. But with a multiplication of the mean value o f AUc for each category, the 
resulting function has the desired units of kV, as the $ min /A U c  ratio is cancelled in the end.
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CHAPTER 3
O bservational Determination of B oundary Potentials and Locations
The investigation started with nearly all the VEFI data obtained during the DE-2 mission. 
But the data tapes contain numerous duplicate passes, and many more incomplete passes, 
which began or ended within the polar cap. Also there are some cases where the data are 
contaminated with transmission errors, gaps, or instrument calibration cycles. Several criteria 
have been imposed on the data in order to eliminate the bad or incomplete passes. For instance, 
both the starting and ending points were required to be below 58° invariant latitude. Only 
5595 polar cap passes were left after elimination.
It is well known that the IMF and geomagnetic activity affect the pattern of the ionospheric 
convection and electric potential. Thus, the other two data sets, the IMF data from IMP-8 
and ISEE-3 satellites, geomagnetic indices (A L  and A U )  from ground-based magnetometer 
stations, were used to group the passes o f DE-2 satellite. In this chapter these two data sets 
will be discussed in the separate sections. A fitting procedure to best fit a periodic function in 
terms o f MLT will be shown in the final section.
3.1 G rouping the Electric Field M easurem ents by Southw ard IM F
Since the objective of this study is to explore the relationship between tire IMF and 
electric potential in the ionosphere, both the IMF and electric field measurements should be 
simultaneous. The IMP-8 spacecraft was launched on October 26, 1973, in an orbit of 30 to 40 
R e , where R e  is the radius of earth. The IMF data from IMP-8 are available with 5-minute
resolution, which is distributed on tape by National Space Science Data Center (NSSDC).
21
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There are numerous data gaps in IMF data o f IMP-8. Thus, using 5-minute IMP-8 data alone 
left us with too few passes to complete this study. The ISEE-3 satellite provided reasonably 
continuous solar wind measurements from an orbit 200 to 260 R e  upstream o f earth, which 
are shifted in time to correct for the time delay between the measurements and the solar wind’s 
arrival at the earth. In this study 1-hour IMF data from the NSSDC’s “OM NI” data base have 
been used. This data base combined IMP-8 and time-shifted ISEE-3 measurements [Couzens 
and King, 1986].
If the passes had well-defined maximum or minimum potentials, but no corresponding 
IMF, the passes were not used in this study. The ionospheric convection responds to the IMF 
on a time scale o f about 10 to 20 minutes. Thus, the prior hour o f IMF was used when the 
starting time o f each polar measurement was in the first 15 minutes, otherwise the current hour 
o f IM F was used. There are 2156 passes discarded due to the lack o f corresponding IMF data, 
leaving 3439 passes.
This study primarily deals with how the two-cell convection pattern varies with IMF. 
The two-cell convection pattern is formed when the IM F is southward. Also the IMF B y may 
change the orientation o f the two-cell convection pattern. Therefore only IMF B y and B z were 
used. The data were sorted into 3 major groups based on the z  component o f IMF, B z > +1 , 
- 4  <  B z <  + 1  and B z < - 4 .  The groups for B z >  +1 were not used because the two-cell 
convection pattern is not well-defined for northward IMF. The other two groups were further 
sorted into three subgroups according to the y  component o f IMF, B y > + 4 , —4 < B y < + 4  
and B y < — 4. Note that the convection patterns are reversed in response to B y in opposite 
hemispheres, for example, the convection model BC o f  Heppner and M aynard [1987] is for the 
northern hemisphere with a positive B y and for the southern hemisphere with a negative B y. 
Thus, it is reasonable to combine together with die passes o f northern hemisphere for B y >  0 
and the passes o f southern hemisphere for B y <  0, or with the passes o f northern hemisphere
22
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for B y  <  0 and the passes o f southern hemisphere for B y >  0. In this thesis, the sign o f B y 
is defined in the northern hemisphere. The measurements obtained in the southern hemisphere 
have been reversed before combining the measurements in the northern hemisphere. To verify 
this, each subgroup in group (—4 <  B z <  +1) has been divided into two categories according 
to the hemisphere.
Ideally it is better to group the data with finer division, but the number o f random mea­
surements in each category should be sufficient for obtaining significant results. The number of 
passes in the subgroup ( - 4  <  B y < +4, - 4  <  B z < +1) are more than 300 passes. This sub­
group was grouped further into three subgroups based on finer B y conditions ( - 4  < B y < - 1, 
—1 <  B y <  + 1 , and + 1  <  B y <  +4).
3.2 G rouping  th e  E lectric Field M easurem ents by AU  and A L  Indices
The auroral electrojet indices (A L , A U , A E )  were originally introduced by Davis and 
Sugiura [1966] as a measure o f electrojet activity in the auroral zone. The electrojet indices 
are obtained from 10 to 12 ground-based magnetometer stations distributed in the auroral 
oval, superimposing the horizontal, northern component of geomagnetic variation H  from 
all the stations. The lower envelope is called the A L  index and higher envelope is called 
the A U  index. The A U  index is usually positive and the A L  index is usually negative. 
Occasionally the A U  index is a negative number and the A L  is a positive number due to the 
contamination from the magnetospheric ring current and the zonal current in the ionosphere. 
The A L  and AU indices are the measurement of maximum westward and eastward electrojet 
currents, respectively. The absolute difference between A L  and AU  indices is A E  index, 
which indicates the total maximum current of eastward and westward electrojet. By definition 
the A E  is always positive and independent of zonal current. The A E  index is less obvious
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than the A L  and A U  indices in physical meaning. Only the A L  and A U  indices were used 
in this study. Note that A L , AU , and A E  indices are not a measurement of total electrojet 
currents, but are only related to the maximum density o f the electrojet current. The A L, AU, 
and A E  indices are calculated with a 1-minute time resolution and distributed by the World 
Data Center C2 for geomagnetism at Kyoto University. These indices have more advantages 
over the standard K p index because the time resolution is 1 minute rather than 3 hours.
As mentioned in the introductory chapter, the electrojet system can be divided into intense 
electrojet (DP 1 system) and weak electrojet (DP 2 system) according to the signatures which 
are obtained with a global chain of magnetometers. The DP 2 system tends to be associated 
with direct-driven process. The DP 1 system is characterized by substorm unloading process. 
For each pass, whether the DP 1 or DP 2 system is dominant has been determined on the basis 
of the simultaneous AU  and A L  indices. The corresponding A U  and A L  indices are obtained 
by averaging the A  U and A L  1-minute indices between the starting and ending times of each 
polar cap pass. Following a hint by Kamide [1991], Figure 3.1 is a diagram of averaged AU  
and A L  variations from 55 isolated substorms. In order to divide the data into two additional 
categories with relatively intense and weak westward electrojets, corresponding to the DP 1 
and DP 2 systems, a dividing line have been selected at | A L \ =  1.5 • AU . Figure 3.1 illustrates 
how this factor of 1.5 neatly divides the substorm chronology between the DP 1 and DP 2 
systems. This factor makes an allowance for the times that have a DP 2 configuration but the 
absolute value of A L  is slightly greater than AU  due to the random noise. The grouping of 
the data between intense and weak electrojets was done by a computer which only compared 
the ratios o f the absolute value of A L  to AU. A two-cell convection may not be formed when 
the A U  index is low. Only passes with AU  >  100 nT were used. Only 1125 passes survived 
the data selection.
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Time (Hours)
Figure 3.1 Evolution of auroral electrojet indices during substorm. The AU  
and A L  (solid lines) are obtained by superposed epoch analysis of 55 isolated 
substorms. The upper and lower dotted lines show A U  multiplied by a factor of 
-1 and -1.5, respectively. The divisions between the times when DP 1 and DP 
2 current systems are assumed to be located where the A L  index crosses the 
lower dotted line [Weimer, 1993].
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3.3 Functional Representations of Boundary Potentials and Locations
At this point the measurements of the electric field have been divided into 18 categories 
based on the IMF B y and B z, and the ratio of absolute A L  to A U . Note that the random 
measurements have not been grouped further with seasonal divisions because it ends up with 
insufficient data points in each category. In this section the data in each category have been 
plotted against MLT and a  Fourier series was used to best fit them, in order to obtain functions 
o f boundary potentials and boundary locations as a function of MLT.
3.3.1 A Procedure of Fourier fitting
Our objective is to obtain a mathematical function which best fits the random mea­
surements. It is inappropriate to assume a particular function in advance. Thus, a flexible 
curve-fitting procedure is needed to work with any function. It is known that any periodic 
function can be represented with a Fourier series, a superposition of sine/cosine functions
N
f ( M L T )  = C0 +  J ]  Cn cos [ ^ M L T  -  *>„]. (3.1)
71=1
Since the data used in this study are randomly spaced, a conventional discrete Fourier 
transform (DFT) cannot be used. Instead, a least-squares fit of a cosine function have been 
used to determine each individual coefficient Cn and corresponding phase angle (pn, starting 
with the lowest harmonic. After each term in the series was determined by the least-squares 
fit, the derived curve was subtracted from the data points. The residual errors were fit with 
the next higher-order harmonic. The approach of least-squares is to generate a function which 
has a minimum deviation between the experimental values and the values computed from it. 
The details of least-squares method are shown in Appendix A.
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3.3.2 Functions to Represent the B oundary Potentials
The normalized potentials at the convection reversal boundary have been plotted against 
the MLT in each category, as shown in Figures 3.2 - 3.13. The plus symbols represent the 
points at a maximum potential and the diamond symbols represent the points at a minimum 
potential. The maximum potential points usually occur on the dawnside and the minimum 
potential points usually occur on the duskside, but occasionally the maximum potential points 
were found between 15 and 21 MLT and the minimum potential points were found between 
2 and 8 MLT. These points might be attributed to the northward IMF, and were discarded, as 
the data did not conform to the model of the typical two-cell convection pattern.
The normalized potentials, / p, were fit in a form which is identical to (3.1), but in different 
coefficient notations
N
f p ( M L T )  = A Q + Y / A n cos [ | | M L T  -  cf>n] (3.2)
n = l
where Ao, A n , and <f>n are the coefficients to be determined by the approach mentioned in 
Subsection 3.3.1. The values o f these coefficients are listed in Tables 3.1-3.3. It was found 
that the use o f higher-order coefficients can lead to unrealistic, small-scale oscillation, starting 
with lowest harmonic, a termination o f the series at n  =  3 produced a satisfactory match 
between the series representation and the data points. The fitting curves are shown as the 
dash lines in Figures 3.2 - 3.13. From looking at the data points near noon or midnight, the 
potential distribution does not appear to be a continuous, single-value function. Thus, the 
same curve-fitting process has been repeated, but fitting the maximum and minimum potential 
separately. The values of these coefficients are listed in Tables 3.4-3.6. The results are shown 
as the solid lines in Figures 3.2 - 3.13.
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Figure 3.2 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  <  + 1  and By < —4. The upper graph shows the
data points under an intense electrojet and the tower graph shows the data points 
under a weak electrojet. The plus symbols represent dawn/maximum potential 
points and the diamond symbols represent dusk/minimum potential points. These 
points were fit separately (solid lines) and together (dash lines).
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Figure 3.3 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  <  + 1  and —4 < By < +4 . The representation of
lines and symbols is the same as that in Figure 3.2.
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Figure 3.4 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  5 *  <  + 1  and By >  + 4 . The representation of lines 
and symbols is the same as that in Figure 3.2.
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Figure 3.5 Normalized potential on the convection reversal boundary for the 
subgroup with B t < —4 and By < —4. The representation of lines and 
symbols is the same as that in Figure 3.2.
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Figure 3.6 Normalized potential on the convection reversal boundary for the 
subgroup with B z < —4 and —4 < By < + 4 . The representation of lines 
and symbols is the same as that in Figure 3.2.
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Figure 3.7 Normalized potential on the convection reversal boundary for the 
subgroup with Bz < —4 and By > + 4 . The representation of lines and 
symbols is the same as that in Figure 3.2.
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Figure 3.8 Normalized potential on the convection reversal boundary for the 
subgroup with —4 < Bz < + 1  and - 4  <  By < —1. The representation of 
lines and symbols is the same as that in Figure 3.2.
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Figure 3.9 Normalized potential on the convection reversal boundary for the 
subgroup with —4 < Bt < + 1  and — 1 <  By < +1 . The representation of 
lines and symbols is the same as that in Figure 3.2.
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Hgure 3.10 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  5 Z <  + 1  and + 1  <  By <  +4. The representation of 
lines and symbols is the same as that in Figure 3.2.
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Figure 3.11 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  5 Z <  -f  1 and By < —4. The upper graph shows the 
data points in the northern hemisphere and the lower graph shows the data points 
in the southern hemisphere. The plus symbols represent dawn/maximum poten­
tial points and the diamond symbols represent dusk/minimum potential points. 
These points were fit separately (solid lines).
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Figure 3.12 Normalized potential on the convection reversal boundary for the 
subgroup with —4 <  <  + 1  and —4 < By < + 4 . The representation of
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Figure 3.13 Normalized potential on the convection reversal boundary for the 
subgroup with —4 < B X < + 1  and B y >  + 4 . The representation of lines 
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Table 3.1 Information about continuous curve fits for the group with —4 < Bz < + 1 .
Categories Number of Points A uavem n A„(kV/nT) <Mrad.) J9„(deg.) 0„(rad.)
By < -4 138 178 0 -0.013 - 16.340 -
-4 <  Bz < +1 1 0.307 1.482 3.478 -0.612
|AL| > 1.5AU 2
3
0.048
0.006
-0.041
0.230
1.584 -0.252
-4 < By < +4 242 191 0 -0.022 - 16.238 -
-4 < Bz < +1 1 0.260 1.380 3.690 -0.116
|AL| > 1.5AU 2
3
0.039
0.023
0.841
0.884
1.232 -0.268
By > +4 209 178 0 -0.052 - 15.498 -
-4 < B z < +1 1 0.309 1.109 3.062 0.337
|AL| > 1.5AU 2
3
0.049
0.059
2.161
0.482
0.443 -2.827
B y < - 4 243 183 0 -0.029 - 14.970 -
-4 < Bz < +1 1 0.267 1.776 4.748 -0.475
|AL| < 1.5AU 2
3
0.046
0.014
0.027
1.498
1.529 0.318
-4 < By < +4 340 194 0 -0.032 - 15.204 -
-4 < Bz < +1 1 0.208 1.486 3.651 -0.032
|AL| < 1.5AU 2
3
0.007
0.034
0.444
1.559
0.939 0.038
By > +4 210 178 0 -0.077 - 14.218 -
-4 < Bz < +1 1 0.266 1.300 4.349 0.363
|AL| < 1.5AU 2
3
0.015
0.016
1.028
0.420
0.760 -0.188
£
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Table 3.2 Information about continuous curve fits for the group with Bz <  —4.
Categories Number of Points 4t/oue(nT) n 4„(kV/nT) <Mrad.) B„( deg.) 0„(rad.)
By < -4 68 275 0 0.008 - 18.751 -
B , < A 1 0.239 1.732 4.220 -0.440
|AL| > 1.5AU 2
3
0.038
0.009
-1.358
-0.312
1.260 1.037
-4 < By < +4 182 259 0 0.004 - 17.833 -
B t < -4 1 0.258 1.445 3.181 -0.103
| AL j > 1.5AU 2
3
0.010
0.013
0.725
0.366
2.120 -0.679
By > +4 78 305 0 -0.031 - 17.492 -
B t < -4 1 0.264 1.157 2.277 0.638
|AL| > 1.5AU 2
3
0.022
0.020
-0.359
1.014
2.080 -1.134
B y < - 4 54 392 0 -0.001 - 18.123 -
Bz < -4 1 0.182 1.636 5.133 -0.774
|AL| < 1.5AU 2
3
0.030
0.045
-0.220
0.602
1.757 -0.071
-4 < By < 44 72 335 0 -0.031 - 16.484 -
B2 < -4 1 0.167 1.541 5.200 0.205
|AL| < 1.5AU 2
3
0.013
0.009
1.639
-0.377
2.147 -0.106
By > +4 49 349 0 -0.040 - 17.043 -
Bz < -4 1 0.183 1.183 5.022 0.240
|AL| < 1.5AU 2
3
0.030
0.050
-2.460
0.160
1.795 -1.060
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Table 3.3 Information about continuous curve fits for the subgroup with - 4  <  
Bz ^  + 1  and —4 <  By <  +1 .
Categories Number of Points AUave(nT) n An(kV/hT) <Mrad.) B n(deg.) 0„(rad.)
-4 < Bv <  -1 83 194 0 -0.006 - 16.227 -
-4 < B t < +1 1 0.261 1.455 4.104 -0.371
|AL| > 1.5AU 2
3
0.041
0.026
0.398
1.091
1.523 -0.662
-1 < B y <  +1 57 194 0 -0.034 - 16.360 -
-4 < B t <  +1 1 0.243 1.438 3.794 0.106
|AL| >  1.5AU 2
3
0.023
0.024
1.244
1.753
1.406 -0.089
+ 1 < By < +4 102 188 0 -0.028 - 16.193 -
-4 < B ,  < +1 1 0.265 1.284 3.313 0.015
[AL| > 1.5AU 2
3
0.059
0.025
1.022
0.283
1.065 0.042
-4 < By < -1 135 201 0 -0.017 - 15.790 -
-4 < Bt < +1 1 0.209 1.587 4.498 -3.398
|AL| < 1.5AU 2
3
0.009
0.044
0.616
1.949
0.942 0.436
-1 < By < +1 66 191 0 -0.037 - 14.873 -
-4 <  B z < +1 1 0.191 1.613 3.009 0.156
|AL| < 1.5AU 2
3
0.035
0.031
-1.090
1.705
1.820 -0.458
+ 1 < By < +4 139 189 0 -0.045 - 14.918 -
-4 < B ,  <  +1 1 0.215 1.348 3.451 0.299
|AL| < 1.5AU 2
3
0.016
0.031
1.736
0.880
0.459 -0.092
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Table 3.4 Information about discontinuous cun/e lits for the group with —4 <  
Bz < + 1 . The superscript (1 ) represent the minimum potential curve fits. The 
superscript (2 ) represent the maximum potential curve fits.
Categories Number of Points 
N( i) 7V(2)
Boundarv Interval
Z/rW l t ^
AU ll\
(nT)
a u £ \
(nT)
n A(1)
(kV/nT)
<i>P
(rad.)
B P
(deg.)
e P
(rad.)
A( 2) 
(kV/nT)
4ka)
(rad.)
b P
(deg.)
^ 2)
(rad.)
By <  -4 74 64 11.2 22.3 175 183 0 -0.011 - 21.362 - 0.155 - 14.144 -
A  < Bz < +1 (70) (60) 22.8 11.2 1 0.341 1.507 6.098 0.859 0.108 1.423 2.693 -0.078
| AL j > 1.5AU 2
3
0.010
0.014
0.695
-1.732
0.375 1.216 0.013
0.031
0.013
0.804
0.431 -0.335
A  < By < +4 125 117 11.4 23.8 190 193 0 -0.057 - 19.269 - 0.091 - 16.624 -
A  < Bz < +1 (115) (109) 23.7 10.5 1 0.222 1.521 5.609 0.690 0.131 1.110 2.151 -0.810
|AL| > 1.5AU 2
3
0.013
0.013
1.289
-0.319
0.818 1.329 0.006
0.012
-0.025
1.103
0.144 2.058
By > +4 106 103 9.9 23.7 187 170 0 -0.248 - 13.864 - 0.082 - 17.537 -
A  < Bt < +1 (98) (95) 22.4 10.1 1 0.061 0.859 3.454 -0.357 0.178 0.942 1.270 -0.755
|AL| > 1.5AU 2
3
0.016
0.043
2.234
0.195
0.778 1.053 0.003
0.007
2.641
-2.807
0.067 1.053
5 y < - 4 127 116 12.7 1.4 183 183 0 -0.033 - 19.813 - 0.124 - 12.132 -
A  < Bt < +1 (117) (108) 0.6 13.5 1 0.281 1.691 5.170 0.937 0.076 2.182 3.082 0.062
|AL| < 1.5AU 2
3
0.008
0.012
1.353
-0.441
0.162 1.903 0.005
0.011
-0.309
1.608
0.126 2.264
A  < By < +4 187 153 12.1 0.8 192 197 0 -0.111 - 18.892 - 0.134 - 14.326 -
A  < Bz < +1 (173) (141) 23.3 11.1 1 0.123 1.388 5.616 0.091 0.013 1.315 3.076 0.180
|AL| < 1.5AU 2
3
0.005
0.009
-2.924
1.474
0.558 1.597 0.005
0.009
1.325
2.873
0.123 -0.989
By > +4 105 105 9.7 0.8 182 175 0 -1.178 - 13.695 - 0.087 - 18.499 -
A < B Z < + 1 (97) (97) 23.4 10.8 1 0.155 1.205 4.522 0.240 0.092 1.268 3.587 -1.048
|AL| < 1.5AU 2
3
0.015
0.009
0.721
-1.021
0.823 0.885 0.010
0.018
-1.007
0.487
0.211 1.855
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Table 3.5 Information about discontinuous cun/e fits for the group with Bz <
—4. The representation of superscript is the same as that in Table 3.4.
Categories Number of Points Boundaiv Interval 
JVC1) N W  IT*1) LT<2)
AU lll
(nT)
AU il\
(nT)
n A(1)
(kV/nT) (rad.)
B (nl)
(deg.) (rad.)
a (2)
(kV/nT)
4 2)
(rad.)
B (n2)
(deg.)
0(2)
(rad.)
By < -4 34 34 10.8 3.6 285 266 0 -0.050 - 22.072 - -0.003 - 14.533 -
B z < -4 (32) (32) 0.2 12.3 1 0.179 1.506 3.267 0.823 0.261 2.048 3.117 0.829
|AL| > 1.5AU 2
3
0.012
0.024
0.252
-1.491
0.978 1.280 0.004
0.006
-2.175
0.085
0.245 0.301
-4 < By < +4 93 89 13.4 0.5 260 258 0 -0.030 - 23.801 - 0.084 - 18.582 -
B z < -4 (87) (83) 0.3 11.2 1 0.220 1.470 8.397 1.000 0.164 1.299 2.173 -1.566
|AL| >  1.5AU 2
3
0.005
0.009
0.472
-0.801
0.601 2.061 0.009
0.016
-1.928
-0.634
0.133 1.110
By > 44 41 37 10.3 22.3 298 314 0 -0.085 - 19.192 - 0.059 - 20.215 -
B z < - 4 (39) (35) 22.6 10.6 1 0.208 1.141 5.763 0.670 0.136 1.088 3.894 -2.229
|AL| > 1.5AU 2
3
0.004
0.006
-2.235
-2.605
0.883 0.726 0.010
0.015
0.483
1.476
0.563 3.023
By < -4 28 26 13.4 0.0 393 392 0 0.010 - 23.066 - 0.126 - 16.647 -
Bz < - 4 (26) (24) 0.0 10.4 1 0.211 1.662 5.614 0.733 0.045 2.665 3.846 -0.789
|AL| <  1.5AU 2
3
0.013
0.043
1.821
0.160
0.324 1.192 0.009
0.022
-0.823
0.963
0.181 -2.286
-4 < By < +4 38 34 12.7 23.9 331 339 0 -0.070 - 22.792 - -0.005 - 19.265 -
B z < - 4 (36) (32) 0.4 10.4 1 0.127 1.521 10.228 1.013 0.139 1.478 3.777 -1.002
|AL| < 1.5AU 2
3
0.017
0.015
1.578
0.083
1.177 1.576 0.003
0.008
2.818
-2.353
0.676 1.418
By > +4 27 22 12.2 22.7 357 338 0 -0.176 - 19.664 - 0.076 - 20.386 -
B z < - 4 (25) (22) 21.7 9.2 1 0.042 0.138 7.983 0.608 0.057 1.906 2.564 -1.203
|AL| < 1.5AU 2
3
0.004
0.008
2.051
0.575
0.835 1.095 0.011
0.018
-1.447
-1.376
0.026 2.841
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Table 3.6 Information about discontinuous curve fits for the subgroup with 
- 4  < B z < + 1  and —4 < B v < + 1 . The representation of superscript is 
the same as that in Table 3.4.
Categories Number of Points
N(i) AT<2)
Boundary Interval
l t w  l t w
AU ill
(nT)
ar/(2)
(nT)
n A "
(kV/nT)
4il)
(rad.)
b P
(deg.) (rad.)
a P
(kV/nT)
4 2)
(rad.)
4 2)
(deg.) (rad.)
-4 < By < -1 41 42 12.7 0.3 195 193 0 -0.021 - 21.721 - 0.149 - 14.679 -
-4 <  B t < +1 (39) (40) 22.9 11.5 1 0.251 1.484 2.291 0.861 0.068 1.209 2.027 -0.192
|AL| > 1.5AU 2
3
0.015
0.026
1.084
-0.656
0.577 1.478 0.009
0.015
0.896
1.764
0.135 -2.860
-1 < By < +1 31 26 11.8 0.0 190 198 0 -0.083 - 21.535 - 0.024 - 16.604 -
-4 < Bt < +1 (29) (24) 0.7 10.0 1 0.188 1.481 8.179 1.045 0.181 1.208 1.226 -0.901
|AL| > 1.5AU 2
3
0.011
0.014
1.942
1.547
2.007 1.597 0.003
0.005
0.057
0.799
0.209 1.341
+ 1 < By < +4 53 49 10.1 23.4 186 190 0 -0.092 - 17.392 - 0.059 - 18.781 -
-4 < Bz < +1 (49) (47) 22.8 10.5 1 0.196 1.617 4.078 0.451 0.177 1.028 3.349 -1.363
|AL| > 1.5AU 2
3
0.019
0.012
1.061
-0.352
0.882 1.369 0.008
0.016
0.105
0.907
0.217 1.703
-4 < By < -1 70 65 12.9 0.9 200 203 0 -0.084 - 19.061 - 0.123 - 14.035 -
-4 < B; < +1 (66) (61) 0.1 11.1 1 0.132 1.587 3.832 0.681 0.039 1.484 3.987 -0.008
|AL| < 1.5AU 2
3
0.009
0.015
-2.517
2.449
0.174 2.177 0.011
0.017
1.313
3.105
0.245 -1.518
'I  < By < +1 38 28 12.1 0.5 184 201 0 -0.094 - 21.111 - 0.019 - 15.798 -
-4 < B z < +1 (36) (26) 22.8 12.0 1 0.149 1.265 8.901 1.126 0.123 1.868 2.076 -0.701
|AL| < 1.5AU 2
3
0.021
0.022
-2.435
1.906
0.334 2.114 0.018
0.015
-1.207
0.786
0.301 -2.661
+ 1 < By <+4 79 60 11.5 0.6 188 190 0 -0.118 - 16.339 - 0.122 - 16.940 -
-4 < B 2 < +1 (73) (56) 23.3 9.8 1 0.137 1.291 4.986 0.572 0.027 0.937 2.294 -0.631
|AL| < 1.5AU 2
3
0.012
0.019
1.842
0.722
1.500 1.543 0.006
0.009
1.480
2.780
0.140 1.361
3.3.3 Functions to Represent the Boundary Locations
Various models o f ionospheric convection have been presented in the past. Most of the 
models considered the convection reversal to be circular and continuous. Very few models 
[Moses et al., 1987; Heppner and Maynard, 1987] addressed the discontinuous convection 
reversals, which allow a gap near noon or midnight. In this thesis the variation of the location 
o f the convection reversals is emphasized. The location o f convection reversal boundary has 
been determined observationally and also plotted against the MLT, as shown in Figures 3.14 
- 3.25. Similarly, the plus and diamond symbols represent the location o f maximum and 
minimum potentials, respectively. Very few maximum points were found near the equatorward 
o f the cusp region (between the latitude 60° and 70°). These points belong to an additional 
convection reversal, which is separated from the dawn-cell convection reversal. These points 
were not used for the fitting o f the boundary location, as these points are not concerned with 
the primary convection reversals. This additional convection reversal might be related to the 
conductivity enhancement due to the precipitation o f particles from lower latitude boundary 
layer.
From comparing the colatitude o f the minimum potential points near premidnight both in 
categories (B y > +4) and in categories (B y < - 4 ) ,  more scattering was found in categories 
(B y  > + 4), and the data points seem to be separated into two convection reversals. One of 
the convection reversals goes equatorward, extending it across the noon-midnight meridian, 
the other goes poleward, but it is shorter. In this study only absolute maximum and minimum 
potentials were used when there are multiple reversals in the measurement. This may result in 
the missing of some local maximum or minimum potentials. Thus, it is inappropriate to fit the 
data into two branches now. This work will be left until all the local maximum and minimum 
potentials are determined in the future.
46
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Boundary Location for —■4 < B z < +1
B y < -  4
MLT (hour)
MLT (hour)
Figure 3.14 Location of the convection reversal boundary for the subgroup with 
—4 <  B x < + 1  and B y <  —4. The upper graph shows the data points under 
an intense electrojet and the lower graph shows the data points under a weak 
electrojet. The plus symbols represent dawn/maximum potential points and the 
diamond symbols represent dusk/minimum potential points. These points were 
fit separately (solid lines) and together (dash lines).
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Boundary Location for — 4 < < +1
- 4  < By < +4
MLT (hour) 
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Figure 3.15 Location of the convection reversal boundary for the subgroup 
with —4 <  Bz <  + 1  and —4 <  By <  + 4 . The representation of lines and 
symbols is the same as that in Figure 3.14.
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Boundary Location for —4 < B z < +1
By > +4
lO
r-H
V
MLT (hour)
Figure 3.16 Location of the convection reversal boundary for the subgroup with 
—4 <  B z < + 1  and B y >  + 4 . The representation of lines and symbols is 
the same as that in Figure 3.14.
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Figure 3.17 Location of the convection reversal boundary for the subgroup with 
B z <  —4 and B y <  —4. The representation of lines and symbols is the same 
as that in Figure 3.14.
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Figure 3.18 Location of the convection reversal boundary for the subgroup with 
B z <  - 4  and —4 <  B y <  + 4 . The representation of lines and symbols is 
the same as that in Figure 3.14.
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Figure 3.19 Location of the convection reversal boundary for the subgroup with 
Bz < —4 and By > +4 . The representation of lines and symbols is the same 
as that in Figure 3.14.
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Boundary Location for - 4  < B z < +1
- 4  < By < - 1
MLT (hour)
MLT (hour)
Figure 3.20 Location of the convection reversal boundary for the subgroup 
with — 4 <  Bz <  + 1  and - 4  <  J3y <  —1. The representation of lines and 
symbols is the same as that in Figure 3.14.
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Figure 3.21 Location of the convection reversal boundary for the subgroup 
with - 4  < Bz < + 1  and —1 < By < + 1 . The representation of lines and 
symbols is the same as that in Figure 3.14.
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Boundary Location for —4 < B Z< + 1
+  1 < By < +4
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V
Figure 3.22 Location of the convection reversal boundary for the subgroup 
with —4 <  Bz <  + 1  and + 1  <  By <  + 4 . The representation of lines and 
symbols is the same as that in Figure 3.14.
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Boundary Location for —4 < B z < +1
B y < -  4
MLT (hour)
MLT (hour)
Ftgura 323 Location of the convection reversal boundary for the subgroup with 
—4 <  <  + 1  and B y <  —4. The upper graph shows the data points in the
northern hemisphere and the lower graph shows the data points in the southern 
hemisphere. The plus symbols represent dawn/maximum potential points and 
the diamond symbols represent dusk/minimum potential points. These points 
were fit separately (solid lines).
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Figure 3.24 Location of the convection reversal boundary for the subgroup 
with —4 < Bz < + 1  and —4 < By < + 4 . The representation of lines and 
symbols is the same as that in Figure 3.23.
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Figure 3.25 Location of the convection reversal boundary for the subgroup with 
—4 < B t  < + 1  and B y > + 4 . The representation of lines and symbols is 
the same as that in Figure 3.23.
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The boundary colatitudes, / c, were also fit in a form
N
f c(M L T )  =  Bo +  Y ,  B n cos [ j ^ M L T  -  0n] (3.3)
n=l
where B q, B n, and Qn are the coefficients to be determined by the approach mentioned in 
Subsection 3.3.1. The values of these coefficients are listed in Tables 3.1-3.3. A termination 
o f the series at n  =  2 produced a satisfactory match between the series representation and the 
data points. The fitting curves are shown as the dash lines in Figures 3.14 - 3.25. From looking 
at the data points near noon or midnight, the colatitude distribution does not appear to be a 
continuous, single-value function. Thus, the same curve-fitting process have been repeated, 
but fitting the colatitude o f the maximum and minimum potential separately. This may lead 
to the crossing o f  the two potential segments near noon or midnight. To avoid this, 92% of 
the data points have been used, with 4% of data points cut from each end o f the maximum 
and minimum potential segments. The values of these coefficients are listed in Tables 3.4-3.6. 
The results are shown as the solid lines in Figures 3.14 - 3.25.
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R eproduction of the Ionospheric Convection P atterns
CH APTER 4
The results o f  fitting the random measurements o f  the boundary potentials and locations 
with a  Fourier series representations have been shown in the previous chapter. In this form 
it is difficult to comprehend the fitting curves. For the purpose of easier visualization o f the 
results, the boundary fit has been used as the boundary conditions of a model to calculate the 
illustrative ionospheric convection pattern. Note that some simplifying assumptions were used 
in the model. In this chapter the description o f the models will be stated first. Following this, 
the resulting convection patterns will be shown.
4.1 A Sim ple M odel fo r Solving Laplace Equation
In this section the electrodynamics of ionospheric convection and the main equation of the 
model are discussed briefly. The ionospheric convection is mainly driven by the electric fields, 
which are generated at the magnetopause due to the solar wind-magnetosphere interaction and 
transmitted along the magnetic field lines between the ionosphere and the magnetosphere. The 
field-aligned currents flow from the magnetosphere and connect with the horizontal currents in 
the lower ionosphere to form a closed current system by the coupling between the magneto­
sphere and ionosphere. The entire current system must satisfy the current continuity equation 
in MHD approximation
V - J ~ 0  (4.1)
where J  is die current density. The divergence of current can generate a charge density, then 
the electric field builds up quickly to balance the divergence of current. In most cases the
60
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equation (4.1) is used to calculate the electric field rather than Poisson’s equation. The equation 
(4.1) can be rewritten to
V -1 =  J|| (4.2)
where j|| is the density o f the field-aligned current (positive for a downward current) and I; 
is the horizontal current in the ionosphere. The relationship among electric field, current, and 
conductivity are related by Ohm’s law with Hall and Pedersen conductivities separated
Ii =  E p E  +  S k B o x E  (4.3)
where E j/  and E p  are the height-integrated Hall and Pedersen conductivities, B q is a unit 
vector of magnetic field, and E  is the ionospheric electric. Since the magnetic field in a high-
latitude region is nearly vertical and points downward, the unit vector of the magnetic field is
in —z  direction. Combining (4.2), (4.3), we have
V • [E pE  +  EtfBo x E] =  j||.
Faraday’s law in steady state is
V x E  =  0.
The electric field is assumed to be curl-free, which is described by
E  =  - V $ .  (4.6)
The electric field is perpendicular to a line of constant potential and is also perpendicular to 
E  x B  motion o f plasma. Thus, the plasma flows along lines of constant potential and a pattern
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of equipotential also represents the plasma flow pattern. Substituting (4.6) into (4.4), we have
V • [E pV $  +  E/fBo x V $] =  —j\\ (4*7)
or
S P V 2$  +  V E p  • V $  +  V E ff • (B 0 x V $ )  =  - j j .  (4.8)
The field-aligned currents provide the connection between the ionosphere and the magne­
tosphere. Iijima and potemra [1976, 1978] have shown that the field-aligned current in solar 
wind-magnetosphere-ionosphere coupling system can be classified into region 1 and region 2 
current systems. The region 1 field-aligned current flows into the ionosphere on the dawnside 
and out o f the ionosphere on the duskside while the region 2 field-aligned current flows into 
the ionosphere on the duskside and out of the ionosphere on the dawnside. The intensity of 
the region 1 current is greater than the intensity of the region 2 current by a factor o f 2 or 
more. They also used Triad satellite data to study large-scale characteristics of field-aligned 
currents associated with substorms and have shown that the intensity o f the field-aligned current 
increases during substorms. Fujii et al. [1981] found that the dayside region 1 field-aligned 
current is higher in the summer hemisphere than that in the winter hemisphere. Fujii and Iijima 
[1987] have shown that the field-aligned current of region 1 and region 2 depends differently 
on ionospheric conductivity. The region 1 current intensity is linearly proportional to the con­
ductivity at all MLT and the region 2 current also shows a dependence on conductivity, but 
poor correlation than region 1 current. This implies that region 1 current is primarily driven 
by a voltage generator and region 2 current seems to be driven by a combination o f voltage 
and current generator.
The convection model to be calculated below consists o f two boundaries. One of the 
boundaries is coincident with the measured convection reversal boundaries. Note that this
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boundary condition has implied the region 1 current on the boundary. The other boundary is 
located at a lower latitude. This low-latitude boundary on the nightside is chosen in circular 
shape, which is located at 58° for the group ( - 4  < B z < 4-1) and 55° for the group (B z < -4 ) .  
The low-latitude boundary on the dayside is chosen in elliptic shape, which is chosen as 70° 
at noon for the group ( - 4  <  B z <  4-1) and 65° at noon for the group (B z <  - 4 ) .  These 
values of latitude are from the models of Heppner and Maynard [1987]. The potential value 
is assumed to be zero around the low-latitude boundary.
For lack o f the corresponding observational information on the ionospheric conductivity 
and the field-aligned current, the following simplifying assumptions are made. First, it has 
been assumed that the field-aligned current is negligible away from the convection reversal 
boundary so that the field-aligned current on the right-hand side of (4.8) can be neglected as 
an approximation. Second, the conductivity gradient is assumed to be small so that the first 
term on the left-hand side of (4.8) dominates. Thus, the equation (4.8) can be reduced to
V 2#  =  0. (4.9)
4.2 Illustration of Boundary Potentials and Locations
The equation (4.9) has been solved everywhere in the high-latitude region except at the 
convection reversal boundary, using the boundary conditions determined by the observation. 
The numerical scheme is a modified Gauss-Siedel iteration with a successive over-relaxation 
method. The method of successive over-relaxation can speed up the convergence o f iteration. 
The potentials at the convection reversal boundary remained unchanged during the calculation. 
At this point the potentials have been multiplied by the mean value o f the corrected A U  index 
in order to convert the units back to kV. The iteration terminates when the norm, or sum
63
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of the residual is less than the error per step times the initial value o f norm. The details o f 
the numerical scheme for solving Laplace equation in rectangular coordinates are shown in 
Appendix B.
Although the location o f the convection reversal boundary is measured in latitude and 
MLT, which are in polar coordinates, rectangular coordinates were used in the numerical 
calculation and plotting. This was done in order to get better convergence at the origin, and 
for a more convenient interface with the contour plotting software. A comparison between 
the polar and rectangular coordinates will be shown in Appendix C. The difference is shown 
to be small. Note that as a consequence o f this approach (keeping potentials fixed on the 
boundary), the points on the convection reversal boundary do not obey (4.9), and all o f  the 
region 1 field-aligned currents are concentrated on these points. The region 2 currents are at 
the lower latitude boundary, which is not realistic.
Figures 4.1 - 4.9 are the illustrative patterns which are calculated from the continuous, 
single-value functions. The heavy solid lines in each graph show the location o f the boundary. 
For convenience, the maximum and minimum values of the electric potential as well as their 
difference, are shown at the bottom o f each graph. Figures 4 .1 0 -4 .1 8  are the results which 
were obtained by using the same procedure, with two separate functions for the positive and 
negative boundaries. Similarly, the heavy solid lines in each graph show the locations o f  the 
boundaries. Comparing the patterns with a continuous and a discontinuous boundaries, the 
features o f premidnight Harang discontinuity and the dayside “throat” near the cusp can be 
seen from the patterns with a discontinuous boundary.
The upper row in Figures 4.19 - 4.21 show the patterns in the northern hemisphere and the 
lower row in Figure 4.19 - 4.21 show the patterns in the southern hemisphere. It can be seen 
that the convection pattern is reversed in response to IMF B y in opposite hemispheres. Thus,
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Electric Potential for — 4 < < +1
Figure 4.1 Illustration of the continuous convection reversal boundary for the 
subgroup with —■4 <  Bz <  + 1  and B y <  —4. These patterns were derived 
by solving the Laplace equation. The thin solid lines represent the equipotential 
lines and the heavy solid lines represent the convection reversal boundary. The 
numbers at lower-left and lower-right corners in each graph represent the dusk 
and dawn potentials, respectively.
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Electric Potential for - 4  < B z < 4-1
—4 < By < 4-4
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Figure 42 Illustration of the continuous convection reversal boundary for the 
subgroup with - 4  <  Bt  <  + 1  and - 4  <  By < + 4 . The representation of 
lines and numbers is the same as that in Figure 4.1.
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Figure 4.3 Illustration of the continuous convection reversal boundary for the 
subgroup with —4 <  B z <  + 1  and B y >  + 4 . The representation of lines 
and numbers is the same as that in Figure 4.1.
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Electric Potential for B z <  —4
By  <  —4
Figure 4.4 Illustration of the continuous convection reversal boundary for the 
subgroup with B z <  —4 and B y <  —4. The representation of lines and 
numbers is the same as that in Figure 4.1.
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Electric Potential for B z < — 4
Figure 4.5 illustration of the continuous convection reversal boundary for the 
subgroup with B t  <  - 4  and - 4  <  B y < +4. The representation of lines 
and numbers is the same as that in Figure 4.1.
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Electric Potential for Bz < — 4
By > +4
12
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12
-72.0 122.6 50.7
Figure 4.6 Illustration of the continuous convection reversal boundary for the 
subgroup with Bz <  —4 and By > +4. The representation of lines and 
numbers is the same as that in Figure 4.1.
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Electric Potential for - 4  < B z < +1
Figure 4.7 Illustration of the continuous convection reversal boundary for the 
subgroup with —4 < Bz < + 1  and —4 <  By <  —1. The representation of 
lines and numbers is the same as that in Figure 4.1.
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Electric Potential for —4 < JBZ < +1
Figure 4.8 Illustration of the continuous convection reversal boundary for the 
subgroup with —4 <  B t  < + 1  and — 1 <  B y <  + 1 . The representation of 
lines and numbers is the same as that in Figure 4.1.
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Electric Potential for — 4 < B 2 < +1
Figure 4.9 Illustration of the continuous convection reversal boundary for the 
subgroup with —4 < Bz < + 1  and + 1  <  By <  + 4 . The representation of 
lines and numbers is the same as that in Figure 4.1.
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Electric Potential for —4 < B z < +1
B y < -  4
Figure 4.10 Illustration of the discontinuous convection reversal boundary for 
the subgroup with—4 <  Bz <  + 1  and By <  —4. These graphs were derived 
by solving the Laplace equation. The thin solid lines represent the equipotential 
lines and the heavy solid lines represent the convection reversal boundary. The 
numbers at lower-left and lower-right corners in each graph represent the dusk 
and dawn potentials, respectively.
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Electric Potential for —■4 < B z < +1
- 4  < By <  +4
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Figure 4.11 Illustration of the discontinuous convection reversal boundary for 
the subgroup with - 4  <  B z < + 1  and - 4  <  B y <  +4. The representation 
of lines and numbers is the same as that in Figure 4.10.
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Electric Potential for - 4  < B z < +1
Figure 4.12 Illustration of the discontinuous convection reversal boundary for 
the subgroup with - 4  <  B x <  +1 and B y >  +4. The representation of 
lines and numbers is the same as that in Figure 4.10.
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Electric Potential for B z <  - 4
By < -  4
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Figure 4.13 Illustration of the discontinuous convection reversal boundary for 
the subgroup with B x <  —4 and B y <  —4. The representation of lines and 
numbers is the same as that in Figure 4.10.
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Electric Potential for B z < — 4
— 4 < By <  + 4
12
-62.0 123.1 61.1
12
-65.8 110.1 44.3
Figure 4.14 Illustration of the discontinuous convection reversal boundary for 
the subgroup with Bz <  —4 and —4 <  By <  + 4 . The representation of 
lines and numbers is the same as that in Figure 4.10.
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Electric Potential for B z < —4
By  > +4
-83.2 140.7 57.4
-73.1 121.6 48.5
Figure 4.15 Illustration of the discontinuous convection reversal boundary for 
the subgroup with Bz <  —4 and By >  + 4 . The representation of lines and 
numbers is the same as that in Figure 4.10.
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Electric Potential for —4 < B z < +1
- 4  < By <  - 1
-51.2 92.8 41.6
-38.4 73.4 35.0
Figure 4.16 Illustration of the discontinuous convection reversal boundary for 
the subgroup with —4 <  J3Z < +1 and —4 < B y < —1. The representation 
of lines and numbers is the same as that in Figure 4.10.
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Electric Potential for — 4 < J3Z < +1
-1  < B y <  +1
Figure 4.17 Illustration of the discontinuous convection reversal boundary for 
the subgroup with - 4  <  Bz <  + 1  and - 1  <  By <  + 1 . The representation 
of lines and numbers is the same as that in Figure 4.10.
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Electric Potential for —4 : < B Z <  +1
Figure 4.18 Illustration of the discontinuous convection reversal boundary for 
the subgroup with —4 < B x < + 1  and + 1  <  B y <  + 4 . The representation 
of lines and numbers is the same as that in Figure 4.10.
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Electric Potential for —4 < B z <  +1
By  <  —4
12
-53.6 92.8 39.2
12
-50.5 85.6 35.1
Figure 4.19 Illustration of the By effect on the patterns in different hemispheres 
for the subgroup with - 4  <  Bz <  + 1  and By <  - 4 .  The upper graph 
shows the patterns in the northern hemisphere and the lower graph shows the 
patterns in the southern hemisphere. The thin and heavy solid lines represent 
the equipotential lines and convection reversal boundary. The numbers at lower- 
left and lower-right corners represent the dusk and dawn potentials.
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Electric Potential for —4 < B z < +1
Figure 4.20 Illustration of the By effect on the patterns in different hemispheres 
for the subgroup with - 4  <  Bz <  + 1  and - 4  <  By <  + 4 . The repre­
sentation of lines and numbers is the same as that in Figure 4.19.
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Electric Potential for —4 <  B z < +1  
By > + 4
12
-56.9 90.4 33.6
-64.8 105.2 40.5
Figure 4.21 Illustration of the By effect on the patterns in different hemispheres 
for the subgroup with - 4  <  Bz <  + 1  and By >  + 4 . The representation of 
lines and numbers is the same as that in Figure 4.19.
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it is reasonable to mix the passes both in the northern and southern hemispheres according to 
IMF By.
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4.3 A Model for Solving the Inhomogeneous Current Continuity Equation
Solving (4.9) is only for illustrating the fitting boundary conditions, but in a real situation 
the conductivity is nonuniform. For the lack of the corresponding conductivity model, a con­
ductivity model which consists o f day-night effect and enhancement of particles precipitation 
[Rasmussen and Schunk, 1987] has been used. The day-night conductivity model considers 
the direct solar EUV radiation [Vickrey et al., 1981]
E h = PEp = 10^/cos x  (4-10)
and scattered solar EUV radiation [Strobel et al., 1980]
£ #  = PEp = 1 X < 90°
Eh = PSp = 10cos* x > 90° ' ‘ '
where x  is the solar zenith angle and P  is the ratio of height-integrated Hall to Pedersen 
conductivity. The x  can be calculated from seasonal tilt angle and dipole tilt angle. The 
details of the calculation of x  are discussed in Appendix D.
The conductivity enhancement due to particles precipitation can be estimated from the 
electron average energy Eq and the electron energy flux I  [Robinson et al., 1987]
<4 l 2 >
where E q is in units of keV and I  is in units of ergs/cm 2s. The ratio of the Hall to Pedersen 
conductivity is given by
~  =  0.45J3o'85. (4.13)
Ep
Hardy et al. [1987] used (4.12) and (4.13) to calculate the height-integrated, electron- 
produced Hall and Pedersen conductivity. They divided the data under different K p values.
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From their model the conductivity patterns can be assumed to be a Gaussian distribution in 
latitude and longitude, thus
s . - J W — g , ---------------------- g j - ]  ( 4 1 4 )
S H = -PSp
where E h 0, P , <£o< Dg, and D# can be estimated from their patterns. The specification of 
these parameters is shown in Table 4.1. The location o f peak conductivity at each local time, 
0O, has been adjusted to match the continuous boundary in each category. As pointed out 
by Wallace and Budzinski [1981], the conductivities from different sources cannot be simply 
added. It should be calculated by the square root of the sum of squares o f components.
The illustrative convection patterns have implicit field-aligned currents on the convection 
reversal boundary. The region 1 current is confined to a width o f one degree. This is not far 
from the real field-aligned current pattern. But, the region 2 current is located on the low- 
latitude boundary. This is not realistic. For lack of corresponding field-aligned current model, 
the region 2 current is assumed a Gaussian shape three degrees outside the region 1 current. 
The locations of peak on the dawnside and duskside remains fixed, but the peak value of the 
region 2 current has been adjusted until the field-aligned current difference between into and 
out o f the ionosphere is less than 5%. This makes the total field-aligned current conserved.
The equation (4.8) can be solved by specifying a nonuniform conductivity distribution 
and a region 2 current distribution. The details of numerical scheme for solving (4.8) are 
shown in Appendix E.
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Table 4.1 The specification of the parameters in the conductivity model.
Groups S Hoijnho) P <f>a(deg.) D$(deg.) D<t>(deg.)
- 4  < Bz < +1 15 2 -90 6 90
Bz < - 4 25 2 -75 6 90
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For lack of observational information on the corresponding conductivity and field-aligned 
current in the ionosphere, a conductivity model and a region 2 field-aligned current model 
have been used to show the sequences how the conductivity and field-aligned current affect 
the ionospheric convection. Figures 4.22 - 4.30 are the resulting convection patterns for only 
adding the conductivity on the model. The results show that another convection reversal is 
detached from the dusk-cell convection reversal near m idnight
A condition was imposed on the region 2 field-aligned current is that the total upward 
current (summed over both the region 1 and region 2 currents) is equal to the total downward 
current. This is important because the upward and downward region 1 field-aligned currents, 
which were determined from the DE-2 measurements (combined with the conductivity model), 
are not balanced by themselves. Figures 4.31 - 4.39 are the resulting convection patterns for 
adding both the conductivity and field-aligned current on the model. The results show that 
another convection reversal on the duskside shifts back to the determined convection reversal 
and the electric field is enhanced in the region between region 1 and region 2 currents.
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4.4 Resulting Ionospheric Convection Patterns
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Electric Potential for - 4  < B z <  +1
Figure 4.22 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < Bx < + 1  and By < —4. These graphs were derived 
by solving the current continuity equation with nonuniform conductivity. The thin 
solid lines represent the equipotential lines and the heavy solid lines represent 
the convection reversal boundary. The numbers at lower-left and lower-right cor­
ners in each graph represent the dusk and dawn potentials, respectively.
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Electric Potential for —4 < B Z <  +1
— 4 < By  < +4
-50.5 90.2 39.7
12
-40.8 70.6 29.9
Figure 4.23 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < B x < + 1  and —4 < B y < + 4 . The representation of 
lines and numbers is the same as that in Figure 4.22.
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Electric Potential for —4 < B* < +1
By  > +4
Figure 4.24 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < Bt < + 1  and By > + 4 . The representation of lines and 
numbers is the same as that in Figure 4.22.
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Electric Potential for B z <  - 4
-71.5 137.2 65.7
-83.1 155.6 72.5
Figure 4.25 Reproduction of the ionospheric convection patterns for the sub­
group with Bt  <  —4 and Bv < —4. The representation of lines and numbers 
is the same as that in Figure 4.22.
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Electric Potential for B z <  - 4
— 4 < By < +4
12
-62.5 124.3 61.8
-66.6 111.4 44.8
Figure 4.26 Reproduction of the ionospheric convection patterns for the sub­
group with Bz < —4 and —4 < By < + 4 . The representation of lines and 
numbers is the same as that in Figure 4.22.
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Electric Potential for B z < — 4
By > +4
12
-83.4 141.9 58.5
12
-73.4 122.4 49.1
Figure 4.27 Reproduction of the ionospheric convection patterns for the sub­
group with Bz <  —4 and By > + 4 . The representation of lines and numbers 
is the same as that in Figure 4.22.
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Electric Potential for — 4 < < +1
- 4  < By <  - 1
12
-51.6 93.9 42.3
12
-38.6 74.0 35.4
Figure 4.28 Reproduction of the ionospheric convection patterns for the sub­
group with —4 <  <  + 1  and —4 < B y < —1. The representation of
lines and numbers is the same as that in Figure 4.22.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for —4 < B z <  +1
Figure 4.29 Reproduction of the ionospheric convection patterns for the sub­
group with —4 <  Bz <  + 1  and —1 <  By <  + 1 . The representation of 
lines and numbers is the same as that in Figure 4.22.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for —4 < B z <  4-1
Figure 4.30 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < B Z <+1  and + 1  <  By <  + 4 . The representation of 
lines and numbers is the same as that in Figure 4.22.
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Electric Potential for —4 < B z < +1
Figure 4.31 Reproduction of the ionospheric convection patterns for the sub­
group with —4 <  <  + 1  and By <  —4. These graphs were derived by
solving the current continuity equation with nonuniform conductivity and region 
2 current. The thin solid lines represent the equipotential lines and the heavy 
solid lines represent the convection reversal boundary. The numbers at lower-left 
and lower-right corners in each graph represent the dusk and dawn potentials, 
respectively.
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Electric Potential for - 4  < B z <  +1
- 4  < By <  +4
-48.8 87.8 39.0
-39.7 69.2 29.5
Figure 4.32 Reproduction of the ionospheric convection patterns for the sub­
group with —4 <  i?z < + 1  and —4 < B y < +4. The representation of 
lines and numbers is the same as that in Figure 4.31.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for —4 < B z <  +1
By  >  +4
Rgure 4.33 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < Bz < + 1  and By >  + 4 . The representation of lines and 
numbers is the same as that in Figure 4.31.
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Electric Potential for B z <  - 4
By < -  4
-68.9 133.7 64.9
-79.9 151.6 71.6
Figure 4.34 Reproduction of the ionospheric convection patterns for the sub­
group with Bz <  —4 and By < —4. The representation of lines and numbers 
is the same as that in Figure 4.31.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for B z <  —4
— 4 <  By <  +4
-60.9 121.8 60.9
12
-63.8 107.8 44.0
Figure 4.35 Reproduction of the ionospheric convection patterns for the sub­
group with B x <  - 4  and —4 < B y < +4. The representation of lines and 
numbers is the same as that in Figure 4.31.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
104
Electric Potential for B z < —4
By > +4
12
-96.9 156.3 59.4
12
-71.4 119.6 48.2
Figure 4.36 Reproduction of the ionospheric convection patterns for the sub­
group with B z <  —4 and B y >  + 4 . The representation of lines and numbers 
is the same as that in Figure 4.31.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for — 4 < B , < +1
- 4  < By < - 1
12
-50.1 91.8 41.8
12
<3
-36.9 72.1 35.2
Rgura 4.37 Reproduction of the ionospheric convection patterns for the sub­
group with - 4  <  Bz < + 1  and —4 < By < —1. The representation of 
lines and numbers is the same as that in Figure 4.31.
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Electric Potential for - 4  < B z < +1
Rgura 4.38 Reproduction of the ionospheric convection patterns for the sub­
group with —4 < B z < -(-1 and — 1 < B y < + 1 . The representation of 
lines and numbers is the same as that in Figure 4.31.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Electric Potential for —4 < Bz < +1
+1 < By <  +4
Figure 4.39 Reproduction of the ionospheric convection patterns for the sub­
group with —4 <  B z <  + 1  and + 1  <  B y < + 4 . The representation of 
lines and numbers is the same as that in Figure 4.31.
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CHAPTER 5 
Discussion
The DE-2 satellite has provided a large number o f random measurements. These data 
show the combined influence of the IMF, auroral electrojet, and conductivity on the ionospheric 
electric fields. Each measurement shows the change of ionospheric electric field at different 
times and at different locations. These random measurements have been combined using the 
prevailing IMF and auroral electrojet conditions, in order to study the effects o f southward IMF 
on the relationships among the auroral electrojet, the ionospheric conductivity, and ionospheric 
convection. In this way the assumption that the ionospheric convection is in steady state has 
been implicitly used. Unlike the method of averaging the potentials at every locations, the 
procedure that has been used in this study is similar to that of Lu et al. [1989]. They determined 
the potential values around the convection reversal boundary first, then used a simple model 
to calculate the potential values away from the boundary. But, three improvements have been 
done on their procedure. First of all, they normalize the potentials by a predicted value rather 
than a measured parameter. As discussed in Subsection 1.1.1, several coupling functions 
between the solar wind and transpolar cap potential have been found by the observational data, 
but nobody can tell which one is better. Therefore it may increase the uncertainty using die 
predicted values. In this study a parameter, AU, measured simultaneously with the electric 
field measurement is chosen. The measured potentials were normalized by the A U  index 
instead o f the predicted potential.
The second difference is related with the locadon of the boundary. The model of Lu et 
al. [1989] assumed the convection reversal boundary is circular, which is fixed at 75° latitude. 
From the data, the location of the convecdon reversal boundary varies with die local time.
108
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Therefore, the convection reversal boundary cannot be assumed to be circular. In this study 
a function o f boundary location in terms of MLT is obtained to reflect the variation of the 
location o f the convection reversal.
The third difference is to see whether or not the convection reversal boundary is continu­
ous. The model of Lu et al. [1989] has only one convection reversal at each local time. From 
the data the multiple convection reversal can be seen frequently in the electric field measure­
ments, especially occurring near noon or midnight. This implies that the convection reversal 
boundary is not continuous, i.e., a potential gap is allowed near noon or midnight. Very few 
models [Moses et al., 1987; Heppner and Maynard, 1987] have considered the potential gap. 
The usage of a continuous boundary can simplify the calculation, but it is not realistic. In this 
study the maximum and minimum potential points are fit with two separate functions to show 
the discontinuous boundary. It can be found that these two functions are usually overlapped 
near noon or m idnight
The difference between the continuous and discontinuous reversal boundaries is the gaps 
of potentials and locations. The discontinuous reversal boundary allows the gaps of potentials 
and locations around the convection reversal boundary at any local time. The continuous 
reversal boundary has a similarity to the classic drawing o f auroral oval which is along the 
boundary of open and closed field lines. All the patterns with a continuous and a discontinuous 
reversal boundaries, as illustrated in Figures 4.1 - 4.18, show that the IMF B y mainly affects the 
geometry of the convection reversal boundary which appear as the heavy lines in these figures. 
The convection pattern rotates clockwise as IMF B y changes from negative to positive. The 
IMF B y effect is not significant on the potential value around the convection reversal boundary. 
The size of the auroral oval and magnitude of potentials increase as the southward B z increases 
in magnitude. These results are consistent with the model of Heppner and Maynard [1987], but 
these are based on different analysis of DE-2 data. Furthermore, the convection patterns with
109
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a discontinuous reversal boundary are better than the convection patterns with a continuous 
reversal boundary because some features of eastward or westward flow near the cusp region 
are averaged out on the pattern with a continuous reversal boundary.
Figures 5.1 - 5.3 shows an overlay o f the potential distribution around the continuous 
reversal boundary. The solid lines show the potential values as a function o f MLT for the cases 
with an intense auroral electrojet (\AL\ >  1.5 • AU)  and the dashed lines show the potential 
values for the cases with a weak auroral electrojet (\AL\ < 1.5-A17). As the westward electrojet 
is intense, there is a common feature in these figures. The maximum potential increases and 
its location shifts towards m idnight The zero-potential point near midnight shifts towards 
premidnight and the slope (westward electric field) at this point increases except the category 
( B z < - 4  and B y < -4 ) .  This inconsistency is attributed to the very few data between 0 and 
4 MLT, so this apparent inconsistency is just the result o f no data. The enhanced westward 
electric field near midnight is expected for an increased rate o f magnetic flux o f nightside 
reconnection.
The convection patterns with a discontinuous convection reversal boundary can result 
from the nonuniform ionospheric Hall conductivity. This has been demonstrated in the M-I 
coupling model [Kan et al., 1988]. The ionospheric convection imposed by the solar wind in 
the M-I coupling model has been assumed to be a symmetric two-cell pattern with a continuous 
convection reversal boundary. However, due to the electrodynamic interaction between the 
magnetosphere and ionosphere, the resulting convection pattern becomes distorted to produce 
the Harang discontinuity, and convection reversal boundary becomes discontinuous, as shown 
in Figure 5 of [Kan etal., 1988]. The distortion o f the convection pattern and the discontinuous 
convection reversal boundary is caused by the nonuniform Hall conductivity.
To verify this, an example is shown in Figure 5.4. The upper-left side in Figure 5.4 is 
a Hall conductivity model which has only solar UV enhancement in summer solstice. The
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Figure 5.1 Comparison of the electric potential on the continuous convection 
reversal boundary for the group with —4 <  B z < + 1 . The upper, middle, 
and lower graphs represent different B y ranges. The solid lines represent the 
results with an intense auroral electrojet. The dash lines represent the results 
with a weak auroral electrojet.
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Boundary Potential for Bz < -4
By > +4
MLT (hour)
-4 < B¥ < +4
MLT (hour) 
By <-4
MLT (hour)
Figure 5.2 Comparison of the electric potential on the continuous convection 
reversal boundary for the group with B c <  —4. The representation of graphs 
and lines is the same as that in Figure 5.1.
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Boundary Potential for -4 < Bz < +1
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MLT (hour) 
-4 < By < -1
MLT (hour)
Figure 5.3 Comparison of the electric potential on the continuous convection 
reversal boundary for the subgroup with - 4  < B z < +1 and - 4  <  B y < 
+4. The representation of graphs and lines is the same as that in Figure 5.1.
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calculation o f solar UV enhancement has been shown in Section 4.3. The Pedersen conduc­
tivity model is assumed to be one-half of the Hall conductivity model. Solving (4.8) in the 
simplified case without field-aligned current except on the fixed convection reversal boundary, 
a convection pattern is produced, as shown in the upper-right side o f Figure 5.4. The fixed 
boundary potentials and locations were taken from the result o f the continuous curve fits for 
the category ( - 4  <  B y < +1, - 4  <  B z <  +1, and \AL\ < 1.5 • AU).  Furthermore, a con­
ductivity enhancement due to auroral precipitation was added in the conductivity, as shown in 
the lower-left side of Figure 5.4. This enhancement is assumed to be a Gaussian distribution 
in latitude and longitude, as discussed in Section 4.3. The peak value of Hall conductivity 
was chosen to be 15 mho and the ratio of Hall to Pedersen conductivity is 2. The D$  is 90° 
and <j>o is -9 0 ° . The 60 is fit to the latitude of the continuous boundary and D e is 6°. A 
convection pattern is produced by using this conductivity distribution and the identical bound­
ary conditions, as shown in the lower-right of Figure 5.4. It can be found that the positive 
and negative reversals no longer meet at midnight. The polarization electric fields due to 
nonuniform conductivity are responsible for the detachment of the two convection reversals.
The merging, which can generate an electric field, occurs on the duskside in the northern 
magnetosphere when IMF B y is positive. A corresponding electric field in the ionosphere 
can produce a  westward component in the plasma flow and cause the convection reversal 
boundary on the dayside to be discontinuous. The B  x V  dynamo in the open field lines 
near the tail lobe can also generate an electric field. A corresponding electric field in the 
ionosphere can produce a westward component in the plasma flow and cause the convection 
reversal boundary on the nightside to be discontinuous, as shown in the upper-right graph of 
Figure 5.5. Similar arguments can be applied to negative IMF B y. The merging occurs on the 
dawnside in the northern magnetosphere when IMF B y is negative. A corresponding electric 
field in the ionosphere can produce a eastward component in the plasma flow and cause the
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Figure 5.4 Illustration of the relationship between the conductivity and the con­
vection. The upper-left graph shows the conductivity pattern produced only by 
solar UV radiation in summer solstice. The lower-left graph shows the conduc­
tivity pattern with a conductivity enhancement (maximum value is 15 mho). It 
can be found that the convection pattern is distorted near midnight, as shown 
on the lower-right side of this figure. The upper-right graph shows no distortion 
near midnight.
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convection reversal boundary on the dayside to be discontinuous. The B  x V  dynamo in the 
open field lines near the tail lobe can generate another electric field, but its direction is opposite 
to the electric field with a positive IMF B y . A  corresponding electric field in the ionosphere 
can produce a eastward component in the plasma flow and cause the convection reversal on 
the nightside to be discontinuous, as shown in the upper-left graph of Figure 5.5.
However, the convection is distorted when the plasma flows through a region with a 
conductivity enhancement on the nightside. For the case with a  positive B y, the convection on 
the nightside becomes more westward and turns the direction to eastward in the enhancement 
region, as shown in lower-right graph o f Figure 5.5. But for negative B y, the convection on 
the nightside becomes more eastward in the enhancement region, as shown in the lower-left 
graph o f Figure 5.5. Comparing the convection patterns for positive and negative IMF B y, 
it can be seen the convection patterns on the nightside polar cap are also dependent on the 
orientation o f  the IMF B y. This result is consistent with the observations from sondrestrom 
radar [de la Beaujardiire et al., 1985]. They have shown that the convection for positive B y 
is not a mirror effect of the convection for negative B y . The westward flow was found on the 
nightside polar cap when the IMF B y is positive.
In another point o f view, an additional convection reversal is found to be detached from 
the dusk-cell convection reversal on the nightside because o f the conductivity enhancement. 
Also the detachment for positive B y is larger than the detachment for negative B y. Since the 
path o f  the satellite is random, it may be possible to miss one o f the convection reversals. 
Also, the computer program used in the study were designed to determine only the largest 
convection reversal in case that there are multiple convection reversals in the measurement. 
This will result in larger scattering o f data points for the case with a positive B y because 
the detachment is larger. But for the case with a negative B y , the detachment is small, the
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scattering o f data points should be smaller. This feature is consistent with the scatter plots in 
Figures 3.14-3.16.
As mentioned in subsection 3.3.2, an additional convection reversal, which is detached 
from the dawn cell, was also found on the dayside. This might be related to the conductivity 
enhancement due to the precipitation of particles from the low-latitude boundary layer. How­
ever, on the dayside the solar UV enhancement has a strong influence on the conductivity . 
The conductivity enhancement from low-latitude boundary layer is not effective in the case that 
the background conductivity is laige. Unlike the detachment on the nightside, the detachment 
on the dayside due to particles precipitation is not frequently observed from the data.
The upper-left graph of Figure 5.6 shows the field-aligned current pattern without a region 
2 system. The resulting convection pattern is shown in the upper-right graph of Figure 5.6. 
The lower-left graph of Figure 5.6 shows the field-aligned current pattern with a region 2 
system added. Note that the addition of region 2 system to insure the conservation of total 
field-aligned current. The resulting convection is shown in the lower-right graph o f Figure 5.6. 
Comparing these two convection patterns, it can be seen that the electric field is enhanced 
in the region between the region 1 and region 2 currents. This is due to the superposition 
o f the same orientation of the electric fields imposed by the region 1 and region 2 currents. 
The electric field outside the region 2 current is reduced because of the superposition of the 
opposite electric fields.
In this study all the passes were processed without a detailed inspection. Many erroneous 
passes were discarded only on the basis that some points were conspicuously out of place 
and did not conform to a two-cell convection pattern. The simple procedure only locates two 
extreme values per pass. Actually, more than two convection reversals are frequently seen in 
the passes traversing near noon-midnight meridian. A more complicated procedure is required 
to locate every convection reversals and the low-latitude zero-potential boundaries in each pass.
117
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Figure 5.5 Illustration of relationship among the solar wind, the conductivity, 
and the convection. The conductivity patterns are the same as those in Fig­
ure 5.4. The upper-left graph shows the convection pattern imposed by the 
negative By. The upper-right graph shows that convection pattern imposed by 
the positive By. It can be found that an additional convection reversal is de­
tached from the dusk-cell convection reversal, as shown on the lower row of this 
figure.
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Figure 5.6 Illustration of the relationship between the region 2 field-aligned 
current and the convection. The conductivity patterns are the same as those in 
Figure 5.4. The upper-left graph shows the pattern without region 2 current. The 
electric fields are enhanced in the region between region 1 and region 2 currents 
when the region 2 field-aligned current is added, as shown on the lower row of 
this figure.
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Also the passes for the A U c  <  100, corresponding to lower polar cap potential and smaller 
polar cap size, could be added. It may be possible to use this procedure o f mapping o f the 
convection reversals to study the distorted, multi-cell patterns associated with the northward 
B z .
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CH APTER 6
Conclusion
As indicated in Section 1.3, the objective o f the thesis is to reproduce the ionospheric 
convection patterns under different combinations o f geomagnetic activity and solar wind con­
ditions, and to study the effects of southward IMF on the relationships among the auroral 
electrojet, the ionospheric conductivity, and the ionospheric convection. The DE-2 satellite 
has provided i n s i tu  observations on the ionospheric electric fields at all local time. These data 
have been used to determine how the potential is distributed around the convection reversal 
boundary and its location, which served as the boundary conditions of a simple model of 
calculating the electric potential in the high-latitude region. Also, the IM F data from IMP-8 
or ISEE-3 and the geomagnetic indices (A U  and A L)  have been used to group the random 
electric field measurements into 18 categories. A series of data criteria were imposed on the 
original data in order to eliminate the passes with “bad” data. The following conclusions can 
be reached through the resulting ionospheric convection patterns:
1. The IMF B y  mainly affects the geometry o f the convection reversal boundary. It can 
be seen that the IMF B y affects the orientation o f the dayside “throat” and produces westward 
or eastward flow across the noon-midnight meridian. The two-cell convection pattern rotates 
clockwise as IMF B y changes from negative to positive. The polar cap potential and size 
increase as the southward B z increases. These results are consistent with the previous studies 
about the relationship between the IMF and ionospheric convection.
2. As the westward electrojet gets more intense, the maximum dawn potential increases 
and shifts towards midnight. Also the westward electric field is enhanced near midnight and 
the zero-potential line shifts towards premidnight. These are all related to an intrusion o f the
121
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dawn cell into the dusk cell. The enhanced westward electric field is related to an increased 
earthward plasma sheet convection, which is driven by an enhanced dawn-to-dusk electric field 
in the plasma sheet during substorms. As shown in [Weimer, 1993], this westward electric 
field near midnight increases the Pedersen current in the westward electrojet. This suggests 
that the westward electrojet is a combination of the Pedersen and Hall currents.
3. Conductivity enhancement around the auroral oval generates a polarization electric 
field. This polarization electric field adds to the original convection electric field, and results 
in a distortion o f the convection pattern and an intrusion o f dawn cell to dusk cell, and an 
apparent separation of convection reversals near midnight. At this point it becomes apparent, 
the conductivity enhancement is responsible for the distortion o f the convection.
4. The merging associated electric field in the dayside cusp and the B  x V  associated 
electric field in the nightside polar cap have a component which is perpendicular to the dawn- 
to-dusk direction when the IMF B y is positive or negative. These electric fields can produce 
the westward or eastward flow and cause the convection reversal to be discontinuous. The con­
vection is distorted when the plasma flows through the region with a conductivity enhancement 
on the nightside. This can result in an additional convection reversal, which is detached from 
the dusk-cell convection reversal. The additional convection reversal is clear for the patterns 
with a positive IMF B y. Comparing the convection patterns on the nightside for positive and 
negative IMF B y, the difference is is significant. The westward flow is found in the nightside 
polar cap when the IMF B y is positive.
5. The main feature of two-cell ionospheric convection is dominated by the region 1 
field-aligned current. But the region 2 field-aligned current may modify the convection outside 
the convection reversal boundary. The electric field is enhanced in the region between region 
1 and region 2 currents.
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6. From the points of the distortion of the convection on the nightside and the “throat” 
feature on the dayside, the convection reversal could be multiple. It is much better to fit the 
maximum and minimum potential points with two separate functions than to fit the data with 
only one function. The convection patterns with a discontinuous reversal is more realistic than 
the convection patterns with a continuous reversal.
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APPENDIX A 
Least-Squares Fitting
The data are fit in a given time with a Fourier series. The Fourier form used as follows
f{0 )  =  5 (1 ) +  5(2) cos [0 -  5(3)] (A.1)
where S(1),S(2) and S(3) are the parameters which needs to be determined, and 0 is a arbitrary 
variable. We use the least-squares method to determine these parameters, in order to obtain a 
function to best describe the data. The least-squares criterion is to minimize the function
L = f ^ { Y i - Y ! ) 2 (A. 2)
»=i
where Yi  is the experimental value and Y[  is the value o f the generated function. If we let
Y[  =  f(&i) = ao + ai cos 0 +  a,2 s in 0. (4 .3 )
Substituting (A.3) into (A.2), thus
L  =  ^ ( T j  — Oq — d\ cos 0i — bi sin 0{)2. (4 .4 )
i=l
We minimize L  as a function of ao, a i and a 2 by taking partials, d L / d a 0, d L /d a i ,  and
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d L /d b i ,  then setting the partials zero 
d L  ~
dao
—2 Y X Y t — cio — ^  cos Qi — b\ sin#*) =  0 (4 .5 )
»=t
d L  ^
-Q^~ =  - 2  Y X Y i  -  do -  ax cos Oi — bi s in 0 i ) ( -  cos Qi) =  0 (4 .6 )
*=l 
nd L
■q£-  =  - 2  ^ ( y »  -  do — di cos &i — bi s in  0,-)(— sin Qi) =  0 (4 .7 )
t=i
rearranging (A.5), (A.6). and (A.7)
n  n  n
Y ,  Yi = Nao  +  di Y , cos Oi +  X /  sxn (4-8)
i=l t=l i=l
n  n  n
^  Yi cos 0; =  do cos 0* +  di ^  cos2 Oi +  &i ^  cos Oi s in^ i (4 .9 )
»=1 i=l 1=1 1=1
n  n  n  n
^  Yi sin Qi — do sin Oi +  a t ' Y , cos Oi s*11 Oi +  bi ^  sin2 Qj. (A.10)
t=l i=l 1=1 t=l
The equations (A.8), (A.9) and (A. 10) are the set o f simultaneous equations. We need to 
calculate the summation in the desired interval and solve the system o f equations to find do, 
d i and &i. The equation (A.3) may be rewritten in the form
f {0 )  =  do +  \ j a \ + b \ (  ° 1 - . .  cos Q +  j - X -- sin q)
v y /a f  + bf '
or
f(Q) = do +  J a \  + b\ cos[6 — ta n  x(— )]. (4 .11 )
d\
The coefficients of (A .l) can be defined in terms o f  the parameters found by the solutions 
o f  the equations
5 (1 ) =  do (4 .12 )
5 (2 ) =  y ja \  + b\ (4 .13)
5 (3 ) =  ta n - 1 (— ). (A.14)
di
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APPENDIX B
Num erical Scheme for Solving Laplace Equation in R ectangular Coordinates
Laplace equation (4.9) in rectangular coordinates in two dimensions
dx2 +  dy2 ”  * ^
Rewriting (B .l) in a finite difference representation using central differences, we have
 ( A i p  +  ( Z t f  =  °  ( S '2)
where j  is index for axis sc, k is index for axis y. Multiplying (B.2) by (A z )2, thus
+  (A y)2 ~  2$i,fc +  =  ° -
Setting A x  =  Ay and Solving (B.3) for § j k , yields
=  4 ( ^ + 1, k +  (B.4)
To show how successive over-relaxation can be applied to Laplace equation, we begin
with (B.4), adding superscript to show a new value computed from previous iterations, we
have
* « * ’ =  +  * m + i +  l M >
The method of successive over-relaxation can improve the speed o f convergence. We 
both add and subtract <f>^ on the righthand side of (B.5) and add an over-relaxation factor A
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to get a new iteration relation, getting
* r ’ = + * s - i  -  4* $ > -  m
The value of the factor is between 1 and 2. The optimum over-relaxation factor A can be 
estimated by
°  (B.7)
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1 +  (1 - w 2)1/ 2 
where is determined as follows. Let
y i * = * & ' ’ -  * < :i (s -8 )
A norm of y ( t+1) is given by
i i i r(i+ 1 )n = E E i ^ i + l , i- («•»)
j= i fc=i
Now
I y(*+l>
II ^ (i) . .
The iteration terminates when the norm, or sum of the residual is less than the error per 
step times the initial value o f norm.
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APPENDIX C
Num erical Scheme for Solving Laplace’s E quation in Polar Coordinates
Laplace’s equation in polar coordinates is
52$  , 1 5 $  , 1 d 2$  „
dr2 + r  dr +  r 2 dO2 ”  * ^
Rewriting (C .l) in a finite difference representation using central differences, we have
$3+1,fc ~  2$j,fc +  $ 3- 1,fc , r $ j+ i,k  ~  $3-i,fe~
(Ar)2 rj L 2(Ar)
(C. 2)
— 1 =  n
(A 0)2
where j  is index for latitude, k is index for azimuthal angle. Multiplying (C.2) by (A r)2, thus
_ L  r $ 3, k + i  -  2 $ j , f c  +  $ 3, f c - i 1 _  n
+ r? I  J “
$ 3 + 1  , k -  2 +  $ i - l , f e  +  | “ ( $ J + l , f c  -  $ 3 - 1 , k )
* (C.3)
+  r 2(A 0)2 +  ~
Solving (C.3) for yields
* * *  -  + ^ ) 4 i + i -‘ + ( 1  ■f"6 T  r ? ( A 0 ) 3 J 3 3
. (C.4)
To show how successive over-relaxation can be applied to Laplace’s equation, we begin 
with (C.4), Adding superscripts to show a new value computed from previous iterations, we 
have
3,fc ro, z iM ltV  2r.- J+1’fc  ^ 2r,-
1 (C.5)
+  r J ^ L i ff ( o  + $ ( o  ) \
+ Lr?(A0)2J J,fc+1 3-k-l/J’
The method of successive over-relaxation can improve the speed of convergence. We
both add and subtract 4?^. on the righthand side and add an over-relaxation factor A to get a
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$(*+l ) _  $ (9  j  ^  ( ( i  , +  n  _  —  W 9
J , *  J.fc +  m  , 2 ( A r ) 3 T 1 1 +  ^ j + 1 >fc ^ O k . '  J - M
^  +  r f ( A d ) 3 1 3  3
(A r )2 1 /^ (0  , * (0   ^ To , 2(A r )2
new iteration relation, getting
r J r r  1 , # (i)  $ ( i )  .  _  r2  2 ( r r  1 $ (i) 1
+  Lr?(A0)2 J1 ''fc+1 +  * * * -"  L +  rj(A 0)2J ® W *
(C.6)
The value o f factor is between 1 and 2. The optimum A can be estimated by the method 
discussed in Appendix B. The iteration terminates when the norm is less than the error per 
step times the initial value o f the norm.
The boundaries are fit to the nearest grid points. The averaged error per grid points in 
polar coordinates is 0.23 degree. The error in rectangular coordinates is 0.33 degree. Both 
are not bad for studying the large-scale convection. The rectangular coordinates were used in 
order to get better conveigence at the origin, and for a convenient interface with the plotting 
contour software. The Figure C.1 shows a comparison between the rectangular and polar 
coordinates. The dash lines in this figure represent the potential contours in polar coordinates 
and the solid lines represent the potential contours in rectangular coordinates. It can be shown 
that the difference between two coordinates is small.
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Electric Potential for -4 < Bz < +1 
-4 < By < +4, |AL| < 1 .5AU
Figure C.1 Comparison between the polar and rectangular coordinates. The 
dash lines represent the potential contours in polar coordinates. The solid lines 
represent the potential contours in rectangular coordinates. The result shows 
the difference between these two coordinates is small.
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APPENDIX D 
Calculation of Solar Zenith Angle x
Since the rotation o f the earth to sun with a period of 365.25 days and the self rotation 
of the earth about its axis once every 24 hours, the dipole tilt angle varies with universal time 
(UT) and day o f year (DOY). The expressions are as follows
V v  =  23.4 cos [(DOY  -  1 7 2 ) ^ g ]  (D. 1)
t/Uay =  11.2 cos [ ( t f r  -  1 6 .7 2 )!!]  (D .2)
A T
where ipyr is the seasonal dipole tilt angle and ipday is the daily dipole tilt angle. The total
tilt angle, fi, is the sum o f the seasonal and daily tilt angles. We have
M =  i ’yr +  Ipday (D. 3)
The total tilt angle is used for the conversion of GSM and SM coordinates. The geocentric 
solar magnetospheric coordinate system (GSM) has its x-axis from the earth to the sun. The 
y-axis is defined to be perpendicular to the earth’s magnetic dipole so that the x-z  plane 
contains a dipole axis. Another coordinate system is solar magnetic coordinates (SM). The 
x-axis is chosen as the north magnetic pole and the y-axis is perpendicular to the earth-sun line 
towards dusk. The difference between GM and GSM systems is a rotation about the y-axis. 
The amount of the rotation is simply the total dipole tilt angle. Note that the x-axis of this
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system does not point directly at the sun [Russell, 1971]. The conversion becomes
cos fi 0 sin/x \  / X \
0 1 °  ) I Y  ) (D A )
GSM ^ — S*n A* 0 cos I1'  '  Z  J SM
converting the magnetic colatitude and local time to cartesian SM coordinates. We have
(sin#  coss in # c o s <f> I (D .5)cos# /
where # is the colatitude and <f> is the longitude. Note that 12 hours MLT is equal to 0° 
longitude. Substitute (D.5) into (D.4), thus
cos n  0 s in / r \  / s i n # c o s ^ '
0 1 0 j I sin# s in <j> j (D.6)
GSM \  —sin n  0 cos } i /  \  cos#
or
sin # cos <j> cos fi +  cos # sin fi
s in # s in <j> | . (£>.7)
GSM \  — sin # cos <f> sin fi +  cos # cos f i ,
The solar zenith angle is denoted as the angle between the position unit vector P  and
the unit vector S from earth to sun. Since the z-axis o f GSM coordinates points toward sun, 
the dot product of P  and S is equal to P x GSM» where Px Gsm ‘s the z  coordinate of the P  
position unit vector, in GSM coordinates. The solar zenith angle at the position P  is
X =  cos_1(P  • S)
=  c o s - ^ P * ^ )  (D. 8)
=  cos-1 (sin# cos <f>cos fi +  cos#sin /r).
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APPENDIX E
Num erical Scheme for Solving the Inhomogeneous C urren t Continuity Equation
The inhomogeneous current continuity equation (4.8) in two-dimension rectangular coor­
dinates
d 2$  5 2#  0 $  5 $  5 $
es *  v  > +  ( V S p ) * ^ + ( V E p ) l ' W + < V E " > ' ( V E p ) » ^  -  <£ 1 >
where j|| is the field-aligned current (positive for the downward current) and
a s ,
dx  
d 2 p
(V S ,) , = ^
<**'>•- a ,
r v r   ^ -  5 S g  
( v s * }* -  “ f tT
( V S * ) , - — .
Rewriting (E .l) in a finite difference representation, we have
E p  1 (A ^ 5 --------------i +  ^  1  i +
[(VEf ) . -  (V Sg),] (^ .*> )+  (B .2)
[ ( V E ,) ,  -  ( W » ) . l ( - W i ^ i ,‘ - 1 ) =  - j y
where j  is the index for axis x  and k is the index for axis y. Multiplying (E.2) by (A x )2, thus
A  a*
Sp($j+i,fc -  2 $ ^  + i j - i ,k)  + S p ( - ^ ) 2($j,fc+i -  2 +  §j,fc-1)+
[(V E ,). -  (V E » ),] (^ X * j+ i*  -  *!-!* )+  (S.3)
[(VEp)tf + ( V E * ) , ] ^ ) ^  Jit+, -  t i t - , )  = -J ,.
Setting A x =  A y  and solving (E.3) for (^ j . ,  yields
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$j,k =  •A$j+i,k +  +  C $ j tk+1 4- D $ j , k - i  +  Bi|| (B.4)
where
a  -  2 S p  +  A e [ ( S p ) z  -  ( S g ) , ]
8 S p
2Ep -  As[(Ep)j. -  (£*)„]
B -------------------- I S -----------------
r *  -  2 S p  +  ( s p ) y  +  ( S g ) x
8Ep
n  _  2Sp -  (Sp)y -  (Sg)a;
8Ep
B =  —— .4Ep
Similarly for solving the Laplace equation in Appendix B, we use the successive over­
relaxation method. Adding the superscript to show a new value computed from the previous 
value, we have
+ C i % +1 +  £ # » - ,  +  E j f .  (£ .5 )
We both add and subtract on the righthand side o f  (E.5) and add an over-relaxadon 
factor A to get a new iteration relation, getting
* S l) =  + ^ * S u b + B * ? - u k + < » $ + . + + * 4 °  -  (£ -6 )
The value of factor is between 1 and 2. The optimum A can be estimated by the method 
discussed in Appendix B. The iteration terminates when the norm is less than the error per 
step times the initial value o f the norm.
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