Spatial perception is the backbone of many robotics applications, and spans a broad range of research problems, including localization and mapping, point cloud alignment, and relative pose estimation from camera images. Robust spatial perception is jeopardized by the presence of incorrect data association, and in general, outliers. Although techniques to handle outliers do exist, they can fail in unpredictable manners (e.g., RANSAC, robust estimators), or can have exponential runtime (e.g., branch-and-bound). In this paper, we advance the state of the art in outlier rejection by making three contributions. First, we show that even a simple linear instance of outlier rejection is inapproximable: in the worst-case one cannot design a quasi-polynomial time algorithm that computes an approximate solution efficiently. Our second contribution is to provide the first per-instance sub-optimality bounds to assess the approximation quality of a given outlier rejection outcome. Our third contribution is to propose a simple general-purpose algorithm, named adaptive trimming, to remove outliers. Our algorithm leverages recently-proposed global solvers that are able to solve outlier-free problems, and iteratively removes measurements with large errors. We demonstrate the proposed algorithm on three spatial perception problems: 3D registration, two-view geometry, and SLAM. The results show that our algorithm outperforms several state-of-the-art methods across applications while being a general-purpose method. * The authors contributed equally to this work.
I. INTRODUCTION
Spatial perception is concerned with the estimation of a geometric model that describes the state of the robot, and/or the environment the robot is deployed in. As such, spatial perception includes a broad set of robotics problems, including motion estimation [1] , object detection, localization and tracking [2] , multi-robot localization [3] , dense reconstruction [4] , and Simultaneous Localization and Mapping (SLAM) [5] . Spatial perception algorithms find applications beyond robotics, including virtual and augmented reality, and medical imaging [2] , to mention a few.
Safety-critical applications, including self-driving cars, demand robust spatial perception algorithms that can estimate correct models (and assess their performance) in the presence of measurement noise and outliers. While we currently have several approaches that can tolerate large measurement noise (e.g., [6] , [7] , [8] ), these algorithm tend to catastrophically fail in the presence of outliers resulting from incorrect data association, sensor malfunction, or even adversarial attacks.
(a) 3D registration (b) Two-view geometry (c) 2D SLAM (d) 3D SLAM Fig. 1 . We investigate outlier rejection across multiple spatial perception problems, including (a) 3D registration, (b) two-view geometry, and (c-d) SLAM. We provide inapproximability results and performance bounds. We also propose an algorithm, ADAPT, that outperforms RANSAC and other specialized methods. ADAPT tolerates up to 90% outliers in 3D registration, and up to 50% outliers in two-view geometry and most SLAM datasets.
In this paper, we focus on the analysis and design of outlier-robust general-purpose algorithms for robust estimation applied to spatial perception. Our proposal is motivated by three observations. First, recent years have seen a convergence of the robotics community towards optimizationbased approaches for spatial perception. Therefore, despite the apparent heterogeneity of the perception landscape, it is possible to develop general-purpose methods to reject outliers (e.g., M-estimators [9] and consensus maximization [10] can be thought as general estimation tools). Second, the research community has developed global solutions to many perception problems without outliers, from well-established techniques for point cloud registration [8] , to very recent solvers for SLAM [6] and two-view geometry [7] . These global solvers offer unprecedented opportunities to tackle robust estimation with outliers. Third, the literature still lacks a satisfactory answer to provably-robust spatial perception.
The literature on outlier-robust spatial perception is currently divided between fast approaches (that mainly work in the low-outlier regime, without performance guarantees) and provably-robust approaches (that can tolerate many outliers, but have exponential runtime). While we postpone a comprehensive literature review to [11] , it is instructive to briefly review this dichotomy. Fast approaches include RANSAC [12] , M-estimators [9] , and measurementconsistency checking [13] , [14] . These methods fall short of providing performance guarantees. In particular, RANSAC is known to become slow and brittle with high outlier rates (> 50%) [10] , and does not scale to high-dimensional problems, while M-estimators have a breakdown point of zero, meaning that a single "bad" outlier can compromise the results. On the other hand, provably-robust methods, typically based on branch-and-bound [15] , [16] , [17] , [18] , [10] , can tolerate more than 50% of outliers [19] , but do not scale to large problems and are relatively slow for robotics applications. Overall, the first goal of this paper is to understand whether we can resolve this divide, and design algorithms that are both efficient and provably robust.
Contributions. We propose a Minimal Trimmed Squares (MTS) formulation for outlier-robust estimation. MTS encapsulate a wide spectrum of commonly-used outlier-robust formulations in the literature, such as the popular maximum consensus [20] , Linear Trimmed Squares [21] , and truncated least-squares [22] . In particular, MTS aims to compute a "good" estimate by rejecting a minimal set of measurements.
Our first contribution (Section III) is a negative result: we show that outlier rejection is inapproximable. In the worst-case, there exist no quasi-polynomial algorithm that can compute (even an approximate) solution to the outlier rejection problem. We prove that this remains true, surprisingly, even if the algorithm knows the true number of outliers and even if we allow the algorithm to reject more measurements than necessary. Our conclusions strengthen previous negative results [20] , which already ruled-out the possibility of designing polynomial-time approximation methods.
Our second contribution (Section IV) is to derive the first per-instance sub-optimality bounds to assess the quality of a given outlier rejection solution. While in the worst case we expect efficient algorithms to perform poorly, we can still hope that in typical problem instances a polynomial-time algorithm can compute good solutions, and we can use the proposed sub-optimality bounds to assess the performance of such an algorithm. Our bounds are algorithm-agnostic (e.g., they also apply to RANSAC) and can be computed efficiently.
Our third contribution (Section V) is a general-purpose algorithm for outlier rejection, named Adaptive Trimming (ADAPT). ADAPT leverages recently-proposed global solvers that solve outlier-free problems and adaptively removes measurements with large residual errors. Despite its simplicity, our experiments show that it outperforms RANSAC and even specialized state-of-the-art methods for robust estimation.
We conclude the paper by providing an experimental evaluation across multiple spatial perception problems (Section VI). The experiments show that ADAPT can tolerate up to 90% outliers in 3D registration (with a runtime similar to existing methods), and up to 50% outliers in two-view geometry and most SLAM datasets. The experiments also show that the proposed sub-optimality bounds are effective in assessing the outlier rejection outcomes. We report extra results and proofs in [11] .
II. OUTLIER REJECTION: A MINIMALLY TRIMMED
SQUARES FORMULATION Many estimation problems in robotics and computer vision can be formulated as non-linear least squares problems:
where we are given measurements y i of an unknown variable x, with i ∈ M (M is the measurement set), and we want to estimate x, potentially restricted to a given domain X (e.g.,
x is a pose, and X is the set of 3D poses). The least squares problem in eq. (1) looks for the x that minimizes the (squares of) the residual errors h i (y i , x), where the i-th residual error captures how well x explains the measurement y i . The problem in eq. (1) typically results from maximum likelihood and maximum a posteriori estimation [5] , [23] , under the assumption that the measurement noise is Gaussian. Both researchers and practitioners are well-aware that least squares formulations are sensitive to outliers, and that the estimator in eq. (1) fails to produce a meaningful estimate of x in the presence of gross outliers y i . Therefore, in this paper we address the following question:
Can we compute an accurate estimate of x that is insensitive to the presence of outlying measurements?
We formulate the resulting robust estimation problem as the problem of selecting a small number of outliers, such that the remaining measurements (the inliers) can be explained with small error. In other words, a good estimate (in the presence of outliers) is one that explains as many measurements as possible while disregarding outliers. This intuition leads to the following formulation.
Problem 1 (Minimally Trimmed Squares (MTS)): Let M denote a set of measurements of an unknown variable x, and let y i denote the i-th measurement. Also denote with h i (y i , x) the residual error that quantifies how well x fits the measurement y i . Then, the minimally trimmed squares problem consists in estimating the unknown variable x by solving the following optimization problem:
where one searches for the smallest set of outliers O (| · | is the cardinality of a set) among the given measurements M, such that the remaining measurements M \ O (i.e., the inliers) can be explained with small error, i.e., i∈M\O h i (y i , x) 2 ≤ M\O for some x ∈ X, and where M\O is a given outlier-free bound.
Example 1 (Robust linear estimation and bound M\O ): In linear estimation one wishes to recover a parameter x ∈ R n from a set of noisy measurements y i = a i x + d i , i ∈ M, where a i is a known vector, and d i ∈ R models the unknown measurement noise. Some of the measurements (the inliers) are such that the corresponding noise d i can be assumed to follow a Gaussian distribution, while others (the outliers) may be affected by large noise. Therefore, our MTS estimator can be written as:
Evidently, M\O must increase with the number of inliers, since each inlier adds a positive summand y i −a i x 2 due to the presence of noise. Moreover, since the sum is restricted to the inliers, for which the noise is assumed to be Gaussian, we can compute the desired outlier-free bound explicitly: if d i follows a Gaussian distribution, then each y i − a i x 2 follows a χ 2 distribution with 1 degree of freedom. Thus, with desired probability p (e.g., 0.99), y i − a i x 2 2 ≤ where is the p -quantile of the χ 2 distribution, and the outlier-free bound is M\O = |M \ O| .
Remark 2 (Generality and applicability): In this paper we address robustness in non-linear and non-convex estimation problems as the ones arising in robotics and computer vision. Therefore, while the linear estimation Example 1 is instructive (and indeed we will prove in Section III that even in such a simple case, it is not possible to even approximate the MTS estimator in polynomial time), the algorithms and bounds presented in this paper hold for any function h i (y i , x) and any domain X. In contrast with related work [24] , [25] , we do not assume the number of outliers to be known in advance (an unrealistic assumption in perception problems). Indeed, our MTS formulation looks for the smallest set of outliers. Finally, while the formulation (2) requires to set an outlierfree threshold, we will propose an algorithm (Section V) that will automatically compute a suitable threshold without any prior knowledge about the measurement noise.
In summary, MTS is a general non-linear and non-convex outlier rejection framework. We exemplify its generality by discussing its application to three core perception problems: 3D registration, two-view geometry, and SLAM.
A. Outlier rejection for robust spatial perception: 3D registration, two-view geometry, and SLAM Here we review three core problems in spatial perception, and show how to tailor the framework of Section II to these examples.
Outlier rejection for 3D registration. Point cloud registration consists in finding the rigid transformation that aligns two point clouds. Formally, we are given two sets of points P . = {p 1 , . . . , p n } and P . = {p 1 , . . . , p n } (with p i , p i ∈ R 3 , for i = 1, . . . , n), as well as a set M of putative correspondences (i, j), such that the point p i ∈ P and the point p j ∈ P are (putatively) related by a rigid transformation, for all (i, j) ∈ M. Point correspondences are typically obtained by descriptor matching [19] .
Given the points and the putative correspondences, 3D registration looks for a rotation R ∈ SO(3), and a translation t ∈ R 3 , that align (i.e., minimize the sum of the squared distances between) corresponding points:
The problem in eq. (4) can be solved in closed form [8] . However, eq. (4) fails to produce a reasonable pose (rotation and translation) estimate when some of the correspondences are outliers [19] , [26] , and related work resorts to robust estimators (reviewed in Section I). Here we rephrase robust registration as an MTS problem:
(5) Outlier rejection for two-view geometry. Two-view geometry estimation consists in finding the relative pose (up to scale) between two camera images picturing a static scene, and it is crucial for motion estimation [27] , object localization [27] , and reconstruction [28, Chapter 1]. We consider a feature-based calibrated setup where the camera calibration is known and one extracts features (keypoints) F = {f 1 , . . . , f n } and F = {f 1 , . . . , f n } from the first and second image, respectively. We are also given a set of putative correspondences M between pairs of features (i, j), such that features f i and f j (putatively) picture the same 3D point observed in both images.
Given the features and the putative correspondences, twoview geometry looks for the rotation R ∈ SO(3) and the translation t ∈ R 3 (up to scale) that minimizes the violation of the epipolar constraint:
where t is restricted to the unit sphere S 2 to remove the scale ambiguity. In the absence of outliers, problem (6) can be solved globally using convex relaxations [7] .
In the presence of outliers, the non-robust formulation in eq. (6) fails to compute accurate pose estimates, hence we rephrase two-view estimation as an MTS problem: 
where · 2 F denotes the Frobenius norm. In practice, many loop closure measurements are outliers (e.g., due to failures in place recognition). Therefore, we rephrase PGO as an MTS problem over the loop closures:
where we split the measurement set M into odometric edges E o (these can be typically trusted), and loop closures E lc (typically containing outliers).
III. OUTLIER REJECTION IS INAPPROXIMABLE
We show that MTS is inapproximable even by quasipolynomial-time algorithms. To this end, we find worst-case instances for which there is no algorithm that can reject a few measurements to achieve a prescribed residual error (subject to a widely believed conjecture in complexity theory, similar to N P = P ). We start with some definitions and present our key result in Theorem 5. 
The definition of (λ, )-approximability allows some slack in the quality of the MTS's solution: rather than solving Problem (2) exactly (λ = 1), Definition 3 only requires, for MTS to be approximable, to find an algorithm that computes an estimate close to the optimal solution. Indeed, Definition 3 includes algorithms that can reject more outliers than necessary (since λk > k ).
where m is the size of the input and c is constant.
Any polynomial algorithm is also quasi-polynomial, since m k = 2 k log m . Yet, a quasi-polynomial algorithm is asymptotically faster than an exponential-time algorithm, since exponential algorithms run in O(2 m c ) time, for some c > 0.
Theorem 5 (Inapproximability): Consider the linear MTS problem (3) . Let x be the optimal value of the variable to be estimated, m be the number of measurements (m . = |M|), O be the optimal solution, and set k . = |O |. Then, for any δ ∈ (0, 1), there exist a polynomial λ 1 (m) and a λ 2 (m) = 2 Ω(log 1−δ m) and instances of MTS (i.e., measurements y i , vectors a i , and outlier-free bound ) where = λ 2 (m), such that unless NP∈BPTIME(m poly log m ), 1 there is no quasi-polynomial algorithm making MTS (λ 1 (m), λ 2 (m))approximable. This holds true even if the algorithm knows k , and that x exist.
Theorem 5 stresses the extreme hardness of MTS. Even if we inform the algorithms with the true number of outliers, it is impossible in the worst-case for even quasi-polynomial algorithms to find a good set of inliers. Surprisingly, this remains true even if we allow the algorithms to cheat by rejecting more measurements than k (i.e., λ 1 k ).
Thinking beyond the worst-case, our inapproximability result suggests that to obtain a good solution efficiently, our only hope is that nature (which picks the outliers) is not adversarial, thus fast algorithms can compute good solutions in practice. Hence, it becomes important to derive perinstance bounds that, for a given MTS problem (i.e., given y i , h i , and M\O in (1)), can evaluate how far an algorithm is from the optimal MTS solution. In order words, since we cannot guarantee than any efficient algorithm will do well in the worst-case, we are happy with evaluating (a posteriori) if an algorithm computed a good solution for a given problem instance. For this reason, in the next section we develop the first per-instance sub-optimality bound for Problem 1.
IV. PERFORMANCE GUARANTEES
We present the first per-instance (i.e., a posteriori) suboptimality bound for the MTS Problem 1. The bound is algorithm-agnostic (does not take assumption on the way 1 The complexity hypothesis NP / ∈BPTIME(m poly log m ) means there is no randomized algorithm which outputs solutions to problems in NP with probability 2/3, after running for O(m (log m) c ) time, for a constant c [29] . O is generated), and is computable in O(1) time. Also, we demonstrate its informativeness via simulations.
Theorem 6 (A posteriori sub-optimality bound): Consider the MTS problem (2) and let O be an optimal solution to (2). Also, for any candidate solution O, let:
• r(O) . = min x∈X i∈M\O h i (y i , x) 2 ; i.e., r(O) is the minimum residual error given the rejection O; • r k . = min O⊆M,|O|≤k r(O); i.e., r k is the optimal residual error when at most k measurements are rejected; • r . = r(O ); i.e., r is the residual error for the optimal outlier rejection O . Then, given a candidate solution O, the following bound relates the residual error r(O) of the candidate solution with the residual error of an optimal solution rejecting the same number of outliers:
where
Moreover, if it is also known that |O| ≥ |O |, then it holds:
Eq. (10) quantifies the distance between the residual of the candidate solution and the residual of an optimal solution rejecting the same number of outliers |O|. Intuitively, if we incorrectly pick outliers and obtain a residual error r(O), there might exist a more clever selection that instead obtains r |O| r(O); on the other hand, we would like r(O) and r |O| to be as close as possible. For this reason, the smaller χ O , the closer the candidate selection is to the optimal selection. For example, when χ O = 0, then r(O) = r |O| , i.e., we conclude that the algorithm returned a globally optimal solution (restricted to the ones rejecting |O| measurements).
Eq. (12) completes the picture by stating that if the algorithm rejects at least as many measurements as the optimal solution (|O| ≥ |O |), then the bound in eq. (12) compares the quality of O directly with the optimal residual error of O , the optimal solution of the MTS Problem 1.
Remark 7 (Quality of the bound): We showcase the quality of the bound (11) by considering the linear estimation Example 1. We generate small instances for which we can compute the optimal solution and evaluate the corresponding residual error r . In particular, we compute the optimal solution using CPLEX [31] , a popular library for mixedinteger linear programming, and we compare the optimal solution against a candidate solution O. We generate candidate solutions using a greedy algorithm [30] . The greedy Algorithm 1: Adaptive Trimming (ADAPT) Input:
• v: minimum nr. of measurements required by global solver; • γ: discount factor for outlier threshold (default γ = 0.99); • δ: convergence threshold; • T : nr. of iterations to decide convergence (default T = 2); •ḡ: maximum nr. of extra rejections per iteration.
Output: outlier set O.
g ← g +ḡ; 10: if |O t | = |M|−v then {terminate} 11: return O t .
12:
if |r(O t ) − r(O t−1 )| ≤ δ then {check convergence} 13: c ← c + 1;
14:
if c = T then {terminate} 15: return O t . 16: else {reset convergence counter} 17: c ← 0.
algorithm, at each iteration, rejects the measurement that induces the largest decrease in the residual error. Fig. 2 shows in blue the actual (true) approximation performance of the greedy algorithm ( r(O)−r r(∅)−r ) and in red the bound χ O in eq. (10). The results are averaged over 10 Monte Carlo simulations. The figure shows that the bound predicts well the actual sub-optimality ratio (note the scale of the y-axis) and its quality improves for increasing number of outliers.
We remark that the bound (11) can be also used to quantify the performance of existing algorithms, including RANSAC. Having introduced our per-instance sub-optimality bounds, we step forward to a novel general-purpose algorithm for outlier rejection that empirically returns accurate solutions (and for which our bound χ O is typically close to zero).
V. A GENERAL-PURPOSE ALGORITHM: ADAPT
We introduce a novel algorithm for outlier rejection that we name Adaptive Trimming (ADAPT). The algorithm starts by processing all measurements and at each iteration it trims measurements with residuals larger than a threshold. It is adaptive in that it dynamically decides the threshold at each iteration (hence relaxing the need for a threshold M\O ). Moreover, it is not greedy in that it can reject multiple measurements at each iteration while it keeps revisiting the quality of previously rejected outliers. 2 Assumption 8 (Global solver): ADAPT assumes the availability of a black-box solver that can (even approximately) solve the outlier-free problem (1) to optimality.
Luckily, for all problems in Section II-A, there exist (outlier-free) global solvers, including [6] , [7] , [8] .
Description of ADAPT. The preudo-code of ADAPT is given in Algorithm 1. Here, we use the additional notation:
is an estimator of x given an outlier selection O.
is the residual of the measurement i, given an outlier selection O. Per Algorithm 1, ADAPT executes five distinctive operations: a) Initialization (line 1): ADAPT initializes the iteration counter t = 0 and the current candidate outlier set O t with the empty set. It also initializes g, the outlier group size, which constrains the maximum number of measurements that can be deemed as outliers in a single iteration of the algorithm. Moreover, ADAPT initializes the counter c = 0: this is used to decide whether convergence has been reached. Finally, it initializes the outlier threshold τ with the value of the largest residual across all measurements. Note that computing r i (O) (for any O ⊆ M) requires calling the global solver on the measurements M \ O, and then evaluating the residual errors for all measurements in M. b) Outlier set update (lines 5-6): Given the current threshold τ and group size g, the algorithm updates the outlier set in two steps: first (line 5), it finds the set of measurements I with the g largest residuals among all measurements in M; 3 second (line 6), the algorithm updates the outlier set as the collection of all the measurements in I whose residual exceeds the outlier threshold τ . c) Outlier threshold update (lines 7-8): If the updated outlier set O t remains the same as that in the previous iteration O t−1 (line 7), then the outlier threshold τ is not tight enough. As a result, the algorithm updates τ with a discounted value γ < 1 (line 8). This process is repeated as long as necessary, as indicated by the "while" loop in line 4. d) Outlier group size update (line 9): After each iteration t, ADAPT increases the outlier group size g byḡ. This has the effect of increasing the maximum number of measurements that can be deemed as outliers in future iterations: intuitively, ADAPT is conservative in rejecting measurements at the beginning (small initial g =ḡ) , while it gets more and more aggressive by gradually increasing g. e) Termination: ADAPT terminates when one of the following two conditions is satisfied. First (lines 10-11), it may terminate when all but a number v of measurements have been rejected, where v is the minimum number of measurement that the global solver needs to solve the problem (for example, in 3D registration, v = 3). Second (lines 14-15), ADAPT may terminate if convergence has been achieved. In particular, if the algorithm observes for T consecutive times that the absolute value of the residuals function changes by less than δ, then it terminates (c counts the number of consecutive times a decrease smaller than δ is observed).
Remark 9 (Complexity and practicality): The termination condition in line 10 guarantees the termination of the algorithm with at most |M|−v calls of the global solver. ADAPT terminates faster as one increases the outlier group sizeḡ, the convergence thresholds δ, and/or as one decreases the discount factor γ and the number T of iterations to decide convergence. Overall, the linear runtime (in the number of measurements) of ADAPT makes the algorithm practical in real-time applications where fast global solvers are available. Remark 10 (vs. RANSAC): While RANSAC builds an inlier set by sampling small (minimal) sets of measurements, ADAPT iteratively prunes the overall set of measurements. Arguably, this gives ADAPT a "global vision" of the measurement set as we showcase in the experimental section. RANSAC assumes the availability of fast minimal solvers, while ADAPT assumes the availability of fast global (nonminimal) solvers. Finally, RANSAC is not suitable for highdimensional problems where is becomes exponentially more difficult to sample an outlier-free set [19] . On the other hand, ADAPT is deterministic and guaranteed to terminate in a number of iterations bounded by the number of measurements.
VI. EXPERIMENTS AND APPLICATIONS
We evaluate ADAPT against the state of the art in three spatial perception problems: 3D registration (Section VI-A), two-view geometry (Section VI-B), and SLAM (Section VI-C). The results show that ADAPT outperforms RANSAC in terms of accuracy and scalability, and often outperforms specialized outlier rejection methods (in particular for SLAM) while being a general-purpose algorithm. Finally, the tests show that the performance bounds of Section IV are informative and can be used to assess the outlier rejection outcomes. All results are averaged over 10 Monte Carlo runs.
A. Robust Registration
Experimental setup. We test ADAPT on two standard datasets for 3D registration: the Stanford Bunny and the ETH Hauptgebaude [32] . In both cases we downsample the point clouds obtaining 453 points for Bunny and 3617 points for ETH. For each point cloud P we generate a second point cloud P by applying a random rigid transformation and adding noise and outliers. The (inlier) noise standard deviation is set to 0.025% and 0.05% of the point cloud diameter respectively. Outliers are generated by replacing a subset of the points in P with random points uniformly sampled in the bounding box containing P. In each iteration, ADAPT uses Horn's method [8] as global solver. We benchmark ADAPT against Fast Global Registration (FGR) [26] and the threepoint RANSAC. We set the maximum number of iterations in RANSAC to 1000 and use default parameters for FGR. All methods are implemented in MATLAB.
Results. Fig. 3 shows the (average) translation and rotation errors for the estimates computed by ADAPT, FGR, and RANSAC on the Bunny dataset for increasing outlier percentages. ADAPT performs on-pair with FGR which is a specialized robust solver for 3D registration and they both achieve practically zero error for up to 90% of outliers, after which they both break. RANSAC starts performing distinctively worse early on and is dominated by the other techniques (after 90% all techniques fail to provide a satisfactory estimate). We obtain similar results on the ETH dataset hence for space reasons we report them in [11] .
For both the Bunny and ETH datasets, we compute the sub-optimality bound for the result of ADAPT, using Theorem 6. The plot of the bound is given in [11] ; the bound remains around 10 −5 , confirming that ADAPT remains close to the optimal outlier selection. The runtime of ADAPT is comparable to FGR and is reported in [11] . Experimental setup. We tested ADAPT on both synthetic data and on the MH_01 sequence of the EuRoC dataset [33] .
B. Robust Two-view Geometry
To generate the synthetic data we place the first camera at the origin (identity pose) and place the second camera randomly within a bounded region. Then, we generate a random point cloud within the field-of-view of both camera. The points projected on the camera frame are finally corrupted with Gaussian noise, and outliers are added. For the EuRoC dataset, we extract Harris corners in each frame and track keypoints in consecutive frames using Lucas-Kanade feature tracking as in [34] ; the results are then averaged across all pairs of consecutive frames in the sequence. In each iteration, ADAPT uses Briales' QCQP relaxation [7] as global solver. We benchmarked ADAPT against Nister's five-point [27] and the eight-points algorithm [35] within RANSAC. Results. Fig. 4 shows the box-plot of translation and rotation errors for the estimates of ADAPT, the five-and eightpoint RANSAC on the synthetic dataset. ADAPT outperforms the other techniques across all the spectrum. ADAPT and fivepoint perform on-pair till 40% of outliers. Beyond that point, the five-point method attains considerably higher errors than ADAPT (50% to 100% more in rotation; and more than 300% more in translation). The eight-point method results in higher errors than the five-point across the spectrum. Fig. 5 shows the results on the EuRoC dataset focusing on the comparison between ADAPT and the five-point RANSAC. ADAPT achieves a mean rotation error of 2.5 · 10 −3 rad versus 2.8 · 10 −3 rad of the five-point. Similarly for the translation error: 0.075m for ADAPT versus 0.09m for the five-point. For visualization purposes we cut the translation box-plot in Fig. 5 above 0.25m error: in reference to the rest of the plot, we report that ADAPT exhibits translation errors larger than 1 in 10% of the frames, whereas only 1% of the five-point estimates have translation errors larger than 1.
For the synthetic dataset, the typical value for the suboptimality bound achieved by ADAPT is 0.2. That is, ADAPT makes a rejection that achieves an error that is at most 20% away from the optimal, even in the presence of 90% of outliers. The runtime of ADAPT is reported in [11] : our approach is one order of magnitude slower than the fivepoint method, mainly due to the relatively high runtime of the global solver [7] , which is called in each iteration.
C. Robust SLAM
Experimental setup. We test ADAPT on standard 2D and 3D SLAM benchmarking datasets and report extra results on synthetic datasets in [11] . We spoil existing datasets with spurious loop closures: in particular, we sample random pairs of nodes and we add an outlier relative pose measurement between them, where the relative translation is sampled in the ball of radius 5m and the rotation is sampled uniformly at random in SO(2) or SO(3). The ground truth trajectory is generated by optimizing the problem with SE-Sync [6] before adding outliers. We also use SE-Sync as the global solver for ADAPT. We test the following datasets, described in [36] , [6] : MIT (2D), Intel (2D), CSAIL (2D), and Sphere2500 (3D). We also test a simulated 5 × 5 × 5 3D grid dataset (results in [11] ). We benchmark ADAPT against DCS [37] ; we report DCS results for three choices of the robust kernel size: {1,10,100} (the default value is 1, see [37] ). Results. ADAPT outperforms DCS (independently on the choice of the kernel size) across all outlier percentages.
2D SLAM: In the MIT dataset (Fig. 6a ), a particularly challenging dataset, ADAPT is insensitive to up to 20% of outliers. All variants of DCS fail to produce an error smaller than 10 meters even in the absence of outliers: DCS is an iterative solver, hence is may converge to local minima when bootstrapped from a bad initial guess (the odometric estimate is particularly noisy in MIT). ADAPT leverages SE-sync, which is a global solver, hence is able to converge to the correct solution. In the CSAIL dataset ( Fig. 6b ), ADAPT also dominates DCS while DCS performance is acceptable when the kernel size is equal to 100. Unfortunately, the choice of a "good" kernel size is dataset-dependent and it can make the difference between an adequate performance in DCS and a catastrophic failure. ADAPT also dominates DCS in the INTEL dataset, whose statistics are reported in [11] .
3D SLAM: In the Sphere dataset ( Fig. 7) , ADAPT achieves and error below 0.25m across all outlier percentages. On the other hand, DCS starts with an error of 0.25 meters (0% outliers) and ends up with at least 2.5 meters error (50% outliers). Again, ADAPT, a general-purpose approach for outlier rejection, outperforms specialized techniques for robust SLAM. [11] also reports similar conclusions and results for the 3D grid dataset.
For 2D SLAM, the typical value for the sub-optimality bound achieved by ADAPT, per Theorem 6, is 0.1 (MIT) and 0.01 (Intel and CSAIL) across all spectrum of outlier percentages. For 3D SLAM, the typical value of the bound achieved by ADAPT is 0.1 (3D grid) and 0.01 (sphere).
ADAPT is one to two orders slower than DCS. This is due to the repeated calls to SE-sync and is further aggravated in the 3D case by the fact that SE-sync tends to be slow in the presence of outliers (the Riemannian staircase method [6] requires multiple staircase iterations since the rank of the relaxation increases in the presence of outliers).
VII. CONCLUSION We proposed a minimally trimmed squares (MTS) formulation to estimate an unknown variable from measurements plagued with outliers. We proved that the resulting outlier rejection problem is inapproximable: one cannot compute even an approximate solution in quasi-polynomial time. We derived theoretical performance bounds: while polynomialtime algorithms may perform poorly in the worst-case, the bounds allow assessing the algorithms' post-run performance on any given problem instances (which are typically more favorable than the worst-case). Finally, we proposed a lineartime, general-purpose algorithm for outlier rejection, and showed that it outperforms several specialized methods across three spatial perception problems (3D registration, two-view geometry, SLAM). This work paves the way for several research avenues. While we focused on a non-linear least squares cost function, many of our conclusions extend to other norms, and robust costs. We also plan to explore applications of the proposed bounds to other algorithms, including RANSAC, and to other perception problems.
