Two boundary value problems for nonlinear higher-order ordinary differential equations are analyzed, which have been recently proposed to model steady, respectively quasi-steady, thin viscous flows over a bounded solid substrate. The first problem describes steady states and consists of a third-order ODE with an unknown parameter, the flux; boundary conditions prescribe, at the edges of the substrate, the height of the liquid and the tangential forces within the liquid as functions of the flux itself. For this problem, (non-)existence and non-uniqueness results are proved depending on the behavior, as the flux approaches zero, of the "height-function" (the height prescribed at the edge out of which the liquid flows). These results enforce the notion of "compatible" behaviors of the height-function as those for which a solution always exists. The second problem describes quasi-steady states and consists of a fourth-order ODE with nonlinear boundary conditions coupling the height and the flux: for this problem, we prove the existence of a solution for compatible behaviors of the height-function.
Introduction and results
The aim of this paper is to analyze two boundary value problems which have been recently proposed in [4] for the description of thin viscous flows over a bounded solid surface. Of particular interest is the flow near the edges of the surface. We begin by shortly reviewing the model.
The thin-film equation
The simplest model for the capillarity-driven evolution of the height h(x, t) of a liquid film over a horizontal solid surface is given by the thin-film equation
where x is the spatial coordinate, t is time, and κ = γ/(3µ) is the ratio between surface tension γ and viscosity µ. Equation (1) may be formally obtained as a limit of NavierStokes equations on the basis of two main assumptions [31] : the no-slip condition and the applicability of lubrication approximation, which in turn requires that the typical vertical lengthscale is much smaller than the typical horizontal lengthscale, that the evolution is slow and that the pressure obeys the Laplace condition p = −γk, where k is the mean curvature of h. However, as is well known, the applicability of these assumptions gets problematic when the film height approaches zero, due in particular to the dominant role played by the molecular forces between the different materials (solid, liquid, gas). Several options have been proposed to incorporate these small-scale effects into the model: among them slip conditions [17, 23] , van der Waals-type potentials [14] , non-newtonian rheology [34, 39] , autonomy principle [3] . Without attempting to outline the very vast literature, here we just indicate the book [15] , the reviews [14, 31] , and a few recent papers where referenced discussions may be found on various aspects of asymptotics [13, 22, 26 , see also §1.5], PDEs [1, 24] , molecular dynamic simulations and diffuse interface models [33] .
A "dam-problem"
The following schematization of a "dam problem" is considered in [4] : liquid confined in a reservoir by a dam of widthˆ flows with constant flux q over the dam itself, due to a positive asymptotic level a at the right of the dam. Assuming a ˆ , the height h of the liquid over the dam is described by the thin-film equation over most of the dam -the basic region where lubrication approximation and the no-slip condition are supposed to be valid -except for neighborhoods of the two edges. There, the vertical component of velocity will not be negligible, the slope may become large and Laplace formula may not describe properly the distribution of cohesive forces. Hence, two edge regions are introduced in the vicinity of the edges, according to the following basic assumptions: , (A1). Universality principle. For given materials, given external conditions (temperature, pressure, asymptotic height), given flux, the structure of each edge region is universal -that is, the height of the film and the distribution of forces inside the edge region are identical for all films.
(A2). Smallness condition. The longitudinal size of each edge region is small in comparison with the size of the basic region.
Describing the flow by (1) in the bulk, and prescribing continuity of the height and equilibrium of tangential forces at the boundaries between basic and edges region, (A1) and (A2) are shown in [4] to lead to the following nonlinear boundary value problem for the pair (q, h): 
Here h i and G i are universal functions which depend only on the external conditions and the material triplet, =ˆ − δ 1 − δ 2 (δ 1 and δ 2 being the sizes of the edge regions) and Q ∈ (0, ∞] is a limiting value of the flux (corresponding to zero tangential force exerted on the liquid to the right of x = , see [4] ).
Form of universal functions
The form of the universal function h 0 , G 0 at the edges x = 0 and x = (the "exit", respectively "entrance" of the liquid since q > 0) are discussed in [4] . In particular, at the exit edge the following power-like behaviors are considered: 
then solutions to Problem (I) are "incompatible" with lubrication regime for vanishing flux q, in the sense that their slope at x = 0 diverges as q ↓ 0. Conditions (3) are shown to be sharp and may be ruled out in physical situations where the flux is known to be "small". Note however that this is not the case in Problem (I), where the flux is unknown: therefore it is not legitimate to exclude a-priori any incompatible form of h 0 and G 0 . Nevertheless, as we shall see in §1.6, at least if D = 0 such compatibility conditions do play a rôle also in the case of Problem (I).
This discussion shows that the form of universal functions at the exit edge is crucial, and that there are several possible behaviors which can be taken into account. Hereafter we will suppose that h 0 is well defined and positive in (0, Q), i.e.
and that the tangential force G 0 is negligible:
With respect to the universal function h 1 and G 1 at the entrance edge, the following behaviors are proposed in [4] :
and
Quasi-steady states
A related physical situation is that of a thin liquid film which flows out of a plane surface of finite extent (− , ) from the edges x = ± of the surface itself. In [4] , its height is assumed to be symmetric with respect to x = 0 and described, at suitable intermediate time scales, by asymptotic profiles of the form
The flux q(t) is then shown to be small and approximately constant on such scales. Since q is approximately constant, (A1) and (A2) may be applied, and since q is small, compatibility conditions are to be taken into account: assuming again (4) and (5), according to (2) and (3) it is also assumed that
This leads to the following boundary value problem for the profile X:
. Rescaling X and x appropriately, we obtain:
The mathematical framework
An extensive literature exists which is related to higher-order nonlinear ODEs relevant to the dynamics of thin liquid films. A first class of such equations is of the form
where F can either be a constant if u represents a steady state or a traveling wave profile, or a function of the independent variable if u represent a self-similar mass-preserving profile. In a series of papers [27] [28] [29] [30] , Laugesen and Pugh have studied in detail existence and stability properties of either positive periodic and equal contact angle solutions to (9) with k = 0. For these solutions one necessarily has F = 0, that is q = 0 in terms of Problem (I). For appropriate choices of the functions involved and of the boundary conditions, well-posedness and/or properties of solutions to (9) have been considered in the contexts of wetting, coating and Tanner's law [2, 3, 5, 6, 11, 16, 18, 19, 25, 36, 37] , dewetting [8, 21, 22] , blow-up [7, 35, 41] and shock formation [9, 10, 13] (see also the references therein and [20, 32] for related PDE approaches). In all these cases F (that is q in terms of Problem (I)) is not an unknown of the problem (whereas the solution's domain often is) and the boundary condition are different, too.
Genuine fourth-order problems, such as Problem (II), arise when looking at self-similar profiles of solutions to thin film-type equations which do not preserve mass. They are relevant in the description of rupture and draining phenomena, and asymptotic studies may be found in [12, 38, 40, 42] (see also the references therein). However, both the structure of the equation and the boundary conditions are different from those of Problem (II).
In conclusion, an unknown flux and boundary conditions which depend on it are peculiarities of Problem (I) which do not seem to be encompassed by previous studies. The intermediate asymptotics given by Problem (II) also features non-standard boundary conditions, and in addition no rigorous result seems to be available for that specific equation. The present paper thus aims to provide a first step in the analysis of (non-)existence, (non-)uniqueness and properties of solutions to the two problems.
(Non-)Existence of steady states
In analyzing Problem (I), in addition to (4)- (7) we assume that h 0 is comparable to q 1/2 as q ↓ 0:
Note, according to (3) (7) and (10) . Then two constants 0 < B 1 ≤ B 0 < ∞ exist such that: , 
Both parts of Theorem 1.1 are proved in §2. There, we consider the following boundary value problem, where the last boundary condition is removed and q ∈ (0, Q) is fixed:
Letting h q denote the unique solution of (11), we then analyze the behavior of the functions
Existence, non-existence and non-uniqueness of a solution to Problem (I) correspond to the number, if any, of intersections of the graphs of G and G 1 .
Remark 1
The constants B 0 and B 1 can be computed explicitly:
The constants q, G, g m and q m depend on the above parameters (γ, κ, , H * and, limited to q m , G * ) and on the functions h 0 and h 1 (through G and H, see (12)). For their definition we refer to the proof of Theorem 1.1, see in particular (30)- (33).
Though we are not able to prove it, we expect the solution to problem (I) obtained in Theorem 1.1.A to be unique if G 1 is strictly decreasing, h 0 is increasing and h 1 is decreasing. For the discussion and the physical interpretation of the results in Theorem 1.1 we refer to [4] .
Existence of quasi-steady states
In §3 we prove the second main result of this paper, which concerns Problem (II): The proof of Theorem 1.2 is based on a two-parameter shooting technique. This strategy has already been used (see e.g. [6, 11] ) in the analysis of related higher-order ODEs; however, the present case requires different tools since the flux at y = L is not prescribed (in particular, not zero) and depends (nonlinearly) on the solution itself. More precisely, we first consider the initial value problems
and show (see Lemma 3.4 and Lemma 3.5) that their solutions satisfy interesting monotonicity properties with respect to β; in particular
where u i solve (II s,β i ). This allows to prove that for any s > 0 and 0 < m ≤ 1/2 there exists a unique solution of the following boundary value problem:
Finally, we show that any value L > 0 can be achieved by varying s. It is noteworthy that such technique does not seem to cover the case m > 1/2; however, we were unable to construct an example of non-existence in this case.
Steady states
Our starting point is the following well-posedness result for (11): (7) and (10) . Then for any q ∈ (0, Q) there exists a unique (11), and
The proof is provided in the Appendix and follows the lines of the one used in [19] for a related third-order boundary value problem: via the Green's function, we explicitly construct a solution of the associated linear problem and then apply a fixed point argument.
We concentrate on the behavior of the solutions h q as q varies in (0, Q). In particular, we are interested in the behavior of h q ( )h q ( ). The next observations will be useful in what follows.
Lemma 2.2 Assume (4)- (7) and (10), let h q be the solution of (11) and let
Proof. We have h q ( ) ≥ −C 1 for a subsequence (not relabeled) and a suitable constant
The values of h q on the boundary are also uniformly bounded; therefore C 2 = h q W 2,∞ ((0, )) < ∞ and (i) follows by compactness. In addition, writing
we obtain
Therefore, along the subsequence q → q 0 it holds that
for a suitable constant C 3 > 0, which implies (ii) and (iii).
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We first consider the behavior of h q as q ↓ 0.
Lemma 2.3 Assume (4)- (7) and (10), and let h q be the solution of (11) . Then the following holds as q ↓ 0:
Proof. If B = ∞, Lemma 2.2 (ii) implies that h q ( ) → −∞ as q ↓ 0, and the assertion follows since h q ( ) → H * > 0 as q ↓ 0. To handle the other two cases we first observe that, since h q is concave,
Therefore
If B = 0, (15) implies that h q → 0 uniformly in [0, ] as q ↓ 0, which immediately yields the conclusion. If B ∈ (0, ∞), we obtain from (15) that
for q sufficiently small. Using also Lemma 2.2 (i), given x ∈ (0, ) we may extract a subsequence (not relabeled) such that
In view of (14), locally in (0, ] the functions h q are uniformly bounded away from zero. Hence, applying standard continuous dependence results to the Cauchy problem
where p is a non-negative concave parabola satisfying p( ) = H * , p(0) = 0. Thus
To identify the value of a, we note that
for q sufficiently small and we may write
Passing to the limit as q ↓ 0, in view of (16), (17) , and (18) we obtain
, and the arbitrariness of x > 0 together with (18) yields
The negative root of (19) is therefore the only value that a can take. This uniquely determines p and completes the proof of Lemma 2.3. 2
The next lemma provides information as q ↑ Q.
Lemma 2.4 Assume (4)- (7) and (10) , and let h q be the solution of (11) . Then
and if in addition h 0 (Q) = 0 or h 1 (Q) = 0, then
Proof. Let us first observe that lim sup
Indeed, otherwise along a subsequence q ↑ Q we would have at the same time
and (as a consequence)
which is impossible. If h 1 (Q) > 0, then (22) implies (20) . If instead h 1 (Q) = 0, let (0, x q ) ⊃ (0, ] be the maximal interval in which h q can be extended as a positive solution of (11) (note that x q < ∞ since h q is strictly concave), and denote this extension again by h q . We claim that
Indeed, it follows from (22
In addition, since h 1 (Q) = 0 and h q is decreasing we have lim sup
Inequalities (24) and (25) imply (23) . We now introduce the functions
It has been proved in [3] that any solution of (26) satisfies
Therefore, using also (26) we see that
for all y ∈ (0, δ)
for suitable constants δ > 0 and C 2 > 0. In terms of h q this reads as
for all x ∈ (x q − δ, x q ) and all q ∈ (0, Q).
In view of (23), as q ↑ Q we have x q − δ < < x q : therefore lim sup We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 2.1 the functions
since h q are strictly concave for positive q. From Lemma 2.3 and Lemma 2.4 we obtain, respectively,
and lim sup
By Lemma 2.3 we also have
is well defined if B = 0 or if B > 0 and
Recalling the definition (13) of a, a simple calculation shows that these conditions are equivalent to 0 ≤ B <B 1 =: 2H * 2κ .
Part (A).
To prove the existence of a solution to Problem (I) it suffices to find a point q 0 ∈ (0, Q) such that G(q 0 ) = G 1 (q 0 ). We recall that G 1 is a non-increasing and continuous function such that
Hence, the existence of q 0 is implied by the condition G(0) < G 1 (0) = G * : in view of (28) , this condition is always satisfied if B = 0, whereas if B > 0 it is equivalent to −2aγH * < G * . Recalling again (13), a straightforward computation shows that this is true if and only if
, which proves (i). If in addition B <B 1 , then q ∈ (0, Q] is well defined. If q = Q then h q is automatically nondecreasing, hence (ii) holds for any G > 0; else, since G 1 is nonincreasing, if
then q 0 can be chosen to be in (0, q) and (ii) is proved.
Part (B).
Let us construct an example of non-existence. Since B > B 0 , we have −2aγH * > G * . Hence
is well defined in view of (28) (note that q m depends on G 1 only through G * ). If G 1 is any function satisfying (7), we therefore have
If in additionq ∈ (0, q m ) exists such that
(g m is positive if B > 0 in view of (27)- (29)), then G(q) > G 1 (q) for all q ∈ (0, Q) and Problem (I) has no solution.
To complete the proof, it remains to exhibit the example of non-uniqueness if B = ∞. If Q < ∞, let
If G * is sufficiently large, then by (28) and (29) G 1 has at least two intersections with G, i.e. Problem (I) has two solutions. In addition,
are well defined and such that
If Q = ∞ the argument is analogous and we omit it. 2
Quasi-steady states
Let us start with some preliminary results on problem (II s,β ), which we recall:
Observe that, as long as it is defined, any solution of (II s,β ) satisfies
and 
To prove that y = ∞ and that u is positive in (0, ∞), it suffices to show that
Indeed, (34) and (37) imply that u , and therefore also u and u , are uniformly bounded in (0, y 0 ): the conclusion then follows by standard ODE theory noting that the right-hand side of (35) is Lipschitz-continuous on compact subsets of (u, u , u , u ) ∈ (0, ∞) × R
3
.
To prove the upper bound in (37), assume by contradiction that lim sup y→y
Since u is increasing, we actually have that u → ∞, u → ∞ and u → ∞ as y ↑ y 0 . In particular, u > 0 in a left-neighborhood of y 0 , which using (35) and (36) 
For any y ∈ (0, y 0 ) and for n sufficiently large, we have (36) < u(y n ) + βy 0 (y n − y), and passing to the limit as n → ∞ we obtain that u(y) ≤ βy 0 (y 0 − y) for all y ∈ (0, y 0 ). Then (34) implies that
which yields u → ∞ as y ↑ y 0 , in contradiction with (38) ; hence the lower bound in (37).
To prove (ii) and (iii), let β > 0 (if β = 0 then (iii) is trivial). Then
In (0, y 1 ) we have u ≤ s, which using (35) and (36) which implies that y 1 < ∞. Therefore a s,β exists, and (ii) and (iii) follow immediately since u is convex.
Finally, the locally uniform convergence of solutions in (iv) is a consequence of (i) and standard ODE theory. This in turn yields the convergence of the inflection points L s,β since they are unique. 
Problem (II s )
In this subsection we prove the following result. Let s > 0 be fixed, and define (in view of Lemma 3.1)
We recall that, from Lemma 3.1,
It is convenient to rewrite the last boundary condition in Problem (II s ) as
Hence, Proposition 3.2 amounts to prove that there exists a unique β such that (41) holds. We shall proceed through lemmas, and the proof of Proposition 3.2 will conclude the section. First of all, note that
This is an immediate consequence of Lemma 3.1 (iv) (since u 0 > 0 in (0, ∞)) and in turn implies that u
(42) The next lemma provides information as β ↑ ∞. (39) ; as β ↑ ∞, the following holds: ,
A simple compactness argument shows that
Proof of (i).
By (40) and (43),
On the other hand, we claim that 
Recalling (43) and choosing ε sufficiently small and β sufficiently large, this yields v β (z) < 0, a contradiction.
Proof of (ii). It follows from (44) that
By the definition of a β , the functions
ar well defined and satisfy
Furthermore, it follows from (46) and (40) that v β (a β ) ↓ 0 as β ↑ ∞, so that by (43)
Let now v 0 ∈ (0, s). Since η β (v β ) = 0, we have
We use this identity to prove (ii). Note that, since η β and z β are decreasing in
On the upper bound's side of (48), for all z ∈ (0, √ 2s) and β sufficiently large we have
since v β is decreasing up to L β . Therefore, it follows from (43), (i) and the arbitrariness of z that
Using (47) and (49) into (48), in the limit β ↑ ∞ we obtain
On the lower bound's side of (48), we have by (43)
In addition, since η β is decreasing we have 0
. Therefore, since η β (s) = 0, for any v ∈ (0, s) and any β sufficiently large we have −
Passing to the limit as β ↑ ∞ (using (47)) and v ↓ 0 (in this order) yields
Using (51) and (52) into (48) we obtain lim inf
and (ii) follows from (50), (53) and the arbitrariness of v 0 .
Proof of (iii). In view of (49) and (ii), (iii) is an immediate consequence of
The results contained in Lemma 3.3 and in (42) already imply the existence of a solution for Problem (II s ). The next two lemmas provide monotonicity properties which we need in order to prove uniqueness. In view of (40), we can define the inverse function
Lemma 3.4 Let u β , L β , a β and y β be defined by (39) and (54). If β 1 < β 2 , then ,
Proof. For notational convenience, we let
As in the previous proof, we define
which satisfies
where
Then it is well defined the infimum
Noting that
we have 
which is impossible since ξ 1 − ξ 2 is concave (see above) and (ξ 1 − ξ 2 ) (s) > 0. Hence (v) holds true and the proof is complete. 2 Lemma 3.5 Let β 1 < β 2 , and let x β i denote the inverse functions of u β i . Then
Proof. We let for notational convenience
Since u i > 0 in (0, ∞), we can choose u as independent variable: the functions
are well defined in (0, ∞), and w i satisfy
We claim that
If (59) holds, then (57) easily follows by comparison from (58), and the particular case in the lemma corresponds to choosing u = 0.
In order to prove (59), assume for a moment that the following relation holds:
Observing that
we can apply Lemma 3.4 (ii), which yields
• y 2 is increasing as long as u 2 ≤ 0: therefore using (60) we obtain (59). Thus, the rest of the proof will be concerned with verifying (60).
We observe that
since u i > 0 and u i < 0 as long as u i < 0. Therefore
and it follows from Lemma 3.4 (v) that
Suppose by contradiction that u 1 (x 1 (u )) < u 2 (x 2 (u )) at some point u ∈ (−β 1 , 0). Then (63) and (64) imply that there exist −β 1 < u 01 < u 02 < 0 such that
and u 01 > u 02 in view of (62). We introduce the functions
Both ϕ 1 and ϕ 2 are well defined in [u 1 (a 1 ), s] in view of Lemma 3.4 (i), and satisfy
Note that, in view of (61), (64) and the definition of u 0j , we have
We shall now compare ϕ 1 and ϕ 2 in order to obtain a contradiction. First we observe that by Lemma 3.4 (ii), (iii) and (61)
In addition
which follows from Lemma 3.4 (iv) since
From (34), (66) and (67) we obtain
and combining (68) 
are well defined and continuous in (0, ∞). It follows from (8) and Lemma 3.4 (v) that G is decreasing (strictly if m < 1/2), and from Lemma 3.5 that H is strictly increasing.
Recalling (42) 
and that lim
Proof of (69). The functions v s (y) =
Proof of (70).
If not, there exists a subsequence (not relabeled) such that
It is easy to check that the functions v s (z) = s 
On the other hand, we have 
G(x, t)ψ(t) dt

