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Abstract
Traditional TCP traffic modeling has focused on “micro-scale” modeling of TCP, i.e., detailed modeling of a single
TCP flow. While micro-scale models of TCP are suitable for understanding the precise behavior of individual flows, they
are not well suited to the situation when a large number of TCP flows interact with each other as is the case in realistic
networks. In this survey, we present several works which focus on “macro-scale” modeling of TCP, where the aggregate
behavior of TCP traffic can be simplified by applications of limit theorems.
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1 Introduction
One of the key mechanisms for the operation of the best-effort service Internet is the congestion control mechanism in
TCP [1]. While there are several variations of the basic TCP congestion-control mechanism, they all have in common
the additive increase/multiplicative decrease (AIMD) algorithm. This AIMD algorithm enables TCP congestion-control
to be robust under diverse conditions. Unfortunately, the self-clocking feedback mechanism of the AIMD algorithm does
introduce some additional complexity into the behavior of network traffic. There has been a number of studies in order to
gain insights into this complex behavior. At the present, the relationship between the throughput of a single TCP and its
round-trip and loss probability is fairly well understood [3] [4] [6] [7].
There are, however, certain aspects concerning TCP that are not well understood and which cannot be analyzed with the
aforementioned models. This includes issues such as buffer behavior at a bottleneck router and the aggregate throughput
when many TCP flows compete for the bandwidth of a link. While one could extend the micro-scale models in order
to answer these questions, the resulting models are not scalable. More specifically, since each flow is modeled in great
details, when the number of flows becomes large, the size of the state space for such models explodes and the analysis
becomes intractable. Even numerical calculations or simulations of such models are very complicated, computationally
prohibitive, and would not provide additional advantages over full-scale simulation with existing simulation packages
(e.g., NS [8]). While one could make certain assumptions to simplify the analysis, it is not clear what are the irrelevant
details that can be omitted while still providing reasonably accurate analysis.
To make matters worse, recent developments in Active Queue Management (AQM) techniques have introduced addi-
tional complexity in transport protocols. The development of AQM originated from the well-known fact that with simple
Tail-Drop gateways, TCP congestion-control leads to undesirable behavior, i.e., global synchronization. When several
TCP flows compete for bandwidth in a Tail-Drop gateway, it has been observed experimentally that packets from many
flows are usually discarded simultaneously [9], resulting in a poor utilization of the network. AQM algorithms such as
Random Early Detection (RED) [10] and Explicit Congestion Notification (ECN) [11] have been proposed to help allevi-
ate this problem by randomly dropping/marking packets depending on queue size, thereby avoiding heavy congestion and
preventing global synchronization. As can easily be imagined, the introduction of AQM further exacerbate the difficulty
of understanding issues associated with buffer behavior and aggregate TCP traffic. There have been attempts to model the
interactions between TCP and AQM, but so far the analytically tractable models are either too crude or too simplistic as
we now discuss:
One class of models which has received much attention recently is the one where the TCP throughput emerges as the
solution to a utility maximization problem [12] [13] [14]. With this class of model, TCP is shown to be “fair” in the sense
that the throughput (or rate) of each TCP flow shares the bandwidth following a utility maximization problem. Moreover,
the AQM mechanism can be interpreted as the feedback mechanism to communicate the information from the network to
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the users (TCP flows). While this model can provide some insights on the interaction between TCP flows and the network,
there are certain features of the actual systems which are missing when TCP is viewed in this utility maximization context.
Most glaring is the absence of the notion of “packet,” key to the operation of the congestion-control mechanism of TCP.
Moreover, the numerical calculation of solutions is still very complex and computationally prohibitive when the number
of TCP flows is large.
Other analytical efforts to model interactions between TCP congestion-control and the bottleneck router/buffer usually
involve various ad-hoc assumptions to make the analysis feasible. For example, Hollot et al. linearized the TCP mech-
anism and studied the system using a control-theoretic approach [15]. The problem is that TCP is highly non-linear and
the regime where such an approximation is accurate, is usually small. In [16], an analytical framework for multiple TCP
flows sharing a RED gateway is developed under several potentially unrealistic assumptions. In [17], a simple analysis
was carried out with TCP connections operating as Poisson processes under “slow” and “fast” rates.
The problem of modeling network traffic and of understanding its impact on various performance metrics is not unique
to TCP networks. Early traffic modeling efforts in telephony revealed the suitability of Poisson processes to model the time
patterns in the stream of call requests to a telephone exchange. This culminated with the pioneering work of A.K. Erlang
who proposed the        model for dimensioning call systems [18]. Similarly, it is well known that the multiplexed
packet traffic generated by a large number of bursty data sources is well described by a Poisson process. It turns out in
retrospect that this so-called “Poisson modeling” is easily justified with the help of limit theorems due to Palm [19] and
Khintchine [20]. According to these results, under very weak technical conditions, the superposition of point processes is
a point process which converges to a Poisson (point) process when the number of superposed point processes grows large.
These success stories point to the possibility of systematically applying limit theorems in order to derive traffic models.
The advantages of doing so are three-fold. First, model simplification typically occurs when applying limit theorems,
thereby filtering out irrelevant details without relying on ad-hoc assumptions. Second, since the knowledge and under-
standing of limit theorems are central to the Theory of Probability, it is reasonable to expect the existence of suitable
limit theorems (with very weak assumptions) which can be applied to the traffic model of interest. Finally, the resource
allocation problem is interesting only in networks operating at high utilization such as when the number of users is large.
In such scenario, the limit behavior will be more accurate as the number of users increases.
Having taken this notion to heart, we survey various approaches to TCP modeling via limit theorems. The paper
is organized as follows: Section 2 discusses some of the issues associated with micro-scale models of multiple TCP
flows. In Section 3, we outline a general framework for macro-scale modeling of TCP traffic by limit theorems. Specific
examples on the limiting models without packet-level operations are presented in Section 4. An outline of models with
packet-level operations will be presented in Section 5 with two detailed examples in Section 6 (a rate-based model) and 7
(a window-based model). The Law of Large Numbers and the Central Limit Theorem of these models will be presented
in Section 8 and 9, respectively. Section 10 discusses the application of the limiting results to the network dimensioning
problem. Simulation results demonstrating the limit theorems are shown in Section 11. Section 12 discusses other limit
theorems on TCP. Section 13 concludes the paper and discusses further challenges.
A word on the notation in use: Equivalence in law or in distribution between random variables (rvs) is denoted by    .
The indicator function of an event  is simply   . We use
  and   to denote convergence in probability and
convergence in distribution (with  going to infinity), respectively. Unless specified otherwise,     represents the
quantity of flow  (out of  flows) at time .
2 Micro-scale TCP Traffic modeling
In this section, we review some of the work on micro-scale TCP traffic modeling as well as the efforts made to extend
these micro-scale models to the situation with many interacting flows. The resulting models suffer from either one of
the following difficulties: (i) These models are typically too complex and therefore not tractable analytically. Sometimes
this can also translate in numerical calculations being computationally prohibitive; (ii) Reduction in complexity can be
achieved by making simplifying assumptions which are often ad-hoc, difficult to justified, and sometimes downright
unrealistic. We argue that these assumptions should emerge in a natural way from the traffic modeling process, rather than
being enforced for the main reason that it enables the analysis to go through. It will soon become apparent that a modeling
methodology based on limit theorems provides a direct remedy to this issue – Indeed, model simplifications occur in the
limit, without the need for any ad-hoc assumptions.
2.1 TCP modeling by Markov Process
One of the earliest and most popular efforts to model TCP made use of Markov chain modeling. The size of the TCP
congestion window acts as the state of the chain and the loss probability (either independent or dependent on the state)
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determines the transition probabilities. Padhye et al. have derived an approximation for the steady-state distribution of a
Markov chain modeling a single TCP connection with a fixed loss probability [3]. Altman et al. [6] have extended the
model to cover more general loss processes, e.g., continuous-time Markov chain with different loss probability in each
state.
2.2 Extension of micro-scale TCP model to many TCP flows
In this section, we point to various efforts for extending the micro-scale TCP model to many TCP flows. In the models to
be described, there is no attempt to consider a limiting model.
Hasegawa et al. [21] consider a Markov chain for  TCP connections using either Tail-Drop or RED gateway. The
state space in this system is the vector of window size of all of  connections and the queue size, which is a function of
the sum of the size of congestion windows. For each connection, the transition probability depends on the current window
size and queue size, hence the transition probability depends on the the window size of all connections. The authors
then derive a fixed-point solution of the average window size in steady-state. However, this fixed-point solution is very
complicated and requires solving a large system of non-linear equations. It is not clear how this could be accomplished
effectively and whether it would offer any analytical understanding to the problem.
Another example is the work by Garetto et al. [22] where a closed-queueing network model is proposed to investigate
the interaction between many TCP flows. A closed network of      queues is introduced where each queue represents
a state of TCP algorithm. The number of users in each queue represents the number of TCP connections in that state.
The service rate of the user in each queue depends on the state of TCP. After completing service in a queue, each user’s
transition to the next queue depends on the loss probability. This closed-queueing network is used in a two-tier model
which can be described as follows: Given a loss probability, a numerical calculation of the steady-state distribution of
the closed-queueing network yields an approximated traffic load. This load will be input into a pseudo-network model
(e.g.,      ) to determine the new loss probability for the closed-queueing network. If the result from the successive
iterations converges, it is claimed that the convergence will be to the same working point as given by the model where
each TCP flow is modeled in details.
Several questions arise concerning such a model. First, the model implicitly assumes that the dynamics of the TCP
congestion control mechanism converges to steady state faster than the network dynamics; this is the opposite of the real
Internet where TCP reacts to events in the network. Next, while the numerical calculations are not as complex as would
be the case in a detailed model of TCP flows, they are far from simple. The example considered in [22] consists of 11
different queue types and the number of queues    is 357. Calculations for the steady-state distribution of the queue
are typically of the order 	    for each iteration. Finally, the “interaction” between TCP flows is developed in an
abstract model where its deviation from the actual interaction process cannot be quantified. It also impossible to draw any
analytical conclusion concerning these interactions.
Baccelli et al. [23] propose fixed-point methods for the simulation of the sharing of a local loop by a large number
of interacting homogeneous TCP connections. The analysis uses a detailed description of one TCP connection and
a simplified description of the interaction with other connections. It is again difficult to quantify the effect of such
simplifications and the accuracy of the results can only be verified by comparing them to results of extensive simulations.
2.3 Fluid approximation of TCP congestion-control
Mathis et al. [4] use a continuous-time fluid flow approximation to the discrete time process of window behavior. Assume
the congestion signals TCP to back off according to a Poisson process where the 
  signal occurs at time epoch 
(







except around the points  (
       ) where
     
 
  (2)
These equations can be used to derive the fact that that the average window size is of the order of 

. This model
is suitable only for a single flow because the congestion notification is assumed to be Poisson and each notification is
independent of each other (an assumption similar to [7] which uses stochastic differential equation to model TCP). When
more than one flow utilizes the same bottleneck link, this assumption is not helpful for capturing the interaction between
flows. Bonald [24] considers a similar model for several TCP flows with a major difference that congestion occurs when
the sum of congestion windows exceeds the bandwidth-delay product plus the bottleneck buffer. Under the assumption
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that at every congestion epoch all TCP flows simultaneously back off, TCP can be shown to be fair and an explicit closed-
form formula for the utilization can be derived. However, the assumed total synchronization between flows assumption is
unrealistic.
One approach which has received much attention recently is to model TCP throughput as the solution to a utility
maximization problem. The interest in this model originates from the work of Kelly [12] who showed that the utility
maximization problem of the system composing of a network and users can be decomposed into two separate problems,
namely the network problem and the users problem, assuming the utility function of each user is a concave function
of the user’s received throughput. If the network maximizes its revenue and then users subsequently maximize their
utilities, the recursive maximization sequences will converge to the solution of the system utility maximization problem.
Subsequent work by Kelly et al. [13] shows that the user problem can be solved by a rate control algorithm which can
be implemented as a congestion-control algorithm in TCP. Recent work by Low [14] shows that the throughput of AIMD
TCP congestion-control algorithm solves the user problem with a certain utility function. This enables efficient modeling
of a large network with multiple users and makes it possible to observe the interactions between the network and traffic
flows. Furthermore, AQM mechanisms such as RED can be modeled as the feedback functions from the network to the
users.
While there are many advantages of viewing the system as a utility maximization problem and of modeling TCP traffic
as rate-controlled fluid flows, there are definite drawbacks as well. Most important of all is the absence of “packets”
from the system model, since the congestion-control mechanism of TCP relies on packet-level operations. For example,
it is not possible under this model to derive the queue length distribution at routers which is an important question for
any successful network dimensioning. Additionally, while the solution to the maximization problem might accurately
describe the steady-state solution of TCP, the distributed solution does not capture the short-term dynamics of TCP well
because of the absence of the window mechanism. Finally, the numerical calculation of the solution is still very complex
as it suffers from state space explosion when the number of TCP flows becomes large. Therefore, this type of models
appears more suitable for understanding the “big picture” and the qualitative behavior of congestion-control algorithms,
rather than for effective and accurate network dimensioning.
3 Limiting behavior of TCP with a large number of flows
In this section, we outline the type of results that can be expected from modeling TCP with a large number of homogeneous
TCP flows via limit theorems. We also describe common properties of the models.
There are two common characteristics that can be expected when taking the limit as the number of users to infinity. First,
a properly normalized aggregated quantity (e.g., queue size and throughput) converges and a simplified recursive dynamics
emerges for the limiting quantity. Second, the effect of any single flow on other flows becomes less pronounced as the
number of flows grows large due to the homogeneity of the flows. Therefore, it is reasonable to expect the throughput of
a flow to be asymptotically independent of other flows.
Although there are different ways to apply a limiting process to a TCP model, they have some necessary characteristics
in common: First of all, only the congestion in the bottleneck link is considered with capacity of the bottleneck link and
the feedback information (if AQM is utilized) scaling with the number of users. For example, if  denotes the capacity
per user of at the bottleneck router, then its overall capacity should be scaled up to  when  TCP flows share the
bottleneck link.
Next, in order to describe the interaction between the bottleneck router and TCP flows, all models use a recursion
similar to Lindley’s recursion for some quantity of interest (e.g., queue length or transmission rate); let  denote the
value of this quantity at the discrete time epoch . During the timeslot  , it is possible for the quantity to experience
an increase (e.g., the queue length increases due to new incoming packets) or a reduction (e.g., the packets in the queue
are serviced/transmitted resulting in smaller queue size). We denote the amount of increase and decrease as  and ,
respectively. As the quantity of interest in the network is typically non-negative, we can write the following recursion
          (3)
In this paper, we classify the limiting models into two classes. The first class is the models that ignore the packet-level
operations of TCP, and consider only the evolution of the transmission rate, while models in the second class take into
account detailed packet-level operations. It is important to make this distinction because the actual operations of TCP, of
RED and of the network rely on the packet-level operations. The omission of this level of details simplifies the analysis
but at the expense of additional distortion in the results.
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4 Models without packet-level operations
Since all of the models in this section consider only the transmission rate of the TCP flows, we use a common notation

 
  to denote the transmission rate of flow  (         ) at time .
4.1 Shakkottai and Srikant [25]
Consider a discrete-time model of  homogeneous proportional fair congestion-control flows (such as the primal algo-
rithm in [13]) utilizing a bottleneck router with either rate-based marking (such as Virtual Queue marking) or queue-based
marking (such as RED), i.e.,

 




                 


where  and  are positive constants which determine the rate at which a flow increases and decreases its transmission
rate,  is the marking function,  is the round-trip delay between the flow and the bottleneck router, and    is a “noise”
process, representing short-lived and uncontrolled flows. A natural way to obtain a simplified limiting model resorts to
rescaling the length of timeslots to be inversely proportional to the number of flows . Then, as gets large, the average
transmission rate is expected to converge almost surely (under the appropriate assumptions on the “noise” process and
the function  ) to a deterministic quantity. This quantity can be described by a functional differential equation, thereby
justifying deterministic fluid approximations of the algorithms described in Section 2.3. However, the aforementioned
approach does not apply well to the Internet with TCP congestion-control because (i) the model ignores the complexity
of the window-based implementation and consider only the transmission rate of the flow and (ii) the proportional fair
congestion-control algorithm is additive-increase/additive-decrease based (when packetized), whence continuous in its
fluid limit and thus “nicer” than TCP congestion-control which may experience abrupt transmission rate changes. It is
still an open technical problem on whether there exists a fluid limit for AIMD TCP congestion-control.
4.2 Hong and Lebedev [26]
Consider next the model where the throughput of each connection evolves at time epochs where congestion occurs. At
every epoch, each connection draws a 	
  random number representing the fraction of throughput that the connection
retains after congestion. This fraction depends on the throughput of the flow just before congestion occurred. If   is the
 congestion epoch and 	 is a 	













     
with obvious notation. Let be the capacity of the bottleneck router, and assume that the residual capacity at time   ,
















The asymptotic behavior of the average rate at each epoch can be described by the following theorem.
Theorem 1 Denote  	 the transmission rate of connection  right after the 
-epoch. Let     	   	
.
If  is continuous and non-decreasing with  
    	 and 
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. Moreover, the sequence       	     is stationary and ergodic,
















where  is a rv which is identically distributed to 	.
This result suggests the existence of a simpler process for describing the asymptotic behavior of the average rate. Although
the model unrealistically assumes that the multiplicative decrease in a TCP flow depends only on its own transmission
rate and not on that of other flows, we will show in the next section that similar results also exist in more elaborate models
with many TCP flows sharing a RED gateway.
1Although the authors do not limit the transmission rate to be only non-negative, the extension of the model to incorporate such restriction should
not change the nature of the result.
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4.3 Adjih et. al [27]
The authors consider a continuous-time model where partial differential equations of the free buffer space in a Tail-
Drop gateway and the density of the window size distribution are specified. Under the assumption that the buffer in the
bottleneck router scales with the number of users, some asymptotic results on both the free buffer space and the window
distribution are established by the use of mean-field approximations.
5 Models with detailed packet-level operations
Tinnakornsrisuphap and Makowski have recently introduced two discrete-time models, referred hereafter as the rate-based
model [28] and the window-based model [29], respectively, when a large number of TCP flows compete for bandwidth
resources through a RED gateway.
These two models are conceptually similar, and are also organized around the behavior of the RED buffer contents
observed at discrete epochs (which are indexed by    	    ). They differ through the specific mechanism used for
generating incoming packets in response to the congestion that develops in the RED buffer shared by the TCP flows.
Specifically, in the rate-based model, the packet transmission rate of a source increases/decreases in response to random
packet dropping at the RED gateway with a probability which depends on the queue size. In the window-based model, the
AIMD algorithm controls the window size in response to the bottleneck ECN/RED gateway marking incoming packets
with a probability which depends on the queue size.
Fix        , and consider the situation where  TCP flows are active. For simplicity time is assumed slotted.
Let !  denote the number of packets in the buffer at the beginning of timeslot    . In that timeslot, source 
generates      packets according to a mechanism to be specified shortly; these incoming packets are put in the






   (4)
represent the aggregate number of packets offered to the network by the  sources at the beginning of timeslot   ,
so that !       packets are available for transmission during that timeslot. Since the outgoing link
operates at the rate of  packets/timeslot,

!     packets will not be transmitted during
timeslot    , and will remain in the buffer, their transmission being deferred to subsequent timeslots. The number






In order to fully specify the model, we need to specify the joint statistics of the rvs                   
	    . This will be done in some details in Sections 6 and 7 for each of the models mentioned earlier. Throughout,
let       	  denote the marking/dropping probability function of the RED gateway. Moreover, we find it
convenient to use the collection of i.i.d. 	 -uniform rvs "   #  #	   $           	    
which are assumed independent of the rvs !  	 and other initial conditions.
6 A rate-based model for TCP+RED
According to the rate-based model, a source either transmits or is idle in a given timeslot. So, let       be a
	 -valued rv that encodes the number of packets generated by source . Moreover, let %      represent the
possibility that the packet generated by source  at the beginning of timeslot     is rejected, i.e., %        
(resp. %      	) if the packet is rejected by (resp. accepted into) the RED buffer. Set

 
      

"  	   

(6)
where    is an 	 -valued rv which denotes the (conditional) transmission rate of traffic source  at the beginning
of timeslot   , and let
%
 
      





denote the indicator function of the event that the incoming packet from source  will be rejected. Thus,

 
     %       (8)
To select the transmission rates we argue as follows: Suppose that source  generates no packet during timeslot  
(       	), then the transmission rate of source  in the next timeslot remains unchanged. If on the other hand,
a packet is produced by source  at the beginning of timeslot    , then either the packet is successfully transmitted
(%       	), or it is dropped (%
 
      ). In the former case, the transmission rate of source  in the next
timeslot is increased to   
  (	  &  ), while this transmission rate is decreased by a factor  (	    ) to

 
  in the latter case.
Under the constraint that transmission rates are bounded to the unit interval, these rules attempt to emulate the additive
increase and multiplicative decrease, respectively, of the TCP congestion-control by conservatively increasing the trans-
mission rate if the transmission is successful and reducing the transmission rate by the factor  when the event of a packet







 %          %              (9)
7 A window-based model for TCP+RED+ECN
Assume that each connection has an infinite amount of data to transmit and that in each timeslot it transmits as much as is
allowed by its congestion window in that timeslot. So, for          , let    be an integer-valued rv that encodes




    
 
  (10)
We assume the integer    to be in the range     	
 for some finite integer	
.
The AIMD algorithm controls the window size and the bottleneck ECN/RED gateway marks the incoming packets
with a probability which depends on the queue size. We represent this possibility by the 	 -valued rv    	   
($       ) with the interpretation that 
 
	    	 (resp.  
 
	    ) if the $th packet from source
 is marked (resp. not marked) in the RED buffer. The process by which packets are marked is described first: For each
         and $       , we define the marking rvs
 
 
	      





so that the rv   	  is the indicator function of the event that the $th packet from source  is not marked in timeslot
  .
Thus, in a round-trip, each packet coming into the router is marked/dropped with identical (conditional) probability
which depends only on the queue length at the beginning of the timeslot. This model approximates the case where the
memory of the queue averaging mechanism is long, which is the case for the recommended parameter settings of RED
[30]. Next we introduce the rvs
 
 








	   (11)
so that           (resp.  
 
      	) corresponds to the event that no packet (resp. at least one packet)
from source  has been marked in timeslot    . The evolution of the window mechanism for source  can now be
described through the recursion

 





















     
This equation emulates the interaction between TCP and RED as follows: If no packet from source  is marked in timeslot
 , then the congestion window size in the next timeslot is increased by . On the other hand, if one or more packets
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are marked in timeslot    , then the congestion window in the next timeslot is reduced by half. The size of the
congestion window is limited by the maximum window size 	
 2.
8 A Law of Large Numbers
We are interested in determining the limiting behavior of the rate-based and window-based models as the number  of
TCP sources becomes large. The discussion is carried out under the following assumptions (A1)-(A3):
(A1) There exists a continuous function     	  such that for each        ,
         	
(A2) For each        , the queue dynamics start with the conditions
! 	   	




 	     
 
 	  
for each          .
Assumption (A1) is a structural conditions while (A2)-(A3) are made essentially for technical convenience as it im-
plies that for each         and all    	    , the rvs        
 
  (resp. 
 
     
 
 ) are
exchangeable. Assumptions (A2)-(A3) can be omitted but at the expense of a more cumbersome discussion.
Theorem 2 Assume (A1)-(A3) in the rate-based model of Section 6. Then, for each    	    , there exist a (non-




 ' and     
takes place;













  	 
for any       in 	 .
Moreover, with initial conditions '	   	 and 	   , it holds that
'    '    ' 
and
     
 %    %     
where        "  	  and %       #   	 ' for i.i.d. 	 -uniform rvs " 
 #      	    .
Theorem 3 Assume (A1)-(A3) in the window-based model of Section 7. Then, for each    	    , there exist a
(non-random) constant ' and an     	




 ' and      
2If     

  lies in the range       for each         , then so does  
  

  for each        and the minimum with  
in the second term of (13) can be omitted.
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takes place;








    





     

for any 
     
 in .
Moreover, with initial conditions '	   	 and  	   , it holds that
'    '     (13)
and











      

#   	  '  

for i.i.d. 	 -uniform rvs #      	    .
Theorems 2 and 3 suggest that a bottleneck queue driven by a random marking/dropping algorithm, under a large
number of TCP sources, can be characterized by a two-dimensional recursion for the evolution of the limiting nor-
malized queue length ' and the limiting transmission rate  (resp. window size  ). The convergence result
  











for some constant ) determined by the model. Specifically, for the rate-based model we have )   ' ,
while for the window-based model, )     .
This result, while similar to the Weak Law of Large Numbers, cannot be obtained by a straightforward application of the
classical Law of Large Numbers. Indeed, the summands in (4) (under (A2)-(A3)) are identically distributed and correlated
rvs whose common distribution varies with  . However, as the number of sources increases, the dependency between
any pair of sources becomes weaker so that the aggregate behavior eventually becomes deterministic. This provides some
indication as to the possibility that RED might indeed be more effective in breaking global synchronization between TCP
flows as the number of flows become larger.
One advantage of modeling a RED gateway over a Tail-Drop gateway is that in RED gateway, there is a fixed orderly
structure on how the packets are being marked/dropped depending on the probability function. In a Tail-Drop gateway,
it is more difficult to accurately model how incoming packets are dropped, for such events usually depend on the precise
timing of the packets arrival and departure. However, we conjecture as long as such a mechanism does not favor any
single flow then a similar convergence should also exist.
9 CLT complements
The approximation implied by Theorems 2 and 3 can be improved with the help of a Central Limit Theorem-type result.
More specifically, since! 
 ', it is natural to investigate the distribution of

!   ' as 
becomes large. The following theorem presents such a result for the window-based model in the setup of Theorem 3 but
with Assumption (A1) strengthened to read as Assumption (A1bis), where
(A1bis) There exists a twice continuously differentiable function     	  such that for each        ,
         	
For each 
       	











    
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   
 







          

 (15)
Moreover, the distributional recurrence
     


	 *  	
     *  	
    

*   	





    and *     '   
Theorem 4 is established in [29], and a similar result can be established for the rate-based model. The convergence (15)
suggests the approximation
!   ' 

  (16)
We can interpret * as the residual capacity per user in the limit in timeslot   . If there exists extra capacity for
the average user rate to increase (*  	), then there is no fluctuation in the limiting queue. On the other hand, when
there is congestion (*  	), the non-trivial limiting distribution can be found. Some technical difficulties arise in the
special case where*   	.
As part of the proof of Theorem 4 we find that
 
 
      '   +
for each 
         for some Gaussian term + and non-random constant . Thus, the magnitude of the
queue fluctuation is proportional to the derivative of  around the limiting (normalized) queue size '. Therefore, it
is safer to utilize a smooth marking probability function as suggested in the “gentle” option as opposed to the original
recommendation in [10] and [30]. Some oscillatory behavior with RED was reported when the average packet drop rate
exceeds max p in the absence of RED’s “gentle” modification [31]; these observations are certainly compatible with the
analytical CLT results presented here.
10 Application to network dimensioning
We briefly discuss how to apply the convergence results of Section 8 and 9 to the network dimensioning problem. In [29],
it is shown for the window-based model that if the limiting queue ' converges to a constant '  	 in steady-state (i.e.,
 going to infinity), then ' is the marking probability in steady state. If   denotes the rv representing the limiting
window size in steady state, then it turns out [29] that









is the average window size in steady state for a TCP flow with fixed marking/dropping probability '.
As a result, the steady state throughput of the limiting behavior can be calculated from a well-known TCP throughput
model with fixed loss probability, e.g., [3] [4].
We now consider a simple application of this limiting result; An ISP currently services up to   TCP flows at peak
hour through an ECN/RED access gateway connecting to the core network with the link speed of   packets/second.
The network manager can roughly determine the buffer utilization in the ECN/RED gateway as follows:
(i) Determine the marking probability per flow (   ') from the relation       by using a TCP throughput
formula such as the one in [3];
(ii) Calculate the limiting queue length ' in steady state by solving    ';
(iii) Approximate the queue length distribution in steady state via the CLT complement. If the steady state exists, the
CLT complement determines the distribution of the queue size fluctuations around '. The delay and overflow distributions
can also be approximated via the CLT complement;
While these limiting results apply only to TCP flows with identical round-trip, there are situations where they could be
useful. For example, the buffer dimensioning problem in an intercontinental Internet link where it is typically a bottleneck,
its large propagation delay dominates the round-trip and the number of flows is extremely large.
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N servers N clients
10 Mbps 50 ms. 10 Mbps 50 ms.
100N kbps 50 ms
Buffer = 2000N packets
ECN/RED
Figure 1: The simulation setup in NS-2.
11 Simulation results
In this section, we present results from (Monte-Carlo) simulations of the model presented in Section 7 3 and from NS-2
simulations [8] to demonstrate that the behaviors suggested by both Theorem 3 and 4 do exist. For the NS-2 simulations,
we use the system shown in Figure 1. Each server establishes a TCP Reno connection to a corresponding client, thereby
competing for the capacity in the ECN/RED gateway. Each TCP has a fixed packet size of 1500 bytes and maximum
window size of 200 packets. The marking probability function in the ECN/RED gateway is specified as
  !    ! (18)
with     	  taken to be
   

		      	
The “time constant” parameter , for the Exponential Weighted Moving Average is set to 			, similar to the recom-
mended value in [30]. Every round equals the round-trip propagation delay of 200 milliseconds. At the beginning of each
round, we collect the instantaneous queue length in the ECN/RED buffer for a total duration of 		 seconds. Figure 2
shows the queue length normalized by the number of connection  as a function of time. We note a behavior similar
to that discussed in Theorem 3 as fluctuations in the normalized queue length decrease with the number of connections
increasing. Moreover, Figure 2 also suggests the existence of a steady-state for the limiting model, with a steady-state
normalized queue length being constant at approximately 




To simulate the model described in Section 7, we use the same parameter setup as in the NS simulation, i.e.,    
		, simulation time of 1000 timeslots and the same marking function. The capacity per user () of the bottleneck router
can be calculated from (17). We use the following approximation








(given as Eqn. 33 in [3]) to calculate the steady-state throughput when the marking probability  is 		
 (obtained from
the NS simulation). A simple calculation yields     packets/timeslot. The simulation result is shown in Figure 3.
By a quick comparison to Figure 2, note a qualitative similarity where the fluctuation decreases as the number of users
increases. Further inspection reveals that the average normalized queue length is around 4.93 packets/user, very close to
4.85 packets/user produced by the NS simulation. Therefore, the model appears to capture the essential behavior of queue
dynamics in ECN/RED gateways.
To gauge the rate of convergence, we assume that the queue is in steady state after the first 		 samples and that the
process is Gaussian and ergodic. Therefore, the steady-state standard deviation of the queue can be approximated from the
sample standard deviation of the queue at timeslot 	 and after. The comparison between the sample standard deviation
from the model and from NS simulation is displayed in Figure 4. It is clear that both follow a similar trend. We also expect
from Theorem 4 that the standard deviation will decrease as function of    for large  . Let - denote the sample
standard deviation of the normalized queue when the number of users is  . We can see from Figure 4 that   -
provides a good approximation of the standard deviation - for large .
3The simulation results for the rate-based model are qualitatively similar to the window-based model and can be found in [28].
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Normalized Queue Length from NS−2 simulation
N = 1   
N = 10  
N = 100 
N = 1000
Figure 2: The normalized queue length of the ECN/RED gateway in NS-2 simulation.























Normalized Queue Length from the model
N = 1   
N = 10  
N = 100 
N = 1000
Figure 3: The normalized queue length of the model.
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Figure 4: Sample standard deviation of the normalized queue.
12 Other limit theorems on TCP/RED
In this section, we outline two modeling approaches via limiting theorems which use asymptotics in a parameter other
than the number of TCP flows.
Dumas et al. [32] analyze the average throughput for a single TCP connection with a constant loss rate. Even though
formulae are well known from previous work [2] [3] [4] [5] [6] [7], they all require ad-hoc approximations. However, it
is shown in [32] that as the loss probability approaches zero, the exact asymptotic throughput formula can be identified as
follows:
Theorem 5 Let . be the steady-state throughput of a TCP flow when  is the loss probability of the flow. If % denotes







where /  






Surprisingly, while the value  for the constant is derived solely from the structure of the problem, it is nevertheless
in agreement with the values obtained from experiments and simulations [33]. On the other hand, ad-hoc approximations
suggest the values

   [3] or  [7] for this constant. This evidence provides one more data point in support
of the robustness of traffic modeling via limit theorems.
In a different vein, Sharma and Purkayastha [34] consider an ODE approximation of the average queue process of a
RED gateway shared by multiple TCP connections when the exponential average parameter approaches zero. In the limit,
a simplification in the model occurs as the complex behavior of the average queue length can be approximated by an




In this paper, we have outlined existing problems with micro-scale TCP traffic modeling and have advocated the need for
a “robust” traffic modeling approach. Robustness is typically achieved by looking at the system at the appropriate scale
where some parameters are naturally very large or very small in relation to other parameters. This approach via limit
theorems has been used with some resounding success in a number of setups, e..g., Poisson models of call requests at a
telephone exchange in classical telephony and of multiplexed bursty data source at a multiplexer in data networks. In the
limit, irrelevant details are removed and a simpler yet robust model results. Natural parameters that are good candidates
for taking a limit are the number of TCP flows, the drop-probability of a TCP flow, and the exponential average parameter
in RED.
While this survey demonstrated the feasibility of limit theorems to TCP modeling, challenges remain. First, the model
needs to accommodate heterogeneous TCP flows. Second, short-lived flows and uncontrolled flows (e.g. UDP flows) need
to be incorporated. While the CLT result provides some insights on the relationship of the dropping/marking probability
function and queue fluctuations, further studies can be done to solve the optimization problem where the target queue size
and queue fluctuation can be achieved by a certain feedback function.
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