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Résumé
En utilisant l’inégalité de Poincaré et la formule de représentation, on montre que sur le groupe de Hei-
senberg de dimension réelle 3, H1, il existe une constante C > 0 telle que :
∣∣∇etf ∣∣(g) Cet(|∇f |)(g), ∀g ∈ H1, t > 0, f ∈ C∞o (H1).
Ce résultat répond par l’affirmation à la question ouverte de [B.K. Driver, T. Melcher, Hypoelliptic heat
kernel inequalities on the Heisenberg group, J. Funct. Anal. 221 (2005) 340–365]. Aussi, le résultat principal
de [B.K. Driver, T. Melcher, Hypoelliptic heat kernel inequalities on the Heisenberg group, J. Funct. Anal.
221 (2005) 340–365] peut être considéré comme une conséquence immédiate de l’inégalité précédente.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Sur Rn, notons ∇ le gradient, et et (t > 0) le semi-groupe de la chaleur. On voit que ∇ et
et commutent, i.e.
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(
R
n
)
.
En général, cette propriété ne reste plus valable dans le cadre des variétés riemanniennes com-
plètes, (M,gM). Cependant, si la courbure de Ricci sur M , Ric(M), est minorée par k (k ∈ R),
alors D. Bakry a montré dans [4] que :
∣∣∇etf (g)∣∣ e−kt et(|∇f |)(g), ∀g ∈ M, t > 0, f ∈ C∞o (M). (1.1)
Lorsque la courbure de Ricci sur M est minorée, M est stochastiquement complète, i.e.
et1 = 1 pour tout t > 0. Une conséquence immédiate de (1.1) est que pour tout 1w < +∞,
on a
∣∣∇etf (g)∣∣ e−kt[et(|∇f |w)(g)]1/w, ∀g ∈ M, t > 0, f ∈ C∞o (M), (1.2)
ou bien, plus faiblement,
∥∥∇etf ∥∥
L∞  e
−kt‖∇f ‖L∞, ∀t > 0, f ∈ C∞o (M). (1.3)
Les estimations de type (1.2) ou bien sous une forme affaiblie (ou plus forte) ont beaucoup
d’applications, par exemple, dans l’étude des inégalités de Poincaré et de Sobolev logarithmique
pour le semi-groupe de la chaleur, dans l’étude du critère Γ2 et aussi dans l’étude des transfor-
mées de Riesz, voir par exemple [1–3,7] ainsi que leurs références.
Récemment, von Renesse et Sturm ont montré que dans le cadre des variétés riemanniennes
complètes, l’estimation (1.3) avec k ∈ R implique que Ric(M)  k, voir [24]. Pour d’autres
résultats équivalents à l’estimation (1.1), voir par exemple [1,24] ainsi que leurs références.
Et dans [17] (voir aussi [18]), on a montré que les estimations (1.3) ou bien (1.2) ne restent
plus valables sur les variétés coniques. Plus précisement, sur le cône C(Sϑ) avec ϑ > 2π , qui est
une variété riemannienne à courbure sectionnelle nulle mais pas complète, il existe une fonction
lisse à support compact définie sur C(Sϑ), fo, telle que ‖∇etfo‖L∞ = +∞ pour tout t > 0.
Dans [9], Driver et Melcher ont étudié les estimations de type (1.2) dans le cadre du groupe
de Heisenberg de dimension réelle 3, H1, qui peut être considéré comme une variété munie d’un
Laplacien dégénéré.
Rappelons, voir par exemple [12, p. 98], que H1 = R2 ×R est un groupe de Lie stratifié pour
la loi
(x1, x2, t) · (x′1, x′2, t ′) =
(
x1 + x′1, x2 + x′2, t1 + t ′1 + 2(x′1x2 − x1x′2)
)
.
Et le sous-Laplacien sur H1 s’écrit comme
 = X21 + X22,
où les deux champs de vecteurs invariants à gauche sur H1, X1 et X2, sont définis par
X1 = ∂
∂x1
+ 2x2 ∂
∂t
, X2 = ∂
∂x2
− 2x1 ∂
∂t
.
Notons ∇ = (X1,X2) le gradient, et et (t > 0) le semi-groupe de la chaleur sur H1.
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existe une constante Cw > 0 (et de plus, on doit avoir Cw > 1) telle que :
∣∣∇etf ∣∣(g) Cw[et(|∇f |w)(g)]1/w, ∀g ∈ H1, t > 0, f ∈ C∞o (H1). (1.4)
Ils ont montré aussi que leur méthode ne marche pas pour le cas où w = 1, qui reste ouvert.
De plus, Melcher a donné dans [23] quelques familles des fonctions sur lesquelles l’estimation
précédente avec w = 1 est satisfaite.
On remarque aussi que Lust-Piquard et Villani ont montré dans [21] les estimations (1.4)
(avec 1 <w < +∞) par une méthode analytique. Plus précisement, ils ont utilisé les estimations
classiques du noyau de la chaleur et aussi de son gradient.
Le but de cet article est de donner une réponse positive à la question ouverte de [9]. Autrement
dit, on a :
Théorème 1.1. Sur H1, il existe une constante C1 > 0 telle que :
∣∣∇etf ∣∣(g) C1et(|∇f |)(g), ∀g ∈ H1, t > 0, f ∈ C∞o (H1).
Par le Théorème 1.1, on obtient immédiatement l’inégalité de Sobolev logarithmique pour le
semi-groupe de la chaleur comme suit :
Corollaire 1.2. Soit C1 > 1 comme dans le Théorème 1.1. Alors, pour tout t > 0 et toute f ∈
C∞o (H1), on a :
et
(
f 2 logf 2
)
(g)− et(f 2)(g) log et(f 2)(g) C21 tet(|∇f |2)(g), ∀g ∈ H1,
et aussi
et
(
f 2 logf 2
)
(g)− et(f 2)(g) log et(f 2)(g) C21 t |∇etf 2|2(g)etf 2(g) , ∀g ∈ H1.
Pour montrer ce corollaire, il suffit de modifier un peu la preuve de la partie (i) ⇒ (ii) du
Théorème 5.4.7 de [1, pp. 85–86].
L’idée de la démonstration du Théorème 1.1 est d’utiliser l’inégalité de Poincaré et la formule
de représentation qu’on rappelle dans la Section 2 (les lecteurs attentifs trouveront qu’en fait, la
propriété du doublement du volume localement et la formule de représentation localement sont
suffisantes). Cette idée provient d’une observation dans le cadre des espaces euclidiens et c’est
très facile à comprendre. Cependant, la démonstration du Théorème 1.1 est relativement difficile :
on doit utiliser la structure sous-riemannienne de H1 (i.e. l’expression explicite de la distance de
Carnot–Carathéodory et de la géodésique) ainsi que les estimations optimales du noyau de la
chaleur et de son gradient, qu’on rappelle ou donne dans la Section 3.
1.1. Quelques remarques sur notre méthode
1. En général, dans le cadre des variétés riemanniennes complètes à courbure de Ricci mino-
rée, les estimations (1.2) n’offrent des informations précises que pour t → 0+, et elles deviennent
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des estimations optimales de type (1.2) lorsque t → +∞.
Pour mieux comprendre les avantages de notre méthode (qui consiste à utiliser directement
des estimations du noyau de la chaleur et de son gradient, plutôt que la formule de Bochner-
Lichnerowicz, comme [4]), considérons une variété riemannienne compacte, sans bord et de
dimension n, N .
Notons pt le noyau de la chaleur sur N , λ1 > 0 la première valeur propre non nulle du Lapla-
cien et |N | son volume. Alors pour t  1, on a d’une part :
∣∣∇etf (g)∣∣= ∣∣∣∣∇
∫
N
pt (g, g
′)
(
f (g′)− 1|N |
∫
N
f (g∗) dμ(g∗)
)
dμ(g′)
∣∣∣∣

∫
N
∣∣∇pt(g, g′)∣∣ ·
∣∣∣∣f (g′)− 1|N |
∫
N
f (g∗) dμ(g∗)
∣∣∣∣dμ(g′)
 C1e−λ1t
∫
N
∣∣∣∣f (g′)− 1|N |
∫
N
f (g∗) dμ(g∗)
∣∣∣∣dμ(g′)
par le fait que
∣∣∇pt(g, g′)∣∣C1e−λ1t pour tout t  1 et g,g′ ∈ N
 C2e−λ1t diam(N)
∫
N
|∇f |(g′) dμ(g′)
par l’inégalité de Poincaré
 Ce−λ1t diam(N)|N |
∫
N
pt (g, g
′)|∇f |(g′) dμ(g′)
par le fait que pt (g, g′) 2−1|N |−1 pour tout t  1 et g,g′ ∈ N
 Ce−λ1t diam(N)|N |[et(|∇f |w)(g)]1/w,
pour tout g ∈ N , f ∈ C∞(N) et 1w < +∞.
D’autre part, soit υ1 une fonction propre normalisée associée à λ1, alors pour tout 1  w <
+∞, lorsque t  1, on a :
sup
g∈N
|∇etυ1(g)|
[et(|∇υ1|w)(g)]1/w = supg∈N
e−λ1t |∇υ1|(g)[∫
N
pt (g, g′)|∇υ1|w(g′) dμ(g′)
]1/w
> e−λ1t ‖∇υ1‖L∞‖∇υ1‖Lw
[
2
|N |
]−1/w
,
puisque pt(g, g′) 2|N |−1 pour tout t  1 et g,g′ ∈ N .
Autrement dit, dans le cadre des variétés riemanniennes compactes, sans bord, on a
sup
∞
|∇etf (g)|
[et(|∇f |w)(g)]1/w ∼ e
−λ1t .
g∈N,f∈C (N)
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e−max(0,ko)t avec ko = sup{k ∈ R;Ric(N)  k}, en rappelant que le théorème de Lichnerowicz
nous dit que λ1  nn−1ko pour ko > 0.
2. Dans [21,23], les estimations (1.4) avec 1 < w < +∞ ont été obtenues dans le cadre des
groupes nilpotents par une méthode probabiliste et par une méthode analytique respectivement.
Cependant, dans leurs preuves (indépendantes), ils ont tous utilisé des propriétés spéciales du
système de Hörmander des champs de vecteurs invariants à gauche sur les groupes de Lie. Notre
méthode nous permet aussi de donner une démonstration simple et indépendante à leur résultat.
Pour réobtenir leur résultat, il suffit d’utiliser la propriété du doublement du volume, l’inégalité
de Poincaré (localement), la formule de représentation (localement), et d’utiliser les estimations
classiques supérieures et inférieures du noyau de la chaleur ainsi que de son gradient dans le
cadre des groupes nilpotents (voir par exemple [25, Theorem IV.4.2, p. 61]). L’avantage de cette
méthode est ce qu’on n’utilise aucune propriété spéciale du groupe nilpotent et on peut adapter
cette méthode dans d’autres situations, par exemple, dans le cadre des variétés riemanniennes
complètes à C1-géométrie bornée au sens de [6] (cependant, on aurait une estimation beaucoup
plus faible que celle obtenue par Bakry).
3. On remarque que dans [2], une estimation de type
∣∣∇etf ∣∣(g) Cw[e	t(|∇f |w)(g)]1/w, ∀g ∈ H1, t > 0, f ∈ C∞o , 1w < +∞,
a été obtenue dans le cadre des groupes de Lie à croissance polynomiale de volume et aussi dans
d’autres situations, par l’inégalité de Poincaré ainsi que les estimations du noyau de la chaleur et
de son gradient. Ce serait intéressant de savoir si une petite modification de leur méthode nous
permet de réobtenir les estimations (1.4) avec 1 <w < +∞ dans le cadre des groupes nilpotents.
1.2. Notations
Dans la suite, on note o = (0,0), l’origine de H1, d la distance de Carnot–Carathéodory et ph
(h > 0) le noyau de la chaleur sur H1, et g = (x, t) ∈ R2 × R désignera un point de H1. Et par
convention, on note
d(g) = d(g, o), p(g) = p1(g, o).
Si E est un ensemble mesurable, alors on note |E| son volume et χE sa fonction caractéris-
tique.
Dans toute la suite, C, C∗, C∗, etc. désigneront des constantes universelles qui dépendent
peut-être des propriétés de H1. Celles-ci pourront changer d’une ligne à une autre.
2. Rappel sur l’inégalité de Poincaré et la formule de représentation
Il y a beaucoup de travaux sur l’inégalité de Poincaré et la représentation intégrale d’une
fonction en termes de son gradient, voir par exemple [19,22] et leurs références. En particulier,
il existe une constante C > 0 telle que pour toute f ∈ C∞o (H1), tout g ∈ H1 et tout r > 0, on a :∫ ∣∣f (g′)− fr(g)∣∣dg′  Cr
∫ ∣∣∇f (g′)∣∣dg′, (2.1)
B(g,r) B(g,r)
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∫
B(g,r)
∣∣∇f (g∗)∣∣ d(g′, g∗)|B(g′, d(g′, g∗))| dg∗, ∀g′ ∈ B(g, r), (2.2)
où
fr(g) =
∣∣B(g, r)∣∣−1 ∫
B(g,r)
f (g′) dg′.
On remarque aussi que sur H1, l’inégalité de Poincaré (2.1) et la formule de représentation
(2.2) sont équivalentes, voir [19] (ou bien voir [10,11] pour des résultats un peu faibles mais
suffisants pour montrer notre résultat).
3. Quelques résultats sur H1
3.1. Rappel sur la structure sous-riemannienne de H1
On rappelle dans cette partie l’expression explicite de la distance de Carnot–Carathéodory et
de la géodésique minimale entre l’origine o et (x, t) ∈ H1. Presque tous les résultats de cette
partie proviennent de [5, pp. 635–644] et [12].
Dans la suite, pour simplifier les notations, on suppose que
x = (x1, x2) = (0,0).
Posons
μ(ϕ) = 2ϕ − sin 2ϕ
2 sin2 ϕ
: ]−π,π[ → R. (3.1)
Alors
ψ(x,ϕ) = (x,μ(ϕ)‖x‖2) :{(x,ϕ) ∈ R2 × ]−π,π[; x = (0,0)}→ {(x, t) ∈ H1; x = (0,0)}
(3.2)
est un C1-difféomorphisme.
Notons μ−1 et ψ−1 la fonction réciproque de μ et de ψ respectivement, alors
d2(x, t) =
(
θ
sin θ
)2
‖x‖2 avec θ = μ−1
(
t
‖x‖2
)
(3.3)
(voir (1.40) et (1.30) de [5], et on a posé a = τ = 1 et remplacé 2θ par θ dans (1.30)), et la
géodésique minimale unique entre l’origine et (x, t),
γ (s) = (x1(s), x2(s), t (s)) : [0,1] → H1,
s’écrit comme (il suffit de poser a = τ = 1 et de remplacer 2θ par θ dans le Theorem 1.21 de [5])
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(
x1(s)
x2(s)
)
= sin sθ
sin θ
(
cos(s − 1)θ sin(s − 1)θ
− sin(s − 1)θ cos(s − 1)θ
)
×
(
x1
x2
)
, (3.4)
t (s) = t − (1 − s) θ
sin2 θ
‖x‖2 + 1
2
sin 2θ − sin 2sθ
sin2 θ
‖x‖2
= 2sθ − sin 2sθ
2 sin2 θ
‖x‖2 = 2sθ − sin 2sθ
2 sin2 sθ
∥∥x(s)∥∥2, (3.5)
autrement dit, on a
μ−1
(
t (s)
‖x(s)‖2
)
= sμ−1
(
t
‖x‖2
)
, ∀0 s  1. (3.6)
3.2. Estimations optimales du noyau de la chaleur et de son gradient
Par [12,14] ou [20], on a l’expression explicite de ph comme suit :
ph(x, t) = 12(4πh)2
∫
R
exp
(
λ
4h
(
t ı − ‖x‖2 cothλ)) λ
sinhλ
dλ. (3.7)
Pour montrer le Théorème 1.1, on aura besoin des estimations optimales de p(x, t) et de
|∇p(x, t)| comme suit :
Lemme 3.1. Il existe une constante L1 > 1 telle que pour tout (x, t) ∈ H1, on a :
L−11 e
−d2(x,t)/4(1 + ‖x‖d(x, t))−1/2  p(x, t)L1e−d2(x,t)/4(1 + ‖x‖d(x, t))−1/2. (3.8)
Lemme 3.2. Il existe une constante L2 > 1 telle que :
∣∣∇p(x, t)∣∣ L2d(x, t)p(x, t), ∀(x, t) ∈ H1. (3.9)
Preuve du Lemme 3.1. L’estimation (3.8) est une conséquence immédiate de l’expression ex-
plicite de la distance de Carnot–Carathéodory (3.3) et des Theorems 1.1, 1.3 et Remark 1.5 de
[13] (voir aussi [5,12] pour des résultats partiels). 
Preuve du Lemme 3.2. Observons que
∣∣∇p(x, t)∣∣2 = |X1p|2(x, t)+ |X2p|2(x, t),
et
X1p(x, t) = 14(4π)2
∫
R
λ(−x1 cothλ+ x2ı) exp
(
λ
4
(
t ı − ‖x‖2 cothλ)) λ
sinhλ
dλ,
X2p(x, t) = − 14(4π)2
∫
λ(x2 cothλ+ x1ı) exp
(
λ
4
(
t ı − ‖x‖2 cothλ)) λ
sinhλ
dλ.R
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W1 =
∫
R
λ exp
(
λ
4
(
t ı − ‖x‖2 cothλ)) λ
sinhλ
dλ,
W2 =
∫
R
coshλ exp
(
λ
4
(
t ı − ‖x‖2 cothλ))( λ
sinhλ
)2
dλ.
Alors
∣∣∇p(x, t)∣∣ 1
4(4π)2
(|x1| + |x2|)(|W1| + |W2|).
Comme |x1| + |x2| 2‖x‖ 2d(x, t) (voir (3.3)), par (3.8), pour terminer la preuve de (3.9),
il nous reste à montrer qu’il existe une constante C > 0 telle que pour tout (x = (0,0), t) ∈ H1,
on a :
|W1|Ce− d
2(x,t)
4
(
1 + ‖x‖d(x, t))−1/2, (3.10)
|W2|C d(x, t)‖x‖ e
− d2(x,t)4 (1 + ‖x‖d(x, t))−1/2. (3.11)
En comparant l’expression intégrale de W1 (resp. W2) avec celle de p (resp. p∗(‖x‖ =√
x21 + x22 + x23 + x24 , t) = p∗1(x1, x2, x3, x4, t), le noyau de la chaleur en temps h = 1 sur le
groupe de Heisenberg de dimension réelle 5, H2), on trouve qu’il y a dans l’intégrale qu’une dif-
férence d’un facteur, la fonction analytique sur le plan complexe, (2π)−2λ (resp. (2π)−3 coshλ).
On observe aussi que l’estimation W1 est analogue à celle de p obtenue dans le Theorem 2.17 de
[5] et que l’estimation W2 est plus faible que celle de p∗1 obtenue dans le Theorem 4.6 de [5].
Donc, il suffit de répéter mot par mot la preuve du Theorem 2.17 (resp. Theorem 4.6 avec n = 2)
de [5] pour montrer (3.10) (resp. (3.11)). 
4. Preuve du Théorème 1.1
Dans la suite, V (r) = |B(o, r)| (r > 0). On rappelle que
∣∣B(g, r)∣∣= V (r) ∼ r4, ∀g ∈ H1, r > 0. (4.1)
Par l’invariance à gauche de ∇ et de ph ainsi que la dilatation sur H1, on remarque que pour
montrer le Théorème 1.1, il suffit de montrer qu’il existe une constante C > 1 telle que (voir
aussi Lemma 2.3 et Proposition 2.6 de [9] pour l’explication détaillée) :
∣∣∇ef ∣∣(o)Ce(|∇f |)(o), ∀f ∈ C∞o . (4.2)
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fo = 1|B(o,1)|
∫
B(o,1)
f (g) dg, A∞ = e1000(L1 +L2)8,
où L1,L2 > 1 proviennent de (3.8) et (3.9) respectivement.
L’idée principale de la preuve de (4.2). On explique brièvement l’idée principale de la preuve
de (4.2) :
Comme H1 est stochastiquement complète, on a
∣∣∇ef ∣∣(o) = ∣∣∣∣
∫
H1
∇p(g−1)(f (g)− fo)dg
∣∣∣∣
∫
H1
∣∣∇p(g−1)∣∣ · ∣∣f (g)− fo∣∣dg.
On écrit formellement
∣∣∇ef ∣∣(o) ∫
H1
∣∣∇p(g−1)∣∣ · ∣∣f (g)− fo∣∣dg

∫
H1
∣∣∇p(g−1)∣∣[ ∫
H1
∣∣∇f (g′)∣∣K(g,g′) dg′]dg
=
∫
H1
∣∣∇f (g′)∣∣[ ∫
H1
∣∣∇p(g−1)∣∣K(g,g′) dg]dg′
 C
∫
H1
p(g′)
∣∣∇f (g′)∣∣dg′.
Autrement dit, pour démontrer l’estimation (4.2), il suffit de trouver une fonction K définie
sur H1 × H1 qui satisfait les deux conditions suivantes :
∣∣f (g)− fo∣∣
∫
H1
∣∣∇f (g′)∣∣K(g,g′) dg′, ∀g ∈ H1, f ∈ C∞o (H1), (4.3)
∫
H1
∣∣∇p(g−1)∣∣K(g,g′) dg  Cp(g′), ∀g′ ∈ H1.  (4.4)
La condition (4.3) nous conduit naturellement à utiliser l’inégalité de Poincaré (localement)
et la formule de représentation (localement). La difficulté se trouve à remplir la condition (4.4) :
on doit choisir K à partir de (4.3) le mieux possible, et doit utiliser les estimations optimales
du noyau de la chaleur et de son gradient ainsi que la structure sous-riemannienne de H1. On
verra aussi que la difficulté pour contrôler K(g,g′) se trouve dans le cas où d(g, g′)  1 avec
d(g) → +∞.
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J1 =
∫
{g∈H1;d(g)A∞}
d(g)p(g) · ∣∣f (g)− fo∣∣dg,
J2 =
∫
{g∈H1;d(g)>A∞}
d(g)p(g) · ∣∣f (g)− fo∣∣dg.
Par le fait que
∣∣∇p(g−1)∣∣ L2d(g−1)p(g−1)= L2d(g)p(g),
on a
∣∣∇ef ∣∣(o) L2(J1 + J2).
Comme
e
(|∇f |)(o) = ∫
H1
p
(
g−1
)|∇f |(g) dg = ∫
H1
p(g)|∇f |(g) dg,
pour démontrer (4.2), il nous reste à montrer qu’il existe une constante C > 0, qui ne dépend pas
de f , telle que
J1 + J2  C
∫
H1
p(g)|∇f |(g) dg. 
4.1. Estimation de J1
On voit que
∣∣f (g)− fo∣∣ ∣∣f1(g)− fo∣∣+ ∣∣f (g)− f1(g)∣∣.
La formule de représentation (voir (2.2)) nous dit que
J11∗ =
∣∣f (g)− f1(g)∣∣ C1
∫
B(g,1)
∣∣∇f (g′)∣∣ d(g, g′)|B(g,d(g, g′))| dg′
= C1
∫
B(g,1)
∣∣∇f (g′)∣∣ d(g′, g)|B(g′, d(g′, g))| dg′, par (4.1).
Par ailleurs,
J12∗ =
∣∣fo − f1(g)∣∣ ∣∣fo − fA∞+2(o)∣∣+ ∣∣f1(g)− fA∞+2(o)∣∣.
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∣∣fo − fA∞+2(o)∣∣= 1|B(o,1)|
∣∣∣∣
∫
B(o,1)
(
f (g′)− fA∞+2(o)
)
dg′
∣∣∣∣
 1|B(o,1)|
∫
B(o,A∞+2)
∣∣f (g′)− fA∞+2(o)∣∣dg′
 C(A∞)
∫
B(o,A∞+2)
|∇f |(g′) dg′,
et de la même façon,
∣∣f1(g)− fA∞+2(o)∣∣ C(A∞)
∫
B(o,A∞+2)
|∇f |(g′) dg′.
Par les estimations supérieures de p, (3.8), on a donc
J1  C′(A∞)
∫
B(o,A∞+1)
[ ∫
B(g,1)
∣∣∇f (g′)∣∣ d(g′, g)|B(g′, d(g′, g))| dg′ +
∫
B(o,A∞+2)
|∇f |(g′) dg′
]
dg
 C∗(A∞)
∫
B(o,A∞+2)
|∇f |(g′)
[
1 +
∫
B(g′,1)
d(g′, g)
|B(g′, d(g′, g))| dg
]
dg′
 C(A∞)
∫
B(o,A∞+2)
|∇f |(g′) dg′ par (4.1)
 C∗(A∞)
∫
B(o,A∞+2)
p(g′)|∇f |(g′) dg′ par (3.8)
 C∗(A∞)
∫
H1
p(g′)|∇f |(g′) dg′.
4.2. Estimation de J2
Puisque
J2 =
∫
{g=(x,t)∈H1;d(g)>A∞,x =(0,0)}
d(g)p(g)
∣∣f (g)− fo∣∣dg,
on peut supposer dans toute la suite
g = (x, t) ∈ Σ = {R2 × R \ {(0,0, t); t ∈ R}; d(g) > A∞}.
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et (3.5).
Soit
N(g) = [100d3/2(g) lnd(g)]+ 1,
où [h] (h ∈ R) désigne la partie entière de h, et soit
g
(
N(g)
)= γ (1 −N(g)d−7/2(g)).
On doit dire au lecteur que le choix de N(g) et {g(i) = γ (1 − id−7/2(g))}0id(g)N(g) défini
dans la Section 4.2.2 n’est pas unique mais très délicat, ça dépend non seulement des estimations
optimales du noyau de la chaleur et de son gradient et aussi de la structure sous-riemannienne
de H1 (plus précisment, on aura besoin des résultats analogues aux Lemmes 4.2 et 4.3 de cet
article).
Alors
∣∣f (g)− fo∣∣ ∣∣f2d−5/2(g)(g(N(g)))− fo∣∣+ ∣∣f (g)− f2d−5/2(g)(g(N(g)))∣∣.
En utilisant l’inégalité de Poincaré (voir (2.1)) et l’estimation du volume des boules dans H1
(voir (4.1)), on a
∣∣f2d−5/2(g)(g(N(g)))− fo∣∣ ∣∣fo − fd(g(N(g)))+4d−5/2(g)(o)∣∣
+ ∣∣f2d−5/2(g)(g(N(g)))− fd(g(N(g)))+4d−5/2(g)(o)∣∣
 Cd11(g)
∫
B
(
o,d(g)−90 lnd(g)
d(g)
)
∣∣∇f (g′)∣∣dg′.
Donc,
∣∣f (g)− fo∣∣ Cd11(g)
∫
B
(
o,d(g)−90 lnd(g)
d(g)
)
∣∣∇f (g′)∣∣dg′ + ∣∣f (g)− f2d−5/2(g)(g(N(g)))∣∣.
Soient
J21 =
∫
{g∈H1;d(g)>A∞}
d12(g)p(g)
[ ∫
B(o,d(g)−90 lnd(g)
d(g)
)
∣∣∇f (g′)∣∣dg′]dg,
J22 =
∫
Σ
d(g)p(g)
∣∣f (g)− f2d−5/2(g)(g(N(g)))∣∣dg.
On constate que
J2  C(J21 + J22).
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telle que pour toute f ∈ C∞o (H1), on a
J21 + J22 C
∫
H1
p(g)
∣∣∇f (g)∣∣dg.
4.2.1. Estimation de J21
Par un calcul simple, on observe que
{
(g, g′) ∈ H1 × H1;d(g) > A∞, d(g′) < d(g)− 90 lnd(g)
d(g)
}
⊂ {(g, g′) ∈ H1 × H1;d(g) > A∞, d(g′)A∞ − 1}
∪
{
(g, g′) ∈ H1 × H1;d(g′) > A∞ − 1, d(g) > d(g′)+ 46 lnd(g
′)
d(g′)
}
.
Donc, en utilisant les estimations supérieures de p(g) (voir (3.8)), on a
J21 C
∫
d(g′)A∞−1
∣∣∇f (g′)∣∣dg′ ∫
d(g)>A∞
d12(g)e−d2(g)/4 dg
+C
∫
d(g′)>A∞−1
∣∣∇f (g′)∣∣[ ∫
d(g)>d(g′)+46 lnd(g′)
d(g′)
d12(g)e−d2(g)/4 dg
]
dg′.
Par l’estimation du volume des boules dans H1 (voir (4.1)), on a
∫
d(g)>A∞
d12(g)e−d2(g)/4 dg  CA14∞e−A
2∞/4  C
(
1 + A2∞
)−1/2
e−(A∞−1)2/4,
et lorsque d(g′) > A∞ − 1, on a
∫
d(g)>d(g′)+46 lnd(g′)
d(g′)
d12(g)e−
d2(g)
4 dg  Cd−1(g′)e−
d2(g′)
4 .
Par conséquent, les estimations inférieures de p (voir (3.8)) nous disent que
J21  C
∫
H1
∣∣∇f (g′)∣∣p(g′) dg′.
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Rappelons que
A∞ = e1000(L1 +L2)8,
où les deux constantes L1,L2 > 1 proviennent de (3.8) et (3.9) respectivement.
Rappelons aussi que
J22 =
∫
Σ
d(g)p(g)
∣∣f (g)− f2d−5/2(g)(g(N(g)))∣∣dg,
où
Σ = {R2 × R \ {(0,0, t); t ∈ R};d(g) > A∞},
N(g) = [100d3/2(g) lnd(g)]+ 1, g(N(g))= γ (1 −N(g)d−7/2(g)),
et γ désigne la géodésique minimale (unique) d’origine à g = (x, t), qui est définie par (3.4)–
(3.6).
La difficulté de la preuve du Théorème 1.1 se trouve à montrer qu’il existe une constante
C > 0 telle que pour toute f ∈ C∞o (H1), on a
J22  C
∫
H1
p(g)
∣∣∇f (g)∣∣dg. (4.5)
Dans la suite, pour simplifier les notations, on note
g = (x, t) ∈ Σ,
s(i) = 1 − id−7/2(g), pour 0 i  d(g)N(g),
g(i) = (x(i), t (i))= (x1(i), x2(i), t (i))= γ (s(i)).
Et on remarque que
d
(
g(i), g(j)
)= |i − j |d−5/2(g), ∀0 i, j  d(g)N(g).
On estime maintenant
J22∗ =
∣∣f (g)− f2d−5/2(g)(g(N(g)))∣∣.
Observons que
J22∗ 
N(g)−1∑
i=0
∣∣f (g(i))− f (g(i + 1))∣∣+ ∣∣f (g(N(g)))− f2d−5/2(g)(g(N(g)))∣∣.
Par la formule de représentation (voir (2.2)), on a
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 C
∫
B(g(N(g)),4d−5/2(g))
∣∣∇f (g′)∣∣ d(g(N(g)), g′)|B(g(N(g)), d(g(N(g)), g′))| dg′,
et
∣∣f (g(i))− f (g(i + 1))∣∣

∣∣f (g(i))− f2d−5/2(g)(g(i))∣∣+ ∣∣f (g(i + 1))− f2d−5/2(g)(g(i))∣∣
 C
∫
B(g(i),4d−5/2(g))
∣∣∇f (g′)∣∣ d(g(i), g′)|B(g(i), d(g(i), g′))| dg′
+C
∫
B(g(i+1),4d−5/2(g))
∣∣∇f (g′)∣∣ d(g(i + 1), g′)|B(g(i + 1), d(g(i + 1), g′))| dg′.
Donc,
J22∗  C
N(g)∑
i=0
∫
B(g(i),4d−5/2(g))
∣∣∇f (g′)∣∣ d(g(i), g′)|B(g(i), d(g(i), g′))| dg′, (4.6)
et
J22 C
∫
Σ
d(g)p(g)
N(g)∑
i=0
[ ∫
B(g(i),4d−5/2(g))
∣∣∇f (g′)∣∣ d(g(i), g′)|B(g(i), d(g(i), g′))| dg′
]
dg.
Avant de continuer la preuve de (4.5), on doit dire au lecteur que l’étape crucial pour dé-
montrer (4.5) (et donc le Théorème 1.1) se trouve à obtenir l’estimation (4.6) et que le choix
de {g(i)}0ig(N) et d−5/2(g) dans l’estimation (4.6) n’est pas unique mais très délicat (il dé-
pend des estimations optimales du noyau de la chaleur et de son gradient ainsi que la structure
sous-riemannienne de H1).
Notons χ la fonction caractéristique,
Q = Q(g,g′) = d(g)
N(g)∑
i=0
d(g′, g(i))
|B(g(i), d(g′, g(i)))|χ
{
(g, g′) ∈ Σ × H1;d(g′, g(i))< 4
d5/2(g)
}
,
J ∗22 =
∫
Σ
p(g)Qdg.
Alors, en utilisant le théorème de Fubini, on a
J22  C
∫
′ −5/2
∣∣∇f (g′)∣∣J ∗22 dg′.
d(g )>A∞−100(ln A∞)/A∞−5A∞
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Proposition 4.1. Il existe une constante C > 0 telle qu’on a
J ∗22  Cp(g′), ∀d(g′) > A∞ − 100
ln A∞
A∞
− 5A−5/2∞ . (4.7)
Preuve. Observons que
Q = 0 ⇒ d(g′, g(i))< 4
d5/2(g)
pour un certain 0 i N(g)+ 1
⇒ d(g
′)+ 4/d5/2(g)
1 − 200(lnd(g))/d2(g)  d(g) =
d(g(i))
s(i)
 d(g′)− 4
d5/2(g)
⇒ d(g
′)/d(g)+ 4/d7/2(g)
1 − 200(lnd(g))/d2(g)  1
d(g′)
d(g)
− 4
d7/2(g)
. (4.8)
En particulier, on a
N(g′)− 1N(g)N(g′)+ 1, et 2√
5
d(g) d(g′)
√
5
2
d(g). (4.9)
En utilisant (4.1), on a donc
Q 2d(g′)
N(g′)+1∑
i=0
d(g′, g(i))
|B(g′, d(g′, g(i)))|χ
{
(g, g′) ∈ Σ × H1;d(g′, g(i))< 4
d5/2(g)
}
.
Par conséquent,
J ∗22  2d(g′)
N(g′)+1∑
i=0
∫
{g∈Σ;d(g′,g(i))<4d−5/2(g)}
p(g)
d(g′, g(i))
|B(g′, d(g′, g(i)))| dg. (4.10)
Rappelons que
s(j) = 1 − jd−7/2(g), 0 j  d(g)N(g),
et que μ−1 désigne la fonction réciproque de μ,
μ(ϕ) = 2ϕ − sin 2ϕ
sin2 ϕ
: ]−π,π[ → R.
Et on a besoin des deux lemmes suivants dont la preuve sera donnée à la fin de cette section.
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d
(
g′, g(i)
)
< 4d−5/2(g) pour un certain 0 i N(g′)+ 1,
alors
p(g) 400L21p(g′)e−i/(5d
3/2(g′))
(
sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2)
)1/2
. (4.11)
Lemme 4.3. Il existe une constante C > 0 telle que pour tout g′ ∈ H1 et tout 0 i N(g′)+ 1,
on a
∫
{g=(x,t)∈Σ;d(g′,g(i))< 4
d5/2(g)
}
(
sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2)
)1/2
d(g′, g(i))
|B(g′, d(g′, g(i)))| dg
 Cd−5/2(g′). (4.12)
On admet les deux lemmes pour l’instant et on continue avec la démonstration de la Proposi-
tion 4.1.
Fin de la preuve de la Proposition 4.1. Par (4.10)–(4.12), on a
J ∗22  Cd−3/2(g′)p(g′)
N(g′)+1∑
i=0
e−
i
5 d
−3/2(g′)  Cp(g′)
[
1 +
+∞∫
0
e−h/5 dh
]
= 6Cp(g′).
D’où la Proposition 4.1. 
Preuve du Lemme 4.2. Par les estimations supérieures et inférieures de p (voir (3.8)), on a
p(g) = p(g(i)) p(g)
p(g(i))
L21p
(
g(i)
)
e
d2(g(i))−d2(g)
4
(
1 + ‖x(s(i))‖d(g(s(i)))
1 + ‖x‖d(g)
)1/2
.
Et par la définition de g(i) et (3.5), on a
d
(
g(i)
)
 d(g),
∥∥x(s(i))∥∥= sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2) ‖x‖,
et
e
d2(g(i))−d2(g)
4 = e− d
2(g)
4 (1−s(i)2) < e−
i
4 d
−3/2(g) < e−
i
5 d
−3/2(g′), par (4.9).
De plus, par (4.9), on a
1 s(i) 1 , lorsque 0 i N(g′)+ 1 < 2N(g),
2
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p(g) 100L21p
(
g(i)
)
e−
i
5 d
−3/2(g′)
(
sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2)
)1/2
.
Et pour terminer la preuve du Lemme 4.2, il nous reste à montrer que
p
(
g(i)
)
 4p(g′).
En fait, on va montrer que
∣∣∣∣p(g(i))p(g′) − 1
∣∣∣∣ 1. (4.13)
Preuve de (4.13). On observe que
∣∣∣∣p(g(i))p(g′) − 1
∣∣∣∣= d(g′, g(i))p(g′)
∣∣∇p(g∗)∣∣ avec g∗ ∈ B(g′,4d−5/2(g)).
Mais, par les estimations de p et de |∇p| (voir (3.8) et (3.9)), on a
1
p(g′)
 L1
(
1 + d2(g′)) 12 e d2(g′)4  2L1d(g′)e d2(g′)4 ,
∣∣∇p(g∗)∣∣ L2d(g∗)p(g∗) L1L2(d(g′)+ 4d−5/2(g))e− (d(g′)−4d−5/2(g))24
 4L1L2d(g′)e−
d2(g′)
4 ,
par (4.9) et le fait que d(g) > 1000.
D’ailleurs, (4.9) et le fait que g ∈ Σ nous disent que
d
(
g′, g(i)
)
< 4d−5/2(g) < 5d−2(g)A−1/2∞ <
(
8L21L2
)−1
d−2(g′).
On a donc (4.13). 
Preuve du Lemme 4.3. Par (4.9), on peut supposer que d(g′) > 12 A∞.
Rappelons que
μ(ϕ) = 2ϕ − sin 2ϕ
2 sin2 ϕ
: ]−π,π[ → R,
et que
ψ(x,ϕ) = (x,μ(ϕ)‖x‖2) :{(x,ϕ) ∈ R2 × ]−π,π[; x = (0,0)}→ {(x, t) ∈ H1;x = 0}
est un C1-difféomorphisme. Notons Dψ(x, θ) la matrice jacobienne de ψ en (x, θ), on a
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sin3 θ
‖x‖2.
Posons
Ωg′ =
{
g = (x, t) ∈ H1;x = (0,0), d(g) > 1
2
d(g′)
}
.
Pour 0 i N(g′)+ 1, définissons
Θi(g) = g(i) :Ωg′ → H1 \
{
(0,0, t) ∈ H1; t ∈ R},
et
Φi :ψ
−1(Ωg′) →
(
R
2 \ {(0,0)})× ]−π,π[,
(x, θ) = ψ−1(g = (x, t)) → ψ−1(g(i))= (x(i), s(i)θ),
où (voir la définition de s(i), (3.3) et (3.4))
s(i) = s(i)(g) = 1 − i
d7/2(g)
avec d(g) = θ
sin θ
‖x‖, θ = μ−1
(
t
‖x‖2
)
, (4.14)
x1(i) = sin s(i)θ
sin θ
(
x1 cos
(
s(i)− 1)θ + x2 sin(s(i)− 1)θ), (4.15)
x2(i) = sin s(i)θ
sin θ
(−x1 sin(s(i) − 1)θ + x2 cos(s(i)− 1)θ). (4.16)
Observons que Φi et Θi sont de classe C1, et que
Θi = ψ ◦Φi ◦ψ−1.
Et on a besoin des deux résultats suivants dont la preuve sera donnée plus tard :
(i) Φi est injective sur ψ−1(Ωg′) ;
(ii) on a
detDΦi
(
(x, θ)
)= ( sin s(i)θ
sin θ
)2[
1 + 5
2
id−7/2(g)
]
. (4.17)
Les deux résultats précédents nous disent que Θi est aussi injective sur Ωg′ , et pour tout
g = ψ(x, θ) ∈ Ωg′ , on a
detDΘi(g) = detDψ
(
x(i), s(i)θ
) · detDΦi(x, θ) · [detDψ(x, θ)]−1
=
(
sin s(i)θ
)4[ sin θ − θ cos θ
3
]−1 sin s(i)θ − s(i)θ cos s(i)θ
3
[
1 + 5 i7/2
]
= 0,sin θ sin θ sin s(i)θ 2 d (g)
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ment que
(
sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2)
)1/2[
detDΘi(g)
]−1  1000.
Par conséquent, par le théorème d’inversion globale, la formule de changement de variables,
et (4.9), on a
∫
{g=(x,t)∈Σ;d(g′,g(i))<4d−5/2(g)}
(
sin s(i)μ−1(t/‖x‖2)
sinμ−1(t/‖x‖2)
)1/2
d(g′, g(i))
|B(g′, d(g′, g(i)))| dg
 1000
∫
g(i)∈B(g′,10d−5/2(g′))
d(g′, g(i))
|B(g′, d(g′, g(i)))| dg(i)
< Cd−5/2(g′),
grâce à la propriété du doublement du volume ou bien (4.1).
Φi est injective sur ψ−1(Ωg′). Soient
ψ−1(g∗) = (x∗, θ∗),ψ−1(g∗) = (x∗, θ∗) ∈ ψ−1(Ωg′),
satisfaisant
(
x∗(i), s∗(i)θ∗
)= Φi(x∗, θ∗) = Φi(x∗, θ∗) = (x∗(i), s∗(i)θ∗).
Puisque
d
(
ψ
(
x∗(i), s∗(i)θ∗
))= s∗(i)d(g∗) =
(
1 − i
d7/2(g∗)
)
d(g∗)
= d(ψ(x∗(i), s∗(i)θ∗))= s∗(i)d(g∗) = (1 − i
d7/2(g∗)
)
d(g∗),
et la fonction τ(h) = h − ih−5/2 est strictement croissante, on a d(g∗) = d(g∗). Donc, s∗(i) =
s∗(i) et θ∗ = θ∗. Et (3.4) implique que x∗ = x∗.
On a donc montré que Φi est injective sur ψ−1(Ωg′).
Preuve de (4.17). Dans la suite, pour simplifier les notations, on pose
K1 = cos
(
s(i) − 1)θ, K2 = sin(s(i)− 1)θ.
Alors, par la définition de Φi (voir (4.14)–(4.16)), on a l’expression explicite de DΦi(x, θ)
comme suit
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sin s(i)θ
sin θ K1 + ∂s(i)∂x1
dx1(i)
ds(i)
sin s(i)θ
sin θ K2 + ∂s(i)∂x2
dx1(i)
ds(i)
∂s(i)
∂θ
dx1(i)
ds(i)
+ dx1(i)
dθ
− sin s(i)θsin θ K2 + ∂s(i)∂x1
dx2(i)
ds(i)
sin s(i)θ
sin θ K1 + ∂s(i)∂x2
dx2(i)
ds(i)
∂s(i)
∂θ
dx2(i)
ds(i)
+ dx2(i)
dθ
θ
∂s(i)
∂x1
θ
∂s(i)
∂x2
s(i) + θ ∂s(i)
∂θ
⎞
⎟⎟⎠
où le sens de dx1(i)/ds(i), dx1(i)/dθ , dx2(i)/ds(i), dx2(i)/dθ est claire.
Soient
R∗1 =
∣∣∣∣∣
sin s(i)θ
sin θ K1 + ∂s(i)∂x1
dx1(i)
ds(i)
sin s(i)θ
sin θ K2 + ∂s(i)∂x2
dx1(i)
ds(i)
− sin s(i)θsin θ K2 + ∂s(i)∂x1
dx2(i)
ds(i)
sin s(i)θ
sin θ K1 + ∂s(i)∂x2
dx2(i)
ds(i)
∣∣∣∣∣ ,
R∗2 =
∣∣∣∣∣∣∣∣
sin s(i)θ
sin θ K1
sin s(i)θ
sin θ K2
dx1(i)
dθ
− sin s(i)θsin θ K2 sin s(i)θsin θ K1 dx2(i)dθ
∂s(i)
∂x1
∂s(i)
∂x2
∂s(i)
∂θ
∣∣∣∣∣∣∣∣
,
R1 = s(i)R∗1 , R2 = θR∗2 .
Par le fait que
(
θ
∂s(i)
∂x1
, θ
∂s(i)
∂x2
, s(i) + θ ∂s(i)
∂θ
)
= (0,0, s(i))+ θ(∂s(i)
∂x1
,
∂s(i)
∂x2
,
∂s(i)
∂θ
)
,
on peut donc écrire
detDΦi(x, θ) = s(i)R∗1 + θR∗∗,
où on a noté
R∗∗ =
∣∣∣∣∣∣∣∣
sin s(i)θ
sin θ K1 + ∂s(i)∂x1
dx1(i)
ds(i)
sin s(i)θ
sin θ K2 + ∂s(i)∂x2
dx1(i)
ds(i)
∂s(i)
∂θ
dx1(i)
ds(i)
+ dx1(i)
dθ
− sin s(i)θsin θ K2 + ∂s(i)∂x1
dx2(i)
ds(i)
sin s(i)θ
sin θ K1 + ∂s(i)∂x2
dx2(i)
ds(i)
∂s(i)
∂θ
dx2(i)
ds(i)
+ dx2(i)
dθ
∂s(i)
∂x1
∂s(i)
∂x2
∂s(i)
∂θ
∣∣∣∣∣∣∣∣
.
Or, la première ligne de R∗∗ peut s’écrire comme
(
sin s(i)θ
sin θ
K1,
sin s(i)θ
sin θ
K2,
dx1(i)
dθ
)
+ dx1(i)
ds(i)
(
∂s(i)
∂x1
,
∂s(i)
∂x2
,
∂s(i)
∂θ
)
,
et la seconde ligne de R∗∗ peut s’écrire comme
(
− sin s(i)θ
sin θ
K2,
sin s(i)θ
sin θ
K1,
dx2(i)
dθ
)
+ dx2(i)
ds(i)
(
∂s(i)
∂x1
,
∂s(i)
∂x2
,
∂s(i)
∂θ
)
,
on a R∗∗ = R∗2 , donc
detDΦi(x, θ) = R1 +R2. (4.18)
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sin s(i)θ
sin θ
(
K1
−K2
)
+ ∂s(i)
∂x1
(
dx1(i)/ds(i)
dx2(i)/ds(i)
)
,
et la seconde colonne de R∗1 peut s’écrire comme
sin s(i)θ
sin θ
(
K2
K1
)
+ ∂s(i)
∂x2
(
dx1(i)/ds(i)
dx2(i)/ds(i)
)
,
on a
R∗1 =
(
sin s(i)θ
sin θ
)2 ∣∣∣∣ K1 K2−K2 K1
∣∣∣∣
+ sin s(i)θ
sin θ
{
∂s(i)
∂x2
∣∣∣∣ K1 dx1(i)/ds(i)−K2 dx2(i)/ds(i)
∣∣∣∣+ ∂s(i)∂x1
∣∣∣∣ dx1(i)/ds(i) K2dx2(i)/ds(i) K1
∣∣∣∣
}
=
(
sin s(i)θ
sin θ
)2
+ sin s(i)θ
sin θ
(
K1R
∗
11 +K2R∗12
)
,
où on a noté
R∗11 =
∂s(i)
∂x2
dx2(i)
ds(i)
+ ∂s(i)
∂x1
dx1(i)
ds(i)
, R∗12 =
∂s(i)
∂x2
dx1(i)
ds(i)
− ∂s(i)
∂x1
dx2(i)
ds(i)
. (4.19)
Il nous reste à calculer ∂s(i)/∂x1, ∂s(i)/∂x2, dx1(i)/ds(i) et dx2(i)/ds(i).
Dans la suite, pour simplifier les notations, on pose
s′(i) = d
d(d(g))
s(i) = 7
2
id−9/2(g).
On commence par calculer ∂s(i)/∂x1 et ∂s(i)/∂x2. Par le fait que (voir (3.3))
d2(g) =
(
θ
sin θ
)2(
x21 + x22
)
,
on a
∂s(i)
∂x1
= s′(i) 1
2d(g)
∂d2(g)
∂x1
= s′(i) 1
d(g)
(
θ
sin θ
)2
x1, (4.20)
∂s(i)
∂x2
= s′(i) 1
2d(g)
∂d2(g)
∂x2
= s′(i) 1
d(g)
(
θ
sin θ
)2
x2. (4.21)
On calcule maintenant dx1(i)/ds(i) et dx2(i)/ds(i). Par (4.15), (4.16) et des formules élé-
mentaires liant les fonctions trigonométriques, on peut écrire
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{
x1
[
sin θ + sin(2s(i) − 1)θ]+ x2[cos θ − cos(2s(i)− 1)θ]}, (4.22)
x2(i) = 12 sin θ
{−x1[cos θ − cos(2s(i)− 1)θ]+ x2[sin θ + sin(2s(i)− 1)θ]}. (4.23)
Donc,
dx1(i)
ds(i)
= θ
sin θ
[
x1 cos
(
2s(i)− 1)θ + x2 sin(2s(i)− 1)θ], (4.24)
dx2(i)
ds(i)
= θ
sin θ
[−x1 sin(2s(i)− 1)θ + x2 cos(2s(i)− 1)θ]. (4.25)
Par (4.19)–(4.21), (4.24) et (4.25), on constate d’abord que
R∗11 = s′(i)
1
d(g)
(
θ
sin θ
)3
‖x‖2 cos(2s(i)− 1)θ,
R∗12 = s′(i)
1
d(g)
(
θ
sin θ
)3
‖x‖2 sin(2s(i) − 1)θ,
puis, en utilisant le fait que d2(g) = ( θsin θ )2‖x‖2 (voir (3.3)), que
R∗11 = s′(i)d(g)
θ
sin θ
cos
(
2s(i) − 1)θ,
R∗12 = s′(i)d(g)
θ
sin θ
sin
(
2s(i) − 1)θ.
Donc,
K1R
∗
11 +K2R∗12
= s′(i)d(g) θ
sin θ
[
cos
(
s(i)− 1)θ cos(2s(i)− 1)θ + sin(s(i) − 1)θ sin(2s(i)− 1)θ]
= s′(i)d(g) θ
sin θ
cos s(i)θ .
Par conséquent,
R1 = s(i)
(
sin s(i)θ
sin θ
)2
+ s(i) sin s(i)θ
sin θ
s′(i)d(g) θ
sin θ
cos s(i)θ . (4.26)
Calcul de R2. Soient
R∗21 =
(
sin s(i)θ
)2
∂s(i)
,sin θ ∂θ
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sin s(i)θ
sin θ
{
dx1(i)
dθ
[
−K2 ∂s(i)
∂x2
−K1 ∂s(i)
∂x1
]
− dx2(i)
dθ
[
K1
∂s(i)
∂x2
−K2 ∂s(i)
∂x1
]}
= sin s(i)θ
sin θ
{
K2
[
dx2(i)
dθ
∂s(i)
∂x1
− dx1(i)
dθ
∂s(i)
∂x2
]
−K1
[
dx1(i)
dθ
∂s(i)
∂x1
+ dx2(i)
dθ
∂s(i)
∂x2
]}
.
On développe suivant la troisième colonne de R∗2 , et on constate que R∗2 = R∗21 +R∗22 et donc
R2 = θR∗21 + θR∗22.
En rappelant que d(g) = θsin θ ‖x‖, on a
∂s(i)
∂θ
= s′(i)∂d(g)
∂θ
= s′(i) sin θ − θ cos θ
sin2 θ
‖x‖ = s′(i)d(g)1
θ
sin θ − θ cos θ
sin θ
,
donc,
R∗21 =
(
sin s(i)θ
sin θ
)2
s′(i)d(g)1
θ
sin θ − θ cos θ
sin θ
.
Pour calculer R∗22, on aura besoin de l’expression explicite de
dx1(i)
dθ
et de dx2(i)
dθ
. Notons
U1 = d
dθ
sin θ + sin(2s(i) − 1)θ
2 sin θ
= 2s(i) sin θ cos(2s(i) − 1)θ − sin 2s(i)θ
2 sin2 θ
,
U2 = d
dθ
cos θ − cos(2s(i) − 1)θ
2 sin θ
= −1 + 2s(i) sin θ sin(2s(i) − 1)θ + cos 2s(i)θ
2 sin2 θ
.
Alors, par (4.22) et (4.23),
dx1(i)
dθ
= x1U1 + x2U2, dx2(i)
dθ
= −x1U2 + x2U1.
En utilisant (4.20) et (4.21), on constate que
R∗22 =
sin s(i)θ
sin θ
s′(i) 1
d(g)
(
θ
sin θ
)2
‖x‖2(−K2U2 −K1U1)
= − sin s(i)θ
sin θ
s′(i)d(g)(K1U1 +K2U2) par (3.3)
= − sin s(i)θ
sin θ
s′(i)d(g)s(i) sin θ cos s(i)θ − cos θ sin s(i)θ
sin2 θ
,
où on a utilisé trois fois les formules élémentaires liant les fonctions trigonométriques dans la
dernière égalité.
On a donc
R2 = θR∗21 + θR∗22 = s′(i)d(g)
{(
sin s(i)θ
sin θ
)2
− θ sin s(i)θ
sin θ
s(i) cos s(i)θ
sin θ
}
. (4.27)
Par (4.18), (4.26) et (4.27), on obtient (4.17). 
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Pour terminer cet article, on donne quelques questions intéressantes.
1. J’espère que le lecteur peut suivre la méthode de la preuve du Théorème 1.1 pour obtenir un
résultat analogue au Théorème 1.1 dans le cadre des groupes de Heisenberg de dimension
réelle  5 et aussi dans le cadre des cônes classiques, C(S ) avec 0 < < 2π .
2. Dans le cadre des variétés riemanniennes complètes, non compacte, M , ce serait très inté-
ressant de trouver une condition suffisante ou (et) nécessaire telle qu’il existe une constante
C > 0 satisfaisant
∣∣∇etf ∣∣(g)Cet(|∇f |)(g), ∀g ∈ M, t > 0, f ∈ C∞o (M).
En particulier, on s’intéressait à obtenir des estimations du noyau de la chaleur et de son
gradient à partir d’une telle inégalité.
3. Sur les variétés coniques, C(N), à cause de la singularité conique, on trouve qu’ils ont beau-
coup de propriétés spéciales par rapport aux variétés riemanniennes complètes à courbure
de Ricci minorée, voir par exemple [8,15–17] ou [18]. Lorsque la première valeur propre
non nulle du Laplacien sur N , λ1  dimN , ce sera très intéressant de savoir pour quels
1w < +∞ les estimations suivantes sont satisfaites :
∣∣∇etf ∣∣(g) Cw[et(|∇f |w)(g)]1/w, ∀g ∈ C(N), t > 0, f ∈ C∞o .
Remarquons que dans cette situation, la courbure de Ricci sur C(N) peut être non minorée.
Et on rappelle aussi que pour λ1 < dimN , les estimations précédentes ne sont pas valables
(voir [17] ou [18]).
4. Dans l’étude de la formule de représentation, ce sera très intéressant de savoir si la condi-
tion technique (H2) dans [19], i.e. en supposant que le volume des boules est au moins à
croissance linéaire, est nécessaire. En tout cas, cette condition est faible.
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