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Abstract
Convolutional Neural Networks (CNNs) have shown to be powerful medical image segmentation models. In this study, we
address some of the main unresolved issues regarding these models. Specifically, training of these models on small medical
image datasets is still challenging, with many studies promoting techniques such as transfer learning. Moreover, these models are
infamous for producing over-confident predictions and for failing silently when presented with out-of-distribution (OOD) data at
test time. In this paper, we advocate for multi-task learning, i.e., training a single model on several different datasets, spanning
several different organs of interest and different imaging modalities. We show that not only a single CNN learns to automatically
recognize the context and accurately segment the organ of interest in each context, but also that such a joint model often has more
accurate and better-calibrated predictions than dedicated models trained separately on each dataset. Our experiments show that
multi-task learning can outperform transfer learning in medical image segmentation tasks. For detecting OOD data, we propose a
method based on spectral analysis of CNN feature maps. We show that different datasets, representing different imaging modalities
and/or different organs of interest, have distinct spectral signatures, which can be used to identify whether or not a test image
is similar to the images used to train a model. We show that this approach is far more accurate than OOD detection based on
prediction uncertainty. The methods proposed in this paper contribute significantly to improving the accuracy and reliability of
CNN-based medical image segmentation models.
Index Terms: Medical image segmentation, convolutional neural networks, heterogeneous data, prediction uncertainty, out-of-distribution detection
Fig. 1. We propose multi-task learning as a new approach for training CNN-based medical image segmentation models. Unlike the common approach of
training a model to segment one organ in one imaging modality, we advocate for training a single model to segment different organs in different imaging
modalities. We show that a standard CNN can automatically recognize the context and accurately segment different organs in different imaging modalities,
without the need for any additional inputs. We show that a single model trained on a mix of heterogeneous datasets is as accurate as or even more accurate
than models dedicated to individual datasets. Moreover, a model trained on heterogeneous data usually has better-calibrated predictions. For detecting out-of-
distribution (OOD) data at test time, we propose a novel method based on spectral analysis of the CNN feature maps. We show that this method can detect
OOD data more accurately than a method based on prediction uncertainty.
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2I. INTRODUCTION
MEDICAL image segmentation is an essential compo-nent of many medical image analysis and image-guided
intervention pipelines. Compared with manual segmentation
by an expert, computerized automatic segmentation methods
have the potential to improve the speed and reproducibility
of the segmentations. Classical automatic medical image seg-
mentation techniques include such methods as region growing,
level-sets, and atlas-based techniques. Recently, deep learn-
ing models, and in particular convolutional neural networks
(CNNs), have shown to be excellent tools for this task.
Many recent studies have shown that CNN-based methods
outperform the classical methods on various medical image
segmentation tasks, often by significant margins. Because of
the success of CNN-based models, various aspects of their de-
sign and training have been investigated in the past few years.
Many of these studies have focused on such aspects as network
architecture and loss function. However, it has been shown that
factors such as more elaborate network architectures can often
only marginally improve the performance of standard CNN-
based medical image segmentation methods [1].
There are two main unresolved issues with regard to the
application of CNNs for medical image segmentation. The
first issue has to do with the training procedures and training
data. Specifically, the number of manually-labeled images that
are available for training is typically very small compared
with many non-medical applications. This is because the
number of images is small to begin with, and accurate manual
annotation is costly because it depends on domain expertise.
In recent years, this challenge has led to a surge of interest in
such techniques as transfer learning [2], unsupervised learning
[3], and learning from inaccurate and computer-generated
annotations [4].
The second outstanding issue is a lack of understanding
of the reliability and failure modes of these models. Deep
learning models, in general, are known to produce over-
confident predictions, even when the predictions are com-
pletely wrong [5]. In other words, there is little correlation
between the confidence of a deep learning model in its
predictions and how accurate the predictions actually are. Deep
learning models also produce confident predictions on out-of-
distribution (OOD) data, i.e., when the test data is from an
entirely different distribution than the training data [6], [7].
Needless to say, there is no performance guarantee on OOD
data. In fact, in general the model predictions on OOD data are
not expected to be any more useful than random assignment.
In order to improve the accuracy and reliability of CNN-
based medical image segmentation models for real-world
clinical usage, effective solutions are needed for the above-
mentioned challenges. In particular, we need methods that can
train accurate and well-calibrated medical image segmentation
models from limited data. Furthermore, we need methods to
inform us when these models fail. The goal of this paper is to
make significant contributions in addressing these challenges.
II. RELATED WORKS
A. Training procedures for CNN-based medical image seg-
mentation models
Large labeled datasets are considered an essential require-
ment for training of modern deep learning models [8]. Since
such datasets are difficult or impossible to come by in medical
image segmentation, a range of strategies have been proposed
to tackle this limitation. Here, we briefly review the most
important classes of these methods.
One strategy is transfer learning [9], whereby the model is
first trained on data from other domains/tasks and then fine-
tuned for the intended task. Transfer learning has been reported
to improve the performance of CNN-based models on many
medical image segmentation tasks [2], [10]. A limitation of
transfer learning is that most of the large public image datasets
include only 2D images, whereas most medical images are 3D.
An alternative to transfer learning is multi-task learning
[11], [9]. Unlike transfer learning that addresses the source and
target tasks sequentially, multi-task learning aims at learning
multiple tasks simultaneously. It is based on the expectation
that the tasks at hand share enough similarities such that
learning them simultaneously with a single model would help
learn more relevant features and lead to improved generaliz-
ability. Some studies have reported successful application of
multi-task learning to medical image segmentation [12], [13].
However, the effect of multi-task learning on the prediction
calibration of the trained model has not been explored in
previous studies.
Semi-supervised and weakly-supervised methods constitute
a large and diverse body of techniques [14], [3]. In brief, these
methods aim at utilizing a mix of labeled and unlabeled data
or data that have not been labeled in detail. These methods
have also been used in deep learning-based medical image
segmentation with relative success, as in [15], [16]. One
possibility is to use other, less accurate, automatic methods to
generate approximate segmentations on large corpora of medi-
cal images and use those to train a more accurate CNN-based
segmentation model [17], [18]. In general, the applicability
and success of semi-supervised methods to a specific task is
not certain. It has been recently argued, and experimentally
demonstrated, that the gains that have been reported by many
semi-supervised methods may need to be reassessed [19].
In general, it is much cheaper and faster to obtain rough
segmentations, either manual or computer-generated, on large
training datasets. However, rather than treating such approx-
imate segmentation labels as ground truth, as done in [17],
one can use more intelligent methods. A comprehensive recent
review of deep learning with noisy labels with a focus on
medical image analysis can be found in [4]. Several recent
studies have reported successful applications of such methods
for medical image segmentation [20], [21], [22].
B. Model calibration and uncertainty estimation
All machine learning models are bound to make wrong pre-
dictions on a fraction of test data. Nonetheless, one would like
the confidence of predictions to be proportional to the prob-
ability of being correct. Consider a test set of {xi, yi}i=1:N
3and suppose for sample xi the model predicts the class yˆi with
a probability pˆi. In the ideal scenario with perfect confidence
calibration, P(yˆ = y|pˆ = p) = p [23].
Standard deep learning models have been shown to be
poorly calibrated [5]. This should be concerning for safety-
critical applications including medicine. A range of methods
have been proposed for improving the calibration of deep
learning models. For example, it has been shown that cali-
bration can be improved by using a proper scoring rule as
the loss function [24], [5], using weight decay and avoiding
batch normalization [5]. Training on adversarial examples [25]
has also been shown to improve model calibration [24]. Some
studies have used the Platt scaling for improving the model
calibration [26], [5]. In [27], for instance, after the deep
learning network is trained, a model q = Softmax(az + b)
with parameters a and b is trained on the logit vector, z, of
the trained network to obtain a more calibrated prediction q.
Another study proposed to train a separate model, to map the
uncalibrated output of a CNN to calibrated probabilities [28].
For this purpose, they used a Bayesian neural network, which
they trained after training the main deep learning model.
Prediction uncertainty has also received some attention
in medical image segmentation studies. Some studies have
proposed methods to estimate the uncertainty [29] or to use the
prediction uncertainty to improve the segmentation accuracy
[30], [31]. However, little attention has been paid to methods
for improving the calibration of CNN-based segmentation
models. An example of the latter is the work of [32], where
the authors use model ensembles to arrive at better-calibrated
models. That study trained an ensemble of CCNs with random
initialization of network weights and random shuffling of
training data. They show that the ensemble average is better
calibrated than prediction of a single method. However, their
proposed method requires training and maintaining as many as
50 separate models, which is quite inefficient for many clinical
applications.
C. Detecting out-of-distribution data and model failure
Another important problem in deep learning is detection of
OOD data at test time. Suppose that the training data come
from a distribution xtrain ∼ Dtrain. A central assumption of
every machine learning method is that the test data come from
the same distribution. When a data sample comes from an en-
tirely different distribution than Dtrain, there is no performance
guarantee. Ideally, the model should include a mechanism to
detect the OOD data samples and issue a warning. However,
this has proven to be challenging with deep learning models
because of the black-box nature of these models and the highly
complex mapping between their input and output.
It has been shown that advancements in network architecture
design have not improved the robustness of deep learning mod-
els to OOD data [33]. Some studies have proposed methods
that increase the robustness of deep learning models to OOD
data. As an example, one study showed that some simple
techniques such as histogram equalization and Adversarial
Logit Pairing [34] may improve robustness to perturbed and
corrupted data. However, they noted that methods that work
well on specific datasets may fail on other datasets. More
importantly, these methods usually focus on in-distribution
data that have been slightly perturbed, on which the model
performance can be sub-optimal, and do not address the OOD
samples, on which the model fails completely. Robustness
against true OOD data has no meaning, and such data should
be detected and reported/rejected.
Several studies have proposed methods for detecting OOD
data in deep learning. For image classification, one study pro-
posed training Gaussian discriminant models on the penulti-
mate layer of the network and using the Mahalanobis Distance
to detect OOD data [6]. Another work suggested using the
distribution of features in different layers of a deep learning
model for OOD detection [35]. The intuition behind that
method is that if a test example is in-distribution, the training
examples that are most similar to it, in terms of feature
similarity, are consistent across layers. Such methods may
be effective for natural image classification, where the sizes
of the feature vectors is only a few hundreds or around a
thousand at most and the number of training images can
be millions. However, they cannot be used for 3D medical
image segmentation, where feature maps are much larger
and typically only tens of training images are available. A
number of studies have proposed to detect OOD data based on
measures of prediction uncertainty, which is usually quantified
as a function of entropy of the predicted class probability [36],
[7]. However, such methods have been shown to have a low
accuracy in semantic segmentation applications [37].
Compared with image classification, OOD detection in
semantic image segmentation has received much less atten-
tion. A recent study found that methods proposed for OOD
detection in image classification do not translate well to image
segmentation tasks [38]. For semantic segmentation of street
view images, one study proposed a dedicated neural network
to detect OOD data [37]. Their approach aims to classify an
image as in-distribution or OOD using a very large “back-
ground dataset” to represent the distribution of the variety
of visual scenes outside of the training data distribution. The
authors use the ILSVRC dataset as the background dataset.
However, it is difficult to obtain or even define the background
set, especially in medical imaging. One study used prediction
uncertainty measures to identify OOD data in medical image
segmentation [32]. However, they evaluated this method on
data that were hard to segment, not on true OOD data. As we
show in Section IV of this paper, methods based on prediction
uncertainty cannot accurately detect OOD data.
We should mention in passing that a related topic to OOD
detection is the topic of adversarial examples [25]. These
are examples that are intentionally crafted to fool a model
into making wrong predictions. Adversarial examples may be
important in some medical applications, but they are beyond
the scope of this paper, which focuses on natural OOD data.
D. Contributions of this work
In this paper, we address the critical problems discussed
above and make the following contributions.
• We show that multi-task learning is an effective approach
for training CNNs for medical image segmentation.
4Specifically, rather than training a CNN to segment a
single organ in a single imaging modality (e.g., prostate
in MRI), we propose training a model that segments
several different organs in different imaging modalities.
We show that successful multi-task learning does not need
any changes to the network architecture or training proce-
dures. The network can learn to automatically recognize
the context (i.e., the imaging modality and organ) and
accurately segment the organ of interest without any extra
input or supervision.
• We show that multi-task learning can lead to segmenta-
tion accuracy on par with or even better than competing
methods such as transfer learning. We further show, for
the first time, that multi-task learning also improves the
model’s confidence calibration.
• For detecting OOD test data, we devise a novel method
based on spectral analysis of the CNN feature maps. We
show that this method can detect OOD test data much
more accurately than recently proposed methods that are
based on prediction uncertainty.
III. MATERIALS AND METHODS
A. Data
A large number of datasets were used in this study. We
provide a summary of the information about these datasets in
Table I. Unless otherwise stated, we used 70% of each dataset
for training and validation and 30% for test. All Computed
Tomography (CT) images were normalized by a simple linear
mapping that mapped the Hounsfield Unit values in the range
[−1000, 1000] to intensity range [0, 1]. All Magnetic Reso-
nance (MR) images were normalized by dividing the image
by the standard deviation of the voxel intensities.
B. Network architecture and training details
We used a network similar to the 3D U-Net [42], which we
modified by adding residual connections with short and long
skip connections. We set the number of features in the first
stage of the encoder part of the network to 14, which was the
largest possible on our GPU memory. The model worked on
96×96×96-voxel image blocks. During training, we sampled
blocks from random locations in the training images. Other
data augmentation methods used during training included flip,
rotation by integer multiples of pi/2, and addition of random
Gaussian noise to voxel intensity values. We also experimented
with elastic deformation for data augmentation ([43], [44]),
but we did not pursue that augmentation method because it
negatively impacted segmentation of fine structures such as
those in the brain cortical plate. On a test image, a sliding
window approach with a 24-voxel overlap between adjacent
blocks was used to process the image. We used the negative of
the Dice Similarity Coefficient (DSC) between the predicted
and target probability maps as the loss function and Adam
[45] as the optimization method. We used an initial learning
rate of 10−4, which was reduced by 0.90 after every 2000
training iterations if the loss did not decrease. If the loss did
not decrease for two consecutive evaluations, we stopped the
training and claimed convergence. This typically occurred after
100-150 training epochs through all training images.
Since the focus of the study is on the training data, model
calibration, and OOD detection, we used the same settings
mentioned above in all experiments. Admittedly, this may
reduce the model accuracy by a small percentage because one
can always choose better model size, architecture, or learning
rate using cross-validation to achieve slightly better results for
a specific dataset. Nonetheless, using the same setting allowed
us to remove the effect of these confounding factors and focus
on the factors that were the focus of our study.
C. Multi-task learning
The common practice in training CNNs for medical image
segmentation is to train a CNN to segment a single organ in
a single imaging modality. As we explained above, to cope
with the small size of medical image datasets, methods such
as transfer learning have also become common. Here, on the
other hand, we advocate for multi-task learning, i.e., training
on heterogeneous data. Simply, we train a single model on a
mix of training datasets that can come from different imaging
modalities with different organs of interest to be segmented,
such as the datasets shown in Table I.
We do not use additional inputs to inform the model of
the image modality or the organ that needs to be segmented.
Furthermore, we use the same loss function and optimization
procedure. In other words, nothing changes compared with
training on a single dataset. The only point worth mentioning
is the frequency of sampling from different training datasets
when their sizes are very different. We sample from each
dataset with a probability proportional to the inverse of the
square root of dataset size, 1/
√
n. This way, if for example
we train on two datasets with 10 and 100 images each, the
probability of sampling an image from these two datasets will
be 0.24 and 0.76, respectively. In our experience, this strategy
strikes a good balance in terms of the test performance of
the model on different datasets when the training dataset sizes
are very different. Using 1/n instead of 1/
√
n, for example,
resulted in poor performance on datasets with smaller number
of images.
D. OOD detection based on the spectral signature of feature
maps
We propose a novel method for detecting OOD data samples
that are input to a CNN-based medical image segmentation
model. As we mentioned above, such models produce over-
confident predictions even when a test sample is entirely
different from the training data. For example, a network trained
on the Liver-CT dataset produces confident (but, obviously,
completely wrong) segmentations on the brain cortical plate.
As we show in Section IV, even on such seemingly simple
cases, previously-proposed methods based on prediction un-
certainty are unable to accurately detect model failure.
Due to the large size of 3D medical images and their
computed features, a method based on analyzing the feature
maps or the predicted segmentation map in their native space
is unclear and likely to be ineffective. Instead, we propose
5TABLE I
SUMMARY OF THE INFORMATION ON THE DATASETS USED IN THIS STUDY. THE FIRST COLUMN SHOWS THE NAMES THAT WE USE TO
REFER TO EACH DATASET THROUGHOUT THIS PAPER.
name modality organ data size source
CP- younger fetus T2 MRI brain cortical plate 27 In-house (Boston Children’s Hospital)
CP- older fetus T2 MRI brain cortical plate 15 In-house (Boston Children’s Hospital)
CP- newborn T2 MRI brain cortical plate 400 [39]
Liver-CT CT liver 19 [40]
Liver-MRI-SPIR MRI liver 20 [41]
Liver-MRI-DUAL-in MRI liver 20 [41]
Liver-MRI-DUAL-out MRI liver 20 [41]
Heart MRI left atrium 20 https://decathlon-10.grand-challenge.org/
Prostate MRI prostate 32 https://decathlon-10.grand-challenge.org/
Pancreas CT pancreas 281 https://decathlon-10.grand-challenge.org/
Hippocampus MRI hippocampus 260 https://decathlon-10.grand-challenge.org/
Spleen CT spleen 41 https://decathlon-10.grand-challenge.org/
computing the spectrum of the feature maps, which we define
as the vector of singular values computed using a singular
value decomposition (SVD). Consider a test image xi and
denote the feature map computed for this image at a certain
stage (i.e., layer) of the network with Fi ∈ Rw,h,d,n, where
w, h, d denote the dimensions of the feature map and n is the
number of features. We reshape Fi as Rwhd,n and compute the
SVD of Fi as Fi = USV , where U and V are orthonormal
matrices and the diagonal matrix S contains the singular values
of Fi, which is referred to as its spectrum [46]. Values of
the vector of singular values s = diag(S) depend on the
magnitude of the feature values, which in turn depend on the
image voxel intensities. Moreover, the spectrum has a very
large dynamic range. To eliminate these effects, we take the
logarithm of the spectrum s and then normalize it so that it has
an `2 norm of unity. We refer to the normalized logarithmic
spectrum of the feature maps computed as explained above
as “the spectral signature” of the feature maps corresponding
to an organ of interest. We still denote this spectral signature
with s in the following.
In Figure 2, we have shown examples of how these signa-
tures look like. This figure is for a model trained on several
datasets from Table I including CP- younger fetus and Liver-
MRI-SPIR datasets but not including Pancreas and Hippocam-
pus datasets. The figure shows example spectral signatures of
training images from these four datasets. Clearly, each dataset
has a distinct spectral signature. Note that this model segments
CP- younger fetus and Liver-MRI-SPIR accurately, but fails
completely on Pancreas and Hippocampus, which have not
been seen during training. Nonetheless, as we show in Section
IV, methods based on uncertainty measures cannot detect these
as OOD.
We suggest detecting OOD data based on the dissimilarity
of the spectral signatures. For all images in the training data,
Xtrain, we compute their spectral signatures and save them
in a matrix, Strain. Given a test image, xitest, we compute
its spectral signature sitest. We then compare s
i
test with the
spectral signature of the training data by computing Out-Of-
Distribution Measure (OODM), which we define as:
OODM(xitest) = min
j
(
‖sitest − sjtrain‖2 , sjtrain ∈ Strain
)
(1)
In other words, OODM(xitest) is the Euclidean distance of the
spectral signature of xitest to its nearest neighbor in the training
set.
We anticipate that for test images coming from the distri-
bution of the training data, OODM should be smaller than
for images coming from other distributions. We declare a test
image xitest to be OOD if OODM(x
i
test) > τ . The threshold
τ is determined using the training data. Specifically, on the
training data we compute the vector of OODMtrain using Eq.
(1) on a leave-one-out basis, i.e., by comparing the spectrum
of each training image with the spectra of all other training
images. We then compute τ as:
τ = mean(OODMtrain) + C × std(OODMtrain), (2)
where we set C = 2.5 for computing the detection accuracy.
Deep learning models compute a large number of feature
maps from an input image. In practice, one can compute
the spectral signature on any/all feature map(s). However, we
found that using deepest feature maps leads to better results
for the purpose of OOD detection. This is in agreement with
the known fact that deeper layers provide more disentangled
manifolds [47], [48]. In this study, we only worked with the
very last (i.e., deepest) feature maps. In our network, the
number of channels in this feature map was 14, which was
the length of the spectral signatures in this work.
Figure 2 shows an example of histograms of OODM values
for the training data, in-distribution test data, and OOD test
data. The histograms show that the proposed OODM easily
separates in-distribution from OOD data in this experiment.
In this study, we compared our proposed OOD detection
method with a common strategy based on prediction uncer-
tainty [36]. Specifically, we trained our models using dropout
(with a rate of 10%) after all convolutional layers. At test
time, we drew N = 10 random dropout masks and computed
the average of these segmentation probability maps. We used
the entropy of this mean probability map, H(p¯) = −p¯ log(p¯)
as an estimated voxel-wise map of prediction uncertainty. To
estimate an image-wise uncertainty, as suggested in [32], we
used the average of the voxel-wise uncertainty on the predicted
foreground. Similar to our approach with OODM explained
above, we computed a threshold similar to Eq. (2) on the
6Fig. 2. A demonstration of our proposed OOD detection method in action.
These figures were generated from a model that was trained on eight datasets
including (See Table I): CP- younger fetus, CP- older fetus, Prostate, Heart,
Liver-CT, Liver-MRI-SPIR, Liver-MRI-DUAL-In and Liver-MRI-DUAL-Out.
TOP: Spectral signatures of feature maps for four different datasets. Two of
these datasets (i.e., CP- older fetus and Liver-MRI-DUAL-In) are from the
distribution of the training images, while the other two (i.e., Hippocampus
and Pancreas) are OOD. We have shown the spectra for only four datasets
in order to avoid clutter. BOTTOM: Histograms of OODM values (computed
using Eq. (1)) for training images, in-distribution test images (i.e., test images
from the same eight datasets as the training images), and OOD test images.
OOD test images are from Pancreas, Hippocampus, and Spleen datasets. The
value of the threshold τ = 0.011 has been marked with the vertical black
line.
training set. This threshold was used to determine if a test
image was OOD.
E. Evaluation metrics
We quantify segmentation accuracy using DSC, the 95
percentile of the Hausdorff Distance (HD95) and Average
Symmetric Surface Distance (ASSD). To assess model calibra-
tion, we compute the Expected Calibration Error (ECE) and
Maximum Calibration Error (MCE), as proposed in [49]. For
OOD detection experiments, we report accuracy, sensitivity,
specificity. We also compute the area under the receiver-
operating characteristic curve (AUC) by changing the value
of τ .
IV. RESULTS AND DISCUSSION
A. Feasibility and benefits of multi-task learning
As we mentioned above, we propose training a single model
to segment different organs in different imaging modalities.
To show that this is a viable approach, we trained a model
on seven datasets spanning six different organs in MRI and
CT images. We then trained seven separate models, one on
each of these seven datasets. We show a comparison of the
test performance of these two training strategies in Table 2.
The results are very interesting. They show that training a
single model for several different datasets can achieve results
that are as good as or even better than when dedicated
models are trained separately for each dataset. In terms of
segmentation accuracy, a joint model trained on heterogeneous
data was overall better than models dedicated to a single
dataset. When a dedicated model was better than the joint
model, the difference was small, typically within 10%. On
the other hand, on some datasets the joint model improved
the segmentation accuracy by large margins. For example,
on Prostate and Liver-MRI-SPIR datasets, the joint model
reduced HD95 and ASSD by factors of 1.55-2.64, which is
quite substantial. The joint model was also better-calibrated
than the dedicated models on 5 out of 7 datasets. Only on
the Hippocampus dataset, the dedicated model was noticeably
better than the joint model. It is interesting to note that the
Hippocampus dataset included 260 images, compared with
15-32 images in each of the other six datasets used in this
experiment. This indicates the influence of dataset size on the
potential benefits of training on heterogeneous data.
In retrospect, given the small size of most of our datasets,
the fact that a single model can automatically recognize
the context and accurately segment the organ of interest is
interesting. Figure 3 shows a slice of one test image from
each of the seven datasets used in this experiment and the
segmentation produced by the joint model trained on all seven
datasets. The model accurately segments all seven datasets. In
other experiments, we increased the number of datasets to 12,
and we observed the same patterns as those shown for the
experiment with seven datasets in Table 2.
Our quantitative evaluation of model calibration in this
experiment, and throughout the paper, is based on ECE and
MCE. Table 2 shows that in general multi-task learning
improves the model prediction calibration. Again, one of
the exceptions was the Hippocampus dataset, for which 260
training images were available. Figure 4 shows examples of
estimated uncertainty maps. For this figure, we have intention-
ally chosen example test images on which the segmentation
accuracy was relatively low. The figure shows that the model
displays high segmentation uncertainty at the locations where
segmentation error occurs, visually confirming that the model
is well-calibrated.
In order to show an important potential benefit of the above-
described multi-task learning approach, we compare it with
transfer learning in an experiment involving the three cortical
plate datasets (See Table I). As shown in the example images
and segmentations in Figure 5, the shape and complexity of
cortical plate evolves dramatically before and after birth. In
7TABLE II
RESULTS OF AN EXPERIMENT TO COMPARE TRAINING A SINGLE MODEL ON SEVERAL DATASETS WITH TRAINING DEDICATED MODELS
SEPARATELY FOR EACH DATASET. THIS EXPERIMENT INCLUDED SEVEN DIFFERENT DATASETS REPRESENTING SIX DIFFERENT ORGANS
IN MRI AND CT.
Training method Data DSC HD95 (mm) ASSD (mm) ECE MCE
Training a separate model
for each dataset
CP- younger fetus 0.90± 0.03 0.80± 0.02 0.22± 0.03 0.08± 0.02 0.21± 0.05
CP- older fetus 0.82± 0.05 1.02± 0.19 0.36± 0.09 0.13± 0.05 0.31± 0.12
Heart 0.90± 0.04 9.83± 15.5 1.74± 1.86 0.19± 0.04 0.35± 0.10
Hippocampus 0.88± 0.02 1.01± 0.23 0.44± 0.07 0.17± 0.02 0.34± 0.06
Prostate 0.85± 0.05 14.8± 24.5 3.7± 4.7 0.27± 0.07 0.39± 0.11
Liver-CT 0.97± 0.01 5.07± 1.94 1.47± 0.33 0.11± 0.01 0.26± 0.02
Liver-MRI-SPIR 0.90± 0.01 32.0± 20.3 5.86± 1.68 0.20± 0.03 0.36± 0.06
Training a single model
for all datasets
CP- younger fetus 0.89± 0.04 0.80± 0.01 0.23± 0.04 0.07± 0.01 0.20± 0.04
CP- older fetus 0.84± 0.02 0.91± 0.19 0.34± 0.06 0.12± 0.02 0.26± 0.05
Heart 0.88± 0.08 11.0± 19.5 3.48± 5.26 0.13± 0.02 0.24± 0.08
Hippocampus 0.87± 0.02 1.26± 0.22 0.50± 0.07 0.18± 0.02 0.35± 0.07
Prostate 0.88± 0.06 5.61± 2.78 1.96± 0.68 0.25± 0.06 0.42± 0.11
Liver-CT 0.97± 0.01 4.58± 1.01 1.40± 0.36 0.10± 0.02 0.20± 0.04
Liver-MRI-SPIR 0.92± 0.02 13.0± 7.91 3.77± 1.68 0.21± 0.05 0.38± 0.06
Fig. 3. A slice of a test image from each of the seven datasets used in the experiment reported in Table 2 and the output segmentation of the joint model that
was trained on all seven datasets. This single joint model trained on all seven datasets was able to accurately segment different organs in different modalities.
Moreover, it performed as well as or even better than seven dedicated models trained to segment each dataset separately.
addition, the sizes of the three datasets are highly unequal. CP-
younger fetus dataset includes 27 images with post-menstrual
age of 25.1± 3.84 weeks, CP- older fetus includes 15 images
with age of 33.7±1.80 weeks, and CP- newborn includes 400
images with age of 39.8± 2.94 weeks. The question is, given
the complexity of this segmentation task and the small size
of two of the datasets, what is the best training strategy to
achieve high segmentation accuracy on all three datasets?
Given the much smaller sizes of two of the datasets, transfer
learning is the method that is recommended by previous
studies ([2], [3]). In Table 3, we compare the results obtained
using different transfer learning trials with the results obtained
using multi-task learning on heterogeneous data, i.e., training
a single model on all three datasets. In each of the transfer
learning trials, we first trained the model to convergence on
one of the datasets. We then fine-tuned it to convergence on
another dataset. We then further fine-tuned the model that had
been trained on the second dataset on the remaining dataset.
Our definition of convergence is the same as defined in Section
III-B. Our fine-tuning strategy was “deep fine-tuning” [2]; we
reduced the initial learning rate by half and fine-tuned all
model layers. We also experimented with shallow fine-tuning
as well as keeping the initial learning rate, but the results were
inferior.
The results are interesting. Transfer learning improved the
segmentation accuracy in some cases, but in most cases the
improvement was very small. Training a joint model on
all three datasets, on the other hand, achieved segmentation
accuracy results that were on par with or better than any of
the transfer learning trials. For the smallest dataset, i.e., CP-
older fetus, the joint model achieved the best results in terms of
DSC, HD, and ASSD. Furthermore, the joint model had better-
calibrated predictions than all of the three transfer learning
approaches on all three datasets.
An additional appeal of a joint model that accurately seg-
ments all three datasets is its universality. This implies that we
8Fig. 4. Examples of prediction uncertainty maps produced by a model trained to segment a heterogeneous pool of datasets. From left, the first column shows
a slice of the image. The second column is the ground-truth segmentation map. The third column is the probability map (in the range [0,1]) that each voxel
is a foreground voxel. The fourth column is the probability map thresholded at 0.5, showing the binary prediction of the model. The fifth column shows the
binary difference between the ground-truth (second column) and prediction (fourth column). The last column shows the estimated prediction uncertainty map
(in the range [0, −0.5 log(0.5)]).
TABLE III
RESULTS OF EXPERIMENTS ON CORTICAL PLATE SEGMENTATION. WE COMPARE THREE DIFFERENT TRANSFER LEARNING APPROACHES
WITH OUR PROPOSED METHOD OF MULTI-TASK LEARNING WITH HETEROGENEOUS DATA, I.E., TRAINING A SINGLE MODEL TO
SEGMENT ALL THREE DATASETS. FOR EACH OF THE THREE DATASETS, WE HAVE HIGHLIGHTED THE BEST RESULTS USING BOLD TYPE.
Training/fine-tuning data Test data DSC HD95 ASSD ECE MCE
Train on CP- younger fetus CP- younger fetus 0.90±0.03 0.80± 0.02 0.22± 0.03 0.08± 0.02 0.21± 0.05

Fine-tune on CP- older fetus CP- older fetus 0.80± 0.06 1.02± 0.19 0.38± 0.11 0.17± 0.06 0.37± 0.10

Fine-tune on CP- newborn CP- newborn 0.93± 0.07 0.80± 0.02 0.16±0.01 0.09± 0.01 0.23± 0.02
Train on CP- older fetus CP- older fetus 0.82± 0.05 1.02± 0.19 0.36± 0.09 0.13± 0.05 0.31± 0.12

Fine-tune on CP- younger fetus CP- younger fetus 0.90±0.03 0.83± 0.03 0.20±0.03 0.10± 0.03 0.22± 0.07

Fine-tune on CP- newborn CP- newborn 0.93±0.01 0.85± 0.02 0.16±0.01 0.08± 0.01 0.23± 0.03
Train on CP- newborn CP- newborn 0.92± 0.01 0.82± 0.02 0.19± 0.01 0.05± 0.01 0.16± 0.03

Fine-tune on CP- younger fetus CP- younger fetus 0.90± 0.03 0.80±0.01 0.20±0.03 0.10± 0.02 0.23± 0.05

Fine-tune on CP- older fetus CP- older fetus 0.82± 0.05 0.91±0.19 0.35± 0.10 0.19± 0.05 0.38± 0.08
Train a single model for all datasets
CP- younger fetus 0.90±0.03 0.80±0.01 0.22± 0.02 0.06±0.03 0.18±0.09
CP- older fetus 0.85±0.03 0.91±0.19 0.32±0.07 0.04±0.02 0.09±0.06
CP- newborn 0.92± 0.01 0.80±0.01 0.20± 0.01 0.03±0.01 0.10±0.03
will need to maintain only one set of model weights. On the
other hand, a model that has been trained on any single one
of these datasets will have a poor performance on the other
datasets. Therefore, we will need to maintain three separate
trained models, one for each dataset. Moreover, for a test
image, we will need to know which of the three datasets the
image belongs to, in order to use the right model on that image.
9Fig. 5. Example axial slices of the images and segmentations from the three
cortical plate segmentation datasets used in this study. From left to right, the
images come from CP- younger fetus, CP- older fetus, and CP- newborn.
Postmenstrual age of each subject is displayed above the image.
B. Detecting OOD test data
In this section, we present the results of our proposed OOD
detection method in three different experiments and compare
it with the method based on prediction uncertainty.
In the first experiment, we used a mixture of eight different
datasets for training. These included CP- younger fetus, CP-
older fetus, Prostate, Heart, Liver-CT, Liver-MRI-SPIR, Liver-
MRI-DUAL-In and Liver-MRI-DUAL-Out datasets. Then, we
applied the proposed OOD detection method on the trained
model. We used test images from the same eight dataset as in-
distribution data. As OOD data, we used Pancreas, Hippocam-
pus, and Spleen datasets. Histogram of the proposed OODM
for this experiment has been shown in Figure 2(b). Table IV
shows comparison of our method with the method based on
prediction uncertainty. Our method perfectly detected the OOD
images, but the method based on prediction uncertainty failed.
TABLE IV
COMPARISON OF THE PROPOSED OOD DETECTION METHOD WITH THE
METHOD BASED ON PREDICTION UNCERTAINTY. IN THIS EXPERIMENT,
THE IN-DISTRIBUTION DATA CAME FROM CP- YOUNGER FETUS, CP-
OLDER FETUS, PROSTATE, HEART, LIVER-CT, LIVER-MRI-SPIR,
LIVER-MRI-DUAL-IN AND LIVER-MRI-DUAL-OUT DATASETS. THE
OOD DATA CAME FROM PANCREAS, HIPPOCAMPUS, AND SPLEEN
DATASETS.
Method accuracy sensitivity specificity AUC
Proposed method 1.00 0.98 1.00 1.00
Uncertainty-based 0.55 0.48 0.63 0.62
In the second experiment, we trained a model on the CP-
newborn dataset. We then applied it on the test data from the
same dataset and on the other two cortical plate datasets. The
histograms of OODM values for this experiment have been
show in Figure 6. The OODM values for both CP- younger
fetus and CP- older fetus fall outside of the distribution of the
OODM values for CP- newborn. This model, trained only on
the CP- newborn, achieved DSC values of 0.689± 0.095 and
0.781 ± 0.028 on the CP- younger fetus and CP- older fetus
datasets, respectively. These are very low values, compared
with the results shown for these datasets in Table 3. Therefore,
for this model, images from both CP- younger fetus and
CP- older fetus datasets should be considered as OOD. Our
proposed method easily distinguished OOD data from in-
distribution data. It is interesting to note that OODM values
for CP- younger fetus dataset are distributed farther away,
compared with those of CP- older fetus dataset. This makes
sense because as shown in Figure 5, CP- younger fetus is less
similar to CP- newborn than CP- older fetus is. Table V shows
comparison of our method with OOD detection based on
prediction uncertainty. Compared to our method that perfectly
separated in-distribution and OOD data, the method based on
uncertainty prediction showed a very low accuracy.
Fig. 6. Histograms of OODM values (computed using Eq. (1)) for an
experiment on cortical plate segmentation. This model was trained on CP-
newborn dataset. The value of the threshold τ = 0.00358 has been marked
with the vertical black line.
TABLE V
COMPARISON OF THE PROPOSED OOD DETECTION METHOD WITH THE
METHOD BASED ON PREDICTION UNCERTAINTY IN AN EXPERIMENT ON
CORTICAL PLATE SEGMENTATION. THE MODEL IS TRAINED ON CP-
NEWBORN DATA. THE DATA FROM CP- YOUNGER FETUS AND CP- OLDER
FETUS DATASETS ARE USED AS OOD DATA.
Method accuracy sensitivity specificity AUC
Proposed method 1.00 1.00 1.00 1.00
Uncertainty-based 0.57 0.54 0.68 0.67
As the final experiment in OOD detection, we report the
results of an experiment with the three liver MRI datasets
(See Table I). A slice of one sample image from each of
these datasets has been shown in Figure 7. This is a very
interesting example because it demonstrates that OOD data
are often not easy to distinguish visually. We experimented ex-
tensively with these three datasets. We observed that when we
trained a model on Liver-MRI-SPIR and Liver-MRI-DUAL-In,
it segmented images from Liver-MRI-DUAL-Out with good
accuracy (mean DSC= 0.89). Similarly, a model trained on
Liver-MRI-SPIR and Liver-MRI-DUAL-Out, achieved a mean
DSC of 0.86 on images from Liver-MRI-DUAL-In. Even
a model that was trained on Liver-MRI-DUAL-SPIR alone,
could segment Liver-MRI-DUAL-In and Liver-MRI-DUAL-
Out images accurately. On the other hand, a model trained on
Liver-MRI-DUAL-In and/or Liver-MRI-DUAL-Out failed on
images from Liver-MRI-SPIR (mean DSC ≈ 0.40).
These observations are not intuitive, and they are not at
all easy to foretell by visually inspecting these images. This
example further highlights the importance of OOD detection
in CNN-based medical image segmentation.
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Fig. 7. TOP: An axial slice of one image from each of the three liver MRI
datasets. BOTTOM: A model trained on Liver-MRI-SPIR performed well on
images from the other two datasets. However, a model trained on Liver-MRI-
DUAL-In and/or Liver-MRI-DUAL-Out completely failed on images from
Liver-MRI-SPIR. Green 3and red 7 symbols, respectively, denote success
and failure on a dataset at test time.
Figure 8(a) shows the histograms of the proposed OODM
values for an experiment with these datasets. In this exper-
iment, Liver-MRI-DUAL-In and Liver-MRI-DUAL-Out were
used to train a model. The OODM values were then computed
on the test data from the same two datasets as well as
the data from Liver-MRI-SPIR, which are OOD for this
model. The figure shows that the proposed OODM easily
separates in-distribution from OOD data in this experiment. In
Table VI, we compare the proposed method with the method
based on prediction uncertainty in this experiment. Similar
to the two experiments presented above, the uncertainty-based
method has a very low accuracy, whereas our proposed method
achieves perfect detection accuracy. For completeness, Figure
8(b) shows the OODM histograms for an experiment in which
Liver-MRI-SPIR and Liver-MRI-DUAL-In datasets were used
for training. The trained model works well on Liver-MRI-
DUAL-Out dataset as well. Therefore, all three datasets are
in-distribution data. As expected, the OODM values for most
images from Liver-MRI-DUAL-Out fall below the threshold
τ , and hence correctly classified as in-distribution.
V. CONCLUSION
The methods proposed in this study represent significant
progress towards improving the confidence calibration and
OOD detection for CNN-based medical image segmentation
models. These are important contributions because they im-
prove the reliability of these models and facilitate their wider
adoption in medical and clinical settings.
Fig. 8. (a) Histograms of OODM values for an experiment on liver
segmentation in MRI. The in-distribution data in this experiment included
Liver-MRI-DUAL-In and Liver-MRI-DUAL-Out datasets, which were used to
train the model. The OOD data included Liver-MRI-SPIR dataset, on which
the model failed at test time. The value of the threshold τ = 0.0057 has been
marked with the vertical black line. The proposed OODM perfectly separated
the OOD data from in-distribution data. (b) In this experiment, Liver-MRI-
SPIR and Liver-MRI-DUAL-In were used for training. At test time, in addition
to these two dataset, the model accurately segmented Liver-MRI-DUAL-Out
dataset (DSC= 0.886). As can be seen, the OODM values for Liver-MRI-
DUAL-Out are distributed very similar to the OODM values for the training
data.
TABLE VI
COMPARISON OF THE PROPOSED OOD DETECTION METHOD WITH THE
METHOD BASED ON PREDICTION UNCERTAINTY IN AN EXPERIMENT ON
LIVER MRI DATASETS. IN THIS EXPERIMENT THE MODEL WAS TRAINED
ON LIVER-MRI-DUAL-IN AND LIVER-MRI-DUAL-OUT DATASETS. THE
DATA FROM LIVER-MRI-SPIR DATASET ARE USED AS OOD.
Method accuracy sensitivity specificity AUC
Proposed method 1.00 1.00 1.00 1.00
Uncertainty-based 0.64 0.61 0.60 0.65
We showed that standard CNN-based segmentation models
can automatically recognize the context and segment the
organ of interest in a large pool of heterogeneous datasets.
We showed experimentally that such a joint model achieved
segmentation accuracy on par with or better than dedicated
models trained separately on each dataset. Our experiments
also showed that models trained on heterogeneous data usually
have better-calibrated predictions. These are very encouraging
results. For example, as we showed in our experiment on
cortical plate segmentation, this means one could train a single
11
model to cover images from a wide rage of age groups.
Not only such a model can have more accurate and better-
calibrated predictions, one would need to maintain a single
model that would work on all age groups, without the need to
know the age of the subject at test time. Such situations are
quite common in medical applications, where the available
training data may show large variability in terms of subject
age, body size, imaging modality, image quality, etc. While
an investigation of all these factors is beyond the scope of a
single study, our results show that CNN-based medical image
segmentation models have the potential to handle such sources
of data heterogeneity easily and effectively.
Our proposed OOD detection method can also be very
valuable in practice. Whereas most previous studies have
used measures of prediction uncertainty for this purpose, our
experiments show that such methods can be inaccurate. To
the best of our knowledge, this is the first study to propose a
method for OOD detection in medical image segmentation by
analyzing CNN features. In three different experiments, our
proposed method based on spectral analysis of CNN feature
maps accurately detected OOD images. As we showed in our
experiment on liver segmentation in MRI, visually identify-
ing OOD data can be quite non-trivial. Therefore, reliable
deployment of CNN-based segmentation methods for medical
applications requires accurate OOD detection methods to alert
the user of the model failure. While this has been a challenging
problem because of the massive size and complexity of deep
learning models, our proposed method offers an effective
solution to this problem.
REFERENCES
[1] F. Isensee, P. Kickingereder, W. Wick, M. Bendszus, and K. H. Maier-
Hein, “No new-net,” in International MICCAI Brainlesion Workshop.
Springer, 2018, pp. 234–244.
[2] N. Tajbakhsh, J. Y. Shin, S. R. Gurudu, R. T. Hurst, C. B. Kendall, M. B.
Gotway, and J. Liang, “Convolutional neural networks for medical image
analysis: full training or fine tuning?” IEEE transactions on medical
imaging, vol. 35, no. 5, pp. 1299–1312, 2016.
[3] V. Cheplygina, M. de Bruijne, and J. P. Pluim, “Not-so-supervised:
a survey of semi-supervised, multi-instance, and transfer learning in
medical image analysis,” Medical image analysis, vol. 54, pp. 280–296,
2019.
[4] D. Karimi, H. Dou, S. K. Warfield, and A. Gholipour, “Deep learning
with noisy labels: exploring techniques and remedies in medical image
analysis,” arXiv preprint arXiv:1912.02911, 2019.
[5] C. Guo, G. Pleiss, Y. Sun, and K. Q. Weinberger, “On calibration of
modern neural networks,” arXiv preprint arXiv:1706.04599, 2017.
[6] K. Lee, K. Lee, H. Lee, and J. Shin, “A simple unified framework
for detecting out-of-distribution samples and adversarial attacks,” in
Advances in Neural Information Processing Systems, 2018, pp. 7167–
7177.
[7] D. Hendrycks and K. Gimpel, “A baseline for detecting misclassified
and out-of-distribution examples in neural networks,” arXiv preprint
arXiv:1610.02136, 2016.
[8] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521,
no. 7553, p. 436, 2015.
[9] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE Trans-
actions on knowledge and data engineering, vol. 22, no. 10, pp. 1345–
1359, 2009.
[10] M. Ghafoorian, A. Mehrtash, T. Kapur, N. Karssemeijer, E. Marchiori,
M. Pesteie, C. R. Guttmann, F.-E. de Leeuw, C. M. Tempany, B. van
Ginneken et al., “Transfer learning for domain adaptation in mri:
Application in brain lesion segmentation,” in International conference on
medical image computing and computer-assisted intervention. Springer,
2017, pp. 516–524.
[11] R. Caruana, “A dozen tricks with multitask learning,” in Neural net-
works: tricks of the trade. Springer, 1998, pp. 165–191.
[12] P. Moeskops, J. M. Wolterink, B. H. van der Velden, K. G. Gilhuijs,
T. Leiner, M. A. Viergever, and I. Isˇgum, “Deep learning for multi-task
medical image segmentation in multiple modalities,” in International
Conference on Medical Image Computing and Computer-Assisted Inter-
vention. Springer, 2016, pp. 478–486.
[13] A. Harouni, A. Karargyris, M. Negahdar, D. Beymer, and T. Syeda-
Mahmood, “Universal multi-modal deep network for classification and
segmentation of medical images,” in 2018 IEEE 15th International
Symposium on Biomedical Imaging (ISBI 2018). IEEE, 2018, pp. 872–
876.
[14] O. Chapelle, B. Scholkopf, and A. Zien, “Semi-supervised learning
(chapelle, o. et al., eds.; 2006)[book reviews],” IEEE Transactions on
Neural Networks, vol. 20, no. 3, pp. 542–542, 2009.
[15] J. Enguehard, P. OHalloran, and A. Gholipour, “Semi-supervised learn-
ing with deep embedded clustering for image classification and segmen-
tation,” IEEE Access, vol. 7, pp. 11 093–11 104, 2019.
[16] C. Baur, S. Albarqouni, and N. Navab, “Semi-supervised deep learning
for fully convolutional networks,” in International Conference on Med-
ical Image Computing and Computer-Assisted Intervention. Springer,
2017, pp. 311–319.
[17] M. Ghafoorian, J. Teuwen, R. Manniesing, F.-E. de Leeuw, B. van
Ginneken, N. Karssemeijer, and B. Platel, “Student beats the teacher:
deep neural networks for lateral ventricles segmentation in brain mr,”
in Medical Imaging 2018: Image Processing, vol. 10574. International
Society for Optics and Photonics, 2018, p. 105742U.
[18] L. Zhang, V. Gopalakrishnan, L. Lu, R. M. Summers, J. Moss, and
J. Yao, “Self-learning to detect and segment cysts in lung ct images
without manual annotation,” in 2018 IEEE 15th International Sympo-
sium on Biomedical Imaging (ISBI 2018). IEEE, 2018, pp. 1100–1103.
[19] A. Oliver, A. Odena, C. A. Raffel, E. D. Cubuk, and I. Goodfellow,
“Realistic evaluation of deep semi-supervised learning algorithms,” in
Advances in Neural Information Processing Systems, 2018, pp. 3235–
3246.
[20] D. Karimi, J. M. Peters, A. Ouaalam, S. P. Prabhu, M. Sahin, D. A.
Krueger, A. Kolevzon, C. Eng, S. K. Warfield, and A. Gholipour,
“Learning to detect brain lesions from noisy annotations,” in 2020 IEEE
17th International Symposium on Biomedical Imaging (ISBI), 2020, pp.
1910–1914.
[21] Z. Mirikharaji, Y. Yan, and G. Hamarneh, “Learning to segment skin
lesions from noisy annotations,” arXiv preprint arXiv:1906.03815, 2019.
[22] J. A. Fries, P. Varma, V. S. Chen, K. Xiao, H. Tejeda, P. Saha, J. Dun-
nmon, H. Chubb, S. Maskatia, M. Fiterau et al., “Weakly supervised
classification of aortic valve malformations using unlabeled cardiac mri
sequences,” BioRxiv, p. 339630, 2019.
[23] B. Zadrozny and C. Elkan, “Obtaining calibrated probability estimates
from decision trees and naive bayesian classifiers,” in Icml, vol. 1.
Citeseer, 2001, pp. 609–616.
[24] B. Lakshminarayanan, A. Pritzel, and C. Blundell, “Simple and scalable
predictive uncertainty estimation using deep ensembles,” in Advances in
Neural Information Processing Systems, 2017, pp. 6402–6413.
[25] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow,
and R. Fergus, “Intriguing properties of neural networks,” arXiv preprint
arXiv:1312.6199, 2013.
[26] V. Kuleshov, N. Fenner, and S. Ermon, “Accurate uncertainties for deep
learning using calibrated regression,” arXiv preprint arXiv:1807.00263,
2018.
[27] S. Guo, W. Huang, H. Zhang, C. Zhuang, D. Dong, M. R. Scott, and
D. Huang, “Curriculumnet: Weakly supervised learning from large-scale
web images,” in Proceedings of the European Conference on Computer
Vision (ECCV), 2018, pp. 135–150.
[28] J. Maron˜as, R. Paredes, and D. Ramos, “Calibration of deep probabilis-
tic models with decoupled bayesian neural networks,” arXiv preprint
arXiv:1908.08972, 2019.
[29] G. Wang, W. Li, M. Aertsen, J. Deprest, S. Ourselin, and T. Vercauteren,
“Aleatoric uncertainty estimation with test-time augmentation for
medical image segmentation with convolutional neural networks,”
Neurocomputing, vol. 338, pp. 34 – 45, 2019. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0925231219301961
[30] D. Karimi, Q. Zeng, P. Mathur, A. Avinash, S. Mahdavi, I. Spadinger,
P. Abolmaesumi, and S. E. Salcudean, “Accurate and robust deep
learning-based segmentation of the prostate clinical target volume in
ultrasound images,” Medical Image Analysis, vol. 57, pp. 186 – 196,
2019. [Online]. Available: http://www.sciencedirect.com/science/article/
pii/S1361841519300623
12
[31] D. Karimi, Q. Zeng, P. Mathur, A. Avinash, S. Mahdavi, I. Spadinger,
P. Abolmaesumi, and S. Salcudean, “Accurate and robust segmentation
of the clinical target volume for prostate brachytherapy,” in International
Conference on Medical Image Computing and Computer-Assisted Inter-
vention. Springer, 2018, pp. 531–539.
[32] A. Mehrtash, W. M. Wells III, C. M. Tempany, P. Abolmaesumi,
and T. Kapur, “Confidence calibration and predictive uncertainty
estimation for deep medical image segmentation,” arXiv preprint
arXiv:1911.13273, 2019.
[33] D. Hendrycks and T. Dietterich, “Benchmarking neural network ro-
bustness to common corruptions and perturbations,” arXiv preprint
arXiv:1903.12261, 2019.
[34] H. Kannan, A. Kurakin, and I. Goodfellow, “Adversarial logit pairing,”
arXiv preprint arXiv:1803.06373, 2018.
[35] N. Papernot and P. McDaniel, “Deep k-nearest neighbors: Towards
confident, interpretable and robust deep learning,” arXiv preprint
arXiv:1803.04765, 2018.
[36] A. Kendall and Y. Gal, “What uncertainties do we need in bayesian
deep learning for computer vision?” in Advances in neural information
processing systems, 2017, pp. 5574–5584.
[37] P. Bevandic´, I. Kresˇo, M. Orsˇic´, and S. Sˇegvic´, “Discriminative out-
of-distribution detection for semantic segmentation,” arXiv preprint
arXiv:1808.07703, 2018.
[38] M. Angus, K. Czarnecki, and R. Salay, “Efficacy of pixel-level ood
detection for semantic segmentation,” arXiv preprint arXiv:1911.02897,
2019.
[39] M. Bastiani, J. L. Andersson, L. Cordero-Grande, M. Murgasova,
J. Hutter, A. N. Price, A. Makropoulos, S. P. Fitzgibbon, E. Hughes,
D. Rueckert et al., “Automated processing pipeline for neonatal diffusion
mri in the developing human connectome project,” NeuroImage, vol.
185, pp. 750–763, 2019.
[40] T. Heimann, B. Van Ginneken, M. A. Styner, Y. Arzhaeva, V. Aurich,
C. Bauer, A. Beck, C. Becker, R. Beichel, G. Bekes et al., “Comparison
and evaluation of methods for liver segmentation from ct datasets,” IEEE
transactions on medical imaging, vol. 28, no. 8, pp. 1251–1265, 2009.
[41] A. Kavur, M. Selver, O. Dicle, M. Barıs, and N. Gezer, “Chaos-combined
(ct-mr) healthy abdominal organ segmentation challenge data. accessed:
2019-04-11,” 2019.
[42] O¨. C¸ic¸ek, A. Abdulkadir, S. S. Lienkamp, T. Brox, and O. Ronneberger,
“3d u-net: learning dense volumetric segmentation from sparse anno-
tation,” in International Conference on Medical Image Computing and
Computer-Assisted Intervention. Springer, 2016, pp. 424–432.
[43] F. Milletari, N. Navab, and S.-A. Ahmadi, “V-net: Fully convolutional
neural networks for volumetric medical image segmentation,” in 3D
Vision (3DV), 2016 Fourth International Conference on. IEEE, 2016,
pp. 565–571.
[44] D. Karimi, G. Samei, C. Kesch, G. Nir, and S. E. Salcudean,
“Prostate segmentation in mri using a convolutional neural network
architecture and training strategy based on statistical shape models,”
International Journal of Computer Assisted Radiology and Surgery,
vol. 13, no. 8, pp. 1211–1219, Aug 2018. [Online]. Available:
https://doi.org/10.1007/s11548-018-1785-8
[45] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimiza-
tion,” in Proceedings of the 3rd International Conference on Learning
Representations (ICLR), 2014.
[46] G. Golub and C. F. Van-Loan, Matrix Computations. Baltimore, MD:
Johns Hopkins University Press, 2013.
[47] Y. Bengio, G. Mesnil, Y. Dauphin, and S. Rifai, “Better mixing via deep
representations,” in International conference on machine learning, 2013,
pp. 552–560.
[48] R. Feinman, R. R. Curtin, S. Shintre, and A. B. Gardner, “Detecting
adversarial samples from artifacts,” arXiv preprint arXiv:1703.00410,
2017.
[49] M. P. Naeini, G. Cooper, and M. Hauskrecht, “Obtaining well calibrated
probabilities using bayesian binning,” in Twenty-Ninth AAAI Conference
on Artificial Intelligence, 2015.
