Abstract-Multiclass receiver operating characteristic (ROC) analysis has remained an open theoretical problem since the introduction of binary ROC analysis in the 1950s. Previously, we have developed a paradigm for three-class ROC analysis that extends and unifies decision theoretic, linear discriminant analysis, and probabilistic foundations of binary ROC analysis in a three-class paradigm. One critical element in this paradigm is the equal error utility (EEU) assumption. This assumption allows us to reduce the intrinsic space of the three-class ROC analysis (5-D hypersurface in 6-D hyperspace) to a 2-D surface in the 3-D space of true positive fractions (sensitivity space). In this work, we show that this 2-D ROC surface fully and uniquely provides a complete descriptor for the optimal performance of a system for a three-class classification task, i.e., the triplet of likelihood ratio distributions, assuming such a triplet exists. To be specific, we consider two classifiers that utilize likelihood ratios, and we assumed each classifier has a continuous and differentiable 2-D sensitivity-space ROC surface. Under these conditions, we proved that the classifiers have the same triplet of likelihood ratio distributions if and only if they have the same 2-D sensitivity-space ROC surfaces. As a result, the 2-D sensitivity surface contains complete information on the optimal three-class task performance for the corresponding likelihood ratio classifier.
with full generality by a 5-D hypersurface in a 6-D space of decision outcome fractions, which are most often taken to be the six false decision outcome fractions [3] , [4] . Previously, we have proposed a solution to the three-class ROC analysis problem that extends and unifies the decision theoretic, linear discriminant analysis (LDA) and probabilistic foundations of binary ROC analysis in a three-class paradigm [2] - [5] . This method was originally derived under a decision theoretic framework by assuming that the utilities for incorrect classifications were the same under a given class. This assumption was termed the equal error utility assumption (EEU). Under this assumption, we demonstrated that the task performance can be assessed in terms of a 2-D surface in the 3-D space of sensitivities (true positive fractions).
The goal of this work is to build a foundation for investigating whether the EEU assumption yields a limited three-class ROC analysis or is truly utility independent under decision theory. In the following, we first review previous work on decision-theory based three-class ROC analysis to provide a foundation for this work. Next, we present a particular perspective for interpreting three-class task performance. To be specific, we argue that optimal three-class task performance can be completely characterized by the triplet of likelihood distributions, and that this triplet is a full descriptor of general three-class classification performance. With this foundation, we prove that a 2-D ROC surface generated from the likelihood ratio distributions uniquely determines that triplet of likelihood ratio distributions, making such a 2-D ROC surface a full-descriptor of optimal three-class classification performance.
II. BACKGROUND
ROC analysis has been widely accepted as a way to describe binary classification performance, and binary ROC analysis methodology is well established. To evaluate three-class classification performance, three-class ROC analysis methodology is needed. Many three-class ROC analysis methods have been proposed by extending binary ROC analysis in various ways [1] - [29] . Among these, the most appealing approaches have been the decision theoretic ones due to their strong foundation in decision theory [12] , [19] - [27] . In the following, we briefly introduce the fundamentals of decision theoretic three-class ROC analysis.
A. General Three-Class ROC Analysis
This approach originated with Metz's reformulation [12] to a three-class paradigm of the decision theoretic framework proposed by Van Trees [30] . Metz's general three-class ROC theory rigorously formulates the basic decision theoretic aspects of three-class ROC analysis. In a three-class classification task, 0278-0062/$26.00 © 2010 IEEE whose decision table is shown in Table I , there are nine diagnostic accuracy fractions and three relationships between them, namely (1) (2) and (3) where is the probability that class is correctly classified, and is the probability that a Class decision is made while the underlying truth is class . Thus, of the nine diagnostic accuracy fractions, six are needed to fully describe three-class classification performance. Therefore, we see that when moving from 2 to 3 classes, the total number of fractions needed to fully describe the classification performance increases from 2 to 6. Thus, the binary ROC curve is a 1-D curve in a 2-D ROC space and three-class ROC hypersurface is proposed to be a 5-D hypersurface in a 6-D space.
In the following, the set of will be referred to as the set of sensitivities and the set of will be referred to as the set of false decision outcome fractions. Under Metz's three-class decision theoretic formulation, it has been proved that optimal decision variables for three-class classification are two likelihood ratios [12] , [20] , i.e., (4) and (5) where is the data vector, is the likelihood function of the th class, and ( , 2) is the likelihood ratio of Class to Class 3.
The decision space is thus spanned by two likelihood ratios. Given a set of prior information (in the form of class prevalence and utilities of each of the nine possible decision outcomes), a set of decision rules that maximize the expected utility is represented by three rays originating from a common point, known as the critical point. These rays partition the decision space into three regions. Each of these regions corresponds to a region where one of the decisions is made. The rays delineating these regions are expressed as [12] - [20] , and (8) where is the utility for deciding Class when the truth is Class , and is the prior prevalence of the of the th class. An example of the likelihood ratio decision plane is shown in Fig. 1 .
The three lines are determined by six parameters, and since the three lines intersect at one point, there are a total of 5 parameters required. As a result, to fully describe three-class task performance, Metz and Edwards proposed a 5-D ROC hypersurface in a 6-D hyperspace spanned by the six false decision outcome fractions. This 5-D hypersurface in the 6-D hyperspace is termed the general three-class ROC analysis method [12] , [19] - [27] .
B. Practical Three-Class ROC Analysis
We have previously proposed a decision theoretic three-class ROC analysis method. In the derivation of this method, we reduced the dimensionality of the three-class problem by making the equal-error utility (EEU) assumption [31] . This assumption states (9) As a result, the number of degrees-of-freedom of the decision structure is reduced to 2. The resulting decision spaces and structures spanned by the likelihood ratio and log likelihood ratios are shown in Fig. 2 . In the log likelihood ratio decision space (right plot), the shape of the decision structure does not vary as it moves across the decision space due to the EEU assumption. To be specific, the angles of the three lines with respect to the -axis are always 0 , 90 , and 45 . In the likelihood decision space (left plot), the boundary between class 1 and 2 varies, but the other two are fixed as vertical and horizontal. Moving the decision structure across the decision space and computing the set of sensitivities, , traces out a 2-D three-class ROC surface in the 3-D space spanned by . An example of the resulting three-class ROC surface is shown in Fig. 3 .
The volume under the three-class ROC surface (VUS) was proposed as a figure-of-merit (FOM) for task performance under the EEU [31] . The VUS is analogous to the area under the ROC curve (AUC) in the two-class case: it is a FOM for EEU task performance in the case where the surfaces or curves do not cross.
We have further investigated this 2-D three-class ROC surface and demonstrated that it contains all the optimal operating points that maximize the probabilities of making correct decisions for all possible combinations of prior prevalence (i.e., disease prevalence); it contains all the optimal operating points that satisfy Neyman-Pearson criterion in a sense of maximizing one sensitivity given the other two; and it contains the optimal operating point that satisfies the maximum likelihood criterion [32] . In addition, when the data follow Gaussian distributions with equal covariances, the signal-to-noise ratios (SNRs) of the test statistics between each pair of the classes are simultaneously maximized [33] . Finally, we have shown that the VUS value is equivalent to the percent correct in a three-class categorization procedure-a relationship that provides a foundation for nonparametric statistical analysis methods for three-class ROC analysis as well as a practical method for data collection in reader studies [34] .
III. TASK PERFORMANCE, DECISION VARIABLES, AND DECISION RULES
In this section, we present a particular perspective for viewing three-class classification performance and its relationship to the decision variables and decision rules. We then discuss the necessary properties of a general task performance display or FOM.
A. Pair/Triplet of Likelihood Ratio Distributions as a Complete Descriptor of Binary/Three-Class Optimal Task Performance
In a classification task, the decision space is a space spanned by decision variables and partitioned according to decision rules. Fig. 4 schematically shows examples of a pair of likelihood ratio distributions in a binary decision space and a triplet of likelihood distributions in a three-class decision space. Shaded ellipses schematically represent distributions of the likelihood ratios of the three classes. Given the triplet of likelihood ratio distributions, the optimal task performance is known exactly. That is, for any set of prior information (prevalences and utilities), we can compute the optimal decision structure and use it to evaluate the nine decision outcome fractions.
While the triplet of likelihood ratio distributions is a complete descriptor of task performance, it is not practically useful: it is very difficult to compare two systems directly via their likelihood ratio distributions on the likelihood ratio decision space. As a result, we believe the goal of ROC analysis is to provide a standard for summarizing and comparing the likelihood ratio distributions of different systems.
Since the triplet of likelihood ratio distributions provides a complete descriptor of three-class task performance, a necessary condition for an ROC surface to be a general descriptor is that there is a one-to-one relationship between the ROC surface and the triplet of likelihood ratio distributions. In other words, if each unique ROC surface is uniquely related to a unique set of likelihood ratio distributions, then the ROC surface can be said to be general in a decision theoretic sense.
Some readers might wonder whether binary ROC analysis fits the above conditions, since it is well known that different pairs of rating distributions would yield the same ROC curve. In such a case, the decision variables are monotonic transformations of each other. However, only one transformation will yield the unique pair of corresponding likelihood ratio distributions due to the properties of likelihood ratios, to be described in Section IV. It is this constraint, relating an ROC surface to its equivalent ideal observer, that we shall use to uniquely relate an ROC surface to the triplet of likelihood ratio distributions.
B. Role of Decision Rules in Optimal Task Performance Assessment
The decision structure, which represents the decision rules, specifies how to partition the decision space into regions corresponding to the possible decisions. The 5-D hypersurface is obtained using the 5-D decision structure (Fig. 1) to partition the likelihood ratio decision space. It provides one way of describing the triplet of likelihood ratio distributions, and has been considered to be a complete descriptor of three-class task performance [19] - [27] . The 2-D ROC surface is obtained by using the 2-D decision structure to partition the likelihood ratio decision space (Fig. 2) . It provides another way of describing the triplet of likelihood ratio distributions and has been considered to be an incomplete descriptor of three-class task performance due to the use of the EEU assumption [20] .
The above two examples reveal the roles of decision rules in task performance description. They provide ways to convert the triplet of likelihood ratio distributions-a complete descriptor of task performance-to a hypersurface in a 3-D or 6-D space spanned by different sets of decision outcome fractions, with the goal of finding a convenient way to summarize task performance. Note that both the 2-D and 5-D decision structures use the same triplet of likelihood ratio distributions. As long as this conversion is one-to-one or reversible, there is no loss of information about task performance.
C. Necessary Properties of a General Three-Class Task Performance Descriptor in the Decision Outcome Fraction Space
As discussed above, the goal of ROC analysis is to convert the likelihood ratio distributions to a hypersurface in a decision outcome fraction space with the goal of finding a tractable descriptor of optimal task performance that can be used to compare systems. Let us now consider some of the essential (necessary but insufficient) properties of such a conversion. (Note that we are elucidating these points here, but will not prove them or examine them further.)
1) It must provide a way to determine the conditional probabilities for all possible utility combinations. For example, a binary ROC curve describes the sensitivity and specificity pairs of all possible utility combinations. In the proposed 2-D decision model for three-class ROC analysis, the 2-D ROC surface describes the conditional probabilities for all possible utility combinations that satisfy the EEU assumption. A general three-class descriptor must also have the ability to describe the conditional probabilities in cases when EEU is not valid.
2) The general descriptor should not be biased toward any class. This means that the system should be independent of the class labels. For example, in evaluating binary classifiers, the ranking of the systems using the ROC curve is not affected by calling positive cases Class 1 or Class 2. 3) A general metric summarized from a general descriptor must rank ideal observer performance as the optimal one, i.e., the ideal observer must have better performance than any other observers.
IV. THEORY
We propose the following conjecture.
Conjecture: There is a unique triplet of likelihood ratios that produces a given well-behaved 2-D ROC surface.
In the following, we first introduce the properties of likelihood ratio distributions, which are keys to the proof, and then prove the conjecture by demonstrating the unique relationship between the 2-D ROC surface and triplet of likelihood ratio distributions, assuming such a triplet exist exists.
A. Properties of Likelihood Ratio Distributions
Binary Classification: In the following we review several properties of likelihood ratios [35] that are used in the proofs in this paper. The likelihood ratio between Classes and is defined as (10) where is the data vector, and and are the likelihood functions under Class and hypotheses, respectively. Likelihood ratio distributions have the property that the likelihood ratio of the likelihood ratio is the likelihood ratio [35] , i.e., (11) where and are the distributions of the likelihood ratios under Class and hypotheses.
Three-Class Classification: In three-class ROC analysis, previous work has shown that the optimal decision variables are the two likelihood ratios as expressed in (4) and (5) [12] , [20] , [31] . Similarly, we can extend the relationship in (11) to three-class (12) where ( , 2) is the joint distribution of the likelihood ratios under th hypothesis. The proof for (12) can be found in [36] .
B. Unique Relationship Between the Triplet of Likelihood Ratio Distributions and the 2-D ROC Surface
Consider two systems with log likelihood ratios given by for System 1 and for System 2. Let each system have continuous and differentiable 2-D sensitivity-space ROC surfaces. If the triplets of log likelihood ratio distributions are identical in System 1 and System 2, it is obvious that the two systems have identical 2-D ROC surfaces. Below we prove that if two systems have identical 2-D ROC surfaces, which are continuous and differentiable, the two systems must have identical triplets of likelihood ratio distributions. In other words, the two systems are identical in terms of all the decisions they produce.
Since the 2-D ROC surface is continuous and differentiable everywhere and these two systems have identical 2-D ROC surfaces, the corresponding operating points (sensitivities) on the surfaces must have identical coordinates and identical derivatives. Mathematically, we have the following. 1) For each , there is an such that , where , 2, 3. 2) For each operating point on the 2-D ROC surface, i.e., obtained from the former system and obtained from the latter, the derivatives must be the same. Thus, for and above we have and In Appendix II, we provide a mathematical derivation for computing , and . Following Appendix II, the partial derivatives of the first system are and (13) Similarly, for the second system we have and (14) Combining (13) and (14) condition above, and substituting them into condition 2, above, we see that (15) Equation (15) is true for arbitrary operating points if and only if . Given condition 1, above, we have . Note that, using the class labeling in this work, T3F and are cumulative density functions (CDF), i.e., (16) where is the joint distribution of the log likelihood ratios and under the Class 3 hypothesis. Since the two distributions always have identical CDFs at the same location, then the two distributions are identical. Thus the two systems have identical Class 3 likelihood ratio distributions. Using (12) , we see that the likelihood ratio distributions of Classes 1 and 2 can be determined by that of Class 3. As a result, the two systems have identical Class 1 and 2 likelihood ratio distributions, respectively. This proves that the only way two systems can have identical 2-D ROC surfaces is if they have identical likelihood ratio distributions.
C. Theorem of Uniqueness and Corollary on ROC Analysis
Given the unique relationship between a three-class ROC surface and the triplet of likelihood ratio distributions, we arrive at the following theorem.
Theorem of Uniqueness: Consider two classification systems based on likelihood ratios. Let each system have continuous and differentiable 2-D sensitivity-space ROC surfaces. The systems have the same triplet of likelihood ratio (hypothesis-conditional) distributions if and only if they have the same 2-D sensitivityspace ROC surfaces.
In addition, the above theorem states that there is a one-to-one relationship between the 2-D ROC surface and the triplet of likelihood ratio distributions, assuming such a triplet exists. The intersection of the 2-D surface with the three planes defined by pairs of axes produces the three ROC curves, one for each of the three combinations of the classes taken 2 at a time. As a result, the ROC curve must uniquely determine the pair-wise likelihood ratio distributions. We thus have the following corollary:
Corollary: Consider two classification systems whose pairs of likelihood ratios are known. Let each system have continuous and differentiable ROC curves. The systems have the same pair of likelihood ratio distributions if and only if they have the same ROC curve.
Note that the Corollary can be proved directly from the properties of likelihood ratios in the binary classification, i.e., (11) . We leave the proof to the reader.
V. CONCLUSION
Previously, we have shown that the proposed three-class ROC analysis method extends and unifies the decision theoretic (under the EEU assumption), LDA, and probabilistic foundations of ROC analysis in a three-class paradigm. In this work, we further explored the decision theoretic foundation of the proposed three-class ROC analysis method, and have built a foundation for investigating whether its generality under decision theory is restricted by the EEU assumption or not.
In particular, we have proved that two systems have the same triplet of likelihood ratio (hypothesis-conditional) distributions if and only if they have the same 2-D sensitivity-space ROC surfaces (assuming both systems have continuous and differentiable 2-D sensitivity-space ROC surfaces). Thus, the 2-D sensitivity-space ROC surface generated from likelihood ratio distributions uniquely characterizes the complete optimal three-class task performance descriptor-the triplet of likelihood ratio distributions. In other words, contrary to previous understanding, the 2-D sensitivity-space ROC provides complete information about three-class task performance of the likelihood ratio classifier.
Note that the proof of this is for the analytic 2-D ROC surface generated from the likelihood ratio distributions, and not empirical observer data. This result suggests that the 2D ROC surface may have an important role in developing a practical method for ranking of diagnostic systems in terms of three-class classification performance. However, significant theoretical work remains before the implications of the result of this paper are fully practical.
APPENDIX I
Now we derive the partial derivatives of ( , 2, 3) with respect to and .
A. Geometric Derivation of the Partial Derivative of T1F With Respect to and
We first compute the partial derivative of with respect to the two log likelihood ratios. As shown in Fig. 5(a) , on the log likelihood decision space, for a decision structure centered on , is an integral of over the area for Class 1 decision, i.e., the shaded area in Fig. 5(a) , where ( , 2, 3) is the log likelihood ratio distribution under th hypothesis. Note that the partial derivative is defined as derivatives of a function of multiple variables when all but the variable of interest are held fixed during the computation of the derivative, and the derivative is defined as an infinitesimal change in the function with respect to one of its variables. In Fig. 5(b) and (c), we illustrate how changes with respect to a small change of and , respectively. In particular, Fig. 5 (b) shows the computation of . When the decision structure moves an infinitesimal along the axis (solid line decision structure dashed line decision structure), we see that decreases, and the amount of decrease is equivalent to integrating along the small strip as shown in the shaded area in Fig. 5(b) . This observation can be written down mathematically. Given the definition of the partial derivative (A1) As in Fig. 5(b) , when , the difference between and is expressed as integration of along the vertical line and the 45 multiplied by . Consequently, the partial derivative is
The negative sign is because that for . Similarly, the partial derivative of with respect to is equivalent to integrating along the 45 line, as shown in Fig. 5(c) , i.e., (A3)
B. More Rigorous Computation of Partial Derivative of T1F With Respect to and
Observing Fig. 5(a) shows that the area for Class 1 decision is bounded by a vertical ray extending from the center of the decision structure to and a second ray from the center of the decision structure along the 45 line from the center of the decision structure toward . Thus, can be expressed as
where the first term is an integral of over the shaded region above the dashed line in Fig. 5(a) , and the second term is an integral of over the shaded region below the dashed line in Fig. 5(a) . The partial derivative of T1F with respect to can be easily computed using (A4) by applying the Leibnitz's rule to the differentiation of the first term. We leave the derivation of T1F with respect to to the readers.
C. Partial Derivatives of T2F and T3F With Respect to and
Using the methods in the previous section, we can easily compute the partial derivatives of and with respect to and . The illustrations for these partial derivatives are given in Fig. 6 . For more rigorous derivation, please refer to our previous publication [34] . In particular, a change of results in an increase of in the shaded area as illustrated in Fig. 6(a) where . In (A9), is the Jacobian.
A. Geometric Derivation of
Given the intuitive description of with respect to and , we provide a intuitive description of ( , 2, 3), shown in Fig. 7 . The total derivative of ( , 2, 3), which is expressed as (A10)
We thus see that ( , 2, 3) is a sum of infinitesimal change of along both and directions, i.e., and . We have illustrated the derivations of and in the previous sections, Fig. 7 illustrates the derivation of . Again, the partial derivative is defined as derivatives of a function of multiple variables when all but the variable of interest are held fixed during the differentiation. Partial derivative is equivalent to given . Shown in Fig. 7 , moving the decision structure from the original location (represented by solid lines) to another location (represented by the dashed line), i.e., a shift of where and , results in small change in all three sensitivities. Fig. 7(c) shows the change of . Shifts of decision structure to the right increase , while shifts downward decrease . In order for , we see that the increase of along direction must equal the decrease of along direction. Fig. 7(a) shows the change of , where the shift of decision structure results in decrease of . As a result, is a sum of the change in caused by and the change in caused by
. Fig. 7(b) shows the change of , where the shift of decision structure results in increase of .
B. Computation of
The partial derivative is defined as derivatives of a function of multiple variables when all but the variable of interest are held fixed during the differentiation. Using as an example, in the sensitivity space that is spanned by , and , the 2-D ROC surface can be expressed as a function of the three sensitivities, i.e., . Thus, is obtained by holding fixed during the differentiation, i.e., (A11) where ( , 2, 3) is the total derivative of Class . Equation (A11) shows that the key to computing the partial derivative of is to compute the total derivatives ( , 2, 3), as expressed in (A10), which shows that is determined by the partial derivative of ( , 2, 3) with respect to and . In Appendix I, we have provided derivations of and . Now our goal is to substitute and , derived in Appendix I, into (A10) and to simplify it. The key to the simplification is the property of likelihood ratios. Using the properties of likelihood hood ratios in (12) To compute , we use (A13) to rewrite and , and obtain new expressions for and . The goal of doing so is to cancel out some of the terms when computing the division of by . We first compute , i.e., the denominator. Substituting To further simplify (A19), we substitute the expressions for derived in (A7) and derived in (A8) into . We see that (A20) Equation (A20) shows that the terms inside the square brackets in the denominator and numerator of (A19) are equal. Thus, 
