Transactions bias arises because properties that trade are not a random sample of the total housing stock. Price indices are potentially susceptible to this bias because they are typically based on transactions data. Existing approaches to this problem have relied on Heckman-type correction methods where a probit regression is used to capture the differences between properties that sell and those that do not sell in a given period. However, this approach can only be applied where there is reliable data on the whole housing stock. In many countries -such as the UK -no such data exists and so there is little prospect of correcting for transactions bias in any of the regularly updated mainstream house price indices. This paper offers an alternative approach based on information at postcode sector level. The probability of a property transacting is modeled by applying fractional logit regression (FLR) to the proportion of properties that sell in each postcode sector. Transactions data on 1.4 million house sales distributed across 1,200 post code sectors in the South East of England over the period 1996 to 2003 are used to create a correction term for in a simple monthly hedonic house price regression. Corrected and uncorrected price indices are compared.
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Introduction
The existence of sample selection bias in the computation of house price indices is widely acknowledged. Papers that have attempted to correct for this bias, either in repeat sales indices (Gatzlaff and Haurin (1997) ) or in hedonic indices (Gatzlaff and Haurin (1998) ; Hwang and Quigley (2002) ) have been published in leading real estate journals are cited frequently
1 . Yet the techniques used in these papers have not been adopted in the mainstream hedonic literature, nor have they changed the way that institutions calculate house price indices. In fact, to our knowledge, there no published attempts at correcting for selection bias in house price indices other than in these three papers, and certainly none that use data from the UK or mainland Europe (with the exception of Sweden). Given that there are vast volumes of hedonic indices published each year and that GHHQ (Gatzlaff, Haurin, Hwang and Quigley) have established the need for selection bias correction, why is there an apparent discrepancy between the demand for and supply of corrected indices?
Unfortunately, the methods used by GHHQ require data are not readily available in most countries. In particular, the selection equation used in these studies to estimate the probability that a property will enter the market requires detailed information not only on the properties that sell but also on those that don't. Our goal in this paper is to develop a method that: (i) can be applied to data that is readily available for all regions in the UK; (ii) can be easily updated; and (iii) is sufficiently straightforward for publishers of official statistics to feasibly adopt as an element of their regular house price index updates.
1 A search on the Social Science Citation index in June 2006 revealed that these three papers had been cited a total of 47 times.
UK Price Indices
There are currently eight main providers of house price indices in the UK: Land Registry, Department of Communities and Local Government (DCLG), Nationwide, HBOS/Halifax, Financial Times, Royal Institution of Chartered Surveyors (RICS), Hometrack, and Rightmove.
The Land Registry/Registers of Scotland survey comes out once every three months and is based on the records of all property transactions registered. Since it is a legal requirement for property transactions to be logged with Land Registry, the data should be comprehensive (though certain transactions, such as repossessions and property transfers following a divorce, are usually omitted to avoid misleading results). As a measure of the value of traded properties, there is unlikely to be any major sampling bias associated with this index. Only very basic details on properties are recorded (none in Scotland and only house type in England and Wales) and so there is limited scope for mix adjustment.
The DCLG index is based on mortgage origination data from around fifty lenders, collected through the Survey of Mortgage Lenders. Until two years ago, this survey was only a 5% sample of the transactions of those lenders, but this has recently been increased to include nearly all mortgage transactions. Unlike the Land Registry data, this index does not contain information on cash purchases, which account for about a quarter of the market, and so there is potentially a source of sampling bias even as a measure of traded properties. Mortgage origination data typically provides information on the type of dwelling, number of rooms, whether there is a garage etc.
and this means that a mix adjusted version of the index is now provided.
The Nationwide and HBOS/Halifax are both major mortgage lenders in the UK and their indices are based on mortgage origination data from their own loan book records. Unlike the Land Registry data, these indices do not contain information on cash purchases, or on mortgage transactions through other lenders. The samples used are therefore potentially biased by variations in the market share of the two lenders across different areas and over time. Both indices use a form of hedonic adjustment to correct for variations in the type of properties traded over time (see Meen and Andrew, 1998, p. 10) but there is no correction for sample selection bias.
The RICS draws on the responses of three hundred surveyors and estate agents in
England & Wales who are asked whether they feel prices are falling or rising, along with a number of other questions including whether the number of buyers and sellers rising or falling. The information collected by RICS therefore reflects confidence in the housing market of key market agents, rather than an analysis of actual changes to recorded prices. The results are potentially biased by possible discrepancies between perceptions and reality, and by the possible incentives of respondents (to "talk-up" the market, or play down overheating for fear of interest rate rises). There is no formal adjustment for attribute variation or sample selection bias.
Similar to the RICS, Hometrack base their results on a survey of market agents, but employs a much larger sample. Around 3,500 estate agent offices from all 2,200 postcode districts in England and Wales report whether prices are rising or falling.
Again, the results are potentially biased by possible discrepancies between perceptions and reality, and by the possible incentives of respondents (to "talk-up" the market, or play down overheating for fear of interest rate rises). Again, no formal correction is made for variations in the mix of properties that sell or sample selection bias.
Rightmove use information asking prices reported on the Rightmove website over the previous month which they claim represents around 35% of all homes for sale.
However, only asking prices are reported, and it is possible that bias could emerge due to variations in the difference between asking and selling prices across areas or over time (see Pryce 2004) . There is no correction for mix adjustment or sample selection bias. Gatzlaff and Haurin (1998) argue that 'house value indices derived from the conventional hedonic method are subject to bias if the sample of houses is not a random sample of the stock'. They conclude that, 'Correction requires joint estimation of the probability that a house will sell and the sale price' (Gatzlaff and Haurin, 1998, p.199; see also Quan 1993 and Hwang and Quigley 2004) . This form of joint estimation follows in the time honoured tradition of viewing the sample selection problem as one of omitted variable bias (Heckman, 1979) where the omitted variable in the house price equation is the probability of the property coming onto the market. Gatzlaff and Haurin (1998) take this view and use probit regression to estimate the probability of a property coming onto the market. This estimated probability 3 can then be entered into the sale price equation to correct for sample selection bias. did not trade at all, neither does it consider the possibility that dwelling types might be clustered across space (their analysis is of individual property characteristics rather than the typical attributes of the neighbourhood). Also, it is not evident from any of the GHHQ studies how the relationship between probability of sale and dwelling attributes varies over time.
Methods of Correcting Bias in House Price Indices
There is a further drawback of the GHHQ research. As noted in the introduction, estimation of the selection equation using probit analysis of whether each dwelling in the housing stock has sold in a given period, will be problematic in most countries. This is because attribute information is not usually available for the whole housing stock at individual dwelling level. Information is, however, often available at neighbourhood or postcode sector level. UK Census information, for example, can provide useful information for relatively small spatial units but not for individual addresses, for confidentiality reasons. Sales data are typically released without full address details for each transaction, but usually the include postcode sector. Since we usually know the total number of dwellings in each postcode sector (from the UK Postal Address File, for example) it is possible to work out the proportion of the housing stock that trades in a given period. By combining this information it is feasible, in principle, to estimate the probability of a property in a given postcode sector selling in a particular time period.
If we use the proportion of sales in each postcode sector as our dependent variable cannot be modelled using probit or logit, however, because it is not a dichotomous variable. OLS is not appropriate either because proportions are bounded at zero and one and so OLS could predict outside of the feasible range. Whilst it is unlikely that there will be much difference between OLS and FLR prediction in the dataset used in our study (because the distribution of proportions lies well within the upper and lower bounds -in all the postcode sectors considered, only between 1% and 3% of properties trade in any one year) in attempting to establish a general procedure that could be applied to a wide variety of datasets, a method needs to be found that would not be vulnerable to this problem.
One solution to the problem of modelling variables bounded between zero and one is to apply the log-odds transformation to the dependent variable (log[y/(1-y)]) which allows OLS to be applied to the estimation of xβ. According to Wooldridge (2002) this approach has two major drawbacks, however: Hendershott and Pryce (2006) to model loan-to-value ratios which are usually bounded between zero and one. The approach also offers an apt solution to modelling the proportion of properties that sell and is the method used here to estimate the probability of non-selection (in the FLR regressions we actually use the probability of selection as the dependent variable in order to simplify interpretation of coefficients; the predicted probability is then subtracted from one to derive the probability of nonselection in each postcode sector for each year).
Note that both the Postal Address File and the Land Registry records of transactions include properties that are owned by social landlords. Tenants of municipal housing in the UK have the 'Right to Buy' which means that such dwellings can potentially enter the set of dwellings that transact. Public ownership of a property is likely to reduce the probability of sale, partly because of the beurocracy associated with privatisation of a public asset, and partly because of the limited demand for housing that is often aesthetically unappealing and often situated in deprived areas. Whether one wants to screen out such properties from the calculation of house price indices depends on whether one wants to value the entire housing stock (public and private), or just private housing. In this paper we assume the latter, so we use information on 
Temporal Variability in the Non-Selection Probability Coefficient
Low turnover properties may well be more (or less) expensive than high turnover properties due to household, attribute and location factors (GHHQ; Pryce 2004; Kim et al 2005) . Ostensibly this means that the probability of non-selection 4 will have a positive (negative) sign in the hedonic price equation. The literature has tended to assume that the effect will remain constant over time. So an important question is whether a good economic rationale exists for the coefficient on this probability to vary? For example, if the prices of low-turnover dwellings rise relative to highturnover properties, then one would expect the coefficient on this probability to increase. This is not an implausible scenario. Kim et al (2005) find that the intention to move is much more prevalent in high-density neighbourhoods. Although it is only one side of the story, it does indicate that low-density neighbourhoods may well tend to have a lower turnover of stock. At the same time, there are good reasons to believe (in the UK at least) that the value of low-density housing is likely to rise in value at a faster rate, due, for example, to the combination of rising incomes, and low-density housing having a greater income elasticity of demand than high-density housing. Or because of an ageing population and older households seeking lower-density locations. Or because the majority of new construction is high-density due to planning policy, hence increasing the supply of high-density housing relative to the supply of lowdensity housing. Thus prices of low-density, low-turnover stock would rise in value at a faster rate than high-density, high turnover dwellings.
Submarkets and Sign Switching
The existence of submarkets leads to a further possibility: that of the coefficient on the probability of non-selection switching sign. Jones et al (2003) argue that for localities to be considered as separate submarkets, not only must their attribute prices be different at a particular point in time, but also the dynamics of house prices must be independent. They consider 'whether price differences between submarkets have been eroded by a process of arbitrage operating through supply-side responses and/or migration flows' (p.1315) and verify that differences in price dynamics can persist over time between areas in close proximity.
This finding is relevant here because differences in the rate of price appreciation across neighbourhoods will affect the probability of dwellings coming onto the market due to the impact on the absolute difference in the value of housing equity and the transactions costs (see Stein 1995; Mayer 1997, 2001 ). The corollary is that a subregion could temporarily switch from being a low-turnover area to being a high-turnover area simply because it has increased in value at a faster rate than other subregions. The adjustment process could be less than smooth due to tipping points that arise in the volume of subregional transactions due the existence of housing chains (Rosenthal 1997) .
Tipping points could also be caused by information imperfections arising from the publication of uncorrected house price indices. For example, suppose low-density housing increases in value over a prolonged period at a rate that exceeds that of other property types. That difference in appreciation rates may not be widely known because house price information may only be presented in the form of averages for all property types (as in the UK). When owners do eventually become aware of the accelerated appreciation of their houses, there may be a rush of low-density dwellings being traded by households keen to access their accumulated equity, purchased by investors newly aware of the favourable long term prospects of this asset class. The damn-burst effect catapults areas of low-density housing from being classified as lowturnover to being high-turnover areas, at least temporarily. This could have the perverse effect of causing the coefficient on the probability of non-selection in the hedonic price equation to change sign: the set of properties with high-probabilities of non-selection temporarily no-longer includes the expensive low-density properties which are experiencing a transactions boom -the set of properties with high probability of non-selection is dominated for a time by those that infrequently trade because they are of particularly low quality (occupants are eager to sell, but no-one wants to buy).
A Complex System
Taken together, these arguments highlight the complex nature of housing transactions.
The quality and type of construction of a dwelling along with other factors will determine the desirability of a neighbourhood and the history of planning decisions and economic development will determine the spatial clustering of property types across neighbourhood desirability. As such the relationship between type and duration of stay is likely to be complex, and made all the more so market cycles, trends, and information imperfections. Variation in the types of property that trade may be reinforced by processes of gentrification: clusters of detached dwellings may initially be concentrated in less affluent areas, but the structural attributes of these properties eventually attract more affluent purchasers, leading to bouts of intensive trade in otherwise low turnover stock.
Note also that low demand areas often have low levels of trade, not because people do not want to leave those areas, but because few want to enter. Refusal to sell will, ultimately dominate -even the highest levels of demand can only be realised if the occupants are willing to sell (a buyer cannot make someone sell). So one would expect the lowest rates of turnover either in areas where there is both low demand and low supply, or in areas where demand may be high, but where supply is very low because no one wants to move out.
If demand is low, prices will adjust downwards to compensate. However, aversion to making a loss on sale means that most residents will only trade when they have accumulated sufficient equity to cover their mortgage debt. This only occurs when the wider market is at its peak, so trading levels are highly contingent upon current Medium/Intermittent** Turnover High Turnover * Refusal to sell will always dominate -even the highest levels of demand only become realised if the current occupants are willing to sell. So lowest rates of turnover will either be in areas where there is both low demand and low supply, or in areas where demand may be high, but where supply is very low because no one wants to move out. ** If demand is low, prices will adjust accordingly. However, aversion to making a loss on sale means that most residents will only trade when they have accumulated sufficient equity to cover their mortgage debt. This only occurs when the wider market is at its peak, so trading levels are highly contingent upon current prices (the Stein/Genesove & Mayer effect). Similarly, high demand/low supply areas may experience intermittent clusters of sales as reluctant sellers eventually succumb to the temptation to sell and access their equity gains.
Econometric Model
We attempt to estimate the following two equation model of house prices and the probability of sale:
where: The direction of the effect on the probability of sale of variables included in vectors B, A, N, E, D, will be ambiguous because they affect not only the decision to sell but also the decision by potential purchasers to buy a given property. Given that the demand and supply effects are likely to run in opposite directions, it will be the net effect that will determine the sign of each coefficient in a given period.
While the system as a whole is identified (Rank Condition for identification), In summary, we argue that because our overall goal is to derive predicted values for p in each time period, the over-identification issue does not preclude estimation, particularly since the remedies for over-identification are either likely to make only superficial changes in the actual estimates or because they introduce additional complications. Our plan, therefore, is to use FLR to estimate the reduced form equation for the probability of non-selection (we actually use the probability of selection, and then deduct predicted values from one) and use the predicted values to derive an instrument for pnonselect. 
Data

Results:
The probability of sale in each postcode sector for each year was estimated by running separate regressions in each year. The dependent variable in each regression was the proportion of the housing stock that sold in that year. Explanatory variables included the proportion of socially rented dwellings, the proportion of economically active households, the average education score, the incidence of violent crime and burgulary, the average distance between dwellings, the proportion of dwellings that were built before 1920, the proportion of semi-detached housing, the % change in population over the preceding ten years and the proportion of the population over 65.
As a baseline, we present the OLS results of these annual regressions in Table 3 . On the whole, we were able to explain around a quarter of the variation in the dependent variable (the adjusted R 2 ranges between 0.232 in 2000 to 0.313 in 1996). The FLR results are reported in Table 4 . The most significant variable was the proportion of socially rented housing (t-ratios varied between -9 and -16). We found that the greater the proportion of social rented housing in an area, the lower the probability of sale. Better school performance tended to raise the probability of sale, though the effect was not significantly different from zero in four of the years. Distance between dwellings also proved to be highly significant in most years (t-ratios varied between -1 and -9) and to have negative effect on the probability of sale. The sign and significance of violent crime and burgulary varied between years, (with one tending to be lower if the other is higher, presumably due to multicolinearity), as did the impact of the proportion of dwellings built pre-1920. Increases in population raised the probability of sale and the effect was statistically significant in all years except 1998.
The impact of the proportion of households aged over 65 also had a positive effect in most years, though the effect was only significantly different from zero in years 1996-1999. Table 5 presents the results of ln(price) regressions run on all years of the data, first without the pnonselect variable -the estimated probability of non-selection -and then with. The variable is highly significant (t-ratio = 45) and positive. This suggests that properties that do not trade are not a random subsample of the housing stock, but tend, in fact, to be more expensive. We are also interested, however, in whether properties that are less likely to trade have increased in value at a different rate to those that frequently trade. Does the coefficient on the pnonselect variable change over time and is the variation sufficient to impact on price index calculation?
Since one of our goals is to derive a measure of selection-adjusted house price inflation that can easily be updated, we avoid using the dummy variable approach (since the addition of more recent data would cause all parameters to change and all previous values of the index would need to be updated each time another year of data is included). As a result we adopt a method commonly adopted in the UK in which a separate hedonic regression is applied to each period. We have a very large number of observations and this means that there are sufficient degrees of freedom to run a separate regression on each month (i.e. regression of ln(price) on detached, semi, terraced, and pnonselect). The coefficients on the probability of pnonselect from each of these monthly regressions are listed in Table 6 and plotted in Figure 1 along with the 95% confidence interval. It can be seen that in most years the coefficient remains positive, but that there is significant variation from year to year and evidence that the coefficient temporarily changed sign during 1999. Note that the steep slope of the line at the end of particular years is likely to be due in part to the fact that the probability of non-selection was calculated on an annual basis -the true adjustment in the coefficient over time is probably somewhat smoother.
Predicted values from the monthly ln(price) regressions were used to derive adjusted and unadjusted house price indices using the following adaptation of the Fleming and Nellis (1984) method -the approach used to construct the Halifax house price index (see Meen and Andrew, 1998, p. 10) :
Advantages with this approach are that it incorporates the possibility that 'implicit prices may change over time' (Meen and Andrew, 1998, p. 10) and can also readily be updated with information on subsequent time periods without changing all previous parameters and index values. Exponentiated predicted values from each regression using the average set of characteristics from 1996 are presented in Table 7 along with the index values for each month. The cumulative effect over the entire period appears to be that the unadjusted index tends to understate the true rate of price inflation of the stock of private housing (280% increase in the unadjusted index compared with the 302% increase in the adjusted index).
Summary
This paper has attempted to establish a method for correcting transactions bias in house price indices that could realistically be applied to all regions of the UK and also to other countries where attribute data on individual dwellings are not available for the whole stock of housing, but where information exists at neighbourhood level on factors that influence the probability of sale (factors such as crime, population change, tenure, school performance and density). Fractional Logit Regression was used to derive an instrument for the probability of non-selection. This technique is generally applicable to situations where the dependent variable is bounded between zero and one -and hence appropriate for modelling the variable of interest here: the proportion of properties that sold in each postcode sector in each year. We found evidence that our estimated probability of non-selection had a statistically significant effect in a simple hedonic price equation. We also found that the coefficient tended to vary over time, even changing sign in 1999. Overall, the unadjusted index tended to underestimate the true rate of price appreciation of the stock of private housing. -100.4 -106.7 -111.4 -120.6 -117.0 -122.5 -130.0 -122 .3 Dependent variable = proportion of the total housing stock that trades in a given year. T-ratios, presented in parentheses, are based on Papke and Wooldridge (1996) robust standard errors. 
