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Abstract
We consider the Lagrange and the Markov dynamical spectra associated to a geodesic
flow on a surface of negative curvature. We show that for a large set of real functions
on the unit tangent bundle and for typical metrics with negative curvature and fi-
nite volume, both the Lagrange and the Markov dynamical spectra have non-empty
interior.
1 Introduction
A mathematical object closely related to our work is the classical Lagrange spectrum (cf.
[CF89]), which we describe in the following: Given an irrational number α, according to
Dirichlet’s theorem the inequality
∣∣∣α− pq ∣∣∣ < 1q2 has infinitely many rational solutions pq .
Markov and Hurwitz improved this result (cf. [CF89]), proving that, for all irrational α,
the inequality
∣∣∣α− pq ∣∣∣ < 1√5q2 has infinitely many rational solutions pq . This is the best
result which holds for all irrational numbers α: for α = 1+
√
5
2
, for instance, the constant√
5 in the denominator of the inequality cannot be improved.
Meanwhile, for a fixed irrational α better results can be expected. We associate, to each
α, its best constant of approximation (Lagrange value of α), given by
k(α) = sup
{
k > 0 :
∣∣∣∣α− pq
∣∣∣∣ < 1kq2 has infinite rational solutions pq
}
= lim sup
p,q→∞
p,q∈N
|q(qα− p)|−1 ∈ R ∪ {+∞}.
Then, it always holds that k(α) ≥ √5. The set
L = {k(α) : α ∈ R \Q and k(α) <∞}
is known as the Lagrange spectrum.
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Regular Cantor sets on the line play a fundamental role in dynamical systems. They
are defined by expansive maps and have some kind of self similarity property: small parts
of them are diffeomorphic to big parts with uniformly bounded distortion (see precise
definition in section 5). Some background on regular Cantor sets which is relevant to our
work can be found in [CF89], [PT93], [MY01] and [MY10].
In 1947 M. Hall (cf.[Hal47]) proved that the regular Cantor set C(4) of real numbers in
[0, 1] in whose continued fraction only appear coefficients 1, 2, 3, 4 satisfies
C(4) + C(4) = [
√
2− 1, 4(
√
2− 1)].
Let α irrational expressed in continued fractions by α = [a0; a1, . . . ], for n ∈ N. Defin-
ing αn = [an; an+1, . . . ] and βn = [0; an−1, an−2, . . . , a1], it can be proved by elementary
techniques that
k(α) = lim sup
n→∞
(αn + βn).
With this latter characterization of the Lagrange spectrum and from Hall’s result it fol-
lows that L ⊃ [6,+∞), so the Lagrange spectrum contains a whole half-line - such a
half-line is known as a Hall’s ray of the Lagrange spectrum.
In 1975, G. Freiman (cf. [Fre75] and [CF89]) proved some difficult results showing that
the arithmetic sum of certain (regular) Cantor sets, related to continued fractions contain
intervals, and used them to determined the precise beginning of Hall’s ray (the biggest
half-line contained in L), which is
2221564096 + 283748
√
462
491993569
∼= 4, 52782956616 . . . .
Another interesting set related to diophantine approximations is the classical Markov
spectrum defined by (cf. [CF89])
M =
{
inf
(x,y)∈Z2\(0,0)
|f(x, y)|−1 : f(x, y) = ax2 + bxy + cy2 with b2 − 4ac = 1
}
. (1)
Both the Lagrange and Markov spectrum have a dynamical interpretation, that is of in-
terest for our work.
Let Σ = (N∗)Z and σ : Σ → Σ the shift defined by σ((an)n∈Z) = (an+1)n∈Z. If f : Σ → R
is defined by f((an)n∈Z) = α0 + β0 = [a0, a1, . . . ] + [0, a−1, a−2, . . . ], then
L =
{
lim sup
n→∞
f(σn(θ)) : θ ∈ Σ
}
and
M =
{
sup
n∈Z
f(σn(θ)) : θ ∈ Σ
}
.
There is also a geometric interpretation of the Lagrange spectrum which is the main focus
of our work (cf. [CF89]). Consider the modular group, SL(2,Z), that is, the set of all
2× 2 integer matrices with determinant equal to one, and PSL(2,Z) the projectivization
2
of SL(2,Z). Given any V ∈ SL(2,Z), V = ( a bc d ) we define the associated transformation
by V (z) = az+b
cz+d
. Note that if W = λV with λ ∈ Z∗, then V (z) = W (z).
Remember that for an irrational number α the Lagrange value of α is
k(α) = sup{k : |q(qα− p)| ≤ k−1 for infinitely many pairs of positive integers (p, q)}.
We note that in the above definition we may assume that the positive integers p, q are
coprime. In this case there exist integers p′, q′ such that q′p − p′q = 1, so for V =(
q′ −p′
−q p
) ∈ SL(2,Z) and V (z) = q′z−p′−qz+p , we have
k(α) = sup{k : |V (∞)− V (α)|−1 = |q(qα− p)| ≤ k−1 for infinitely many V ∈ SL(2,Z)}.
Let H2 be of upper half-plane model of the real hyperbolic plane, with the Poincare´ metric,
and let N := H2/PSL(2,Z) the modular orbifold. Let e be an end of N ( cf. [HP02] and
[PP10]), define the asymptotic height spectrum of the pair (N, e) by
LimsupSp(N, e) =
{
lim sup
t→∞
hte(γ(t)) : γ ∈ SN
}
where hte is the height associated to the end e of N , defined by
hte(x) = lim
t→+∞
d(x,Γ(t))− t,
being Γ a ray that defines the end e, and SN denotes the unitary tangent bundle of N .
Using the latter interpretation of the Lagrange spectrum, the asymptotic height spectrum
LimsupSp(N, e) of the modular orbifold N is the image of the Lagrange spectrum by the
map t → log t
2
(see for instance [[HP02], theorem 3.4]). The geometric interpretation
of Freiman’s result in our context is that LimsupSp(N, e) contains the maximal interval
[µ,+∞) with
µ = log
(
2221564096 + 283748
√
462
2 · 491993569
)
u 0, 817095519650396598... .
In 1986, similar results were obtained by A. Haas and C. Series (cf. [HS86]) to the quotient
of H2 by a fuchsian group of SL(2,R). In particular by the Hecke group Gq defined by
Gq =
〈(
1 2 cospi/q
0 1
)
,
(
0 −1
1 0
)〉
for q ≥ 3.
In the same year, Andrew Haas [Haa86] obtained results in this direction for hyperbolic
Riemann surfaces. Then 11 years later, in 1997, Thomas A. Schmidt and Mark Sheigorn
(cf. [SS97]) proved that Riemann surfaces have a Hall’s ray in every cusp. In 2012,
P. Hubert, L. Marchese and C. Ulcigrai (cf.[HMU12]) showed the existence of Hall’s
ray in the context of Teichmu¨ller dynamics, more precisely for moduli surfaces, using
renormalization. Recently, in 2014, M. Artigiani, L. Marchese, C. Ulcigrai (cf. [AMU14])
showed than Veech surfaces also have a Hall’s ray.
3
Observe that all results mentioned above are on surfaces, which in the geometrical cases
have all negative constant curvarures; let us see some known results in dimension greater
than or equal to 3, for generalizations of both the Lagrange and Markov spectra.
We may consider the following natural generalization of the Markov spectrum:
Let B(x) =
∑
1≤i,j≤n bijxixj, bij = bji be a real non-degenerate indefinite quadratic form
in n variables and let us denote by Φn the set of all such forms. Let d(B) denote the
determinant of the matrix (bij). Let us set
m(B) = inf
x∈Zn\{0}
|B(x)| and µ(B) = m(B)
n
|d(B)| .
Let Mn denote the set µ(Φn). G. Margulis in [Mar] showed that for any n ≥ 3 and  > 0,
then the set Mn ∩ (,+∞) is a finite set. Since the Lagrange spectrum L, satisfies that
L ⊂M (cf. [CF89]), then M contains the Hall’s ray, but by the foregoing and (1) implies
this phenomenon only happens in n = 2.
Returning to the geometrical questions, let M be a complete connected Riemannian man-
ifold with sectional curvature at most −1 and let e be an end of it; the associated Lagrange
and Markov Spectra are defined respectively by
LimsupSp(M, e) =
{
lim sup
t→∞
hte(γ(t)) : γ ∈ SM
}
and
MaxSp(M, e) =
{
sup
t∈R
hte(γ(t)) : γ ∈ SM
}
,
where γ(t) is the geodesic such that γ(0) = γ ∈ SM .
In this case, J. Parkkonen and F. Paulin [PP10], using purely geometric arguments showed
the following theorems:
Theorem[PP10] If M has finite volume, dimension n ≥ 3 and e is an end of M , then
MaxSp(M, e) contains the interval [4.2,+∞].
Schmidt and Sheingorn [SS97] proved the two-dimensional analogue of the above The-
orem in constant curvature −1. They showed that the maximum height spectrum of a
finite area hyperbolic surfaces whit respect to any cusp contains the interval [4.61,+∞].
Theorem[PP10](The Ubiquity of Hall’s rays) If M has finite volume, dimension n ≥ 3
and e is and end of M , then LimsupSp(M, e) contains the interval [6.8,+∞].
These last two theorems can be true in the constant negative curvature 2-dimensional
case, but in [[PP10] page 278] J. Parkkonen and F. Paulin expected them to be false in
variable curvature and dimension 2.
This paper is inspired in this last question: is it possible that the two previous theorems
hold for variable negative curvature in the 2-dimensional case? We prove some positive
results in this direction, showing that these spectra have typically non-empty interior, in
variable negative curvature and dimension 2.
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More precisely, let M be a complete noncompact surface M with metric 〈 , 〉 such that the
Gaussian curvature is bounded between two negative constants and the Gaussian volume
is finite: denoting by KM the Gaussian curvature, we assume that there are constants
a, b > 0 such that
−a2 ≤ KM ≤ −b2 < 0.
From now on we will consider M a surface as above.
Let X be a vector field in X1(SM) and let f be a real function in C0(SM,R). The
dynamical Markov spectrum associated to (f,X) is defined by
M(f,X) =
{
sup
t∈R
f(X t(x)) : x ∈ SM
}
and the dynamical Lagrange spectrum associated to (f,X) by
L(f,X) =
{
lim sup
t→∞
f(X t(x)) : x ∈ SM
}
where X t(x) is the integral curve of the vector field X in x.
Let φ be the vector field in SM defining the geodesic flow of the metric 〈 , 〉 (here SM
denotes the unitary tangent bundle of M). Let X1(SM) denote the space of C1 vector
field on SM .
Theorem 1. Arbitrarily close to φ there is an open set V ⊂ X1(SM) such that for
any X ∈ V we have
intM(f,X) 6= ∅ and int L(f,X) 6= ∅
for any f in a dense and C2-open subset UX of C2(SM,R). Moreover, the above state-
ment holds persistently: for any Y ∈ V, it holds for any (f,X) in a suitable neighborhood
of UY × {Y } in C2(SM,R)× X1(SM).
Observe that, in the paper of J. Parkkonen and F. Paulin [PP10], the definitionMaxSp(M, e)
and LimsupSp(M, e) coincides with M(f,X) and L(f,X), when f = hte ◦pi is the height
function hte associated to the end e composed with the canonical projection pi : SM →M ,
and X is the vector field that generates the geodesic flow of M .
We also prove a version of Theorem 1 for the restricted case of compositions of func-
tions on the manifold M with the canonical projection.
Theorem 2. Arbitrarily close to φ there is an open set V ⊂ X1(SM) such that for any
X ∈ V we have
intM(f ◦ pi,X) 6= ∅ and int L(f ◦ pi,X) 6= ∅
for any f in a dense and C2-open subset U˜X of C2(M,R). Moreover, the above statement
holds persistently: for any Y ∈ V, it holds for any (f,X) in a suitable neighborhood of
U˜Y × {Y } in C2(M,R)× X1(SM).
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The previous results can be extended to the following theorems, which requires more
sophisticated techniques of perturbations of Riemannian metrics:
Main Theorem 1: Let M be as above. There is an open set G of metrics close to 〈 , 〉
such that, for any g ∈ G, there is a dense and C2-open subset Hg ⊂ C2(SgM,R) such
that
intM(f, φg) 6= ∅ and int L(f, φg) 6= ∅ for all f ∈ Hg,
where φg is the vector field defining the geodesic flow of the metric g and S
gM is the
unitary tangent bundle of the metric g.
Main Theorem 2: Let M be as above. There is an open set G of metrics close to
〈 , 〉 such that, for any g ∈ G, there is a dense and C2-open subset H˜g ⊂ C2(M,R) such
that
intM(f ◦ pi, φg) 6= ∅ and int L(f ◦ pi, φg) 6= ∅ for all f ∈ H˜g.
The statements of these two Theorems hold persistently in (f, φg), as before.
The problem of finding intervals in the classical Lagrange and Markov spectra is closely
related to the study of the fractal geometry of regular Cantor sets related to the Gauss
map. However, in the subsequent works on geometrical generalizations of the classical
Markov and Lagrange spectra we mentioned above the techniques do not involve fractal
geometry or the study of regular Cantor sets. In the present study of two-dimensional
spectra, recent results on fractal geometry of regular Cantor sets are (again) a key ingredi-
ent in the proofs of our results about dynamical Lagrange and Markov spectra associated
to geodesic flows in negative curvature. We use and adapt in this work techniques from
[MY01], [MY10] and [MRn13].
The paper is organized as follows: In section 2, we recall some classical results of hyper-
bolic dynamics which are relevant to this work. In section 3, we construct a hyperbolic
set for the geodesic flow, with Hausdorff dimension close to 3. Using this hyperbolic set,
we construct a finite number of (disjoint)transversal sections to the geodesic flow, and
we show that the Poincare´ (first return) map of the union of sections has a hyperbolic
invariant set - a horseshoe -with Hausdorff dimension close to 2. In section 4, using the
results of section 3, [MRn13], [MY01], [MY10] and some combinatorial techniques (sub-
section 4.1.3), we prove the Theorems 1 and 2. In subsection 4.2, we develop techniques
of perturbations of Riemannian metrics together with further combinatorial techniques
in order to adapt constructions of [MY10] in the context of our work, which allows us
to adapt the proof of Theorems 1 and 2 in the restricted context of geodesic flows, and
obtain the Main Theorems 1 and 2.
2 Preliminaries
A C1-flow ϕt : M →M on a manifold M is said to be an Anosov flow if M is hyperbolic
set for ϕt (cf. Appendix 5.1).
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The central example of Anosov flows is provided by geodesic flows. Given a Riemmanian
manifold M , denoted by TM the tangent bundle and SM = {(x, v) ∈ TM : ‖v‖ = 1}
the unit tangent bundle of M .
A classic result due to D. Anosov (cf. [Ano69], [Kli82] and [KH95]) states that for com-
plete manifolds of curvature bounded between two negative constants, the geodesic flow
φ on SM is Anosov. Moreover in this condition, if the volume of M is finite, then the
non-wandering set of the geodesic flow Ω(φt) is equal to SM and the spectral decompo-
sition theorem implies that the geodesic flow is transitive, so W cs(x, v) and W cu(x, v) are
dense sets in SM , for any (x, v) ∈ SM (cf. [Ano69], [Pat99] and [[Kli82] chapter 3]).
The subbundles Ess and Euu are known to be uniquely integrable. They are tangent to
the strong stable foliation W ss and strong unstable foliation W uu, (cf. [CL77] for the
precise definition of Cr foliation).
3 Hyperbolic Set in Cross-section for Geodesic Flow
In this section we construct a hyperbolic set with Hausdorff dimension greater than 1 for
Poincare´ map associated with the geodetic flow. First we consider some theorems that
will be used in our arguments.
The following theorem was proved by S.G. Dani (cf. [Dan86] and [DV89])
Theorem: Let M be a complete noncompact Riemannian manifold such that all the sec-
tional curvatures are bounded between two negative constants and the Riemannian volume
is finite. Let p ∈ M and Sp the space of unit tangent vectors at p, let C be the subset of
Sp consisting of all elements u such that the geodesic rays starting at p in the direction
u is a bounded subset of M . Then C is an incompressible subset of Sp (cf. subsection 5.6).
In other words, let M be a manifold as in the theorem and consider the geodesic flow
corresponding to M , defined on the unit tangent bundle, i.e.,
SM = {(p, u) : p ∈M,u ∈ Sp}
equipped with the usual Riemannian metric. Then, the above theorem implies the fol-
lowing result on the dynamics of the flow.
Corollary: Let the notation be as above and let C be the subset of SM consisting of all
elements (p, u) whose orbit under the geodesic flow is a bounded subset of SM , then C
is a subset of SM , which has Hausdorff dimension equal to the dimension of SM, with
respect to the distance induced by the Riemannian metric.
In particular, if M is a surface, then HD(C) = dim(SM) = 2(2) − 1 = 3, where HD
denotes the Hausdorff Dimension. Using this Corollary we will construct a hyperbolic set
for the geodesic flow φ.
Consider now a family of bounded open subsets indexed by R, with the following proper-
ties:
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1. If α < β, then Ωα ⊂ Ωβ.
2. Ωα ↗ SM , this is,
⋃
α∈R
Ωα = SM .
For example, Ωα = Bα(p), the ball of radius α and center p.
Let
φt : R× SM −→ SM
(t, x) 7−→ φt(x)
be the geodesic flow.
Put Ω˜α =
⋂
t∈R
φt(Ωα), then we have the following statement:
C ⊂
⋃
α∈R
Ω˜α,
where C is given in the previous Corollary.
In fact, let x ∈ C, then there exists a compact set Kx such that the orbit of x, O(x) ⊂
Kx ⊂ Ωαx for some αx ∈ R, this implies that φt(x) ∈ Ωαx for all t ∈ R, therefore x ∈ Ω˜αx
and the statement is proved.
Let αn be a sequence in R such that αn −→ ∞ as n −→ ∞ and αn < αn+1, then
Ω˜αn ⊂ Ω˜αn+1 , since Ωαn ⊂ Ωαn+1 . Hence
C ⊂
∞⋃
n=1
Ω˜αn ,
where Ω is the closure of Ω. Since HD(C) = 3, then supnHD(Ω˜αn) = 3, therefore there
exists n such that HD(Ω˜αn) is very close to 3.
Now notice that Ω˜αn is compact and φ
t-invariant, and since φt is an Anosov flow on SM ,
then Ω˜αn is hyperbolic set for geodesic flow φ
t. Call
Λ := Ω˜αn and HD(Λ) ∼ 3. (2)
3.1 Cross-sections and Poincare´ Maps
This section is adapted from [AP10, chap. 6].
Let Σ be a cross-section to the flow, that is a C1-embedded compact disk transverse a
φt at every point z ∈ Σ: We have TzΣ ⊕ 〈φ(z)〉 = TzSM (recall that 〈φ(z)〉 is the 1-
dimensional subspace {sφ(z) : s ∈ R}). For every x ∈ Σ we define W s(x,Σ) to be the
connected component of W cs(x)∩Σ that contains x. This defines a foliation F sΣ of Σ into
codimension 1 submanifolds of class C1 (cf. [AP10]).
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Remark 1. Given any cross-section Σ and a point x in its interior, we may always find
a smaller cross-section also with x in its interior and which is the image of the square
[0, 1] × [0, 1], by a C2 diffeomorphism h that sends horizontal lines inside leaves of F sΣ.
Thus, the cross section that we consider are those that are image of the square [0, 1]× [0, 1]
by a C2 diffeomorphism h that sends horizontal lines inside leaves of F sΣ. In this case, we
denote by int(Σ) the image of (0, 1) × (0, 1) under the above-mentioned diffeomorphism,
which we call the interior of Σ
3.1.1 Hyperbolicity of Poincare´ Maps
Let Ξ =
⋃
Σi be finite union of cross-sections to the flow φ
t and let R : Ξ → Ξ be a
Poincare´ map or the map of first return to Ξ, R(y) = φt1(y)(y), where t1(y) correspond to
the first time that the orbits of y ∈ Ξ encounter Ξ.
The splitting Ess ⊕ φ ⊕ Euu over U0 neighborhood of Λ defines a continuous splitting
EsΣ ⊕ EuΣ of the tangent bundle TΣ with Σ ∈ {Σi}i, defined by
EsΣ(y) = E
cs
y ∩ TyΣ and EuΣ(y) = Ecuy ∩ TyΣ (3)
where Ecsy = E
ss
y ⊕ 〈φ(y)〉 and Ecuy = Euuy ⊕ 〈φ(y)〉.
We now show that for a sufficiently large iterated of R, Rn, then (3) define a hyper-
bolic splitting for transformation Rn on the cross-sections, at last restricted to Λ.
Remark 2.
1. In what follows we use K ≥ 1 as a generic notation for large constants depending only
on a lower bound for the angles between the cross-sections and the flow direction, and on
upper and lower bounds for the norm of the vector field on the cross-sections.
2. Let us consider unit vectors, essx ∈ Essx and eˆsx ∈ EsΣ(x), and write
essx = axeˆ
s
x + bx
φ(x)
‖φ(x)‖ . (4)
Since the angle between Essx and φ(x), ∠(Essx , φ(x)), is greater than or equal to the angle
between Essx and E
cu
x , ∠(Essx , Ecux ), because φ(x) ∈ Ecux and the latter is uniformly bounded
from zero, we have |ax| ≥ κ for some κ > 0 which depends only on the flow. It is clear
from (4) and the fact that the above angle is uniformly bounded from zero.
Let 0 < λ < 1 be, then there is t1 > 0 such that λ
t1 <
κ
K
λ and λt1 <
λ
K3
, take n,
such that tn(x) :=
∑n
i=1 ti(x) > t1 for all x ∈ Ξ, where ti(x) is such that Ri(x) =
φti(x)(Ri−1(x)).
So, we have the following proposition:
Proposition 1. Let R : Ξ→ Ξ be a Poincare´ map and n as before. Then DRnx(EsΣ(x)) =
EsΣ′(Rn(x)) at every x ∈ Σ ∈ {Σi}i and DRnx(EuΣ(x)) = EuΣ′(Rn(x)) at every x ∈ Λ ∩ Σ
where Rn(x) ∈ Σ′ ∈ {Σi}i.
Moreover, we have that
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∥∥DRn|EsΣ(x)∥∥ < λ and ∥∥DRn|EuΣ(x)∥∥ > 1λ
at every x ∈ Σ ∈ {Σi}i.
Proof. The differential of the map Rn at any point x ∈ Σ is given by
DRn(x) = PRn(x) ◦Dφtn(x)|TxΣ,
where PRn(x) is the projection onto TRn(x)Σ′ along the direction of φ(Rn(x)).
Note that EsΣ is tangent to Σ∩W cs ⊃ W s(x,Σ). Since the center stable manifold W cs(x)
is invariant, we have invariance of the stable bundle:
DRn(x)(EsΣ(x)) = EsΣ′(Rn(x)).
Moreover, for all x ∈ Σ we have
Dφtn(x)(EuΣ(x)) ⊂ Dφtn(x)(Ecux ) = EcuRn(x),
since PRn(x) is the projection along the vector field, it sends EcuRn(x) to E
u
Σ′(Rn(x)).
This proves that the unstable bundle is invariant restricted to Λ, that is, DRn(x)(EuΣ(x)) =
EuΣ′(Rn(x)), because has the same dimension 1.
Next, we prove the expansion and contraction statements. We start by noting that∥∥PRn(x)∥∥ ≤ K, with K ≥ 1, then we consider the basis { φ(x)‖φ(x)‖ , eux} of Ecux , where eux
is a unit vector in the direction of EuΣ(x) and φ(x) is the direction of flow. Since the flow
direction is invariant, the matrix of Dφt|Ecux relative to this basis is upper triangular:
Dφtn(x)|Ecux =
 ‖φ(Rn(x))‖‖φ(x)‖ ∗
0 a

this is due to fact that Dφtn(x)(φ(x)) = φ(φtn(x)(x)) = φ(Rn(x)).
Then,
‖DRn(x)eux‖ =
∥∥PRn(x)(Dφtn(x)(x))eux∥∥ = ∥∥aeuRn(x)∥∥ = |a|
≥ 1
K
‖φ(x)‖
‖φ(Rn(x))‖
∣∣det(Dφtn(x)|Ecux ∣∣ ≥ 1K3λ−tn(x) ≥ K−3λ−t1 > 1λ.
To prove that
∥∥DRn|EsΣ(x)∥∥ < λ, let us consider unit vectors, essx ∈ Essx and eˆsx ∈ EsΣ(x),
and write as in (4)
essx = axeˆ
s
x + bx
φ(x)
‖φ(x)‖ .
We have |ax| ≥ κ for some κ > 0 which depends only on the flow.
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Then, since PRn(x)
(
φ(Rn(x))
‖φ(x)‖
)
= 0 we have that
‖DRn(x)eˆsx‖ =
∥∥PRn(x)(Dφtn(x)(x))eˆsx∥∥
=
∥∥∥∥PRn(x)(Dφtn(x)(x))( 1ax
(
essx − bx
φ(x)
‖φ(x)‖
))∥∥∥∥
=
1
|ax|
∥∥∥∥PRn(x)(Dφtn(x)(x))(essx − bx φ(x)‖φ(x)‖
)∥∥∥∥
=
1
|ax|
∥∥∥∥PRn(x)(Dφtn(x)(x))(essx )− bxPRn(x)(φ(Rn(x))‖φ(x)‖
)∥∥∥∥
≤ K
κ
∥∥Dφtn(x)(x)(essx )∥∥ ≤ Kκ λtn(x) ≤ Kκ λt1 < λ . (5)
3.2 Good Cross-Sections
For each x ∈ Λ = Ω˜αn , (cf. (2)), we can take cross-section Σ in x, and using a tubular
neighborhood construction in the cross-section Σ, we linearize the flow in an open set
UΣ = φ
(−γ,γ)(intΣ) for a small γ > 0, containing x the interior of the cross section.
This provides an open covering of the compact set Λ by tubular neighborhoods.
We let {UΣi : i = 1, 2, . . . , l} be a finite covering of Λ, this is
Λ ⊂
l⋃
i=1
UΣi =
l⋃
i=1
φ(−γ,γ)(intΣi). (6)
Using a result on the differentiability of the strong stable foliations, we can choose these
cross-sections Σi in such a way that they do not intersect.
Now we introduce the tools to prove the above claims.
The following result is due to Morris W. Hirsch & Charles C. Pugh (cf. [HP75]).
Theorem(Smoothness Theorem)
Let M be a complete surface with Gaussian curvature bounded between two negative con-
stants, then the Anosov splitting T (SM) = Ess⊕ φ⊕Euu for the geodesic flow is of class
C1. In particular, the strong stable foliations and strong unstable foliations are of class
C1.
Let F ss be the strong stable foliations and Fuu the strong unstable foliations, this is
F i(x) = W i(x) for i = ss, uu, are foliations of dimension one. Then we have the following
Lemma.
Lemma 1. Let x ∈ SM and L be a C1-embedded curve of dimension one, containing x
and transverse to the foliation F ss, then the set
SL :=
⋃
z∈L
F ss(z)
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contains a surface Sx that is C
1-embedded, which contains x in the interior and if L is
transverse to the foliation W cs then, Sx is transverse to the geodesic flow.
Proof. Let (U,ϕ) be a chart of the foliation F ss, with x ∈ U , since the dimension of
foliation F ss is equal to 1 and dim(SM) = 3, there are disks U1 ⊂ R and U2 ⊂ R2 such
that ϕ : U → U1 × U2, put Π2 : U1 × U2 → U2 the projection on the second coordinate.
Let f = Π2 ◦ ϕ function of class C1, clearly f is a submersion.
Claim: If Dϕx(v) = (w, (0, 0)) ∈ R× R2, then v ∈ TxF ss(x).
In fact: Let α(t) be any curve in U , such that α(0) = x and α′(0) = v, put ϕ(x) = (x1, x2)
and ϕ(α(t)) = (α1(t), α2(t)). Therefore, αi(0) = xi for i = 1, 2 and α
′
1(0) = w,
α′2(0) = (0, 0), then Dϕ
−1
ϕ(x)(w, (0, 0)) =
d
dt
ϕ−1(α˜1(t), α˜2(t)) |t=0, where α˜1(t) = x1 + tw
and α˜2(t) = x2, by the properties of the chart (U,ϕ) ϕ
−1(α˜1(t), α˜2(t)) = ϕ−1(α˜1(t), x2) ⊂
F ss(x) and since ϕ−1(α˜1(0), α˜2(0)) = ϕ−1(x1, x2) = x, then
v = Dϕ−1ϕ(x)(w, (0, 0)) =
d
dt
ϕ−1(α˜1(t), α˜2(t))|t=0 ∈ TxF ss(x),
as wanted.
Now is easy show that the set f(L) is a C1-submanifold of dimension one. Indeed, let
β : (−, )→ SM a C1-embedding on L in some y ∈ L ∩ U , with β(0) = y. Then as L is
transverse to the foliation F ss and demonstrated above, we have
(f ◦ β)′(t) = D(Π2)ϕ(β(t))(Dϕβ(t))(β′(t)) 6= 0
for all t. As L is a C1-embedded, then the above implies that f(L) is a C1-submanifold
of U2. Therefore, since f is a submersion and f(L) is a submanifold, then f
−1(f(L))
is a C1-submanifold of SM , with the following property: If z ∈ f(L), then f−1(z) =
ϕ−1(Π−12 (z)) = ϕ
−1(U1 × {z}) = F ss(y) ∩ U where z = f(y) and y ∈ L, and follows the
Lemma.
In particular, taking L = W uu (x) with  given by the stable and unstable manifolds the-
orem, we call Sx := Σx. Note that an analogous Lemma holds for the foliation Fuu.
Without loss of generality, we can assume that Σx is diffeomorphic to the square [0, 1]×
[0, 1]. Put Σx = Σ, with the horizontal lines [0, 1] × η being mapped to stable sets
W s(y,Σx) = W
ss(y) ∩ Σx. The stable-boundary ∂sΣ is the image of [0, 1] × {0, 1}, the
unstable-boundary ∂uΣ is the image of {0, 1} × [0, 1]. Therefore, we have the following
definition.
Definition 1. A cross sections is said δ-Good Cross-Section for some δ > 0, if
satisfies the following:
d(Λ ∩ Σ, ∂uΣ) > δ and d(Λ ∩ Σ, ∂sΣ) > δ
where d is the intrinsic distance in Σ, (cf. Figure 1).
A cross-section which is δ-Good Cross-Section for some δ > 0 is said a Good Cross-
Section-GCS.
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Figure 1: Good Cross-Section
Lemma 2. Let Σ be a δ-Good Cross-Section, then given 0 < δ′ < δ there is a δ′-Good
Cross-Section Σ′ ⊂ int(Σ) and such that ∂Σ′ ∩ ∂Σ = ∅.
Proof. Call γi, i = 1, 2, 3, 4 the C
1-curves which form the boundary of Σ. Let γ′′i be a
C1-curve contained in Σ and satisfies d(γi, x) = δ for any x ∈ γ′′i (cf. Figure 2). Therefore,
Λ ∩ Σ is contained in the region bounded by the curves γ′′i in Σ. Now consider the C1-
curves γ′i ⊂ Σ with the property d(γi, x) = δ′ for any x ∈ γ′i. Then the region bounded
by the curves γ′i is a δ
′-Good Cross-Section, Σ′ ⊂ intΣ, (cf. Figure 2).
ΣΛ
γ
δ
δ
δ'
δ'
Σ
∩
'
iγ
i
γ
i
''
Σ
'
Figure 2: Reduction of GCS
Now we prove that for any x ∈ Λ there exists Good Cross-Sections which contains x.
Lemma 3. For any x ∈ Λ there exist points x+ /∈ Λ and x− /∈ Λ in distinct connected
components of W ss(x)− {x}.
Proof. Let x ∈ Λ, suppose otherwise there would exists a whole segment of the strong
stable manifold entirely contained in Λ and containing x in the interior, called ζ this
segment. Without loss of generality, we can assume that W ssloc(x) ⊂ ζ. Now take tk a
sequence such that tk → ∞ as k → ∞. Then as Λ is a compact invariant set, we can
assume that φ−tk(x)→ y ∈ Λ as k →∞.
Claim: W ss(y) ⊂ Λ. In fact:
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Let z ∈ W ss(y), as W ss(y) = ⋃t≥0 φ−t (W ssloc(φt(y)), then there is T ≥ 0, such that
φT (z) ∈ W ssloc(φT (y)). Then by Stable Manifold Theorem W ssloc(φT (y)) is accumulated by
points of W ssloc(φ
(−tk+T )(x)) for large k. Let k be sufficiently large such that (−tk +T ) < 0
and W ssloc(φ
(−tk+T )(x)) ⊂ φ(−tk+T )(ζ) ⊂ Λ, as well Λ is a invariant set and ζ ⊂ Λ. Hence
as Λ is closed, we have that W ssloc(φ
T (y)) ⊂ Λ, and this implies that z ∈ Λ. This proves
the assertion.
The above statement implies that Λ ⊃ W cs(y) = ⋃t∈RW ss(φt(y)). In fact:
Let w ∈ W cs(y), then there is t0 ∈ R such that, w ∈ W ss(φt0(y)), Hence there is T ≥ 0
such that φT (w) ∈ W ss (φT+t0(y)). Then φT+r(w) ∈ W ssKe−λr(φT+r+t0(y)) for r > 0, so we
can assume that T + t0 > 0. Therefore
φ−t0(w) = φ−(T+t0)(φT (w)) ∈ φ−(T+t0) (W ss (φT+t0(y))) ⊂ W ss(y) ⊂ Λ.
Since Λ is invariant, then w ∈ Λ. This implies that W cs(y) ⊂ Λ, but in our conditions
SM = W cs(y) ⊂ Λ and this is a contradiction. This concludes the proof of Lemma.
Similarly we have,
Lemma 4. For any y ∈ Λ there are points y+ /∈ Λ and y− /∈ Λ in distinct connected
components of W uu(x)− {x}.
Proof. Similar to proof of Lemma 3.
Lemma 5. Let x ∈ Λ, then there is δ > 0 and a δ-Good Cross-Section Σ at x.
Proof. Fix  > 0 as in the Stable Manifold Theorem, and consider the cross section
Σx given by the Lemma 1 containing a segment of W
ss
 (x) and W
uu
 (x) with x in the
interior. By Lemma 3 and Lemma 4, we may find points x± /∈ Λ in each of the connected
components of W ss (x) ∩ Σx and points z± /∈ Λ in each of the connected components
of W uu (x) ∩ Σx. Since Λ is closed, there are neighborhoods V ± of x± and V ±1 of z±
respectively disjoint from Λ, (cf. Figure 3).
w
w
x
uu
ss
(x)
(x)
v v
+-
v
+
v
-
1
1.
.
. . ε
ε
z
+- xx
z+
-
Figure 3: First step to construct GCS for x ∈ Λ
In Figure 3, it can happen that V ±, V ±1 enclose a region homeomorphic to a square, in
this case there is nothing to be done.
If this is not the case in the first instance, we prove that the above can be obtained.
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Let tk be a sequence, such that tk → +∞ as k → +∞ and φ−tk(x)→ y ∈ Λ as k → +∞,
then by Lemma 3, there are y± in each of the connected components of W ss (y) such that
y± /∈ Λ and there are neighborhoods J± of y±, respectively with J± ∩ Λ = ∅.
Now for z ∈ W uu (x), we have
d(φ−tk(z), y) ≤ d(φ−tk(z), φ−tk(x)) + d(φ−tk(x), y)
converges to zero as k → ∞. Using the continuity of W ss (x) with x ∈ SM , given by
the Stable Manifold Theorem, we have for sufficiently large k, say k ≥ k0, W ss (φ−tk(z))
is close to W ss (y), for all z ∈ W uu (x), this implies that J± ∩W ss (φ−tk(z)) 6= ∅. Hence,
there are z±k ∈ J± ∩W ss (φ−tk(z)), for all z ∈ W uu (x) (cf. Figure 4).
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(z)
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-
zk
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ψ
ψ
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γ
Figure 4: Second step to construct GCS for x ∈ Λ
We want to see now that for sufficiently large k, φtk(J±) and V ±1 has the property of
enclosing a region homeomorphic to a square. In fact: Consider the points w+i in J
+
i = 1, 2 as in Figure 4, with d(w+1 , w
+
2 ) > 0. Let γ
12
k ⊂ J+ a segment joining w+1 with w+2
that contains x+k ∈ J+∩W ss (φ−tk(x)) and transverse to W ss (φ−tk(x)), it suffices to prove
that φtk(γ12k ) has diameter greater than or equal to  for sufficiently large k. Now we can
assume that w+i ∈ W uu (φ−tk(x)) for i = 1, 2, then
d(φtk(w+1 ), φ
tk(w+2 )) ≥ K−1eλtkd(w+1 , w+2 ).
Therefore, there is k0 such that for k ≥ k0 the expression on the right in the above in-
equality is greater than equal to  as desired.
Note also that as z+k ∈ W ss (φ−tk(z)), for z ∈ W uu (x) then
d(φtk(z+k ), z) = d(φ
tk(z+k ), φ
tk(φ−tk(z))) ≤ Ke−λtkd(z+k , φ−tk(z))
≤ Ke−λtk,
for z ∈ W uu (x).
So, for sufficiently large k, say k ≥ k0, the expression on the right in the above in-
equality is very small, so that φtk(J+) cross V ±1 and is close to W
uu
 (x). Analogously, we
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can obtain k0 such that φ
tk(J−) cross V ±1 and is close to W
uu
 (x) for k ≥ k0.
On the other hand, we know that for each z ∈ W uu (x) there is z±k ∈ J± ∩W ss ((φ−tk(z)),
respectively. Hence, for sufficiently large k0, φ
tk0 (J+) and φtk0 (J−) crossing V ±. More-
over, φtk0 (z±k0) ∈ W ssKe−λtk0 (z) ∩ φ
tk0 (J±) ⊂ W ss (z) ∩ φtk0 (J±) ⊂ Σx ∩ φtk0 (J±) for any
z ∈ W uu (x) with φtk0 (J±)∩Λ = ∅. Then the open sets V ±1 and φtk0 (J±) have the desired
property.
Let β± be a segment of W ss(z±) contained in V ±1 respectively. Take k0 large enough such
that the endpoints of β±, β±i for i = 1, 2 is contained in φ
tk0 (J±), (cf. Figure 4). Let η±
be a C1-curve transverse to the foliation F ss contained in φtk0 (J±) ∩ Σx and joining β±1
with β±2 , respectively. Finally, the good cross-section it is the cross-section determined by
the curves β± and η±, (cf. Figure 5).
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Figure 5: The construction of GCS for x ∈ Λ using positive iterated
And this concludes the proof of the Lemma.
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Remark 3. Note that if k ≥ k0, is as in the proof of the Lemma 5, this is, we have the
Figure 5, then for k′ ≥ k ≥ k0. We have the same Figure 5, but the open φtk′ (J±), has
diameter much greater than , (cf. Figure 6).
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Figure 6: Small GCS
Remark 4. In the proof of Lemma 5, we could consider an accumulation point φt(x) for
t > 0, and get the same result. But in this case crossed V ±, consequently satisfies Remark
3 in this case, (cf. Figure 7).
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Figure 7: The construction of GCS for x ∈ Λ using negative iterated
Remark 5. Given x ∈ Λ (cf. (2)) from now on, we call Σx the Good Cross-Section given
by the previous Lemma associated to x.
Corollary 1. Given x, y ∈ Λ, such that there is a C1-curve ζ ⊂ int(Σx) ∩ int(Σy). If ζ
intersects transversely to foliation F ss, then int(Σx) ∩ int(Σy) is an open set of Σx and
Σy.
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Proof. Since ζ ⊂ int(Σx)∩ int(Σy) a C1-curve transverse to F ss. Then for all z ∈ ζ, there
are x′ ∈ W uu (x) and y′ ∈ W uu (y) such that z ∈ W ss(x′)∩Σx and z ∈ W ss(y′)∩Σy. Then
there is δ > 0 such that the set
B =
⋃
z∈γ
W ssδ (z) ⊂ int(Σx) ∩ int(Σy).
Thus, we have the Corollary.
Remark 6. Suppose that Σ1, Σ2 are GCS and Σ1 ∩ Σ2 6= ∅, but intΣ1 ∩ intΣ2 = ∅, then
as both are GCS, there are two GCS Σ˜i ⊂ Σi for i = 1, 2 such that Σ˜1 ∩ Σ˜2 = ∅ with
Λ ∩
2⋃
i=1
φ(−γ,γ)(intΣi) = Λ ∩
2⋃
i=1
φ(−γ,γ)(intΣ˜i). (7)
In fact:
By Lemma 2, there are GCS, Σ˜i ⊂ int(Σi) such that ∂Σ˜i ∩ ∂Σi = ∅ for i = 1, 2, as
intΣ1∩intΣ2 = ∅, then Σ˜1∩Σ˜2 = ∅. Also the Lemma 2 implies that Λ∩int(Σi) ⊂ int(Σ˜i),
thus we have Λ ∩ int(Σi) = Λ ∩ int(Σ˜i) and as Λ is φt invariant. Then
Λ ∩ φ(−γ,γ)(int(Σi)) = φ(−γ,γ)(Λ ∩ int(Σi)) = φ(−γ,γ)(Λ ∩ int(Σ˜i)) = Λ ∩ φ(−γ,γ)(int(Σ˜i)).
Therefore we have (7).
Thus, by Remark 7, from now on we can assume that if two GCS has nonempty intersec-
tion, then their interiors have nonempty intersection.
3.3 Separation of GCS
By Lemma 5, at each point of x ∈ Λ, we can find a Good Cross-Section Σx. Since Λ is
a compact set, then as in (6), there are a finite number of points xi ∈ Λ, i = 1, ..., l such
that
Λ ⊂
l⋃
i=1
φ(−
γ
2
, γ
2
)(intΣi) ⊂
l⋃
i=1
φ(−γ,γ)(intΣi) =
l⋃
i=1
UΣi , (8)
where Σi := Σxi .
In this section we prove that the {Σi}i can be taken pairwise disjoint.
Lemma 6. If Σi ∩ Σj 6= ∅ for some i, j ∈ {1, . . . , l}, Σi and Σj as in the Corollary 1.
Then there is δ′ > 0 such that φδ(Σi) ∩ Σj = ∅ for all 0 < δ ≤ δ′.
Proof. Suppose otherwise, then for all n sufficiently large, there is zni ∈ Σi such that
φ
1
n (zni ) ∈ Σj. Since Σi is a compact set, we can assume that zni converge to zi as n
tends to infinity. Then φ
1
n (zni ) converge to zi as n tends to infinity. This implies that
zi ∈ Σi ∩ Σj.
Suppose that zi ∈ intΣj, as the vector field which generates the geodesic flow has no
singularities, then by the Tubular Flow Theorem, there are r > 0 and η > 0 such that
Br(zi), the open ball of radius r and center zi, satisfies
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φt(Br(zi) ∩ Σj) ∩ Σj = ∅
for all 0 < t ≤ η.
Moreover, by the Corollary 1, we have (Br(zi) ∩ Σi) \ {zi} ⊂ Σj. Take n large enough
such that zni ∈ Br(zi) ∩ Σi and 1n < η. So φ
1
n (zni ) /∈ Σj which is a contradiction.
Suppose now that zi ∈ ∂Σj. Then we can find a new GCS Σ′j ⊃ Σj as in the Lemma
5 and such that zi ∈ intΣ′j. So Σi and Σ′j behave as in the previous case and again to
obtain a contradiction. Thus we conclude the Lemma.
The following Lemma proves that the GCS in (8) can be taken disjoint if all possible
intersections of Σi with Σj are in the hypothesis of the Corollary 1.
Lemma 7. Assuming (8) there are GCS Σ˜i such that Λ ⊂
l⋃
i=1
φ(−γ,γ)(Σ˜i) with the property
Σ˜i ∩ Σ˜j = ∅ for all i, j ∈ {1, ..., l}.
Proof. We will do the proof by induction on l. If l = 1, is clearly true. For l = 2, can
happen two cases:
1. Σ1 ∩ Σ2 = ∅, in this case take Σ˜k = Σk for k = 1, 2.
2. Σ1 ∩ Σ2 6= ∅ and intΣ1 ∩ intΣ2 = ∅, then by Remark 6 and (7) have the desired.
3. int(Σ1) ∩ int(Σ2) 6= ∅, then take δ′ > 0 as in Lemma 6, then for 0 < δ < δ′
and δ < γ
2
, by (8) putting Σ˜1 = φ
δ(Σ1), clearly Σ˜1 is a GCS and as δ <
γ
2
, then
φ(−
γ
2
, γ
2
)(Σ1) ⊂ φ(−γ,γ)(Σ˜1) and satisfies the Lemma.
Suppose that the Lemma is true for all k < l, and we will show that it holds for k = l. In
fact: Suppose that given any number k < l of GCS as in (8) there are a number k < l of
new GCS such that
k⋃
s=1
φ(−
γ
2
, γ
2
)(Σis) ⊂
k⋃
s=1
φ(−γ,γ)(Σ˜is) (9)
and Σ˜is ∩ Σ˜ir = ∅ for s, r ∈ {1, . . . , k}.
Note also by Remark 6, we can suppose that, Σi ∩ Σj = ∅ ⇔ d(Σi,Σj) := δij > 0, where
d is the distance between the two cross-section.
Statements:
1. If Σi ∩ Σj = ∅ and Σk ∩ Σi 6= ∅, then there is δ > 0 such that φδ(Σi) ∩ Σk = ∅ and
φδ(Σi) ∩ Σj = ∅. In fact:
Let Σk be such that Σi ∩ Σk 6= ∅, then take δ < min{δij, 2} in Lemma 6 such
that φδ(Σi) ∩ Σk = ∅. Moreover, if z ∈ φδ(Σi) ∩ Σj, then φ−δ(z) ∈ Σi and
d(φ−δ(z), z) = δ < δij = d(Σi,Σj), which is absurd. Therefore φδ(Σi) ∩ Σj = ∅.
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2. Given i ∈ {1, . . . , l}, call Bi = {j : Σi ∩ Σj 6= ∅}. Then there is δ > 0 such that
φδ(Σi) ∩ Σj = ∅ for all j. In fact:
If r /∈ Bi, then d(Σi,Σr) = δir > 0. By Lemma 6 for each s ∈ Bi, there is
δs < min{min
r/∈Bi
δir,
γ
2
} such that φδs(Σi) ∩ Σs = ∅ and by the choice of δs, we also
have to φδs(Σi) ∩ Σr = ∅ for any r /∈ Bi. So for δ = min
s∈Bj
δs we have the statements.
Now fix the GCS Σ1. Suppose that #({j : Σj ∩ Σ1 6= ∅} := C1) ≤ l − 1, then from
statements 2 above, there is δ such that φδ(Σ1)∩Σj = ∅ for all j 6= 1. Then by induction
hypothesis applied to {Σj : j 6= 1}, we obtain new GCS Σ˜j than satisfies (9) and calling
φδ(Σ1) = Σ˜1. Then the set {Σ˜j : j = 1, . . . , l} satisfies the Lemma.
Note that since d(Σ˜1,Σj) = δ1j > 0 for all j 6= 1, then Σ˜j may be obtained such that
d(Σ˜1, Σ˜j) > 0.
Suppose now that #C1 = l, then for each j 6= 1 there is δj > 0 given by the Lemma
6, such that φt(Σ1) ∩ Σj = ∅ for all 0 < t ≤ δj. Take 0 < δ < min{min
j 6=1
δj,
γ
2
}. Therefore
Σ˜1 := φ
δ(Σ1), satisfies Σ˜1 ∩ Σj = ∅ for all j 6= 1. Considering {Σ˜1,Σ2, . . . ,Σl}, we have
#{j : Σj ∩ Σ2 6= ∅} ≤ l − 1, as done previously, we have the result of Lemma.
Now we will study the case of transverse intersections between the sections Σi.
Let Σ, Σ′ are GCS as in the Lemma 5 with Σ ∩ Σ′ 6= ∅. Suppose that Σ ∩ Σ′ is non-
transverse to F ss. Then since Σ, Σ′ are transverse to flow, then we can assume that Σ
and Σ′ intersect transversely.
Suppose now that two GCS Σx, Σ
′ as in the Lemma 5 intersect transversely. Then
Σx t Σ′ is a finite number of C1-curve γi for i = 1, . . . , k and by Corollary 1 these curves
are contained in a finite number of leaves of F ss∩Σx, say F ss(zi)∩Σx with zi ∈ Fuu(x)∩Σx
for i = 1, . . . , k.
Let Σi be surface contained in Σx, containing F ss(zi)∩Σx and saturate by F ss, i.e., there
is an interval Ii contained in Fuu(x) and centered in zi such that
Σi =
⋃
z∈Ii
F ss(z) ∩ Σx for i = 1, . . . , k.
Since zi 6= zj, then we can assume that Σi ∩ Σj = ∅ for i 6= j.
Note that if F ss(zi) ∩ Σx ∩ Λ = ∅ for some i, then since Λ is a compact set there is an
open set Ui containing F ss(zi)∩Σx and Ui ∩Λ = ∅. Therefore, Σx is subdivided into two
GCS Σ1x and Σ
2
x, such that Σ
r
x and Σ
′ intersect transversely for r = 1, 2.
The above implies that, without loss of generality, we can assume that for any i ∈
{1, . . . , k} there is pi ∈ F ss(zi) ∩ Σx ∩ Λ, (cf. Figure 8).
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Figure 8: Separation of GCS
So, we have the following Lemma.
Lemma 8. If Σx and Σ
′ are two GCS as in the Lemma 5 which intersect transversely.
Let γi ⊂ Σx ∩ Σ′, γi ⊂ F ss(zi) ∩ Σx and Σi for i = 1, . . . , k as above. Given δ > 0,
0 < δ < γ
2
with  as in (8). Then there are GCS Σ˜i ⊂ Σi containing F ss(zi) ∩ Σx, such
that Σx is subdivided into 2k + 1 GCS disjoint, including Σ˜i for i ∈ {1, . . . , k}. Denoted
by Σ#x the complement of the set {Σ˜i}ki=1 in the subdivision above of Σx, then
1. φδ(Σ˜i) ∩ Σ′ = ∅ for all i ∈ {1, . . . , k} and Σ′ ∩ Σ = ∅ for any Σ ∈ Σ#x .
2. φδ(Σ˜i) ∩ φδ(Σ˜j) = ∅ for i 6= j and φδ(Σ˜i) ∩ Σx = ∅ for all i ∈ {1, . . . , k}.
3. Λ ∩ φ(− γ2 , γ2 )(int(Σx)) ⊂ Λ ∩
(⋃k
i=1 φ
(−γ,γ)
(
φδ(int(Σ˜i))
)
∪⋃Σ∈Σ#x φ(− γ2 , γ2 )(int(Σ))) .
Proof.
Given δ < 
2
small, by transversality we have φδ(F ssloc(zi) ∩ Σx) ∩ Σ′ = ∅. Also,
φδ(F ssloc(zi)∩Σx)∩φδ(F ssloc(zj)∩Σx) = ∅ for i 6= j. So, by continuity of φδ, for each i there
is an interval I˜i ⊂ Ii ⊂ Fuu(x) centered in zi such that the surface
Σi =
⋃
z∈I˜i
F ss(z) ∩ Σx
satisfies φδ(Σi) ∩ Σ′ = ∅ for any i and φδ(Σi) ∩ φδ(Σj) = ∅ for i 6= j.
We can assume that for any i ∈ {1, . . . , k} there is pi ∈ F ss(zi)∩Σx∩Λ. Consider Fuuloc(pi),
then by Remark 4 we can find open sets V +i and V
−
i in each side of Fuuloc(pi) sufficiently
close to F ssloc(pi) and diameter sufficiently large with V ±i ∩ Λ = ∅. Denoted by V˜ ±i the
projection by the flow of V ±i over Σx, respectively. Therefore, by Remark 4 we can take
V˜ ±i such that V˜
±
i ∩Σx ⊂ Σi and V˜ ±i , Σi crosses Σx. Using V˜ ±i we can construct the GCS
Σ˜i such that Σ˜i ⊂ Σi and satisfies 1 and 2 of Lemma.
To prove 3 note simply that δ < γ
2
and Λ∩φ(− γ2 , γ2 )(int(Σx)) = φ(− γ2 , γ2 )(Λ∩ int(Σx)), which
is a consequence of Λ be invariant by the flow.
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Remark 7. Let Σ′′ be a GCS as in the Lemma 5 such that Σx ∩ Σ′′ = ∅. Taking δ <
d(Σx,Σ
′′), we have φδ(Σ˜i) ∩ Σ′′ = ∅ for i ∈ {1, . . . , k}, where Σ˜i as in Lemma 8.
Now remember (8)
Λ ⊂
l⋃
i=1
φ(−
γ
2
, γ
2
)(intΣi) ⊂
l⋃
i=1
φ(−γ,γ)(intΣi) =
l⋃
i=1
UΣi .
In Lemma 7 was proved that the GCS in (8) can be taken disjoint if all possible intersec-
tions of Σi with Σj are in the hypothesis of the Corollary 1.
Now we will prove that the GCS in (8) can be taken disjoint, even if some of them intersect
transversely.
Lemma 9. Let Σi be a GCS as in (8). Let Bi = {j : Σi t Σj}. Then, Σi can be subdivided
in a finite number of GCS {Σsi : s = 1, . . . ,m} and for each s there is 0 < δs < γ2 such
that
1. φδs(Σsi ) ∩ Σj = ∅ for any j ∈ Bi and φδs(Σsi ) ∩ φδs′ (Σs
′
i ) = ∅ for s 6= s′.
2. Λ∩
⋃
j∈Bi∪{i}
φ(−
γ
2
, γ
2
)(intΣj) ⊂ Λ∩
(⋃
j∈Bi
φ(−
γ
2
, γ
2
)(int(Σj)) ∪
m⋃
s=1
φ(−γ,γ)
(
int(φδs(Σsi ))
))
.
Proof. The proof is by induction on #Bi. The case #Bi = 1 is true by the Lemma 8.
Suppose the statement is true for #Bi < q and we prove for #Bi = q. In fact:
Let k ∈ Bi, then by Lemma 8, given 0 < δ < γ2 , there are a finite number of GCS{
Σ˜rk ⊂ Σk : r ∈ {1, . . . , rk}
}
such that
φδ(Σ˜rk) ∩ Σk = ∅, also φδ(Σ˜rk) ∩ Σi = ∅ for any r, Σi ∩ Σ = ∅ for any Σ ∈ Σ#k . (10)
Λ ∩ φ(− γ2 , γ2 )(int(Σk)) ⊂ Λ ∩
 rk⋃
r=1
φ(−γ,γ)
(
φδ(int(Σ˜rk))
)
∪
⋃
Σ∈Σ#k
φ(−γ,γ)(int(Σ))
 (11)
Σ#k as in Lemma 8.
Consider now the set of GCS Σi ∪ {Σj : j ∈ Bi \ {k}} ∪
{
φδ(Σ˜rk) : r ∈ {1, . . . , rk}
}
∪Σ#k .
For this new set of GCS, we have #Bi < q. Therefore, by the induction hypothesis, the
Lemma is true for {Σj : j ∈ Bi ∪ {i} \ {k}} and by (10) and (11) we have the Lemma.
Remark 8. Let Σp be a GCS as in (8) such that Σp ∩ Σi = ∅. Then by Remark 7, δs
can be taken less than d(Σi,Σp). So φ
δs(Σsi ) ∩ Σp = ∅ for any s ∈ {1, . . . ,m}, Σsi as in
Lemma 9.
Let Σi be GCS as in (8) where Λ ⊂
l⋃
i=1
φ−(
γ
2
, γ
2
)(int(Σi)). We can assume that the possible
intersections of int(Σi) with int(Σj) are as in Corollary 1 or transverse. Then,
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Lemma 10. There are GCS Σ˜i such that
Λ ⊂
m(l)⋃
i=1
φ(−2γ,2γ)(int(Σ˜i))
with Σ˜i ∩ Σ˜j = ∅.
Proof. If all the possible intersections are as in Corollary 1, the result follows from Lemma
7. Then, we can suppose that there is i, such that Bi = {j : Σi t Σj} 6= ∅. Without loss
of generality, assume that B1 6= ∅. The proof is by induction on l in (8).
The Lemma 8 implies the case l = 2. Suppose true for k < l and we prove for k = l. In
fact:
Fix Σ1, call T1 = {j : Σj intersect Σ1 as in Corollary 1 }. Then by statement 2 in the
proof of Lemma 7, there is 0 < δ < γ
4
small, such that φδ(Σ1) ∩ Σj = ∅ for any j ∈ T1.
Consider now the GCS φδ(Σ1) as in Lemma 5. Let still call B1 = {j : φδ(Σ1) t Σj}. Then
by Lemma 9, φδ(Σ1) can be subdivided in a finite number of GCS {Σs1 : s = 1, . . . ,m}
and for each s there is 0 < δs <
γ
2
such that holds 1 and 2 of Lemma 9. Also by Remark
8 we can assume that φδs(Σs1) ∩ Σj = ∅ for any s ∈ {1, . . . ,m} and any j ∈ T1 \ {1}.
Now take the set {Σj : j ∈ T1 \ {1}} ∪ {Σk : k ∈ B1}, as # (T1 \ {1} ∪B1) < l, then by
the induction hypothesis there are GCS Σ˜i, Σ˜i ∩ Σ˜j = ∅ for i 6= j, such that
Λ ∩
⋃
i∈T1∪B1\{1}
(
φ−(
γ
2
, γ
2
)(int(Σi))
)
⊂ Λ ∩
n(l)⋃
i=2
φ−(γ,γ)(int(Σ˜i)). (12)
Since φδs(Σs1)∩Σj = ∅ for any j ∈ T1∪B1 \ {1} and any s ∈ {1, . . . ,m}, then the Σ˜j may
be taken such that φδs(Σs1) ∩ Σ˜i = ∅ for any s ∈ {1, . . . ,m} and any i ∈ {2, . . . , n(l)}.
So, by 2 of Lemma 9 and (12) we have that
Λ = Λ ∩
l⋃
j=1
φ−(
γ
2
, γ
2
)(int(Σj)) ⊂ Λ ∩
(
l⋃
j=2
φ(−
γ
2
, γ
2
)(int(Σj)) ∪ φ(−γ,γ)
(
int(φδ(Σ1))
))
=
= Λ ∩
⋃
j∈B1
φ(−
γ
2
, γ
2
)(int(Σj)) ∪
⋃
j∈T1\{1}
φ(−
γ
2
, γ
2
)(int(Σj)) ∪ φ(−γ,γ)
(
int(φδ(Σ1))
)
⊂ Λ ∩
n(l)⋃
i=2
φ−(,)(int(Σ˜i)) ∪
k⋃
s=1
φ(−2γ,2γ)
(
int(φδs(Σsi ))
).
This concludes our proof.
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3.4 Global Poincare´ Map
Let R : Ξ → Ξ be a Poincare´ map as in the section 3.1.1 with Ξ = {Σ1, . . . ,Σl}, where
Σi are GCS and Σi ∩ Σj = ∅ for i 6= j. Since the GCS {Σi}i are pairwise disjoint, then
without loss of generality, sometimes we denote also Ξ =
⋃l
i=1 Σi.
We will show that, if the cross-section of Ξ are δ-Good Cross-Section (GCS), we have the
invariance property
Rn(W s(x,Σ)) ⊂ W s(Rn(x),Σ′),
for some n sufficiently large.
Given Σ ,Σ′ ∈ Ξ we set Σ(Σ′)n = {x ∈ Σ : Rn(x) ∈ Σ′} the domain of the map Rn from
Σ to Σ′. Remember relation (5) from the proof of proposition 1, the tangent direction to
each W s(x,Σ) is contracted at an exponential rate ‖DRn(x)eˆsx‖ ≤ Ce−βtn(x), with C = Kκ
and β = − log λ > 0. Suppose that the cross-sections in Ξ are δ-GCS. Take n such that
tn(x) > t1 as in proposition 1 with t1 satisfying
Ce−βt1 sup {l(W s(x,Σ)) : x ∈ Σ} < δ and Ce−βt1 < 1
2
, (13)
where l(W s(x,Σ)) is the length of W s(x,Σ).
Lemma 11. Let n be satisfying the above. Given δ-Good Cross-Sections, Σ,Σ′ ∈ {Σi}i.
If Rn : Σ(Σ′)n → Σ′ defined by Rn(z) = φtn(z)(z). Then,
1. Rn(W s(x,Σ)) ⊂ W s(Rn(x),Σ′) for every x ∈ Σ(Σ′)n, and also
2. d(Rn(y),Rn(z)) ≤ 1
2
d(y, z) for every y, z ∈ W s(x,Σ) and x ∈ Σ(Σ′)n.
We let {UΣi : i = 1, . . . , l} be a finite cover of Λ, as in the Lemma 10 where Σi are GCS,
and we set T3 to be an upper bound for the time it takes any point z ∈ UΣi to leave this
tubular neighborhood under the flow, for any i = 1, . . . , l. We assume without loss of
generality that t1 > T3.
Let t1 be as in equation (13) and consider Rn. If the point z never returns to one of the
cross-sections, then the map R is not defined at z. Moreover, by the Lemma 11, if Rn is
defined for x ∈ Σ on some Σ ∈ Ξ, then R is defined for every point in W s(x,Σ). Hence,
the domain of Rn|Σ consists of strips of Σ. The smoothness of (t, x) −→ φt(x) ensure
that the strips
Σ(Σ′)n = {x ∈ Σ : Rn(x) ∈ Σ′}
have non-empty interior in Σ for every Σ,Σ′ ∈ Ξ. Note that R is locally smooth for
all points x ∈ intΣ such that R(x) ∈ int(Ξ), by the Tubular Flow Theorem and the
smoothness of the flow, where int(Ξ) = {intΣi}li=1. Denote ∂jΞ = {∂jΣi}li=1 for j = s, u.
Lemma 12. The set of discontinuities of R in Ξ \ (∂sΞ∪ ∂uΞ) is contained in the set of
point x ∈ Ξ \ (∂sΞ ∪ ∂uΞ) such that, R(x) is defined and belongs to (∂sΞ ∪ ∂uΞ).
Proof. Let x be a point in Σ \ (∂sΣ ∪ ∂uΣ) for some Σ ∈ Ξ, not satisfying the condition.
Then R(x) is defined and R(x) belongs to the interior of some cross-section Σ′. By the
smoothness of the flow we have that R is smooth in a neighborhood of x in Σ. Hence,
any discontinuity point for R must be in the condition of the Lemma.
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Let Dj ⊂ Σj be the set of points sent by Rn into stable boundary points of some Good
Cross-Section of Ξ, if we define the set
Lj = {W s(x,Σj) : x ∈ Dj} ,
then the Lemma 11 implies that Lj = Dj. Let Bj ⊂ Σj be the set of points sent by Rn
into unstable boundary points of some Good Cross-Section of Ξ. Denote
Γj =
⋃
x∈Dj
W s(x,Σj) ∪Bj and Γ =
⋃
Γj ∪ (∂sΞ ∪ ∂uΞ).
Then, Rn is smooth in the complement Ξ \ Γ of Γ. Observe that if x ∈ Dj for some
j ∈ {1, . . . , l}, then
Rn(W s(x,Σj)) ⊂ ∂sΣ′ for some Σ′ ∈ Ξ.
We know that ∂sΞ∩Λ = ∅, thenRn(W s(x,Σj))∩Λ = ∅. This implies that W s(x,Σj)∩Λ =
∅ for all x ∈ Dj. Moreover, if x ∈ Bj, then Rn(x) ∈ ∂uΣ′ for some Σ′ ∈ Ξ, we know that
∂uΞ∩Λ = ∅, this implies that Bj ∩Λ = ∅. Therefore, Γj ∩Λ = ∅ for all j ∈ {1, . . . , l}, so
Γ ∩ Λ = ∅. Thus, if x ∈ Λ ∩ Ξ, then Rn(x) is defined and Rn(x) ∈ int(Ξ).
Let x ∈ Λ∩Σj, then x ∈ Σj \(Γj ∪ ∂sΣj ∪ ∂uΣj) and Rn(x) is defined and Rn(x) ∈ Σi∩Λ
for some i ∈ {1, . . . , l}. The above implies that Λ ∩ Ξ is an invariant set for Rn and by
Proposition 1, Λ ∩ Ξ is hyperbolic set for Rn and since Λ ∩ Ξ is invariant for R, then
Λ ∩ Ξ is hyperbolic for R, and
Λ ∩ Ξ ⊂
⋂
n∈Z
R−n(
l⋃
i=1
Σi).
3.5 Hausdorff Dimension of Hyperbolic set of R
Now we are going to estimate of HD(Λ ∩⋃li=1 Σi).
Lemma 13. The set Λ satisfies
Λ ⊂
⋃
t∈R
φt(
⋂
n∈Z
R−n(Λ ∩
l⋃
i=1
Σi)) =
⋃
t∈R
φt(Λ ∩
l⋃
i=1
Σi) ⊂
⋃
t∈R
φt(
⋂
n∈Z
R−n(
l⋃
i=1
Σi)).
Proof. Remember that Λ ⊂ ⋃li=1 UΣi , where Ui = φ(−,)(intΣi). Let z ∈ Λ, then there is
tz such that z = φ
tz(x) with x ∈ int(Σs) for some s. This implies that x ∈ Λ ∩
⋃l
i=1 Σi
and R(x) ∈ int(Σj) for some j, so R(x) ∈ int(Ξ). Analogously, Rn(x) ∈ int(Ξ), i.e.,
Rn(x) ∈ Λ ∩ Ξ for all n ∈ Z. Hence, x ∈ ⋂n∈ZR−n(Λ ∩ (⋃li=1 Σi)), therefore z ∈
φtz
(⋂
n∈ZR−n(Λ ∩ (
⋃l
i=1 Σi))
)
.
Lemma 14. The Hausdorff Dimension of Λ∩(⋃li=1 Σi) and ⋂n∈ZR−n(⋃li=1 Σi) satisfies,
HD
(⋂
n∈Z
R−n(
l⋃
i=1
Σi)
)
≥ HD
(
Λ ∩ (
l⋃
i=1
Σi)
)
≥ HD(Λ)− 1
and thus HD(Λ ∩ (⋃li=1 Σi)) ∼ 2.
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Proof. Take a bi -infinite sequence
· · · < t−k < t−k+1 < · · · < t0 < t1 < · · · tk < · · ·
such that |tk − tk+1| < α with α is very small, then
Λ ⊂ ⋃+∞k=−∞ φ[tk,tk+1](Λ ∩ (⋃li=1 Σi)) := ⋃+∞k=−∞Ak
since HD(Λ) ∼ 3 and HD(Λ) ≤ supkHD(Ak). Then there exists k0 such that
HD(Ak0) ∼ 3.
For α very small, the map
ψ :
(
Λ ∩ (⋃li=1 Σi))× [tk, tk+1] −→ Ak defined by
(x, t) 7−→ φt(x)
is Lipschitz. We see this since ψ = φ/(Λ∩(
⋃l
i=1 Σi))×[tk,tk+1] where φ/(
⋃l
i=1 Σi)×[tk,tk+1] is a
diffeomorphism, for |tk+1 − tk| < α and α very small. Therefore, HD(Λ) ∼ HD(Ak0) ≤
HD
((
Λ ∩⋃li=1 Σi)× [tk0 , tk0+1]). Call Ik0 = [tk0 , tk0+1], we have the following inequality
:
HD
(
Λ ∩
l⋃
i=1
Σi)× Ik0
)
≤ HD
(
Λ ∩
l⋃
i=1
Σi
)
+D(Ik0),
where D is a upper box counting dimension of Ik0 , is easy to see that D(Ik0) = 1 (cf.
[Fal85]). Thus,
HD(Λ) ∼ HD
(
(Λ ∩
l⋃
i=1
Σi)× Ik0
)
≤ HD
(
Λ ∩
l⋃
i=1
Σi
)
+D(Ik0) = HD
(
Λ ∩
l⋃
i=1
Σi
)
+1.
Hence, HD(Λ ∩⋃li=1 Σi) ∼ HD(Λ)− 1 ∼ 2.
4 Markov and Lagrange Spectrum For Geodesic Flow
Let M be a complete noncompact surface M such that the Gaussian curvature is bounded
between two negative constants and the Gaussian volume is finite. Let φ be the vector
field defining the geodesic flow. In this section we prove that the dynamical Lagrange and
Markov spectrum has interior non empty, for vector field and geodesic flow close to φ.
4.1 The Interior of Spectrum for Perturbations of φ
The objective of this section is to prove the following theorems.
Theorem 1. Let M be as above, let φ be the geodesic flow, then there is X a vector field
sufficiently close to φ such that
intM(f,X) 6= ∅ and intL(f,X) 6= ∅
for a dense and C2-open subset U of C2(SM,R). Moreover, the above holds for a neigh-
borhood of {X} × U in X1(SM) × C2(SM,R), where X1(SM) is the space of C1 vector
field on SM .
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Theorem 2. Let M be as above, let φ be the geodesic flow, then there is X a vector field
sufficiently close to φ such that
intM(f ◦ pi,X) 6= ∅ and intL(f ◦ pi,X) 6= ∅
for a dense and C2-open subset V of C2(M,R). Moreover, the above holds for a neighbor-
hood of {X} × V in X1(SM) × C2(M,R), where X1(SM) is the space of C1 vector field
on SM .
To prove this theorems we use the results of section 3 and [MRn13] and a construction
for obtain the property V (cf. section 5.5 and [MY01]).
In section 3 it was proven that there are a finite number of C1-GCS, Σi pairwise dis-
joint and such that the Poincare´ map R (map of first return) of Ξ := ⋃li=1 Σi
R : Ξ→ Ξ
satisfies:
• ⋂n∈ZR−n(Ξ) := ∆ is hyperbolic set for R.
• HD (∆) ∼ 2.
We can assume without loss of generality that the GCS Σi are C
∞-GCS.
4.1.1 The Family of Perturbation
Now we describe the family of perturbations of R for which we can find the property V
(cf. subsection 5.5 and [MY01]). Let R be a Markov partition of ∆ = ∩n∈ZR−n(Ξ).
Is selected once and for all a constant c0 > 1. For all 0 < ρ < 1, then we denote R(ρ) the
set of words a of R such that c0
−1ρ ≤ |I(a)| ≤ c0ρ. We consider a partition R˜1 of ∆ in
rectangle whose two sides are approximately sized ρ2/m. A rectangle denotes here a part
of ∆ consisting of points with itinerary prescribed for a certain time interval; a word of
R, which prescribes the route is associated with said rectangle. Among the rectangles on
R˜1 preserves only those for which no word in R(ρ
1
2m ) appears no more than once in the
associated word. Called R1 the set of associated words.
For each a ∈ R1 denotes R(a) the associated rectangle; construct a vector field Xa having
the following properties:
• On R(a), Xa is constant, the size of the order of approximately ρ1+1/m directed the
unstable direction;
• Xa is the size ρ1/m in the Cm/2-topology.
Clearly, the condition latter ensures that time one of the flow of X is, if m is large and ρ
small, in a neighborhood of idΞ beforehand prescribed in C
∞-topology.
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We equip Ω = [−1,+1]R1 the normalized Lebesgue measure; for w ∈ Ω. Let
Xw = −cX
∑
a
w(a)Xa,
Rw = R ◦ Φw,
where Φw denotes the time one of the flow Xw. Note that the “sum” in the definition of
Xw has at each point of
⋃
R(a) at most one nonzero term.
4.1.2 Realization of the Perturbation
In [MY10] was proven that for cX large enough, appropriately chosen, there are many
parameters w such that (Rw,∆w) has the property V (cf. subsection 5.5), where ∆w is
the continuation of the hyperbolic set ∆ for Rw.
Lemma 15. Let R be as above, w ∈ Ω and the vector field Xw, then there is a vector
field Gw sufficiently close to φ such that Rw is the Poincare´ map, (map of first return) to
Ξ by the flow of Gw.
Proof. The argument is made on the R(a) with R(a) ∈ R1. Fix w ∈ Ω = [−1,+1]R1 , w =
(w(a))a∈R1 . Then, on sufficiently small neighborhood of R(a) in Ξ is defined the vector
field −CXw(a)Xa := Ya. Now we can extend this vector field in a neighborhood of R(a) in
SM as follows: Suppose that R(a) ⊂ Σ ∈ Ξ. Let βa > 0 such that φt(Va)∩(Ξ\Σi) = ∅ for
all t ∈ [0, βa), where Va ⊃ R(a) neighborhood of R(a) in Σ and such that Ya is defined and
Ya = 0 in Σ\Va. Put V˜a := φ[0,βa)(Va) a neighborhood of R(a) in SM . This neighborhood
can be seen as Va × [0, βa). Define the vector field Y˜a on V˜a by Y˜a(φt(z)) = Dφtz(Ya(z)).
Let ϕa be a smooth real function defined in Va × [0, βa) such that
ϕa =

1 in Va × [0, βa4 );
0 in Va × [βa2 , βa)
.
Put the vector field Za = ϕaY˜a defined in Va × [0, βa). Note that by definition
Za = 0 in Σ× [0, βa) \ Va × [0, βa/2). (14)
We will describe the relation between the diffeomorphism of time one of Za say ΦZa and
the diffeomorphism of time one of Ya, say ΦYa in Va. In fact:
Let 0 ≤ t0 < βa4 , z ∈ Va, take α(t) an integral curve of the vector field Ya with α(0) = z
contained in Va. Then we consider the curve η(t) = φ
t0(α(t)). Therefore, as ϕa(η(t)) = 1,
we have
η′(t) = Dφt0α(t)(α
′(t)) = Dφt0α(t) (Ya(α(t)))
= Y˜a
(
φt0(α(t))
)
= Y˜a (η(t)) = ϕaY˜a(η(t)) = Za(η(t)).
So, we have the following equation
ΦZa(φ
t0(z)) = φt0
(
ΦYa(z)
)
. (15)
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Varying t0 ∈ [0, βa4 ) and differentiating the equation (15) with respect to t0, implies
D(ΦZa)φt(z)
(
φ(φt(z))
)
= φ
(
φt
(
ΦYa(z)
))
for z ∈ Va,
where φ is the vector field defining the geodesic flow. Note that ΦZa = ΦYa on Va, call
ha := ΦZa . Then
D(ha)φt(z)(φ(φ
t(z))) = φ
(
φt(ha(z))
)
for (z, t) ∈ Va × [0, βa/4). (16)
Define the vector field Ga(x) = (Dha)
−1
ha(x)
(φ(ha(x))) for x ∈ V˜a, then by (15) and (16)
we have
Ga(x) = φ(x) for any x ∈ Va × [0, βa/4).
And by (14)
Ga(x) = φ(x) for any x ∈ Σ× [0, βa) \ Va × [0, βa/2).
These last two relations implies that Ga is a smooth vector field that coincides with φ
outside of Va × [βa4 , βa2 ).
Let β(t) be the geodesic φt (ha(z)) with z ∈ Va, define α(t) = h−1a (β(t)), then
α′(t) = (Dha)
−1
β(t)
(β′(t)) = (Dha)
−1
β(t)
(φ(β(t)))
= (Dha)
−1
ha(α(t))
(φ (ha(α(t)))) = Ga(α(t))
this α(t) is an integral curve of Ga in z.
Since Ga = φ outside of neighborhood of Va × [βa4 , βa2 ) in SM , then the integral curve of
vector field Ga passing by z coincides with the orbit of geodesic flow of ha(z) outside of
neighbourhood Va × [βa4 , βa2 ) of z in SM .
In particular, denoting RGa : Ξ→ Ξ the Poincare´ map of vector field Ga, we have that if
z ∈ R(a) and ha(z) ∈ (R(a)) then
(R ◦ ha) (z) = RGa(z).
Now for each R(a) ∈ R1 we can assume that suppYa := {x : Ya(x) 6= 0} the support
vector field Ya, are pairwise disjoint. So for each R(a) ∈ R1 the vector field Ga can be
constructed such that the sets suppφGa = {z ∈ SM : Ga(z) 6= φ(z)} are disjoint. Define
the smooth vector field
Gw(z) =

Ga(z) if z ∈ suppφGa;
φ(z) otherwise
than satisfies Rw = R◦Φw = RGw , where RGw is the Poincare´ map of vector field Gw.
Remark 9. Note that since Xa is small size, then taking βa sufficiently small. Then Ga
can be constructed close to φ. Therefore Gw is close to φ.
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4.1.3 Combinatorial Arguments
The following Lemma is combinatorial and will be used to show the Lemma 17.
Lemma 16. Let A = (aij)1≤i,j≤n be a matrix such that aij ∈ {0, 1} for any i, j and
|{(i, j) : aij = 1}| ≥ 99100n2, then tr(Ak) ≥
(
n
2
)k
for all k ≥ 2. Moreover, there is a set
Z ⊂ {1, 2, . . . , n} with |Z| ≥ 4n
5
such that, for any k ≥ 2 and any i, j ∈ Z, we have
(Ak)ij ≥ 4
5
(
3
5
)k−2
· nk−1.
Remember that if B = (bij)1≤i,j≤n is a square matrix, then tr(B) =
∑n
i=1 bii denotes the
trace of B.
Proof. There is X ⊂ {1, 2, . . . , n} with |X| ≥ 9n
10
such that, for any i ∈ X,
|{j ≤ n : aij = 1}| ≥ 9n10 . Indeed, if there are more than n10 lines in the matrix, each with
at least n
10
null entries, then the number of null entries of the matrix is greater that n
2
100
,
and so |{(i, j) : aij = 1}| < n2 − n2100 = 99n100 which is a contradiction.
Analogously, there is Y ⊂ {1, 2, . . . , n} with |Y | ≥ 9n
10
such that, for any j ∈ Y ,
|{i ≤ n : aij = 1}| ≥ 9n10 . Let Z = X ∩ Y ; we have |Z| ≥ 9n10 + 9n10 − n = 4n5 . If i, j ∈ Z,
then
(A2)ij =
n∑
r=1
airarj =
∑
r∈Ai∩Bj
airarj = |Ai ∩Bj| ≥ 9n
10
+
9n
10
− n = 4n
5
,
where Ai = {j ≤ n : aij = 1} and Bj = {i ≤ n : aij = 1}. We will show by induction that
if i, j ∈ Z, then
(Ak)ij ≥ 4
5
(
3
5
)k−2
· nk−1 for all k ≥ 2.
In fact, the case k = 2 was proved above and, given k ≥ 2 for which the statement is true,
we have
(Ak+1)ij =
n∑
r=1
(Ak)ir · arj ≥
∑
r∈Z
(Ak)ir · arj ≥ |Z \ {r ∈ Z : arj = 0}| · 4
5
(
3
5
)k−2
· nk−1
≥
(
4n
5
− n
10
)
4
5
(
3
5
)k−2
· nk−1 > 4
5
(
3
5
)k−1
· nk,
since |{r ∈ Z : arj = 0}| ≤ n10 .
Thus, for all k ≥ 2
tr(Ak) ≥
∑
i∈Z
(Ak)ii ≥ 4n
5
· 4
5
(
3
5
)k−2
· nk−1 >
(
3
5
)k
· nk >
(n
2
)k
.
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Remark 10. Suppose that the matrix A as in Lemma 16, is the matrix of transitions
for a regular Cantor set K with Markov partition R = {R1, R2, · · · , Rn} defined by an
expansive map ψ satisfying C−1/ε < |ψ′(x)| < C/ε, ∀x ∈ ∪i≤nRi, for a suitable constant
C (with logC  log ε−1). From Lemma 16 we get a set Z of indices with |Z| ≥ 4n
5
. Fix
indices i˜, j˜ ∈ Z such that ai˜j˜ = 1. Consider a Markov partition for ψk+2 corresponding to
the words in the set
X = {j˜r1r2 · · · rk i˜ : ri ≤ n and aj˜r1 = ar1r2 = · · · = ark−1rk = ark i˜ = 1}.
By Lemma 16, |X| = (Ak+1)i˜j˜ ≥ 45
(
3
5
)k−1 ·nk > (n
2
)k
, since ai˜j˜ = 1 any transition between
two words in X is admissible.
Consider the regular Cantor set
K˜ := {α1α2α3 . . . |αi ∈ X, ∀i ≥ 1} ⊂ K.
Take k large. We have |(ψk+2)′| < (C
ε
)k+2
, and this implies that
HD(K˜) >
log
(
N
2
)k
log
(
C
ε
)k+2 = kk + 2 · log n− log 2logC − log ε = (1−o(1)) log nlog(ε−1) = (1−o(1)) log nlog(C−1/ε) ≥
≥ (1− o(1))HD(K). It follows that HD(K˜) ∼ HD(K) ∼ log n
log(ε−1)
.
The following Lemma says as is the behaviour of the horseshoe ∆ when it is intersected
by a finite number of C1-curves.
Lemma 17. Intersection of curves with ∆
Let α = {αi : [0, 1] → Ξ, i ∈ {1, . . . ,m}} be a finite family of C1-curves. Then for
all  > 0 there are sub-horseshoes ∆sα, ∆
u
α of ∆ such that ∆
s,u
α ∩ αi([0, 1]) = ∅ for any
i ∈ {1, . . . ,m} and
HD(Ksα) ≥ HD(Ks)−  and HD(Kuα) ≥ HD(Ku)− ,
where Ksα, K
s are regular Cantor sets that describe the geometry transverse of the un-
stable foliation W u(∆sα), W
u(∆) respectively, and Kuα, K
u are regular Cantor set that
describe the geometry transverse of the stable foliation W s(∆uα), W
s(∆), respectively (cf.
subsection 5.4).
We will prove this result for the stable Cantor set. For the unstable Cantor set the proof
is analogous.
Before starting the proof of the Lemma we introduce some definitions and remarks.
Let us fix a Markov partition R of ∆ as above and a point p ∈ ∆. Given R(a) ∈ R for
a = (ai1 , · · · , air) denote |(ai1 , · · · , air)| the diameter of the projection on W sloc of R(a) by
the foliation Fu (cf. the construction of Ks(p) in the subsection 5.4 at the appendix). Fix
ar, as such that the pair (ar, as) is admissible. Let  > 0, we have the following definition.
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Definition 2. A piece (ai1 , · · · , aik) (in the construction of Ks) is called an -piece if
|(ai1 , · · · , aik)| <  and |(ai1 , · · · , aik−1)| ≥ .
Put
X = {-piece (ai1 , · · · , aik) : i1 = s and ik = r} = {θ1, . . . , θN}.
Notice that θiθj is a admissible word for every i, j ≤ N . We define
K(X) := {θj1θj2 · · · θjk · · · |θji ∈ X,∀i ≥ 1} ⊂ Ks.
Notice that N ∼ −ds where ds = HD(Ks), and so HD(K(X)) is close to HD(Ks)
provided  is small enough.
Dividing the curves in smaller curves if necessary, we can assume that the finite family α
is formed by curves that are graphs of C1-functions of W s(∆) on W u(∆) or from W u(∆)
on W s(∆).
Denote by Iθi the interval associated with θi in the construction of K
s. There is a constant
C > 1 (which depends on the geometry of the horseshoe ∆, but not on ) such that
C−1 < |Iθi | < C.
For each Iθi , with θi = (ai1 , · · · , aik), we associate the interval I ′θti corresponding to the
transposed sequence θti = (aik , · · · , ai1) in the construction of Ku (unstable Cantor set) -
by an abuse of language, we will say that the interval I ′
θti
is the transposed interval of Iθi
(and vice-versa). Then, since ∆ is horseshoe there exists β ≥ 1 (which depends on the
geometry of the horseshoe ∆, but not on  or k) such that
C−1|Iθi |β < |I ′θti | < C|Iθi |
1/β.
Remark 11. In the conservative case (i.e. when the horseshoe is defined by a diffeomor-
phism which preserves a smooth measure), the above inequality holds with β = 1. This
will be useful in the section 4.2.2.
Proof of Lemma 17.
- First case. (Graph of a C1-function from W s(∆) on W u(∆)). In this case, consider the
image P of Iθi by this function. Then C and  can be taken such that |P | ≤ C2. Let P ′,
the smallest interval of the construction of Ku containing P . Then, if J ∈ W s(∆) is the
transposed interval of P ′, we have |J | ≤ (C2)1/β. Then
#{Iθj : Iθj ⊂ J} ≤ C
(
(C2)1/β

)ds
= C˜ds(1/β−1).
Thus,
#{(Iθi , I ′θtj) : Iθi × I
′
θtj
intersects the curve} ≤ −dsC˜ds(1/β−1) = C˜ds(1/β−2)  −2ds .
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- Second case. (Graph of a C1-function from W u(∆) on W s(∆)). In this case, consider the
image J ′ of I ′
θti
. Then, |J ′| ≤ c|I ′
θti
| ≤ c(C)1/β, (J ′ is the image of I ′
θti
by a C1-function),
so we have analogously
#{Iθi : Iθi ⊂ J ′} ≤ Cˆds(1/β−1).
And
#{(Iθi , I ′θtj) : Iθi × I
′
θtj
intersects the curve} ≤ −dsC˜ds(1/β−1) = Cˆds(1/β−2)  −2ds .
Note that −2ds ∼ N2 = total number of transitions θiθj.
We say that θUθV is a prohibited transition iff some curve of the family α intersects the
rectangle IθU × I ′θtV .
Consider the admissible word θiθjθkθs with θi, θj, θk, θs ∈ X. This word generates an
interval of size of the order of 4 in the construction of Ks.
We say that θiθjθkθs is a prohibited word, if within there is a prohibited transition θUθV
θi︷ ︸︸ ︷−−− θj︷ ︸︸ ︷−−− θk︷ ︸︸ ︷−−− θs︷ ︸︸ ︷−−−
−−︸︷︷︸
ρ
−−−−−−︸ ︷︷ ︸
θV θV
−−−−︸ ︷︷ ︸
β
.
Denote by PW the set of the prohibited words θiθjθkθs. We want to now estimate |PW |.
In fact: |Iρ||Iβ| ∼ 2 ∼ 2−2n, then there is t ≤ 2n such that |Iρ| ∼ 2−t and |Iβ| ∼ 2t−2n.
Thus, #{Iρ} ∼ (2−t)−ds = 2tds and #{Iβ} ∼ (2−(2n−t))−ds = 2(2n−t)ds . Therefore for some
constant C˜ > 1 (as in the first part of the proof), we have that
|PW | ≤ C˜ · (2n) · 2tds2(2n−t)dsds(1/β−2) ≤ 2C˜ log −1ds(1/β−4)  −4ds
the last inequality follows from 2C˜(log −1)ds/β  1.
Then, the total of prohibited words θiθjθkθs is much less than 
−4ds ∼ N4, the total
number of words θiθjθkθs.
Consider A = (a(i,j)(k,s)) for (i, j), (k, s) ∈ {1, . . . , N}2 the matrix defined by
a(i,j)(k,s) =

1 if θiθjθkθs is not prohibited;
0 if θiθjθkθs is prohibited for some θUθV .
Put θ˜ij = θiθj for i, j ≤ N . Define K˜ the regular Cantor set
K˜ := {θ˜i1j1 θ˜i2j2 · · · θ˜injn · · · |a(ik,jk)(ik+1,jk+1) = 1,∀k ≥ 1} ⊂ Ks.
By the previous discussion we have #{a(i,j)(k,s) : a(i,j)(k,s) = 1} ≥ 99100(N2)2, so by the
Remark 10 we have HD(K˜) ∼ HD(K(X)) ∼ HD(Ks). Consider the sub-horseshoe of
∆ defined by
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∆sα :=
⋂
n∈Z
Rn
 ⋃
(i,j),(k,s)∈{1,2,...,N}2, a(i,j)(k,s)=1
(R(θ˜ij) ∩R−1(R(θ˜ks))
 ,
where R(θ˜ij) is the rectangle associated to the word θ˜ij.
Then the stable regular Cantor set Ksα describing the transverse geometry of the unstable
foliation W u(∆sα) is equal to K˜ . Then by the above discussion we have that
HD(Ksα) ∼ HD(Ks),
and by definition of ∆sα we have that ∆
s
α ∩ αi = ∅,∀i ≤ m. This concludes the proof.
4.1.4 Regaining the Spectrum
Given F ∈ C0(SM,R), we can define the function maxFφ : Ξ→ R by
maxFφ(x) := max
t−(x)≤t≤t+(x)
F (φt(x))
where t−(x), t+(x) are such that R−1(x) = φt−(x)(x) and R(x) = φt+(x)(x).
Note that this definition depends on the geodesic flow φt, or equivalently the vector field
φ. Note also that maxFφ is always a continuous function, but even if F is C
∞, maxFφ
can be only a continuous function. In what follows we try to give some “differentiability”
to maxFφ at least for F ∈ C2(SM,R) (see Lemma 18).
Consider the set
O = {F ∈ C∞(SM,R) : maxFφ(x) = F (φt(x)(x)) and t−(x) < t(x) < t+(x) for all x ∈ DR} ,
where DR is the domain of R.
Is easy to see that the set O is open and dense subset of C∞(SM,R).
Remark 12. Let x ∈ int(Σ) with Σ ∈ Ξ such that R(x) = φt+(x)(x) ∈ int(Ξ), by The
Large Tubular Flow Theorem, there exists a neihgborhood Ux ⊂ Σ of x, a diffeomorphism
ϕ : Ux × (−, t+(x) + ) → ϕ(Ux × (−, t+(x) + )) ⊂ SM such that Dϕ(z,t)(0, 0, 1) =
φ(ϕ(z, t)) for (z, t) ∈ Ux × (−, t+(x) + ). Moreover, as the elements of the Markov
partition are disjoint, has small diameter and ∆ is compact, then, we can suppose that
there is a finite number an open set Uxi such that Uxi ∩ Uxj = ∅ and ∆ ⊂
⋃
Uxi for some
xi ∈ ∆. Denote ϕi : Uxi × (−, t+(xi) + ) → ϕi (Uxi × (−, t+(xi) + )) ⊂ SM such that
(Dϕi)(z,t)(0, 0, 1) = φ(ϕi(z, t)).
Remark 13. Let F ∈ O, consider the function f(x1, x2, x3) = F ◦ϕi(x1, x2, x3), we want
to see the behaviour of the critical points of F ◦ ϕi|{z}×(−,t+(z)+). Let δ be small regular
value of ∂f
∂x3
(z1, z2, z3), then fδ(x1, x2, x3) = f(x1, x2, x3) − δx3 has 0 as regular value,
so
(
∂fδ
∂x3
)−1
(0) := Sδ is a surface. We want that this surface does not contain an open
consisting of orbits of the flow. Observe also that if (0, 0, 1) ∈ TzSδ for z = (z1, z2, z3),
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then D
(
∂fδ
∂x3
)
z
(0, 0, 1) = 0, this implies that
∂2fδ
∂x23
(z) = 0 so, z ∈
{
x : ∂
2fδ
∂x23
(x) = 0
}
.
Thus, (z, t0) is the critical point of fδ|{z}×(−,tz+), then (z, t0) ∈ Sδ. Moreover, if (z, t0) is
degenerate, then (0, 0, 1) ∈ TzSδ.
Lemma 18. There exists a dense Bφ ⊂ C∞(SM,R) and C2-open such that given β > 0,
then for any F ∈ Bφ there are sub-horseshoe ∆s,uF of ∆ with HD(KsF ) ≥ HD(Ks) − β,
HD(KuF ) ≥ HD(Ku)− β and a Markov partition Rs,uF of ∆s,uF , respectively, such that the
function maxFφ|Ξ∩Rs,uF ∈ C1(Ξ ∩R
s,u
F ,R), where K
s,u
F , K
s,u as in Lemma 17.
Proof. We prove the Lemma for ∆sF , for ∆
u
F is analogue. Let F ∈ C∞(SM,R) and
f = F ◦ϕi as above, with Ui ⊂ Σ, we want to perturb f by a fδ(x1, x2, x3) = f(x1, x2, x3)−
δx23
2
− cx3 such that
{
z : ∂fδ
∂x3
(z) = 0
}
and
{
z : ∂
2fδ
∂x23
(z) = 0
}
are surfaces which intersect
transversely and put
Jδ(xi) :=
{
z :
∂fδ
∂x3
(z) = 0
}
t
{
z :
∂2fδ
∂x23
(z) = 0
}
. (17)
In fact:
Let δ be small regular value of ∂
2f
∂x23
, so
{
z : ∂
2fδ
∂x23
(z) = 0
}
:= S˜δ is surface for all c ∈ R.
Therefore, consider the function
(
∂f
∂x3
− δx3
)
|S˜δ , ∂f∂x3 − δx3 restrict to S˜δ. Thus taking
c small a regular value of
(
∂f
∂x3
− δx3
)
|S˜δ , we have that fδ satisfies (17). Therefore, by
Remark 13 the surface
{
z : ∂fδ
∂x3
(z) = 0
}
does not contain an open consisting of orbits of
the flow. Call αxi the projection of curves Jδ(xi) along of the flow on Σ. Thus, considering
the finite family of curve α := {αxi}, then by Lemma 17, given β > 0 small there is a
sub-horseshoe ∆α such that
HD(Ksα) ≥ HD(Ks)− β and ∆α ∩ αi = ∅.
For x ∈ ∆α holds that the critical points of fδ|{x}×(−,t+(x)+) are non-degenerates and
therefore finite. Thus, the critical points of fδ are locally graphs of a finite number of
functions ψj, that is, are locally {(x1, x2, ψj(x1, x2)); 1 ≤ j ≤ k}. Since we want the
function maxfδ be C
1, we have to rid of the points (x1, x2) such that for i 6= j
fδ(x1, x2, ψi(x1, x2)) = fδ(x1, x2, ψj(x1, x2)).
In fact:
Let g1j(x1, x2) = fδ(x1, x2, ψ1(x1, x2))−fδ(x1, x2, ψj(x1, x2)) for j 6= 1 and let γ1 > 0 small
regular value of g1j for all j 6= 1. Take ξ1 a C∞-function close to the constant function
0 and equal to −γ1 in neighborhood of {z = ψ1(x1, x2)} and 0 outside. So, the function
fδ + ξ1 is close to fδ. Now we define the function
gγ11j (x1, x2) = (fδ + ξ1)(x1, x2, ψ1(x1, x2))− (fδ + ξ1)(x1, x2, ψj(x1, x2)) = g1j(x1, x2)− γ1.
Put f1 := fδ + ξ1 and define g2j(x1, x2) = f1(x1, x1, ψ2(x1, x2))− f1(x1, x2, ψj(x1, x2)) for
j 6= 2 and let γ2 > 0 small regular value of g2j for all j 6= 2. Take ξ2 a C∞-function close
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to the constant function 0 and equal to −γ2 in neighborhood of {z = ψ2(x1, x2)} and 0
outside. So, the function f1 + ξ2 is close to fδ. Now we define the function
gγ22j (x1, x2) = (f1 + ξ2)(x1, x2, ψ2(x1, x2))− (f1 + ξ2)(x1, x2, ψj(x1, x2)) = g2j(x1, x2)− γ2.
Inductively, define fs−1 = fs−2 + ξs−1 and
gsj(x1, x2) = fs−1(x1, x2, ψs(x1, x2))− fs−1(x1, x2, ψj(x1, x2))
for j 6= s. Let γs > 0 small regular value of gsj for all j 6= s. Take ξs a C∞-function close
to the constant function 0 and equal to −γs in neighborhood of {z = ψs(x1, x2)} and 0
outside. So, the function fs := fs−1 + ξs is close to fδ. Now we define the function
gγssj (x1, x2) = fs(x1, x2, ψs(x1, x2))− fs(x1, x2, ψj(x1, x2)) = gsj(x1, x2)− γs.
Therefore, for each s = 1, . . . , k − 1, we have that Γs :=
⋃
j 6=s
(gγssj )
−1(0) are a finite number
of curves in Ui ⊂ Σ. So, consider of finite family of curves Γ =
k−1⋃
s=1
{Γs}, then by Lemma
17 there is a sub-horseshoe ∆Γ of ∆α such that
HD(KsΓ) ≥ HD(Ksδ )− β ≥ HD(Ks)− 2β and ∆Γ ∩ Γ = ∅. (18)
Consider the function fδ + ξ
k;i, where ξk;i := ξ1 + · · ·+ ξk−1, then if l < j, we have
(fδ + ξ
k;i)(x1, x2, ψj(x1, x2)) − (fδ + ξk;i)(x1, x2, ψl(x1, x2)) =
(fδ + ξ1 + · · ·+ ξj)(x1, x2, ψj(x1, x2)) − (fδ + ξ1 + · · ·+ ξl)(x1, x2, ψl(x1, x2)) =
(fδ + ξ1 + · · ·+ ξj)(x1, x2, ψj(x1, x2)) − (fδ + ξ1 + · · ·+ ξl + · · ·+ ξj)(x1, x2, ψl(x1, x2))
= gγljl (x1, x2).
Thus, if (x1, x2) ∈ ∆Γ, then
(fδ + ξ
k;i)(x1, x2, ψj(x1, x2)) 6= (fδ + ξk;i)(x1, x2, ψs(x1, x2)) for all j 6= s. (19)
As the tubes Ui× (−, t+(xi) + ) are disjoint and each is defined a function fδ + ξk;i close
to f = F ◦ϕi. Then we have define a function G ∈ O ⊂ C∞(SM,R) close to F , with the
following properties:
-G = fδ+ξ
k;i on Ui×(−, txi+) andG = F outside of neighborhood of
⋃
i
(Ui × (−, t+(xi) + )).
-Take a Markov partition RΓ of ∆Γ with diameter small, then maxGφ|Ξ∩RΓ is a C1-
function.
The above is simply to observe the construction of G, and inequality (19), than implies
the critical point of G|{x}×(−,t+(x)+) is a unique point for x ∈ RΓ. Since G ∈ O, we have
the second item. Note also that by construction of G, we have that
∂G
∂x3
(x1, x2, ψk(x1, x2)) = 0 and
∂2G
∂x23
(x1, x2, ψk(x1, x2)) 6= 0 in Ui ∩RΓ.
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And this condition implies that, if H is C2 close to G, then there exists ψ˜k C
1-close to
ψk and such that holds
∂H
∂x3
(x1, x2, ψ˜k(x1, x2)) = 0 and
∂2H
∂x23
(x1, x2, ψ˜k(x1, x2)) 6= 0 in Ui ∩RΓ.
This last condition implies that there is a single maximum of H|{(x1,x2)}×(−,t+(x1,x2)+).
Thus maxHφ|Ξ∩RΓ is a C1-function.
Keeping the notation of the previous Lemma we have:
Corollary 2. The above property is robust in the following sense: If X is a vector field
C1-close to φ, then Bφ = BX and for any F ∈ BX , holds that maxFX ∈ C1(Ξ ∩Rs,uF ,R).
Proof. As time t+(x) the time of return of x ∈ Ξ to Ξ by the flow φ is bounded, then X
is a vector field sufficiently C1-close to φ, we have that for x ∈ Ξ the orbits φt(x) and
X t(x) of the vector field φ and X by x respectively, are close.
Let ϕ, ϕ˜ be diffeomorphism given by The Large Tubular Flow Theorem (for φ and
X, respectively, as above). Let F ∈ C∞(SM,R), then F ◦ϕ, F ◦ϕ˜ are C0-close. Moreover,
∂
∂x3
F◦ϕ(x) = DFϕ(x)Dϕx(0, 0, 1) = DFϕ(x)(φ(ϕ(x))) and ∂∂x3F◦ϕ˜(x) = DFϕ˜(x)Dϕ˜x(0, 0, 1)
= DFϕ˜(x)(X(ϕ˜(x))). Since φ is C
1-close of X, then F ◦ ϕ|{(x1,x2)}×(a,b) is C2-close of
F ◦ ϕ˜|{(x1,x2)}×(a,b).
Suppose that F ∈ Bφ, then by Lemma 18 there is a sub-horseshoe ∆F of ∆ and
Markov partition RF of ∆F such that maxFφ|Ξ∩RF is C1. Thus by construction in proof
of Lemma 18 we have that maxFX |Ξ∩RF is C1.
The Lemma 18, has a version for functions in C2(M,R), in fact:
Lemma 19. There exists a dense Cφ ⊂ C∞(M,R) and C2-open such that given β > 0,
then for any f ∈ Cφ there are sub-horseshoe ∆s,uf of ∆ with HD(Ksf ) ≥ HD(Ks) − β,
HD(Kuf ) ≥ HD(Ku)− β and a Markov partition Rs,uf of ∆s,uf , respectively, such that the
function max(f ◦ pi)φ|Ξ∩Rs,uf ∈ C1(Ξ ∩R
s,u
f ,R), where K
s,u
f , K
s,u as in Lemma 17.
The proof of this lemma (at least the first part) is slightly different from the proof of
Lemma 18, since the perturbations are made in M and not in SM .
Before to prove this lemma, we prove some auxiliary lemmas.
Remark 14. As ∆ is a hyperbolic set for R, then the set of fixed points is finite. Thus,
removing the ∆ these fixed points, we still have a sub-horseshoe (we still call ∆) with
almost the same Hausdorff dimension.
Lemma 20. Let U be an open set in SM such that U∩
⋃
(x,v)∈∆
{φt(x, v) : t ∈ (0, t+(x, v))} 6=
∅, then there exists a dense CU ⊂ C∞(M,R) and C2-open such that given β > 0, then for
any f ∈ CU there are sub-horseshoes ∆s,uf of ∆ with HD(Ksf ) ≥ HD(Ks)−β, HD(Kuf ) ≥
HD(Ku)− β, such that if (x, v) ∈ ∆s,uf and U ∩ {φt(x, v) : t ∈ (0, t+(x, v))} 6= ∅, then
#{t : φt(x, v) ∈ U and t is a critical point of f ◦ pi(φt(x, v))} <∞. (20)
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Proof. Without loss of generality, we can assume that U , of closure of U , is contained
in the image of a parametrization. Thus, let ϕ : V ⊂ R2 → M a parametrization of
M such that the set {∂ϕ
∂x
, ∂ϕ
∂y
} is an orthonormal basis. Let I be an interval such that
ϕ˜ : V × I → SM defined by ϕ˜(x, y, z) = (ϕ(x, y), cos z ∂ϕ
∂x
+ sin z ∂ϕ
∂y
) is a parametrization
of SM and U ⊂ ϕ˜(V × I).
Let f ∈ C∞(M,R), put F = f ◦pi, then in local coordinates F (x, y, z) = f ◦pi◦ϕ˜(x, y, z) =
f(ϕ(x, y)) and the vector field φ is φ(x, y, z) = (X1(x, y, z), X2(x, y, z), X3(x, y, z)).
Consider now the set
S = {(x, y, z) : 〈∇F (x, y, z), φ(x, y, z))〉 = 0}
=
{
(x, y, z) :
∂f
∂x
X1(x, y, z) +
∂f
∂y
X2(x, y, z) = 0
}
and
H = {(x, y, z) : 〈HessF (x, y, z)φ(x, y, z), φ(x, y, z)〉 = 0} ,
where HessF is the Hessian matrix of F , given by HessF (x, y, z) =
 ∂
2f
∂x2
∂2f
∂x∂y
0
∂2f
∂x∂y
∂2f
∂y2
0
0 0 0
.
So, H =
{
(x, y, z) : ∂
2f
∂x2
X21 + 2
∂2f
∂x∂y
X1X2 +
∂2f
∂y2
X22 = 0
}
. Now we would like perturb f so
that the sets S and H to be manifolds that intersect transversely. In fact:
Since the vector field φ is transverse to fiber, then X1 6= 0 or X2 6= 0. Suppose that
X1 6= 0, then put fδ(x, y) = f(x, y)− δx
2
2
− cx. Taking δ small a regular value of
L(x, y, z) :=
∂2f
∂x2
X21 + 2
∂2f
∂x∂y
X1X2 +
∂2f
∂y2
X22
X21
.
Then, the set Hδ := {L(x, y, z) = δ} is a regular surface for all c and
Hδ =
{
(x, y, z) :
∂2fδ
∂x2
X21 + 2
∂2fδ
∂x∂y
X1X2 +
∂2fδ
∂y2
X22 = 0
}
.
Consider now the function G(x, y, z) :=
(
∂f
∂x
− δx)X1 + ∂f∂yX2
X1
, let c be small a regular
value of G(x, y, z)|Hδ , G(x, y, z) restrict to Hδ. Thus, the regular surface
Sδ := {G(x, y, z) = c} =
{
(x, y, z) :
∂fδ
∂x
X1 +
∂fδ
∂y
X2 = 0
}
.
Therefore, by the choice of c we have that Jδ := Sδ t Hδ is a finite number of curves. Call
αδ, the projections of the curves Jδ along of the flow on Ξ. Then, by Lemma 17, given
β > 0 small there are a sub-horseshoes ∆s,uδ such that ∆
s,u
δ ∩ αδ = ∅ and
HD(Ks,uδ ) ≥ HD(Ks,u)− β.
Thus, if (x, v) ∈ ∆s,uδ , then the critical points of (fδ ◦ pi)(φt(x, v))|{t:φt(x,v)∈U} are non-
degenerates and therefore finite. Thus fδ satisfies (20). Also, the above condition is open
in C2(M,R).
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Corollary 3. There exists a dense C ⊂ C∞(M,R) and C2-open, such that given β > 0,
then for any f ∈ C there are sub-horseshoes ∆s,uf of ∆ with HD(Ksf ) ≥ HD(Ks) − β,
HD(Kuf ) ≥ HD(Ku)− β, such that if (x, v) ∈ ∆s,uf , then
#{t ∈ (0, t+(x, v)) : t is a critical point of f ◦ pi(φt(x, v))} <∞.
Proof. Since
⋃
x∈∆
⋃
t∈[0,t+(x)] φ
t(x) is a compact set, then there are a finite number of
open set U1, . . . , Un in SM , such that⋃
x∈∆
⋃
t∈[0,t+(x)]
φt(x) ⊂
n⋃
i=1
Ui.
Now, by Lemma 20 for each i = 1, . . . , n, there exists a dense CUi ⊂ C∞(M,R) and C2-
open and satisfies all conditions of Lemma 20.
Put C =
n⋂
i=1
CUi . Thus, give β > 0 and f ∈ C, in particular f ∈ CU1 . Then, there are
sub-horseshoes 1∆
s,u
f of ∆ with HD(1K
s
f ) ≥ HD(Ks)−β/n, HD(1Kuf ) ≥ HD(Ku)−β/n
and we have (20) for U1.
Again, as f ∈ CU2 , the Lemma 20 implies that there are sub-horseshoes 2∆s,uf of 1∆s,uf
with HD(2K
s
f ) ≥ HD(1Ks) − β/n, HD(2Kuf ) ≥ HD(1Ku) − β/n and we have (20) for
U1 and U2. In particular,
HD(2K
s
f ) ≥ HD(Ks)− 2β/n and HD(2Kuf ) ≥ HD(Ku)− 2β/n.
Repeating the same argument several times, applying Lemma 20, we found sub-horseshoes
n∆
s,u
f of ∆ with HD(nK
s
f ) ≥ HD(Ks)− β, HD(nKuf ) ≥ HD(Ku)− β and we have (20)
for U1, . . . , Un. Thus we conclude the proof of Corollary.
Consider now the set M of C2 Morse’s functions of M .
Let f ∈ M∩ C, since pi(⋃x∈∆⋃x∈[0,t+(x)] φt(x)) is a compact set, then the set of critical
points of f in pi(
⋃
x∈Ξ
⋃
x∈[0,t(x)] φ
t(x)) is finite and denote it by xf1 , . . . , x
f
k . Call αf the
set of projections of the fibers pi−1(xfi ) along of the flow. Thus, applying the Lemma 17 a
∆s,uf (of the Corollary 3, for β/2 > 0) and αf , we have two sub-horseshoes ∗∆
s,u
f of ∆
s,u
f ,
respectively, such that ∗∆
s,u
f ∩ αf = ∅ and
HD(∗Ksf ) ≥ HD(Ksf )− β/2 and HD(∗Kuf ) ≥ HD(Kuf )− β/2.
Therefore,
HD(∗Ksf ) ≥ HD(Ks)− β and HD(∗Kuf ) ≥ HD(Ku)− β.
Lemma 21. Let f ∈M∩ C and ∗∆s,uf as above. If (x, v) ∈ ∗∆s,uf and t0, t1 ∈ (0, t+(x, v))
are critical points of g(t) = f ◦ pi(φt(x, v)), then pi(φt0(x, v)) 6= pi(φt1(x, v)).
Proof. Suppose the contrary, that is, γv(t0) = γv(t1), where γv(t) = pi(φ
t(x, v)) is the
geodesic such that γv(0) = x and γ
′
v(0) = v. Then, g
′(t) = dfγt(v)γ
′
v(t) = 〈∇f(γv(t)), γ′v(t)〉,
by construction of ∗∆
s,u
f , we have that ∇f(γv(t)) 6= 0 for all t ∈ (0, t+(x, v)), since
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g′(t1) = g′(t2) = 0, then γ′v(t1) = −γ′v(t2) or γv(t1) = γv(t2). In the first case, we have a
contradiction by the uniqueness of the geodesic. In the second case, we have that γv(t) is
a closed geodesic, since t0, t1 ∈ (0, t+(x, v)), then (x, v) is a fixed point of R, and this is
a contradiction by Remark 14.
Proof of Lemma 19. Let us now consider the parametrizations given by Remark 12,
ϕi : Uxi×(−, t+(xi)+)→ ϕi (Uxi × (−, t+(xi) + )). Let f ∈M∩C, put Fi(x1, x2, x3) =
f ◦ ϕi(x1, x2, x3) the f in local coordinates. Then for x ∈ ∗∆s,uf , the critical points of
F |{x}×(−,t+(x)+) is finite. Thus the critical points of Fi|{z}×(−,t+(z)+) are locally graphs
of a finite functions ψj, that is, are locally {(x1, x2, ψj(x1, x2)); 1 ≤ j ≤ k}, by Lemma 21,
we can assume that
pi({z = ψi(x1, x2)}) ∩ pi({z = ψj(x1, x2)}) = ∅ for all i 6= j. (21)
Define a C∞-function, ξi close to the constant function 0 and equal to −γi (γi is appro-
priately taken as in proof of Lemma 18) in neighborhood of pi({z = ψi(x1, x2)}) and 0
outside. The equation (21) implies that the functions ξi ◦ pi have disjoint supports, there-
fore, the proof of the lemma follows similarly as the second part of the proof as Lemma
18.
Remark 15. By the proof of Lemma 19, the sub-horseshoe ∆s,uf has the property that
{pi(φt(z)) : z ∈ ∆s,uf } ∩ {Critical points of f } = ∅.
Corollary 4. The property of Lemma 19 is robust in the following sense: If X is a
vector field C1-close to φ, then Cφ = CX and for any f ∈ CX , holds that max(f ◦ pi)X ∈
C1(Ξ ∩Rs,uf ,R).
Consider now a surface S defined by (cf. section 4.2.1)
S = {(x, v) ∈ SM : ∃ t(x, v) such that γv(t(x, v)) = x and {v, γ′v(t(x, v))} are LI }
Proposition 2. This surface satisfies the following properties:
1. If z /∈ S, then there is  > 0 such that φt(z) /∈ S for all t ∈ (−, ).
2. If z ∈ S, then for all  > 0 small there exists a finite |tk| <  such that φtk(z) /∈ S.
Lemma 22. Keeping the same notation of Lemma 19, there exists Aφ ⊂ Cφ, C∞(M,R)-
dense and C2-open such that if fφ := max(f ◦pi)φ|Ξ∩Rs,uf for f ∈ Aφ there is zf a maximum
point of fφ in ∆
s
f ∪∆uf , with
fφ(zf ) > fφ(z) for all z ∈ (pi−1(pi(zf )) \ {zf}) ∩ (∆sf ∪∆uf ).
Proof. The condition of Lemma is clearly C2-open, to prove the density, we have to prove
simply that Aφ is dense in Cφ. In fact:
Let f ∈ Cφ and zf = (x, v) maximum point of fφ we can without loss of generality that
pi−1(pi(zf )) t Ξ and therefore #(pi−1(pi(zf )) ∩ Ξ) < ∞. Moreover, by Proposition 2, we
can assume that zf /∈ S. Suppose now that there is z = (x,w) ∈ pi−1(pi(zf )) ∩ (∆sf ∪∆uf )
such that fφ(zf ) = fφ(z), put z˜f and z˜ such that fφ(zf ) = f ◦ pi(z˜f ) = f ◦ pi(φt(zf )(zf ))
and fφ(z) = f ◦ pi(z˜) = f ◦ pi(φt(z)(z)). Thus we have the following affirmations:
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1. pi(z˜f ) 6= pi(z˜),
2. pi−1(pi(z˜f )) ∩ {φt(z) : t ∈ [t−(z), t+(z)]} = ∅.
Since 0 = d
dt
(f ◦ pi(φt(zf ))|t=t(zf ) = dfpi(z˜f )γ′v(t(zf )) and 0 = ddt(f ◦ pi(φt(z))|t=t(z) =
dfpi(z˜)γ
′
w(t(z)). Then, if pi(z˜f ) = pi(z˜), in any case, since ∆ does not contains fixed points
(cf. Remark 14) and zf /∈ S, we have that set {γ′v(t(zf )), γ′w(t(z))} ⊂ Tpi(z˜p)M are linearly
independent. This implies that dfpi(z˜f ) = 0, and by Remark 15 this is a contradiction.
This concludes the proof of 1.
Let us now prove 2, suppose by contradiction that φt1(z) ∈ pi−1(pi(z˜f )), then f◦pi(φt1(z)) =
f ◦ pi(z˜f ) = f ◦ pi(z˜) = f ◦ pi(φt(z)(z)), then by the uniqueness of the points of maximum
f ◦ pi(φt(z)), we have that t1 = t(z), i.e., z˜ = φt(z)(z) = φt1(z) ∈ pi−1(pi(z˜f )), which is a
contradiction with 1.
The property 2 above, implies that for all z ∈ (pi−1(pi(zf )) \ {zf}) ∩ (∆sf ∪ ∆uf ) with
fφ(zf ) = fφ(z), there are neighborhoods Vz of z in Ξ and Upi(z˜f ) of pi(z˜f ) such that(⋃
y∈Vz
{φt(y) : t ∈ [t−(y), t+(y)]}
)
∩ pi−1(Upi(z˜f )) = ∅. (22)
Now, given  > 0 sufficiently small, let g be a C∞-function equal to  in pi(z˜f ), g ≥ 0 close
to the constant 0 with maximum in pi(z˜f ) and 0 outside of Upi(z˜f ), then zf is a maximum
point of ((f + g)φ) |Ξ∩Rs,uf . Moreover, if z ∈ (pi−1(pi(zf )) \ {zf}) ∩ (∆sf ∪ ∆uf ), then by
equation (22), we have that φt(z) /∈ pi−1(Upi(z˜f )), thus
(f + g) ◦ pi(φt(z)) = f(pi(φt(z))) + g(pi(φt(z)))
< f(pi(z˜f )) +  = f(pi(z˜f )) + g(pi(z˜f )) = (f + g)φ(zf ).
That is, (f + g)φ(z) < (f + g)φ(zf ).
Moreover, the previous property together with the fact that pi−1(pi(zf )) t Ξ implies that,
there is a neighborhood Uzf of zf in Ξ such that
(f + g)φ(z˜) < (f + g)φ(x) for all z˜ ∈ (pi−1(pi(x)) \ {x}) ∩ (∆sf ∪∆uf ) and x ∈ Uzf .
And this concludes the proof of Lemma, since ∆s,uf+g is close to ∆
s,u
f .
Note that this Lemma also holds for vector fields C1-close to φ.
Corollary 5. With the notation of Lemma 22, we have that, there is a neighborhood Uzf
of zf such that
fφ(x) > fφ(x˜) for all x ∈ Uzf and x˜ ∈
(
pi−1(pi(x)) \ {x}) ∩ (∆sf ∪∆uf ).
Proof. We can assume that pi−1(pi(zf )) t Ξ. Thus, by contradiction, suppose that there
are xn → zf and x˜n ∈ pi−1(pi(xn))∩(∆sf∪∆uf ) such that fφ(xn) ≤ fφ(x˜n). By transversality,
we have that x˜n → w ∈ pi−1(pi(zf ))\{zf}, therefore fφ(zf ) = fφ(w) which contradicts the
Lemma 22.
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4.1.5 Proof of Theorem 1 and 2
In the proof of Theorems 1 and 2, we will use the following proposition found in ([MY10,
pg. 21]).
Proposition 3. Let Λ be a horseshoe and let L ⊂ Λ an invariant proper subset of Λ.
Then, for all  > 0, there is a sub-horseshoe Λ˜ ⊂ Λ such that Λ˜ ∩ L = ∅ and
HD(K˜) ≥ HD(K)− ,
where, K, K˜ are of regular cantor set that describe the geometry transverse of the stable
foliation W s(Λ), W s(Λ˜), respectively.
Proof of theorem 1 . Let F ∈ Bφ, ∆s,uF and Rs,uF as in Lemma 18 with
HD(Ks,uF ) ≥ HD(Ks,u)− β.
Put L = ∆sF ∩ ∆uF ⊂ ∆sF a R-invariant set, then by Proposition 3 (applied to R−1),
there is a sub-horseshoe 1∆
s
F of ∆
s
F such that 1∆
s
F ∩ L = ∅, that implies 1∆sF ∩∆uF = ∅.
Moreover,
HD(1K
s
F ) ≥ HD(KsF )− β ≥ HD(Ks)− 2β,
where 1K
s
F is of regular cantor set that describe the geometry transverse of the unstable
foliation W u(1∆
s
F ). Define the sub-horseshoe ∆F of ∆ by ∆F := 1∆
s
F ∪∆uF , denote this
by ∆F := (1∆
s
F ,∆
u
F ), put RF := R
s
F ∪RuF and consider the open and dense set
H1(R,∆F ) =
{
f ∈ C1(Ξ ∩RF ,R) : #Mf (∆F ) = 1 for z ∈Mf (∆F ), DRz(es,uz ) 6= 0
}
,
as in [MRn13, Theorem 1].
Let f ∈ H1(R,∆F ), then there is a unique zf ∈ Mf (∆F ). Since 1∆sF ∩∆uF = ∅, we can
suppose that zf ∈ 1∆sF . Thus as in [MRn13, section 4], let 1∆˜sF sub-horseshoe of 1∆sF
such that HD(1∆˜
s
F ) ∼ HD(1∆sF ) and zf /∈ 1∆˜sF , then put
∆˜F = (1∆˜
s
F ,∆
u
F ).
Moreover, since HD(1K˜
s
F ) ∼ HD(1KsF ), HD(Ks) + HD(Ku) = HD(∆) ∼ 2 and β is
small, then
HD(1K˜
s
F ) +HD(K
u
F ) > 1,
where 1K˜
s
F is the regular Cantor set that describe the geometry transverse of the unstable
foliation W u(1∆˜
s
F ) (cf. subsection 5.4).
Hence, by [MY1] it is sufficient perturb 1∆
s
F as in subsection 4.1.1, to obtain property
V (cf. subsection 5.5). Let w ∈ Ω such that (Rw, ∆˜wF ) has the property V , where
∆˜wF = (1∆˜w,∆
u
F ) and 1∆˜w is the continuation of the hyperbolic set 1∆˜
s
F for Rw. Thus
by Lemma 15, Rw = RGw , then (RGw , ∆˜wF ) has the property V so by [MRn13, Main
Theorem ] we have that
intM(f, ∆˜wF ) 6= ∅ and intL(f, ∆˜wF ) 6= ∅,
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for any f ∈ H1(R,∆F ). Now by Corollary 2 the function maxFGw |Ξ∩(RsF∪RuF ) is C1, using
local coordinates as in Remark 13 respect to the field Gw, we can find g ∈ C2(Ξ,R) such
that
maxFGw |Ξ∩(RsF∪RuF )(x1, x2, x3) + g(x1, x2) ∈ H1(R,∆F ). (23)
Put h(x1, x2, x3) = F (x1, x2, x3) + g(x1, x2), then maxhGw = maxFGw + g ∈ H1(R,∆F ).
Therefore, since M(h, ∆˜wF ) =
{
supn∈Z h(RnGw(x)) : x ∈ ∆˜wF
}
⊂M(h,Gw). So,
intM(h,Gw) 6= ∅.
Analogously, L(h, ∆˜wF ) ⊂ L(h,Gw), therefore intL(h,Gw) 6= ∅.
Proof of theorem 2. Let f ∈ Aφ, put F = f ◦ pi. Let β > 0 be and consider ∆s,uf and
Rs,uf (as in Lemma 19) with
HD(Ks,uf ) ≥ HD(Ks,u)− β,
and fφ := max(f ◦ pi)φ|Ξ∩(Rsf∪Ruf ) is C1.
Similarly as in the proof of Theorem 1, we find the sub-horseshoe ∆˜wF of ∆F :=1 ∆
s
f ∪∆uf
with 1∆
s
f ∩∆uf = ∅ such that
intM(k, ∆˜wF ) 6= ∅ and intL(k, ∆˜wF ) 6= ∅,
for any k ∈ H1(R,∆F ). Also, by Corollary 4 the function max(f ◦ pi)Gw |Ξ∩(Rsf∪Ruf ) is C1.
Now, we want obtain (23) with g = j ◦ pi with j ∈ C2(M,R). In fact:
Put fw = max(f◦pi)Gw |Ξ∩(Rsf∪Ruf ), and let zw ∈Mfw(∆F ) = {z ∈ ∆F : fw(z) ≥ fw(x) ∀x ∈
∆F} given by Lemma 22 (applied to the vector field Gw) and let Uzw be a neighborhood
of zw given by Corollary 5 such that
fw(x) > fw(x˜) for all x ∈ Uzw and x˜ ∈ (pi−1(pi(x)) \ {x}) ∩∆F . (24)
Now we have that there exists g ∈ C1(Ξ ∩ (Rsf ∪ Ruf ),R) such that g = 0 outside of Uzw ,
and fw + g ∈ H1(R,∆F ) with the maximum point z˜w in Uzw , i.e., z˜w ∈Mfw+g(∆F )∩Uzw .
Without loss of generality, we can assume that pi|Uzw : Uzw → pi(Uzw) is a diffeomorphism,
then define j := g ◦ (pi|Uzw )−1 : pi(Uzw)→ R and put j equal to 0 outside of neighborhood
of pi(Uzw).
Claim: The function fw + j ◦ pi ∈ H1(R,∆F ). In fact: We have to prove simply that
z˜w is the only maximum point of fw + j ◦ pi in ∆F . Since j ◦ pi = g on Uzw , then
z˜w ∈Mfw+j◦pi(∆F )∩Uw. Now, if z ∈ (pi−1(pi(Uzw))\Uzw)∩∆F , then there is x ∈ Uzw such
that z ∈ pi−1(pi(x)), so j ◦ pi(z) = j ◦ pi(x), moreover by inequality (24), fw(x) > fw(z),
this implies that
fw(z˜w) + j ◦ pi(z˜w) > fw(x) + j ◦ pi(x) > fw(z) + j ◦ pi(z).
Again, since g = j ◦ pi = 0 on Ξ \ pi−1(pi(Uzw)), then the inequality above is true for
z ∈ ∆F \ pi−1(pi(Uzw)), this proves the claim.
The remainder of the proof follows similarly as the proof of theorem 1.
An important observation is that the vector field Gw is not necessarily a geodesic field for
some Riemannian metric near the initial Riemannian metric.
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4.2 The Interior of Spectrum for Geodesic Flow
In this section will prove a version of Theorem 1 and 2, where the vector field X is the
geodesic field to some Riemannian metric near the initial Riemannian metric.
The main problem to obtain X in Theorem 1 and 2 as being a geodesic field is indepen-
dence in the perturbation of the diffeomorphism R, to obtain property V (cf. subsection
5.5), i.e., in the proof of Theorem 1 we could perturb R in each R(a) ∈ R1 without regard
to the dynamics out.
If we want perturb R to obtain property V and still be an application of first return
of the geodesic flow for Riemannian metric near the initial Riemannian metric, we must
keep in mind that upsetting a metric in a neighborhood of a point in the manifold M ,
then we affect the metric (of Sasaki in SM) in the points of the fiber of the neighborhood
perturbed. i.e., if the metric is perturbed in U , then the Sasaki metric is perturbed in
pi−1(U), where pi : SM → M is the canonical projection pi(x, v) = x. Therefore, if we
want to perturb R in R(a) ⊂ R1 as an application of first return of a geodesic flow, then
such perturbation is not necessarily independent of R(a).
Therefore, what we will do is obtain a sub-horseshoe ∆¯ of ∆ with HD(∆¯) > 1 and such
that the perturbation of the metric, in a neighborhood of the image for pi(R1/2) for R in
a suitable Markov partition of ∆¯ (cf. definition 3), induces a perturbation of R as an ap-
plication of a first return of the geodesic flow for a metric near, and that the perturbation
be independent.
The next two sub-sections are aimed at finding such sub-Horseshoe.
4.2.1 The Set of Geodesics With Transversal Self-Intersection
Let (x0, v0) ∈ SM such that the geodesic pi(φt(x0, v0)) = γv0(t) (with γv0(0) = x0 and
γ′v0(0) = v0) has a point of transversal self-intersection, that is, there is t0 ∈ R such that
φt0(x0, v0) ∈ pi−1(x0) and {v0, γ′v0(t0)} is basis of TxM .
Remark: We can see that since the Liouville measure is invariant by the geodesic flow
and we are assuming that M has finite volume, then the set of geodesics with transverse
self-intersection is not empty.
Let L be a section transverse to flow and to the fiber pi−1(x0), define the following function
f : L × R −→M
((x, v), t) 7−→ pi(φt(x, v))
with f((x0, v0), 0) = x0 and f((x0, v0), t0) = x0, let I0, It0 are small intervals containing 0
and t0 respectively. Denoted f0 = f |L×I0 and ft0 = f |L×It0 . Let ϕ : U0 ⊂ Tx0M → Ux0
normal coordinates in x0, where Ux0 is neighborhood of x0, that is, let {e1, e2} be or-
thonormal basis of Tx0M and ϕ(x1, x2) = ϕ(x1e1 + x2e2) = expx0(x1e1 + x2e2).
We define
H : L × It0 × I0 −→ V0 ⊂ Tx0M
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by H ((x, v), t, s) =
(
ϕ−1 ◦ ft0
)
((x, v), t)−(ϕ−1 ◦ f0) ((x, v), s) satisfies H((x0, v0), t0, 0) =
0.
Then,
∂H
∂t
((x0, v0), t0, 0) = (Dϕ
−1)ft0 ((x0,v0),t0)
(
∂ft0
∂t
((x0, v0), t0)
)
= (Dexp−1x0 )x0(γ
′
v0
(t0)) = γ
′
v0
(t0)
the last equality is due to the fact that (Dexp−1x0 )x0 = Id : Tx0M → Tx0M identity of
Tx0M . Also,
∂H
∂s
((x0, v0), t0, 0) = −(Dϕ−1)f0((x0,v0),0)
(
∂f0
∂s
((x0, v0), 0)
)
= −(Dexp−1x0 )x0(γ′v0(0)) = −(Dexp−1x0 )x0(v0)
= −v0.
Since {−v0, γ′v0(t0)} are linearly independent, then, ∂H∂(t,s) is an isomorphism. Therefore by
the Implicit Function Theorem, there is and open UL of (x0, v0) in L and a diffeomorphism
ξ : UL → V(t0,0) with V(t0,0) open set containing (t0, 0) in R×R and H ((y, w), ξ(y, w)) = 0.
Without loss of generality we can assume that V(t0,0) = I˜t0 × I˜0 and
ξ(y, w) = (ξ1(y, w), ξ2(y, w)),
with ξ1 close to t0 and ξ2 close to 0, this implies
exp−1x0 (pi(φ
ξ1(y,w)(y, w))) = exp−1x0 (pi(φ
ξ2(y,w)(y, w))),
so pi(φξ1(y,w)(y, w)) = pi(φξ2(y,w)(y, w)). Equivalently γw(ξ1(y, w)) = γw(ξ2(y, w)), where
pi(φt(y, w)) = γw(t) for any (y, w) ∈ UL. Consider the new section transverse to flow
U˜L =
{
φξ2(y,w)(y, w) : (y, w) ∈ UL
}
.
Note that ξ1(x0, v0) = t0 and ξ2(x0, v0) = 0, so (x0, v0) ∈ U˜L.
Let (x, v) ∈ U˜L, then there exists a unique (y, w) ∈ UL such that (x, v) = φξ2(y,w)(y, w),
so there exist a unique ξ1(y, w) such that
x = pi(x, v) = pi(φξ2(y,w)(y, w)) = pi(φξ1(y,w)(y, w))
= pi
(
φξ1(y,w)−ξ2(y,w)
(
φξ2(y,w)(y, w)
))
= pi
(
φη(y,w)(x, v)
)
,
where η(y, w) = ξ1(y, w) − ξ2(y, w) is close to t0. This implies that for any (x, v) ∈ U˜L
there is η(y, w) such that φη(y,w)(x, v) ∈ pi−1(x) and {v, γ′v(η(y, w))} are linearly indepen-
dent.
From the above discussion we have that the set
S = {(x, v) ∈ SM | ∃ t(x, v) such that γv(t(x, v)) = x
and {v, γ′v(t(x, v))} is linearly independent }
is a submanifold of SM of dimension 2.
Put Sn = {(x, v) ∈ S : |t(x, v)| < n }. Clearly, Sn ⊂ Sn+1. Given (x, v) ∈ Sn, there is a
neighborhood U of (x, v) in S such that U ⊂ Sn+1, therefore we can consider that Sn is
a surface, submanifold of SM .
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4.2.2 Independent Perturbations of the Metric
In Lemma 10 was proven that there are GCS Σi such that
Λ ⊂
m(l)⋃
i=1
φ(−2γ,2γ)(int(Σi)),
with Σi ∩ Σj = ∅.
Then the hyperbolic set ∆ =
⋂
n∈ZRn(
⋃
i Σi), where R is the Poincare´ map (map of first
return) of
⋃
i Σi := Ξ, satisfies by Lemma 14 that d := HD(∆) is very close to 2.
The Poincare´ map is conservative, and so, by the Remark 11, given  small, there is
a Markov partition of ∆ in rectangles whose sides have length of the order of . We will
make a small abuse of language and call these rectangles with bounded distortion squares
of size .
Definition 3. Let ∆1, ∆2 be two disjoint subhorseshoes of ∆. We say that ∆1 has no
interference on ∆2 if there are Markov partitions R1 of ∆1, and R2 of ∆2, respectively,
such that
TR2 ∩ τR1/21 = ∅ for any R1 ∈ R1 and R2 ∈ R2,
where TR2 = {φt(x) : x ∈ R2 and 0 ≤ t ≤ t+(x)}, τR1/21 = pi
−1(pi(R1/21 )) and R
1/2
1 =
φt¯1/2(R1) with t¯1 = sup
x∈R1∩∆
t+(x).
Lemma 23. Let ∆1 ⊂ ∆ a sub-horseshoe with 0 < HD(∆1) =: λ < 12 , then there exists
another sub-horseshoe ∆2 of ∆ with the following properties:
1. HD(Ku2 ) is very close to HD(K
u), where Ku2 , K
u are the regular Cantor sets that
describe the geometry transverse of the stable foliations W s(∆2), W
s(∆), respec-
tively.
2. ∆1 ∩∆2 = ∅.
3. ∆2 has no interference on ∆1.
Proof. Consider a Markov partitionR of ∆ in squares of size . ThenR has approximately
−d squares, where d = HD(∆). Consider analogously a set R˜∆1 ⊂ R of the order of −λ
squares of size  forming a Markov partition of ∆1. Observe also that, given p ∈ ∆1 be-
longing to a cross section Σi, the projection by the flow φ
t of the fiber pi−1(pi(φt+(p)/2(p)))
is a curve (or a finite union of curves), and so, as in the proof of Lemma 17, each square
of R˜∆1 has interference on at most of the order of 
−d/2 (which is much smaller than −1)
squares of R. Thus, the squares of R˜∆1 have interference on at most 
−λ · −1 ≤ −3/2
squares of R. We call X ⊃ R˜∆1 the set of squares which suffer interference of some square
of R˜∆1 . Therefore, we have N˜ := |R \ X| ≥ −d − −3/2 squares of R which do not suffer
interference of any square of R˜∆1 .
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The maximal invariant set by R of the union of these N˜ remaining squares in R \ X,
which will be the sub-horseshoe ∆2 ⊂ ∆. By the construction above, this sub-horseshoe
∆2 clearly satisfies the conditions 2 and 3 of lemma. In what follows, we will estimate the
size of ∆2.
Let {θ˜1, . . . , θ˜N˜} be the words associate with the remaining squares. They generate
intervals of length of the order of 2 in W u(∆) (of the construction of the unstable regular
Cantor set). Without loss of generality we can assume, as in Remark 10, that the tran-
sitions θ˜iθ˜j are admissible for all i, j ∈ {1, . . . , N˜}. A transition θ˜iθ˜j is said prohibited if
there exists R ∈ X (as a word) inside (a factor of) θ˜iθ˜j.
α︷ ︸︸ ︷−−−−− R︷ ︸︸ ︷−−−−−−−−−−− β︷ ︸︸ ︷−−−−−
−−−−−−−−−−︸ ︷︷ ︸
θ˜i
−−−−−−−−−−−︸ ︷︷ ︸
θ˜j
Since the product of the lengths of the intervals in W u(∆) generated by the words α and
β is of the order of 4/2 = 2, the number of possibilities for the word #{αβ} is of the
order of N˜ . On the other hand, the size of each word θ˜i (which gives an upper bound
for the number of positions where the word R begins) is of the order of log −d, which
is of the order of log N˜ . Then each word R corresponding to a square in X prohibits
O(N˜ log N˜) transitions. So we have in total O(−3/2N˜ log N˜) prohibited transitions θ˜iθ˜j.
Since d > 3/2 and N˜ is of the order of −d, we have −3/2N˜ log N˜ = o(N˜2).
This shows that the number of prohibited transitions is much smaller than the total
number of transitions. So, consider the following matrix A for i, j ∈ {1, . . . , N˜}
aij =

1 if θ˜iθ˜j is not prohibited;
0 if θ˜iθ˜j is prohibited for some R ∈ X
.
By the previous discussion we have (for  small enough) #{aij : aij = 1} ≥ 99100N˜2, so by
Remark 10, the sub-horseshoe ∆2 satisfies the condition 1 of the lemma.
Notice that the sub-horseshoe ∆1 ⊂ ∆ in Lemma 23 with 0 < HD(∆1) < 12 can be taken
such that
HD(Ks1) ∼ 1/4, (25)
where Ks1 is the regular stable Cantor set associated to ∆1. Now we create a family of suf-
ficiently independent perturbations of R in a neighbourhood of a suitable sub-horseshoe
of ∆1.
Fix n ∈ N large and let Sn be as in the subsection 4.2.1. Since the transversality condition
is open and dense, then we can suppose that the GCS Σi are transverse to surface Sn.
This last implies that αn :=
⋃
i Σi t Sn is a finite family of smooth curves. Now by
Lemma 17 applied to the family of curves αn and the sub-horseshoe ∆1, we have that
given δ˜ > 0 there is a sub-horseshoe ∆0 of ∆1 such that ∆0 ∩ α = ∅ for any α ∈ αn and
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HD(Ks0) ≥ HD(Ks1)− δ˜, (26)
where Ks0 , K
s
1 are of regular Cantor sets that describe the geometry transverse of unstable
foliation W u(∆0), W
u(∆1), respectively. Since the set of periodic points of R of period
smaller than n in ∆1 is finite, we may also assume that ∆0 does not contain any periodic
point of period smaller than n.
Remark 16. Given a positive integer m, we can perform the above construction for n
large enough and choose a Markov partition R0 of ∆0 such that for each Ra ∈ R0 there
is a neihgborhood Ua of Ra with the property φ
t(Ua) ∩ τU1/2a = ∅ for infx∈Ua t0(x) < t ≤
supx∈Ua
∑m
i=0 ti(x) and for − supx∈Ua
∑m
i=0 ti(x) ≤ t < 0, where ti(x) = t+(Ri(x)) and
τ
U
1/2
a
= pi−1(pi(U1/2a ))). In particular, Rr(Ua) ∩ τU1/2a = ∅ for 0 < r ≤ m.
Let R0 = {R1, . . . , RN} be a Markov partition by squares of size 1/2 of ∆0 as in Remark
16. Note that since R is conservative, then each square of this Markov partition R0,
correspond to an interval of size of the order of  in W s(∆0) (of the constructions of the
stable regular Cantor set of ∆0): there is an iterate of the square which is a strip in the
unstable direction, whose basis is this interval. We call X := {θ1, . . . , θN} the set of words
associated to the intervals corresponding to the squares of R0 in W
s(∆0). Without loss
of generality (by considering, if necessary, a suitable sub-horseshoe with almost the same
dimension) we can assume, as in Remark 10, that the transitions θiθj are all admissible.
We say that the word θi disturbs in the word θj if i 6= j and TR(θj) ∩ τR(θi)1/2 6= ∅, where
R(θi) is the square associated to the word θi. Define Pθi = {θj : θi disturbs θj} =
{θr1(i), · · · , θrpi (i)}. We have, as in the proof of Lemma 23, |Pθi | = O(N1/2).
Definition 4. We say that θi prohibits the transition θjθk if there exists a word θrl(i) ∈ Pθi
inside (as a factor of) θjθk.
For the next lemma we need some definitions and results given in the Appendix 5.2.
Lemma 24. If w ∈ TxSM \ {0} is a vertical vector, then w /∈ Ess(x) ⊕ φ(x) and w /∈
Euu(x)⊕ φ(x), where Ess(x), Euu(x) are the stable and unstable space, respectively.
Proof. Since SM is a hyperbolic set for φ, then Ess(x)⊕Euu(x) = kerαx (cf. App. Lemma
30), where αx : TxSM → R is defined by αx(ξ) = 〈dpix(ξ), dpix(φ(x))〉pi(x) = 〈dpix(ξ), v〉pi(x).
Suppose that w = αξss + βφ(x) with ξss ∈ Ess(x), then
0 = 〈dpix(w), v〉 = 〈αdpix(ξss) + βdpix(φ(x)), v〉 = α 〈dpix(ξss), v〉+ β 〈v, v〉 = β.
Therefore, ξss is a vertical vector, but
Ess(x) = {(Js(0), J ′s(0)) ∈ H(x)⊕ V (x) : Js is a stable Jacobi field},
thus ξss = 0 and this is a contradiction (cf. Appendix 5.2.3). For Euu(x)⊕φ(x) the proof
is analogous.
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Lemma 25. Let x ∈ ∆ and put x˜ = φ t+(x)2 (x), then the surface
ηx˜ :=
⋃
t∈(−t+(x),t+(x))
φt(pi−1(pi(x˜)))
intersects transversely Ξ, therefore ηx˜ ∩ Ξ = {β1, . . . , βl} is a finite family of curves.
Moreover, if z ∈ βi ∩∆ ∩ Σ for some Σ ∈ Ξ, then
βi t W s(z,Σ) and βi t W u(z,Σ).
Proof. For X ∈ pi−1(pi(x˜)) and a non-zero vector W ∈ TXpi−1(pi(x˜)) ( a tangent vector of
pi−1(pi(x˜)) in X), then the tangent space to ηx˜ in φt(X) is
Tφt(X)ηx˜ = span{dφtX(W )} ⊕ span{dφtX(φ(X))} = span{dφtX(W )} ⊕ span{φ(φt(X))}.
Therefore, since φ t Ξ, then ηx˜ t Ξ, so ηx˜ t Ξ = {β1, . . . , βl}.
Let z ∈ βi ∩∆ ∩ Σ for some Σ ∈ Ξ, then there is X ∈ pi−1(pi(x˜)) such that z = φt(X), so
Tzβi = Tzηx˜ t TzΣ = (span{dφtX(W )} ⊕ span{φ(φt(X))}) t TzΣ,
where W ∈ TXpi−1(pi(x˜)) is a non-zero vector. Remember that TzW i(z,Σ) = (Ei(z) ⊕
φ(z)) ∩ TzΣ for i = ss, uu, then since Ei is an invariant bundle for dφt, i = ss, uu, it
follows that TzW
i(z,Σ) = (dφtX(E
i(X))⊕φ(φt(X))) t TzΣ, and by Lemma 24, dφtX(W ) /∈
(dφtX(E
i(X))⊕ φ(φt(X)) for i = ss, uu. The above concludes the proof of lemma.
Lemma 26. Given a constant δ ∈ (0, 1), there is a positive integer m such that, if ∆0
is a sub-horseshoe of ∆1 as in Remark 16 then, for any i ≤ N , θi prohibits at most δN
transitions of the type θiθj or θjθi (with j ≤ N).
Proof. Let us first consider transitions of the type θiθj.
Write θi = αβγ such that α is associated to an interval of size of the order of 
1/2
and β and γ are associated to intervals of sizes of the order of 1/4 in W s(∆0), and let
α = s1s2 . . . st. Let Pθi = {θr1(i), · · · , θrpi (i)}. If θi prohibits the transition θiθj then there
exists a word θrl(i) ∈ Pθi inside (as a factor of) θiθj.
Let us first show that the word θrl(i) cannot begin too close from the beginning of θi
itself. More precisely, if it begins by a letter sk of α then we should have k > m. Indeed,
if k ≤ m then the square Ri of the Markov partition R0 corresponding to θi is such that
Rk−1(Ri) intersects Rrl(i) (notice that k > 1 since, by definition, rl(i) 6= i). Since, for
some x ∈ Rrl(i), there is 0 ≤ t ≤ t+(x) such that φt(Rrl(i)) ∩ τR1/2i 6= ∅, if we take y ∈ Ri
and t˜ =
∑k−2
i=0 ti(y) (so that Rk−1(y) = φt˜(y)) then φt˜+t(Ui) ∩ τU1/2i 6= ∅, a contradiction
with Remark 16.
Consider now a word θrl(i) beginning by the letter sk of α (with k > m). Then, if
α˜ is the factor of θi beginning by the letter sk of α (and also an initial factor of θrl(i))
associated to an interval of size of the order of 1/2, the square associated to the word
θrl(i) belongs to a strip in the unstable direction corresponding to the interval (of size of
the order of 1/2) in W s(∆0) associated to the word α˜. The previous Lemma implies that
there is a constant C˜ > 0 (which depends on the transversality constants in the previous
Lemma, but is independent of ) such that θi disturbs at most C˜ squares in this strip, so,
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given k in this situation there are at most C˜ possibilities for θrl(i). For each such word,
the largest part of it will be a factor of θi, and the remaining will be an initial factor αˆ of
θj. Let m
′ be the minimum size of αˆ. Then m′ is of the order of m. There is a positive
constant λ < 1 (a hyperbolicity constant for ∆) such that, for each q ≥ m′, if the size
of αˆ is q, then the number of words θj beginning by αˆ is at most λ
qN . Therefore, the
number of prohibited transitions θiθj in this situation is at most
N ·
∑
q≥m′
C˜ · λq = C˜Nλ
m′
1− λ <
δN
4
.
The next step is to consider a word θrl(i) beginning by the letter s
′
k of β. Then, if
β˜ is the factor of θi beginning by the letter s
′
k of β (and also an initial factor of θrl(i))
associated to an interval of size of the order of 1/4, the square associated to the word
θrl(i) belongs to a strip in the unstable direction corresponding to the interval (of size of
the order of 1/4) in W s(∆0) associated to the word β˜. Since the number of intervals of
the construction of in W s(∆0) whose sizes are of the order of 
1/2 contained in an interval
of size 1/4 is at most of the order of N1/4 then, by the discussion of the previous step, the
number of squares in this strip that are disturbed by θi is at most of the order of N
1/4.
So, given k in this situation there are at most N1/4 possibilities for θrl(i). For each such
word, a part of it will be a final factor of θi, and the remaining will be an initial factor αˆ
of θj, which corresponds to an interval of size at most of the order of 
1/2. So, the number
of words θj beginning by αˆ is at most of the order of N
1/2. Since the number of letters
in β is of the order of logN , the number of prohibited transitions θiθj in this situation is
O(logN ·N3/4) = o(N).
The final step for estimating the number of prohibited transitions of the type θiθj is
considering the case when a word θrl(i) begins by a letter of γ. In this case, a part of
the word θrl(i) will be a final factor of θi, and the remaining will be an initial factor αˆ of
θj, which corresponds to an interval of size at most of the order of 
3/4. So, the number
of words θj beginning by αˆ is at most of the order of N
1/4. Since |Pθi | = O(N1/2), the
number of prohibited transitions θiθj in this situation is O(N
3/4) = o(N). Thus, the total
number of prohibited transitions θiθj is at most
δN
4
+ o(N) <
δN
2
.
The study of the case of transitions of the type θjθi is analogous, and the total number
of prohibited transitions in this case is also smaller than δN/2, which implies the result.
We will only give some details of the argument corresponding to the first step: we show
that the word θrl(i) cannot end too close from the end of θi: it should end at least m letters
before it. Indeed, if it ends k letters before the end of θi, and k < m then the square
Rrl(i) of the Markov partition R0 corresponding to θrl(i) is such that Rk(Rrl(i)) intersects
Ri (notice that k > 0 since, by definition, rl(i) 6= i). Since, for some x ∈ Rrl(i), there is
0 ≤ t ≤ t+(x) such that φt(Rrl(i)) ∩ τR1/2i 6= ∅, if we take y ∈ Rrl(i) and t˜ =
∑k−1
i=0 ti(y) (so
that Rk(y) = φt˜(y)) then φt−t˜(Ui) ∩ τU1/2i 6= ∅, a contradiction with Remark 16.
Now we will perform a probabilistic construction.
Fix a parameter α with 1/4 < α < 1/2.
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Lemma 27. Let f : {1, . . . , bNαc} → X = {θ1, . . . , θN} a random function (i.e., each
value f(i) is chosen randomly, with the uniform distribution, and independently from the
other). Then f is injective with probability 1−ON(1).
Proof. The total number of functions f is N bN
αc. The number of injective functions
among them is
N !
(N − bNαc)! =
bNαc−1∏
j=0
(N − j).
So, the desired probability is
1
N bNαc
bNαc−1∏
j=0
(N−j) =
bNαc−1∏
j=0
(1− j
N
) ≥ 1−
∑bNαc−1
j=0 j
N
≥ 1−(N
α)2
2N
= 1− 1
2N1−2α
= 1−ON(1).
Given three indices i, j, k ≤ bNαc with j 6= k, we will estimate the probability that, given
a random function f : {1, . . . , bNαc} → X, f(j)f(k) is prohibited by f(i).
We have two cases:
i) If i ∈ {j, k}, the above probability is at most δ, by Lemma 26.
ii) If i /∈ {j, k}, i ∈ {1, . . . , [Nα]}, assume that f(i) prohibits θjθk. Then the situation
is as in the following diagram, where we have two representations of a same word:
α︷ ︸︸ ︷−−−−− f(i)︷ ︸︸ ︷−−−−−−−−−−− β︷ ︸︸ ︷−−−−−
−−−−−−−−−−︸ ︷︷ ︸
θj
−−−−−−−−−−−︸ ︷︷ ︸
θk
The number of possibilities for the pair (α, β) is O(N logN) and so, since |Pf(i)| =
O(N1/2), we have
|{θjθk : θjθk is prohibited by f(i)}| = O(N1/2 ·N logN).
Therefore, the probability that the transition f(j)f(k) is prohibited by f(i) is
P (f(j)f(k) is prohibited the transition f(i)) =
O(N1/2N logN)
N2
= O(N−1/2 logN).
(27)
Given such a function f and j 6= k, we say that the the transition f(j)f(k) is prohibited
if the transition f(j)f(k) is prohibited by f(i) for some i ≤ bNαc.
The previous estimates imply that, since α < 1/2, the expected number of prohibited
transitions is at most
2δbNαc2 + bNαc3.O(N−1/2 logN) = 2δbNαc2 +O(N3α−1/2) < 3δbNαc2.
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Given such a function f , let θi = f(i).
It follows that the probability that the number of prohibited transitions θjθk with j 6= k
is ≥ 4δbNαc2 is ≤ 3/4.
Consider A = (aij) for i, j ∈ {1, . . . , bNαc} the matrix defined by
aij =

1 if θiθj is not prohibited;
0 if θiθj is prohibited by some θk ∈ Imf
.
Then, with probability at least 1/4, |{i, j ∈ {1, . . . , bNαc}; aij = 0}| is at most bNαc+
4δbNαc2 < 5δbNαc2 (for N large). We assume now that f satisfies this condition and is
injective, and that δ < 1/500.
Define K the regular Cantor set
K := {θi1θi2 · · · θin · · · | aikik+1 = 1,∀k ≥ 1} ⊂ Ks0 .
By the previous we have #{aij : aij = 1} ≥ 99100(bNαc)2, so by the Remark 10 we have
HD(K) ∼ logbN
αc
− log  ∼ αHD(K
s
0).
Consider the sub-horseshoe of ∆0 defined by
∆3 :=
⋂
n∈Z
Rn
 ⋃
i,j≤bNαc,aij=1
(R(θi) ∩R−1(R(θj))
 ,
where R(θi) is the square associated to the word θi.
Since the stable regular Cantor set Ks3 described by the transverse geometry of unstable
foliation W u(∆3) is equal to K, by the above discussion we have
HD(Ks3) ∼ αHD(Ks0). (28)
As HD(∆) ∼ 2, then HD(Ku) ∼ 1, then by Lemma 23 the sub-horseshoe ∆2 satisfies
that ∆2 ∩∆3 = ∅ and HD(Ku2 ) ∼ 1. Also, combining the equations (25), (26) and (28)
we have that HD(Ks3) ∼ α 14 . Therefore, since α can be taken equal to 12 − 4, with small
 > 0 , then HD(Ks3) ∼ 18 − , thus
HD(Ku2 ) +HD(K
s
3) > 1.
From section 4.1, we described the family of perturbations given in [MY1 page 19-20], in
which it is possible to obtain the property V (cf. section 5.5).
In [MY10] was proved that if R is a diffeomorphism with two horseshoe ∆2, ∆3 disjoint,
we can perturb R in a Markov partition of ∆3 without altering the dynamics in ∆2 as in
the section 4.1 and such that the new dynamics has a horseshoe with the property V (cf.
section 5.5).
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Let i, j be such that aij = 1, since θiθj is not prohibited, then pi(TR(θj))∩pi(R(θi)1/2) = ∅.
This implies that, if we perturb of metric g in pi(R(θi)
1/2), then this perturbation is
independent, i.e, the dynamic of R in R(θj) for j 6= i not changed. Also, the dynamic of
R in Markov partition of ∆2 given Lemma 23 also does not change (cf. definition 3). We
want to perturb of metric g in a neighborhood of pi(R(θi)
1/2). Since the diameter of θi
is sufficiently small, we can assume that pi(R(θi)
1/2) is contained in a normal coordinate
system, i.e., there is a point p ∈ pi(R(θi)1/2), an orthonormal basis {e1, e2} of TpM and
open set U˜ ⊂ TpM such that the function
ϕ : U˜ → U1/2i
defined by ϕ(x, y) = expp(xe1 + ye2) is a diffeomorphism and pi(R(θi)
1/2) ⊂ U1/2i .
We want perturb the metric g and generate a perturbation in the diffeomorphism R, such
that satisfies the condition of the family of perturbation (cf. subsection 4.1.1).
Remark 17. Given a metric g˜ close to g, then geodesic flow of g˜ still defines a Poincare´
map Rg˜ defined in the same cross-section where is defined R.
Let g˜ be a Riemannian metric close to the metric g and such that the support of g˜− g is
contained in Ui and satisfies
S1g˜ (x) ∩ S1g (x) = ∅ for all x ∈ pi(R(θi)1/2), (29)
where S1g˜ (x) := pi
−1
g˜ (x) = {v ∈ TxM : ‖v‖g˜ :=
√
g˜(v, v) = 1} and S1g (x) = pi−1g (x).
Using the notation of definition 3, consider Vi a neighborhood of R(θi) and
put t¯i = sup
x∈R(θi)∩∆3
t+(x), then we defined the local Poincare´ map R1/2 : Vi → φti/2(Vi)
associated to the geodesic flow φt, and for g˜ close to g, we can consider the local Poincare´
Rg˜1/2 : Vi → φti/2(Vi) associate to geodesic flow φg˜ of the metric g˜.
Lemma 28. Let g˜ be a Riemannian metric that satisfies the above, and the equation (29),
then
Rg˜(W sR(z)) ∩R(W sR(z)) = ∅ for all z ∈ R(θi) ∩∆3.
Proof. First we show that
Rg˜1/2(W
s
R(z)) ∩R1/2(W sR(z)) = ∅ for all z ∈ R(θi) ∩∆3. (30)
In otherwise, i.e., there is (x,X) ∈ Rg˜1/2(W sR(z)) ∩ R1/2(W sR(z)) and (x,X) ∈ pi−1g (Ui).
Thus, there are (y, Y ), (p, P ) ∈ W sR(z) such that R 1
2
(p, P ) = Rg˜1
2
(y, Y ) = (x,X). There-
fore, 1 = ‖X‖g = ‖P‖g =
∥∥∥R 1
2
(p, P )
∥∥∥
g
=
∥∥∥Rg˜1
2
(y, Y )
∥∥∥
g
and since the support of
g˜ − g is contained in Ui, then
∥∥∥Rg˜1
2
(y, Y )
∥∥∥
g˜
=
∥∥∥Rg˜1
2
(y, Y )
∥∥∥
g
= 1. This implies that
(x,X) ∈ S1g˜ (x) ∩ S1g (x) which is a contradiction with (29).
Since
∥∥∥Rg˜1
2
(w,W )
∥∥∥
g˜
= 1 for all (w,W ) ∈ W sR(z), then by (29) Rg˜1
2
(W sR(z))∩ pi−1g (Ui) = ∅.
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Therefore φtg˜(Rg˜1
2
(w,W )) = φt(Rg˜1
2
(w,W )) for all (w,W ) ∈ W sR(z), where φtg˜ and φt are
the geodesic flow of the metrics g˜ and g, respectively. So, the above and the equation (30)
implies Lemma.
The next step is to exhibit the perturbations or families of perturbations of g that have
the property (29).
Let αw(x, y) be a continuous family of C∞ real function with support contained U˜ , C∞-
close to constant function 0 and α0(x, y) ≡ 0. Moreover, if w 6= 0, then αw(x, y) 6= 0 for
all (x, y) ∈ ϕ−1(pi(R(θi)1/2)). Thus, we can define a new family Riemannian metric gwi in
local coordinates by setting:
a) gwi = (1 + α
w(x, y))g,
b) gwi = e
αw(x,y)g,
c)
(gwi )00(x, y) = g00(x, y) + α
w(x, y)
(gwi )ij(x, y) = gij(x, y) (i, j) 6= (0, 0).
In any case a), b) or c), the family of metric gwi satisfies the property (29) and therefore
satisfies the Lemma 28.
We denote by Rwi the Poincare´ map given by gwi (cf. Remark 17). Define the follow-
ing application Φwi on R(θi) by
Φwi (x, v) := R−1 ◦ Rwi (x, v) for (x, v) ∈ R(θi).
Corollary 6. If z ∈ ∆3 ∩R(θi) e w 6= 0, then Φwi (W sR(z)) ∩W sR(z) = ∅.
Proof. By Lemma 28, we have Rwi (W sR(z)) ∩ R(W sR(z)) = ∅, so Φwi (W sR(z)) ∩W sR(z) =
∅.
We define the new metric gw on M close to the metric g by
gw =

gwi if x ∈ Ui;
g otherwise
.
Put Φw(x, v) := Φwi (x, v) if (x, v) ∈ R(θi). This Lemma implies that the perturbation of
R, given by Rw := R◦Φw satisfies the condition on the family of perturbation to get the
property V (cf. subsection 4.1.1 and section 5.5).
Consider a Riemannian metric gw, then put S
wM = {(x, v) ∈ TM : ‖v‖gw = 1},
the unitary tangent bundle associated to metric gw. Then, there is a diffeomorphism
Sw : SwM → SM defined by Sw(x, v) = (x, v‖v‖). If gw, g are Ck metric, then Sw is Ck.
Moreover, gw is Ck close to g, then Sw is close to the identity. In the following sense:
Let (x, v) ∈ SwM and ψw : U ⊂ R3 → SwM a chart of SwM , with ψw(0) = (x, v) and
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ψ : V ⊂ R3 → SM a chart of SM such that ψ(0) = Sw(x, v), then ψ−1 ◦Sw ◦ψw : U → V
is Ck diffeomorphism close to the identity of R3.
Let φtw be the geodesic flow of the metric gw and φw the vector field that generates the
geodesic flow φtw. Define the vector field on SM by Jw(x, v) = DSw(Sw)−1(x,v)φw((Sw)−1(x, v)),
is easy to see that the integral curve of Jw in a point (x, v) ∈ SM is given by β(t) =
Sw ◦ φtw ◦ (Sw)−1(x, v), that is Jw(β(t)) = β′(t) and the flow of Jw is J tw(x, v) = β(t).
Note that, since gw is close to g, then Sw is close to the identity, therefore the vector
field Jw is close to φ, the vector field that generates the geodesic flow of the metric g.
Thus, we can define the Poincare´ map RJw : Ξ→ Ξ associated to Jw.
Now let us relate the diffeomorphism RJw and Rw.
Lemma 29. The diffeomorphisms RJw and Rw are equal.
Proof. Let (x, v) ∈ SM , then by definition
φtw((Sw)−1(x, v)) = φtw
(
x,
v
‖v‖w
)
=
(
γ v‖v‖w
(t), γ′ v
‖v‖w
(t)
)
,
where γ v‖v‖w
(t) = expx
v
‖v‖w t = γv(
t
‖v‖w ) (with the metric gw).
So, φtw((Sw)−1(x, v)) =
(
γv(
t
‖v‖w ),
1
‖v‖w γ
′
v(
t
‖v‖w )
)
, but ‖γ′v(t)‖w = ‖v‖w for all t. Therefore,
φtw((Sw)−1(x, v)) =
γv( t‖v‖w ),
γ′v(
t
‖v‖w )∥∥∥γ′v( t‖v‖w )∥∥∥w
 = Kw (γv( t‖v‖w ), γ′v( t‖v‖w )
)
, (31)
where Kw : TM \ {0} → SwM define by Kw(y, Y ) = (y, Y‖Y ‖w ), where TM is a tangent
bundle of M and TM \ {0} = ⋃x∈M(TxM \ {0}). Moreover, Kw|SM = (Sw)−1.
Let Γtw : TM → TM , the geodesic flow defined by the metric gw in TM , then the equation
(31) implies that
J tw(x, v) = Sw ◦ φtw ◦ (Sw)−1(x, v) = Sw ◦ Kw(Γt/‖v‖ww (x, v)). (32)
Now by definition of Rw, we have that there is t(x, v) (the first time) such that
Rw(x, v) = Γt(x,v)/‖v‖ww (x, v) ∈ Ξ ⊂ SM.
Therefore, Kw(Γt(x,v)/‖v‖ww (x, v)) = (Sw)−1(Γt(x,v)/‖v‖ww (x, v)), so by equation (32)
J t(x,v)(x, v) = Γt(x,v)/‖v‖ww (x, v).
Since Jw is close to φ, then the equation above implies that RJw(x, v) = J t(x,v)w (x, v) =
Rw(x, v).
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4.2.3 Proof of Main Theorem 1, 2
Proof of Main Theorem 1. Let us apply Lemma 18 and Corollary 2 to ∆2 and ∆3.
We find a set dense BJw ∈ C∞(SM,R), C2-open, such that given  > 0, then for any
F ∈ BJw , there are sub-horseshoes ∆sF of ∆3 and ∆uF of ∆2 with HD(KsF ) ≥ HD(Ks3)− 
and HD(KuF ) ≥ HD(Ku2 ) −  (as in Lemma 17). Also, there are Markov partitions Rs,uF
of ∆s,uF , respectively, such that the function maxFJw |Ξ∩Rs,uF ∈ C1(Ξ ∩ R
s,u
F ,R). Since
∆2 ∩∆3 = ∅, the above implies that ∆sF ∩∆uF = ∅ and
HD(∆sF ) +HD(∆
u
F ) > 1.
Hence, by [MY1] it is sufficient perturb ∆sF as in subsection 4.1.1, to obtain property V
(cf. section 5.5). By Lemma 28 there is w small such that (Rw,∆wF ) has the property V ,
where ∆wF = ((∆
s
F )
w,∆uF ) and (∆
s
F )
w is the continuation of the hyperbolic set ∆sF for Rw.
The Lemma 29 implies that Rw = RJw , then (RJ ,∆wF ) has the property V .
Continuing analogously as in the proof of Theorem 1, we conclude that there is an open
and dense set V ⊂ C2(SM,R), such that
intM(h, Jw) 6= ∅ and intL(h, Jw) 6= ∅, for all h ∈ V .
Consider now, k = h ◦ Sw ∈ C2(SwM,R), for h ∈ V , then for (y, w) = (Sw)−1(x, v) ∈
SwM , we have that k(φtw(y, w)) = h(Sw(φt((Sw)−1(x, v)))) = h(J tw(x, v)). Thus,
intM(k, φw) 6= ∅ and intL(k, φw) 6= ∅, for all k ∈ H,
where H = {h ◦ Sw : h ∈ V} is dense an open set of C2(SwM,R).
Proof of Main Theorem 2. Joining the proof of Main Theorem 1 and the proof of
Theorem 2, we have that there is an open and dense set I, such that
intM(h ◦ pi, Jw) 6= ∅ and intL(h ◦ pi, Jw) 6= ∅ for all h ∈ I.
For (y, w) = (Sw)−1(x, v) ∈ SwM , as pi|SwM = pi|SM , and for h ∈ I
h ◦ pi(φtw(y, w)) = h ◦ pi(Sw(φtw((Sw)−1(x, v)))) = h ◦ pi(J tw(x, v)).
Therefore,
intM(h ◦ pi, φw) 6= ∅ and intL(h ◦ pi, φw) 6= ∅, for all h ∈ I.
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5 Appendix
5.1 Hyperbolic Flows
Let M be a smooth manifold, ϕ : R×M →M a Cr flow, Λ ⊂M a ϕt-invariant set. The
set Λ is said to be hyperbolic set for the flow ϕt if there exist a Riemannian metric on an
open neighborhood U of Λ, such that there is continuous splitting TΛM = E
ss⊕ϕ⊕Euu
invariant under the derivative of the flow Dφ on TΛ(SM), such that ϕ is the subbundle
spanned by the direction of flow, Dϕ exponentially expands Euu, and Dϕ exponentially
contracts Ess, that is, there are constants K > 0 and λ > 0 such that∣∣Dϕt(v)∣∣ ≥ K−1eλt |v| if v ∈ Euu and t ≥ 0,
∣∣Dϕt(v)∣∣ ≤ Ke−λt |v| if v ∈ Ess and t ≥ 0.
By the Stable and Unstable Manifold Theorem [KH95] it follows that there is  > 0 such
that for every x ∈ Λ the set
W ss (x) = {y : d(ϕt(x), ϕt(y)) ≤  and d(ϕt(x), ϕt(y)) −→
t→+∞
0}
and
W uu (x) = {y : d(ϕt(x), ϕt(y)) ≤  and d(ϕt(x), ϕt(y)) −→
t→−∞
0}
are invariant Cr-manifolds tangent to Essx and E
uu
x respectively at x. Then we call W
ss
 (x)
the local strong-stable manifold and W uu (x) the local strong-unstable manifold, sometimes
denoted by W ssloc(x) and W
uu
loc (x), respectively. Here d is the distance on M induced by
the Riemannian metric. Moreover, the manifolds W ss (x) and W
uu
 (x) varies continuously
with x. Also, if x ∈ Λ one has that
W s(x) =
⋃
t≥0
ϕ−t(W ss (ϕ
t(x))) and W u(x) =
⋃
t≤0
ϕ−tW uu (ϕ
t(x))
are Cr invariant manifolds immerse in M , called of strong-stable manifold and strong-
unstable manifold of x, respectively. Finally, the sets
W cs(x) =
⋃
t∈R
W s(ϕt(x)) and W cu(x) =
⋃
t∈R
W u(ϕt(x))
are invariant Cr manifolds tangent to Essx ⊕ ϕ(x) and Euu ⊕ ϕ(x), respectively.
5.2 Geometry of TM and SM
The following two subsections can be found in [Pat99]:
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5.2.1 Vertical and horizontal subbundles
Let pi : TM →M the canonical projection, i.e., if y = (x, v) ∈ TM , then pi(y) = x.
The vertical subbundle is defined by V (y) = ker(dpiy). The connection map
K : TTM → TM,
is defined as follows. Let ξ ∈ TyTM and z : (−, )→ TM be a curve adapted to ξ, that
is, with initial conditions as follows:{
z(0) = y;
z′(0) = ξ.
Such a curve gives rise to a curve a α : (−, )→M , α := pi ◦ z, and a vector field Z along
to α, equivalently, z(t) = (α(t), Z(t)). Define
Ky(ξ) = (∇αZ)(0),
where ∇ is the Levi-Civita connection, and TTM is the tangent bundle of TM .
The horizontal subbundle is the subbundle of TTM whose fibre at y is given by H(y) =
kerKy.
For the vertical and the horizontal subbundle holds that
TyTM = H(y)⊕ V (y),
and that the map jy : TyTM → TxM × TxM given by
jy(ξ) = (dpiy(ξ), Ky(ξ)),
is a linear isomorphism.
We write ξ = (ξh, ξv) we mean that we identify ξ with jy(ξ), where ξh = dpiy(ξ) and
ξv = Ky(ξ).
Using the decomposition TyTM = H(y) ⊕ V (y), we can define in a natural way a
Riemannian metric on TM that makes H(y) and V (y) orthogonal. This metric is called
the Sasaki metric and is given by
〈〈ξ, η〉〉y = 〈dpiy(ξ), dpiy(η)〉pi(y) + 〈Ky(ξ), Ky(η)〉pi(y).
The one-form α of TM defined by
αy(ξ) = 〈〈ξ, φ(y)〉〉 = 〈dpiy(ξ), v〉x,
such that α restricted to SM (the unit tangent bundle) it becomes a contact form whose
the characteristic flow is the geodesic flow restrict to SM .
5.2.2 Jacobi fields and the differential of the geodesic flow
In this section we shall describe an isomorphism between the tangent space TyTM and
the Jacobi fields along the geodesic γy. Using the decomposition of TyTM in vertical
and horizontal subspaces, we shall give a very simple expression for the differential of the
geodesic flow in terms of Jacobi fields. Recall that a Jacobi vector field along the geodesic
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γy is a vector field along γy that is obtained as the variational vector field of a variation
of y through geodesics. It is well known that J is a Jacobi vector field along γy if and
only it satisfies the Jacobi equation
J ′′ +R(γ′y, J)γ
′
y = 0,
where R is the Riemann curvature tensor of M and ′ denote covariant derivatives along γy.
Let ξ ∈ TyTM and z : (−, ) → TM be an adapted curve to ξ. Then the map (s, t) →
pi ◦ φt(z(s)) gives rise to a variation of γy = pi ◦ φt(y). The curves t → pi ◦ φt(z(s)) are
geodesics and therefore the corresponding variational vector field Jξ(t) =
∂
∂s
|s=0pi◦φt(z(s))
is a Jacobi vector field with initial conditions given by{
z(0) = y;
z′(0) = ξ.
Jξ(0) =
∂
∂s
|s=0pi ◦ φt(z(s))|t=0 = dpiy(ξ);
J ′ξ(0) =
∂
∂t
|t=0 ∂∂s |s=0pi ◦ φt(z(s))
= ∂
∂s
|s=0 ∂∂t |t=0pi ◦ φt(z(s)) = ∂∂s |s=0Z(s) = Ky(ξ).
Using the above we can describes the differential of the geodesic flow in terms of Jacobi
fields and the splitting of TyTM into horizontal and vertical subbundles. In fact, holds
that
Claim: Given y ∈ TM , ξ ∈ TyTM and t ∈ R, we have
dφty(ξ) = (Jξ(t), J
′
ξ(t)).
The following Lemma can be found in (cf. [Pat99, pag. 42]) for compact case, but in
non-compact case the proof still holds with some adaptations.
Lemma 30. Let X ⊂ SM be a hyperbolic set. Then for any y ∈ X
Ess(y)⊕ Euu(y) = kerαy.
Proof. Let us show that Ess(y) ⊂ kerαy the proof for Euu(y) is analogous. Since φt
preserves the contact form α, then given η ∈ Ess(y), we have
αy(η) = αφt(y)(dφ
t
y(η))
=
〈
dpiφt(y)(dφ
t
y(η)), γ
′
y(t)
〉
=
〈
d(pi ◦ φt)y(η), γ′y(t)
〉
=
〈
Jη(t), γ
′
y(t)
〉
,
since
∥∥dφty(η)∥∥2 = ‖Jη(t)‖2 + ∥∥J ′η(t)∥∥2 and ∥∥dφty(η)∥∥ → 0 when t → ∞, then ‖Jη(t)‖ →
0 when t → ∞. Also, |αy(η)| ≤ ‖Jη(t)‖, so we have that αy(η) = 0 showing that
Ess(y) ⊂ kerαy; therefore since Ess(y) ⊕ Euu(y) and kerαy have the same dimensions,
thus Ess(y)⊕ Euu(y) = kerαy.
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5.2.3 Stable and Unstable Jacobi Fields
Let y = (x, v) and w orthogonal to v and let JTw (t) be the unique Jacobi filed on γv(t)
such that
JTw (0) = w and J
T
w (T ) = 0.
The limit Jsw(t) := lim
T→∞
JTw (t) exists and is a Jacobi vector field on γv(t) (cf. [Ebe73]).
Clearly Jsw(0) = w and J
s
w(t) 6= 0 for all t > 0. We call Jsw(t) a the stable Jacobi field.
The unstable Jacobi field Juw(t) along γv(t) are got by considering the limits as T → −∞,
Juw(t) := lim
T→−∞
JTw (t).
The subspaces (using the identification TySM = H(y)⊕ V (y))
Ess(φt(y)) = {(J(t), J ′(t)) ∈ Tφt(y)SM |J is a stable Jacobi field}
Euu(φt(y)) = {(J(t), J ′(t)) ∈ Tφt(y)SM |J is a unstable Jacobi field}
are called the Green subbundles on γy, which are also the stable and unstable subbundles
of the definition of hyperbolicy of the geodesic flow on SM (cf. [Ebe73]).
5.3 Regular Cantor Sets
Let A be a finite alphabet, B a subset of A2, and ΣB the subshift of finite type of AZ with
allowed transitions B. We will always assume that ΣB is topologically mixing, and that
every letter in A occurs in ΣB.
An expansive map of type ΣB is a map g with the following properties:
(i) the domain of g is a disjoint union
⋃
B
I(a, b). Where for each (a, b), I(a, b) is a
compact subinterval of I(a) := [0, 1]× {a};
(ii) for each (a, b) ∈ B, the restriction of g to I(a, b) is a smooth diffeomorphism onto
I(b) satisfying |Dg(t)| > 1 for all t.
The regular Cantor set associated to g is the maximal invariant set
K =
⋂
n≥0
g−n
(⋃
B
I(a, b)
)
.
Let Σ+B be the unilateral subshift associated to ΣB. There exists a unique homeomorphism
h : Σ+B → K such that
h(a) ∈ I(a0), for a = (a0, a1, . . . ) ∈ Σ+B and h ◦ σ = g ◦ h,
where σ+ : Σ+B → Σ+B , is defined as follows σ+((an)n≥0) = (an+1)n≥0.
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5.4 Expanding Maps Associated to a Horseshoe
Let Λ be a horseshoe associate a C2-diffeomorphism ϕ on the a surface M and consider
a finite collection (Ra)a∈A of disjoint rectangles of M , which are a Markov partition of Λ.
Put the sets
W s(Λ, R) =
⋂
n≥0
ϕ−n(
⋃
a∈A
Ra),
W u(Λ, R) =
⋂
n≤0
ϕ−n(
⋃
a∈A
Ra).
There is a r > 1 and a collection of Cr-submersions (pia : Ra → I(a))a∈A, satisfying the
following property:
If z, z′ ∈ Ra0 ∩ ϕ−1(Ra1) and pia0(z) = pia0(z′), then we have
pia1(ϕ(z)) = pia1(ϕ(z
′)).
In particular, the connected components of W s(Λ, R)∩Ra are the level lines of pia. Then
we define a mapping gu of class Cr (expansive of type ΣB) by the formula
gu(pia0(z)) = pia1(ϕ(z))
for (a0, a1) ∈ B, z ∈ Ra0 ∩ ϕ−1(Ra1). The regular Cantor set Ku defined by gu, describes
the geometry transverse of the stable foliation W s(Λ, R). Analogously, we can describe
the geometry transverse of the unstable foliation W u(Λ, R), using a regular Cantor set
Ks define by a mapping gs of class Cr (expansive of type ΣB).
Also, the horseshoe Λ is locally the product of two regular Cantor sets Ks and Ku. So, the
Hausdorff dimension of Λ, HD(Λ) is equal to HD(Ks×Ku), but for regular Cantor sets,
we have that HD(Ks×Ku) = HD(Ks)+HD(Ku). Thus HD(Λ) = HD(Ks)+HD(Ku)
(cf. [PT93, chap 4]).
5.5 Intersections of Regular Cantor Sets and Property V
Let r be a real number > 1, or r = +∞. The space of Cr expansive maps of type Σ
(cf. section 5.3), endowed with the Cr topology, will be denoted by ΩrΣ . The union
ΩΣ =
⋃
r>1
ΩrΣ is endowed with the inductive limit topology.
Let Σ− = {(θn)n≤0 , (θi, θi+1) ∈ B for i < 0}. We equip Σ− with the following ultrametric
distance: for θ 6= θ˜ ∈ Σ−, set
d(θ, θ˜) =

1 if θ0 6= θ˜0;
|I(θ ∧ θ˜)| otherwise
,
where θ ∧ θ˜ = (θ−n, . . . , θ0) if θ˜−j = θ−j for 0 ≤ j ≤ n and θ˜−n−1 6= θ−n−1 .
Now, let θ ∈ Σ−; for n > 0, let θn = (θ−n, . . . , θ0), and let B(θn) be the affine map from
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I(θn) onto I(θ0) such that the diffeomorphism k
θ
n = B(θ
n) ◦ fθn is orientation preserving.
We have the following well-known result (cf. [Sul]):
Proposition. Let r ∈ (1,+∞), g ∈ ΩrΣ.
1. For any θ ∈ Σ−, there is a diffeomorphism kθ ∈ Diff r+ (I(θ0)) such that kθn converge
to kθ in Diff r
′
+ (I(θ0)), for any r
′ < r, uniformly in θ. The convergence is also
uniform in a neighborhood of g in ΩrΣ .
2. If r is an integer, or r = +∞, kθn converge to kθ in Diffr+(I(θ0)). More precisely,
for every 0 ≤ j ≤ r − 1, there is a constant Cj (independent on θ) such that∣∣Dj log D [kθn ◦ (kθ)−1] (x)∣∣ ≤ Cj|I(θn)|.
It follows that θ → kθ is Lipschitz in the following sense: for θ0 = θ˜0, we have∣∣∣Dj log D[kθ˜ ◦ (kθ)−1](x)∣∣∣ ≤ Cj d(θ, θ˜).
Let r ∈ (1,+∞]. For a ∈ A, denote by Pr(a) the space of Cr-embeddings of I(a) into R,
endowed with the Cr topology. The affine group Aff(R) acts by composition on the left
on Pr(a), the quotient space being denoted by Pr(a). We also consider P(a) =
⋃
r>1
Pr(a)
and P(a) =
⋃
r>1
Pr(a), endowed with the inductive limit topologies.
Remark 18. In [MY01] is considered Pr(a) for r ∈ (1,+∞], but all the definitions and
results involving Pr(a) can be obtained considering r ∈ [1,+∞].
Let A = (θ, A), where θ ∈ Σ− and A is now an affine embedding of I(θ0) into R. We
have a canonical map
A → Pr =
⋃
A
Pr(a)
(θ, A) 7→ A ◦ kθ (∈ Pr(θ0)).
Now assume we are given two sets of data (A,B,Σ, g), (A′,B′,Σ′, g′) defining regular
Cantor sets K, K ′.
We define as in the previous the spaces P =
⋃
A
P(a) and P ′ =
⋃
A′
P(a′).
A pair (h, h′), (h ∈ P(a), h′ ∈ P ′(a′)) is called a smooth configuration for K(a) = K∩I(a),
K ′(a′) = K ′ ∩ I(a′). Actually, rather than working in the product P × P ′, it is better to
go to the quotient Q by the diagonal action of the affine group Aff(R). Elements of Q
are called smooth relative configurations for K(a), K ′(a′).
We say that a smooth configuration (h, h′) ∈ P(a)× P(a′) is
• linked if h(I(a)) ∩ h′(I(a′)) 6= ∅;
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• intersecting if h(K(a)) ∩ h′(K(a′)) 6= ∅, where K(a) = K ∩ I(a) and K(a′) =
K ∩ I(a′);
• stably intersecting if it is still intersecting when we perturb it in P × P ′, and we
perturb (g, g′) in ΩΣ × ΩΣ′ .
All these definitions are invariant under the action of the affine group, and therefore make
sense for smooth relative configurations.
As in previous, we can introduce the spaces A, A′ associated to the limit geometries of
g, g′, respectively. We denote by C the quotient of A × A′ by the diagonal action on
the left of the affine group. An element of C, represented by (θ, A) ∈ A, (θ′, A′) ∈ A′,
is called a relative configuration of the limit geometries determined by θ, θ′. We have
canonical maps
A×A′ → P ×P ′
C → Q
which allow to define linked, intersecting, and stably intersecting configurations at the
level of A×A′ or C.
Remark: For a configuration ((θ, A), (θ′, A′)) of limit geometries, one could also consider
the weaker notion of stable intersection, obtained by considering perturbations of g, g′ in
ΩΣ×ΩΣ′ and perturbations of (θ, A), (θ′, A′) in A×A′. We do not know of any example
of expansive maps g, g′, and configurations (θ, A), (θ′, A′) which are stably intersecting
in the weaker sense but not in the stronger sense.
We consider the following subset V of ΩΣ × ΩΣ′ . A pair (g, g′) belongs to V if for any
[(θ, A), (θ′, A′)] ∈ A×A′ there is a translation Rt (in R) such that (Rt ◦ A ◦ kθ, A′ ◦ k′θ′)
is a stably intersecting configuration.
5.6 Incompressible Sets
Next we will be considering some theorems that will be used in our arguments.
Definition 5. Let X1, X2 be metric spaces with metrics d1 and d2 respectively, a sequence
of maps fi : X1 −→ X2, i = 1, 2, · · · is said to be uniformly bi-Lipschitz if there exists a
C > 1 such that
C−1d1(x, y) ≤ d2(fi(x), fi(y)) ≤ Cd1(x, y)
for all x, y ∈ X1 and i = 1, 2, · · · ; a C > 1 for which the relation holds is called a uniform
bi-Lipschitz constant for the sequence.
Definition 6. A subset S of a metric space X is said to be incompressible if for any
nonempty open subset Ω of X and any sequence fi of uniformly bi-Lipschitz maps from
Ω onto (possibly different) open subsets of X, the subset
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⋂∞
i=1 f
−1
i (S)
has the same Hausdorff dimension as X.
Acknowledgments
The authors is thankful to Instituto de Matema´tica Pura e Aplicada (IMPA) for the
excellent academic environment during the preparation of this manuscript. Also, we
thank to Gonzalo Contreras for their comments and Marlon Lo´pez for reviewing of this
manuscript. This work was financially supported by CNPq-Brazil, Capes, and the Palis
Balzan Prize.
References
[AMU14] M. Artigiani, L. Marchese, and C. Ulcigrai. The lagrange spectrum of a veech
surface has a hall ray. arXiv:1409.7023v2[math.DS], September 2014.
[Ano69] D. Anosov. Geodesic flow on compact manifolds of negative curvature. Proc.
Steklov Math. Inst. A.M.S. Translations,, 1969.
[AP10] Vı´tor Ara´ujo and Maria Jose´ Pacifico. Three-Dimensional Flow. Springe vol
53, 2010.
[CF89] T. W. Cusick and M. E. Flahive. The Markoff and Lagrange Spectra. Math
surveys and Monographs. No 30, A.M.S., providence, RI, 1989.
[CL77] Cesar Camacho and Alcides Neto Lins. Introduc¸a˜o a` Teoria das Folheac¸o˜es.
Instituto de Matema´tica Pura e Aplicada, 1977.
[Dan86] S.G. Dani. Bounded orbits of flows on homogeneous spaces. Comment. Math.
Helvetici, 61:636–660, 1986.
[DV89] M.M. Dodson and J.A.G. Vicker. Number theory and Dynamical Systems. Lon-
don Mathematical Society Lecture Note Series, 134 , Cambridge University
Press, 1989.
[Ebe73] Patrick Eberlein. When is geodesic flow of anosov type? J. Diff. Geom.,
8(I,II):437–463, 1973.
[Fal85] K.J. Falconer. The geometry of fractal sets. Cambridge University Press, 1985.
[Fre75] G. A. Freiman. Diophantine aproximation and the geometry of numbers
(Markov problem). Kalinin. Gosudarstv. Univ. Kalink, 1975.
[Haa86] A. Haas. Diophantine approximation on hyperbolic surfaces. Acta Math,
156:33–82, 1986.
[Hal47] Marshall Hall. On the sum and product of continued fractions. Annals of Math.,
48:996–993, 1947.
64
[HMU12] P. Hubert, L. Marchese, and C. Ulcigrai. Lagrange spectra in Teicmuller dy-
namics via renormalization. arXiv:1209.0183v1[math.Ds], September 2012.
[HP75] Morris W. Hirsch and Charles C. Pugh. Smoothness horocycle foliations. J.
Differential Geometry, 10:225–238, 1975.
[HP02] S. Hersonsky and F. Paulin. Diophantine approximation for negatively curved
manifolds. Math. Z, 241:181–226, 2002. MR1930990.
[HS86] A. Haas and C. Series. The Hurwitz constant and Diophantine approximation
on Hecke groups. J. Lond. Math, 34:219–234, 1986.
[KH95] Anatole Katok and Boris Hasselblatt. Introduction to the Modern Theory of
Dynamical Systems. Cambridge University Press, 1995.
[Kli82] W. Klingenberg. Riemannian Geometry. Walter de Gruyter, Berlin, 1982.
[Mar] Grigorii A. Margulis. Dynamical and ergodic properties of subgroup actions on
homogeneus spaces with applications on number theory. Institute for problems
in information transmission, Academy of Sciences of USSR ul., enmolovi 19.
Moscow 101447, USSR.
[MRn13] Carlos Moreira and Sergio Roman˜a. On the lagrange and markov
dynamical spectra. submitted, or see for instance, http://arxiv-
web3.library.cornell.edu/abs/1310.3903, 2013.
[MY01] Carlos Gustavo Moreira and Jean-Christophe Yoccoz. Some fundamental prop-
erties of plane sets of fractional dimension. Annals of Mathematics, 154:45–96,
2001.
[MY10] Carlos Gustavo Moreira and Jean-Christophe Yoccoz. Tangencies homoclines
stables pour des ensembles hyperboliques de grande dimension fractale. Annales
Scientifiques de L’ e´cole Normale Supe´rieure, 43(4):1–68, 2010.
[Pat99] Gabriel P. Paternain. Geodesic Flows. Progress un Mathematics vol 180, 1999.
[PP10] Jouni Parkkonen and Fre´de´ric Paulin. Prescribing the behavior of geodesic in
negative curvature. Geometry & Topology, 14:277–392, 2010.
[PT93] J. Palis and F. Takens. Hyperbolicity & sensitive chaotic dynamiscs at homo-
clinic bifurcations. Cambridge studies in advanced mathematics, 35, 1993.
[SS97] Thomas A. Schmidt and Mark Sheingorn. Riemann surface have Hall rays at
each cusp. Illions journal of Mathematics, 41(3), 1997.
[Sul] D Sullivan. Differentiable structures on fractal-like sets, determined by intrinsic
scalins functions on dual Cantor sets. Proc. Sympos. Pure Math., A.M.S.,
Providence, RI, 1988, 48(4):15–23.
65
Sergio Augusto Roman˜a Ibarra
Universidade Federal do Rio de Janeiro
Av. Athos da Silveira Ramos 149, Centro de Tecnologia - Bloco C - Cidade Universita´ria
- Ilha do Funda˜o, cep 21941-909
Rio de Janeiro-Brasil
E-mail: sergiori@im.ufrj.br ; sergiori@impa.br
Carlos Gustavo T. de A. Moreira
Instituto Nacional de Matema´tica Pura e Aplicada (IMPA)
Estrada Dona Castorina 110, cep 22460-320
Rio de Janeiro-Brasil
E-mail: gugu@impa.br
66
