Nonnegative idempotent kernels  by Gibert, Steve & Mukherjea, Arunava
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 135, 326341 (1988) 
Nonnegative ldempotent Kernels 
STEVE GIBERT AND ARUNAVA MUKHERJEA 
Department of Mathematics, University of South Florida, 
Tampa, Florida 33620 
Submitted by David Aldous 
Received November 11. 1986 
1 
The structure of nonnegative idempotent kernels is presented in this 
paper. The results here generalize (and are based on) earlier results and 
ideas of Blackwell. Topologized versions of our results along with 
applications are also given. 
2 
Let X be a state space (possibly uncountable) and .49 be a sigma-algebra 
of subsets of X. Let Q(x, B), x E X and B E S?, be a nonnegative kernel. This 
means that for each XE X, Q(x, .) is a (nonnegative) measure on 9I, and 
for each BE 93, Q( ., B) is a &measurable nonnegative function, possibly 
assuming the value + co. A set N in &I is called a null set if for every x E X, 
Q(x, N) = 0. A set ZE 93 is called invariant if there is a null set N such that 
x E I- N =S Q(x, Zc) = 0. A set ZE S3 is called strictly invariant if Q(x, I’) = 0 
for each x E I. An invariant set is called indecomposable if it does not con- 
tain two disjoint non-null invariant subsets. A nonnegative kernel Q is 
called idempotent if 
Qk E) = j Q(Y, El Q(x, dy) (2.1) 
for all x E X and all E E W. 
Nonnegative idempotent kernels are natural generalizations of infinite 
dimensional nonnegative idempotent matrices, whose structures are already 
known [2]. The simplest of such kernels are of the form Q(x, E) = 
f(x) L(E), where f is a strictly positive Bore1 measurable function, L is a 
nonnegative Bore1 measure, and J f dL = 1. For example, when X is the set 
of reals > 1 and m is the Lebesgue measure, then (1/x2) . m(E) defines such 
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a kernel. As we will show in this paper, general nonnegative idempotent 
kernels are, in most cases, obtained by piecing together kernels of the 
above type. Such kernels, in a special form, were already studied in the 
context of groups in [3]. After the authors became aware of Blackwell’s 
work [ 11, presentation of the theory in [3] became possible in the more 
general, but natural context that is considered here. In fact, understanding 
the structure of a general nonnegative idempotent kernel can help us 
understand with relative ease an apparently nontrivial fact that there 
cannot be inlinite regular idempotent measures in a group. This is made 
more clear in our Theorem 4.3. 
Notice that as in [ 11, 
I E Q(y, E”) Q(x, dy) = 0 
for all x (2.2) 
if and only if for all x, Q(x, N)=O for the set N= {ye,!? Q(y, E’)>O} if 
and only if E is invariant. In [ 11, Blackwell proved the following theorem. 
THEOREM 2.1. Suppose that 99 is strictly separable; i.e., it is generated by 
a denumerable subcollection of its elements. Let P be an idempotent 
stochastic kernel. Then X can be partitioned in the following manner: X = 
Nu (U S,j), where 
(i) N is a null set and for each b, S, E 58; 
(ii) for x, y in S, and E E B’, P(x, E) = P( y, E); 
(iii) for each /?, P(x, SD) = 1 for x E S,; 
(iv) forxEN, EEB, EcS,, andyESg, P(x,E)=P(y,E)P(x,Sp). 
The structure of a nonnegative idempotent kernel Q, where for each 
x E X, Q(x, .) is a finite (not necessarily a probability) measure on 98, can 
be easily derived from Blackwell’s theorem by a simple trick. (This trick 
does not seem to work as smoothly when Q(x, .) is not a finite measure, 
and this infinite case will be treated differently in the next section.) We 
have the following theorem. 
THEOREM 2.2. Let a be as in Theorem 2.1. Then X, the state space of a 
nonnegative idempotent kernel Q, can be partitioned as 
X=SuNu US,, ( > 
where 
(i) S= {x: Q(x, X)=0); 
(ii) N is a null set and for each p, S, E 98; 
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(iii) ifx, y E S,, then there exists u(x, y) > 0 such that for any EE $!I’, 
Qk E) = 4x, Y) Q(Y, E) and 
s u(z, x) Q(x, dz) = 1; s/J 
(iv) for each x E S,, Q(x, Sj) = 0; 
(v) for each j, for any XEN, yeSp, AcS,, AE~, 
Q(x, A)= Q(Y> A) js,j 4~ Y) Q(x, dz). 
Proof Let S be as stated in the theorem. Since Q(x, .) is a finite 
measure for each x, the function f(x) = Q(x, X) is a strictly positive real 
function on X - S. For x E X- S, A E C&Y’, and A c X- S, let us define 
PM=jA CfbMx)l Q(x,~Y). (2.3) 
Then for any DE 59 and x E X, 
= s Q(x, b) Q(y, DnA) 
= 1 Qk ~YI I, Z,(z) Q(Y, W]. (2.4) 
It follows from (2.3) and (2.4) that for XE X- S and A c X- S, 
PW)=j CfbMx)l Q(x>~Y) 
A 
s f(Y) - . = Qh ~YI f(x) 1 
= Q(x, dy)z. s X P(y,A)=iP(y,A)P(x,(ly). 
Also, for x E X - S, 
f’(x> X- s) = cllQ(x, XII j” Qb, dy)Q(Y, X) = 1. x-s 
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Thus, P is a stochastic kernel on (X- S, 33 n (X- S)). Using Blackwell’s 
theorem, we can now partition X- S as 
X-S=Nu US,, 
( > 
where N is a P-null (and therefore, Q-null) set. Also, for x, z E S, and A E G9 
(A c X - S), we have 
P(x,A)=P(z,A) 
and therefore, 
5 f(Y) A Qk dy) .fo = I A Q(z, 4) f(Y) .- f(z)' (2.5) 
For BE 9Y$, write g,(y) = ZB( y)/f (y). Let (g,B( y)) be a sequence of bounded 
simple functions increasing to g(y) pointwise. By (2.5), we have 
so that passing to the limit, 
Qk B) = Cf(xWb)l . Q(z, W 
If CE99, CcS, and x,zESp, then 
Qk Cl = j Qk ~YI Q(Y, Cl 
= 
5 Q(x, ~YI Q(Y, x-s Cl 
= s Cf(xMz)l~ Qb &) Qb, '3 x-s 
= Cf(xh!ftz)l Qh 0 
The rest of the proof is easy. 1 
If Q is a nonnegative idempotent kernel where Q(x, .) is not necessarily 
a finite measure, the above method does not carry over easily. Though we 
will deal with this case in details in the next section (in a different manner), 
let us indicate one possible approach resulting from this section’s method. 
330 GIBERT AND MUKHERJEA 
Suppose that BE 9, Q( ., B) is real valued and for some x, Q(x, B) > 0. 
Define the set 
X,= {Y: Qb, B)>O). 
Clearly, for any y E X,, Q( y, X,) > 0 since 
Q(Y, B) = .ryg Qh dz) Qk B). 
If we define for x E X, and A c X,, 
f’(x, A) = s, Qk 4~). CQh BYQ(x, WI, 
then it can be verified as before that P is a stochastic idempotent kernel on 
(X,, 93 n X,). Using Blackwell’s theorem on P, we can partition X, as 
X,=N,u US, > 
( > 
where 
(i) N, is a null set with respect to Q on Xg; 
(ii) for x, ygSB and AcX,, 
Q(x, A I= [Q(x, B)IQ(Y, WI . Q(Y, A). 
Using this decomposition and comparing it with similar decompositions for 
Xc and XBuc, where C is another set like B, it is possible to treat the 
“infinite” case. However, we prefer a more basic approach, which we 
present in the next section. 
3 
As before, let Q be a nonnegative idempotent kernel on a state space X. 
But here we allow Q(x, .) to be an infinite measure on W. We will show 
that under a “sigma-finiteness” type condition for Q, Blackwell’s arguments 
can be modified suitably to obtain a structure theorem for Q as before. 
Throughout this section, we assume the following condition (*): 
There are sets K,, c K,,+ 1 in 94 such that for each x in X, 
Q(x, K,) < co for all n 2 1, and 
X-S= G {YEX: Q(Y, K,)>O}, where s= {XEX: Q(X, x)=0}. 
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Condition (*) is really a uniform sigma-finiteness type condition. Indeed, if 
then X-S=U{M,,=na l,m> 1). For any xeX, 
Q(x, Kn) = j Q(Y, KJ Q(x, dv) 2; Q(x, M,,) 
so that Q(x, M,,) < co for all n and m. Notice that for A c X- S and 
XEX-s, 
Also, note that for XE X- S, Q(x, X-S) > 0. The reason is that for 
x E X- S, Q(x, X) > 0, whereas for x E X- S, Q(x, X- S) = 0 implies that 
Q(x, S) = s Q(Y, S) Q(x, dy) = ss Q(Y, S) Q(x, dy) = 0 so that Q(x, Xl = 0, 
which is impossible. Thus, Q restricted to X-S is non-trivial and idem- 
potent (assuming, of course, X# S). 
It is now clear that we may assume S to be empty. Also, our assumption 
(*) allows us to assume that there are sets L, c L, + , in .%Y such that X= 
lJ,“= , L, and for every x E X, Q(x, L,) < as. 
Now we are ready to get into our results that lead to the structure 
theorem for Q. 
LEMMA 3.1. Suppose that Q(.x, E) < a. Then for any A E 59, 
s, s,< Q(zv E) Q(Y> dz)Qk dy) =lAc l Qk E) Q(Y> dz)Q(x, dv). 
A 
ProoJ The proof follows from the same arguments used in the proof of 
Theorem 2 in [I]. Note that the assumption Q(x, E) < cc makes all the 
terms in (5) and (6) of [l] finite even in our case. 1 
LEMMA 3.2. The class 9 of invariant sets in g is a Bore1 field (sigma- 
algebra) of subsets of X. 
ProojY It is routine to verify that 9 is closed with respect to countable 
unions. Now let A ~3. Then there exists a null set N such that 
Q(y, X-A) = 0 for any y E A -N. Thus, using the sets K,, (in (*)), we have 
for any n a 1, 
l.i Q(z, K,) Q(Y> dz) Q(x, 4) = 0. A A' 
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By Lemma 3.1, 
I./ A’ A Qk K) P(Y, dz) Q(x, dy) = 0. 
Let K:, = (z E A: Q(z, K,,) > 0). Consider the set 
Q(z,K,)Q(y,dz)>O 
Then N(n) is a null set and for YE A”- N(n), Q(y, KL) =O. Let N = 
I,),“= 1N(n). Then N is a null set and for y E A“ - N, Q(y, A) = 0 because of 
condition (* ). Hence, A” E 3. l 
LEMMA 3.3. Suppose that Q(x, E) < cc and Q(x, F) < 00 ,for each x E X. 
Then the set A = (z: Q(z, E) < kQ(z, F)} is invariant. 
Proof By Lemma 3.1, 
k. j,< jA Q(z> F) Q(Y, dz) Q(x, dy) 
= k ..r, fAt Qb, F) Q(Y, dz) Q(x, dy) 
d SJ’ Qb, 4 Q(Y> dz) Q(x, dy) A AL 
= 
if A’ A Qk El Q(.Y, dz) Q(A dv). 
This means that 
II {kQ(z, F) - Qk El) Q(Y, dz) Q(x> dy) GO. A” A
But the above inequality is an equality by the definition of A. Write N= 
{ y: lA [kQ(z, F) - Q(z, E)] Q( y, dz) > 0 ) n A’. Then N is a null set. Since 
Q(z, E) < kQ(z, F) for ZE A, Q(v, A) =0 for ye A”- N. Thus, A” (and 
therefore, A by Lemma 3.2) is invariant. 1 
LEMMA 3.4. Let E E B, FE &?. Then the set 
A= {z: Q(z, E)<k.Q(z, F)f 
is invariant. 
NONNEGATIVE IDEMPOTENT KERNELS 333 
(This means that the sets {z: Q(z, E) 2 k . Q(z, F)}, {z: Q(z, E) 6 
k . Q(z, F)}, and {z: Q(z, E) = k. Q(z, F)} are also invariant.) 
Proof. Consider the sets L, considered in the context of condition (*). 
Define the sets 
A(n,m)= z:Q(z,EnL,)< 
Then, cc 
A=6 u (-jA(n,m). 
r=l m>l:k n=r 
The lemma follows from Lemmas 3.2 and 3.3. 1 
LEMMA 3.5. Let A be a strictly invariant and indecomposable s t in C8. 
Then for any E, FE &I’, and x, y E A, 
Q(x, El Q(Y, F) = Q(x, F) Q(Y, El. 
Proof: Consider the sets L, considered earlier. Write E, = En L, and 
F,, = Fn L,,. Let y E A. If Q( y, F) = 0 = Q( y, E), then there is nothing to 
prove. So we assume that at least one of Q(y, F) and Q(y, E) is positive. 
Suppose that Q( y, F) > 0. Then there exists r such that for n 3 r, 
Q( y, F,,) > 0. Let k, 3 0 such that k, Q( y, F,,) = Q( y, E,). Then we have 
O=Q(Y, En)-k,Q(yt Fn) 
= I [Qk En) - kQ(z, FJI Q(Y, dz) (since Q( y, A”) = 0) A 
(3.1) 
where B, = (2: Q(z, E,) > k, . Q(z, F,)}. On A n B;, Q(z, E,) - 
k,Q(z, F,,) < 0; therefore, if Q( y, A n B;) > 0, then Eq. (3.1) implies that 
o<o 
since in this case, Q(y, A n B,) must be zero. (Note that A n B, E 9 and 
A n B; E 9; also, A is indecomposable.) Thus, 
Q(y,AnB;)=O and Q(x A n&b-O 
(since Q( y, A) > 0). Hence, the set (z E A: Q(z, E,) = k,Q(z, F,)) is non- 
null (because of Eq. (3.1)). This means that 
{zEA:Q(z,E,)Z~,Q(Z,F~)} 
409’135’1-22 
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is null, since A is indecomposable. Let z E A. Then, 
Qk 4,) - kQ(z> F,J 
= s [Qk En) -kQ(x, F,)l Qk dx) = 0. A 
Passing to the limit as n + co, the lemma follows. 1 
THEOREM 3.1. Let 9# be strictly separable. Then X can be partitioned as 
X=SuNu(U SB), where 
(i) S= {x: Q(x, X) = O}; 
(ii) N is a null set; 
(iii) for each fl, S, E .%9, and for x g S,, Q(x, S@) = 0; 
(iv) if x, y E S,, then there exists u(x, y) > 0 such that for any E E W, 
Qb, El = 4x3 Y) Q(Y, El. 
Proof: It is no loss of generality to assume that S is empty, since Q 
restricted to s’ is also idempotent. Suppose that (FJy=, determine &?. We 
may and do assume that the F;s include the sets L, (considered earlier) 
and form a field 9. Define the sets 
Z(A,B,kn)= x:XQ(x,a,dQ(x,B)<I(k+l)/nlQ(x,a,), 
i 
where A E 9, BE 9, k = 0, 1, 2, . . . . and n = 1, 2, 3, . . . . Let 3, be the strictly 
separable Bore1 field determined by the sets in 
By Lemma 3.4, the sets in Yi are invariant. By Blackwell’s Lemma 2, Xi is 
atomic; that is, X= u X@, where the XB’s are the atoms of Yi and each X@ 
is a countable intersection of elements in F0 and their complements. Also, 
BE 9, implies either B n X, is empty or X, c B. For each BE YI, the field 
generated by 9$$, let N(B) be the null subset of B such that Q(x, B’) = 0 for 
each x in B - N(B). Then N, the union of the N(B)‘s, is a null set. For each 
fi, S, = X,-N. Since each X, is an intersection of countably many mem- 
bers of Yi, it is clear that for any x E S,, Q(x, X- Xs) = 0. Let x and y be 
in S,. Since Q(x, X) > 0, Q( y, X) > 0 and X= U,“= i L,, there exists some 
L, such that 
0 < Q(x, L,) < ~0 and O<Q(Y,L)<~. 
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Let u 2 0 and A E .5F such that Q(x, A) = 0. Q(x, L,). Since 
(2: Q(z, A)=u.Q(z, L,)) ~4 
and intersects XP, 
X, c {z: Q(z, A) = v. Q(z, L,)}. 
This proves that for any A E 8, 
Q(x> A) = 4x, Y) . Q(Y, A 1, 4x> Y) = Q(x, LJ/Q(Y~ Ln). 
It follows that the measures Q(x, .) and u(x, y) Q(y, .) coincide on 98 since 
they coincide on the field that generates 93. 1 
Here is an example showing that results of this section do not hold 
without the assumption of a a-finiteness type of condition. Let X= [0, co) 
and $9 be the Bore1 subsets of X. 





is a closed subset of the reals and therefore, belongs to $3. Also, Q is idem- 
potent. 
(The reason is the following: 
Case. Q(x, A) = 0. In this case, Q(y, A) = 0 if 0 < y < x and also, 
Q(x, (x, CJ-Z 1)= 0. Therefore, Qb, A) = j Q(y, A) Q(x, 4). 
Case. Q(x,A)=m. In this case, m([O,x]nA)=26>0. If x--6< 
y d x, then m([O, JJ] n A) 2 6 B 0 so that Q(y, A) = co. Also, 
Q(x, [x - 6, x]) = co. Hence, 
Q(x, A)= ~0 = j Qb, A) Q(x, &).I 
Now notice that all sets [0, a], a > 0 are invariant, since 
Q(x, (a, ~0 )I = 0 for Odxda. 
But, [0, a + 6]- [0, a] = (a, u + b] is not invariant since 
Q(x, CO, ~1) = ~0 for u<xdu+b. 
Thus, the invariant sets do not form a a-algebra anymore. 
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In the remainder of this section, we discuss the density case, that is, when 
the nonnegative idempotent kernel Q has the form 
where p, is a nonnegative ?.8 x !4? measurable function and m is a finite 
measure on 99. Then exactly as in [ 11, it can be shown that there is a non- 
negative 98 x 98 measurable function p such that 
Pk u)=jP( XT z) P(Zt Y) m(dz) (3.3) 
and 
ecx, A) = J ‘4x, Y) m(h) 
A 
(3.4) 
for x, yEXand AE&?. 
Consider (X, 9, m). Partition 
x=sux,ux,u ... (3.5) 
such that each Xi is an atom in (X, 9, m) and m is non-atomic on SE 9. 
As in [l], it follows that S is a null set and therefore, we may and do 
assume that each Xi in (3.5) is strictly invariant. Using our Lemma 3.5, we 
can then prove easily that 
Ax,, Y) = %b, > x2) P(X27 Y) (3.6) 
u,= (YEx,:P(x, y)=O}, v?r= LYV”: Pk Y)>Ol 
for XEX,. Let U=U{U,,: n> 1) and V= U{ V,:n> l}. Since Q(x, x)=0 
for XEX,,, m(Vn)=O for n2 1 so that m(V)=O. Also, for XEX,,, 
Q(x, K,=j p(x,z)m(dz)=O. 
un 
For x E X, (m #n), Q(x, U,) = 0 ( since X, is strictly invariant). For x E S, 
Q(x, un) =j Qb, u,) Q(x, 4~) = s,< Q(y, U ) Q(x, dy) = 0. 
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Thus, U, (for every n > 1) is null. Therefore, U is null. If m( U,) > 0 for 
some n, then since A’,, is an atom, m( U,) = m(X,,), and therefore, for x E A’,,, 
0 = Q(x> U,,) = jLfn ~4x3 Y) m(dy) = Jxn Ax> Y) MAY) 
= Q(x, x,J > 0, 
a contradiction. Thus, m(U) = 0. 
Now write 
A,,=X,-(UU V), F=X-(.,Q, xnu +s. 
We can now state the following: 
Xcan be partitioned as X=Fu VuA,uA,u . . . . 
where 
(i) p(x, y)=O for YE& 
(ii) F is null and m( V) = 0; 
(iii) for x, y in A,, p(x, y) >O, and for x,, x2 in Ai, there exists 
0 < a,(~, , x2) < cc such that 
(iv) each Ai is strictly invariant. 
4 
In this section, we topologize Blackwell’s theorem. This topologizing is 
not obvious, and yet, it is necessary for certain applications. One such 
application will be indicated here. 
Let X be a completely regular Hausdorff space and 649 be the Bore1 
subsets of X generated by its open subsets. Suppose that P is a stochastic 
idempotent kernel on Xx g such that 
(i) for each x E A’, the probability measure P(x, . ) can be 
approximated by its value on compact subsets from inside; 
(ii) for each bounded real continuous function f on X, 
m.*)=Jf(Y) P(x, dY) 
is a continuous function on X. 
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From (i) and (ii), it follows that for an open set G, 
P(x, G) = SUP 
{ 
j f,c(~) P(x> &I 
I 
, 
where the “sup” is taken over the family 
(fK: 0 < fK < 1, fK is continuous, fK = 1 on K and fK = 0 on X- G, 
where K is a compact subset of G). 
Thus, for an open G, P(x, G) is a lower semi-continuous function of x. 
LEMMA 4.1. Let A c X be a strictly invariant and indecomposable set. 
Then, the closed subset d is also strictly invariant and indecomposable. 
Proof. By Theorem 5 [ 11, we have for any E E g, 
P(x, E) = P(Y, El, (4.1) 
whenever x, y E A. Let y E 2. Then there is a net ( ya) in A such that yP -+ y 
and 
P( y, A) 3 1im;up P( yp, A) = 1 (since yB E A). 
(The reason is that y + P( y, A) is upper semi-continuous.) 
We now claim that for E E B, 
P(Y, E) = W, El, (4.2) 
whenever y E A and x E A. 
To prove this, let x E A, y E A, E E 9Y. Let v > 0 and ( ys) be a net in A 
such that ya + y. Using the regularity of the measures P(x, .) and P( y, -), 
we see that there exist an open set V and a compact set K such that 
VIEIKand 
IP(x, V) - P(x, K)I < ;, 
(4.3) 
IP(Y, VI - P(Y, K)I <;. 
It follows from (4.1) and (4.3) that 
P(Y, E) 2 P(Y, K) 2 limpp P( ys, K) = P(x, K) 3 P(x, E) --: 
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and 
P(y,E)<P(y, V)<limpinfP(yp, V)=P(x, VGP(x,E)+i. 
Since u > 0 is arbitrary, (4.2) follows. 
Finally, we use (4.2) to prove that A is indecomposable. Suppose that 
there are disjoint non-null invariant subsets B and C such that A 3 B u C. 
Then there is XE B such that P(x, B) = 1. By (4.2), P(y, B) = 1 for each 
y E A so that P( y, C) = 0 for each y E A. This is a contradiction. 1 
LEMMA 4.2. Let A, and A, be two disjoint subsets of X, which are both 
strictly invariant and indecomposable. Then 2, and A, are also disjoint. 
Proof: Suppose, if possible, 2, n 2, is nonempty and contains y. Let 
(ya)cA, and (z,)cA* such that ya+y and zq+ y. Let XEA~, ZEAL, 
and 0 < u < t. There are a closed set B c A, and an open set VI A, such 
that 
Now we have 
P(x,B)>P(x,A,)-u=l-u, 
P(z, V)<P(z, A,)+u=u. 
also, 
P(y, A,) > P( y, B) > lim sup P( ya, B) = P(x, B) 3 1 - u; 
P(y,A,)<P(y, V)dliminfP(z,, V)=P(z, V)du. 
This is a contradiction. 1 
Let US now state the following topologized version of Blackwell’s 
theorem. 
THEOREM 4.1. Suppose that 99 is strictly separable. (This is true, for 
instance, when the topology is second countable.) Then we can partition the 




(i) N is a null set; 
(ii) each S, is closed, strictly invariant and indecomposable and 
whenever x, y E S,, the probability measures P(x, . ) and P( y, .) are equal. 
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Let us remark that it follows easily from the proofs of Lemmas 4.1 and 
4.2 that the closures of the sets S, in Theorem 2.1 will be the sets S, in 
Theorem 4.1. 
We now apply this theorem to prove an important structure theorem for 
a regular idempotent probability measure m on a locally compact 
Hausdorff second countable topological semigroup S. A regular probability 
measure m on the Bore1 subsets of S is called idempotent if m = m * m; i.e., 
m(B)=/m(Bx-‘)m(dx)= j”m(x~‘B)m(dx), BE98, 
where Bx-‘= {YES: yx~B) and x-‘B= {y~S:xy~Bj. 
It is clear that P(x, B) =m(Bx-‘) and Q(x, B) =m(x-‘B) are regular 
idempotent stochastic kernels. It is easy to verify that S,, the support of m, 
is a closed subsemigroup of S and closure (S, . S,) = S,. We assume that 
the translations, i.e., the mappings x -+ xy and x -+ yx, are closed for each 
y E S. We intend to prove that S, is a completely simple subsemigroup. 
(For definition, see [4, pp. 4 and 61.) The completely simple structure of 
the support of m helps us identify the structure of m. (See [4] for details.) 
THEOREM 4.2. S, is a completely simple suhsemigroup. 
Proof: We use Theorem 4.1 and partition S, (assuming that S = S,, 
with no loss of generality) as 
S,=Nu US,, 
c > 
where N is a null set and each S, is a closed, strictly invariant and 
indecomposable set. For x, y in S,], the measures P(x, .) = m( .x-l) and 
P( y, .) = m( .y ‘) are the same. Since s,x is the support of m( .x-l), 
- - 
s,~x=s,ycs P3 (4 Y$J 
and therefore, since translations are closed by assumption, S,x is a 
minimal (closed) left ideal. Similarly, considering the idempotent stochastic 
kernel Q, xS, is a minimal right ideal. By Proposition 2.8 [4], S, has a 
kernel (the union of all minimal left ideals) which is completely simple. 
This kernel is closed and contains S,S,, which is dense in S,. The 
theorem follows. 1 
THEOREM 4.3. In a locally compact Hausdorff second countable group S, 
there does not exist an infinite regular measure m such that for Bore1 sets 
Bc S, 
m(B) = 1 m(Bx-‘) m(dx). 
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Proof: Following the same method as above, it is not difficult to see 
that as before S, is a closed completely simple subsemigroup of S and 
hence a group. Since S, cannot contain any proper left ideal, S, = S, for 
some p so that m(Ex-‘)=p(x)m(E) for EC S, and XES,, where 
p(x) > 0 and j p(v) m(dy) = 1. The rest of the proof follows as in Lemma 9 
of [3]. 
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