It is shown that the classical L-operator algebra of the elliptic Ruijsenaars-Schneider model can be realized as a subalgebra of the algebra of functions on the cotangent bundle over the centrally extended current group in two dimensions. It is governed by two dynamical r andr-matrices satisfying a closed system of equations. The corresponding quantum R and R-matrices are found as solutions to quantum analogs of these equations. We present the quantum L-operator algebra and show that the system of equations on R and R arises as the compatibility condition for this algebra. It turns out that the R-matrix is twist-equivalent to the Felder elliptic R F -matrix with R playing the role of the twist. The simplest representation of the quantum L-operator algebra corresponding to the elliptic Ruijsenaars-Schneider model is obtained. The connection of the quantum L-operator algebra to the fundamental relation RLL = LLR with Belavin's elliptic R matrix is established. As a byproduct of our construction, we find a new N -parameter elliptic solution to the classical Yang-Baxter equation.
subalgebras. In the third section, using this key observation, we pass to the quantization. We find the corresponding quantum R and R-matrices as solutions to quantum analogs of the equations for r andr. In particular, the R-matrix satisfies a novel triangle relation that differs from the standard quantum Yang-Baxter equation by shifting the spectral parameters in a special way. The Felder elliptic R F -matrix naturally arises in our construction. It turns out that the R-matrix is twist-equivalent to the R F -matrix with the R-matrix playing the role of the twist.
Then we derive a new quadratic algebra satisfied by the "quantum" L-operator. This algebra is described by the quantum dynamical R-matrices, namely, R, R F , and R:
We show that the system of equations on R, R F , and R-matrices arises as the compatibility condition for this algebra. We present the simplest representation of the quantum L-operator algebra corresponding to the elliptic RS model. We note that when performing a simple canonical transformation, the quantum L-operator coincides in essential with the classical L-operator found in [10] .
The quantum integrals of motion for the elliptic RS model were obtained in [10] . In [21] , it was shown that any operator from the Ruijsenaars commuting family can be realized as the trace of a proper transfer matrix for the specialL-operator that obeys the relation RLL =LLR with Belavin's elliptic R-matrix [26] . We note that our L-operator is gauge-equivalent toL. It follows from this observation that the determinant formula for the commuting family [21] is also valid for L. We show that any representation of our L-operator algebra is gauge equivalent to a representation of the relations RLL =LLR.
In Conclusion we discuss some problems to be solved.
2 Classical L-operator algebra 2.1 Poisson structure of T ⋆ GL(N )(z,z)
Let T τ be a torus endowed with the standard complex structure and periods 1 and τ . Denote by G a group of smooth mappings from T τ into the group GL(N, C). Then g ∈ G is a double-periodic matrix function g(z,z). The dual space to the Lie algebra of G is spanned by double-periodic functions A(z,z) with values in Mat (N, C). In what follows, we often use the concise notation g(z,z) = g(z) and A(z,z) = A(z). The group G admits central extensions G [22] . The Poisson structure on T * G with fixed central charges reads
{g 1 (z), g 2 (w)} = 0 (2.2) {A 1 (z), g 2 (w)} = g 2 (w)Cδ(z − w), (2.3) where k, α are central charges and δ(z) is the two-dimensional δ-function. Here we use the standard tensor notation, and C is the permutation operator. One can consider the following Hamiltonian action of G on T * G A(z) → T −1 (z)A(z)T (z) + kT −1 (z)∂T (z), (2.4) g(z) → T −1 (z)g(z)T (z).
We restrict our consideration to the case of smooth elements A(z). Then generic element A(z) can be diagonalized by the transformation (2.4) [23] :
Here D is a constant diagonal matrix with entries D i , D i = D j and T (z) is double-periodic. Matrix D is defined up to the action of the elliptic Weyl group. One can fix D by choosing the fundamental Weyl chamber. Matrix T (z) in eq.(2.5) is not uniquely defined. Any elementT (z,z) = T (z,z)h(z), where a diagonal matrix h(z) is an entire function of z, also satisfies (2.5). DemandingT (z,z) to be double-periodic, we obtain that h(z) is a constant matrix. We can remove this ambiguity by imposing the condition T (ε)e = e, (2.6) where e is a vector such that e i = 1 ∀i, and ε is an arbitrary point on T τ . In what follows, we denote the matrix T (z) that solves eq.(2.5) and satisfies eq.(2.6) by T ε (z). Such matrices evidently form a group. Now we try to rewrite the Poisson structure (2.1) in terms of variables T and D. Since D i are G-invariant functions, they belong to the center of (2.1) and, therefore, it is enough to calculate the bracket {T ε (z), T ε (w)}. However, the straightforward calculation reveals that this bracket is ill defined. So, we begin with calculating the bracket {T ε (z), T η (w)}, where T ε (z) and T η (w) satisfy (2.6) at different points ε and η,
To calculate the functional derivative
, we consider the variation of (2.5): 8) where
Let us introduce the function Φ(z, s) of two complex variables
)zs e
Here σ(z) and ζ(z) are the Weierstrass σ-and ζ-functions with periods equal to 1 and τ . The function Φ(z, s) is the only double-periodic solution to the following equation:
It is also convenient to define Φ(z, 0) as follows:
This function solves the equation∂
We introduce the notation q ij ≡ q i − q j , where
D i . Using these functions, one can write the solution to (2.8) obeying the condition t(ε)e = 0 [20] :
Hereafter, we denote 1 2πik by κ. Performing the variation of eq.(2.12) with respect to A mn (w) one gets
To compute the bracket (2.7), one needs the following relation between T ε (z) and T η (z):
where H ηε is a constant diagonal matrix. By direct computation, one finds
where
The bracket (2.14) has the r-matrix form with the r-matrix depending not only on coordinates q i but also on the additional variables H.
In the limit η → ε, one encounters the singularity. This shows that the variable T (z) is not a good candidate to describe the Poisson structure (2.1). However, one can use the freedom to multiply T (z) by any functional of A. So, we introduce a new variable
We use det T ε (ε) in the definition of T ε (z) in order to have the group structure for the new variables.
Using the Poisson bracket (2.14) one immediately finds 18) since f (ε, w) = f (z, η) = 0. Now we are going to pass to the limit η → ε.
1 For this purpose one should take into account the following behavior of H εη when η goes to ε:
, where h is a constant diagonal matrix being the functional of A. It turns out that there exists a unique choice for α and β, namely, α = 1/N, β = −1/N, for which the singularities cancel and there is no contribution from the matrix h. In the limit η → ε = 0, 2 for these values of α and β, one gets 1
Here the limiting r-matrix is given by 20) where
and
Here we denote by the function Φ(q ij ) the regular part of Φ(ε, q ij ) for ε → 0:
Note that both r and r are skew-symmetric: r 12 (z, w) = −r 21 (w, z).
A natural conjecture is that the r-matrix obtained satisfies the classical Yang-Baxter equation
It can be verified either by direct calculation or by considering the limiting case of the Jacoby identity for the bracket (2.18) as is done in the Appendix A. Thereby, the r-matrix (2.20) is an N-parameter solution of the classical Yang-Baxter equation. Let us note that, as one could expect, the condition det T(0) = 1 is compatible with the bracket (2.19), since det T(z) is a central element of algebra (2.19) .
Remark that the choice α = 1/N corresponds to the case where only the sl(N)(z,z)-subalgebra is centrally extended. In terms of T(z) (β = −1/N), the boundary condition looks like T(0)e = λe and det T(0) = 1. One can also check that the field A(z) defined by (2.5) with the substitution T(z) for T (z) obeys Poisson algebra (2.1).
The next step is to consider the special parameterization for the field g(z). To this end, we introduceÃ(z):
One can check thatÃ(z) Poisson commutes with A(w) and obeys the Poisson algebra:
Now we factorizeÃ(z) in the same manner as it was done for A(z), 26) where U(z) satisfies the boundary condition U(0)e = λe and det U(0) = 1. Obviously, U(z) Poisson commutes with T(w) and satisfies the Poisson algebra
One can find from (2.24) and (2.26) the representation for the field g,
where P is a constant diagonal matrix.
Computing the determinants of the both sides of eq.(2.28) one gets
Since the l.h.s. does not depend on z and det T(0) = det U(0) = 1 we obtain that det P = 1 and det T(z) = det U(z).
Calculating the Poisson brackets of P with P and Q = diag(q 1 , . . . q N ) in the same manner as above one reveals that
In fact, it means that log P i = p i − 1 N i p i , where p i are canonically conjugated to q i . For the remaining Poisson brackets of P with the fields T, U, we have
where we introduced ther-matrix:
To complete the description of the classical Poisson structure of the cotangent bundle we present the Poisson bracket of det g with other variables:
Recall that the Jacoby identity for bracket (2.19) Let us note that the Poisson relation for the generator W(z) = T −1 (z)U(z) turns out to be the Sklyanin bracket: 37) which, therefore, defines the structure of a Poisson-Lie group. This group is an infinitedimensional analog of the Frobenius group appeared in [18] , where the Poisson-Lie group structure was related to the existence of a non-degenerate two-cocycle on the corresponding Lie algebra. It would be interesting to find a similar interpretation in the infinite-dimensional case.
Classical L-operator
In this subsection, we define a special function on the cotangent bundle, which we call the classical L-operator. The motivation to treat this function as the L-operator is that the Poisson algebra of L is equivalent to the one found in [9] for the L-operator of the elliptic RS model. Denote by L the following function
By using the formulas of the previous subsection, one can easily derive the Poisson bracket of L and Q:
and the Poisson algebra of the L-operator,
Clearly, the generators Q and L form a Poisson subalgebra in the Poisson algebra of the cotangent bundle. An important feature of this subalgebra is that I n (z) = tr L n (z) form a set of mutually commuting variables.
Just as in the finite-dimensional case [18] , one can see from (2.39) that the L-operator admits the following factorization: L(z) = W (z)P , where Q and log P are canonically conjugated variables, the W -algebra coincides with (2.37), and the bracket of W and P is
(2.41)
In fact, everything what we need to quantize the L-operator algebra (2.40) is prepared. The problem of quantization is reduced to finding the quantum R and R-matrices satisfying the quantum analogs of eqs.(2.23), (2.35), and (2.36),
(2.45)
These matrices are assumed to have the standard behavior nearh = 0:
whereh is a quantization parameter. The problem formulated seems to be rather complicated due to the presence of the s-matrix in the classical r andr-matrices. However, Poisson algebra (2.40) possesses an important property allowing one to avoid the problem at hand. Namely, the matrix s(z) coming both in r andr drops out from the r.h.s. of (2.40). Thereby, eq.(2.40) can be eventually rewritten as
Moreover, if we denote by r
then using (2.21) and (2.34) we obtain
In this expression one can recognize the elliptic solution to the classical Gervais-Neveu-Felder equation [16, 15] :
In fact, r F emerges as the semiclassical limit of the quantum R-matrix found in [15] . The absence of the s-matrix in the resulting L-operator algebra and the appearance of the r F -matrix show that there may exist a closed system of equations involving only r-and r-matrices in the classical case, and R-and R-matrices in the quantum one. In the next subsection we find the desired system of equations and describe a Poisson structure for which these equations ensure the fulfillment of the Jacoby identity. Note that the algebra (2.46) literally coincides with the one obtained in [20] by using of the Hamiltonian reduction procedure. A mere similarity transformation of L turns algebra (2.46) to the one previously found in [9] . In contrast to [9] where (2.46) was derived by direct calculation with the usage of the particular form of the L-operator for the RS model, our treatment does not appeal to the particular form of L.
Quadratic Poisson algebra with derivatives
In the first subsection, we obtained the matrices r andr obeying system of equations (2.23), (2.35) and (2.36). Clearly, these equations are not satisfied when substituting r andr for r andr. However, computing the l.h.s. of these equations after this substitution we arrive at surprisingly simple result:
(2.52)
, where x = Re z. Note that eqs.(2.35) and (2.36) are formulated with the help of P. However, since all the matrices depend only on the difference q ij = q i − q j , we simply replace P by P .
Comparing eqs.(2.50-2.52) for r andr with (2.23), (2.35), and (2.36) for r andr, we come to the conclusion that the s(z)-matrix coming in r andr effectively plays the role of the derivative with respect to the spectral parameter.
It is worth mentioning that eqs.(2.50)-(2.52) obtained for r andr can be rewritten in the same form as eqs.(2.23), (2.35), and (2.36) if we replace r andr by r 12 − ∂ 1 + ∂ 2 andr 12 − ∂ 1 . In particular, for (2.50), we have
Thus, r 12 − ∂ 1 + ∂ 2 is a matrix first-order differential operator satisfying the standard classical Yang-Baxter equation. Using this fact we write down the Poisson algebra generated by the fields T (z), U(z), Q and P , having eqs.(2.50)-(2.52) as the consistency conditions:
57)
where T ′ = ∂T . It is worth mentioning that the Poisson structure (2.54-2.58) is not compatible with the boundary condition T (0)e = λe.
Let us note that there exists a Poisson subalgebra of Poisson algebra (2.54-2.58), formed by the generators:
that coincides with the Poisson algebra of the cotangent bundle with the central charge
we get for L algebra (2.46) obtained previously. As in the previous subsection the commutativity of I n (z) follows again from the one of g(z).
The main advantage of Poisson algebra (2.54-2.58) is that it can be easily quantized.
Quantization 3.1 Quantum R-matrices
In this section, following the ideology of the Quantum Inverse Scattering Method [24, 25] , we quantize the classical r andr-matrices and derive the quantum L-operator algebra.
We start with quantization of the relations (2.50)-(2.52). Let T (z), U(z) be matrix generating functions being the formal Fourier series in variables x and y:
where z = x + τ y. Denote by A a free associative unital algebra over the field C generated by matrix elements of the Fourier modes of T (z), U(z), and by the entries of the diagonal matrices P and Q modulo the relations
Here R(h, z, w) and R 12 (h, z) are double-periodic matrix functions of spectral parameters. These functions also depend on the coordinates q i and have the following semiclassical behavior ath = 0:
The next step is to find the conditions on R and R that ensure the consistency of the defining relations for A. In the sequel we often use R(z, w) as a shorthand notation for R(h, z, w).
First, we write down the compatibility condition for algebra (3.1) or (3.2), which reduces to the Quantum Yang-Baxter equation with spectral parameters shifted byh,
Analogously to the classical case, one can introduce the following matrix differential operator R(z, w) = eh ∂ ∂w R(z, w)e −h ∂ ∂z in terms of which eq.(3.7) reads as the standard Quantum YangBaxter equation
Relation (3.1) also requires the fulfillment of the "unitarity" condition for R,
Analogously, we find the following compatibility conditions for (3.3):
Now taking into account (3.6) one can easily see that in the semiclassical limit
relations (3.1-3.5) determine Poisson structure (2.54-2.58), while eqs.(3.7), (3.10), and (3.11) turn into (2.50), (2.51), and (2.52), respectively, in orderh 2 . In the first order inh, the unitarity condition (3.9) requires r to be skew-symmetric. Hence, the algebra A with defining relations (3.1)-(3.5), where R and R are the solutions of (3.7-3.11) obeying (3.6), is a quantization of the Poisson structure (2.54-2.58).
Now we are in a position to find the matrices R and R explicitly. We start with the R-matrix for which we assume the following natural ansatz:
This form is compatible with the structure of the classical r-matrix. Hereh 1 , . . . ,h 8 are arbitrary parameters that should be specified by eqs.(3.7) and (3.9), and f is a scalar function that may depend only onh i and spectral parameters. It turns out that the parameters h i are almost uniquely fixed by the unitarity condition (3.9). Substituting (3.12) into (3.9) and using the elliptic function identities we obtain
where P(z) is the Weierstrass P-function. Now it is a matter of direct calculation to check that eq.(3.7) holds forh 1 =h. The remaining parameterh 7 is inessential since it corresponds to an arbitrary common shift of the spectral parameters z and w. In the sequel, we chooseh 7 = 0. Therefore, the obtained solution to (3.7) and (3.6) reads as follows:
where f (z, w) = P(h) − P(z − w). One must be careful in the definition of R(−h, z, w). This matrix is defined by (3.13) with the replacementh → −h and f → −f . Therefore, R(h, z, w) and R(−h, z, w) are related as
To find the R-matrix, we adopt the following ansatz:
It has almost the same matrix structure as the classicalr-matrix. Since eq.(3.10) is easier to deal with than eq.(3.11), we first substitute (3.15) into eq.(3.10) thus obtaining R:
(3.16) where h 3 remains unfixed.
Eq.(3.11) involves both the R-and R-matrices and is independent on (3.7) and (3.10). One can verify by direct calculations that R and R given by eqs.(3.13) and (3.16) also satisfy (3.11) as soon ash 3 =h.
One can easily check that in the case of realh, the matrices R and R have the proper semiclassical behavior (3.6) .
In what follows we also need the R −1 -matrix,
It would be of interest to mention that just as in the rational case without the spectral parameter [18] , one can introduce the formal variable W (z) = T −1 (z)U(z) with permutation relations following from (3.1-3.5):
In analogy with the rational case, it is natural to treat eq.(3.18) as the defining relation of the quantum elliptic Frobenius group.
Quantum L-operator algebra
Just as in the classical case, we introduce a new variable:
which we call a quantum L-operator. Using the relations of the algebra A one can formally derive the following algebraic relations satisfied by the quantum L-operator:
In spite of the fact that L has the form L(z) = W (z)P , we can not reconstruct from eqs.(3.21) and (3.22) the relations (3.18) and (3.19) for W and P . So, in the sequel, we do not assume any relations on W and P . Let us define R
Then, by using the explicit form of the R-and R-matrices and elliptic function identities, we obtain
24) which is nothing but the R-matrix by Felder [15] , i.e., an elliptic solution to the quantum Gervais-Neveu-Felder equation [16, 15] :
Recall that one feature of R F is the "weight zero" condition:
Developing R F in powers ofh, we have R F = 1 +hr F + o(h), where r F is given by (2.48). Let us stress that in our consideration R F arises to account for the explicit form of R and R, and that the Gervais-Neveu-Felder equation does not follow from system (3.7-3.11). Formula (3.23) shows that the matrix R plays the role of the twist, which transforms the matrix R(z, w) -a particular solution of (3.7) -into such solution of (3.25) which depends only on the difference z − w.
Thus, the quantum L-operator algebra (3.22) can be presented in the following form:
The quantum L-operator algebra seems to be automatically compatible as A is compatible. However, a simple analysis shows that A and the algebra (3.27) admit different supplies of representations. In particular, the simplest representation for L we present below does not realize the algebra (3.18), (3.19) . Therefore, we find it necessary to give a direct proof of the compatibility of (3.27) . In this way, we come across eq.(3.25) and discover a new relation involving R F and R. To this end, let us multiply both sides of (3.27) by
and subsequently using eq.(3.27) we transform the string
For the l.h.s., we have
At this point, we interrupt the chain of calculations by remarking that the next step implies the possibility to push R F somehow through P −1 3 R 21 (w +h)P 3 R 23 (w). It can be done by virtue of the following new relation involving R F and R:
which can be checked directly by using the explicit forms (3.24) and (3.16) of R F and R respectively. Now we pursue calculation (3.28) with the relation (3.29) at hand.
As to the r.h.s., the same technique yields
Therefore, comparing the resulting expressions we conclude that the compatibility condition for the L-operator algebra (3.27) reduces to four equations (3.7), (3.11), (3.24), and (3.29). The existence of the Poisson commuting functions I n (z) in the classical case implies that the commuting family should exist in the quantum case as well. It should be the intrinsic property of the algebra (3.27) itself, without referring to the explicit form of its representations. Let us demonstrate the commutativity of the simplest quantities tr L(z) and tr L −1 (z) postponing the discussion of the general case to the next section. To this end, we need one more relation involving the matrices R F , R and R. In analogy with the rational case, it is useful to introduce the variable g(z) = U(z)P T −1 (z). Calculation of the commutator [g 1 (z), g 2 (w)] with the help of the defining relations of A results in
When the spectral parameter is absent, the algebra A allows one to establish a connection with the quantum cotangent bundle (see [18] for details). Then, in particular, the quantity [g 1 , g 2 ] is equal to zero. In the case at hand, we can not construct a subalgebra of A that is isomorphic to the quantum cotangent bundle. However, one can note that in the elliptic case, the commutativity of g(z) with g(w) follows from the identity
Using the definition of R F , eq.(3.14), and the "weight zero" condition (3.26), the last formula can be written in the following elegant form
Identity (3.31) plays the primary role in proving the commutativity of the family tr L(z) . To prove the commutativity, let us multiply both sides of
by
and take the trace in the first and the second matrix spaces. We get
It is useful to write R −1 12 in the factorized form 33) where
Then the l.h.s. of (3.32) reads as
Taking into account that R 12 is diagonal in the second matrix space and using the cyclic property of the trace, we obtain ij tr 12 
Since L = W P , where all entries of W commutes with q i , we arrive at
As to the r.h.s. of (3.32), we use identity (3.31) to rewrite it as
Having in mind that R 21 is diagonal in the first matrix space and taking into account the property (3.26) one can easily see that under the trace sign, the matrix R F can be pushed to the right where it cancels with R F 21 . Therefore, we get
Now applying to this expression the technique we used above for the l.h.s of (3.32) we conclude that eq.(3.34) is equal to tr L(z) tr L(w) . Thus, we proved that tr L(z) commutes with tr L(w) . Quite analogously one can prove that tr L −1 (z) commutes with tr L −1 (w) and with tr L(w) . Now we give an example of the simplest representation of algebra (3.21) and (3.27) associated with the elliptic RS model. Namely, the following L-operator satisfies algebra (3.27):
Here the parameter γ is a coupling constant of the elliptic RS model. This can be checked by straightforward calculations. Some comments are in order. The L-operator of the form (3.35) was already appeared in [20] as a result of the Hamiltonian reduction procedure applied to T ⋆ GL(N)(z,z). To guess the explicit form of b j one should note that in the rational limit algebra (3.27) tends to the one obtained in [18] , where the coefficients b j are found to be
Therefore, it is natural to assume that the elliptic analog of (3.37) is given by (3.36) .
It is worthwhile to mention that b j are not uniquely defined since one can perform a canonical transformation of (q, p)-variables. In particular, the variables
are related to b j by the canonical transformation q i → q i and
We call this L the quantum L-operator of the elliptic RS model. Indeed, taking the Hamiltonian to be H = tr L(z) one can see that the quantum canonical transformation of the form:
where P R i is the momentum in the Ruijsenaars Hamiltonian, turn H into the first integral S 1 from the Ruijsenaars commuting family [10] . Moreover, after the canonical transformation (3.39), the L-operator (3.35) coincides in essential with the classical L-operator of the RS model.
The generating function for the commuting family in terms of L can be written as
where the normal ordering :: means that all momentum operators are pushed to the right. It follows from the results obtained in the next section.
Connection to the fundamental relation RLL = LLR
In this section we establish a connection of the quantum L-operator algebra (3.27) with the fundamental relation RLL = LLR.
In [21] , the operators from the Ruijsenaars commuting family were obtained by using a special representationL of the algebra
where R B (z) is Belavin's R-matrix being an elliptic solution to the quantum Yang-Baxter equation [26] . The explicit form of R B we use here can be found in [27] . For reader's convenience we recall a construction ofL [28, 29] .
Denote by h * the weight space for sl N (C) that can be realized in C N with a basis ǫ i , < ǫ i , ǫ j >= δ ij , as the orthogonal complement to
For each q ∈ h * one can introduce the intertwining vectors [32, 33] φ(z)
is the Dedekind eta function with p = exp 2πiτ .
Following [28] we denote byφ(z)
In the sequel, the following formula [21] will be of intensive use
Here θ(z) denotes the Jacoby θ-function
It is shown in [29, 30] that theL-operator
acting on the space of functions on h * satisfies relation (4.1). ThisL is an N × N generalization of the 2 × 2 Sklyanin L-operator [31] .
The intertwining vectors φ(z) 
n−1 face model. Recall [33] that the nonzero Boltzmann weights depending on the spectral parameter z are explicitly given by
The relation between R B and the face weights is given by
In what follows we use the concise notation
Then the dual relation to (4.7) is
In [21] another L-operatorL appeared. It is related toL in the following way:
In what follows we need to remove from the quantum L-operator algebra (3.27) the nonholomorphic dependence on the spectral and quantization parameters. This can be achived by considering the following transformation of the L-operator 10) where α(z) is an arbitrary function of the spectral parameter and β is a complex number. Since the transformed L-operator also has the structure W P , then the following formula is valid 11) where the notation r 0 = i E ii ⊗ E ii was used.
Recalling that the L-operator (3.35) satisfies the quantum L-operator algebra (3.27) and using eq.(4.11) one can easily establish the algebra satisfied by the transformed L:
where the matricesŘ,Ř andŘ F arě
12)
Since the transformation in question keeps the form of the quantum L-operator algebra intact, the transformed matricesŘ,Ř andŘ F also satisfy all the compatibility conditions. In particular, the transformation (4.14) defines another solution of (3.25) . For β = 0 this was observed in [14] . . The transformation with such a choice of α and β transforms (up to an unessential multiplier) the L-operator (3.35) into
which is a quasi-periodic meromorphic matrix function of the spectral parameter:
We assume that the L-operator is of the form W P, where P i = ehǭ i ∂ ∂q i . The replacement of P by P preserves all the consistency conditions because the R-matrices depend only on the difference q i − q j . Thus, eq.(3.27) with R-matrices defined via Φ(z, s) = θ(z+s) θ(z)θ(s) refers to the meromorphic version of the quantum L-operator algebra while (4.15) provides its particular meromorphic representation. In what follows we use only this meromorphic version.
Comparing (4.15) to (4.9) we can read off that L andL are related in the following waỹ
Since the combined transformation (4.9), (4.16) fromL to L depends only on q we can conjecture that any representation L of the quantum L-operator algebra (3.27) is gauge equivalent to some representationL of (4.1) with a gauge-equivalence defined aŝ
Now we are in a position to prove this conjecture. SupposeL be an abstract L-operator satisfying algebra (4.1) and introduceL by eq.(4.9). Assume thatL has the structure W P, where the entries of the diagonal matrix P are P i = ehǭ i ∂ ∂q i and the entries of W commute with q i . Then substitutingL expressed viaL in (4.1) and performing the straightforward calculation with the use of (4.8) one finds an algebra satisfied byL:
Performing the summation in i ′ and j ′ with the help of (4.4) we obtain
Let us introduce an operator L by inverting (4.16) . Substituting this L in the last formula, taking into account the nonzero components of the face weights and multiplying both sides by the function n =k θ(q nk ) n =j θ(q nj ) n =i θ(q ni +hδ nk −hδ ik ) n =l θ(q nl +hδ nj −hδ jl ) we finally arrive to the algebra satisfied by L:
Here in the second and the third lines i = k. The ratio of products of theta-functions occurring in each term in (4.18) allows one to take off the sum over s, e.g., when i = k, we have n =i θ(q ns +hδ nk −hδ js ) n =s θ(q ns +hδ nj −hδ js )
To compare (4.18) to (3.27) we rewrite relation (3.27) with the help of eq.(3.31) in the following form:
(4.19) In the component form algebra (4.19) is presented in Appendix C. Comparing the components of (4.18) to the ones of (4.19) we establish that they coincide up to the overall multiplicative factor θ(z − w)θ(h) 2 . Thus, we have shown that any representation of algebra (3.27) by the transformation (4.17) turns into a representation of (4.1). The connection established gives right to assert that algebra (3.27) possesses a family of N-commuting integrals and that the formula of the determinant type (3.40) for the commuting family proved in [21] is also valid for the L-operator (3.35).
Conclusion
In this paper, we described the dynamical R-matrix structure of the quantum elliptic RS model. The quantum L-operator algebra possesses a family of commuting operators. It turns out that this algebra has a surprisingly simple structure and can be analysed explicitly in the component form. Furthermore, one can hope that the problem of finding new representations of the algebra obtained is simpler than the corresponding problem for the algebra RLL = LLR.
There are several interesting problems to be discussed. First, we recall that in the classical case we obtained two different Poisson algebras, which lead to the same classical L-operator algebra. Only one of them was quantized. It is desirable to quantize the second one and to show that the corresponding quantum L-operator algebra is isomorphic to the algebra obtained in the paper.
The elliptic RS model we dealt with in the paper corresponds to the A N −1 root system. It seems to be possible to extend our approach to other root systems and to derive the corresponding L-operator algebras. To this end, one should find a proper parameterization of the corresponding cotangent bundle.
Generalizing our approach to the cotangent bundle over a centrally extended group of smooth mappings from a higher-genus Riemann surface into a Lie group, one may expect to obtain new integrable systems.
It is known that the CM systems admit spin generalizations [34, 35, 36] . Recently, the spin generalization was found for the elliptic RS model [37] . However, the Hamiltonian formulation for the model is not found yet. One may hope that in our approach the spin models can arise as higher representations of the L-operator algebra.
Probably, the most interesting and complicated problem is to separate variables for the quantum elliptic RS model. Up to now only the three-particle case for the trigonometric RS model was solved explicitly [38] . One could expect that the L-operator algebra obtained in the paper may shed light on the problem. and consider the expansion of the l.h.s. of (A.1) in powers of ε and h. Let us note that the matrix r εη (z, w) has the following expansion in powers of h at ε−η → 0: r εη (z, w) = r(z, w) + r where r(z, w) is given by (2.20) . The matrix r (1) reg (z, w, ε) is regular when ε → 0 and the ε-dependence of r (2) (z, w, ε) is inessential. Substituting (A.4) into the bracket T −1 {T, r} one gets:
T −1 {T, r} = r Clearly, eq.(A.1) should be satisfied in any order in h and ε. Since we are interested in finding an equation for r, we consider only the terms independent of h and ε in the expansion of eq.(A.1). The terms of zero order in h and ε occurring in (A.1) come from r εη and from the first term in (A.5). However, from the explicit expression for the bracket {T, H} one can see that {T, h}| h=0 = o(ε)
Now, taking into account that r (1) reg (ε) is regular at ε → 0, we conclude that the last three terms in (A.1) do not contribute. Thus, in the zero order in h and ε, eq.(A.1) reduces to the CYBE for r(z, w).
The remarkable thing is that the main elliptic identities (see Appendix B) follow from the Jacoby identity for the bracket (2.18) or, equivalently, from the Yang-Baxter equation for r(z, w). To establish the unitarity relation for R, one also needs the identity involving the Weierstrass P-function Φ(z, s)Φ(z, −s) = P(z) − P(s), and to prove eq.(2.50), the following relation between the derivatives of Φ is of use:
∂Φ(z, q ij ) ∂z = ∂Φ(z, q ij ) ∂q ij − (Φ(z, 0) − Φ(q ij ))Φ(z, q ij ).
Appendix C
In this Appendix we present the quantum L-operator algebra 
