The segmentation of liver using computed tomography (CT) data has gained a lot of importance in the medical image processing field. In this paper, we present a survey on liver segmentation methods and techniques using CT images, recent methods presented in the literature to obtain liver segmentation are viewed. Generally, liver segmentation methods are divided into two main classes, semi-automatic and fully automatic methods, under each of these two categories, several methods, approaches, related issues and problems will be defined and explained. The evaluation measurements and scoring for the liver segmentation are shown, followed by the comparative study for liver segmentation methods, pros and cons of methods will be accentuated carefully. In this paper, we concluded that automatic liver segmentation using CT images is still an open problem since various weaknesses and drawbacks of the proposed methods can still be addressed.
and image processing theories provide a lot of semi-automatic and fully-automatic methods of liver segmentation. However, the liver segmentation in CT images is a difficult task due to the low level of contrast and blurry edges which characterize the CT images. These characteristics are caused by the partial volume effects due to the patient movement, spatial averaging, reconstruction artifacts and beam hardening. Furthermore, neighbor organs like spleen, liver and stomach might share similar gray levels. Meanwhile, same organ may not show the same gray levels in the same subject, all of these facts and in addition to the complexity and wide variety of liver shapes increase the difficulty of the liver segmentation task.
Liver volume segmentation
Generally, methods and approaches of liver segmentation using CT images are categorized into two main categories, semi-automatic and automatic liver segmentation methods. More details about these methods are given in the next sections.
Semi-automatic liver segmentation methods
Semi-automatic liver segmentation methods require a limited user intervention to complete the task. This intervention varies from a manual selection for seed pixels to a manual refinement of a binary mask for the liver. Next, recent Semi-automatic methods for liver segmentation are presented, and they are prearranged according to the employed image processing techniques.
Graph based semi-automatic methods
Images are treated as weighted and undirected graphs, where pixels/voxels present the vertices, and neighbor pixels/voxels are considered as connected vertices. The weights of the edges measure the similarity between two connected vertices. The user intervention is employed in the graph methods by the seed selection operation and by the refinement steps. Generally, algorithms under this class are live wire algorithms and graph-cut segmentation algorithms. Barrett and Mortensen (1997) proposed a live wire segmentation algorithm to extract boundaries in medical images. The algorithm computes the smallest cost paths between seed points predefined by the user. Image features such as the gray value, gradient direction; gradient value and Laplacian zero-crossing are used to compute the costs as a weighted sum of these features. First, the user will select an initial seed point on the boundary of the organ, then Dijkstras search algorithm or dynamic programming algorithm will be employed to compute all potential minimum-cost paths, starting from the selected seed point to the rest points in the image. The desired boundary is selected by the user interactively. Schenk et al. (2001) extend the live wire method for liver segmentation in CT images and reduce the user interaction and computation time. The cost function is computed locally by considering the liver contour from the nearest adjacent slice already segmented.
Live wire segmentation algorithm support the user with a fully control of the segmentation process. The user job will be limited by selecting the seed points and choosing the desired boundary, while the computer will tack care of the details. Beichel et al. (2007) employed graph cut segmentation algorithm in their research. They proposed 3D interactive liver segmentation approach using CT images based on the graph cut segmentation method suggested by Boykov and Funka-Lea (2006) and two refinement steps.
The method is initialized as following; one (or more) seed regions of the liver are marked by the user, the seeds of background are set automatically. Costs calculation for the graph-cut is based on a boundary term and a region term. As a result, the segmented 3D image volume will be presented as a collection of chunks. The first refinement step is employed by asking the user to add or take off individual pieces to or from the segmentation result. Afterwards, the second refinement step is employed where the liver binary mask is converted to a simple mesh which can be refined by different tools.
Region-growing based semi-automatic methods
Region-growing method takes advantage of the fact that close pixels/voxels share common gray values. Usually, region-growing is used in an iterative manner at different locations inside the liver until the entire organ is segmented; new pixels/voxels are supplemented to the seed region manually when the difference of intensity of a neighborhood to the seed intensity is below a specified threshold value. Beck and Aurich (2007) employed region-growing algorithm in their approach of interaction liver segmentation, the core of their proposed approach is a 3D region-grower with a nonlinear coupling criterion. Leaked regions or missing parts are corrected manually by the user. A post processing step extends the segmentation by calculating the convex hull inside limited local regions around the boundary.
Level sets based semi-automatic methods
Level sets algorithm is involved in the image segmentation problem by asking the user to draw a rough contour outside or inside the object, and then the contour will shrink/extend. When the contour meets the boundary of the object, the shrinking/extending procedure will be ended. The speed function plays the main role in controlling the direction of contour shrinking/growing and finding the end point of the procedure. Liver segmentation methods under this class are divided to two subclasses; 2D level sets methods and 3D level sets methods. Dawant et al. (2007) proposed a liver segmentation method based on 2D level sets with a dynamic speed function. In their method, a rough contour inside the liver tissue is created manually in a number of CT slices. A novel speed function defined by Pan and Dawant (2001) was employed. The speed function is adapted dynamically with the pass of each iteration. The basic principle of the designing of the speed function is that the system doesn't have to stop when the speed function is equal to zero over the organ boundary. Instead, the system will track the contour path and use this information in the speed function definition. When the contour passes over isolated pixels that are likely to be a part of the liver boundary, it keeps the propagation process. If it passes over a sequence of several boundary pixels, the propagation process slows down exponentially. The process will continue in that manner until it stopped. Thresholding and morphological operations suggested by Sonka et al. (2007) are employed to extract rib cage, subcostal fat and skin before the level sets method implementation; results of the extraction step are used as a blocking regions in the speed function. At the end, when all CT images with user intervention are segmented, results are interpolated to the remaining CT images.
The approach described by Wimmer et al. (2007) is a 3D level set method which requires a medium level of intervention for the segmentation of liver in CT slices. The user selects a number of 2D contours in image planes re-sampled from various directions (preferably orthogonal to each other). Contours are defined by placing points on the liver boundary, which are interpolated using cubic splines. After the user has set 6-8 contours, radial basis functions proposed by Carr et al. (2001) are employed to generate a smooth surface passing through all contours and interpolating in between. This surface is used as initialization for an edge-based geodesic active contour. As it is usually close to the true liver boundary, no constant speed forces are required during the level set evolution. The distance of the current level set surface to the user-specified input contours is used as additional shape-preserving term.
Atlas matching semi-automatic methods
Probabilistic atlases are constructed by a manual segmentation from a large number of anatomical images. These images are registered into a standard space via affine transformations. The images and corresponding segmentations are then averaged to produce a probabilistic atlas, and it is employed into a Bayesian frame. The probability to belong to a specific organ is calculated for each pixel/voxel. Finally, a simple thresholding or any conditional mode algorithm is used to extract the desired organ based on the posterior probability. The problem of this method is that the probabilistic atlas generation demands a lot of training data to be collected and manually segmented. Slagmolen et al. (2007) employ a non-rigid atlas matching to segment the liver. The atlas is built from 20 provided training images. To register two images for atlas construction, the first step is an affine transform using the mutual information (MI) metric proposed by Maes et al. (1997) . Subsequently, a B-spline non-rigid registration suggested by Rueckert et al. (1999) is conducted using a combination of MI, regularizing costs, and surface distance penalty between the corresponding segmentations. Each training image is registered to all others, and the resulting deformation maps are averaged to transform each image into a common coordinate system. Averaging all images and segmentations transformed with this method yields the final atlas. To segment a test image, the user has to define an affine transform that roughly matches the atlas to the image. After the optimization of the affine transform, the user has to define a region of interest around the liver in which the subsequent non-rigid registration is conducted. This step employs the same method as during atlas construction, but without using the surface distance penalty. The resulting deformation field is used to transform the probabilistic atlas segmentation to the test image. Thresholding this segmentation at 50%, performing a morphological opening suggested by Sonka et al. (2007) and subsequent removal of unconnected components yields the final result.
Fully-automatic liver segmentation methods
Fully automated methods for liver segmentation are described in this section. The term "Fully automated" means that the liver segmentation process will be implemented without any sort of operator intervention. Generally, this kind of methods is highly appreciated by radiologists since it's free from user errors and biases, and it saves the operator from a potentially hard work and a plenty of wasted time. Gao et al. (1998) developed a liver and right kidney parameterized 3D models and described a method to adapt them to abdominal CT images. In this approach, they defined an energy function to evaluate the matching between the image gradient direction and the deformable model unit surface. An optimal match is obtained when the energy function reach to the minimum. The results of the liver segmentation have been evaluated by a radiologist visually, while objective measurements have been used to evaluate the right kidney segmentation. To describe the liver complex shape using deformable models, they must be bounded by global constraints to make them robust to noise and outliers. This condition explains the reason for the often failing to capture the variability of the natural liver shapes. Researchers in Montagnat and Delingette (1996) and Soler et al. (2001) aimed to overcome this limitation by using a hybrid method, they combines a deformable model technique with an elastic registration technique.
Deformable model based automatic methods

Statistical shape model based automatic methods
A statistical shape model (SSM) is built by given a set of examples of a shape. Each shape in the training set is represented by a set of n labeled landmark points. The labeled training examples are aligned into a common co-ordinate frame using procreates analysis. This translates, rotates and scales each training shape to minimize the sum of squared distances to the mean of the set. Lamecker et al. (2004) proposed a liver segmentation method based on a SSM to achieve a high robustness to noise and outliers. A semiautomatic mapping procedure is used to build the model. In this method, the user intervention is required to mark corresponding points on all liver training data. The principle component analysis (PCA) is used with the training data to capture the liver shape variations. The model is allowed then to deform within the captured space of variations, by means of the best-matching profile technique described by Cootes et al. (1994) .
The method presented by Kainm et al. (2007) matches a SSM to the image data and refines the solution using a deformable mesh. The SSM consists of around 7.000 landmarks and is built from an extensive training set of 112 liver shapes. The required correspondences are determined using a semi-automatic method where the principal ridges of each liver are specified manually. The employed appearance model is based on profiles running perpendicular to the surface at all landmarks. A heuristic method estimates the position of liver boundary within each profile. This classification process employs specific intensity models for liver and tumor, each represented by an intensity interval. The interval bounds are estimated by means of a histogram of the voxel intensities inside the current liver-segmentation. A sum of Gaussians is fitted to this histogram via the expectation-maximization (EM) algorithm proposed by McLachlan and Krishnan (2009) , and the interval bounds are derived from the obtained means and standard deviations. Before starting the segmentation, images are smoothed using nonlinear isotropic diffusion proposed by Weickert et al. (1998) . To initialize the pose of the SSM, the right lung lobe is identified using thresholding and morphological operations proposed by Sonka et al. (2007) . The detected lobe is then projected downwards to the first slice that does not contain any lung voxels, and the center and orientation of the projection entail the initial transformation of the SSM. Subsequently, four iterations of intensity model estimation and SSM search are conducted with increasing number of modes for the SSM and varying parameters. After that, the resulting surface is re-meshed to initialize the freely deformable mesh. Saddi et al. (2007) embed their algorithm in a variational framework proposed by Tsai et al. (2003) , where an SSM segmentation step is followed by free deformation. The statistical model is built from 50 training samples which are represented by signed distance functions. As no landmarks are involved, determination of correspondences is not necessary. The authors used a non-parametrical shape distribution based on kernel density estimation proposed by Rousson and Cremers (2005) . To initialize the SSM, an intensity histogram of the image is analyzed using a Gaussian mixture model. The intensity of liver tissue deduced from this analysis is employed to threshold the image. The pixel yielding the highest response in a subsequent smoothing of the mask is assumed to lie inside the liver and is used as starting point for the level set evolution. A gradient descent algorithm is then employed to find the boundary which minimizes the segmentation energy. Subsequently, non-rigid registration is used to refine the segmentation.
Probability atlas based automatic methods
The approach proposed by Rikxoort et al. (2007) is based on voxel classification in combination with a multi atlas registration. K nearest neighbor (kNN) classifier (Cover and Hart 1967 ) is employed to label each voxel within an automatically detected candidate region as liver tissue or background. In preprocessing, each image is re-sampled to isotropic voxels. To detect and correct rotations around the Z-axis, bones are detected by thresholding and the spread of the resulting binary mask in X-direction is maximized by applying different rotations. After that, lungs are detected by thresholding and the potential liver region is limited to a fixed height around the lower lung rim. Twelve selected training scans are then registered to the new image using an affine transform followed by a B-splines approach (Rueckert et al. 1999) in multiple resolutions. For this purpose, a negative mutual information cost function proposed by Mattes et al. (2003) is optimized by a stochastic gradient optimizer. The resulting transformation fields are used to map individual training segmentations to the new image. This yields probabilistic atlas segmentation (Rohlfing et al. 2005 ) on which the three spatial features are based: they represent the percentage of the probabilistic segmentation above, left, and behind the voxel in question. After classifying each voxel in the vicinity of the mask with a 15-nearest-neighbor classifier, results are post-processed by smoothing and morphological operations proposed by Sonka et al. (2007) .
Region-growing based automatic methods
An advanced region-growing technique is employed by Rusk et al. (2007) . In their research, the histogram of intensities is analyzed to estimate the intensity distribution of the liver. The detected upper and lower values are employed to threshold the image to a binary mask, which is subsequently eroded with a large kernel. This process results in an isolated region in the center of the liver that is used as seed region for subsequent region-growing. After re-estimating the intensity distribution of liver tissue from the seed region, adjacent voxels are consecutively added if all voxels within 5 mm radius are within the estimated intensity interval. To prevent leakage of the region-growing into the heart, a surface connecting the bottom parts of both lung lobes is detected in advance and used as blocker. Post-processing is started at the boundary to the right lung lobe, a new intensity distribution is estimated from not yet classified voxels and employed by a locally constrained second region-growing in this area. Subsequently, leakage through the Vena Cava is corrected by detecting circles of predefined radius in transversal slices and deleting them if they fulfill the required length criterion. Cavity filling is employed to label vessel trees and smaller tumors as liver tissue. Finally, the binary mask is converted to a mesh, smoothed, and converted back to voxel data of the original resolution.
Clustering, voxel classification, EM algorithm and region-growing to segment the liver in CT images are employed in the method proposed by Susomboon et al. (2007) . The EM algorithm is used to define confidence intervals for the intensity distributions of air, fat, soft-tissue, and bone in the supplied training images. Using these intensity values, quad-tree decomposition is employed to separate each slice of the image to be analyzed into tissue and non-tissue regions. For all tissue regions, Haralick texture features (Haralick et al. 1973 ) are calculated and forwarded to a classification and regression tree (Duda et al. 2000) . The tree then estimates the probability for liver tissue. The region with the highest probability of liver tissue in all slices is selected as seed region. A 2D region-growing process is started from there, adding new voxels if all gray-values in the 9 × 9 neighborhood fall within the trained confidence interval.
Rule based automatic methods
Chi et al. (2007) employ a specialized scripting language to define a set of rules which is used to successively extract different structures from the test images. The order of extraction is: background air, lungs and other intra body air, subcutaneous fat and muscle layer, bones within muscle layer, aorta, spine, heart, and liver. In each extraction step, the system makes use of already detected structures to aid in the image analysis. Rules can incorporate knowledge about intensity distributions, neighborhood relations, geometric features, etc. After having extracted the above listed structures up to the heart, a seed region for the liver is chosen by thresholding the right side of the CT slice below the heart, until an object fulfilling certain size criteria is detected. From this seed region, a process similar to region-growing (but including surface smoothness constraints) is started. The growing process is blocked by certain previously detected structures as fat, and attracted by others as lungs (letting the liver grow up to the lung boundary). All rules are defined without making use of the supplied training data, and parameters have not been optimized systematically.
Gray-level based automatic methods
Methods under this category are based on a statistical analysis for CT slices that are segmented manually to estimate the liver gray levels. Some other methods use the histogram analysis based on a prior information about the liver intensity range for the estimating the liver gray levels. These estimated values are employed with a simple or repetitive process of thresholding to produce a binary map which represents the liver. Next, this binary image is processed morphologically to eliminate attached organs. The retrieved information from the previous segmented image is used as a base for segmenting the current image. Finally, the boundary of each CT image is smoothed by using active contours or B splines.
The authors in Lim et al. (2004 Lim et al. ( , 2005 Lim et al. ( , 2006 proposed methods for automatic liver segmentation based on the idea mentioned above; the researchers study the distribution of the liver intensity form a manually segmented CT samples. The initial liver volume is extracted by exploiting prior information about the location of the liver and information extracted from the analysis of the manually segmented CT samples. Next, K-mean algorithm and morphological filtering are used get rid of organs attached to the liver, and to determine the final liver boundary. Finally, active contours are applied to smooth the boundary of the liver based on the gradient direction, the intensity distribution, and the pattern features of the liver.
Tsai and Tanahashi (1994) employ a feed forward neural network trained with back propagation on liver, liver boundary and non-liver sub-images, while Koss et al. (1999) used an unsupervised Hopfield neural network, the images and a set of Haralick's texture features are the inputs. Both methods are tested by using only one image and they obtained a very low performance. Lee et al. (2003) obtained promising results when they used an unsupervised contextual neural network procedure based on pixel gray levels and spatial information to recognize and detached different organs. Seven fuzzy rules are employed based on the position, size and shape of each organ. Organs boundaries are refined based on the relationships among the organs shapes in subsequent images. Their method suffers from some problems. First, when two neighbor organs share close gray levels, the chances for the system to fail increased. Second, the method is not robust to the variations of databases duo to employing of fuzzy rules that experimentally set the threshold values. Liu et al. (2005) identify the liver peak in the histogram of the whole volume, and determined two threshold values at each side of the peak. A liver binary volume is created by using the threshold values, after that, attached neighbor organs are deleted by a set morphological operations. The Canny edge detector and the 3D liver binary volume are used to extract the external boundary of the liver. Edges are selected and used as an input to the gradient vector flow algorithm to fine the initial liver segmented 3D volume. In the final step, the boundary of the liver will be refined, this operation requires a manual selection for the starting CT image where the result of liver segmentation is accurate and the liver has a large profile area. The contour of the liver in the current slice is used as a mask for the adjacent slices. An iterative correction process that proceeds in a slice-by-slice manner is employed, and the correct segmentation result from the previous slice is used to detect and eliminate errors in the current slices. Seo and Park (2005) present an automatic method for segmenting liver in contrast enhanced CT images based on a left partial histogram threshold (LPHT) algorithm. This algorithm eliminates neighboring organs regardless of the pixels variations. The histogram transformation is followed by an adaptive multi-modal threshold that finds the gray-level ranges of the liver. Finally, morphological filtering is processed to smooth the boundary and eliminate unnecessary objects. Pil et al. (2006) proposed a method for extracting liver in CT images and employed it in computer aided liver diagnosis system. The liver distribution is measured and used to select the region of interesting (ROI). By using an existential probability of liver's value in a window, the window will be assigned as ROI when the probability passed 50%. Then, the watershed segmentation algorithm is employed to extract the liver regions. For optimal segmentation, segmented regions are merged into the significant regions. Finally, a liver region is selected by priory knowledge about the anatomic information of the liver.
Fully automatic liver segmentation method has been developed by Campadelli et al. (2009) . They described their method as a low computational cost gray-level based technique where no data samples are needed. Furthermore, all employed parameters are not crucial. Some parameters are based on anatomical information, while the rest of the parameters have been guided by reasoning. The method implementation starts with the heart volume segmentation based on a priory anatomical knowledge. Then, five labeled partitions of the abdominal volume are selected. These partitions are used to calculate a set of parameters to create the edge map to detect the image details. All the information and parameters are employed with the region growing algorithm to segment the abdomen organs based on the assumption that the gray levels for each organ follow a Gaussian distribution.
A method for liver segmentation consists of four steps is proposed by Foruzan et al. (2009) . In the first step, a large cross-section of liver CT slice is selected and used to calculate statistical parameters for liver's intensity, utilizing expectation maximization (EM) algorithm. Secondly, ROI is defined by the extraditing of the ribs and the heart. In the third step, a double thresholding method is proposed where the liver intensity range is divided into two overlapping ranges, a decision table is employed to label objects as a liver candidates or disregard them. Finally, an anatomical based rule is used to finalize the candidates as a liver tissue.
Evaluation measurements
The evaluation for liver segmentation methods is done by comparing the liver segmentation method results to the results obtained by the manual segmentation of the liver images granted and supplied by radiologists. The direct comparison among different methods is not fair. Two reasons make the comparison not possible, the lack of an accepted manual segmentation common dataset, and a unique measure of the differences between results of the semi/fully automatic methods and the results of the manual segmentation.
Most commonly used evaluation methods are metrics based on volumetric overlap and surface distances. Both categories feature several variants, i.e., different mathematical definitions of how overlap and distances are measured, for a general evaluation of segmentation quality, a variety of different measures could be employed. The main advantage of using multiple measures is that each individual measure highlights different aspects of segmentation quality. Calculating different measures for average and maximum error will convey more information than just using one measure. Similarly, measuring errors as volumetric differences will usually lead to different results than measuring errors as surface distances. Again, employing both kinds of measures will convey more information and a better estimate of the overall segmentation quality. Common evaluation measurements (Heimann et al. 2009 ) are viewed and discussed next:
Volumetric overlap error (VOE): In this measurement, surface or volumes of the segmented liver by using semi/fully automatic methods are compared to those drawn by radiologists. In 2D measurements, the percentage of error is computed for each slice, and the average over all the slices is considered as the volume overlap error. 3D measurements are calculated by considering the percentage of error between the 3D output of the semi/fully automatic methods results and the manual results. The volumetric overlap error between two sets of voxels A and B is given in percent and defined as the following equation:
The volumetric overlap error is 0 for a perfect segmentation and 100 if segmentation and reference do not overlap at all. This metric is one of the most popular methods to evaluate segmentation accuracy.
Relative volume difference (RVD): The relative volume difference between two sets of voxels A and B is given in percent and defined as following:
With A as segmentation and B as reference, a value of 0 means both volumes (A and B) are identical. Note that this does not imply that A and B are identical, or actually overlap with each other. For this reason, the relative volume difference should never be used as the only measure of segmentation quality.
Average symmetric surface distance: The average symmetric surface distance is given in millimeters and based on the surface voxels of two segmentations A and B. Surface voxels are defined by having at least one non-object voxel within their 18-neighborhood. For each surface voxel of A, the Euclidean distance to the closest surface voxel of B is calculated using the approximate nearest neighbor technique proposed by [49] and stored. In order to provide symmetry, the same process is applied from the surface voxels of B to A. The average symmetric surface distance is then defined as the average of all stored distances, which is 0 for a perfect segmentation. Together with the volumetric overlap error, the average symmetric surface distance is one of the most commonly used measures.
Root mean square symmetric surface distance: The root mean square (RMS) symmetric surface distance is given in millimeters and is also based on surface distances. It is calculated as the average symmetric surface distance described above, except that Euclidean distances between surface voxels are squared before storing them. The root of averaged squared distances then yields the RMS symmetric surface distance, which is 0 for a perfect segmentation.
Maximum symmetric surface distance: The maximum symmetric surface distance is given in millimeters and determined similar to the previous two metrics. Differences between both sets of surface voxels are determined using Euclidean distances, and the maximum value yields the maximum symmetric surface distance. For a perfect segmentation this distance is 0. This measurement is sensitive to outliers and returns the true maximum error. This is required for applications as surgical planning, where the worst case error is more important than average errors.
Comparative study for liver segmentation methods
Automatic liver segmentation is still an open problem. Liver shape model based techniques often fails when the liver is in a complex shape. Other techniques suffer from a frequent error, where the methods fail to separate attached organs to the liver correctly. These attached organs have a similar intensity appearance in the CT slice.
Objective comparison among different methods is an essential request, yet it's impossible to obtain due to the lake of a common gold standard dataset and an accepted performance measurement. Different methods and techniques are tested on private small data sets, and the performance of these techniques are evaluated based on adopt self chosen error functions. Heimann et al. (2009) evaluated 16 automatic and interactive methods for liver segmentation, many approaches have found to be suitable for application in clinical practice. By comparing the automatic and the interactive segmentation approaches, a much larger standard deviation of the final scores can be observed for automatic methods. This large standard deviation is mainly due to outlier errors. While many successful results of automatic methods reach similar scores as interactive methods in their comparison study, reliability of automatic methods is generally still inferior. Interestingly, the problems showing for different automatic methods often arise at different test images and regions. Although some areas cause more errors than others on average, there is no single region where all methods fail. This observation together with the large variation of results over different test images strengthens the call for a sufficiently large and diverse collection of test images when evaluating performance. A larger test database would also allow drawing statistically significant conclusions from the experiments. In their study, methods are evaluated in terms of accuracy of produced results. High accuracy of segmentation will always be regarded as extremely valuable, if not absolutely necessary for clinical applications. In this regard, Arya et al. (1998) have made the following observation: although no automatic method reaches the high reliability of the best interactive methods (yet), many yield very satisfying results on the employed test images. Still, the obvious advantage of most interactive systems participating in their study is the complete user control over the result. This user control is required for clinical applications as long as automatic methods still fail on certain image data.
User interaction in semi-automatic liver segmentation methods complements the computer ability to recognize regions and boundaries of liver in the CT image, which makes the results of liver segmentation precise always. The main drawback of all semi-automatic liver segmentation approaches is that the segmentation result quality dependents on the operator skills, and it suffers from the operator error and biases.
According to the fully automatic liver segmentation methods, methods based on deformable models, probabilistic atlases and SSM require a proper training data set to build the method. Collecting these data sets is a difficult operation. It must have a big cardinality and the training cases must capture all the possible shapes, which is really challenging when working with the liver. Based on all the mentioned problems, chances for deformable models, probabilistic atlases and SSM based methods to fail increases when working with non standard liver shapes. In other cases, a long time of computation is needed before a good matching is obtained between the model and the CT images. Gray level based automatic liver segmentation methods have some disadvantages as well. In gray level based methods, the first and essential step is the estimation of the liver gray levels, which ignores the big inter and intra patient gray level variability. According to all the facts mentioned previously, gray level based methods that employ a statistical analysis of manually segmented samples, are likely to fail when a subject with completely different gray level characteristics are processed.
Generally, there is a noticeable gap between the final results of semi-automatic methods and fully automatic methods, which makes the last one still an open problem that needs comprehensive solutions. Semi and fully automatic methods share a lot of principles and keys of work. The most differences anyone can notice is that the seed selection and boundary marking of the liver in some fully automatic methods are implemented automatically, based on some anatomic information about the liver location, shape and size. A careful attention must be paid to the last two characteristics whenever they are used to design liver segmentation methods, since there are no standards for the shape and size of liver. And finally, it's worth to mention that the ability of the user to refine the final results in the semi-automatic methods leads to a great improvement in their results.
Conclusions
In this paper, semi and automatic liver segmentation in CT images relevant methods and approaches are reviewed. Although, several segmentation techniques have been experimented (e.g. gray level based techniques, learning techniques, model fitting techniques, probabilistic atlases, and level set etc), the problem is still open. The gray level based techniques so far obtain the most promising results in the reviewed methods, but they are not robust to database variations. Gray level estimation does not consider the high variability of CT intensity values. Therefore, the performance could decrease significantly when larger and complex data sets are used. In addition to that, most methods require manual intervention and require some critical parameters to be experimentally estimated, all these facts affects on the method robustness in a negative manner. Learning techniques are strongly dependent on the training set, which must be chosen carefully. Model based techniques and probabilistic atlases suffer from the same difficulty, since they need a lot of data to be properly collected, and manually segmented to produce the model; this is because the obtained model is strongly affected by the training set and by user errors and biases. The initial placement of the model affects the results of the segmentation. Besides, processing non standard liver shapes increases the chances for the algorithms to fail. Regarding to level set approaches, their main drawback is the difficulty in defining a proper speed function and its parameters. Furthermore, a com-parison among different methods is not meaningful because of the lack of a common dataset and a unique measurement. In addition to that, the employed datasets in most researches are very small.
