Abstract: Project scheduling has received growing attention from researchers in recent decades in order to recommend models and methods to tackle problems for real-size projects. In this paper, we consider the resource-constrained project scheduling problem (RCPSP), which consists of scheduling activities in order to minimise the project duration in presence of precedence and resource constraints. We propose a hybrid metaheuristic based on scatter search that involves forward-backward improvement and reversing the project network at each iteration of the search. A bidirectional path relinking method with a new move is used as a solution combination method and a new improvement procedure is proposed in the reference set update method. The proposed method is applied to the standard benchmark projects 2
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Introduction
Project scheduling consists of determining the start and end times of project activities in the presence of scarce resources and precedence relations. Since the early 1960s, this problem has attracted both researchers and practitioners. For the latter, scheduling serves major functions and is often supported in practice by project planning software. For researchers, project scheduling is very attractive because the models are rich, have a variety of applications, and are difficult to solve (Brucker et al., 1999) . The standard problem is the resource-constrained project scheduling problem (RCPSP), which involves the determination of precedence and resource-feasible schedule that minimises the project duration. For details on the research on RCPSP, models, variants, and extensions, the reader is referred to the following surveys: Herroelen et al. (1998) , Brucker et al. (1999) , Kolisch and Hartmann (1999, 2006) , Hartmann and Kolisch (2000) , Kolisch and Padman (2001) , Tavares (2002) , Herroelen (2005) , Hartmann and Briskorn (2010) . More recently, Abdolshah (2014) presented an integrated overview of the most relevant literature on the RCPSP.
The RCPSP belongs to the class of NP-hard optimisation problems and is one of the most intractable problems in operations research (Blazewicz et al., 1983) . Whereas surveys presented in Icmeli-Tukel and Rom (1998) and Liberatore et al. (2001) show that more than half of projects in practice have a size larger than one hundred activities, Herroelen (2005) pointed that exact procedures can only solve small scale projects with at most sixty activities in acceptable computation effort. This limitation has motivated a growing number of academics to develop heuristics able to find good-quality schedules in reasonable computation effort for larger projects. In their experimental investigations of the best heuristics for the RCPSP, Hartmann and Kolisch (2000) compared thirteen heuristics, while Kolisch and Hartmann (2006) compared thirty-seven heuristics. From 2006 to 2014, we identified more than forty additional heuristics in the literature. The current best performing methods are metaheuristics that do not follow classical paradigms but combine concepts of different metaheuristics into hybrid approaches and use advanced mechanisms such as forward-backward improvement (FBI), path relinking (PR), and specific representations (Herroelen, 2005; Kolisch and Hartmann, 2006) .
In recent years, several researchers have proposed hybrid metaheuristics based on scatter search (SS). Conceptualised by Glover (1977) , SS is an evolutionary method inspired by the principle that systematic designs for creating new solutions afford significant benefits beyond those derived from recourse to randomisation. Valls et al. (2004) presented a population-based approach that alternates between improving procedure to locally improve resource utilisation, and a blend of SS and PR strategies to combine and evolve the population of solutions. Debels et al. (2006) proposed a hybrid SS that incorporates an electromagnetism-based combination method and uses FBI as improvement method. used the same SS backbone, but reversed the project network at each population generation and combined solution using PR. Mobini et al. (2009) derived an enhanced SS that employs FBI as an improvement method and combines solutions with a two-point cross-over operator, a PR strategy and a permutation-based operator. Chen et al. (2010) proposed an algorithm that combines a SS, ant colony optimisation (ACO), and the improvement procedure of Valls et al. (2004) . Finally, Paraskevopoulos et al. (2012) developed a hybrid SS that uses a combination method based on the starting times of events and an adaptive iterative local search. These SS based algorithms have been identified as among the current best heuristics. Table 1 summarises the main characteristics of these contributions. Table 1 Characteristics of SS based methods for the RCPSP Valls et al. (2004) Population based procedures
Authors

Solution methods Characteristics
• Hybrid that combines evolutionary algorithm, SS, and GRASP.
• Decomposition scheme that alternatively searches two different regions of the solution space (this scheme incorporates an oscillatory mechanism, called homogeneous interval algorithm, for improving the local use of resources).
• Schedules are generated in parallel by two populations. Debels et al. (2006) 
SS-FBI
• SS-based hybrid where part of the combination method is implemented using the electromagnetism framework.
• FBI is used to improve the schedules constructed. 
• SS where two populations alternate sequentially between forward and backward schedules. Chen et al. (2010) ACO and SS • Hybrid ACO where SS is used to improve the ants'
solutions.
• The RCPSP is decomposed into sub-problems, each one having its own search space.
• Self-adaptation mechanism capable of selecting the schedule generation scheme (serial or parallel) leading to better results during the search.
• Use of the homogeneous interval algorithm. Paraskevopoulos et al. (2012) SS with adaptive iterated local search
• Hybrid that integrates a greedy heuristic for schedule construction and a SS for schedule improvement.
• Adaptive iterated local search-relocate operator used as a neighbourhood move.
This Table 1 shows that the developments around the SS scheme for the RCPSP have focused on hybridation with other metaheuristics, in particular evolutionary algorithms, greedy randomised adaptive search procedure (GRASP), electromagnetism, tabu search, and ACO. These hybrids are aimed at exploiting the strengths of SS together with other metaheuristics. While these hybrids are among the current best methods for the RCPSP in terms of accuracy, they however imply a decrease in simplicity of design and implementation due to their complex structure. This paper is motivated by the attractive results obtained with SS for the RCPSP and contributes to the long-term objective of developing efficient but simple metaheuristics that can handle large-sized projects. We propose a new hybrid metaheuristic that relies on a SS skeleton inspired from Debels et al. (2006) , and Mobini et al. (2009) . Compared to most successful SS based methods for the RCPSP, which hybridise SS with other metaheuristics, the proposed method uses a single self-contained metaheuristic, SS, and relies on four simple and clear principles:
1 reversing the project network at each iteration of the SS 2 addition of a new improvement procedure to the reference set update method in order to enhance the quality and the diversity of the reference set of solutions 3 advanced path relinking strategy for combining pairs of solutions 4 FBI.
As regards the third principle, the proposed combination method presents two distinctive features. It is based on a bidirectional PR, which has been identified as a promising approach for combination in SS by Glover et al. (1995) , Marti et al. (2006) and Resende et al. (2010) . This PR generates solutions by exploring a path built by gradual moves between two solutions that are to be combined. Also, we introduce a new move that consists of moving the most distant activity from the guiding solution in the initiating solution to its place in the guiding solution. The computational results show that the proposed hybrid SS produces high-quality solutions in a reasonable computational time and is among the best performing metaheuristics. The remainder of this paper is organised as follows. Section 2 introduces the definition of the RCPSP and the notations. Section 3 provides a description of the proposed hybrid SS. In Section 4, an advanced parameter tuning method based on local search is proposed and computational results are presented, including a comparison with current state-of-the-art heuristics. Finally, a discussion in Section 5 articulates both theoretical and practical implications of the proposed method and Section 6 presents the main results and possible directions for further research.
Resource-constraint project scheduling problem definition
The RCPSP problem can be defined as follows. A single project is composed of a set N of n activities labelled j = 1, …, n, and two dummy activities 0 and n + 1, which are the project start and project end, respectively. We denote by d j the duration of activity j. The activities have to be performed without pre-emption. The precedence relations are denoted by i→ j. P j and S j represent the set of immediate predecessors and successors of activity j, respectively. Each activity j ∈ N requires r ik units of renewable resource k ∈ K per period. The constant capacity of each resource type is represented by R k . The two dummy activities have zero duration and no resource usage. All information is assumed to be deterministic and known in advance. The parameters are assumed to be non-negative and integer-valued. A schedule is defined as an assignment of start times s j and finish times f j to activities j ∈ N. The RCPSP consists of determining a precedence and resource-feasible schedule so as to minimise the project duration (project makespan). The reader is referred to Artigues et al. (2015) for a survey of mathematical models of the RCPSP.
A hybrid SS algorithm
Introduced by Glover (1977) , SS is an evolutionary algorithm that generates new solutions by combining preserved ones. SS is composed of the following basic methods (Marti et al., 2006) :
• a diversification generation method: to generate an initial population of trial solutions.
• an improvement method: to transform a trial solution into enhanced solutions.
• a reference set update method: to build and maintain a reference set of the best solutions.
• a subset generation method: to produce subsets of solutions of the reference set.
• a solution combination method: to transform the subsets into combined solutions.
SS is a very flexible methodology that has been proven effective in a variety of optimisation problems (Marti et al., 2006) . The algorithm proposed for solving the RCPSP is presented in Figure 1 . An initial population of size InitPop is first generated. A reference set RefSet composed of high-quality and diversified solutions is built from the population of solutions and will be evolved to form a new population. This new population is initialised with the best current solution. The reference solutions are afterwards paired to form subsets that are combined with PR to generate new solutions. These solutions are evaluated and either directly added to the new population New_Pop, or first improved by FBI depending on their quality. The algorithm stops when the number of generated schedules reaches NSched_limit. At each iteration, the scheduling direction and the project network are reversed. The details of each step are described below.
Solution representation and decoding
The best metaheuristics employ the serial schedule generation scheme (SGS) combined with the activity list representation (Hartmann and Kolisch, 2000; Kolisch and Hartmann, 2006) . We consequently choose this combination of methods for the proposed SS. This SGS starts from scratch and builds a feasible schedule from a precedence-feasible activity list by stepwise extension of a partial schedule (Kolisch, 1996) . A precedence-feasible activity list is a sequence of all activities AL = (a 0 , …, a n+1 ) in which the position of an activity determines its relative priority with the other activities for being selected, and in which each activity is placed after all of its predecessors. At each stage j, the activity at position j, a j , is selected and scheduled at the earliest precedence and resource-feasible start time. We also define the vector P = (p 0 , …, p n+1 ) to represent the position of each activity in AL. If i = a h , the activity i is in position p i = h. Set rev = 1 − rev and apply the TO condition to each schedule of the population.
Reference set update
Construct the set of high-quality solutions RefSet 1 and the set of diversified solutions Since a schedule can be represented by more than one such activity list, Valls et al. (2003) introduced the topological order (TO) representation, which is uniquely associated with a schedule. We adopt a modified version of the TO representation, explained in the next section.
Generate subsets from RefSet
Original and reversed network
In order to explore a different solution space, Li and Willis (1992) , Özdamar and Ulusoy (1996) and Klein (2000) proposed reversing the project network and scheduling in a backward direction. This is closely related to the concept of FBI discussed in Section 3.8. proposed a SS that alternates at each iteration between original and reversed project networks. The reversed project network is obtained by reversing all the original precedence relations. Any feasible schedule for the original (reversed) network is called a forward (backward) schedule. The same approach is used in the proposed SS. adapted the TO representation to generate backward (forward) children from forward (backward) solutions. A forward (backward) activity list is first decoded with the serial SGS to obtain the finish times of the activities based on the original (reversed) project network. It is then reordered based on the non-increasing order of their finish times: f i > f j implies p i < p j , while f i = f j and i > j implies p i < p j . The obtained reversed (original) TO activity list, denoted by RTOAL (OTOAL), is precedence-feasible for the reversed (original) network. b. Set init = 0; 2. Else if init = 0, then apply the frequency-based diversification strategy.
Initial population generation
Regret-biased random sampling (RBRS) with the minimum latest finish time (LFT) is used to generate an initial population of size InitPop with the original project network. Previous studies showed the superiority of random sampling over deterministic approaches (Kolisch, 1996) . Biased random sampling generates schedules by biasing a priority rule through a random device. Among these methods, RBRS with LFT is one of the most powerful (Kolisch, 1996; Tormos and Lova, 2001; Valls et al., 2005) . Each activity list is iteratively created by randomly selecting an activity of the decision set D k according to the following probability to be placed at position k:
where LF i denotes the LFT of activity i calculated by the critical path method (CPM), and D k comprises the activities whose predecessors are already scheduled at stage k. The serial SGS is then applied to decode the activity lists into schedules and to evaluate their makespan.
Reversing the type of schedule
Once a new population has been generated and evaluated, the direction of the project network and the associated type of schedule are reversed from original (reversed) to reversed (original) at the beginning of a new SS iteration. The finish times are used to obtain the TO representation that can be used for scheduling with the reversed (original) network (see Section 3.2).
Reference set update method
The RefSet update mechanism detailed in Figure 2 builds and maintains a subset RefSet of high-quality and diverse solutions found during the search. It is divided into two disjoint subsets RefSet 1 and RefSet 2 of size b 1 and b 2 , respectively. Each solution of RefSet 1 should have a distance of at least t 1 with other solutions of RefSet 1 , while each solution of RefSet 2 should have a distance of at least t 2 (with t 2 > t 1 ) with any solution of RefSet 1 or RefSet 2 . The distance measured is defined by (Debels et al., 2006; ):
where p i1 and p i2 are the position of activity i in the activity lists AL 1 and AL 2 , respectively. The construction of RefSet 1 and RefSet 2 starts by sorting the new population New_Pop according to the lowest makespan. The following function inspired from Paraskevopoulos et al. (2012) is considered in the case of a tie:
where EF i and LS i represent the earliest finish time and the latest start time, respectively, calculated by the CPM in the original project network. Assuming that high quality solutions have the least deviations from the earliest finish times (LFTs) in forward (backward) schedules, it can be expected that the lower this function, the better the quality of the solution. 2. Schedule AL with the serial SGS (if rev = 0 then apply forward scheduling, else apply backward scheduling).
3. If the makespan associated with AL is inferior or equal to the best current makespan, then invoke the improvement strategy based on FBI.
4. Add AL to the New_Pop.
End For
RefSet 1 is initialised with the best solution. The next best solutions of New_Pop are scanned and added to RefSet 1 if the minimum distance with the current members of RefSet 1 is greater or equal to t 1 . At this point, the procedure is similar to the procedures proposed in the literature that involve distance thresholds (Debels et al., 2006; Ranjbar, 2008; Baradaran et al., 2012) . However, the problem of building RefSet 1 is not trivial and the procedure described above is naïve. This problem can be formulated as a capacited facility dispersion problem (Rosenkrantz et al., 2000) , which is a variant of the maximum diversity problem introduced by Glover et al. (1977) . It consists of selecting a subset of m facilities from a set of n potential facilities with the objective of minimising the total cost under the constraint that the minimum distance between them should exceed a threshold. We propose a new improvement method in a second phase that checks whether any solutions of New_Pop\RefSet 1 can replace a member of RefSet 1 or can be added to increase the size of RefSet 1 (if less than b 1 ), or to improve the quality (average makespan) or the diversity (average distance between members) of RefSet 1 . RefSet 2 is similarly built from the remaining solutions.
Depending on the values of b 1 , b 2 , t 1 and t 2 , there may not be enough qualified solutions to complete RefSet 1 and RefSet 2 . If this situation arises when the RefSet update mechanism is applied to the initial population, we complete them with the best remaining solutions without checking the threshold conditions. Otherwise, a diversification strategy involving a frequency-based memory is used to complete them with new activity lists. For this purpose, we maintain matrix M during the search, where each element m ij tracks the number of times activity i has been placed directly before activity j in all previously generated solutions. A new list is built step by step at each stage k adding the activity j of the decision set D k that has been placed directly after activity a k−1 at position (k − 1) in the list under construction:
Generate the subsets from RefSet
The subset generation block forms the subsets of solutions that will be used to create the combined solutions. In its typical form, the combination method of a SS consists of combining pairs of elements of RefSet 1 and RefSet 2 (Marti et al., 2006) . This method is applied to generate all pairs of solutions in RefSet 1 , and all combinations of one solution from RefSet 1 and another one from RefSet 2 . Therefore, the total number of pairs to be combined is
Combination method − path relinking
The combination method used to generate the next new population New_Pop is presented in Figure 3 . This evolutionary method was originally designed in the context of tabu search, and was later suggested as a combination method for SS (Marti et al., 2006; Resende et al., 2010) . PR generates new solutions by exploring trajectories that connect solutions, starting from an initiating solution and building a path in the neighbourhood space that leads towards a guiding solution. This is accomplished by gradual moves that introduce attributes contained in the guiding solution.
In our SS algorithm, PR is applied to each subset of solutions, which constitutes the initiating and guiding solutions. The moves are performed on the activity lists. The proposed PR is a bidirectional PR that swaps the initiating and guiding solutions at each step of the path construction. In addition, we propose a new move that consists of moving the most distant activity from the guiding solution in the initiating solution to its place in the guiding solution. The main idea is to introduce characteristics from the guiding solution into the initiating solution by using a move directly based on the distance measure used in the reference set update method. We initialise the PR by setting the initiating and guiding solutions with AL guid = AL 1 and AL init = AL 2 , such that the makespan of AL 1 is better than the makespan of AL 2 . We consider AL guid = (a 0,guid , …, a n+1,guid ) and AL init = (a 0,init ,…, a n+1,init ). We denote by PR_set the set of activity lists created during the PR process. We use the following distance measure for each activity:
, , In the case of a tie, the activity with the lowest index is selected among the most distant activities. From AL init , the current activity list AL cu is built by moving activity q at position p guid as follows: 
If the current activity list is not precedence-feasible, the following repair mechanism is used: Only n pr activity lists in PR_set will be selected for evaluation with the serial SGS. The activity lists in PR_set are numbered from one to |PR_set| and placed in n pr subsets of size |PR_set| / n pr . One AL from each subset is randomly selected and evaluated.
We illustrate the combination method with an example project depicted in Figure 4 . We assume that AL 1 = (1, 3, 2, 5, 4, 7, 8, 6, 11, 9, 10, 12) and AL 2 = (1, 2, 3, 4, 6, 5, 8, 9, 7, 10, 11, 12) . The combination method is presented in Table 2 . In the first step, we set AL guid = AL 1 , and AL init = AL 2 . The most distant activity is q = 6 and its position in the initial and guiding lists are p init = 5 and p guid = 8, respectively. From AL init , AL cu is built by moving activity six at position eight. However, this activity list is not precedence-feasible because one of its successors, activity nine, is placed before activity six in the list. The repair mechanism is thus invoked in order to obtain a precedence-feasible activity list. We then set AL init = AL guid and AL guid = AL cu and the process is repeated until AL cu = AL guid in step 7. The six precedence-feasible activity lists created during the process are stored in PR_set. If we assume that n pr = 1, a single activity list is randomly selected from PR_set to be evaluated. 
Improvement strategy − FBI
Search intensification is typically achieved in SS with the execution of an improvement method applied to the new solutions. Introduced by Li and Willis (1992) and popularised by Tormos and Lova (2001) and Valls et al. (2005) , the well-known FBI procedure iteratively applies forward and backward passes until no further improvement can be produced. In the forward (backward) pass, the activities are scheduled as early as possible (as late as possible). As this simple technique produces notable improvements in schedules quality with a small computation effort (Valls et al. 2005) , it is introduced in the proposed SS.
In the first phase of the FBI, the backward pass is done by transforming a forward (backward) AL into a RTOAL (OTOAL), reversing the project network from original (reversed) to a reversed (original) network, and then scheduling the RTOAL (OTOAL) with the reversed (original) network. In the second phase, the forward pass is applied to obtain a forward (backward) schedule in the initial original (reversed) network direction. As proved in Valls et al. (2005) , the makespan of the schedule after an iteration of FBI is less or equal to the initial makespan. This process is repeated if the makespan has been improved. In the proposed SS, FBI is applied on high-quality solutions that match or improve the best makespan found so far during the process.
New population generation
The new population New_Pop is first initialised with the best solution found so far. In case of a tie, the rule proposed in Section 3.5 is considered. For each subset, n pr activity lists are generated with PR, scheduled with the serial SGS and possibly improved by FBI. This constitutes the new population for the next SS iteration, thus composed of ( )
Computational analysis
This section presents an evaluation of the proposed SS on the PSPLIB data sets proposed in Kolisch and Sprecher (1996) , and a comparison with the state-of-the-art heuristics developed for the RCPSP. The input parameters of the SS algorithm are first determined empirically by parameter tuning. The algorithm was implemented in MATLAB R2011b and run on a personal computer with an Intel Core I5 2.53 GHz processor and 4 GB RAM.
PSPLIB data sets and test design
As test instances, we use the standard sets of the PSPLIB library (Kolisch and Sprecher, 1996) . The J30, J60 and J90 sets consist of 480 projects of 30, 60 and 90 activities, respectively. The J120 set is composed of 600 projects of 120 activities. For more details on how the instances are generated, the reader is referred to Kolisch et al. (1995) . We use the experimental protocol proposed by Hartmann and Kolisch (2000) and Kolisch and Hartmann (2006) for testing the heuristics with the PSPLIB instances. Three stopping criteria are considered: 1,000, 5,000 and 50,000 generated schedules. Since some researchers have observed significant improvement in solution quality with larger schedule limits, our method is also tested with 500,000 schedules. A schedule-based stopping criterion is used because the corresponding computational effort is independent of the speed of computers, the compilers and the implementation skills, and is then quite similar for all the tested heuristics (Kolisch and Hartmann, 2006) . The heuristics are then compared according to the average deviation from the optimal solutions (for J30) or from the critical path-based lower bound (for J60, J90 and J120).
Impact of randomness on the performance
In the proposed SS, randomness is involved in the initial population generation, the selection of the n pr activity lists from PR_set, and the diversification to complete RefSet when required. Each execution for the same problem instance would provide different results when random devices are used. However, most papers on metaheuristic approaches for the RCPSP do not indicate whether multiple executions are conducted. Furthermore, the performance measure used for sorting the metaheuristics is usually the average deviation measured with a single figure in percentage with a two-digit precision (Hartmann and Kolisch, 2000) ; Kolisch and Hartmann, 2006) . The values of the schedule limits do not however guarantee a convergence of the results and a margin of errors due to randomness in accordance with a two-digit precision. In order to take into account the effect of randomness in our experiments, each instance is solved ten times, and we provide the average results and a 95% confidence interval.
Parameter tuning
Preliminary tests showed that the performances of the SS are highly sensitive to the values of the parameters InitPop, b 1 , b 2 , t 1 , t 2 and n pr . We also noted that the promising combinations of parameters had different values depending on the schedule limit and the project size. Therefore, parameter tuning was performed on each combination of schedule limit and project size. Most of the authors in the literature on the RCPSP used designs of experiment, or elementary trial and error strategies. However, we observed that such methods with six parameters would not be efficient and would be time consuming. As an alternative method, Talbi (2009) suggested that parameter tuning can be formulated as an optimisation problem and solved by another metaheuristic, leading to a meta-algorithm composed of two levels. At the meta-level, a metaheuristic operates on solutions representing the parameters of the metaheuristic to optimise. The metaheuristic at the base level is used to solve the original optimisation problem.
Following this framework, we propose a local search process for the meta-level. Starting from an initial combination of parameters, each parameter is changed to a higher or a lower value with a predefined step, one at a time. The combination with the lowest average deviation in this neighbourhood is used as starting combination for the next iteration. Visited combinations are memorised to avoid cycling and to restart the process from the best not selected combinations after a number of non-improving iterations. The local search is stopped after a number of non-improving iterations. The local search is performed on representative subsets of instances corresponding to 10% to 20% of the standard sets. Table 3 presents the resulting combinations of parameters. To analyse the results, we first focus on the qualitative influence of the parameters on the behaviour of the SS. A small value of initPop will allow more effort to be put into the subsequent SS mechanisms, which are more efficient for finding good solutions than the random generation used in the initial population generation. At the opposite end, more diversified local optimums can be found with a large value of initPop. The parameters b 1 , b 2 and n pr directly influence the size of the population at each iteration and thus the number of iterations for a given schedule limit. Finally, b 1 , b 2 , t 1 and t 2 have an influence on the quality and the diversity of the reference set used for combination. A general analysis shows that n pr = 1 gives the best results and is not sensitive to the other parameters. The most influential parameters seem to be b 1 and b 2 , while t 1 and t 2 also seem to have an important effect on the performances of the SS. InitPop has less impact on the results, especially for large schedule limits. Table 3 shows that the value of InitPop is positively related to the schedule limit. Both b 1 and b 2 decrease when the schedule limit decreases so that more iterations of the SS are performed. The parameter t 2 increases when the schedule limit increases. This may reflect that more diversity is required for large schedule limits in order to more thoroughly explore the solution space.
Detailed results of the SS algorithm
The detailed experimental results obtained with ten independent runs are presented in Table 4 .
Table 4
Detailed experimental results for ten repetitions 'Avg. dev. CPM', 'Avg. dev. LB', 'Avg. dev. opt.' and 'Avg. dev. best' indicate the average deviation from the critical path lower bound, the best known lower bound, the optimal makespan and the current best known makespan, respectively. Since some of the optimal solutions are unknown for J60, J90 and J120, the average deviation from the optimal makespan is presented only for J30. The results available on January 1, 2016 were used. 'No. of instances' represents the number of instances in the set. 'Avg. no. of best' and 'no. of improved' respectively reports the number of instances for which the proposed method is able to reach and to improve the best-known solutions. 'Avg. CPU' and 'max. CPU' indicate the average and maximum computation times to reach the best solution, respectively. 'Avg. no. sched.' represents the average number of generated schedules to reach the best solution. Table 4 highlights that the algorithm is able to find near-optimal solutions with 1,000 and 5,000 schedules and all the optimal solutions with 50,000 schedules for J30 in reasonable computation times. For J60, J90 and J120, our method provides an average deviation of respectively 0.05%, 0.17% and 0.76% from the best known makespans with 500,000 schedules. It reaches the best solutions in 454 and 405 instances out of 480 for J60 and J90, respectively, and 295 instances out of 600 for J120. In addition, our method is able to find better solutions for four instances of J90. This is remarkable as the best known makespans have been obtained with any stopping criterion and any existing heuristic in the literature, and there is currently no unique method that can reach all the best solutions for J60, J90 and J120. The algorithm is also able to find attractive solutions with lower schedule limits. For instance, we obtain an average deviation of only 0.68% with the best known makespans for J60 with 1,000 schedules in less than 1 second. Table 5 presents the average, the minimum and maximum deviations observed with ten runs and a 95% confidence interval ('avg. dev.', 'min. dev.', 'max. dev.' and '95% conf. int.', resp.). It reveals that the larger the size of the project or the lower the schedule limit, the wider the 95% confidence interval, except for J90. Statistical tests were used to test whether replicating the experiments has a significant impact on the results. Since the deviations are not normally distributed and the variances are not homogeneous, the Friedman test was employed. It reveals that the effect of the replications is not significant in all cases at the five percent confidence level. 
Comparative analysis with different versions of the algorithm
The main novelties of the proposed algorithm are the bidirectional PR based on a new move and the new improvement method used in the Refset update mechanism. In order to prove their efficiency, three additional versions of the algorithm were compared to the original algorithm. The results are presented in Table 6 . Two versions of the algorithm called SS_PR1 and SS_PR2 differ from the original version only in the PR. SS_PR1 is based on the PR used in Mobini et al. (2009) and Baradaran et al. (2010) , while SS_PR2 is based on the PR used in and Baradaran et al. (2012) . The third version of the algorithm called SS_RefSet is created by removing the improvement method used in the RefSet update mechanism. Table 6 highlights that the best average deviations are obtained with the original algorithm. Since the 95% confidence intervals overlap for certain combinations of size and schedule limits, statistical tests are further required to assess if the differences are statistically significant. By pairwise application of the Wilcoxon test, we show that the performances of the original algorithm and its alternative versions are significantly different with a 5% level of confidence in most cases. It confirms that the new PR mechanism is significantly better than other PR used in the literature, and that the improvement algorithm also provides significant improvement in the performances. These results are obtained without increasing the computation times.
Comparative analysis with the best metaheuristic approaches
The comparative analysis is divided into two sections. The proposed SS is first compared with the best heuristics that provided results following the experimental protocol summarised in Section 4.1. It is then compared to the heuristics that do not use any schedule limit.
Comparative analysis with schedule limits
The comparison is limited for reasons of space to the twenty best heuristics with 50,000 schedules for J30, J60, J90 or J120. From the state-of-the-art heuristics surveyed in Kolisch and Hartmann (2006) , only the heuristics proposed by Kochetov and Stolyar (2003) , Alcaraz et al. (2004) , Valls et al. (2005) and Debels et al. (2006) , which were all identified as the best heuristics at this time, are still currently in this list. This highlights how fruitful the recent developments in heuristics for the RCPSP are. The computational results of the selected heuristics can be found in Tables 7−10. All these methods are metaheuristics and most of them are based on randomness. However, most authors did not indicate if their results were obtained with a single run or with several runs, and, in the latter case, if their results were the best or the average among several runs. In order to compare our results, the average deviation observed with ten independent runs of the proposed SS algorithm is considered.
The first column in Tables 7−10 describes each algorithm: GA for genetic algorithm, SAILS for SS with adaptive iterated local search, ESS for enhanced SS, TS for tabu search, PSO-HH for particle swarm optimisation based hyper-heuristic algorithm, DABC for discrete artificial bee colony algorithm, ACOSS for ACO and SS, SFLA for shuffled frog-leaping algorithm, GANS for GA with neighbourhood search, NN for neural network. The first line 'best known makespans' provides the average deviation based on the current best known makespans (see Section 4.4). As shown in the tables, none of the heuristics are able to find all the best-known solutions, except for J30. The heuristics are sorted with respect to the results for 50,000 schedules. In the case of a tie, we use the results for 5,000 and then 1,000 schedules. The two last columns indicate the results for the heuristics tested with more than 50,000 schedules.
As highlighted in Table 7 , the proposed SS is only slightly outperformed for J30 by the method by Paraskevopoulos et al. (2012) . Our approach belongs to the metaheuristics able to reach all the optimal solutions with 50,000 schedules. If we consider the best algorithms with 5,000 or 50,000 schedules, most of them have a difference of less than 0.01 point from each other. Assuming that the width of the 95% confidence interval for any metaheuristic has the same order of magnitude as the one observed in Table 5 for our SS (0.01 point for 1,000, 0.00 point for 5,000 and 50,000 schedules), we can conclude that the precision used by researchers is appropriate and that randomness does not significantly change the current ranking. Avg.
Max.
Avg.
Max.
SS-FBI
Serial
This study (50,000 sched.) 0.00 Table 8 shows that the proposed algorithm is ranked 7th for 50,000 schedules. However, only three algorithms in the literature are better than the lower bound of the 95% confidence interval presented in Table 5 (10.57%). The proposed SS is ranked 6th for 1,000 and 5,000 schedules, indicating that it is also competitive with lower schedule limits. However, assuming that the width of 95% confidence interval for any metaheuristic has the same order of magnitude as the one observed in Table 5 (0.04, 0.03 and 0.01 point for 1,000, 5,000 and 50,000, resp.), it may be inappropriate to rank the methods with the precision commonly used by researchers. It would be more appropriate to gather them in groups where the difference in performances could be explained by randomness. With this framework, Proon and Jin (2011) developed the best metaheuristic, followed by a group composed of Paraskevopoulos et al. (2012) and Mobini et al. (2011) , and another group composed of this paper, Mobini et al. (2009 ), Wang et al. (2010 and Gonçalves et al. (2011) . To further illustrate the impact of randomness on the performances of the proposed SS, note that with initPop = 1,500 b 1 = 27, b 2 = 21, t 1 = 1.1, t 2 = 2.1, n pr = 1, the minimum average deviation among ten runs is 10.52%, which would match the results obtained by Proon and Jin (2011) , but the average value is 10.58%. Only six previous works in the literature provided results for J90, as summarised in Table 9 . The proposed SS is ranked 2nd for 5,000 and 50,000 schedules and 1st for 1000 schedules. For J120, the results in Table 10 are more spread out than for J30, J60 and J90. The proposed SS is ranked 7th, 5th and 4th for 50,000, 5,000 and 1,000 schedules, respectively. For J90 and J120, the width of the confidence intervals observed in Table 5 for the proposed SS does not change the ranking.
Some papers conducted experiments for more than 50,000 schedules. As shown in Tables 8−10 , the results are significantly improved for J60, J90 and J120, which should incite researchers to test their algorithms for larger schedule limits. As these algorithms do not use the same schedule limit, a comparison of the results should be taken with caution. The proposed SS performs better than any other metaheuristics for J60 and J90, while it is ranked 3rd for J120.
As presented in Tables 7-10 , no heuristic outperforms the other ones for all the schedule limits and all the project sizes. For that reason, Kolisch and Hartmann (2006) introduced the concept of dominance in order to determine the best global heuristics. A heuristic X is dominated by a heuristic Y if X has for at least one combination of instance set and schedule limit a higher average deviation than Y without having for any of the other combinations a lower average deviation. By applying this rule, the proposed SS would only be dominated by the procedure of Paraskevopoulos et al. (2012) , which makes it one of the best heuristics. However, they do not indicate whether their results were obtained with a single run or with several runs. As previously explained for J60, our method is hence able to provide better results than Paraskevopoulos et al. (2012) for a single run with a schedule limit of 50,000, but worse results for ten replications.
Comparative analysis with no schedule limits
Some researchers have not provided results according to schedule limits, as it is sometimes impossible to count the number of generated schedules. These methods are presented in Tables 11-14. The first column describes each heuristic: PCAP for parallel complete anytime procedure, FF for filter-and-fan approach, LSSPER for local search with sub-problem exact resolution, VNS for variable neighbourhood search, PBP for population based procedures, DBGA for decomposition based GA, MP for multi-pass approach, SA for simulated annealing, ATLAS for accelerating two-layer anchor search, PASS for polarised adaptive scheduling scheme, LR for Lagrange relaxation. Since the reported results differ in terms of stopping criteria and computational effort, it is hard to carry out any comparison with the proposed SS. The analysis presented hereinafter should therefore be taken with caution.
In Tables 11-14 , we examined which algorithms provide a better average deviation with a faster computation time than the proposed SS for at least one combination of instance set and schedule limit. Our method is better than the algorithms considered in both solution quality and/or computation time, with the exception of four algorithms: the DBGA of Debels and Vanhoucke (2007) , the FF of Ranjbar (2008) and the PASS of Zamani (2012) for J60, J90 and J120, and the VNS of Fleszar and Hindi (2004) for J30. Thammano and Phu-ang (2012) also obtained competitive results for J60, J90 and J120 but they did not provide any information on the computational effort. From this analysis, it can be concluded that none of these heuristics is globally better than the proposed SS for all the instance sets.
Discussions
In this section, we discuss the merits and limitations of the proposed SS method for the RCPSP. To this end, let us consider four criteria that are essential attributes of good metaheuristics: accuracy, speed, simplicity and flexibility (Ball and Magazine, 1981; Golden and Stewart, 1985) .
Regarding accuracy, comparing metaheuristics is fraught with difficulties since many RCPSP methods contain some random devices. The result of independent executions of these non-deterministic RCPSP methods on the same problem instance is, in practice, always different. However, authors do not indicate whether multiple executions are conducted and, if so, they do not mention if their results are the best or the average among several runs. Tests are also often carried out by rounding the average deviation with a two-digit precision. In order to take into account the effect of randomness in our experiments, we consider average results of the proposed SS method based on ten executions on each problem instance and we provide a 95% confidence interval. Computational comparisons on the PSPLIB benchmark show that the proposed SS method is among the best heuristics for the RCPSP. The method is able to identify higher-quality solutions than other RCPSP methods.
Another issue related to accuracy is robustness. In practice, schedulers will prefer a method that gives good results for a variety of instances rather than one that may produce very good solutions for most realistic instances and some very bad elsewhere. Regarding this attribute, the SS method proposed in this paper, like most SS-based methods for the RCPSP, is capable of identifying high-quality solutions in reasonable computing times for a wide range of instances.
Concerning speed, there is less need nowadays to compare the computation speed as the power of computers actually offers shorter calculation times than years ago. Notwithstanding this fact, in project management contexts where schedules must be planned over a long horizon and large sums of money are involved, it makes sense to invest computing time in a good metaheuristic.
Among the SS-based metaheuristics for the RCPSP (see Table 1 in Section 1), the hybrid SS proposed by Paraskevopoulos et al. (2012) fares very well on accuracy and speed. These criteria are undoubtedly important, but other attributes, such as simplicity and flexibility, are also crucial for project management software transferability and scheduler adoption. In recent years, there has been a tendency toward increased simplicity. The SS proposed by is an example of this trend. The SS-based method proposed in this paper is also rather interesting in terms of simplicity. This method possesses a simple structure and is capable of producing very high quality solutions. Regarding flexibility, the new improvement method proposed in this paper and used in the RefSet update mechanism is a general and useful idea which can easily be applied to other SS methods. However, the proposed SS method, as all the SS-based methods for the RCPSP, requires many parameters. These methods are context dependent and require finely tuned parameters which can may make their extension to other situations difficult.
Concluding remarks
This paper presents a new hybrid metaheuristic for solving the RCPSP. The method is based on a SS framework that involves FBI, reversing of a population at each iteration of the SS and an advanced path relinking strategy for combining pairs of solutions. It contains two new mechanisms: a new combination method and a new reference set update method. The path relinking-based combination method has two distinctive features. First, it is a bidirectional path relinking, which has been identified as one of the most promising approaches for combination in a SS. It consists of swapping the initiating and the guiding solutions at each step of the path relinking process. Second, this path relinking is based on a new move that consists of moving the most distant activity from the guiding solution in the initiating solution to its place in the guiding solution. Finally, the reference set update method incorporates a new improvement method that enhances the quality and the diversity of the reference set.
Since the performances are highly sensitive to the values of the SS parameters, an advanced parameter tuning method based on local search is proposed. Computational experiments on the PSPLIB benchmark (Kolisch and Sprecher, 1996) show that the proposed SS algorithm provides high-quality solutions in reasonable computation times and that the new and simple mechanisms provide significant improvement. An extensive comparison with the best heuristics in the literature demonstrates that the proposed approach is one of the most advanced heuristics, especially for the J30, J60 and J90 instance sets.
We suggest three directions for further research. First, based on the obtained results, the experimental protocol commonly used in the literature should be updated by conducting several independent runs to include the effect of random devices involved in most metaheuristics, and by testing the heuristics on larger problem instances and for larger schedule limits. Second, since the hybrid metaheuristics based on SS are among the best heuristics, further research should be oriented to develop new mechanisms for SS and to include advanced mechanisms developed in the literature for other metaheuristics. Finally, most of the available SS-based methods for the RCPSP lack simplicity to ensure their adoption by schedulers. Simplicity is however essential for commercial implementation and one should now attempt to concentrate on the development of simpler RCPSP metaheuristics, with fewer parameters, even if it leads to a small loss in accuracy. The SS method proposed in this paper is a step in this direction and should stimulate further research to tackle other combinatorial optimisation problems including variants of the standard RCPSP.
