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ABSTRACT 
This thesis is concerned with an investigation of certain 
properties of colloidal dispersions which, although at low colloidal 
volume fraction, are strongly interacting. 
which the amount of added electrolyte 
In a colloidal system in 
is low (for example, 
dispersions that have been treated with ion exchange resins or 
micellar systems with no added electrolyte) conventional double layer 
theory cannot be used to describe the electrostatic interaction 
between the particles. A central theme of this thesis is the 
determination of the effective pair potential which describes the 
double layer interaction in such concentrated dispersions. These 
interactions then give rise to short range ordering of the colloidal 
particles which is reminiscent of the structure measured in simple 
fluids. 
The experimental colloidal dispersions of spherical particles 
which are used for comparison with the theoretical predictions are 
introduced in Chapter 1. The probes of the structure of these 
systems are outlined and the general modelling approaches introduced. 
The highly asymmetric electrolyte is developed in Chapter 2 as a 
model of these systems and by the use of the McMillan-Mayer approach 
a reduction to an effective one component system is achieved. This 
theoretical treatment takes into account the contribution of the 
counterions 
repulsion. 
varies with 
from the colloidal particles in screening the Coulombic 
The resulting effective colloid-colloid pair potential 
the volume fraction of the colloidal particles. The 
determination of the sys tern thermodynamics from the one component 
model is elaborated. 
Rather than obtaining an effective one component system, the 
colloidal particles and their counterions (and any added salt) may be 
considered on an equal footing. In Chapter 3 integral equation 
techniques are used to solve the highly asymmetric electrolyte model. 
The formal reduction of multicomponent systems is addressed in 
Chapter 4 ( using the correlation function approach). The numerical 
reduction of the multicomponent systems of Chapter 3 is considered 
using the Hypernetted Chain approximation and the results for the 
vi 
effective pair potential are compared with those of Chapter 2. 
The extension of the theory to nonlinear systems is attempted in 
Chapter 5. A simple method is introduced for deriving an 
approximation to the effective pair potential in such systems. A 
striking consequence of this theory is that under certain conditions, 
correlations in the spatial distributions of colloidal particles can 
persist over four orders of magnitude in the volume fraction. 
Moreover, these correlations, as measured by the height of the first 
peak of the colloid-colloid structure factor, may not be a 
monotonically increasing function of volume fraction. Qualitatively 
similar results are even seen within the limitations of the 
linearized approximation of Chapter 2. The theoretical predictions 
are compared with neutron and light scattering experiments. 
Finally, Chapter 6 deals with the cell model approach for the 
determination of the ion-colloid distribution near a colloidal 
particle and the system thermodynamics. The results are compared 
with those of Chapter 3. A method of combining ( i) the cell model 
for the determination of the amount of electrolyte present in a 
colloidal system in osmotic equlibrium with an infinite electrolyte 
reservoir and (ii) the Jellium approximation for the prediction of 
colloidal structure is described and comparison is made with some 
conventional double layer theory. 
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CHAPTER 1 
INTRODUCTION 
1.1 Concentrated Colloidal Dispersions 
1 
In recent years there has been an increasing interest in the 
properties of concentrated colloidal dispersions. The reasons for 
this increased interest are many but include the obvious practical 
importance of these colloids in the manufacture of a wide range of 
industrial products, the progress in the theoretical methods of the 
statistical mechanics applicable to these systems and also the 
development of model experimental systems and associated probes such 
as dynamic light scattering and neutron scattering techniques. This 
thesis is concerned with the investigation of a certain class of 
concentrated colloidal dispersions using the methods of liquid state 
physics. 
Of central concern will be electrostatically stabilized 
colloidal dispersions in which the colloidal particles carry a charge 
due to specific chemical effects which may change with the conditions 
of the system. The counterions which balance the charge on the 
collqidal particles together with any added electrolyte or other 
charged species form electrical double layers around each colloidal 
particle, thus determining the colloidal interactions. The van der 
Waals forces between particles may play a crucial role in the 
stability of such systems. Due to the long range nature of the 
Coulombic interactions. such electrostaticaly stabilized dispersions 
can be strongly interacting, and in this sense concentrated, even 
when the density or volume fraction of the colloidal particles is 
2 
very low. As will become evident from the discussion below, the van 
der Waals forces may play little part in the determination of the 
interactions and structure of such low density systems and the 
Coulombic forces can give rise to structural properties and phase 
transitions reminiscent of simple liquids. Moverover, the low 
density implies that the Coulombic effects may be decoupled from the 
hydrodynamics of the colloidal particles in the investigation of the 
dynamic properties of such systems. 
The problems which arise when all parts of the solvent are under 
the electrical influence of the particles and when every colloidal 
particle is constantly interacting with several neighbours are 
extremely complex. The difficulties involved with the electrical 
double layer around an isolated colloidal particle in an electrolyte 
reservoir and the interaction of two such double layers as a function 
of the separation of the particles have been addressed in the 
classical approach of the Derjaguin-Landau-Verwey-Overbeek (DLVO) 
theory[l]. The bearing. of the interaction on the stability of 
lyophobic colloids and the explanation of the dramatic influence of 
electrolyte concentration have been thoroughly investigated. 
There has been extensive work on the investigation and the 
determination of the double layer interaction free energy for 
spherical particles. The original theory of DLVO was based on the 
nonlinear Poisson-Boltzmann treatment of the diffuse double layer. 
Approximate methods of determining the interaction energy were used 
by Bell, Levine and McCartney [2] and more recent work has 
investigated the effects of ion size and solvent structure[3]. The 
results of Bell et. al. will be used in Chapter 6. The asymptotic 
form of the interaction is given by a screened Coulombic form in 
3 
which the screening parameter is given by the classical Delye-Hiickel 
screening parameter, ~ for the reservoir electrolyte, namely 
2 
~= 
s 
r 
i=l 
2 
P. z. 
1 1 
(1.1) 
where e is the charge of an electron, Ethe dielectric constant of 
the sol vent, \ Boltzmann's constant, T the temperature, p. the 
1 
number density of species i and zi its corresponding charge.sis the 
number of different electrically charged species in the reservoir. 
The asymptotic regime is for particle separations r for which 
~r>>l • 
In the classical theory the colloidal dispersion is in osmotic 
equilibrium with a known, infinite, electrolyte reservoir. Then the 
chemical potentials of the permeable ion species are identical on 
either side of the membrane which establishes the osmotic 
conditions. Of course, the concentrations of these species will 
differ on either side, there being an excess of the colloidal 
particle counterions and a deficit of co ions on that side of the 
membrane containing the colloid. For such a system the theory of 
McMillan and Mayer[4] can be used to express the thermodynamic 
quantities such as the osmotic pressure as a virial expansion with 
coefficients determined by the n-body colloid potentials of mean 
force in the reservoir (ie. at infinite dilution of colloid particles 
in the reservoir). 
In contrast to the classical situation colloidal systems may be 
prepared by treatment with ion-exchange resins to remove all excess 
electrolytes and to maximize the elecrostatic repulsion. The 
concentration of added electrolyte may then be controlled not by 
4 
establishing an osmotic equilibrium but rather by the addition of 
known amounts of electrolyte. As a consequence the composition of 
the electrolyte reservoir which would be in osmotic equilibrium with 
the system is both unknown and· undertermined, although in principle 
it could be found by equilibrium dialysis. For those systems with no 
added salt the equilibrium reservoir is pure water (neglecting the 
small effects of water dissociation) and the vi rial expansion fails 
completely, the second virial coefficient diverging due to the 
divergence of the integral of the Coulombic potential. Such systems 
will be of particular concern throughout this thesis. 
Since the success of the Debye-Huckel theory of strong 
electrolytes there has been intensive interest in the application of 
classical statistical mechanics to more concentrated electrolyte 
systems. It will be from this point of view that highly asymmetric 
electrolytes will be used as an idealization and model of the 
colloidal systems investigated in the sequel. Of particular interest 
will be the possibility that certain colloidal systems can show 
marked structure similar to simple liquids over distances much larger 
than the particle diameter and over many orders of magnitude of 
volume fraction. 
1.2 The Experimental Systems 
The advent of both well characterized experimental colloidal 
sys terns and probes for analyzing their properties has been of major 
importance 
dispersions. 
in the stimulation of interest in concentrated 
An outline of the types of such experimental systems 
and those of particular relevance to this thesis will be given below. 
5 
It has been known for many years that the electrostatic or 
electrical double layer interactions between colloidal particles may 
give rise, under certain conditions, to long range structure or 
ordering. This idea dates back to Langmuir [5]. The formation of 
such long range ordering has been observed with Tipula Irridescent 
Virus [6] and polymer colloids [ 7] • In these systems the 
interactions may be so strong that they confine each colloidal 
particle to a particular lattice site, thus forming a long range 
solid structure. When the interactions are somewhat weaker the long 
range order is destroyed but there may remain considerable short 
range order giving rise to liquid-like structure. Evidence for such 
structure in certain biological systems was provided by x-ray 
scattering [8] and conventional light scattering techniques [9]. 
In order to apply the methods of liquid state physics to the 
analysis of experimental systems one requires them to be extremely 
well characterized model experimental systems. Ideally the 
colloidal particles would be monodisperse hard spheres of known and 
uniform size with a known surf ace charge density produced by charge 
groups of a certain type. One type of model colloid which hopefully 
approaches these conditions is provided by polymer latices. These 
latices are prepared by an emulsion polymerization method using 
sodium persulphate as an initiator. The details of the method used 
to produce monodisperse polystyrene latices [ 10], especially in the 
absence of surface active agents, will not be given here. The 
surface groups which the polymerization process forms are -so4Na and 
extensive dialysis is used to convert these surf ace groups to the 
acid form which, upon dissociation, results in a negative colloid 
particle charge. Ion-exchange resins are then used to remove any 
6 
residual electrolyte. If this process is monitored by light 
scattering the action of the resin is reflected in the increasing 
structure of the dispersions over time [11]. It may take some weeks 
to reach equilibrium. 
The size of the polymer latices can be determined by several 
different methods. The most direct is to use electron microscopy, 
from which the radius moments of the particle size distribution may 
be determined. A possible problem with this method is that it 
requires the drying of a dilute sample of the dispersion which may 
result in particle size change. Also exposure to a vacuum and the 
heating effects of the electron beam may affect the particle size. A 
crosscheck can be made by using conventional light scattering 
techniques to measure the particle size. This relies on measurements 
in the Rayleigh region and allows the determination of the wei ght 
average particle radius, assuming that the density of the polystyrene 
particle is known. This density is generally taken as being 1 •. 054 gm 
The measurements must be carried out on dilute systems in 
order to avoid the effects of particle interactions and the size (in 
fact molecular weight) is determined by extrapolation to infinite 
dilution. Some comments on these measurements will be made in 
Chapter 6. Small angle neutron scattering can also be used to obtain 
the particle size and, similarly, results in a wei ght average. 
Another method of determining particle size is to use dynamic 
light scattering or Photon Correlation Spectroscopy(PCS). This must 
be done, once again, in non-interacting systems and relies on the 
ability of PCS to measure the translational diffusion coefficient D0 
of particles diffusing under the influence of Brownian Motion. The 
Stokes equation for the diffusion coefficient can then be used to 
7 
obtain the particle radius. In polydisperse systems this method 
measures a certain average which turns out to be <R8 >/<R6> where 
(Rn) 
1
/n is then-th radius moment of the particle size distribution 
[ 11] • 
In order to determine the surf ace charge density of the latex 
particles conductometric titration is used [12], samples of the latex 
being titrated with sodium hydroxide solutions. For an example of 
the shape of the conductivity versus amount of sodium hydroxide added 
see reference [12]. The sharp end point is indicative of the absence 
of weak acid carboxylate groups on the surface. 
Samples are normally prepared which have a known amount of latex 
in weight volume ( gmcm - 3). If the particles are monodisperse, their 
density known and the particle size determined then the particle 
number density can be calculated and the volume fractio.n 
determined. Alternatively, a known weight of any given sample may be 
dried, dissolved in a known quantity of dioxan and the concentration 
subsequently calculated from the optical density of the solution and 
a calibration curve. This is the method used by Brown et. al. [ 11]. 
Once these parameters are known any lower volume fraction can be 
obtained by appropriate dilution with pure water. Salt can be added 
to the system to any desired concentration. In principle, then, the 
composition of the colloidal dispersion is known, although there are 
of course many experimental difficulties involved in ~he above 
methods and also many sources of error. Indeed there are few systems 
which are as well characterized as would be desire from a theoretical 
point of view. 
The first well characterized polystyrene latex system studied by 
the methods of conventional light scat~ering and photon correlation 
8 
spectroscopy was that of Brown et.al. [11]. The results of 
measurements on this system will be used for comparison with 
theoretical results in the sequel. For this system the mean radius 
of the parti_cles as measured by electron microscopy was 230A with a 
standard deviation of 19% from the mean. The mean radius determined 
from diffusion coefficient measurements was 250A ± 13A , in 
reasonable agreement with the electron microscopy value. 
The results of conductometric titration on the latex gave values 
_2 
of surf ace charge densities of 1-2 l--(; cm or about one charge every 
2 
1340A 
• Each particle of radius 230 A then carries about 500 
electronic charges on its surface. The light scattering measurements 
were made on five samples. The number density Po of colloidal 
particles in these samples is shown in Table 1.1. together with the 
corresponding volume fractions ¢. 
Table 1.1 Experimental parameters of reference [11]. 
_12 _3 4 
Sample Pox 10 /cm q) X 10 r I A k r 
s max s 
1 8.46 4.31 3040 4.71 
2 5.70 2.91 3470 4.68 
3 2.90 1.48 4350 4.65 
4 1.67 0.851 5230 4.65 
5 1.24 0.632 5770 4.62 
For these volume fractions which are of the order of 0.01% the 
particle size is an inappropriate scale for the colloid-colloid 
interactions . A more appropriate scaling distance is provided by the 
colloid ion sphere radius, r , defined by 
s 
9 
• (1.2) 
The ion sp~ere radius is a measure of the average interparticle 
spacing. A sphere of radius rs is the average volume occupied by a 
3 3 
colloidal particle, the volume fraction being given by <P=a I r , a 
s 
the particle radius. As an example of the interparticle spacing in 
terms of the ion sphere radius, the nearest neighbour distance for a 
1/2 1/3 body centred cubic lattice can easily be shown to be 3 (n/3) r • 
s 
The values of r corresponding to the experimental samples of 
s 
Brown et. al are also given in Table 1.1. The value k represents 
max 
the wavevector for which the colloid--colloid structure factor ( see 
the next section) has its first peak greater than unity. It can be 
seen from Table 1 .1 that scaling k by r results in an almost 
max s 
constant value of k r 
max s 
over the experimental concentration 
range which indicates the usefulness of rs as a scaling distance. 
Similar techniques to those outlined above were used by Schaefer 
(13] in his study of polystyrene spheres. The particle diameter was 
calculated to be 872 A • A conductometric titration gave a surface 
charge density of approximately -2 2 i.C cm • There seemed to be some 
effects in the results which indicated that not all of the surface 
charge dissociated and contributed to the conductance. This 
possibility of counterions being bound to the particle was _suggested 
by the shape of the titration curve. Since the surf ace groups are 
strong acid it would be difficult to explain this in the low 
concentration range of colloidal particles and counterions. Schaefer 
attempted a study of the variation in the structure of the colloidal 
dispersion as a function of temperat~re. There may have been a 
10 
temperature degradation of the sample which affected results since 
there seemed to be an unduly large dependence of the structure on 
temperature. Schaefer also attempted a theoretical analysis of the 
results by using the methods of liquid state physics. In particular 
the pair potential of DLVO theory was used as an estimate of the 
colloid-colloid interactions. Such a procedure is frought with 
difficulties and does not rest on a rigorous theoretical 
foundation. As already explained, the DLVO interaction may be used 
between colloidal particles at infinite dilution in an electrolyte 
reservoir. For the present system the reservoir which would be in 
osmotic equilibrium with the dispersion is pure water (at least 
approximately since the dissociation of water effects in a reservoir 
would have little effect on the colloid interaction) since only 
counterions and colloidal particles are present. It is one of the 
major objectives of this thesis to determine from a rigorous 
statistical mechanical treatment, the appropriate interaction 
potential for such systems. 
Gruner and Lehmann [ 14] have investigated polystyrene latices 
using quasielastic light scattering for determining the long time 
diffusion of Brownian particles. They also determined the static 
structure factors for different colloid number densities. The 
particle radius in their experiment was 450 A. However the charge 
determination relied on a measurement of the pH of the sys.tern which 
is not a reliable method for a system with only colloidal particles 
and protonic counterions present. If the quoted value of 1100 
charges/particle is taken then the surface charge density is 
-2 0.7i.Ccm 
measurements. 
Once again it is crucial to have accurate charge 
Gruner and Lehmann note . that the normal Debye-Hiickel 
11 
screening parameter ~ for a z0 :1 electrolyte, z0 being the colloid 
charge, is much too large for these systems, giving screening lengths 
many times smaller than the average interparticle spacing even though 
there is considerable structure in the system. They suggest that 
perhaps a "strongly coupled proton cloud surrounds the latex and 
reduces the surf ace charge." It is undoubtedly true, as shall be 
shown later, that there is such a cloud of counterions near the 
colloidal particles and that it is this cloud that screens the 
colloidal interaction. However, unless there is some specific site 
binding of counterions to surface groups on the particle which 
effectively removes ions from solution then these ions must 
contribute to the formation of the electrical double layers. 
More recent measurements have been made on polystyrene latices 
by Hart 1 et • a 1. [ 15 ] • Once again their calculation of the particle 
charge is based on a pH measurement. The static structure factor was 
measured for a system treated with ion exchange resin for a particle 
diameter of 1090 A at a number density of 1.42 x 10 12 cm-3 • The 
measurement of the structure was repeated for added sodium chloride 
concentrations of 2.llxl0-6 and 1.32 x 10-5 mol dm-3 • The effects of 
even these small amounts of added salt were enough to destroy all 
structure in the system. These authors also used the Rescaled Mean 
Spherical Approximation (RSMSA) [16] to match their experimental 
results. By adjusting the colloid charge so that the RSMSA result 
matched the experimental result for no added salt they found that 
there was good agreement between results at other salt concentrations 
if the screening parameter was taken to include only the counterions 
and added salt. As already mentioned the reason for choosing this 
screening parameter is not apparent from conventional double layer 
12 
theory. The RSMSA will be discussed in more detail later but it is 
not a predictive theory but rather an extremely convenient algorithm 
for approximating the correlation function of a one component system 
interacting via a pair potential of screened exponential form. 
Although the choice of a colloid charge of z0 = -400 for the 
concentration considered in the work of Hartl et.al. appears to match 
the experimental results it is not clear that this would be the 
correct choice for this parameter over a wide range of concentrations 
or volume fractions. Even if it is the correct colloidal charge and 
even if the correct form of the colloidal interaction is a screened 
exponential with screening parameter given by the counterions and any 
added salt the coefficient of the interaction would be expected to 
change with colloid particle density (as well as the screening 
parameter which changes with density through the electroneutrality 
condition). 
A polystyrene latex system for which there has been extensive 
structure factor measurements over a wide range of volume fractions 
of colloidal particles is that described by Ottewill and Richardson 
[ 17] and prepared and characterized in a manner similar to that of 
Brown et. al. [ 11] • The particle size was checked using electron 
microscopy, small angle neutron scattering, PCS and conventional 
light scattering. 
particle radius of 
For later comparison with theoretical · results a 
160 A is used which is representative of the 
measured values. Conductometric titration gave a surface charge of 
-2 4. 2 µCcm which corresponds to a particle charge of z0 = -840. The 
light scattering investigation of this experimental system [ 17] was 
concerned mainly with the measurement of the osmotic pressure as a 
function of volume fraction. Except for the ion exchanged case the 
13 
measurements were only made at low wavevectors k. However, the 
structure factors for the same particles have been measured by small 
angle neutron scattering [ 18, 19] at higher volume fractions, from 
about 1% to 13%. The methods of small angle neutron scattering and 
quasielastic light scattering complement each other and enable a span 
of measurements over several orders of magnitude in the volume 
fraction of colloidal particles. 
For the volume fractions of interest in the above experiments 
the van der Waals interactions are completely negligible being 
dominated by the electrostatic repulsion. (This may not be entirely 
true for high added salt concentrations since then the electrostatic 
interaction is considerably weakened by the screening effects of the 
salt and the attractive van der Waals forces may cause there to be a 
minimum in the colloid-colloid interaction and hence flocculation of 
the dispersion. Indeed, this is a problem in setting up the 
experimental conditions at high salt concentrations, especially when 
the salt concentration is specifically used as a method of turning 
off the interaction to measure, for example, diffusion constants for 
non-interacting particles). The discussion below will apply to all 
systems of interest in this thesis and will be used as a 
justification for neglecting van der Waals forces subsequently. The 
analysis is only approximate but is sufficient to demonstrate the 
size of the van der Waals interactions. 
A non-retarded expression for the London-van der Waals 
interaction UvdW between spherical particles is [l] 
= 
2 
( 2 2 + -½ + ln ( X ;4 ) ) 
X -4 X X 
(1.3) 
14 
where A is the Hamaker constant for polystyrene across water[20] and 
x = r/a is the centre to centre separation in units of the radius 
a. For these systems at volume fractions of at most about 15% the 
interparticle spacing is on average at least several particle 
diameters. For a body centred cubic lattice, for example, the nearest 
neighbour distance scaled by colloid radius at cp=:15% is x=3.31. 
Moreover, the strong repulsion means that the particles never sample 
configurations near contact. From equation (1.3) juvdW(x)I ~ 1 for 
x;;iz .1 whereas the repulsive part of the pair potentials generally 
have values which are much greater than this at small separations. 
The above value of UvdW may be compared with the pair potentials 
obtained later. 
The near monodisperse polystyrene latices are perhaps the best 
experimental systems studied to date for theoretical modelling by the 
simplest of models the Primitive Model of electolytes. The 
structural and dynamical properties of many other colloidal 
dispersions have been studied by light and neutron scattering. For 
example, Ramsay et.al.(21] have studied silica and ceria sols over a 
range of concentrations and amounts of added salt and ionic micelles 
have also been the subject of much attention [22]. Such systems may 
provide further experimental results for the testing of any theories 
of concentrated dispersions. 
1.3 Probes of the Structure and Dynamics 
The techniques of light scattering, both using conventional 
methods and the more recent photon correlation spectroscopy (PCS), 
and small angle neutron scattering (SANS) provide a valuable means of 
examining the structure and the dynamics of interacting (and non-
15 
interacting) colloidal dispersions. A very brief account of the 
results of the scattering theory needed for colloidal systems will be 
given here. A readable account of both light scattering and SANS 
with appropriate references to the extensive literature on the 
subject can be found in reference [22]. 
The diffraction pat tern formed by the scattering of x-rays can 
be used for the determination of crystalline structure. This pattern 
is relatively constant over time with only small variations in the 
intensity of the Laue spots created by the constructive interference 
of the scattered radiation. This constancy is due to the fixed 
lattice structure of the solid. When a colloidal dispersion ( with 
interactions not so strong as to force the particles to lie at fixed 
lattice sites) is illuminated by coherent laser light a diffraction 
pattern is formed, the temporal fluctuations of which provides 
dynamic information about the system. 
technique. 
This is the basis of the PCS 
A PCS measurement estimates the modulus of the autocorrelation 
function G(k,t) of the scattered electric field E(k,t) [23] so that 
G(k,t) = * (E(k,O) E (k,t)> (1.4) 
where<···> indicates ensemble or time averages (the system being 
assumed ergodic), k is the usual scattering vector with magnitude 
k = 
4
~ sin(1) (1.5) 
A is the wavelength of the radiation in the scattering medium and 
8 is the scattering angle. In a conventional light scattering 
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experiment the time-average of the intensity of scattered light at 
wavevector k is measured: 
<I(k)) = G(~,O) (1.6) 
The van-Hove correlation function G(.E_,t) [24] is related to the 
autocorrelation function of the electric field by 
2 ik.r 
= NM BP(k) jdr e - -G(_E_,t) (1.7) 
V 
where B is a constant, N is the number of scatterers in volume V, M 
their mass and P(k) the single particle scattering function. For 
homogeneous spheres of radius a P(k) is given by 
P(k) = [ 3
3
3 (sin ka - ka cos ka) ]
2 
k a 
(1.8) 
which for small particles and small angles can be approximated by 
2 2 
P(k) ~ 1 - k a 
5 • (1.9) 
The mean intensity of scattered light can be obtained from (1.7) as 
2 . 
G(k,O) = <I(k)> = NM BP(k)Soo(k) (1.10) 
where Soo(k) is the static structure factor which is related to the 
colloid radial distribution function g00 (r) by [25] 
41rpo oo 
Soo(k) = 1 + k f[gooCr) - l] r sin kr dr 
0 
, (1.11) 
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Po being the colloid particle average number density. For a 
noninteracting system s00 (k) = 1. This can be used to determine the 
form factor P(k) if it is unknown for a particular system. This may 
be necessary, for example, in the study of micelle particles. 
However, for polystyrene particles the rigid spherical particle 
should be a good approximation. For non-interacting systems in which 
the colloids diffuse as Brownian particles[26] 
jG(k,t)I 
2 2 
= NM BP(k)exp(-Dok t) (1.12) 
where D0 is the translational diffusion coefficient which, for 
· spherical particles, is given by 
Do = ~ T / 61rra (1.13) 
where l<g is Boltzmann's constant, T the temperature and n the 
solvent viscosity. This enables a determination of the particle 
size, as already mentioned in the previous section. Note, however, 
that complications are introduced in the case of particle size 
polydispersity (see [11]). 
The method of light scattering is most useful at low volume 
fractions of colloidal particles because at high concentrations the 
interpretation of the results is complicated by the effects of 
multiple scattering [27]. Light scattering enables approximately two 
orders of magnitude of the particle volume fraction to be studied, 
from about 
_s 
q> = 5 X 10 to 5 X using 
wavelengths in the range A= 4000 to 6500 A. 
visible light with 
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The use of small angle neutron scattering enables higher volume 
fractions to be studied, and also the structure of the particles and 
perhaps any adsorbed layers of molecules to be probed. The range of 
wavelengths ,\ available varies from thermal neutrons with 
A - 4 to 20 A • With this radiation it is possible to measure the 
static structure factors of colloidal dispersions in the volume 
fraction range ~ ~ 1% to 13% [ 19] • The reader is ref erred to [ 22] 
for an introduction 
neutron scattering. 
to the theory and practice of small angle 
Light and neutron scattering nicely complement 
each other and allow the structure of coloidal dispersions to be 
measured over about four orders of magnitude of the volume fraction. 
1.4 Models of Experimental Systems 
Once a well characterized experimental system has been measured 
over a wide parameter range, for example at different colloidal 
particle concentrations and amounts of added salt, the theoretical 
objective is to use an appropriate idealization to form a model of 
the system and subsequently to solve this model using the methods of 
statistical mechanics. The most useful models and solutions are 
predictive and require no adjustable parameters to fit the 
experimental results. In the case of discrepancies between predicted 
and experimental results it may be difficult to decouple the causes 
of the shortcomings they may be due to (i) experimental 
inaccuracies (ii) deficiencies in the idealization of the system and 
formulation of the model and ( iii) the introduction of statistical 
mechanical approximations. Some progress can be made in the case of 
(ii) and (iii) by the use of computer "experiments" using Monte Carlo 
or Molecular Dynamics simulations[25] which enable the statistical 
~----------------------- -
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mechanical solution of the model to be tested. An outline of the 
modelling approaches and solution of these models is given in Figure 
1 .1. 
In the systems of charged colloidal particles of interest here 
the obvious first step in modelling their behaviour is to treat these 
particles and any small ions present as consisting of charged hard 
spheres in a structureless solvent of dielectric constant E. 
Although an over simplification this model may be essentially correct 
for the prediction of- certain properties such as the colloidal 
structure. The solution of the asymmetric multicomponent electrolyte 
model can be obtained by using various approximations from liquid 
state physics. For example, the Hypernetted Chain(HNC), Mean 
Spherical(MSA) or Percus-Yevick(PY) approximations may be used. 
These and others such as the cell theory of the liquid state will be 
explained and elaborated in the sequel. 
If one is interested in the colloid-colloid structure and 
dynamics then it is tempting to search for effective one component 
models which will give the same results as those of the 
multicomponent representations for the colloid properties. The 
effective one component model can then be solved using any of the 
above methods. Such a reduction would provide a considerable 
simplification of the problem. The difficulty with such an approach 
is in finding the correct colloid-colloid interaction. Even for a 
charged hard sphere multicomponent model with additive Coulombic 
interactions it is not obvious that there is an equivalent effective 
one component system with additive colloid-colloid pair 
interactions. In Chapter 2 this problem will be addressed more fully 
from the McMillan-Mayer point of view in which the small ions are 
Multi-
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treated as a "solvent" for the large colloidal particles. The 
estimation of the thermodynamics of the multicomponent system from 
the effective one component system will also be considered. 
A less satisfactory method of obtaining an effective pair 
potential is to use one component models with adjustable 
parameters. For example, it is even possible to quite satisfactorily 
match the experimental structure factors of polystyrene particles by 
using a hard sphere model of the particles without any explicit 
consideration of the particle size or charge, or of the electrolyte 
conditions [ 19] • In this model an effective colloid radius aeff is 
chosen so that the solution of the Percus-Yevick approximation ( see 
Chapter 3) for hard spheres of radius aef f matches the experimental 
results. The value of aeff is generally much larger than the actual 
particle radius a, and a different value of aef f is required f or 
different experimental conditions with no way of predicting the 
correct value other than by testing against the e x perimental 
results. This hard sphere approach can be modified by using the 
perturbation method of, for example, Barker and Henderson[ 28]. In 
this case the effective hard sphere radius is g iven by 
eff 
a 
1 
=a+ -2 
co 
J 
2a 
( eff ) 1 - exp[-U (r)/~T] dr (1.14) 
where ueff is an effective pairwise additive potent ial for the 
colloid-colloid interaction. However, this only reduces the proble m 
to the determination of the effective pair potential ueff. The 
Barker-Henderson perturbation method is then only being used as 
another approximate statistical mechanical method for obtaining the 
properties of the one component model. Its usefulness in the current 
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context can be judged by a comparison with solutions obtained by 
using other approximate methods, such as the I-INC approximation, the 
MSA or the PY equation or indeed against Monte Carlo computer 
experiments. The central issue is, then, the determination of the 
interaction potential ueff. Some attempts have been made [13, 19, 29] 
to use the classical results of Verwey and Overbee ck [ 1] for the 
interaction free energy, namely, 
= E a2 1Jl(a) exp [2Ka] exp[-Kr] 
r 
(1.15) 
where K is the screening parameter which in this theory is given by 
the composition of the electrolyte reservoir (see (1.1)). However, 
the choice of the correct screening parameter, K, and colloid 
surface potentials \J)( a) is not clear for the sys terns mentioned 
above. Indeed from the Debye-Hilckel theory of strong electrolytes it 
would be expected that, for a system containing only counterions 
(charge +l) and colloidal particles (charge z0 ,density Po), the 
ionic strength of this highly asymmetric electrolyte should be 
used. However, this would give an extremely short screening length 
for highly charged colloidal particles. 
14 -3 
and Pa= 10 cm the ion sphere radius 
For example, for z 0=-500 
is r = 1300A 
s 
-1 
and K = 20A • 
Some authors [ 15, 30] have assumed, apparently without any rigorous 
justification, that only the colloid counterions (and any added 
electrolyte present) contribute to the screening parameter K • 
The appropriate charge or surface potential of the colloidal 
particles can then be considered as an adjustable parameter for the 
fitting of the experimental results. In other circumstances [31] the 
neglect of the colloid contribution in the Debye-Hilckel screening 
23 
parameter has been noticed to give better agreement with experiment . 
A more rigorous method for the systems with added salt but no 
electrolyte reservoir has been used by Beunen and White [32]. Their 
method is based on the use of the cell theory and more will be said 
of this later. 
Computer experiments on one component systems with additive 
Coulombic and exponentially shielded Coulombic potentials have shown 
that the HNC approximation is adequate for the solution of these 
models, although they may somewhat underestimate the system 
structure. The difficulties involved with dealing with the long 
range of the Coulombic interactions for a highly asymme tric 
electrolyte are many . One such Monte Carlo analysis on a 12:1 
electrolyte used as a model for a · micellar system [33] has been 
carried out and it would appear that the HNC results are reasonable 
for such a sys tern. Such simulations will become easier with the 
advent of faster parallel processing algorithms for such systems and 
a more thorough analysis may then be possible. 
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CHAPTER TWO 
THE McMILLAN-MAYER APPROACH 
2.1 The Highly Asymmetric Electrolyte Model 
In order to make the study of the experimental systems outlined 
in the Introduction theoretically tractable it is necessary to 
introduce, in the first instance, an idealized model of these 
colloidal systems. The experimental systems which should be borne in 
mind during the following discussion are the model systems, described 
briefly in the Introduction, consisting of aqueous dispersions of 
spherical latex particles with surf ace charges which are due to the 
dissociation of sulphonate groups(for example, see reference[l]). For 
the sake of clarity such a system with a spherical geome try will be 
assumed throughout this chapter. The extension of the theory to more 
general geometries,such as cylindrical colloidal particles, is 
enlightening but will not be attempted here. 
The simplest theoretical model which captures the essential 
physics of these dispersions is that of the Primitive Model of 
electrolytes[2], the original model used by Debye and Huckel in 
their study of strong electrolytes. For these systems this is just 
the obvious extension of the Primitive Model of ionic solutions to 
colloidal systems in which one species, the colloidal particles, has 
a high surface charge and a large size and the other, the counterions 
and any added electrolyte, are of normal ionic charge and size. In 
this model the colloidal particles are modelled as hard spheres of 
the appropriate size with the same dielectric constant as the 
dispersion medium and a uniform surface charge. The counterions, for 
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example hydrogen ions if the system has been treated with ion 
exchange resins, and any added . electrolyte are treated as in the 
Primitive Model of strong electrolytes. The dispersion medium, which 
will usually be water, is treated as a structureless medium which 
mediates the interactions between the charged species only through 
its dielectric constant s • 
The interactions between the species of the asymmetric 
electrolyte will be assumed to be only Coulombic with the short 
ranged part of the interaction being due to the hard spheres, the van 
der Waals interaction between the colloidal particles being 
insignificant for the system parameters under consideration. The 
relative size of the attractive van der Waals forces to the 
Coulombic interaction has already be_en shown in the Introduction to 
be negligible in the regime of experimental interest. 
The asymmetric electrolyte model would appear to be a gross 
oversimplification of, for example, the experimental spherical 
polystyrene colloids. The model ignores any specific ionic 
interactions, the dissociation of water, the structure and nature of 
the solvent (which may be especiallly important in the neighbourhood 
of the high charges of the colloidal particle), the internal 
structure of the colloidal particles, the discreteness of their 
surface charge and any polydispersity in their size and charge. 
However the model does take account of the dominant interactions in 
the system and must certainly be the starting point for any thorough 
theoretical study of these charged systems, especially those in the 
ranges of concentration which will be investigated and compared with 
experiment in following chapters. 
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For the asymmetric electrolyte representation of colloidal 
particles, counterions and any added salt the interaction potential 
uij between species i and species j is given by (cgs units) 
Here z . is l 
u .. ( r ) lJ = 
co 
2 
z . z . e 
l J 
= 
E r 
t he valence of the 
r < R .. , lJ 
(2.1) 
> R .. r , • lJ 
species i, e is the elementary 
charge, s is the dielectric constant of the dispersion medium, kB is 
Boltzmann ' s constant and T is the temperature. Sometimes 1/kB T will 
be written as S . Rij is the hard sphere distance of closest 
approach between species i and species j and is given by 
R . . = lJ 
R. + R. 
l J 
2 
(2.2) 
where Ri is the hard sphere diameter of species i. Throughout this 
work the subscript O will refer to the colloidal particle. Subscripts 
i=l,2, •• • ,s will refer to the smaller ions : counterions and coions, 
with s being the total number of different species of these small 
i uons . Unless there are specific differences between counterions and 
added electrolytes, such as size and valence differences, a three 
component model with colloidal particles, counterions and coions 
suffices for the representation of the system. If the -system i s 
confined to a volume Vin which their are Ni particles of species i 
then their average number density P. is defined to be 
l 
P. = N. I V 
l l 
(2.3) 
Then , in general , t he following electroneutrality condition holds 
E 
i 
P.Z. = 
l l 
p. z . 
l l 
= 
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0 • (2.4) 
In what follows a method of formally reducing such a 
multicomponent system to an effective one component system of 
colloidal particles interacting via an effective pair potential will 
be demonstrated. 
2.2 Reduction to an Effective One Component System 
To gain some physical insight into the potential of mean force 
between colloidal particles in concentrated systems and also to make 
contact with the classical colloidal theory of DLVO [ 3] it is most 
appropriate to use the solution theory of McMillan and Mayer[4]. This 
is especially so for applications in which the ions are considered in 
an asymmetrical manner[S], which is certainly true for these 
colloidal sys terns. The Donnan equilibrium is another example of the 
applicability of 
asymmetric problem. 
the McMillan-Mayer theory to an inherently 
For the sake of clarity, and also to simplify the notation, an 
idealized two component colloidal system will be considered. Thus it 
will be assumed that only colloidal particles and their counterions 
are present and, moreover, that the charge on each colloidal particle 
is known and fixed. This latter _ assumption means that if the charge 
on the particle is determined by a dissociation equilibrium at its 
surface (for example, if the surf ace charge is determined by the 
dissociation of weak acid carboxylate groups) then the charge z0 is 
known for different densities and is not dependent on the colloidal 
particle configuration through some regulation mechanism. The 
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contribution to the ionic species present due to the dissociation of 
water is ignored, but this makes little difference for the parameter s 
of interest, as will be shown at a later stage when numerical results 
are obtained. The extension of the following analysis to cases in 
which there is added electrolyte is straightforward. 
Let there be N0 colloidal particles of charge 2 0 in a volume V, 
together with N1 counterions of valence z 1 and the aqueous solvent of 
dielectric constant E. Then by electroneutrality 
+ = 0 • (2.5) 
The Hamiltonian for this z0 :z 1 electrolyte can be written 
= 
No l L P: + 
2l.1 o i= l i 
1 N 1 2 
2 L p. M1 j=l J 
(2.6) 
Where RNo= (R R ~) 1, 2,• • •, 
- - 0 
and N1 r = ( r 1 , r 2 ' •• • ' r N ) 
- - --,_ 1 
a re the 
position coordinates and (P1,••• , f _J.1 ) and 
- ---..~ 0 
pN o = 
N 1 _ ( 
.E. - .E.l • • • ,~1 ) are the momenta coordinates of the colloidal 
, ---,_ ~ 1 
particles and counterions, respectively, M. l their masses and 
N = (N0 ,N 1) is the number of particles. It will be assumed 
throughout that there are no internal rotational or vibrational 
degrees of freedom for any of the species and that a · classical 
description is sufficiently accurate for a solution of the model. The 
potential energy UN will be assumed pairwise additive so that it can 
be written = 
interaction potential 
1 
-2 . L. l,J 
between 
1 ~ k u .. ( rk k ) where u .. 
t<-.. • lJ i . lJ 
l J J 
species i and species j 
r is the distance between particle k. and k .• k.k. l J 
l J 
is the 
(2.1) and 
For 
function 
the 
(N) 
to 
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canonical ensemble the equilibrium probability 
for the N=N0+N1 particles is given by 
= 3N 3N 
N0 !h O N1 !h l QN(V,T) 
(2.7) 
where h is Planck's constant and QN is the normalizing partition 
function given by 
(2.8) 
The Helmholtz free energy, A(V, T), of the system is related to the 
statistical mechanics by the fundamental relation 
QN(V, T) = exp[-SA(V, T)] 
• (2.9) 
The Helmholtz free energy is the appropriate thermodynamic quantity 
for the closed system under consideration and from it all other 
thermodynamic properties can be derived. 
By separating the Hamiltonian (2 .6) into kinetic and potential 
energy terms the integral over the momenta of the particles can be 
performed explicitly giving 
QN(V,T) l l ZN(V,T) (2.10) = 3N0 3N1 
No! Ao N l ! 1\ 
where 
Ai ( 
h2 )1/2 (2.11) = 2 nMi ~ T 
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and 
= (2.12) 
= = VN and thus 
= 3N 3N 
I A ON I A 1 NO. 0 1 . l 
(2.13) 
It is easy to see that the Helmholtz free energy splits into an ideal 
part Aid and an excess part Aex, the latter due to the interactions 
between particles. 
The excess part of the free energy is 
ex 
exp [ - SA ( V , T) ] = 1 (2.14) 
Now the question arises as to what is the appropriate 
Hamiltonian for the one component system of colloidal particles if it 
is to be considered as a reduction of the multicomponent system? In 
order to answer this question, consider the N0-body colloid potential 
of mean force, WN
O 
(RN°) , obtained by holding the N0 colloids at the 
fixed . . RN 0 position_ = (R1,R2,. · •• ,R__ ) and 
- - -=-=N 0 averaging over the 
configuration of the counterions. The free energy of the total system 
(without the colloidal particles held fixed) is then 
ex 
exp [ - SA (V, T) ] = (2.15) 
where 
exp [ - f3WN (RN 0)] 
o-
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= (2.16) 
Hence WN (RNo) can be considered as an effective Hamiltonian which is 
a-
temperature and density dependent and which will, in general, be a 
sum of one-body, two-body,... interactions. However, under certain 
conditions the inclusion of only one- and two-body interactions will 
give of WN (RNo) • 
a-
a sufficiently accurate representation The 
subscript N0 indicates that the colloidal particles are held fixed in 
the configuration RNo. In what follows explicit expressions will be 
derived for the one-body and two-body terms in the expansion of 
WN for the linear approximation to the electrostatic part of the 
0 
interaction. 
2.3 The Electrostatic Contribution: Point Ions 
The interaction potential uij of (2 .1) can be formally written 
SR 
as a sum of a short range interaction, u .. , and a purely 
ES 
electrostatic interaction, u ..• Thus lJ 
SR 
+ 
ES 
u . . = u . . u .. lJ 1J 1J 
where 
2 
ES z.z.e l J u .. (r) = 1J E:r 
lJ 
r > 0 
is the electrostatic contribution. For the Primitive Model, 
(2.17) 
(2.18) 
SR 
u .. must lJ 
take account of the hard core potential and the definition of 
ES 
uij inside this hard core. If, for example, uij included van der 
Waals interactions or a softened core potential such as in the 6-12 
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Lennard-Jones potential then u~~ would include these effects, all of lJ 
which are, of course, of shorter · range than the Coulombic part of the 
interaction . 
Now UN ,the interaction part 
writ t en as the sum of a short range 
UN = USR + UES • N N 
u!8 can be written in the form 
= 
1 
2 J p( r ) lJ;( r ) d r 
of 
and 
where the total charge density operator 
" 
the Hamiltonian, 
an electrostatic 
is defined by 
Nl N · 
p(r) = z 1e ~ o(r - r.) + z oe ~o o(E - R.) 
-1 
-J i=l j=l 
" 
- Pl (.E_) = + P oCE_) 
can also be 
part 
(2.19) 
(2.20) 
(2.22) 
Here P1 and Po have been defined as the separate contributions from 
the counterions and the colloid particles, respectively. It is 
assumed that the charges are at the centre of the colloidal particle, 
although this is not essential for what follows and the extension to 
the case of a surface charge distribution will be given in the next 
section. The potential operator lJ; is given by 
p( r') 
i.jJ( r) = J E I .E_-E.' I dr' (2.23) 
No Z(ft 
= sj r-r, I 
- -1 
+ I= 1 E I .E_-R j I (2.24) 
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and Es is the sum of the electrostatic self-energy of the ions, 
and the colloids, E~. 
Before introducing any approximations a formally exact 
expression for the colloid potential of mean force, WN
O 
, can be 
obtained which suggests the form of the simplifying approximations 
used subsequently. 
By differentiating (2.16) with respect to 8 and using (2.19) 
and (2.20) it follows that 
In (2.27) the 
= 
= 
averaging<·> is 
No 
(2.25) 
over all configurations of the 
counterions using the Boltzmann factor exp[-SUN(RNo,rN 1)] and is 
defined for any function F of the coordinates of the colloidal 
particles and counterions by 
= (2.26) 
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Now the last term in (2.25) can be written as the sum of an integral 
of the product of the average potential and the average density and 
an integral of a fluctuation term. Using the definition of lJ.i in 
(2 . 23) the last term in (2.25) becomes 
= 
+ ff---------------- dr dr' 
(2.27) 
To reiterate, the quantity (p(r)>N is the average charge density at 
- 0 
r when the N0 colloidal particles are held fixed in the 
configuration RN O , the average being taken over all configurations 
of the counterions. Similarly, <iJ.i(r)>N is the average electrostatic 
- 0 
potential at rand is related to (p(r)>N by Poisson's equation: 
- 0 
4 7T A 
- - < p(r)>N 
E: - 0 (2.28) 
This follows directly from the . corresponding relation between the 
operators P(_E) and lJ.i(r) • 
Since p( r) = Po (.E_) + p 1 (.E_) ( 2. 2 2) and the colloid 
contribution to the charge density operator is unaffected by the 
average < · >N
O 
over the configurations of the counterions it follows 
that 
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(2.29) 
and so 
< p( r) >N < p( r' ) >N 
- 0 - 0 
A 
= (2.30) 
J No exp[-SUN(R ,rl,•••,~1 )]dr1 ••• dr___,,1 
_ - - -i.'i 1 - -i.'i 1 
J d E_.2 ••• d ¼ J d r 1 o ( r-E_.1) 8 ( E_.' -r 1) exp [ - SUN ( RN O , _E_, _E_' , .E_ 3 , ••• ~ 
1 
) ] 
2 2 1 -+ z 1e N 1 ----------------------------
f d rN 1exp [ - SU ( RN O, rN 1)] 
(2.31) 
In the above, 
(m) 
P 1 ( r 1, • • • , r ) = ---------------
- -m N · N N J d r 1exp [ - SU ( R O, r 1)] 
- N- - (2.32) 
is the probability of finding counterion 1 at dr 1 , counterion 2 at 
dr2 , ••• ,counterion mat dr irrespective of the configuration of 
-m 
the remaining N1-m counterions. Then 
39 
(m) 
n1 (r1,•••r )dr1 ••• dr 
- -n - --m 
(m) 
= ( )' P1 (r1,•••,r )dr 1 ••• dr Nrm. - --m - --m 
(2.33) 
is the probability that any counterion (not nessecarily that labelled 
1) will be found at dr 1 , ••• , and another at d.!:m • These are the m-
particle counterion densities given the colloids in the 
configuration RNo • The total correlation functions 
(m) 
hi (r1,•••,r) are defined by 
- --m 
(m) 
h (r1, ••• ,r) 
- --m 
(m) 
(m) n1 (.E_l,•••,.E.m) 
= g (.E_ l ' ••• '.Em) - 1 = ---:-(-1-:-) -----:-( 1--:)~-
n 1 (r 1) ••• n1 (r ) 
- --m 
• 
(2.34) 
In a uniform fluid n\1 )(.E_) = P1 , is the average number density of 
the counterions, but in the present case the counterions are not 
uniformly distributed because the colloidal particles are held fixed 
in the configuration RNo. 
Combining (2.25),(2.27) and (2.31) the exact result for the 
derivative of the N0-body colloid potential of mean force is 
+ 
(2.35) 
Equation (2.35) is the result of exact formal manipulations. In 
order to proceed the two integrals of (2 .35) must be determined by 
introducing certain approximations. 
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The average value of the potential and the charge density 
appearing in the first integral are related, as already mentioned, by 
Poisson's equation, (2.28). As already shown above in the derivation 
of (2.31) 
" 
(p( r)>N = p O (.E_) + <P1(r))N 
- 0 
- 0 
No (1)( ) = z oe I o( r-R.) + z 1e n1 ~ 
j=l - -J 
= zo nb1) (_;) . + z e n(l)(r) 1 1 _ (2.36) 
In order to close equation (2.28), the counterion number density 
( 1) 
n1 can be approximated by using ~he Boltzmann theorem, as in the 
Debye-Hilckel theory of strong electrolytes, giving 
" 
P 1 exp [ - Sz 1 e ( < iJ;( r) >N - 1 ) ] 
- 0 (2.37) 
-
where P1= N1/V is the average counterion number density and 1J; is the 
potential where n (l l ) (.E_) -- p 1 • Th . t . . 1 d d . e approxima ions inc u e in 
assuming (2.37) to be valid are : (1) that the average potential can 
be used as an approximation to the potential of mean force and (2) 
that the short ranged non-Coulombic interactions between the 
counterions and colloidal partic;les can be omitted. These are the 
same approximations used in the derivation of the Debye-Hilckel 
limiting law. 
Defining 
iJ;( r ) = < iJ;( r ) > N - 1J; 
- 0 (2.38) 
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and retaining only the linear terms in 
simplified to 
SeiJ;(r), (2.28) can be 
4 nz 1e p 1 4 rrz oe 
where K is given by 
2 
K = 
No 
E 
j=l 
o( r-R.) 
- -J (2.39) 
(2.40) 
Equation (2.39) could be generalized for any distribution of colloid 
particle charge as for the case of a uniform surface charge dealt 
with in the next section. Equation (2.39) is very reminiscent of the 
differential equation of the classic~l Debye-Huckel theory. Notice, 
however, that the screening parameter K only includes the counterion 
ionic strength and not that of the colloidal particles. Thus, as 
would perhaps be intuitively expected, only the mo bile ions 
contribute to the Coulombic screening when the colloidal particles 
are held fixed in some configuration. More will be said of this 
later. 
Since (2.39) is linear, the solution can be written in the form 
No 
Sz 1 e iJ;( r) = 1 + t:: cp( I r-R. I ) 
- -J 
where 
2 Se z oz 1 
<P(r) = ---
E: 
j=l 
exp(- Kr) 
r 
(2.41) 
(2.4-2) 
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is the dimensionless potential around each colloidal particle. Once 
again, as in the Debye-Hilckel theory, the solution given by (2.41) 
and (2.42) is strictly valid only in the limit KR
01 
+ 0 , where Roi 
is the distance of closest approach between the centres of a 
counterion and a colloidal particle. 
From (2.36),(2.38) and (2.41 ) the average charge density 
becomes, to linear order, 
< p( r))N 
- 0 
No 
= z oe E 
j=l 
o( r-R.) 
- -J 
where <Pis given by (2.42). 
cp( I r-R. I) 
- -J 
(2.43) 
Now, having found an expression for the average charge density 
when the colloidal particles are held in the configuration RN O and 
using (2.38),(2.41) and (2.43) it follows that the first contribution 
to the derivative with respect to 
potential of mean force in (2.35) is 
2 2 
1 z oe No No exp(-KjR.-R. j) 
= 2 E E E 
i=l j=l 
-1 -J 
jR.-R. j 
= 
2 2 
1 z oe 
----2 E 
2 2 
No z oe 
E 2E 
i ,j=l 
i*j 
No 
E 
i=l 
-1 -J 
exp(- KR .. ) 
1J 
R .. + 1J 
EO 
s 
No 
f3 of the N0-body colloid 
exp ( - KI r-R . j ) 
- -J 
__,.,-r--R-.r-=-- dr 
- -J 
2 Kzoe 2 
2E 
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2 2 
No 2 2 Kz oe NO Kz 0e 
4£ E exp(- KR .. ) 4£ (2.44) i ,j=l -lJ 
i*j 
where 
R .. = jR.-R. I • (2.45) lJ -l -J 
E~ is the self energy of the colloidal particles and the evaluation 
of the last integral on the first line of (2.44) is a 
straightforward application of the Fourier convolution theorem. Note 
also that the constant terms in <~(,E_)>No give zero contribution to 
" 
the integral of (2.44) since f < P(_E) >N
O 
dr = 0 , by 
electroneutrality. 
To approximate the second integral in equation (2.35) the 
linearized Boltzmann approximation is used once again. If 
x1 (.E_,E.') is the potential at .E. given that an ion of charge z1 e is 
held at r' , with the colloid particles still 
configuration RNo, then Poissons equation has the form 
= 
4 nz 0e 
4 'ITZ 1e 
£ 
(1)( ) 
n O .E. 
4 nz 1 e 
o( r-r') 
• 
in the 
(2.46) 
x1(.E_,!_') is referred to as the fluctuation potential. To close 
(2.46) using the linearized Boltzmann approximation write 
(2) 
g 1 (.E_,E.') = 
= exp [- Bz 1e X1 (.E_,.E.') J 
j •A-------------------,1111111 
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~ 1 (2.47) 
Substituting this expression (2.47) for gl2)(~_,.E_') in (2.46) 
v2- X1 (E_,.E_' ) = 2 K Xl (.E_,.E_') - --£-
4 7TZ le 
8( r-r') 
(2.48) 
In order to solve this equation it is further assumed that the number 
densities of both the colloid and ions assume their average values, 
ie. 
n b1) (.E_) = No/ V 
and 
n \ 1) (.E_) = N 1/ V 
Then (2.48) becomes 
= 
with the solution 
x1C.E..,.E.') = - £ 
exp(- Kj.E_-.E_' j) 
IE-.E' I 
= Po 
= P1 • 
£ 
8( r-r') 
• 
Now, combining (2.47) and (2.52) it follows that 
(2) 
h 1 (.E_,.E.' ) = 
£ 
exp( - K !E.-E.' I ) 
IE-!.' I • 
(2.49) 
(2.50) 
(2.51) 
(2.52) 
(2.53) 
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When this expression for h \ 2 ) (.E_,.E.') is substituted into the second 
integral of (2.35) and the approximation (2.50) is used the second 
term of the expression for the derivative of the N0-body colloid . 
potential of mean force becomes 
[ (1)( )h(2)( ') (1)( ') n1 r 1 r,r n1 r 
Jdr Jdr ' - ,- -, I -
- - s r-r 
2 2 
K Z 1e 
2s + (2.54) 
where E~ is the electrostatic self energy of the counterions. The 
approximations used in deriving (2.54) are equivalent to 
approximating the fluctuation potential for a one component plasma of 
counterions to linear order. 
Finally, assembling the results of (2.44) and (2.54), (2.35) 
becomes 
= as 
+ 
2 2 
K z 0e 
<u!~N - t No --s-
- 0 
2 2 
z 0e 
2s 
No 
I: 
i ,j=l 
i*j 
[ 
exp(- KR •• ) lJ 
R .. lJ 
1 
- 2 N1 --s-
- 2
1 
exp ( - KR •. ) ] lJ 
(2.55) 
Now, remembering that Ql/2 K ex: µ 
' 
the result (2.55) can be integrated 
with respect to S , from S=O to . 8=1/\ T to give 
N 1/~T 2 2 2 
<USR> d 8 
Kzoe KzQz le 
WN (R 0) = J NO + NO 
0 0 N NO 2s 3s 
NO 
2 2 
exp(-KR .. ) z 0e 
+ I: lJ + C (2.56) 
i ,j =l 2s R .. lJ 
i*j 
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where C is a constant of integration to be determined. In order to 
evaluate C note that by definition the zero energy configuration is 
at infinite separation of all ionic species. In the limit of low 
colloid density, Po+ 0 , K also approaches zero since, by the 
electroneutrality condition, pl+ 0. Also 
No 
lim E 
Po+ 0 i,j=l 
i*j 
and so 
2 2 
z 0e 
2E: 
~T • 
exp(- KR .. ) lJ 
R .. lJ 
= 
= No 
= 
2 2 
z 0e 
2 E: 
2 2 
z oe 
N Q exp ( - KRl . ) 
lim I: J 
0 . 1 Rl. Po+ J= J 
) 
2 E: 
exp(-Kr 
J---
r 
dr 
NO z 0 
2 ~ ~T 
= 
lf/\ T <USR> d8 for the short range 
0 N 
contribution to the free energy, (2.56) becomes 
W (RN 0) WSR(RN 0) 1 No 
= + No W 1 + I: W 2CR .. ) No - No- 2 i ,j =l lJ 
i *j 
where W 1 and W2 are given by 
2 2 2 Kz 0e KZ QZ 1 e 1 zo W1 = + + \T 2 E: 3 E: 2 z l 
and 
(2.57) 
(2.58) 
(2.59) 
(2.60) 
D 
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2 2 
z ae exp ( - Kr) 
£ r • 
(2.61) 
w1 is a sum of one-body terms and w2 is a two-body term which can be 
considered as an effective pair potential Ueff between colloidal 
particles. The effective pair potential w2=ueff is very similar to 
the classical DLVO pair potential between colloidal particles. 
However, K is determined solely by the counterions of the colloidal 
particles(2.40) and not by the concentration of the electrolyte in an 
infinite reservoir in osmotic equilibrium with the colloid system. 
Indeed, a reservoir of pure "water" (it has been assumed that there 
is no dissociation of this "water") would be in equilibrium with the 
colloid-counterion system considered in this section. Notice also 
that K is a function of the colloic;i number density and thus so is 
the effective pair potential w2 • 
For a system with added electrolyte the above analysis can be 
carried through with the result that the screening parameter K is 
determined by the counterions and the added electrolyte according to 
2 4ne 
~T 
s 2 
E P. z. • 
. 1 1 1 1= 
2.4 The Electrostatic Contribution : Surface Charge 
(2.62) 
An alternative, but closely related, method of treating the 
electrostatic part of the intera~tion energy, and one which attempts 
to take some account of the effects of the colloidal particle size, 
is to consider colloidal particles with a uniform surface charge. In 
this approximation the colloid charge density operator becomes 
, 
-i=--------------------,11111 
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No z oe cS( I r-R. I - a) 
Po(.£_) = L - -J 2 j=l 4TT 
No 
= L Po. ( r) (2.63) 
j=l J -
where a is the radius of the colloidal particle. The counterions are 
taken as point charges and the system contains, in the first 
instance, no added salt. Once again the average potential and charge 
density, with the colloidal particles held fixed in the 
configuration RNo , are connected by Poisson's equation, (2.28). By 
further assuming, as before, that the linearized Boltzmann equation 
describes the counterion distribution and defining ~(r) as in (2.38) 
the expression corresponding to (2.39) is 
v2«r) 2 
4 7TZ 1e p 1 4 TTz 0e No cS( I r-R. , - a) 
lJ,( r) L - - J - K = 
E: E: j=l 4TTa 2 
(2.64) 
where K is given by (2.40). If the colloidal particles are 
considered as hard spheres with a uniform surface charge 
2 
o = z 0 /4TTa , then (2.64) is strictly only valid when r is outside 
all of the colloidal particles. For r inside any colloidal particle 
~ must satisfy i2 «2:)=0 • The introduction of the hard spheres, and 
hence the Primitive Model short range interactions, makes the present 
problem analytically intractable since the potential inside any 
colloidal particle becomes a complicated function of the particular 
N 
arrangement RO of colloidal particles. However, by assuming that the 
counterions are free to penetrate the colloidal particles (a 
mathematically convenient but unphysical assumption correct in the 
asymptotic limit of small Ka ) equation (2. 64) is made valid for all 
r, and can then be solved explicitly as below. 
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When considering the colloidal system as a one component fluid 
in which the particles are hard . spheres of radius a interacting via 
an effective pair potential,ueff any configuration in which the 
particles overlap has zero statistical weighting and so it can be 
assumed that the configuration RNo is one in which no particles 
overlap. Then it is straightforward to show that the solution to 
(2.64) is given by 
No 
Bz 1 e ijJ( r) = 1 + I 
j=l 
¢( I r-R. I ) 
- -J 
where 
l3zo zl e 
2 
exp(- Ka) exp( Kr) 
cp(r) = [ 
E 2 Ka r 
l3zo zl e 
2 
sinh( Ka) exp(-Kr) 
= 
E Ka r 
The dimensionless potential cj> satisfies 
(2.65) 
exp(- Kr) 
r 
] , r < a 
' 
r > a • 
(2.66) 
the required boundary 
condition at the surface of any colloidal particle, namely, 
± 
h a cp( a ) w ere ar 
acp(a ) 
ar = 
= lim ± 
E + 0 
d cj>(a+ E) 
ar • 
(2.67) 
Proceeding as for the point ion case, and using the Fourier 
transf onn of <P given by 
,.._ 
cp(k) = sin(ka) 
ka 
it can be shown that the first term of (2.35) can be written 
(2.68) 
2 2 
No sinh 
2 ( Ka) z ae 
E = 2£: i ,j=l 2 2 K a 
i *j 
2 2 
sinh( 2 Ka) Kz 0e 
No 4 € [ 
Ka 
with R .. given by (2.45). lJ 
so 
coth( Ka) Ka 
[ K ] exp(- KR .. ) R .. 2 lJ lJ 
sinh2 ( Ka) 
EO + ] + (2.69) 2 2 s K a 
Approximating the fluctuation term as in the point ion case it 
follows that 
a [ ~ ( RN 0)] 
No -
(USR> 1 = + as N No 2 
where 
sinh 2 ( Ka) 2 2 zoe Ka 
v 2 (r) = [ 2 2 € K a 
and 
sinh( 2 Ka) 
= + 
Ka 
No 
E V 2 (R .. ) i ,j=l lJ 
i*j 
coth( Ka) 
r 
sinh2 ( Ka) 
2 2 
K a 
K 
- -
2 
] 
No 
+ E vl (2.70) 
i=l 
] exp(- Kr) 
+ (2.71) 
This expression for the derivative of the colloid potential of mean 
force reduces to (2. 55) in the limit Ka~ • 
By integrating (2.70) 
energy, W (RNo) , is found to be No -
with respect to S the free 
= 
where WSR 
No 
is 
2 2 
zoe 
wl = 2E 
and 
= 
WSR(RN 0) 1 No + NoW1 + I W 2CR .. ) No - 2 i ,j=l lJ 
i:lj 
the contribution from the short range 
sinh 2 ( Ka) 2 Kz 0z 1 e K [ ] + + 2 2 3s K a 
sinh2 ( Ka) 
2 2 
exp(- Kr) 
• r 
K a 
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(2.72) 
interactions, 
1 z 
_Q ~T 2 21 
(.2. 7 3) 
The one-body contribution w1 includes, as before, the fluctuation 
term and the correct zero density limit. Once again it is possible to 
identify W 2 as the effective colloid-colloid pair potential so 
that W 2 will also be referred to as Ueff in the linear approximation 
to the pair potential for colloids with surface charge. 
A similar calculation to that given above for the excess 
Helmholtz free energy of a system in which the colloidal particles, 
radius a and surface charge z0 , are held fixed in a given 
configuration has been made by Sogami [ 6]. He also found that this 
free energy could be written as a sum of one-body and two-body terms 
within the assumed approximations. The farm of Sogami 's two body 
potential is identical to that given by (2.73), an effective 
interaction which is purely repulsive. On the other hand, Sogami' s 
expression for the one-body term (without the standard state free 
energy) is incorrect. For example, it has the value 
2 2 -1 [ z0 e /2 Ea] ( 2 Ka) [ l-exp(-2 Ka)] , which is not well behaved in the 
limit Ka ---0 • Moreover, Sogami' s one-body term also omits the 
contribution from the correlation terms for the counterions and this 
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omission can be traced to the definition of the electrostatic energy. 
As a consequence of these errors, Sogami' s results cannot reproduce 
the Debye--Huckel limiting law for the excess free energy of the 
colloidal system. In the following section it will be shown how the 
limiting laws for the thermodynamics of strong electrolytes follow 
from the correct expressions derived above. 
Before proceeding, the results obtained by Sogami require a 
little more discussion. He also derives an expression for the Gibbs 
free energy of the colloidal system in which the colloidal particles 
are held fixed at the positions RNo. From the Gibbs free energy it 
was concluded that the effective pair potential in the Gibbs ensemble 
has a maximum so that it is repulsive at small separations and 
attractive at large separations. However the pressure of such a 
system (due only to the counterions since the colloidal particles are 
held fixed) is not an isotropic property of the system. Indeed, in 
evaluating the pressure as the negative derivative of the Helmholtz 
free energy, one must specify precisely how the volume of the system 
is being changed relative to the fixed positions of the colloidal 
particles. Hence, for the present problem, the Gibbs free energy is 
not a useful quantity and the minimum in the Gibbs effective pair 
potential derived by Sogami is probably an artefact of the 
definition. However, the function v2 (r) of (2.71) and the 
corresponding two-body term of (2 .55) both have a similar form to 
Sogami's Gibbs free energy, with a minimum less than zero. This will 
be referred to later when discussing effective pair potentials in 
Chapter 4. 
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2.5 The Linearized Effective Pair Potential: Results 
Having obtained expressions . for the effective pair potential in 
the linearized model both with (2.73) and without (2.61) surface 
charge effects the form of these potentials can be illustrated and 
the ef feet on the structure of the colloid system can be explored. 
This will be done for parameters representative of the experimental 
systems studied to date ([l] and see the Introduction). The figures 
which follow for the linear models will have their counterparts for 
the extension to the non-linear theory so that a direct comparison 
will be possible later. The precise reasons for choosing the 
parameters will also be elaborated later in the discussion of the 
nonlinear results. In these figures ueff (r) is the effective pair 
potential of (2.61) or (2.73). The 1 9tter includes surface charge and 
this is indicated in the figures where the two potentials differ 
significantly, which is generally at higher volume fractions or 
charges (ie. when t<a >- 1 ) • 
Figure 2.1 shows the variation of the effective colloid-colloid 
pair potential ueff with particle charge. Table 2.1 shows the 
corresponding values of the screening length and coefficient of the 
potential scaled by the colloid particle radius a. For these results 
a = 160 A , the colloid volume fraction is <P = 10-3 and the added 
-7 
electrolyte is at a concentration of 5 x 10 M. This electrolyte is 
meant to represent any residual ~lectrolyte left in the experimental 
system after it has been treated with ion exchange resins. The 
values of sinh2 (Ka)/K2a 2 given in Table 2.1 show that at these 
values of z0 and of volume fraction the effects of considering a 
surface charge on the colloidal particle are negligible. As the 
charge on the particles increases the screening parameter K also 
Fig. 2.1 
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The linear effective pair potential , Ueff =w 2 (see (2.61)) at 
various particle charges: Particle radius a= 160 A, volume 
-3 -7 
fraction cp = 10 , 5 x 10 M 1: 1 added electrolyte , temperature 
298 K, dielectric constant E: = 7 8 . 
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Table 2.1 : Varying Colloid Charge z 0 
_3 13 _3 
a = 160 A, ¢ = 10 , Po = 5.828 x 10 cm 
7 
5 x 10 M added 1: 1 electrolyte> r = 1600 A 
s 
z 0 
100 
300 
840 
Ka 
0.122 
0.204 
0.338 
2 2 2 
sinh (Ka)/K a 
1. 0 05 
1.014 
1. 0 3 9 
2 2 
z 0e Is kB Ta 
4.471 X 10 2 
4.024 X 10 3 
3.154 X 10 4 
Table 2.2 . Varying Volume Fraction ¢ . 
2 2 
a = 160 A, z 0 = 300, z oe / EkgTa = 4.024 X 
- 1 5 X 10 M 1 : 1 added 
2 2 2 
¢ Ka r /A sinh ( Ka)/ K a 
s 
10 
Soo(kmax) 
3 
' 
1. 3 9 
2.28 
3.09 
soo(k ) 
max 
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point i- S V 1"fC\te 
10-4 0.0735 3450 1. 0 0 2 1 • 9 5 1 • 9 5 
4 X 10- 3 0.403 1008 1.055 2.29 2. 3 l · 
10- 1 2.006 345 3.311 1 • 7 2 2.04 
Table 2.3 
a = 160 A, 
zo = 300, 
Varying the Added Salt Concentration 
_2 14 _3 
¢ = 10 , ( Po = 5 • 8 2 8 x 1 0 cm ) , 
2 2 3 
z o e / s KT a = 4 • 0 2 4 x 1 0 
s i n h 2 ( Ka ) / K 
2 2 
C . /M Ka a Soo(k ) s max 
point charge surface charge 
5xl0- 7 0.635 1 • 14 2 2. 19 2.31 
10- 4 0.824 1.248 1 • 6 3 1 • 7 3 
10-3 1 • 7 8 2 2.623 1 • 07 1 • 10 
5xl0- 3 3.776 33.77 1.00 1. 0 2 
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increases as does the coefficient z~e 2 / E: of uef f. These effects are 
illustrated in Figure 2.1. The value of the ion sphere radius rs is 
also indicated in this figure by an arrow, being approximately 10a. 
The crossover points are a result of the competition between the 
coefficient of ueff which changes the screening 
1/2 
exp(- a2 z 0 ) , where a1 and a2 are given by parameters which are 
independent of z0 ( see equation (2. 61)). Eventually for increasing 
charge and any fixed value of r the screening will win out. It 
would be expected, then, that any structure in the system could be 
reduced by increasing the charge z0 to large enough values whilst 
keeping all other parameters fixed. 
Figure 2.2 and the corresponding Table 2.2 demonstrate the 
effects of increasing the volume fraction of the colloidal particles 
whilst keeping the other parameters fixed. Since the ion sphere 
radius, rather than the colloidal particle size, is the natural scale 
of the colloid interaction values for rs for the different volume 
fractions are shown by arrows on the distance axis: which arrow 
corresponds to which volume fraction is obvious since as the volume 
fraction increases rs decreases. Once again the inclusion of surface 
charge effects in the linear model make little difference for volume 
fractions less than about ~ = 10-2 : the solid curves are from 
equation (2.61) and the dotted curves are from equation (2. 73) and 
are indicated in the figures by "surf ace charge". Notice from Table 
2.2, however, the increase in the screening parameter K that 
accompanies an increase in . the volume fraction at fixed colloid 
charge. This increase is due to the changing number of counterions in 
the system. After examining the effects of added salt it will be 
shown that the effects on the structure of the system resulting from 
changes in the volume fraction of the colloids can be quite dramatic. 
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Figure 2.3 and Table 2.3 show the effects of adding 1:1 
electrolyte to the colloidal system at constant volume 
fraction cp = 0.01 • The inclusion of surface charge effects now 
makes a considerable difference to the coefficient of the effective 
pair potential through the contribution of the added salt to the 
screening parameter Kand hence the coefficient sinh2 (Ka)/K2a 2 • It 
would be expected from the classical DLV0 theory that the addition of 
electrolyte would tend to destroy the structure of the colloidal 
system and this is true for the present linear model as indicated by 
the height of the first peak of the colloid-colloid structure 
factor, s00 (k ) , shown in Table 2.3. max 
determined needs some explanation. 
How these values are 
Having obtained an effective pair potential ueff(r), such as 
from (2.61) or (2.73); the colloidal system can be treated as a one 
component system with this pair interaction. The structure of the 
system can then be obtained by the methods of liquid state physics. 
This is described by the structure factor s00 (k) which can be 
measured experimentally (see the Introduction) and which is, in turn, 
related to the colloid distribution function. For convenience, the 
results in this section for the height of the first peak of the 
colloid-colloid structure factor, s00 (kmax) (where kmax is the 
position of the first peak), are calculated using the Rescaled Mean 
Spherical Approximation [7] , although with some crosschecking with 
the HNC solution of the one component system. More will be said of 
the RSMSA theory and its accuracy later but for now it is assumed 
that the results are sufficiently accurate for an investigation of 
the relationship between the effective pair potential and the colloid 
structure. 
Fig . 2 . 3 
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The effects on the system structure of varying the colloid 
charge in the linear model (with· point colloid ions and colloids with 
surface charge) is shown in Figure 2.4. Results are given for 
colloid radii of 160 A and 230 A at volume 
fractions cp = 10-4 and cp = 0. 08 • For a volume fraction of 1 o-4 the 
results for points and surfaces are identical as already indicated in 
Figure 2 .1. For higher volume fractions ( <P = 0.08) the effect of 
increasing charge on the structure of the system is as expected in 
the discussion of Figure 2 .1. In fact, even for the lower volume 
fractions there is a maximum in the function s00 (kmax) vs z0 • For 
-4 the parameters of Figure 2.4 and <P = 10 it occurs at much larger 
values of Zo• 
Perhaps the most interesting eftects on the structure factor are 
those associated with changes in volume fraction when there is little 
or no added electrolyte. As shown in Table 2.2 it is possible, both 
in the linear model with point ions or with surface charges, for the 
structure to decrease with increasing volume fraction. A plot of 
versus the volume fraction <P captures these effects 
strikingly. Figures 2.5 and 2.6 show the variation of s00 (kmax) over 
four orders of magnitude of the volume fraction for various charges 
and colloid particle sizes. The shape of these graphs can be 
understood qualitatively as follows: consider the 
case a = 160 A, z0 = 300 (Figure . 2. 5). For increases in colloid 
concentration at low volume fractions the changes in Kare small 
(Table 2 .2) and the pair potential is dominated by the coefficient 
2 2 
z 0e /E so that, as would be expected, the structure increases. 
-3 However at about <P = 10 (for these parameters) the increases in K 
screen the interaction more effectively and the structure begins to 
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The height of the first peak of the structure factor 
Soo(k ) as a function of volume fraction¢ and for 
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Fig. 2.6 As for Fig. 2.5 but with different size particles and 
eff 
charges. Results for U with surface charge (eqn 
· (2. 73)) are indicated. 
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decrease. At this point the effects of the surface charge begins to 
play an important role. As indicated in Table 2.2 the factor 
2 · 2 2 
sinh (Ka)/K a increases dramatically at high volume fraction. This 
increase is enough to counteract the increased screening and so, for 
the case of surface charges (in the linear approximation), the 
structure may have a point of inflexion with changing volume fraction 
and so increase once again. These astounding effects are shown 
clearly in Figures 2.5 and 2.6 and are also present in the more 
sophisticated nonlinear models introduced in Chapter 5 and also in 
the two component nonlinear HNC results of the next chapter. At large 
values of z0 these results are not quantitatively reliable. The large 
values of s00 (kmax) suggest that the system would undergo phase 
transitions in the range indicated but this is not evident for the 
nonlinear models. 
2.6 Thermodynamics of the Effective One Component System 
In the previous sections the electrostatic part of the N0-body 
colloid potential of mean force has been expressed as a sum of one-
boay terms and two-body terms. The thermodynamics of the colloid 
system can be obtained by using the relation _ (2.15) between the 
excess Helmholtz free energy, Aex and the free energy W (RNo) • The No -
for WN 
l 0 
two-body terms in the expression can be viewed as an 
additive pair potential for an effective one component system of 
colloidal particles. From (2.15) and (2.59) the excess · free energy 
can be written as 
+ (2.74) 
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SR SR 
where A is the free energy due to the short ranged part U of the 
potential which includes the hard sphere part and the correction to 
uij within the core, w1 is the one-body contribution and A2 is the 
contribution from the effective pair potential. A2 can be obtained by 
the usual coupling constant , nte gration process 
(2.75) 
where g00 (rj A) is the pair correlation of the effective one-
component colloidal system when the colloid-colloid interaction is 
given by the pair potential [AW2(r)]. g00 (rj A) can be determined by 
any of the approximate methods of liquid state physics and results 
which are exact in the low density limit will be used below to derive 
some familiar expressions. 
It is important to note from (2.74) that in order to obtain the 
thermodynamic properties of the full colloidal system by treating it 
as an effective one component system it is necessary to have 
compatible expressions for the one- and two- body potentials as there 
are mutually cancelling contributions to the total free energy from 
the two types of potentials. This effect will be demonstrated by 
deriving, for the present system, the Debye-Huckel limiting law for 
strong electrolytes which, of course, still applies in the low 
density limit for this very asymmetric electrolyte model of colloidal 
systems. 
In order to calculate g00 ( r I A) = 1 + h 00 ( r j A) for the one-
component system interacting via the pair potential [ AW2 (r)] in the 
low density limit it is necessary to sum only the most strongly 
divergent diagrams in the diagrammatic expansion of g00 ( r I A) • This 
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amounts to summing the least connected diagrams[8], called chain 
diagrams, with [-S>w2 (r)] bonds., The liquid state theory associated 
with this will be examined later. For the present purposes it is 
enough to say that this summation amounts to using the Mean Spherical 
closure of the Ornstein-Zernike equation. If c(rj ,\) is the 
corresponding direct correlation function at the coupling ,\ then the 
Ornstein-Zernike equation can be written in Fourier space as (see 
Chapter 3) 
h(k I A) = 
,.._ 
r-.eff(kj ,\) 
cMSA 
r-.eff I 1 - PocMSA (k ,\) 
where f represents the Fourier transform of the function f and 
effc I>-) 
cMSA r = 0 < r < 00 
(2.76) 
(2.77) 
is the Mean Spherical Approximation for the direct correlation 
function. 
Using the definition of w2 (r) (see (2.61)) it follows · that 
ef f (k I ,\) 
~SA 
s 
and substituting in (2.76) 
where 
2 ~ ( >-) = _4 _TTe_ 
s 
+ 
4 'TT 
(2.78) 
(2.79) 
r 
(2.80) 
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For A=l the pair distribution function is identical to that of the 
De bye-Ruckel theory with "n ( A=l) being the De bye screening length 
for the z1 : z0 electrolyte. Now, writing 
and using (2.79) 
A/3z2 2 2 l zo oe K SE2 ( A) = - - No A [ l - ] • 2 zl ( K + K (A)) E 
D 
Hence the free energy, A2 ((2.75)) becomes 
= 
= 
2 
2 zo 
N K ~ [ 
0 E 
2 
3 
2 0 2 1 zo -2 
+ -- (1- -) 
3 2·1 
(2.81) 
(2.82) 
3 
(2.83) 
where w1 is the one-body potential of (2.60). Finally, using (2.74) 
the excess free energy is 
Aex = (2.84) 
which yields the Debye-Huckel limiting law for the interaction free 
energy, namely, 
3 
"n 
= ---
~T 121r 
(2.85). 
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Although the above may seem to be the most complicated route yet 
devised for the derivation of the Debye-Huckel limiting law it has 
the virtue that it suggests more realistic approximations that may be 
employed for the determination of the colloid-colloid pair 
distribution function and hence the system's thermodynamics. The 
approach also reflects the essential asymmetry in electrostatically 
stabilised colloidal dispersions. 
Although the linearised result of the Debye-Huckel limiting law 
has been derived above via the effective pair potential it is also 
possible to express the free energy of the system in terms of the 
distribution functions of the effective one component system for the 
nonlinear Hypernetted Chain (HNC) solution[9]. ( The details of the 
HNC closure and derivation of free energies in this approximation are 
given in Chapter 3). For the HNC solution the integral of (2.75) for 
the free energy A2 can also be performed analytically. Indeed, 
if goo and 
eff 
the cHNC are radial distribution function and direct 
correlation function, respectively, for the one component system 
interacting via the pair potential w2 in the HNC approximation then 
= 
+ 
where 
= 
; (~rr) 3 f dk ln[l+pioo<k)] 
(2.86) 
(2.87) 
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The free energy is, of course, more difficult to obtain than the 
internal energy since it involves a temperature or coupling constant 
integration of the energy, (2.83). However, once the form of the 
effective pair potential w2 is known the colloid-colloid distribution 
function g00 can be obtained by any of the methods of liquid state 
theory (such as the Mean Spherical Approximation or the Hypernet ted 
Chain closure). Then from (2.15), the excess energy uex of the 
multi-component system is 
a [ SW (RN O)] 
No -
exp [- SWN o (gN o)] 
uex = --------------------
as 
from which (2.55) can be used to calculate uex 
2 2 2 2 
uex < USR >N 
3 K z0 e 1 K Z le 
= --N --N N 4 0 € 2 1 € 
NO 
2 2 
zoe -Kr 
J dr hoo(r) [e K -Kr] +- Po - - e 2 € - r 2 
-Kr 
(2.88) 
as 
(2.89) 
[ e K - Kr] (Note that J d! r - 2 e = 0 ). For example, using the results 
for _g00 (r) given by (2.79) in (2.89) gives the Debye-Hilckel limiting 
value of the excess internal energy. For a better approximation in 
the nonlinear regime the HNC solution of the one-component system 
could be used in (2.89), as in (2.86). 
< 
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2.7 Connection with the Theory of Simple Liquid Metals 
The McMillan-Mayer approach used in the above exposition is very 
similar to the pseudopotential theory used for determining the 
effective pair potential and thermodynamics of simple liquid metals 
[10]. For completeness the reduction of a simple liquid metal to an 
effective one component system and the similarities between liquid 
metals and colloidal systems, from a theoretical point of view, will 
be briefly outlined. 
Simple liquid metals are those in which the valence bands have 
very different energy from those of the lower core-level bands. The 
electrons in the lower levels can be considered as tightly bound to 
the massive nuclei and those in the valence bands as behaving as 
nearly free electrons. The _simple liquid metal can be considered as 
an electrically neutral two component syst em consisting of positively 
charged heavy ions and negatively charged electrons. The quantum 
mechanical nature of this system necessitates special consideration 
of the interaction potentials between the species. Under normal 
liquid metal conditions the ion-ion and electron-electron 
interactions can be taken as purely Coulombic but the electron-ion 
potential is treated using pseudopotential theory which results in a 
potential uP which is very small in the core region. The details of 
the pseudopotential theory will not be explained here. Suffice it to 
say that, by treating the ions as classical particles, the N0-body 
ion potential of mean force ( corresponding to WN in the colloidal 
0 
case) can be formed by integrating over the electronic degrees of 
freedom in the appropriate quantum mechanical manner. This mean 
force is the Helmholtz free energy of an interacting electron gas 
placed in an external field determined by a particular configuration 
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of the ions. Once this has been done the problem is essentially 
reduced to a one component system of ions interacting via an 
effective pair potential. This interpretation of the effective 
potential energy or the potential of mean force was first pointed out 
by Cohen [11]. The peculiarities of the response of electrons to 
external fields and of the pseudopotential combine to give an 
effective pairwise interaction between the ions which has some 
features of the Lennard-Jones 6-12 potential for the noble liquids 
such as liquid argon. The potential is repulsive at short distances, 
has a minimum near the average interparticle spacing and a weak 
attractive tail. At large distances the metal potential is, however, 
characterised by oscillations known as Friedel oscillations arising 
from quantum mechanical effects. The pair potential in this case 
thus contrasts markedly with the colloid effective pair potential 
which is purely repulsive, having an exponentially screened Coulombic 
form . 
Another important difference between the effective pair 
potential and, for example, the Lennard-Jones potential is that the 
effective pair potential is, as has already been shown for the 
colloid regime, density dependent. The potential of the simple 
liquids such as argon are not density dependent. 
In this Chapter an approach to dense colloidal systems has been 
given which provides some insight into their relation to strong 
electrolytes. Unfortunately, the method is only analytically soluble 
in the limit in which linearization is allowable. Methods will be 
prposed in the following Chapters for extending the results to 
nonlinear systems. 
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CHAPTER 3 
LIQUID STATE THEORY: 
SOLUTIONS OF THE ASYMMETRIC ELECTROLYTE MODEL 
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In the previous chapter the asymmetric electrolyte model of 
colloidal dispersions was introduced and explored from the McMillan-
Mayer point of view - one which attempts to exploit the inherent 
asymmetry of such systems and concentrate on the colloidal particle 
interactions which are shielded by the smaller ions in solution. By 
making approximations, exact in certain limiting cases, these 
interactions were elucidated. An alternative approach is to treat 
the colloidal particles and the smaller ionic species on an equal 
footing. In other words, the asymmetric electrolyte model is adhered 
to strictly and the same procedures of Liquid State Physics used in 
the solution of, for example, the Primitive Model of 1 : 1 
electrolytes, are used to obtain the pair distribution functions and 
thermodynamics of the colloidal dispersion. The method and solutions 
of the model using this approach will be elaborated and explained in 
this Chapter. 
3.1 Integral Equations 
The techniques of Integral Equations in Liquid State theory have 
been used extensively in recent years for the evaluation of the 
statistical mechanical properties of a system given the interaction 
potentials between the various species [l]. In this work a class of 
integral equations based on the direct correlation function of 
Ornstein and Zernike [2] and developed in the late 195O's [3] will be 
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used to obtain the structural and thermodynamic properties of 
colloidal dispersions. Such in.tegral equations have proved useful 
and highly successful in the study of ionic systems [4] and are 
derived in a different manner from that used for the Kirkwood and 
Born-Green equations [5], which arise naturally out of a hierarchy of 
equations and are truncated by a superposition approximation. 
The direct correlation function c(£1 ,£2 ) for a one component 
fluid can be considered as being defined by the Ornstein-Zernike (OZ) 
equation 
(3.1) 
where h(Z) is the total correlation function defined in (2.34) 
and /l) ( =n\1 ) of (2.33) ) is the density function, which is just 
the average density for a homogeneous fluid. 
relation (3.1) can be iterated to give 
The convolution 
(2) (- ) 
h lE1,E2 = C (! 1 , E 2 ) + J p ( 1 ) CE 3 ) C (E 1 , E 3 ) C (E 3 , E 2 ) d .E 3 
(3.2) 
(which can be simply represented in diagrammatic terms as a sum of 
chain diagrams with c-bonds and / 1 ) -black circles [ 1]) and in this 
form the OZ equation suggests an obvious physical interpretation of 
c: the total correlation between particles at E 1 and £ 2 is given by 
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a direct correlation c as well as a sum of indirect correlations 
arising from the direct correlations between intervening particles. 
For a multicomponent system (with, say, n components) which is 
translationally invariant and isotropic the Ornstein-Zernike equation 
can be written in the form 
h .. (r) lJ = c .. (r) + lJ 
or, more compactly in matrix notation, as 
H(r) = C(r) + J c(I.E- E' I) H(r') dr' 
( )1 /2 where H . . ( r) = P. P. h .. ( r) and 
lJ l J lJ 
,similarly 
C(r). For such sys terns, h .. lJ and C . . lJ are 
(3.3) 
(3.4) 
for the elements of 
radially symmetric 
functions. For any such radially symmetric function f satisfying the 
usual integrability conditions (although f may also be a generalized 
function [6]) the Fourier transform f is given by 
ik •r 
,....., 
f(k) = J dr f(r) e 
4 1T 00 
= k JO d r rs ink r f ( r) 
and the inverse Fourier transform. is given by 
1 f(r) = --
21r 2r 
00 
f o dk k 
,....., 
sin kr f(k) 
(3.5) 
(3.6) 
By an application of the convolution theorem, (3.4) can be written in 
k-space as 
< 
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,..._ ,..._ ,.._ ,.._ 
H(k) = C(k) + C(k) H(k) (3.7) 
"' ( )1/2 "' where H, for example, has elements P.P. h ..• l J lJ 
In order to solve the oz equation for h- . lJ some independent 
relation between h .. and c .. is required. lJ lJ Such a relation is known 
as a closure of the OZ equation. 
relation holds 
In general the following exact 
log[g .. (r)] = h .. (r) - c .. (r) - fu .. (r) + B .. (r) lJ lJ lJ lJ lJ (3.8) 
where u. . is the interaction potential between species i and j and lJ 
B .. is a sum of a certain class of diagrams known as bridge lJ 
diagrams. Bij is an unknown function. 
The Hypernetted-Chain (HNC) closure of the Ornstein-Zernike 
equation is obtained by ignoring the bridge diagrams in (3.8) so that 
for the Primitive Model with a hard core 
g .. (r) = 0 lJ 
= exp[h .. (r) - c .. (r) - Su .. (r)] lJ lJ lJ 
HNC Equation 
r < R .. lJ 
r ) R .. lJ • 
(3.9) 
By linearizing (3.9) with respect to (h .. - c .. ) lJ lJ another relation 
known as the Percus-Yevick (PY) equation is obtained: 
g .. (r) = 0 lJ 
= [g .. ( r) - c .. ( r) ] exp [- Su .. ( r) ] lJ lJ lJ 
Percus-Yevick Equation 
r < R .. lJ 
r ) R .. lJ (3.10) 
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The derivation of both the HNC and PY equations will not be 
given here, and the reader is referred to any of a number of 
excellent accounts ( eg. [ 1] ) • The PY equation turns out to be the 
most successful first order approximation for systems having short 
ranged potentials, despite the fact that it includes the sum of fewer 
diagrams than the HNC approximation. However, for systems such as 
the one component plasma, electrolytes and molten salts with long 
range Coulombic interactions the HNC approximation proves to be more 
successful [4]. Notice that the asymptotic form of the direct 
correlation function in the HNC theory is given by 
c .. ( r) + - Su .. ( r) as r + 00 
1.J 1.J 
(3.11) 
which yields the asymptotically correct Debye-Hilckel result. 
Another closure relation for hard core systems which gives the 
correct asymptotic behaviour for the direct correlation function is 
the Mean Spherical Approximation (MSA) first proposed by Lebowitz and 
Percus [7]. In this approximation the direct correlation function is 
assumed to maintain its asymptotic form all the way into the surface 
of the hard core: 
g .. -Cr) = 0 r < R .. 1.J l] 
(3.12) 
C •• ( r) = - s u .. (r) r > R .. • 1.J l] l] 
For a system of hard spheres the PY equation is a special case of the 
MSA . The MSA is of particular interest since for several potentials 
there exist analytic solutions for the direct correlation 
functions. Examples of such potentials are the hard sphere [8] , 
Coulombic [ 9], Yukawa [ 10] and also some not necessarily symmetric 
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potentials such as those with dipole-dipole interactions [ 11]. The 
MSA analytic solutions of both the general Primitive Model 
electrolyte [12] and a one component system with a hard core, 
exponentially shielded Coulombic interaction ( the Yukawa potential) 
[10] are of particular relevance to the asymmetric electrolyte model 
of colloidal systems. 
3 . 2 The MSA Solution 
The Mean Spherical Approximation was first solved analytically 
for the restricted primitive model of electrolytes by Waisman and 
Lebowitz [9]. In this model the ions have equal sizes and opposite 
charge. Their method of solution, however, was very involved and not 
obviously extendable to more .general cases. Blum [ 12] showed how the 
method of Baxter [ 13] (based on the Wiener-Hopf splitting technique) 
for the solution of the Percus-Yevick equation for hard core systems 
could be extended to obtain the solution of the general asymmetric 
electrolyte. 
solution. 
Hiroike [ 14] derived some further properties of this 
Unfortunately, as will be shown below (and as was pointed out in 
our publication [A]) the MSA gives distribution functions which 
indi_cate unrealistic nearest neighbour distances for the colloidal 
particles and also unphysical contact values for the distribution 
functions in the low density regime. Indeed for fixed colloidal 
charge z0 , as Po + 0 so too, by electroneutrali ty, does P1 and, from 
the Ornstein-Zernike equation, h .. (r) + c .. (r) = - Su .. (r), r > R .. 
lJ lJ lJ lJ 
in the MSA. Hence if U•. l] is a Coulombic, or even a shielded 
Coulombic potential, g .. (r) + (1 - Su .. (r)) which 
l] lJ 
may we ll be 
negative for values of r near contact. 
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The large size asymmetry between the colloidal particles and 
counterions in the two component electrolyte model of the colloidal 
system means that there is little error introduced by taking the 
limit of point ions in the two-component MSA solution. Such a model 
has also been used for asymmetric molten salts by Gillan et al. [15] 
but unfortunately they did not have available the analytic solution 
of the model. A closely related model, known as the "dense point 
limit" [ 9] is obtained by firstly taking the limit R1 + 0 and then 
taking z 1 + 0 whilst maintaining electroneutrality. This latter model 
has been studied in relation to colloidal systems by Medina-Noyola 
[ 16] • This dense point limit is not the same as the uniform 
background case in which species 1 can interpenetrate species O [17], 
the latter being an example of a system with non-additive diameters. 
The MSA solution for the direct correlation functions can be 
written as the sum of the solution of the Percus-Yevick equation for 
HS hard spheres, c .. (r) , the values of which given by Hiroike [18], and lJ 
a charge contribution. For completeness these are reproduced below 
and in Appendix 3.1 for the point ion limit. 
The charge contribution depends on a parameter r which in the 
case of charged hard spheres and point ions, is the unique positive 
real- root of the four th order equation 
(3.13) 
where 
XO = (1 + 2a r + 3 ¢/ ( l - ¢) J (3.14) 
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"a" being the radius of the colloidal particle as usual and <P the 
volume fraction of colloidal particles: 
4TT 3 
<P = 3 a PO • (3.15) 
r can be calculated analytically as the positive root of the quartic 
equation (3.13), (3.14) or alternatively it can be easily found 
numerically from (3.13) by straightforward interval halving since it 
is clear that 
] } 1/ 2 (3.16) 
In the Debye-Hiickel limit, r + KD/2 where )) is the De bye screening 
parameter 
• (3.17) 
The solution of the MSA for the direct correlation functions can be 
written in terms of the parameter r as follows (remember that this is 
in the point ion limit): 
cll{r) = 
cOl (r) = 
= 
coo(r) = 
= 
All 
r 
AOl 
BOl 
r 
AOO+ Boo·r 
Dao 
r 
+ COOr 
3 
where the coefficients are given in Appendix 3.1 
r > 0 
r < a 
r > a 
r < 2a 
r > 2a 
(3.18) 
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An expression for the colloid-colloid structure factor, s00 , in 
the MSA, can be derived from the Ornstein-Zernike equation (3. 7) 
since, in Fourier space, 
nCk) = (1 - cCk) )- 1 cCk) • (3.19) 
Now 
(3.20) 
and so from (3.19) 
• (3.21) 
thus an analytic expression for s00 (k) can be obtained by 
substituting the Fourier transform of (3.18) into (3.21). The 
colloid-colloid radial distribution function g00 (r) must be obtained 
from (3.21) by a numerical Fourier transform, although there is an 
analytic expression for the contact values of the distribution 
functions [18]. 
For purposes of comparison with experiment the parameters of 
Brown et al. [19] are used for the calculations of the MSA with point 
counterions. For the experimental sample of highest 
density Po= 8.46 x 10 12 cm-3 , Ro= 460 A and zo = - 500. The MSA 
result for the structure factor is compared with the experimental 
results in Figure 3.l(a) and Figure 3.l(b). Figure 3.l(b) shows the 
results 12 -3 for Po = 1.67 x 10 cm • The most notable feature is the 
complete failure of the MSA to predict the correct position of the 
Fig . 3 . l(a) Structure factors for a= 230 f\ , zo = - 500 and 
1 2 - 3 Po= 8 . 46 x 10 cm · . Dots are experimental r esults 
([19)) and curve is theoretica l results of the MSA 
in the po in t ion limit . 
....------.-----'"""1""'9"...-------r------, 0 lO 
o<{ 
0 0 
(Y) 0 
N Lt) 
11 II 
0 0 N 
• 
• 
• • 
• • 
• • • • •• • • • • •• • • 
0 LO 0 
N • ~ ~ (}1)005 
<! 
(J) 
2 
I 
• • 
LO 
6 
-0 
-+-
C 
(1) 
E 
·-L 
(1) 
0. 
X 
a, 
• 
• 
' . 
.. 
0 
'1" 
0 
N 
C) 
82 
i.Y1 
~ 
Fig. 3 .l( b) 
o<! 
C) 0 
(Y) 0 
N LO 
II 11 
0 0 N 
• • • 
• 
• 
As for Fig . 3.l(a) but 
12 - 3 p o = 1 . 6 7 x 10 cm • 
-0 
+-C 
OJ 
E 
L-
<( OJ 
(/) 0.. 
2~ 
• 
• 
0 
<.D 
C) 
--...j" 
C) 
N 
..._ ____ ____,1.._______________________ 0 
0 ~ 0 ~ O N ~ r- o 
(>1)005 
83 
\ __ 
84 
first peak in the colloid-colloid structure factor, although the peak 
height is not in terrible disagreement for this density. The ion 
sphere 
the 
radius, 
MSA, the 
for 
. . kMSA position 
max 
. kMSA lS r = 22.7 whereas the 
max s 
of 
is r = 3040 A • 
s 
the first 
experimental value 
For 
peak 
is 
kEXP r = 4. 7 • 
max s 
This discrepancy also appears in the "dense point 
limit" model used by Medina-Noyola [16], although in that paper it is 
obscured by plotting the structure factor on a scale k/~ax (Fig. 1 
and Fig. 2 of [16]), where kmax is different for each curve (be it 
experimental or theoretical), and also by plotting kmax against Po on 
a log-log plot (Fig. 3 of [16]). Table 3.1 gives the MSA .results for 
the parameters of Brown et al. [19]. 
Table 3.1 
Experimental M'SA 
12 _3 
Pox 10 /cm k r so 0(k ) k r so oCk ) gooCR01) max s max max s max 
8.46 4.71 1.91 24.4 1.65 -700 
5.70 4.68 1.60 27.0 1.51 -807 
2.90 4.65 1.84 32.1 1.34 -1020 
1.67 4.65 1.70 37.0 1.24 -1210 
By taking the point ion limit it will always be the case that 
for sufficiently small values of r the ion-ion radial distribution 
functions g 11 (r) will be negative. This results from the assumed 
form of the direct correlation function. More seriously, however, 
< 
85 
the colloid-colloid radial distribution function g00 ( r) is negative 
at contact (i.e. at r =Rao= 2a) for small colloid density (or 
volume fraction) as can be seen from Table 3 .1. The unphysical 
nature of this distribution function, with its extreme negative 
values at colloid contact, results in the structure factor s00 having 
a completely incorrect scale. From physical arguments, g00 ( r) > 0 
for all rand if there is any evidence of structuring in the system 
then the first peak in g00 (r), representing the first nearest 
neighbour shell should be at about r/r s:: 1.6 • For such "normally" 
s 
shaped radial distribution functions the peak in the colloid-colloid 
structure factor occurs, as a rule, at about 4 < k r < 5 • 
max s 
As already mentioned, the case of colloidal particles in a 
uniform neutralizing background of "counterions" also has a solution 
in the MSA [20]. This is essentially the One Component Plasma (OCP) 
model with the MSA closure. For the parameters of Figure 3.l(a) the 
colloid-colloid structure factor obtained from the Palmer and Weeks 
[20] solution is almost indistinguishable from the two component MSA 
solution. More will be said of the One Component Plasma model later. 
3.3 Solution of the HNC approximation 
- The HNC closure (3. 9) of the Ornstein-Zernike equation must be 
solved numerically. An iterative Fourier transform method, which by 
now may be considered standard, is used here to obtain solutions to 
the integral equation. The method of solution was used by Springer, 
Pokrant and Stevens [4] in their investigations of integra l equation 
solutions for the classical electron gas. The method was extended by 
Ng [ 21] 
parameter. 
to much higher values of the electon gas coupling 
The results of the HNC approximation were in good 
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agreement with the Monte Carlo results in the fluid region. The two 
component Primitive Model electrolyte with high charges (up to 6: 1 
with a size asymmetry of 2:1) has also been solved in the HNC 
approximation by this method [22]. Higher charge asymmetries, up to 
20:1, have been solved for the Restricted Primitive Model by Rogers 
[ 23] • An outline of the approach used in the Fourier transform 
iteration will be given below. 
The interaction potentials between species i and species j are 
given in the Primitive Model of electrolytes (2.1) by 
u .. ( r) = 00 r < R .. lJ lJ 
2 (3.22) 
z.z.e 
l J > R .. = r 
~T r lJ 
R.+ R. 
where, before, R .. l J is the distance of closest approach as = lJ 2 
between species i and species j • The HNC closure is then 
g .. ( r) = 0 r < R .. lJ , lJ 
(3.23) 
log [g .. (r)] = h .. ( r) - C •• ( r) - Bu .. (r) r > R .. • 
' lJ lJ lJ lJ lJ 
For illustrative purposes, a two component system will be 
examined for which the Ornstein-Zernike equation ink-space is 
,.., 
h .. (k) lJ 
,.., ,.., ,.., 
= cij (k) + ~O ciO (k) hOj (k) 
i,j = 0,1 (3.24) 
C 
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A possible iterative scheme for the solution of equations (3.22)-
(3.24) would be as follows: given a guess h~1:-)(i,j = 0,1) for the lJ 
total correlation functions, calculate the Fourier transforms h~~) , lJ 
use (3.24) t _o obtain the corresponding guesses ;;i;) for the Fourier 
transforms of the direct correlation functions and hence, by Fourier 
inversion, the functions c~~) and then finally use the closure (3.23) lJ 
to obtain the next approximation h~1_1-+l) to the total correlation lJ 
functions. This scheme could be started by some guess h~~) and lJ 
repeated until some · convergence criteria applied to the 
functions h (_n_) and h(_n_+l) h f 1 th d'ff , sue as, or examp e, e nus 1 erence. lJ lJ 
The above iterative scheme is much too naive for handling the 
long ranged Coulombic potentials of the Primitive Model of 
electrolytes and various numerical tricks must be introduced to 
overcome the problems which arise. 
As can be seen from the OZ equation (3.3), 
defined by 
the functions N .. lJ 
N .. (r) = h .. (r) - c .. (r) lJ lJ lJ 
are countinuous, and 
. "- "-
so N .. is lJ of shorter 
(3.25) 
range than 
either h .. or c ..• Futhermore, since the known asymptotic behaviour lJ lJ 
of cij ( r) is 
c .. (r) + - fu .. (r) lJ lJ r + oo (3.26) 
this long range behaviour can (and indeed must) be dealt with 
analytically. By choosing a function 
long range properties as U •, ( r) lJ 
u~. (r) which lJ (i) has the same 
(ii) has an analytic Fourier 
d 
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transform (iii) which is continuous and smooth for small values of 
r, the ~hort ranged functions c~. and N~. can be defined by lJ lJ 
s 
C •• ( r) 1 C •• (r) = + Su .. (r) r > 0 lJ lJ lJ 
(3.27) 
s h .. (r) s r > 0 N .. (r) = - c .. (r) lJ lJ lJ 
The Fourier transforms of these functions can be found 
numerically using the Fast Fourier Transform (FFT)[24] method and so 
the iteration scheme is as follows: 
Given a guess N~~n) and using the HNC approximation lJ 
(n) g .. (r) = lJ 
= 
and 
. (n) 
s 
c.. (r) = lJ 
0 
(n) 
exp [N~. ( r) s 
- u .. (r)J lJ lJ 
(n) 
g~~)(r) - 1 - N~. (r) lJ lJ 
s 
u .. ( r) lJ 
1 
= u .. (r) - u .. (r) lJ lJ 
r < R .. lJ 
r > R .. lJ 
r > 0 
r > 0 
(3.28) 
(3.29) 
(3.30) 
( n+l) 
s s To obtain the new N .. for the (n+l)th iteration, namely N.. , the lJ lJ 
OZ equation is used in the form 
N8 = C [ I - C ]-1 - c8 (3.31) 
-where i3 and 2' are the obvious matrices 
s(no) 
obtain convergence, the resulting N .. lJ 
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(see (3.7)). Generally, to 
from each iteration must be 
mixed with the input value N~ ~ n) to lJ form the input value for the 
succeeding iteration: 
s(nO) Ns_(_n) 
= >. N . . + ( 1 - ,\) lJ lJ 
Ng [21] has shown that, at least in 
1 good choice for the function u .. lJ 
erf(ar)/r 
1 is u .. ( r) lJ 
0 < ,\ < 1 • 
(3.32) 
the one 2component case, a 
z.z. e 1 
= 
1 J u (r) where 
s 
(3.33) 
a. being a parameter suitably chosen to closely match the direct 
correlation functions. This function is used to remove the long 
range parts of the correlation function in the results presented 
below, although values of a. different from those of Ng [21] and 
Rogers [23] are used. The (analytic) Fourier transform of u1 (r) is 
;1(k) 
• (3.34) 
Another numerical difficulty arises in calculating the Fourier 
transform of the direct correlation function between species of 
opposite sign. This correlation function has a possibly very large 
discontinuity at the distance of closest approach (see, for example, 
F igu·re 3. 2). This is removed analytically during the iterations by 
choosing the parameters p and q so that the function p exp(-qr) / r 
matches c~. ( r), r > R. . as closely as possible. lJ lJ It would be 
< 
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possible to do better than this and remove not only the discontinuity 
in the unlike ion correlation function but also any discontinuities 
in the derivative but this is not done here. 
Once the HNC direct correlation functions have been found the 
thermodynamics of the system can be calculated. The excess energy 
per ions (including colloidal particles, counterions and any other 
ions present in the system) is g iven by 
SEex 
N 
where 
N = 
p = 
= 
s 
E 
i=O 
s 
E 
i=O 
2 nSe2 
E p 
N. 
l 
P. 
l 
s 
CX) 
E P.P. z.z. J0 r h .. (r) dr i ,j=O 1 J 1 J lJ (3.35) 
' 
' 
(3.36) 
= N/V 
s being the number of ion species other than the colloidal particles 
( species O). The osmotic coefficient, <I> - 1 , whe re <I> = SP / p , P 
being the osmotic pressure, is obtained from the pressure equation as 
S Eex 2 TT s 3 
<I>=l+ 3 +-3 E P.P.R .. g .. (R .. ) ~ N p • • O 1 J lJ lJ lJ 
l ,J= 
(3.37) 
where the last term in (3.37) is the hard sphere contribution. 
In order to obtain the excess free energy of the system it is 
necessary, in general, to perform a coupling constant integration of 
the excess energy. Within the HNC approximation this integration can 
be performed analytically as was first shown by Morita and Hiroike 
[25] (see Appendix 3.2 for a simplified proof). The resulting 
expression for the excess free energy per ion in the HNC 
approximation is: 
S Aex 
N 
where 
1 
--2p 
+ _l_ 
2p 
s 
C •• is 
lJ 
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2 
s h .. ( r) 
E P. P. J dr [ li - c~.(r)] 
i ,j=0 l J lJ 
s 1 1 I: P. C .. (0) -- J dk log <let (I + H) 
i=0 l 11 2p (2 TT)J 
(3.38) 
defined in ( 3. 2 7) and <let is the determinant of the 
matrix. The excess chemical potential of the ion species in the HNC 
approximation can also be represented analytically (Appendix 3.2) in 
the form 
s 
S ex = __e I: µ_ 2 
l . 0 J= 
x. { J dr h .. (r) (h .. (r) - c .. (r)) 
J lJ lJ lJ 
- 2 ~.(0) } 
lJ 
(3.3 9 ) 
where x. = P.IP. These expression will be used in the ne x t section 
J J 
to calculate the HNC thermodynamics. There are two mo ment conditions 
which can be used as useful checks on the numerical results obtained 
from the iterative procedure for the solution of the HNC equations. 
The first is just the condition for electroneutrality around each 
species of ion, which is given by 
s 
00 2 
I: P. z . f O h. . ( r ) 4 nr d r = j=0 J J lJ - z. l , i = 0,1,2, ••• ,s • (3. 40) 
This is a condition on the zeroth moments (in three di mens ions) of 
the .total correlation functions hij. The second condition, derived 
by Stillinger and Lovett [26], is a condition on t he second-moment of 
the total correlation functions and is given by 
s 
z: 
i ,j=O 
00 4 
p . p . z . z . Jo h . . ( r ) 4 Tir d r = 
l J l J lJ 
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• (3.41) 
A straightforward and rigorous derivation of this second-moment 
condition is given by Mitchell, McQuarrie, Szabo and Groeneveld [27) 
using the Ornstein-Zernike equation and the assumption that the 
direct correlation function has the asymptotic form already mentioned 
namely , c .. ( r) + - fu .. ( r) 
lJ lJ 
above, as r + 00 • This second moment 
condition is often difficult to satisfy numerically as a large range 
is needed for the total correlation functions (if they show any 
evidence of structure) and, moreover, the long range parts of these 
functions, although small, must be extremely accurate. 
3.4 Results of the HNC Approximation 
In order to demonstrate the HNC solutions, parameters 
representative of the experimental systems described in the 
Introduction will be selected. Unfortunately, the extremely high 
coupling of systems with colloidal particles of high surf ace charge 
makes it very difficult to obtain numerical solutions of such 
systems. Here, results are presented for lower charged colloidal 
particles but in the regime of size and density which matches the 
experimental systems. A later chapter examines approximate methods 
of extending results to highly coupled systems, especially as regards 
the prediction of the colloid-colloid structure factor. 
In what follows, examples of the behaviour of the HNC solutions 
hij · and cij and the corresponding thermodynamics will be given for 
varying parameters. 
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As a first example, parameters are chosen which match the 
experimental system of "Brown et. al. [ 19] using deionized polystyrene 
particles. The parameters of the model system are taken to be: 
temperature T = 298 K 
dielectric constant E = 78.4 
colloid diameter RO = 500 A 
charge zo = - 120 
counterion diameter . Rl = 4 A . 
charge zl = + 1 
colloid density 8.46 X 10 12 -3 . PO = cm . 
The colloid density used is the highest considered in the experiment 
[ 19] and corresponds to a colloid volume fraction 
of ¢ = ; Po R
3 
0 = 5.54 x 10-
4 
• Due to the very low volume fraction 
the length scale which is appropriate for scaling the numerical work 
and also for presenting most results is the colloid ion sphere radius 
For the parameters above, the ion 
sphere values is r
8 
= 3040 A and so rs/a=l2.2. 
The numerical solutions are obtained using N = 2048, N being the 
number of sampling points for the functions. N is usually a power of 
2 for the convenience of the FFT. Generally, a rang e of 
approximately 20rs in real space was chosen. The exact value v a ried 
depending on the position Roi of the discontinuity in the colloid-ion 
distribution function, since one sampling point is chosen to lie at 
exactly Roi. Thus, having decided on N and Nd (the number of 
sampling points within Roi), l:.:;r is then defined by D.r = R
01
/Nd and 
the range R by R = ND.r • In order to compute the three dimensional 
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Fourier transform of the radially symmetric function£, for example, 
it is necessary to find the sine transform of the function rf(r). In 
this work this is done by finding the imaginary part of the Fourier 
trans£ orm of - the odd extension of this function. This doubles the 
number of points and so, for the discrete Fourier 2n -transform, the 
sampling rate and the ranges in r- and k-space are related by 
D.r &. = l/2N • (3.42) 
For the parameters under consideration, if then 
R = 16.95 and 2n& = 1.85 x 10-l • 2n& is the 
sampling rate in k-space of the structure factor and so for this 
example is approximately every 0.2/rs. This gives about 50 points in 
the experimentally measurable range of the structure factor using 
light scattering techniques. By decreasing Nd or increasing the 
number of sampling points N, 2n& is made smaller. The numerical 
solutions given below have, of course, been checked against such 
pa~ameter variations and have an estimated error< 1%. A difficulty 
with the choice of sampling rates is that there is, at low colloid 
number density, an enormous discrepancy between the length scale rs 
appropriate to the colloid-colloid interactions and that appropriate 
to the size of the colloid particles and the colloid-counterion 
interaction. This is exemplified by the above choice of 
parameters: 4 A, the diameter of the counterion and hence the 
distance of closest approach of the counterion species, is, in rs 
units, 1.31 X 10-3 r 
s • 
However, the first sampling point is at 
b.r = 8.28 x 10-3 rs and so there are .E£_ sampling points within R11 
and in fact the first is at approxima.tely l0R11 • Notice, however, 
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that this does not mean that the results will be equivalent to those 
for counter-ions of, say, diameter lOR11 since the distance of 
closest approach between colloids and ions, Ro 1 , also involves R11 • 
It does suggest that the results for point ions would be very 
similar. 
In order to investigate this problem which is associated with 
uniform sampling rates, a logarithmic distribution of sampling points 
was also tested. For such a distribution of integration points the 
Fast Fourier Transform method, based on a uniform grid spacing, can 
still be utilised but requires a double application of the FFT to 
perform one trans£ orm [ 28, 2 9] • The logarithmic distribution means 
that many sampling points can be chosen to lie within R11 • This 
approach gave the same results as those of the simpler method using a 
uniform grid spacing, which suggests that the error involved in the 
use of a uniform grid spacing which does not sample the functions 
within the counterion diameter is small for the parameters under 
consideration. A problem with the logarithmic grid spacing is that 
at larger values of r the sampling rate can be very low and this is 
also inappropriate for the oscillatory distribution functions in the 
regime where these colloidal systems exhibit liquid like structure. 
Another point to note is that, as was mentioned above, the 
relevant range of the structure factor ink-space for comparison with 
experiment is about 10/rs• For M sampling points within ~his range 
it is clear that R/ r = TIM/ 10 • 
. 8 
Hence, for a fixed number of points 
N there is a trade-off between the number of points within the 
discontinuity in g01 (and hence the accuracy of g01 and g 11 ) and the 
sampling rate of the functions ink-space (and hence the accuracy of 
the colloid-colloid structure factor). 
< 
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The radial distribution functions for the 1:120 "electrolyte" 
are shown in Figure 3.2. The form of the colloid-colloid 
distribution function shows that even at these values of the 
parameters there are significant correlations between the colloidal 
particles at a separation ~ 1.6 r 
s • 
The value Roi is shown in the 
figure and indicates that the hard sphere part of the colloid-colloid 
interaction is totally dominated by the strong Coulombic repulsion. 
The oscillations in the colloid-ion distribution function g01 , result 
from the correlations in goo. The classical double layer theory of 
either the Poisson-Boltzmann or Debye ·-Huckel theory with an infinite 
electrolyte reservoir would have predi cted a monotonically decreasing 
function for go1· 
A quantity of interest related to the ion-colloid distribution 
function is the accumulation of counterions around a colloidal 
particle fixed at the origin. The number of counterions within a 
distance x of the closest approach of a counterion to the surface of 
a colloidal particle (a two component system is being considered) is 
given by the function Ac where 
A ( x) = I: g0 1 ( r ) 4 n r 
2 d r 
C pl ROl (3.43) 
This function is shown in Figure 3.3 for the same parameters as those 
of Figure 3. 2. Also shown on this diagram for comparison is the 
accumulation function which would be obtained if the counterions were 
uniformly distributed (i.e. g01 (r)=l). Despite the very steep nature 
of the colloid-ion distribution function g01 (r) near contact and the 
high contact value of g01 (Ro 1 ) = 17 .4,_ there are, on average, only 
d 
• 
Fig . 3 . 2 
0 
0 
['.... 
Lt) 
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Radial distribution functions for a 1:120 electrolyte : 
ion-ion , 911 ; ion-colloid, g 0 1 ; colloid-colloid, 900 . 
The contact value of 901 is given in the diagram , and 
· 1 2 - 3 
a = 2 5 0 l\, po = 8 .46 x 10 cm . 
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Fig . 3 . 3 The number of accumulated counterions within a distance 
x of the distance of closest approach between an ion 
and a colloid . Same parameters as Fig. 3 . 2 . 
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about four counterions within a colloid diameter of the colloid 
surface. The local counterion concentration at contact is 17 .4 pl , 
where pl is the average counterion concentration, which for the 
present parameters is still a very low concentration, of the order of 
An interesting feature of the ion-ion distribution function of 
Figure 3 .2 is the shoulder that appears at r ~ 2 R01 • This is due 
to the accumulation of counterions around a colloidal particle which 
implies that, not only are counterions more likely to be found near a 
colloidal particle but also that, within 2 Roi of any point near a 
colloid, there is a greater probability of finding othe r 
counterions. This physical argument can be supported rigorously by 
noting that from the Ornstein-Zernike equations one contribution to 
g 11 comes from the convolution of c01 and h01 , both with 
discontinuities at r = Roi· The shoulder in g 11 (r) is more 
pronounced at higher colloid densities and charges (see Figure 3 .8, 
but also the discussion of Figure 3.9). 
The direct correlation functions c- .(r) corresponding to the lJ 
distribution functions of Figure 3.2 are shown in Figures 3.4(a)-
(c). Also plotted (dashed lines) in these diag rams are the 
asymptotic forms of c .. ( r), namely - fu .. ( r) • Since lJ lJ 
h 01 (r)-c01 (r) is continuous, t he discontinuity in c01 (r) at r = Roi 
has the same value as that in ho 1 ( r). However, c01 ( r) does not have 
the oscillations typical of h01 (r). 
The mean potential around a colloidal particle is g iven by 
(3.44) 
r > 2a 
d 
Fig. 3.4(a) 
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The colloid - colloid direct correlation function coo ( r) . 
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Due to the oscillations in g00 and g01 the mean potential also has 
characteristic oscillations for the parameters of Figure 3.2, as 
shown in Figure 3.5. Once again, this potential is in marked 
contrast to that predicted by the classical theories of Poisson-
Boltzmann or Debye-Huckel, for which -')J0 (r) would be monotonically 
decreasing with r. However, as will be further investigated in the 
next chapter, -l?e ')J0 (r) has roughly the form of log( g01 ( r)) which 
tends to suggest that the Poisson-Boltzmann treatment may be adequate 
for the description of the colloid ion interaction but that the 
nonlinear interactions are crucial for the treatment of the colloid-
colloid interaction which gives rise to the oscillations in ')J0 (r) • 
In order to determine the screening effects of the addition of a 
1:1 electrolyte to the deionized system of polystyrene latex the HNC 
approximation can be solved for a three component Primitive Model 
electrolyte. The addition of a strong 1: 1 electrolyte of number 
density Pz and molarity c 2 = p2/(NA x 10-
3) (where NA is Avogadro's 
number) changes the counterion concentration and adds a coion, 
species 2, with charge z2 = -1 and number density Pz • Rzz is 
assumed to be the same as R11 , namely R22 = 4 A. The effect on the 
distribution functions of adding 10-5 M 1: 1 electrolyte is shown in 
Figure 3.6. The other three distribution functions, g02 , g12 and g22 
are not shown here. Although this is a very small amount of added 
electrolyte the change in the correlation functions, especially the 
colloid-colloid radial distribution function, is quite dramatic. It 
must be remembered~ though , that the molarity of the counterions 
neutralizing the colloidal particle charge 
[ -3 ] -6 -5 is p1 /NA x 10 M = 1.69 x 10 M so that 10 M extra 1:1 electrolyte 
swamps the screening due to these counterions. Even for the nominal 
d 
Fig. 3 . 5 The average potential ~ 0 (r) around a colloidal 
particle . Same parameters as Fig . 3 . 2 
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Fig . 3 . 6 
CX) 
• 
LI) 
The radial distribution functions corresponding to 
-5 Fig. 3 . 2 for a 1 : 120 electrolyte with 10 Madded 
electrolyte . 
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experimental values of z 0 = -500, rather than the charge z0= -120 
-6 being discussed, the molarity of counterions is only SxlO M and so 
any electrolyte impurities of this order of concentration may have 
very large effects on the measured structure of the system. The 
seriousness of this problem is exemplified by, for example, the 
impurities introduced by exposure to co2 in the atmosphere, which 
produces carboxylic axid in concentrations of the order of l0-6M. 
The colloid-colloid structure factor for the system under 
consideration is shown in Figure 3.7 together with the effect of 
adding 10-SM 1:1 electrolyte. Even for z0= -120 there is liquid-like 
structure in the colloidal system. Once again, the effects of adding 
small concentrations of electrolyte are shown to be quite dramatic. 
The heights of the first and succeeding peaks decrease and the 
positon ¾iax of the first peak increases. Also the value of the 
structure factor at k=O increases substantially with added 
electrolyte. This is characteristic of the theoretical results for 
these systems: the only time s00 (0) is large is when the peak 
s00 (kmax) is small and the system shows little evidence of 
structure. This is a notable observation in light of certain 
experimental results [30]. The first peak in the structure factor of 
Figu;t"e 3.7 occurs at k = kmax with kmax rs~ 4.4 which is close to 
h · 1 1 of kexp r t e experimenta va ue ~ 
max s 
4. 6 • ( The corresponding height 
of the first peak is s00 (kmax) ~ 1.3 for z0= -120). The position of 
the first peak demonstrates the importance of the inclusion of the 
nonlinear effects . of the HNC approximation since, for the MSA at 
these parameters, kmax rs ~ 20 (see Section 3.2). 
The effects on the distribution functions of changes in the 
· density of the colloidal particles with the other parameters held 
d 
Fig. 3. 7 . The colloid - colloid structure factors corresponding 
to the results in Figs. 3.2 and 3.6. Solid line: 
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1:120 electrolyte, dashed line: l:l20 +10- 5 M 1:1 electrolyte. 
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fixed is shown by a comparison of Figure 3 .2 and Figure 3 .8. This 
latter figure shows the distribution functions for the same 
parameters as those of Figure 3.2 but with a colloid particle volume 
fraction of ¢ = 0 .02 • This corresponds to a number density 
14 -3 
of Po= 3.056 x 10 cm and an ion-sphere radius of r = 921 A • 
s 
Once again the results shown in Fig. 3.8 are scaled by rs. The first 
peak in g00 has increased in height but still occurs at r ~ 1.6 r s • 
However, the change in rs due to the change in density means that the 
first shell of neighbours is in fact much closer to the colloidal 
particle. The shoulder in g 11 ( r) at r ~ 2 R01 is clearly identified 
in Figure 3 .8 as previously indicated in the discussion of Figure 
3.2. There is also more structure in the ion-ion distribution 
function. Although the oscillations in g01 have increased, the 
contact value of the ion-colloid distribution function has decreased 
from 17.4 in Figure 3.2 to g01 (Ro 1) = 5.7. The local counterion 
concentration at contact is for this higher volume 
fraction 3.Sxl0-4M which is to be compared with 
parameters of Figure 3. 2. These results agree with one's intuition 
for this system. However, Figure 3.9 shows that some strange effects 
occur when the volume fraction is raised to ¢ = 0.10 • The structure 
in g00 increases and the value of g01 (Ro 1) = 3.0 is consistent with 
the trend in this contact value. However, the structure in the ion-
ion distribution function has decreased and the characteristic 
$houlder at r f;:l 2 R01 for lower colloid densities has disappeared. 
This could be explained by an increase in the uni£ ormi ty of the 
distribution of counterions around colloidal particles. A 
significant feature in the ion-colloid distribution is the appearance 
of a maximum less than unity at r s::s 1.25 r 
s • 
This could be 
d 
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Fig . 3 . 8 Radia l distribution functions for same parameters as 
Fig . 3 . 2 except for density Po= 3 . 056 x 10 14 crn- 3 , ¢ = 0 . 02 . 
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Fig . 3 . 9 Radial distribution functions for same parameters us 
Fig . 3 . 2 except for dens i t y p O = 1 . 5 2 O x 10 1 5 cm - 3 , cp = O . 1 . 
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explained by the onset of significant interference between the layers 
of counterions around a colloidal particle and its nearest neighbours 
the possibility of which is evident from the position of Rol (the 
vertical line in the diagram) in relation to the first peak in g00 • 
A similar feature has been noticed by Rogers [ 23] in his study of 
highly asymmetric Restricted Primitive Model electrolytes, but in 
that case the unlike ion distribution function had a minimum greater 
than unity indicating interferences in the packing of unlike ions. 
The thermodynamics of the two component electrolyte can be 
calculated within the HNC approximation using the expressions (3.35) 
(3.39). Figures 3 .10 3.12 show the results for a 1:100 
electrolyte with the colloid radius a= 230 A. In Figure 3.10 the 
excess internal energy, i:mex , µ~ and the excess free energy, are 
given as functions of the colloid volume fraction <P • The Debye-
Ruckel limiting law (DHLL) values for such an electrolyte are also 
shown on this figure for comparison. The energies are shown per 
particle, N being the total number of · colloid particles and 
counterions in volume V. At low volume fractions the HNC values 
approach those of the Debye-Hilckel theory, although this is true for 
only very low colloid densities This would be expected from the 
structure apparent in these systems even at very low volume fractions 
(< 10-5 ). The results for the excess free energy (and chemical 
potential below) have been tested by performing the coupling constant 
integration of the excess energy (see Appendix equation (A2.2)) 
numerically. The agreement with the results calculated using the 
ana~ytic integration of the HNC energy are satisfactory (~10%) • The 
HNC results could be improved by extrapolation using the procedure of 
Rogers [ 23] for different numbers of sampling points N, but this has 
not been done here. 
Fig. 3 . 10 
112 
Th e excess energy and free energy for a 1 : 100 e lectrolyte . 
DHLL = De b ye - Huckel Limiting Law. 
~ 
~ 
I 
I 
o<( I I QC) I I (Y)0 I I N1 I I "3" II II I 0 No I I 0 I ~ 
/ I 
/ I 
/ I / / 
/ I 
/ I ~ / I / I 0 / / ~ .,,,,, 
I .,,,,, _,,,,,,, 
_,,,,,_,,,,,,,,. I _,,,,,,, 
-- I 9-
./ 
I 
I ~ I 
I z z ~ 
I x"-... x" I ww w<( I 
I ~~ 
I I I 
I 
. . 
I ~ I 
/ I 0 I ~ / 
I 
L{) 
• 
0 
• 
0 
113 
Figure 3.11 shows the osmotic coefficient <I> as a function of 
the volume fraction for two charges z0 = -50 and -100. The osmotic 
coefficient for these systems shows the characteristic minimum value 
seen in 1: 1 electrolyte [ 31]. At low volume fractions ( <j> < 1 o-4 ) 
the contact contribution to the osmotic coefficient (the last term of 
(3.37)) is less than 1% of the excess energy term. It is only the 
ion-colloid contact value of the distribution function which makes 
any significant contribution to this hard sphere term. For higher 
volume fractions the contact term begins to make a significant 
contribution to <I> - for example, at a volume fraction of 4% the hard 
sphere contact contribution is more than 30% of the excess energy 
term. 
Figure 3 .12 shows the ·colloid and counterion excess chemical 
potentials as a function of colloid volume fraction. The Debye-
Ruckel limiting law (DHLL) is also shown on this diagram, where 
ex 2 2 I 2 E~T results clearly approach SµiDH = -z.e )) , and the the HNC l 
these limiting values for low volume fractions. However, even at 
number densities less than there is still some 
disagreement. The ion chemical potential shows some unexpected 
behaviour since the HNC value is more negative than the DHLL at low 
volume fractions. The mean ionic activity is, however, more positive 
than the DHLL. The minimum in the counterion chemical potential is 
also seen in the case of 1:1 electrolytes [31]. 
Fig . 3 . 11 The osmotic coefficient ~ as a function of volume 
fraction for charges z O = - 50 and - 100 . 
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Fig . 3 . 12 The counterion ion and colloid excess chemical potentials 
as a function of colloid volume fraction . The arrows 
indicate the appropriate scales in the diagram . 
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Appendix 3.1 
The coefficients of the MSA solution (3.18) are given in this 
Appendix as derived by Hiroike [18]. 
fraction and r the MSA parameter. 
2 2 
zl e 
All = E\ T 
2 NO z 1e 
2 
AHS + AOl = 01 
~T 
2 
BOl 
z0z 1e 
= E\T 
¢ is the colloid volume 
Aoo 
AHS _ 2e2 {r x; + 2a N2 2a (No + r XO )2} = --00 Ek_sT 0 3 
BHS + 
2 X 
N2- (No+ rxo )2} Boo 
e ff (NO+ r x0 ) + = 00 Ek_s T 0 
CHS+ 
2 1 (No+ rxo)2} coo e { = 00 E\T 12a2 
2 2 
noo 
zoe 
= E\T 
In the above 
XO 
zo 
= (1 +Zar+ 3¢/(1 - ¢) J 
NO 
(xo- zo) 
= 2a 
HS HS HS HS 
and A01 , A00 , B00 , c00 are the coefficients for the hard sphere 
result given by 
1 
= (1 - ¢) 
= 
= 
'IT { pl 
- IT (1 - cp) 
where 
ao 
3¢ 
= 
(1 - ¢)2 
{ cp ~ = 3 + (1 - ¢)2 
4 na 3 (Po+ pl ) 
a2 = 3 (1 - cp) 2 
Appendix 3.2 
- a 2 
3 ¢2 
( 1 - cp) 3 
6 ¢2 
} 
+ 
( 1 - ¢) 3 
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9 ¢3 
+ • ( 1 - ¢) 4 
In this Appendix a straightforward derivation of the free energy 
and the chemical potential in the HNC approximation is given for a 
two component system. The results were first obtained by Morita and 
Hiroike [25]. 
(a) Free Energy in the HNC Approximation . 
The excess energy Eex is given by 
= 2
1 
L P. P. f d_E Bu .. (r) g .. (r) 
l J lJ lJ i,j 
(A2.l) 
118 
and the excess free energy Aex by a coupling constant integration of 
the energy is 
= (A2.2) 
Wh.ere Eex ( ') i· s h h h · · · 1 A t e excess energy went e interaction potentia s are 
Au .. (r) • If g .. (r; A) are the corresponding distribution functions iJ iJ 
at the coupling A then 
1 
= 
1 E 
2 P. P. i J J dA J dr S u .. (r) g .. (r; A) O - iJ iJ i,j 
In the HNC approximation 
g .. ( r; A) = exp [ h .. ( r; A) - c .. ( r; A) - S AU .. ( r) ] lJ lJ iJ iJ 
and by differentiating with respect to A 
Bu .. ( r) g i . ( r; A) = h .. ( r; A) iJ J iJ 
ah .. ( r; A) 
_i........;:J..._aA-- - gij (r; A) 
and so 
2 
S Aex 1 h .. ( r) 
= - E P. P. J d_E [ l J c~.(r) ] V 2 i,j i J 2 lJ 
1 1 ac .. ( r; A) E J d_E f d A h . . ( r; A) i J 2 P. P. aA i,j i J 0 lJ 
The last term can be rewritten ink-space as 
ac .. ( r; A) lJ 
( A2.3) 
(A2.4) 
(A2.5) 
( A2.6) 
d 
,.,__ 
1 
- - E 
l 1 ac .. (k;>-) 
P. P. 3 f d~ f hi. J. (k; >.) lJa>. 2 i,j l J ( 2 TT) Q 
Using the Ornstein-Zernike equation 
it can be shown that 
,.,__ 
ac .. ( k; >-) 
,.,__ lJ ~ . P. P. h .. (k; >.) -_;:;;;3).--i ,J l J lJ 
Putting (A2.9) and (A2.6) together 
1 
= - E 2 i,j 
p. p. 
l J 
2 h .. ( r) 
J <lE [_____,lJ2a--.- - c ~. ( r) ] lJ 
+ ~ E Pi cii(O) +; 1 3 J d~ log det[l - C] i (2 TT) 
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(A2.7) 
(A2.8) 
(A2.9) 
(A2.10) 
• 
(b) Chemical potential in the HNC approximation 
ex The excess chemical potential µ_ of species i is given by 
l 
1 
t3µ:x = J dA J d_E E P. fu .. (r) h .. (r; ;\) 
i O j J l.J lJ (A2.ll) 
(see Hill [Al], for example). 
Using (A2.5) 
d 
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8µ~x = 
l 
- E P. fdE c~.(r) j J lJ 
l 
+ f d A f d E E P. [ h .. ( r; >.) ~ A ( h .. ( r; >.) - c .. ( r, >.) ) ] 
o j J lJ lJ lJ 
(A2.12) 
Now since only one particle is considered in the calculation of the 
chemical potential ( cf Hill [Al] , p .190), from the 0rns tein-Zernike 
equation in Fourier space 
h .. (k; >.) = 
lJ 
E P 
m 
m 
h. (k; >.) ~ . (k; >.) 
lm mJ • 
Then the last term of (A2.12) becomes 
~ J dr E P. h .. (r) [h .. (r) - c .. (r) J j J lJ lJ lJ 
so that combining (A2.14) and (A2.12) gives 
8µex _ ..!_ E P i 2 j j 
[ J dr h .. (r) [h .. (r) - c .. (r)] - 2 2. (0) ] 
lJ lJ lJ lJ 
(A2.13) 
(A2.14) 
• 
The above derivations hold for multicomponent systems. The only 
difficulty is in justifying (A2.9), which is straightforward using a 
matrix argument. 
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CHAPTER 4 
EFFECTIVE ONE COMPONENT SYSTEMS 
In the previous chapter the multicomponent asymmetric 
electrolyte model of colloidal systems was solved using the methods 
of liquid state physics. In this chapter the consideration of the 
colloidal dispersion as an effective one component system, introduced 
earlier in terms of the McMillan-Mayer theory, will be further 
investigated. The Orns tein-Zernike formulation is used to derive 
results arrived at in Chapter 2 and these are compared with 
inversions of the full multicomponent solutions, at least in the 
linear regime where these results are available. The analytic 
inversion of the MSA solution of the point ion limit is also 
calculated. The form of the resulting effective pair potentials are 
compared. 
4.1 Formal Reduction of Multicomponent Systems 
In order to determine the appropriate effective one component 
colloidal system, an effective colloid-colloid pair potential needs 
to be found which will lead to the correct form of the distribution 
function of colloids. This is best done by returning to the 
Ornstein-Zernike equation (see equation (3.3)). This can be written 
h .. (r) = lJ c .. (r) + lJ 
· S 
~ 
m=O 
p J 
m 
c. 
im 
i,j 
( I E-E ' I ) h · ( r ' ) 
mJ 
= O,1,2, ••• ,s 
dr' 
(4.1) 
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where s is, as usual, the number of charged species other than the 
colloid. Now for the effective · one component colloidal system the 
formal definition 
eff function coo is 
of the effective direct correlation 
(4.2) 
where h00 is the colloid total correlation function for the 
multicomponent system. The effective direct correlation function can 
be expressed in terms of the multicomponent functions by solving the 
Ornstein-Zernike equations ink-space with the result 
""ef f 
C 00 
,.,_ ,.,_T [ "-* ] ,..., 
= coo+ Co • I - C • Co 
where the column matrix Co has elements 
(ca). 
1 
= p~/2 ;_ (k) 
1 10 
i = 1,2, ••• ,s 
""* 
and the matrix C is given by 
""* (c ) .. lJ = (P. P. )1/2 ;-_. 1 J lJ i,j = 1,2, ••• ,s 
(4.3) 
(4.4) 
(4.5) 
* (Note that C * C as defined in (.3 .4) -the iO and Oi terms are deleted)· 
Given the functions cij(i,j = 0,1, ••• ,s) the effective direct 
1 . f . ef f b corre ation unction coo can e found from (4.3). For example, 
equation (4.3) becomes, for a two component asymmetric electrolyte, 
,.,_ ,.,_ 
""e ff ,.,_ 
coo = coo+------
(1 - P1;-11) • 
(4.6) 
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These are exact results. An effective pair potential, ueff, for the 
one component system is suggested by the asymptotic form of ci~f • A 
similar approach has been used by Adelman [l] who also derived 
diagrammatic expansions eff for coo and proved the existence of the 
effective pair potential ueff. In the context of the Hypernetted 
Chain approximation the relationship between 
eff eff 
coo, uoo, coo and U can be simply written down from (3.9) as 
r > Roo (4.7) 
where the diagrammatic complexity is hidden in the standard 
derivation of the HNC equation. Using the two component system once 
again, as an example, (4.6) and (4.7) , give 
Suoo(r) - ----- (r) 
(1 - P1;11) r > Roa 
(4.8) 
The expressions for ciif and SUeff in terms _ of the multi-component 
functions enables the natural introduction of approximations for the 
ion-ion and ion-colloid correlation functions as a method of arriving 
at the effective colloid-colloid interactions. 
4.2 Charged Hard Spheres in a Uniform Neutralizing Background 
The simplest method of obtaining a one component model of the 
colloid system, for the purposes of deriving the colloid-colloid 
s true tu re ( and the colloid particle's dynamical properties [ 2]), is 
to ignore the counterions and any added electrolyte in the system 
except insofar as these species provide a uniform neutralizing 
background . The "effective'' potential between colloidal particles is 
d 
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then just the bare Coulombic potential together with the hard sphere 
interaction i.e. uoo(r) • This ·model is essentially the same as the 
classical One Component Plasma (OCP) of importance in astrophysics, 
where the interactions of nuclei can be treated, as a first 
approximation, using classical statistical mechanics and the highly 
degenerate electrons can be treated as a uniform neutralizing 
background. The OCP is characterized by a single dimensionless 
parameter rOCP which, for the colloidal parameters, can be written as 
z 6 e 2 
r = ----
ocP ¾T rs • (4.9) 
There are accurate Monte Carlo results for the OCP both in the 
fluid and solid regions [3]. The system undergoes a phase transition 
at The importance and simplicity of this model has 
meant that it has been studied extensively and indeed has proved a 
good testing ground for various statistical mechanical approximations 
[ 4] • In particular, the HNC theory has proved particularly 
successful [5] although the height of the HNC distribution function 
peaks may be too low by as much as 10 or 15%. A particularly 
simple, and analytic, approximate method of solving the classical OCP 
was introduced by Gillan [6]. It relies on a rescaling technique and 
the MSA solution of Palmer and Weeks [ 7] for the model of charged 
spheres in uniform neutralizing background. The MSA solution for this 
model, without the rescaling, suffers from essentially the same 
problems as the multicomponent MSA solution of Section 3.2. The 
rescaling consists in choosing a hard sphere size for which the 
resulting MSA distribution function is continuous, although a 
discontinuity in the derivative still remains. The results agree well 
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with the HNC solution. (The extension of this idea to screened 
Coulombic interactions has already been alluded to in Chapter 2 where 
the Hansen and Hayter [ 8] algorithm was used to obtain approximate 
colloid-colloid structure factors for the effective pair potential. 
More will be said of this algorithm later.) 
Results of solving the OCP model in the . HNC approximation are 
shown in Figure 4 .1 for colloidal parameters. The height of the 
first peak of the structure factor is plotted as a function of 
colloid particle number density for different colloid charges~ The 
"experimental" Monte Carlo results would change this graph only 
quantitatively and to be consistent with other results in this work 
it is preferable to use the HNC values. The height of the first peak 
of the structure factor, sa 0(k ) . , plotted against the colloid max 
number density Po gives a concise overview of the behaviour of the 
0CP. Even for colloidal particles of 1000 A diameter a number 
density of 1014 cm-3 corresponds to a volume fraction of only 
<P = 5% • Hence, for the density range of Figure 4 .1 the effects of 
the hard sphere part of the interaction u o o are negligible, 
especially since, by the uniform background assumption, there is no 
coupling between the counterions and colloidal particles. This 
diagram demonstrates the inadequacy of the 0CP model. Since no 
account is taken of the screening effects of the counterions this 
model predicts freezing at very low colloid particle densities. 
(Note: for all the calculated results T=298 K.) For example, for a 
colloid charge of z O = -500 the corresponding structure factor first 
peak heights are s O 0(k ) i::: 1 • 6 + 1 • 9 • max However, inspection of 
Figure 4.1 would indicate that, if the colloid charge was considered 
·as an adjustable parameter, then choosing zo= -200 would give a 
• 
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Fig . 4 . 1 The One Component Plasma results for the height of the 
first peak of the structure factor as a function of 
colloid number density for a number of colloid charges . 
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12 - 3 
The OCP structure factor for zo = -200 and p o = 8 . 46 x 10 cm . 
· Also shown are the experimental results of Brown et . al . [9]. 
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reasonable fit to the experimental results. Figure 4 .2 shows the 
structure factor obtained for solving this charge in the HNC 
approximation at a density of Po= 8 • 4 6 x 10 12 cm - 3 • The 
corresponding experimental results of [ 9] are also plotted in this 
figure. The apparent error in the position of the structure factor 
can be explained by experimental error in the determination of the 
number density. Once this is considered the fit is reasonable, 
except for the small angle results which are considerably in error. 
Again, this could be due to the experimental problems of multiple 
scattering at low wavevector. 
Due to the apparent non-predictive nature of the OCP it will not 
be pursued further as a valuable model for explaining the behaviour 
of colloidal systems. Howev~r, for the case of no added electrolyte 
it should be noticed that, in the limit of low colloid number 
density Po , the linear effective pair potential W2(r) = Ueff(r) ~f 
(2.61) and (2.73) approaches the OCP pair potential (i.e. the bare 
colloid-colloid inter-action u o o( r) ) pointwise, although of course 
not uniformly. More importantly, even on the scale of rs (of the 
order of the colloid particle 
eff 
separation) U + uoo pointwise. 
Indeed, for the case of no added electrolyte, 1/6 K r o:: Po and so as 
s 
the . density decreases so too does Kr and the potential between two 
s 
colloids at a separation I< rs approaches the value of the Coulombic 
potential. If there are any traces of added electrolyte in the 
system or if the dissociation of water is taken into account then, 
for low enough colloid densities, the screening of the counterions 
will be dominated by these other components. 
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4.3 The MSA for the Ion-Ion and Ion-colloid Correlation 
Functions 
Since the asymptotic form of the direct correlation functions is 
given by 
c .. (r) +- Su .. (r) 
lJ lJ ' 
r + oo (4.10) 
the obvious approximation in order to go beyond that of the One 
Component Plasma for arriving at an approximate effective one 
component system is to replace the ion-ion and ion-colloid direct 
correlation functions by their asymptotic form at all separations, 
that is, 
c .. (r) = 
lJ 
Sz.z . e 2 
l J O(r( 00 
i,j = l, •••• ,s 
and also 
c . (r) = c. (r) = 
Ol lO 
s z z. 
0 l 
E:r ' 
0 < r < 00 
i = l, ••• ,s 
Then, defining the short range part of coo by 
coo( r) s = coo(r) - ----
E:r 0 < r < 
00 
(4.11) 
• (4.12) 
(4.13) 
it follows from (4.3) and the fact that the Fourier transform of 1/r 
is 4 TT/k 2 that 
~~f(k) = ""S CO o(k) - ----- (4.14) 
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which becomes, after taking the inverse Fourier transform 
eff 
coo (r) = 
zo e 2 -Kr 
cio(r) - S --- e 
E r 
where the parameter K i s given by 
s 
1: 
i=l 
P. z ~ 
1 l • 
O(r( 00 (4.15) 
(4.16) 
From ( 4 .10) and ( 4 .15) the effective colloid-colloid pair potential 
can be identified as 
• (4.17) 
Note that ueff(r) is identical to w2(r) (see (2.61)) which was 
derived using the McMillan-Mayer approach, with the form of a 
screened Coulombic potential. It is important to notice, once again, 
that only the small ions, species i = l, ••• ,s, contribute to the 
screening parameter K and that through the electroneutrality 
condition ueff is a function of the colloidal particle's number 
density. In the absence of added salt (the two component electrolyte 
case with only water, colloidal particles and their counterions 
present) the screening parameter is given by 
• (4.18) 
The screening parameter K in (4.16) is to be compared with the 
Debye-Hilckel screening parameter ~ for the whole system, where 
d 
s 
E 
i=l 
Pl z f] 
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• (4.19) 
At high concentrations of added electrolyte, or at low colloid 
concentrations (Po+ 0) where there is added electrolyte present, 
K + )) and the screening is determined solely by the added 
electrolyte, which would be expected from the classical theory. 
Note, however, that for the case with only colloidal particles and 
their counterions present there may be considerable structure in the 
system even at very low colloidal particle number densities (see 
Section 4.2 and the OCP, Figure 4.1). Indeed for an ideal 
experimental aqueous dispersion of colloids and counterions (i.e. no 
impurities) it would be the ions present due to the dissociation of 
water which would always finally · kill the system structure at 
sufficiently low volume fractions. In other words, structure would 
be maintained with decreasing density until the counterion 
concentration became comparable with the concentration of the ions 
arising from the dissociation of water. 
The effective pair potential of (4.17) is, as for w2 of Chapter 
2, the correct result in the limit of low charge for point ions when 
linearization is a good approximation. The extension to more 
realistic systems will be considered in the next chapter. 
4.4 Numerical Reduction of Multicomponent Systems 
The solutions of the multicomponent system obtained in the 
previous chapter in the -Hypernetted Chain approximation can be used, 
via (4.6) and (4.7), to obtain an approximation to the effective pair 
potential. In particular, an effective pair potential uef f is found 
by inverting the two component solution for the colloid-colloid 
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distribution function, g00 , and using a one-component hypernetted 
,..._ 
chain equation. 
solved for ueff and 
Thus, given hoo the following equations can be 
eff 
coo 
,...__ ---ef f ---ef f ,..._ 
hoo(k) = c 00 (k) + Po c 00 (k) h 00 (k) 
hoo(r) = -1 
' 
r < Rao 
eff 
c oo,r) = - sueff(r) + hoo(r) - ln [1 + hoo(r)] , r > Rao • 
(4.20) 
The solution ueff to (4.20) (see (4.8)) is the correct effective 
pair potential to use for colloidal particle interactions for an 
effective one component system. The HNC solution of this one 
component system will then give th~ same colloid structure as the 
complete multicomponent solution. 
As an illustration of the results of the numerical inversion 
procedure for obtaining ueff the parameters of Figure 3 .2 will be 
used and the effects of the addition of 10-SM 1:1 electrolyte on the 
pair potential will be shown. 
,...__ 
Since the Fourier transform ho o(k) is known accurately from the 
two-component solution, from (4.20) 
,...__ 
ho oCk) 
~~f(k) = -------
[1 + Po hoo(k)] 
(4.21) 
Moreover, eff since coo is expected to have a screened Coulombic 
form there are no numerical problems with the Fourier inversion 
---ef f 
Of C Q Q • Th h · b · d e ff d k · f h en, aving o taine coo an nowing coo rom t e two 
component solution, the numerical difficulties of taking the 
logarithm of [1 + hoo(r)] for r ). Rao ' where ho oC r) /;:$ -1 , are 
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avoided by using equation (4.7). The results of this method of 
obtaining ueff are shown in "Figure 4.3 and correspond to the 
inversion of Figure 3 .2 and Figure 3 .6 for the two component and 
added salt cases, respectively. In Figure 4.3 * U denotes the 
effective pair potential ueff obtained by this numerical inversion 
procedure, 2 2 I'= Szrft /£ and * -log [r U (r)/r] is plotted to 
emphasize the similarities with the theoretical result of (4.17) and 
(2.61). The slope of the lines in Figure 4.3 thus gives the 
screening parameter of the pair potential. In fact, for these 
* parameters, U agrees to better than 3% with the analytic expression 
Of Ueff gi·ven b (4 17) y • • The slope (or the screening parameter) 
agrees to within 1% and the major difference is in the value of the 
coefficient of the pair potential. The dramatic effects of adding 
small amounts of 1 : l electrolyte (in this case 10-SM) on the 
distribution functions are reflected in the * changes in u shown in 
Figure 4.3. When ueff of (4.17) is used in the effective one 
component system to calculate the colloid-colloid structure factor, 
Soo(k) , (using a one component iterative procedure in the HNC 
approximation) the result is practically identical to that of the 
corresponding two component solution. For example, the height and 
position of the first peak in Soo(k) are in agreement to better than 
1% so that the result would be indistinguishable from that of Figure 
3.7. 
A comparison of the direct eff correlation functions coo and coo 
for the system of Figure 3.2 is shown in Figure 4.4. Also shown in 
* this diagram is the effective pair potential - SU and it is clear 
that, as expected, eff * coo ( r) + - SU ( r) as r + 00 • 
* Fig . 4 . 3 The colloid - colloid pair potential U (r) obtained by 
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Before proceeding, it should be pointed out that the numerical 
inversion of multicomponent systems with divalent countetions or 
coions solved in the HNC approximation (with other parameters of the 
same order as those above) results in equally good agreement with the 
linearized model effective pair potentials. 
As an example of the differences that there can be between the 
effective pair potentials of the linearized analytical solution 
(4.17) and the numerical inversion, Figure 4.5(a) shows (on a normal 
scale) these two potentials and the bare Coulombic potential and 
Figure 4.5(b) the two potentials plotted in the form - ln[r U(r)/r] , 
U being either the theoretical result or the numerical inversion. 
These results are for a higher colloid number density than that of 
Figure 4.3, namely 15 -3 Po= 1.528 x10 cm , which corresponds to a 
volume fraction of cp=O.l , and there is no added salt in the system. 
eff 
If ueff(r) = reff e-K r/ r , as is suggested by these numerical 
inversions, then -ln[rueff(r)/r] = -ln(feff/r) + Keffr • Thus the 
slope gives the eff value of K , the numerical screening parameter, 
and the intercept gives an indication of the coefficient reff of the 
pair potential. It can be seen from the diagram that even for this 
volume fraction of 10% the screening length from the numerical 
resu.lts is almost identical to the theoretical value of K given by 
( 4 .18). The main difference is in the coefficient ref f of the pair 
potential. The intercept in Figure 4.5(b), when used to calculate 
. reff 
, gives reff ~ 1. 9 r • Notice also that the numerical 
inversion is well behaved out to a range of at least 4r s, whereas the 
nearest neighbour shell is at only ::::: 1. 6 r • At very large s 
separations the numerical errors a ffect the form of ueff but, for 
Figure 4 . 5 ( b) , ueff(4r) 
s 
~ 2.9 X 10-4~ T • 
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Fig . 4.S(b) eff The effective pair potential plotted as -ln[rU (r) / f] . 
Sarne parameters as Fig . 4 . S(a) . 
0 
------...---.-------.~---.-----..... --- ~ 
' \ 
' 
' \ 
' 
' 
' 
' 
' 
' ~ ' 
a, ' 
::) ' ~ ' 
' 
' 
' 
' 
' 
' ' 
o<( C) 
0 N ~ 
Lf) ~ o· 
N I 
II II II 
0 No 9-
' 
' 
0 
(Y) 
0 
. 
N 
0 
. 
__., __ _.,_ _ _.__ _ ....__ _ .___--,1, __ _._ __ ....,a_ _ __,, 0 
~ ~ g ~ 0 
~ 
~ 
d 
142 
The effective , pair potential obtained by using a linear 
approximation (4.11) and (4.12) · for cij and c
0
i, i,j=l,2, ••• ,s has 
been shown to be quite satisfactory for determining, via a one 
component 
z oz 1e 2 
system, the colloid-colloid distribution function, even up 
to Ek.T a ~ 3 . It is of some interest to be able to calculate the 
distribution functions and thermodynamics of the two component system 
from this one component solution for the colloid-colloid functions. 
As has been shown above, the approximation used for cij and cio are 
equivalent to the approximations used in the McMillan-Mayer approach 
of Chapter 2. Hence the results obtained there for the one-body 
contribution to the thermodynamics can be used togethe r with the one-
component HNC results for the colloid-colloid contribution. In what 
follows the expressions for the approximate two component 
distribution functions (ion-colloid and ion-ion) obtained by using 
z 6 e 2 
Ueff(r) __ -Kr e will be derived. 
E r 
From the Ornstein-Zernike equation the ion-colloid distribution 
function is 
;01Ck) [1 + Pohoo(k)] 
ho1 Ck) = ----------
[1 - Pl C 11 (k) ] 
and using the linear approximation for 
(4.12)) it follows that 
E 
-Kr 
e 
r 
+ 
2 
K 
4TT 
- Kl r-s j f-e __ -_-_ 
IE-~, 
(4.22) 
and ((4.11) and 
hooCs) ds 
z oz i e 2 - Kr 00 I I I I 
= - 8 --- e + ~ f ds s h o o ( s) [ e - K r- s -e - K r+s ] • 
E r 2r o 
(4.23) 
d 
143 
Similarly, the ion-ion total correlation function can be expressed in 
the same approximation as 
z fe 2 - Kr 
e 
-s--£ r 
K2 Joodt [ j I - Kl t-r I - K( t+r) e - Kl t-r I 
+ 4 r O 
t hoo(t) t-r e 1-(t+r)e + K 
- K( t+r) 
e 
K 
(4.24) 
] 
The distribution f . h hlin d hlin . f unctions oo, oo an 11 satis y the 
required electroneutrality conditions. In this linear approximation 
the mean electrostatic potential '4JO · around a colloidal particle is, 
as would be expected, related linearly to the ion-colloid 
distribution. Indeed, by definition 
f3 e1J)o(r) = 
~ oe 2 ~ oe 2 Se 2 
sr + I d s [ £ I r- s I p a g a a< s) + -£- p 1 z 1 g a 1 < s ) J 
(4.25) 
and using g01 from (4.23) it follows that 
• (4.26) 
-
The potential '4JO is to be distinguished from the function to which 
would be obtained from the effective one-component system using the 
effective pair potential of (4.17), namely 
J 
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~ oe2 Sz oe 2P o - Kl _E-~ I 
Se 1Po( r) -Kr + Jds goo(s) e = e IE-~, Er E 
(4.27) 
Sz oe 2 
-Kr 1 SP oz. oe 
2 e-Kjr-sj 
= e --+ f ds ho oC s) Er z 1 E IE-~, 
Then 
Se to(r) - Se 1Po(r) = 1 
z 1 • 
(4.28) 
Th d . i b . f . 1 in ( ) ( e istr ution unction go1 r see (4.23)) obtained from the 
effective one-component system and the full two-component HNC 
solution are compared in Figure 4.6. In this figure the dashed curve 
is lin [ ] go1 (r) = 1- Sz1e1Po(r) and the solid curve is g01 obtained 
from the full two component HNC solution. The accuracy 
lin 
of go1 (r) when compared with the HNC solution is seen to be rather 
poor . This is to be expected to be the case since it is near the 
colloidal particle that non-linearity becomes important. The 
function nonlin( ) g O 1 r = exp [- Sz 1e t/Jo( r) ] agrees much better with the 
HNC solution which suggests that (4.26) results fro~ the 
linearization of this expression and that using the nonlinear form 
may result in a better approximation. 
The excess energy can be approximated for the multicomponent 
system by using the linear solution for the distribution functions as 
derived above . The excess energy is given by 
Eex 2 TTe 2 s s 
00 
f3 E E f r h .. ( r) dr (4.29) = z.z. P. P. • V 
~T i=O j=O l J l J ·o lJ 
Now from (4.23) 
00 
f lin 4n dr r ho1 (r) 
. 0 
-4 TTe 2 z QZ 1 oo [ - KS ] 
= --- -- + 4n J ds s hoo(s) 1 - e 
~T K O 
and from (4.24) 
d 
Fig . 4 . 6 The ion - colloid distribution function g½fn from 
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00 
4TTe 2 2 1 2 021 4TT J dr lin k-+ ] r h11 (r) = 0 Ek If 2K 
co 
-Ks (4.30) 
+ 4TT J ds s hoo(s) [1 - KSe - KS] 2 - e • 0 
Substituting these values for the integrals 
of h~1n and h11n into (4.29) it follows that for a two component 
system in this approximation 
K3 3 K3Z 0 
= --+---8TT 16TT Z 1 
Po zo -Kr 
K2 J dr hoo(r) [-e- - . 2K e -Kr] • 8 7TZ 1 r 
(4.31) 
This is the same as the result · obtained previously using the 
McMillan-Mayer approach in Chapter 2 if the expression (2. 55) for 
a[ $-lN
0
c~0)J I as is ensemble averaged using 
exp [ - a-lN ( RN O) ] ( 2 • 16) • 
o-
This is equivalent (within the 
approximations used) to using the distribution function g00 obtained 
via the effective pair potential (2.61) (or (4.17)). As already 
mentioned in Chapter 2, using the function boo calculated by summing 
only ring diagrams, the expression (4.31) gives the Debye-Hiickel 
limiting law for the excess energy. Notice , however, that the 
effective pair potential used to calculate is not 
2 2 
zoe [exp(-Kr)/r - Kexp(-Kr)/2]/°s as would be suggested from (4.31) 
and the usual expression for the excess energy, namely, 
8Eex/N = (p/2) f goo(r)u(r)d.E_, where u(r) is the pair potential. 
Similar comments apply to the linearized model with colloid surf ace 
charge where the excess energy is obtained by ensemble averaging 
(2.70)-(2.71) with respect to h00 obtained by using the effective 
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pair potential of (2.71). The function 
has a minimum at z~e
2 [exp(-Kr)/r - Kexp(-Kr)/2]/s 
r=l+(l+K/2//2 and is negative for large values of r. It would be 
tempting to treat this as an attractive pair potential but as has 
been demonstrated above this is an incorrect interpretation. 
The extension of the above result to multicomponent systems is 
s 
straightforward with K2 = (4ne 2/~T) E 
i=l 
2 P. z . • 
l l 
Since hoo satisfies a one-component HNC equation it is also 
possible to express the free energy explicitly in terms of hoo and 
eff 
COO • This has already been done in Chapter 2. The results for 
the energy and free energy in this linear approximation to the 
multicomponent system when compared with the two component HNC 
results show some considerable discrepancies. However this is to be 
expected when the accuracy Of h lin (F. o 1 igure 4.6) is taken into 
consideration. When the energies obtained by performing the 
integrals of (4.29) directly, using the 
form h n0o1nlin of hl0i1n and hnonlin the corresponding 11 , 
exponentiated 
there is a 
considerable improvement in the accuracy. Unfortunately there is no 
straightforward method of obtaining the free energies using this 
nonlinear approximation to ho1, short of solving the complete 
multicomponent OZ equation in the HNC approximation and using the 
direct correlation function expression of the free energy. 
4.5 Analytic Inversion of the MSA Solution 
The analytic solution of the Mean Spherical Approximation for a 
two component electrolyte has been used in Section 3.2 to investigate 
the MSA predict ions for colloidal parameters. This was done in the 
point ion limit. Since the analytic solution is available it is 
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enlightening to consider the reduction of such a two component system 
to an effective one component system in the MSA using the methods of 
Section 4.1. 
To obtain the correct reduction of the two component sys tern of 
colloidal particles and point counterions to an effective one 
component system of colloid particles interacting via an effective 
. . l uef f . . f. d ef f d uef f h. h pair potent1a MSA 1t 1s necessary -to 1n ~SA an MSA w 1c are 
solutions to 
,..,_ 
"€ff eff "--ho o(k) = cMSA(k) + Po cMSA(k) ho o(k) 
ho o( r) = -1 r < 2a 
eff eff 
~SA(r) = -SUMSA (r) r > 2a 
MSA (4.32) 
where hoo is the colloid-colloid total correlation function obtained 
by the MSA solution of the two component system. Now , from (4.6) and 
,.._ 4 n z fe 2 
the fact that c11(k) = - ---- for the point ion case 
~T k 2 
(4.33) 
4ne 2 
where K2 = -- Pl z f as usual. 
E:~T 
Previously an expression (4.17) for the effective pair potential 
was obtained by assuming that co1(r) had its asymptotic value 
- Su o 1 ( r) for all r > 0. To proceed from (4.33) the analytic MSA 
solutions of (3.18) and Appendix 3.1 may be substituted 
,..,_ ,..,_ 
for co 1 and coo in order to b · eff ( ) f 11 > 0 o ta1n ~SA r or a r • The 
result is 
eff 
cMSA(r) 
where 
4npl 2 2 2 A61 1 
= C O o( r) + -- [ (AO la - - 2aA O 1B O 1+ B O 1- -) 2 
K2 K2 r 
2 2 
Ao1 Ao1 
+ (Ao 1B o 1 - a - 2-) - - 4- r] ' 0 < r < 2a 
= 0 
' 
r > 2a • 
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(4.34) 
(4.35) 
The values of Ao 1,B o 1 and co oC r) are given in Appendix 3 .1 . 
From (4.35) it is possible to identify the MSA effective pair 
potential as 
eff 
r < 2a 8 UMSA (r) = 00 
(4.36) 
= 
reff exE [-Kr] 
r > 2a MSA r 
where 
_feff = 1 [a2A2 (sinh 2 (Ka) _ sinh(2Ka) + cosh2(Ka) ) 
MSA [ 2 ] O 1 2 2 Ka 
z 1e 2/ ~ T _ K a 
(4.37) 
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Once again, the effective pair potential has the form of a screened 
Coulombic potential with the screening parameter 
. z fie 2 K • Note also that 
in the limit Ka+ 0, r:~! + ¾T , so that (4.17) is recovered, as it 
should be, in this limit of point colloidal particles or zero density 
of colloidal particles. 
From a slightly different point of view equation (4.35) 
represents the solution of a one component hard sphere system in the 
MSA in which the particles have diameter 2a and interact via a Yukawa 
pair potential U of the -icr form U ( r) = y e / r, r > 2 a , with the 
restriction that y is a complicated function of K , given 
rff 
by MSA • This solution, then, is a special case of the general MSA 
solution of such a system (one in which Y and K are independent) 
which has been given by Hayter and Penfold [10]. As already 
indicated in Chapter 3 the MSA solution of the two component system 
with parameters appropriate to colloidal systems gives results which 
are in very poor agreement with experiment and also with the 
nonlinear HNC theory. The one component MSA solution will suffer the 
same drawbacks - indeed by definition the effective pair potential of 
(4.34) gives identical results for the colloidal structure in the MSA 
to the multicomponent solution. However, since the colloid size 
effects are taken into account in the solution of the two component 
MSA the effective pair potential may give better results if the one 
component system with this pair potential is solved in the HNC or 
RSMSA approximation. 
The coefficient ~~1 of the pair potential of (4.36) is compared 
with roo = s-z 2oe2 / E and with the coefficient obtained for the 
linearized model pair potential with surface charge 
(2.73), ref£= szie2sinh 2 (K.a)/EK2a 2 , in Table 4.1 for the parameters SC 
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Table 4.1 Comparison of effective pair potential coefficients and S(k ) : 
max 
cp 
10- 5 
2xl0- 5 
4xl0- 5 
10- 4 
2xl0 - 4 
4xl0- 4 
10- 3 
2xl0- 3 
4xl0- 3 
J.0-2 
2xl0- 2 
4xl0- 2 
0.1 
0.2 
z o = -840, a = 160 J\ , - 4 f Q Q X 10 /a= 3 .154 , 
eff . 2 2 2 I' = S l nh ( Ka) f o o / K a , 
SC 
reffxl0- 4/a Ka 
SC 
0.0336 3.155 
0.0475 3.156 
0.0671 3.159 
0.106 3.166 
0.150 3.178 
0.212 3.202 
0.336 3.274 
0.475 3.398 
0.671 3.657 
1.061 4.531 
1.501 6.361 
2.123 11.87 
3.356 57.46 
4.747 464 . 5 
reff 
MSA ' see eqn. (4.37) . 
S(k 
max 
) 
reffxl0-4/ linear + surface MSA a charge 
3.157 3.48 3.48 
3.159 3.66 3.66 
3.164 3.78 3.78 
3.177 ' 3.81 3.81 
3.197 3.72 3.73 
3.236 3.53 3.55 
3.348 3.13 3 .19 
3.531 2.78 2.87 
3.904 2.43 2.57 
5.153 2.00 2.24 
7.819 1.74 2.09 
16.26 1.54 2.07 
95.20 1.35 2.37 
921.2 1.27 3.37 
MSA 
3.49 
3.66 
3 .78 
3.82 
3.74 
3.57 
3 . 23 
2 . 93 
2 . 64 
2 .3 4 
2.23 
2 . 27 
2 .79 
4.51 
d 
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zo=-840, a=l60A and varying volume fractions. Also shown in this 
table are the results for the height of the first peak of the 
structure factor S(¾iax) as obtained using the RSMSA. It can be seen 
that r 00 
,.,e f f ,.,e f f 
1MSA and rs c are very nearly identical for small volume 
fractions. For higher volume fractions ~~f follows the same trends 
as although it is somewhat larger. The structure factor 
reflects these differences. Thus the reduction to an effective one 
component system using the MSA two component solution is essentially 
still a linear result with only some correction for size at high 
volume fractions. 
-
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CHAPTER 5 
EXTENSION TO NONLINEAR SYSTEMS 
From the de ri vat ions given in Chapter 2 and 4 it can be seen 
that the effective pair potential given by (2.61) and (4.16) is 
strictly a linearized result because of the linearity assumptions 
embodied in (2.39) and (4.11). Consequently, it is only valid 
provided ( Sz oe 2/ ER o 1) is not too large, where Ro 1 is the distance of 
closest approach between a colloidal particle and a counterion. 
However, it has been found in Chapter 3 that (2.61) remains accurate 
up to ( Sz oe 2/ ER o 1) ...... 3 • Also from the discussion following the 
derivation of (2.41) and (2.42), it can be seen that (4.16) is only 
valid in the limit Ka<< 1 , that is, it is a leading order result in 
the colloidal size. In this section, expressions for ueff will be 
derived which will attempt to go beyond the above limitations. These 
expressions rely on the introduction of certain approximations 
suggested by the derivation of the linear form of ueff. Firstly, an 
approach based on the Ornstein-Zernike equation and correlation 
functions will be used. An alternative approach based on the 
potential around a colloidal particle will then be considered and a 
demonstration given of the equivalence of these two methods. 
Numerical results will be compared with the experimentally measured 
structure factors. 
-
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5.1 The Correlation Function Approach 
The use of the correlation functions for the derivation of the 
effective pair potential (4.16) will be extended using approximations 
suggested by the McMillan-Mayer approach. This will be illustrated, 
as in previous Chapters, by examination of a zO:z1 electrolyte. The 
expression for the effective colloid-colloid direct correlation 
function is ( see (4.3) - (4.6)) 
-eff 
coo (k) = coo(k) + ------- • (5.1) 
l - Pl c11(k) 
An expression for c10 in (5.1) can be obtained by examination of the 
ion-colloid Ornstein-Zernike equation: 
(5.2) 
+ PO f c l O ( I :;:-~ I ) h O O ( s ) d s • 
Motivated by the approximation (2.49)-(2.50) used to derive the 
linearized version of the effective pair potential (2.61), the 
following approximation for calculating the direct correlation 
function, co 1 , between an ion and a colloidal particle is 
proposed. Assume that all the small ions (species 1) r emain mobile 
but that the charges on the remaining (No-1) colloidal particles 
(those other than the one being considered) are replaced by a uniform 
continuum of charge - a jellium - having the same average charge pe r 
unit volume. This approximation ensures overall electroneutrality 
but otherwise neglects the contribution of other colloidal particles 
to the direct correlation function between an ion and a given 
-
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colloidal particle. This Jellium Approximation is equivalent to 
assuming that, for the purpose of calculating the ion-colloid direct 
correlation function, the colloid-colloid distribution function may 
be considered as uniform, that is, goo(r) = 1 for all r>O. 
(5 . 2) is replaced by 
h 00(r) = o JELLIUM APPROXIMATION 
• 
Thus 
(5.3) 
(5.4) 
It should be re-emphasized that (5.4) is used only for 
determining c10Cr) , which is subsequently used, in conjunction with 
(5 .1), for the calculation of an effective pair potential for the 
one-component colloidal system. 
Firstly, the form of ueff will be investigated when the 
colloidal size effect within the linear approximation is taken into 
account. 
5 . 2 Size Effect in the Linear Approximation 
In order to solve (5.4) for c1o(r) , the exact condition 
h 10Cr) = -1 
' 
r < a (5.5) 
which is a consequence of the hard sphere interaction between an ion 
and a colloidal particle, is supplemented by the approximate closures 
Er 
O<r< 00 (5.6) 
ad 
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c 1o(r) = , r > a • (5.7) 
Equation (5.6) states that the ion-ion interaction is still to be 
treated in the linearized point ion limit and (5.7) that, for r > a, 
c1o(r) is still assumed to have its asymptotic form, as in the Mean 
Spherical Approximation. The analytic solution to (5.4)-(5.7) is 
Ka 
e 
( 1 + Ka) ( l + <P) 
-Kr 
e 
r ' 
r > a 
c 1 o( r) 
Se 2z 1z o K 
= - 1 - l ( Ka) 2 + .!. ( Kr) 2 - ----
2 6 s 
( 1 + ¢) 
( 1 + Ka) ' r < a 
with <P being the colloid volume fraction 
4TT 3 
<P = - Po a 3 
and, as before, 
• 
Combining (4.12), (5.1) and (5.9) it follows that 
eff 
coo (r) = 
Se 2z 6 
cto(r) - --s-
2 i<a 
e 
(1 + Ka) 2 
s · eff 
= coo(r) """ SU (r) • 
-Kr 
(1 + cp)2_e_ 
r • 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12a) 
(5.12b) 
From this the effective colloid-colloid pair potential can be 
identified as 
-( z oe) 2 2 Ka 
Ueff (r) = _____ e __ 
£ (1 + Ka) 2 
-Kr 
(1 + ¢)2 _e_ 
r • 
LINEARIZED JELLIUM APPROXIMATION, FINITE PARTICLE SIZE 
Observe that apart from the factor (1 + ¢) 2 , 
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(5.13) 
is 
superficially identical to the familiar expression for the double 
layer interaction between two colloidal particles in osmotic 
equilibrium with an electrolyte reservoir characterized by the 
screening parameter K, calculated according to the linearized Debye-
Hlickel theory in the superposition or weak overlap approximation 
[l]. Equation (5.13) is an extension of (4.16) to include particle 
size effects. It can be seen that, given all other parameters as 
being equal, an increase in particle size will increase the double 
layer interaction. In the limit a + 00 , (5.13) obeys the Derjaguin 
approximation as one would expect. Since K is determined by the 
counterion concentration, see (5.4), it is a function of the 
concentration of colloidal particles. From (5.13) it can be seen 
that the variation of ueff(r) with particle concentration is similar 
to the variation of the classical double layer pair potential with 
reservoir salt concentration. 
It is straightforward to repeat the above derivation of ueff in 
the -presence of added salt. The final form of the effective pair 
potential is still given by (5.13) but the screening parameter 
changes to include the extra screening of the added electrolyte: 
4nSe 2 P1zi 4 'IT f3e 2 s K2 + L 2 = p. z. £ £ i=2 1 1 (5.14) 
2 2 
= K + K 
counter ions added salt 
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where the summation on the right hand side is to be taken over all 
species of added electrolyte. 
The derivation of the effective pair potential of (5.13) and 
that of U~~! derived in Chapter 4 both involve the assumption ( 5. 7) 
that the ion-colloid direct correlation function maintains its 
asymptotic form up to the surface of the colloidal particle. The 
difference between the two arises from the assumptions concerning the 
form of ca1Cr) for r<a. The Jellium approximation assumes that, for 
the purposes of calculating uef f, g a oC r) = 1 for all r)O, that is, 
that the colloid-colloid distribution is uniform. In contrast, for 
the MSA solution the colloid-colloid distribution is taken as being 
that of the corresponding solution of the multicomponent system in 
the MSA. As was shown in Section 3.2 this value of goo(r) , when 
matched with ,experiment, is seen to be very inaccurate. Moreover, 
(5.13) is essentially a linearized result. The Jellium approach will 
be used below to derive an expression for the effective pair 
potential for high colloidal charges. 
5.3 The Nonlinear Effects of Large Colloidal Charge 
When the colloidal charge is high, nonlinear effects must be 
taken into account. This problem shall be considered for a system of 
colloidal particles with counterions together with a known amount of 
added salt. The inclusion of added salt is purely for pedagogic 
reasons as, until now, only two component systems have been used to 
derive expressions for ueff. The generalization of the ion-colloid 
Ornstein-Zernike equation in the Jellium approximation for the 
colloidal particles (hoo(r) = 0) is given by (cf. (5.4)) 
s 
= c . ( r) + Z: p. J c . . ( I r- s I ) h . ( s ) d s 
lO j=l J lJ - - JO • (5.15) 
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To obtain the nonlinear form of ueff, (5.15) is solved together with 
h. (r) = 
-1 r < a i=l 2 • • • s (5.16) 10 ' 
' ' ' 
Se 2z. z. 
C •• ( r) l J 0 < r < i j=l 2··· s (5.17) 
= 00 lJ Er ' 
' ' ' 
Se 2z. z o 
C. (r) = l + h . ( r) - Zn ( l + h . ( r) ) , r>a, i=l 2 • • • s (5.18) 10 Er 10 10 
' ' ' 
Equation (5.16) is exact, (5.17) should be reasonable for univalent 
ions and (5.18) is the Hypernetted Chain closure. 
The assumptions 
embodied in (5.16)-(5.18) are identical to those needed to derive the 
non-linear Poisson-Boltzmann equation for ionic distributions [2]. 
Making the substitution 
h. (r) 
10 = e 
-z.y(r) 
l 
- l 
' (5.19) 
applying the operator v2 to (5.15) and using V2 q 1 I) = -41TO(r-s) 
r r r-s - -
- - -(5.15)-(5.18) become equivalent to the differential equation 
djr(r) + l dy(r) = 
r dr dr 2 
4nSe2 -z.y(r) 
(Pazo + I P. z. e 1 ) , r > a 
. l l l 1= (5.20) 
with boundary conditions 
y( r) + 0 
' 
r + oo 
(5.21) 
B-zoe2(l+<P) 
dy = - -----dr 
' 
r = a 
• (5.22) 
This non-linear differential equation has to be solved numerically. 
Once the numerical solution y(r) is obtained (see the later 
·discussion in Section 3.2), h. (r) is then known for all values of r 
10 
and cio(r) can be evaluated, using (5.15), to be 
btr 
c . (r) = 
10 
4 n p oz . z e 2 2 2 
_ 1 + ___ 1_0_ (~ _ .E_) E\ T 2 6· 
4ne 2z 00 
i J +-E:k-T- E P.z. sh. (s) ds 
-13 j J J a J 0 
z. z e 2 
= h. ( r) - ln [ 1 + h. ( r) ] - \ ~ 10 lO E: r 
161 
' 
r < a 
' 
r > a • (5.23) 
The effective pair potential ueff is defined in the same way as 
in (5.12) but (4.3) has to be used to evaluate the effective colloid-
11 · d d · 1 · f · ef f ( ) co 01 1 rect corre at1on unction coo r • 
carried out numerically using ci0 (r) of (5.23). 
Again this has to be 
It involves finding 
the numerical Fourier transform of ci 0 (r), a difficult task for the 
unlike charges case, using (4.3) and then performing an inverse 
Fourier transform to obtain ueff ( r). An alternative method will be 
described below. 
It is possible to extract the asymptotic form of ueff(r) 
for r + 00 without performing the above tedious and error prone 
numerical procedure. This shall be demonstrated for a three component 
asymmetric electrolyte made up of colloidal particles (component 0), 
counterions (component 1) and coions (component 2). 
-eff 
For this case, equation (4.3) for coo (k) becomes 
- - - - - - ~ 
(P1ct1(l-p2c22)+ P2cU2(l-p1c1i)+2P1P2 co1co2c12) 
-eff 
COO = CO o-f- --------------- -----. ------- • 
((l-p1c 11)(l-p2c22) - P1P2cf2) 
Using (4.12), (4.17) together with the definition 
c .(r) - cs_(r) 
Ol Ol ' 
0 < r < 00 
i = 1 2 
' 
(5.24) 
(5.25) 
where cs_(r) is short-ranged, it follows that 
Ol 
and 
f(k) 
• 
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(5.26) 
(5.27) 
The asymptotic form of ueff ( r) is determined by the pole at 
k = iK in the last term of the rhs of (5.25). Thus, by an 
application of the Cauchy intergral formulae and an inverse Fourier 
transform, this asymptotic form is given by 
ueff(r) 
Evaluating f ( i K) 
by 
00 
~ (iK) 
10 
2 
e 
=-
E: 
[ f ( i K)] 2 
- Kr 
e 
r • (5.28) 
involves finding 2 (iK) and these values are given 
lO 
s ( Kr -Kr) r c. (r) e - e _ dr 
lO (5.29) 
where c ~ ( r ) = c . ( r ) - Su . ( r ) is given by ( 5 • 2 3 ) • 
10 10 lO Thus the 
effective pair potential retains the form of a screened Coulomb 
function with a coefficient that depends on the colloidal particle 
size and number density. 
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In practice, a fair amount of numerical effort is still needed 
to determine the coefficient f(iK) • In the next section, a less 
rigorous, but perhaps more intuitive, derivation of the same result 
is given which involves considerably less computation than either a 
calculation of f ( i K) or eff of coo directly via equation (4.3) and 
using (5.23). 
5.4 The Potential Approach 
Consider the mean electrostatic potential ~Cr) about a given 
colloidal particle fixed at the origin. Poisson's equation for the 
reduced potential y( r) = Se~( r) is 
• (5.30) 
If we invoke the Jellium approximation (go oC r) = 1) for the colloid-
colloid distribution function together with the Boltzmann 
approximation (g. Cr) = exp(- z.y(r)), i = 1,2) for the ion-colloid 
lO l 
distribution functions, Poisson's equation for y(r) becomes 
= Pazo , r < a 
= 
-z1y -z2y 
[Pozo + P 1z 1 e + P2z 2 e ] , r > a 
with the boundary conditions 
y( r) + 0 , r + oo 
+ y'(a) - y'(a) = 41rSeo 
s 
where o is the colloid surface charge density 
(5.31) 
(5.32) 
z oe 
a=--
• 
and y'(a±) = lim y'(a+E) • The solution for r < a is 
E--0± 
4 1rt3e 2 Pazo y(r) = -- (a 2 - r 2) + y(a) 
E 6 
and the boundary condition (5.32) becomes 
+ y' (a ) = 4 1rf?e cr ( I + ¢) 
E • 
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(5.33) 
(5.34) 
(5.35) 
Notice that (5.30)-(5.34) ar~ identical to (5.20)-(5.22). The factor 
( I + ¢) in the boundary condition comes from the non-zero 
distribution of charge inside the fixed colloidal particle as a 
result of the Jellium approximation which uniformly smears out the 
charge on all other colloidal particles. 
For large r, y(r) + 0 ((5.32)) and so (5.31) may be linearized 
to give a solution of the form 
y(rJ 13e2 -+-- y --
E r 
-Kr 
e 
r + co (5.36) 
with K given by (5.27). In order to solve (5.31) for y(r) 
numerically, and hence to determine the constant y a shooting 
method ·with predictor-corrector solution is used to match the 
boundary conditions. Since one of the boundaries is at infinity, a 
value r=R is chosen for which R))a and y(r) is sufficiently small for 
(5 . 36) to hold within the numerical accuracy required. A final check 
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on the solution can be performed by varying R and testing the 
invariance of the numerical solution. For the asymptotic solution 
(5.36) it is clear that 
y' (R) = -y(R) (1 + KR) 
R • (5.37) 
The shooting method can be used to find a value of y(R) for 
which the solution y(r) to (5.31) satisfies the boundary condition 
(5.35) at r=a. Results of this method will be given later. 
Having obtained the reduced potential, y(r), around a colloidal 
particle the effective pair potential between two colloidal particles 
can be obtained using the following argument. If two colloidal 
particles are brought together while the remaining (No - 2) colloidal 
particles are treated in the Jellium approximation then the 
interaction is taken to arise from the overlap of the mean 
electrostatic potential profile or equivalently the ionic atmospheres 
around each particle. In the superposition approximation, the 
interaction potential is given by the usual formula 
2 _2 
Ueff(r) = e y 
E 
-Kr 
e 
r 
NON-LINEAR JELLIUM APPROXIMATION, FINITE PARTICLE SIZE 
(5.38) 
5 .5 Equivalence of the Correlation Function and the Potential 
Approaches 
In this section it will be shown that the two approaches for 
arriving at an effective pair potential given above yield identical 
results and that the preferred method is the potential approach with 
the superposition approximation. 
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Using (5.15)-(5.18) and (5.23) it is not difficult to show that 
v2y(r) = 
z oe2 
K2 -- p(r) + K2 y(r) 
~T 
where 
p(r) 
Also 
-( V2y) 
- 4:;: [ L P. z . c ~ ( r) ] 
l l 10 i 
1 1 
= - - r < a 
a r 
= 0 r > a 
4 TTz 0e 2 sin ka (k) = --E\T ka 
,..._ 
k 2 y(k) 
(5.39) 
(5.40) 
• (5.41) 
Hence, using (5.39) and (5.40) the Fourier transform of the function 
~ y(r) can be written in terms of c. (k) as 
10 
[z o + E p. z. 
l l 
c~ (k) ] 
10 4TTSe 2 i=l y(k) = -- ---------- + --
E (k 2 + K2) E 
p(k) (5.42) 
where p(k) is the Fourier transform of p(r). Assuming as before that 
the pole that contributes to the asymptotic form of y(r) is that 
at k =iK, the required result is established, namely, 
y(r) = S e 
2 
E 
and finally 
s 
[z o + E 
i=l 
- Kr 
~ (iK) ] _e_ 
10 r (5.43) 
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y = f(iK) • (5.44) 
It follows that the derivation of the effective pair potential 
from the Jellium model using either the Ornstein-Zernike equations or 
a superposition argument leads to identical results. However the 
super-position approach is much easier to implement in practice since 
it only involves the solution of one non-linear differential equation 
(5.31) from which the asymptotic form, and hence the constant y and 
the coefficient of the effective pair potential, can be obtained 
immediately. As a demonstration of its usefulness both the linearized 
cases already dealt with can be derived easily. For the linearized 
cases (5.31) becomes, using the electroneutrality condition 
v2y(r) = - 4n/?€2 
E 
= K 2 y(r) 
r < a 
r > a 
with the same boundary conditions (5.32). 
For the point colloidal particle 
that y = ZQ • For the colloidal particle 
solution to (5.45) is 
4nl?€ 2 r2 Se 
2
z 0 [( 1 + <j>) y(r) = Pozo 6 + E E'.a (1 + Ka) 
Be 2z 0 Ka -Kr 
e (1 + <j>) e = 
E (1 + Ka) r 
(5.45) 
case it follows immediately 
with finite size (a> O) the 
+J 2 ] r < a 
(5.46) 
r > a 
and soy= zo eKa(l + <j>)/(1 + Ka) which gives the same effective pair 
pot~ntial as that derived earlier (5.13). The numerical results 
presented below have been tested by both the correlation and 
potential approaches. 
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5.6 Results of the Nonlinear Theory 
Having obtained an effective colloid-colloid pair potential, 
(5.38), the multicomponent colloidal system can now be treated as an 
effective one component fluid consisting of colloidal particles. 
Certain properties of the system can be determined from the effective 
one-component fluid but it needs to be reiterated that the 
calculation of the thermodynamics of the multicomponent system 
requires a knowledge of the effective one-body potentials arising 
from ion-ion and ion-colloid interactions, as demonstrated for the 
linear case in Section 2.3. However, the colloid-colloid pair 
distribution function goo(r) = 1 + hoo(r) , or, equivalently the 
structure factor 
00 
S(k) = 4 TI 1 + k Po 6 r sin kr hoo(r) rdr 
(5.47) 
,..... 
= 1 + Po hoo(k) 
can be obtained using the effective one component fluid and the 
methods of liquid state physics. The particle-particle structure 
factor of strongly interacting colloidal systems has been measured by 
both light and neutron scattering. ( See Chapter 1.) Due to the 
difference in the wavelength of the radiation, light(\,..... 5000 A) and 
neutron ( A ,..... 10 A) scattering can be combined to examine the 
structure of a colloidal system over four orders of magnitude in the 
volume fraction. In this section we compare some of these 
measurements with predictions based on the Jellium approximation. 
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Results from such experiments should provide extensive testing 
of any non-phenomenological theories with no adjustable parameters. 
The experimental systems that have been chosen for examination 
in some detail are aqueous dispersions of charged polystyrene spheres 
[3,4,5]. These dispersions are first prepared at various known 
particle volume fractions and are then treated with ion exchange 
resin to remove excess electrolytes. Ideally such systems would then 
contain only charged colloidal particles and their counterions. In 
practice, there will be small amounts of residual electrolyte 
present. The added electrolyte concentration of the system is then 
controlled by adding known amounts of salt. Provided the amount of 
added salt is significant, the small quantity of residual electrolyte 
present in the ion exchanged system may be neglected. With this 
procedure, the total ionic composition of a given colloidal system is 
known. In contrast, the ionic composition of a colloidal system 
which has been dialyzed against an electrolyte reservoir of given 
concentration is not known without a further determination of the 
ionic concentration within the colloidal system. This distinction is 
important since the parameters needed for the theory are the particle 
size, charge and volume fraction as well as the molarity of added 
salt in the colloidal system, which in general is not the same as the 
ionic strength of the equilibrium electrolyte reservoir. This 
difference is a consequence of the Donnan equilibrium which results 
in the familiar coion exclusion effect (see also Chapter 6). 
The theory presented in this Chapter predicts, without any 
adjustable parameters, an effective colloid-colloid pair potential of 
the form -1 - Kr Ar e • The parameters A and K depend only on certain 
measurable properties of the multicomponent colloidal system, such as 
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the colloidal particle size, charge and concentration and the amount 
of added electrolyte. Having obtained an expression for the effective 
pair potential the structure factor can be determined by using one of 
the many approximate methods of liquid state physics or by computer 
simulation. The model of the colloidal system as an asymmetric 
electroyte has an analytic solution in the Mean Spherical 
Approximation but, as was shown in Chapter 3, this gives nonsensical 
results. The Hypernetted Chain approximation for a one component 
system gives sensible results but requires a time consuming iterative 
procedure for its solution. For an effective pair potential of the 
form -1 -Kr r e , the Rescaled Mean Spherical Approximation (RSMSA) 
[6] is a rapid, convenient and reasonably accurate method for 
calculating the structure factor S(k). All structure factors in this 
chapter are calculated using the RSMSA, although they have been 
tested for accuracy over the colloid parameter range. The RSMSA is 
not a predictive theory but an ingenius algorithm for calculat~ng the 
structure factor between particles when the particle-particle 
interaction potential is of the screened Coulombic form. By 
comparing with Monte Carlo simulations of the same potential [6], it 
has been found that the RSMSA (as with the Hypernetted Chain 
approximation) underestimates the fluid structure. That is, the 
height of the first peak of the structure factor can be too small by 
as much as 20% when S(kmax) ,.._ 2 , kmax being the position of the 
first peak. This point must be kept in mind when comparing theory 
with experiments. 
In the experimental system considered here [4,5] the polystyrene 
particles have a mean radius of a = 160 A and a charge of I z 0 I = 840 
(surface charge density -2 4 .2 i.c cm ) , a value obtained by 
conductometric titration. 
Fig. 5.1 
0 
N 
171 
f . . . eff ) The ef ective pair potential, U (r at various particle 
charges .: particles radius a= 160 Jl, volume fraction 
cp = 10 - 3 , 5 x 10- 7M 1: 1 added electrolyte, temperature 298 K, 
dielectric constant E = 78 . 
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In Figure 5 .1 the variation of the effective colloid-colloid 
pair potential ue.ff, (5 .38), with particle charge is shown. The 
colloidal system is at a volume fraction¢= 10-3 and 
-7 
contains 5 x 10 M 1:1 added electrolyte. This small amount of added 
salt is meant to represent a system treated by ion exchange resins. 
Note that upon decreasing the particle charge from 120! = 840 to 300, 
the effective pair potential increases in range. The reason for this 
behaviour is that at high charges, zo, the constant y in ueff is 
insensitive to the value of z 0 • Therefore the dominant effect of 
decreasing the particle charge is to decrease the magnitude of Kand 
this results in an increase in the range of (by 
electroneutrality and (5.27) and (5.38)). On further decreasing z 0 
eff from 300 to 100, the magnitude of U , through its dependence on y, 
is seen to decrease with particle charge. At the same time, the 
range of the pair potential still increases because K decreases with 
particle charge. 
The variation of the effective pair potential with volume 
fraction is illustrated in Figure 5.2. Note that an increase in the 
particle number density is accompanied by an increase in the 
counterion concentration which then results in an increase in the 
scre-ening between the particles. As a consequence the range of the 
effective pair potential becomes shorter. This phenomenon is similar 
to the more familiar situation in which excess electrolyte is added 
to the system at constant volume fraction, see Figure 5.3. 
Intuitively, an increasing concentration of electrolyte would be 
expected to shield the colloid-colloid interaction more and more. 
This can be seen in Figure 5.3 by the effect on the range and 
strength of the effective pair potential. Corresponding to this 
· 5 2 h f'f · · · 1 eff( ) · 1 Fig . . Tee ective pair potentia U r at various partic e 
D 
N 
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decreasing range and strength decreasing structure in the system 
would be expected. 
The potentials of the Jellium approximation, Figures (5.1)-
(5.3), show the same qualitative form as those obtained by 
linearization in Chapter 2, Figures (2.1)-(2.3) (where the same 
parameters were used). However, the differences in the coefficients 
of the effective pair potential changes the quantitative form of 
these potentials. 
The effective pair potential is dependent on the particle number 
density, the particle charge and the amount of added salt. If (5.38) 
is rewritten as 
-Kr 
ae 
r 
the constant U
0 
will 
dimensionless, parameters: 
(5.48) 
depend on the following independent, 
¢ - the volume fraction of colloidal 
particles; * z
0 
= e 2z
0
/ ~ Ta - the reduced colloid particle charge; 
and K = K a , where 
s salt 
2 
K 
salt = I: 
added 
salt 
2 
P. z. 
1 1 (5.49) 
is the De bye parameter for the added salt, and a is the particle 
radius. The dependence of U0 on · these three parameters is summarized 
in Figure 5 • 4 • This figure permits a quick estimate of the volume 
fraction dependent pair potential without having to carry out the 
numerical calculations described in Section 5.2. For two systems, 1 
* and 2, which satisfy ¢1= ¢2, zo1= 
potential y i will satisfy y 1 (x 1) 
* z 02 and K = K the dimensionless 
sl s2 
= y 2Cx 2) where the distance xi is 
Fig . 5.4 The variation of the coefficient , Uo , of the effective pair 
potential with volume fraction, particle charge and added 
electrolyte concentration. K = K 1 a . 
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scaled by K 1 , that sat. is x = K r where K is the value i salt. salt. 
l l 1 
of K 1 for system i. sat The asymptotic form of these potentials are 
then identical and give the same coefficients of the effective pair 
potential, appropriately scaled. In Figure 5.4 are shown the 
universal K 00 o vs ¢ curves for 
s -
K = l.66(10-3M), 0.53(10-4M), and 0.037(5 x l0-7M) 
s 
* 
and 
z o = 37 .6 (z o = 840), 13.4 (z o = 300) and 4.47 (z o = 100) • For 
other systems a rough interpolation can be made between these curves. 
In Figure 5.5 the colloid particle structure factor S(k) 
obtained by small angle neutron scattering (SANS) [5] is compared 
with the theoretical predictions. The experimental system has been 
described briefly at the beginning of this section (and in Chapter 
1). For the theory the effective pair potential given in Section 
5.4, (5.38) is used (which is based on the nonlinear Jellium 
approximation). As discussed earlier the structure factors are then 
obtained from this effective pair potential using the RSMSA. The 
input parameters are: particle radius a = 160 A and particle 
charge jz
0
I = 840. Apart from the assumptions in the Jellium 
approximation, the theory contains no _other adjustable parameters. 
The agreement between theory and experiment is only fair. The theory 
tends to underestimate the height of the first peak. This 
discrepancy can be accounted for by the fact that the RSMSA tends to 
underestimate the height of the peak of S(k) by ,... 20% when 
S(k) - 2. Beyond the first peak, there are considerable differences 
between theory and experiment. 
As a summary of available experimental results Figure 5.6 shows 
the height of the first peak of the structure factor, S(¾iax), as a 
function of particle volume fraction for various amounts of added 
1.5 Fraction= 2 'l. 
1.0 • 
•• 8 1. 0.5 • • 
• 
• Y1.0 • • 
----CJ) 
0.5 137. 
1.0 
0.5 
0 
0.0 2.0 4.0 6.0 8.0 
Fig. 5 . 5 The colloid structure factor S(k) for a dispersion of 
polystyrene spheres , a = · 160 A with 10 - 3M added sodium 
chloride. z O = - 840. Experimental points : reference [ 5] . 
Curves: theoretical jellium approximation . 
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Fig . 5 . 6 The height of the first peak of the structure fac tor, 
S(k ) as a function of volume fraction for various max 
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salt. The magnitude of S (l'"max) can be regarded as a measure of the 
degree of interparticle structure in the system. The theoretical 
curves are calculated using the RSMSA and the effective pair 
potential given by (5.38) with a particle charge jz
0
j = 840, which 
corresponds to the titratable charge. The experimental results are 
from both small angle neutron scattering [5] and light scattering [4] 
(indicated by LS in the figure). There is only qualitative agreement 
between theory and experiment. However, it is apparent from Figure 
5.6 that for an ion exchanged system at a volume fraction 
-4 
of <P = 5 x 10 , there is still considerable structure between the 
particles even though the volume fraction has been lowered by about 
two orders of magnitude. Due to the large inter-particle spacing at 
this low volume fraction, the measurement was taken by light [4] 
rather than neutron scattering. This feature is predicted, 
qualitatively at least, by our theory. The explanation of this 
observation can be found in Figure 5.2 in which a reduction in volume 
fraction results in a decrease in the counterion concentration so 
that the range of the electrostatic interaction then increases, 
thereby maintaining the inter-particle structure in spite of the 
increase in the interparticle spacing. The small dashed vertical 
lines in Figure 5.6 indicate the volume fractions at which the 
contribution of the counter-ions to the total screening parameter, K 
, is equal to that from the added salt, cf. (5.14). As the volume 
fraction decreases below these values the screening is dominated by 
the constant amount of added electrolyte rather than by the 
counterions. 
Before the discrepancies between theory and experiment shown in 
Figure 5 .6 are discussed, the behaviour of S(kmax) as a function of 
....... 
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particle charge and particle size, Figures 5.7 and 5.8 will be first 
examined. From the results in Figure 5.1 it has already been seen 
that a reduction of the absolute value of the particle charge from 
840 can actually result in an increase in the effective interparticle 
repulsion. This observation is again reflected in the behaviour of 
S(kmax) with particle charge, z 0 , Figure 5.7. As the charge is 
reduced from a high value, the interparticle structure initially 
increases. There must, however, be a maximum (at jz 0 1 - 300) since 
at zero charge, the interparticle correlation must be negligible at 
these low volume fractions. Similar behaviour is also shown in the 
_3 
linearized model (see Figure 2.4). In Figure 5.8 no= Po/cm is the 
number density of colloidal particles. The structure is seen to 
increase with particle size when the number density is kept fixed. 
The more dramatic increase in structure at high density is to be 
expected: for example, increasing the radius from lOOA to 200A at 
15 _ 3 
Po= 4. 7 x 10 cm changes the volume fraction from ~% to :::::16% • 
The results in Figure 5.9 are identical to those in Figure 5.6 
except that a particle charge of I z 0 I = 300 has been used (with a 
co~responding reduction in counterion concentration to maintain 
electroneutrality) instead of 840. The resultant improvement in the 
agreement between theory and experiment is evident on comparing Figs. 
5.6 and 5.9 • The use of a lower particle charge may be explained in 
somewhat vague terms such as "counterion binding". However, it is 
not easy to justify this in terms of the chemistry of the strongly 
acidic surface sulphonate groups. Before adjusting the particle 
charge the theory contained no adjustable parameters since all input 
parameters can be determined experimentally. The use of a lower 
charge represents the introduction of a single parameter which does 
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Fig. 5.8 Variations of the first peak of the colloid structure factor 
S(k ) with particle size at various colloid particle 
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not vary with particle size, charge, volume fraction or electrolyte 
concentration. Its use may be mitigated against the fact that it can 
improve agreement between theory and experiment over a range of 
electrolyte concentrations and over a very wide range of volume 
fractions. The discrepa ncy in for volume fractions 
¢ ,.._ 0 .1 can be largely explained by the errors in the use of the 
RSMSA to calculate the structure factors. A comparison of Figure 5.9 
and Figure 5 .6 shows that the match between theory and experiment 
shown in Figure 5. 5 would be improved for a lower charge, I z 0 j =300. 
Figure 5.10 shows the corresponding structure factor results for the 
ion exchanged system. The agreement is certainly better for the lower 
charge of j z al =300 than for I z o I =s4o = from Figure 5.6 
S(k ) ~ 1.3 for the higher charge at a volume fraction of 4% 
max 
instead of S(k ) J:;;j 1.5 for the lower charge, as shown in Figure 
max 
5.10. 
The colloid-colloid pair correlation functions corresponding to 
the cases shown in Figure 5.10 are given in Figure 5.11. For such 
systems, the distance between nearest neighbours can be much larger 
than the physical size of the particles because of the strong 
electrostatic repulsion. For a continuous potential of the form 
given by (5.38) the function goo(r) would be expected to approach 
zero smoothly at small values of r (see Chapter 2). The cusps 
at goo(r) = 0 observed in Figure 5.11 are artefacts of the 
approximations of the RSMSA which result in a distribution function 
which is continuous but which has a derivative discontinuity. 
In Figure 5.12 the variation of the position of the first peak 
of the structure factor, k is shown as a function of volume 
max' 
fraction for various amounts of added salt. The particle charge was 
Fig . 5.10 The colloid structure factor S(k) for a system treated 
with ion exchange resins (IER) . Points : experimental 
results [ 5 ]; curves : effective pair potential (5 . 38) . 
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Location of the first - peak, k of the colloid structure 
max 
factor as a function of particle volume fraction¢ for various 
amounts of added NaCl. Experimental points are from neutron 
scattering [5] (see Fig. 5.6), theoretical curves are based on 
equation (5.38). The ion exchanged system is modelled with 
5 x 10- 7M of added electrolyte. 
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taken to be lz 0 j = 300. In general, there is good agreement between 
theory and experiment except for the salt concentration 
of 5 x 10-3 M. At this highest electrolyte concentration, the peak 
of the structure factor is very small S (k ) > 1 (cf. Figure 5 .11) 
max "' 
and is also very broad. As a result, it may be difficult to 
determine the experimental peak position to the same accuracy as for 
those at lower salt concentrations. Due to the lower structure 
predicted for these systems when jz0 j=840 (see Figure 5.6), the peak 
positions of S(k) for this charge occur at higher values of k, and in 
the diagram which would correspond to Figure 5 .12 for this higher 
charge the curves of kmax vs volume fraction would be shifted up, 
resulting in poorer agreement with experiment. 
Thus far it may be argued that ,the experimental support for the 
existence of the volume fraction dependent potential may be somewhat 
tenuous in that there is only one set of light scattering studies [4] 
(see Figures 5.6 or 5.9). However, the earlier light scattering 
study of Brown et.al. [3] on the structure of a similar polystyrene 
latex system seems to support the general prediction of colloidal 
structuring over a large volume fraction range. The system studied 
was outlined in Chapter 1 and consisted of polystyrene 
spheres, a = 230 A radius, particle charge 
(1.2 J-C/cm 2 as determined by conductometric titration), treated with 
ion exchange resins. The structure factors were determined both by 
static (results indicated by points in Figure 13) and dynamic ( 
results indicated by crosses) scattering methods. Although there was 
some scatter in the peak height, S(kmax), it can be seen in Figure 
5.13 that there is some agreement between theory and experiment. In 
this case it is not possible to improve the agreement between theory 
Pig . 5 . 13 The height of the first peak in the 
colloid structure factor , S(k ) of a polystyrene 
max 
latex dispersion as a function of volume fraction . 
The system has been treated by ion exchange resins . 
Points - experimental results from light scattering 
[3 ]. Curves - theory based on equation [ 4 . 36] . 
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and experiment by adjusting the particle charge. The titratable 
charg_e j z 0 j = 500 is already very close to the maximum of the S(kmax) 
vs z 0 curve shown in Figure 5.7. 
A more recent light scattering study of polystyrene spheres of 
diameter 1090A has been carried out by Hartl et.al. (see section 1.2 
and reference [15] of Chapter 1). If the Jellium approximation is 
applied using their quoted charge of 2 0=-846 and colloid number 
density po= 1 • 4 2 x 10 12 cm - 3 then the predicted structure factors 
are very close to the measured values over the entire range of added 
salt, namely, no salt ( ion exchanged sys tern) up to -5 1.32 x 10 H • 
The agreement is as good as their results obtained by adjusting the 
particle charge and then using the correct K (eg. equation (5.7)) 
determined by the counterions and the added salt. For the ion 
exchanged system the first peak height of the structure factor is 
approximately S(k ) ~ 2 whi~h indicates that ther e is considerable 
max 
structuring in the system at this low density. Hence , for these 
experimental results, the predictions of the Jellium approximation 
without~ adjustable parameters are very good. For a thorough test 
of the theory, however, comparison should be made with experimental 
results at different densities. 
. From a theoretical viewpoint, the difference between the 
predictions of a density dependent and density independent pair 
potential can be quite marked. In Figure 5.14 the behaviour of 
S(kmax) as a function of volume fraction, ~, has been reproduced for 
an ion exchanged sys tern which is characterized by a volume fraction 
dependent pair potential. Superimposed on this curve are the 
variations of S(kmax) with~ for various volume fraction independent 
potentials. These volume fraction independent potentials are chosen 
Fig . 5 . 14 
o<( 
0 
lD 
~ 
II 
0 
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to be the same as the volume fraction dependent pair potential at 
various fixed volume fractions those points marked on the 
intersection of 
_l 
fractions ¢=10 , 
the 
_2 
10 , 
curves in 
_3 _4 
10 and 10 • 
Figure 5.14 at volume 
The general observation is 
that with volume fraction independent pair potentials, the particle 
structure only persists over about one decade of volume fraction. 
However with the volume fraction dependent potential, interparticle 
correlations can remain significant over four orders of magnitude in 
the volume fraction. 
In the above it has been demonstrated theoretically that the 
effective double layer pair interaction between highly charged 
particles in a low salt environment can be quite different from that 
predicted by conventional double layer theory. The reason for this 
is that one must take into account the role of the counterions 
associated with the colloidal particles in screening the 
electrostatic interaction. An interesting result of the theory is 
that the effective pair interaction between colloidal particles in 
such situations will only increase with the particle charge when the 
latter is small. At sufficiently high charges, the associated 
increase in the counterion concentration can actually screen to 
reduce the electrostatic repulsion between the particles. This 
behaviour is even shown by the linearized pair potential of Chapter 
2. Another consequence of the screening due to the counterions is 
the dependence of the pair interaction on the volume fraction of 
particles in the system, with the result that interparticle 
correlations can persist over four decades of variation in the volume 
fraction. 
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5.7 The Intermediate Scattering Function 
The ability to match the structure factor does not constitute a 
strong test of a given theory. Indeed, a hard sphere model, with an 
adjustable hard sphere diameter that varies with volume fraction can 
also provide a good fit to the measured S(k). However an important 
observation is that the use of the pair potentials obtained by 
conventional double layer theory, which takes no account of the role 
of the counterions in screening the electrostatic interaction, or 
that obtained by the cell theory [7] result in considerable 
disagreement with the experimental structure factor (see Chapter 6, 
F i gu re 6 • 5 ) • Indeed neither theory can be used to obtain the 
structure of ion exchanged systems which contain no added 
electrolyte. 
The ability of a theory to predict the colloid structure factor 
over a very wide range of conditions without any adjustable parameter 
is a reasonable test of the theory. By combining this with the 
prediction of the experimental measurement s of temporal correlations 
a much more stringent test is obtained. 
From dynamic light scattering experiments it is possible to 
extract the small-time behaviour of the intermediate scattering 
function G(k,t) [3] (and see Chapter 1). For systems in which the 
hydrodynamic interactions between colloidal particles are negligible, 
a reasonable approximation for systems at low volume fractions such 
as those of Brown et. al [3], a function Q(k), which is related to 
the cumulants of G(k,t), can be defined. This function satisfies [8] 
2 
Q(k) = [(a lnG(k,t)) / 
at 
2 
= S(k) - 1 + S(k) B(k) / k 
(5.50) 
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where 
B (k) ~ 2 eff = SPofgoo(r)(l - cos(k._!))(k. V) u (r)dr (5.51) 
The function Q(k) is seen to depend on the colloid-colloid 
distribution function g00 and the effective pair potential ueff. The 
theoretical value of Q(k) is shown in Figure 5.15 together with the 
experimental results of Brown et. al. [3]. The colloid particle 
12 _ 3 
number density is Po= 8.46 x 10 cm and the colloid interaction 
eff 2 potential is taken to be U ( r) = Sz oe exp [ - Kr] / E: r with 2 0 = 
-235 and K determined by the counterions. Since, as can be see n 
from Figure 5.13, there is some disagreement between the predictions 
of the Jellium approximation and the experimental results it was 
considered more appropriate to use a value of z0 which i mproved this 
agreement. However, the difference between adjus t ing the charge and 
using the Jellium approximation ... .l.S not very large. The pair 
potential obtained using zo=-235 gave reasonable agreement with the 
experimental structure factor. However, as can be seen from Figure 
5 .15 the theoretical result for Q(k) shows a considerable amount of 
structure, unlike the experimental results. The theoretical 
structure is in agreement with the structure seen in Q(k) for a one-
dimensional harmonic lattice which has an exact analytic solution 
[ 8 J • 
A possible source for the disagreement between theory and 
experiment may be found in the magnitude of Q(k). The experimental 
values were obtained by a truncated cumulant analysis [3] in which 
the intermediate scattering function was assumed to have the form 
Fig . 5 . 15 
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ln[G(k,t)/S(k)] = 1 - f(k)t + 1 ·q(k)[f(k)t] 2 (5.52) 
As noted in the original analysis [8] (and more recently by 
Pusey[9]) this assumption was expected to be accurate for small Q(k) 
(<0 . 5) but for larger values of Q(k) the truncation in eqn.(5.52) 
introduces systematic errors. 
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CHAPTER 6 
THE CELL MODEL 
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The methods used in the previous chapters for the analysis of 
concentrated colloidal dispersions have relied on the theoretical 
methods of liquid state physics. The interactions of the colloidal 
particles and ions give rise to liquid-like colloid~l structure and 
the system can be treated as an isotropic Coulombic fluid, with 
interactions mediated by the dielectric properties of the solvent. 
Another method of investigating such systems, and especially those 
close to the freezing phase transition of the colloids, is to use the 
so called cell model [l]. The use of this model and its relationship 
to the above mentioned methods will be outlined in this chapter, 
together with a comparison of the results for the thermodynamics and 
the structure of the dispersion. 
The cell model results for the osmotic pressure and the negative 
adsorption of coions in a Donnan equilibrium will be compared with 
experimental results, and a method of predicting the effective pair 
potential in such systems will be described. 
6.1 Introduction 
The cell model provides a simple approach to the study of the 
properties of polyelectrolyte systems of different geometries [ 2]. 
The model and its thermodynamic properties were investigated by 
Marcus [3]. 
13 oltzmann(PB) 
The accuracy of the solutions of the Poisson-
equation have been compared with Monte Carlo 
simulations within the cell model [2, 4, 5] and the conclusion from 
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these studies is that the PB equation gives good agreement with Monte 
Carlo experiments within the cell model, at least up to moderate 
concentrations of added monovalent electrolyte. For high 
concentrations the neglect of the ion-ion correlations in the PB 
approximation introduces more significant errors. However, for the 
concentrations of interest here the PB equation should be an adequate 
approximation. 
A study of the cell model and its comparison with isotropic 
solutions for micellar systems has been undertaken by Linse and 
Jonsson [6]. They found that the HNC solution of the isotropic model 
was in good agreement with their Monte Carlo results for the radial 
distribution functions but that the corresponding thermodynamics were 
in error by as much as 20%. However, the HNC solution of the 
isotropic model and the Poisson-Boltzmann equation, solved in the 
cell model gave very similar results for the thermodynamics and the 
Mean Spherical Approximation also gave similar results. A similar 
comparison will be made below for the colloidal parameters of this 
thesis. It is of some interest to test the predictions of the MSA 
especially in light of the erroneous structure predicted by this 
approximation (see Section 3.1). 
6.2 Formulation 
In applying the cell model to colloidal dispersions the colloid-
colloid interactions are neglected except that the concentration of 
the colloidal parti~les determines the electrically neutral volume of 
a cell, Ve. The shape of the cell is assumed to match the geometry 
of the particles, so that for the systems of spherical colloidal 
particles to be considered here the cell is taken as spherical and 
has radius R = r , the ion sphere radius, where 
s 
20 1 
3 
4 n Po rs / 3 = 1 • 
This _assumption . is the first of several simplifications within the 
cell model since, for any particular solid lattice the correct 
symmetry would be provided by the Wigner-Seitz cell of solid state 
physics. The colloidal particle is taken to lie at the centre of the 
spherical cell. It is assumed that the colloidal particles have a 
uniform surf ace charge 2 a0 = z 0 I 4 na • The average electrostatic 
potential 
average density 
at the distance r from the cell centre and the 
p. ( r) of the mo bile ions of species i within the 
l 
cell satisfy Poisson's equation: 
4ne s 
= - -- L P.(r)z. 
E • l l l 1= 
a < r < R • (6.1) 
Furthermore, at the surface of the particle 
(6.2) 
By electroneutrality and the fact that there is no surface charge at 
the cell boundary 
' -1JJ ·(R) = 0 (6.3) 
If the mobile ions are taken as point ions and the Boltzmann 
approximation is assumed to apply to these ions then 
p. ( r) = p. exp [ -z . e 1J)( r) / k T] 
l 10 1 -13 
' 
a < r < R (6.4) 
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where piO is the concentration of species i at zero potential. The 
position of the z~ro of potential is arbitrary. For example, if it 
is chosen to be at the cell boundary, r = R then the 
' 
P. are the 
lO 
mobile ion concentrations at this boundary. For a system with 
counterions and colloidal particles only, choosing P. = P. would 
lO l 
mean that the zero of potential would occur at those points in the 
cell where the counterion concentration was identical to the average 
value P. • 
l 
Another possible choice for the zero of potential for a 
system with counterions (species i = 1) and coions (species i = 2) is 
to make PIO= P20 so that the reference state can be thought of as a 
reservoir of electrolyte. This is particularly appropriate when 
considering a Donnan equilibrium in which the colloidal system is in 
osmotic equilibruim with an infinite electrolyte reservoir of fixed 
composition. For simplicity, the dissociation of water will be 
neglected in what follows. 
Equations (6.1) - (6.4) must be solved by an iterative numerical 
procedure similar to that of the potential approach for the Jellium 
approximation. However, in the Jellium approximation one of the 
boundary conditions was applied at infinity rather than at the cell 
boundary. The electroneutrality condition 
s 
r n. z. + z0 = 0 
. l i i i= 
and conservation of particles 
n. 
l 
R 
= J p . ( r) 4 nr 2 d r 
l 
a 
(6.5) 
(6.6) 
must be satisfied within the cell, where n. 1 
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is the number of 
particles of species i in the cell so that p. = n. / V , 
l 1 C 
P. being 
l 
the average number density of species i. 
The method of obtaining the cell model approximations to the 
thermodynamics of the system will now be briefly described so that 
the comparison with the HNC solutions can be made. 
The electrostatic energy per colloidal particle, Eex1 N o, can 
C 
be calculated from the solution of the cell model by using 
Eex 
c = ~ J z(r)ljJ(r)dV 
NO V 
(6.7) 
C 
where z(r) is the total charge density at position r in the 
cell z(r) = E z. P.(r) 
1 1 i 
, Ei is the self energy of a colloidal 
particle and N0 is the number of colloidal particles in the system 
of volume V. This self-energy must be included to make comparisons 
with the HNC isotropic solutions so that the reference state is at 
zero density or infinite separation of particles. The total charge 
density z(r) includes the colloid particle surface charge. The self 
s 2 2 
energy is given by E o = z oe /2 Ea • 
The integral in ( 6. 7) can be performed analytically within the 
PB approximation to give the energy per cell (or per colloidal 
particle) in terms of the concentrations of ion species at the 
surface of the particle and at the boundary of the cell as 
SEex 
C 
--= 
3 4n[R LP.(R) 
. 1 
1 
a 
3 E p. (a)] - 3 En 
1 i i i 
(6.8) 
The electrostatic contribution to the Helmholtz free energy can 
be calculated in a number of different ways: by a coupling constant 
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integration or charging process, by a temperature integration at 
constant dielectric constant or by combining the above expression for 
the excess energy with a suitable expression for the entropy of 
mixing, S, of the mobile ions in the volume Ve. Marcus [3] has shown 
the equivalence of these approaches within the cell model. The 
appropriate expression for the entropy of the mobile ions per cell, 
S/No, is 
-TS 
--
No 
s 
k TE f{P.(r)ln[p,(r)] - P.(r)} dV 
-E . l 1 1 1 i= 
where Tis the temperature and the ideal entropy is 
-TSid 
NO 
s n. 
= k T I { n . 1 nv 1 - n . } 
. l 1 1 1= C 
(6.9) 
(6.10) 
Using the same method as that used to derive (6.8) (see [7]) the 
ex 
result for the excess free energy per colloidal particle, Ac / ~o . , is 
SA ex 
C 
NO 
= 
·where, as usual, S= l /\ T • 
s piO 
+ E n.ln(-) 
. 1 1 p. 1= 1 
(6.11) 
Marcus [3] also derived expressions for the excess chemical 
potentials ex µ, of species i in the cell model: 
1 
Sµ~x = ln[p,(R) / P.] 
l 1 1 (6.12) 
20 5 
Hence the chemical potentials are detemined by the concentration 
of the species at the boundary ·of the cell, where the eletrostatic 
forces on the ions are zero and they behave as if in an ideal 
solution. The osmotic pressure is also given by a simple formula in 
the cell model [3]: 
s 
n=k_T E P.(R) 
-13 . 1 1 1= 
(6.13) 
If the entropy of mixing (communal entropy, [l]) of the 
colloidal particles is included in the calculation of the entropy 
then an additional term must be included in (6.9): 
(6.14) 
where Po is the average concentration of colloidal particles. The 
inclusion of this term also affects the osmotic pressure so that 
s 
n= k T( E P.(R) + PO) 
-"B • 1 1. 
i= 
(6.15) 
As mentioned earlier, for a Donnan equilibrium the most 
appropriate zero of potential is in the reservoir in equilibrium with 
the dispersion. In this case where piR is t h e 
concentration of species i in the reservoir. Sin ce in such an 
equilibrium the chemical potential of each permeable ion species is 
the same in the reservoir as in the colloidal dispersion the 
expression (6.12) follows immediately if the ionic chemica l 
potentials in the reservoir are taken as ideal. This is due to the 
neglect of ion-ion correlations in the cell model solution using the 
Poisson-Boltzmann approximation . For low electrolyte concentrations 
this should not introduce large errors. 
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6.3 Comparison with the HNC Solution 
The results of the cell model calculation of the ion-colloid 
distribution function and thermodynamics are compared with the HNC 
solution of the asymmetric electrolyte model in Table 6.1. The 
comparison is made for a range of volume fractions, from ¢ = 10-5 to 
¢ = 10-2 for a system with zo = -100 and Roo = 460 A • The cell 
' 
model and the HNC ion-colloid distribution functions near the 
colloidal particle are in good agreement, as indicated by the contact 
values g01 (R01 ) in the table. The inclusion of the counterion size, 
R11 = 4 A , in the HNC calculations means that for comparison some 
account should be taken of this size in the cell model, which assumes 
point ions. This can be done in a rather ad hoc manner by using the 
value of Roi as the distance of closest approach between an ion and a 
colloidal particle 
R 00 . . 
r = 2 containing no 
with 
charge. 
the 
This 
region between r = R01 and 
is similar to the introduction 
of a Stern layer at o = R11 / 2 , but without any surf ace c_harge 
This is how the results quoted in Table 6.1 for the cell density. 
model are calculated. For these parameters the difference between 
results obtained without introducing a distance of closest approach 
are not dramatic: for example, at a volume fraction -5 ¢ = 10 the 
reduced potential at the particle surface is Be ~(a) = 2. 984 when no 
size adjustment is made and Se~(a) = 3.036 when the size correction 
is applied. Note · that for these parameters 
Se 1j.i(R00 / 2) - Se 1J-(R01 ) = 0 .0270 is the change in potential within 
the Stern layer. 
The values of the excess energies in Table 6 .1 show that the 
cell model results follow the trends of the HNC results but that they 
may differ by as much as 15%. The excess energies per total number of 
Table 6.·l Comparison of the HNC, cell theory and 
MSA Thermodynamics 
¢ go1CR01) SEex / N SA ex/ N ~l 
HNC 
10-5 19.57 -0.056 -0.042 -0.018 
10-4 -16.83 -0.14 -0.11 -0.044 
10-3 11.95 -0.32 -0.26 -0. 096 
10-2 6.29 -0.68 -0.55 -0 .16 
CELL 
10-5 20.27 -0.064 -0.062 -0.021 
10-4 17.27 -0 .15 -0 .14 -0.048 
10-3 12.04 -0.34 -0.30 -0 .10 
10-2 6.15 -0.69 -0.62 -0 .17 
MSA 
10-5 3.85 -0 .13 -0.088 
10-4 3.49 -0.31 -0.23 
10-3 2.93 -0.59 -0.47 
10-2 2.33 -0.91 -0.78 
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Sex µl 
-0.0023 
-0.0087 
-0.025 
-0.021 
-0.022 
-0.049 
-0.11 
-0 .19 
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ions are given in this table rather than per colloidal particle. It 
is instructive to compare the ·values of the energies quoted with 
those obtained by simply assuming that the colloid-colloid 
distribution function is a step profile, ie. 
goo(r) = 0 r < r 
s 
= 1 r > r 
s (6.16) 
For this case the isotropic contribution Eoo to the excess 
energy is 
Eoo 2 7Tf,e2 00 1 J 4nr 2 2 hoo(r) dr = POZO N\T ~T ( Po+P 1) 0 
2 2 
Po 3 z oe 
= (6.17) (Po+ P1) 4 E~ Trs 
where rs is the ion sphere radius. For the parameters of Table 6 .1 
and a volume fraction <P = 10-s , Eoo / N\ T = -0.0498 (and for 
<P = 10-
2 
, E00 / N\ T = -0.498). Hence the discrepancy between the 
cell model and HNC energies is greater than that between the HNC and 
the very simple minded approach of the step profile distribution 
function. Thus from these results agreement appears to be poor 
between the HNC and cell model energies at low density. The cell 
model and HNC energy are in much better agreement at higher colloid 
density. 
A comparison of the ion-colloid distribution functions for the 
HNC and cell model is shown in Figure 6.1. The range of this 
comparison is, of course, limited to r ~ r , the ion sphere radius 
s 
of the colloidal particles. For the cell model results the zero of 
the potentia~ is chosen to be at those points where the average 
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Fig . 6 .1 A comparison of the cell model and ion - colloid distribution 
functions : a= 230 Jl , cp = 0 . 01 and z O = -100. The HNC distribution 
functions are indicated g .. , i, j = 0 , 1 and the cell model result 
l] 
is shown dashed . 
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counterion density is obtained. This then allows a direct 
comparison of the ion-colloid distribution 
function, exp[-Sz 1 e1/J(r)] ,with the two component HNC solution. 
Figure 6.1 is at a volume fraction of <P = 0.01 , which for colloidal 
particles of diameter 460 A corresponds to a number density of 
Po= 1.962 x 10 14 cm-3 • The colloid charge is z0 = -100. The cell 
model is a reasonable approximation but there appears to be a 
systematic difference. Moreover, g01 (r) from the HNC solution has no 
minimum (zero derivative) for r ~ r 
s 
(although the derivative is 
very small at r = r ) , whereas the electroneutraiity of the cell 
s 
forces the derivative of the cell model potential, and hence the ion-
colloid distribution function, to be zero at the boundary. Moreover, 
there is a small leakage of colloidal particles into the cell in the 
HNC solution. This, together with the ion-ion distribution function 
from the HNC solution, is shown in the diagram. At other volume 
fractions and charges the agreement in the distribution functions is 
similar to the above case and so it would seem that the cell model is 
a good approximation over a wide parameter range. 
The largest difference in the HNC and cell model results seems 
to be in the excess chemical potentials obtained for the 
counterions. The HNC results (see Chapter 3) are as much as a factor 
of 10 smaller than the cell model results calculated using (6.12). 
The reasons for this discrepancy. are most likely to be found in the 
cell model neglect of the ion-ion correlations. The · Debye-Hlickel 
excess chemical potential is given by 
where )) is 
electrolyte. 
_2 
to <P = 10 
the Debye-Hlickel screening parameter for a 
For a 100:1 electrolyte at the parameters corresponding 
this is ex S~H = -0. 0048 • The HNC results approach the 
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Debye-Hiickel chemical potentials at low density as is expected. The 
_s 
HNC ~on-colloid. distribution function for <p = 10 has a value of 
go1(r) = 0.996 corresponding to the cell boundary. This is much 
s 
closer to unity than the cell model result for 
which exp[-i3z1 e1/J(r8 )] = 0.979 and it could be this discrepancy which 
may go towards explaining the discrepancy in the chemical potentials 
of the counterion. 
6.4 The Prediction of Colloid Structure 
From the cell theory of the liquid state [l, 8] it is possible 
to estimate the radial distribution function of the liquid (and hence 
the structure factor) by choosing a c~ll distribution function s(r) 
for a molecule within a celi and from this correlations of molecules 
in different cells can be calculated [9]. This reduces the problem 
to the choice of the function s( r) but there is no guarantee that 
such an approach is appropriate for the liquid state, although for a 
solid in which the molecules are restricted to a lattice cell it may 
give good results. It is also not obvious how such a method could be 
extended rigorously to deal with the asymmetric electrolyte. 
When a colloidal dispersion is in osmotic equilibrium with an 
(infinite) electrolyte reservoir then the formally exact method of 
McMillan and Mayer [l] expresses the osmotic thermodynamic quantities 
in terms of many-body potentials (of mean force) between colloidal 
particles at infinite dilution in the reservoir. Thus a virial 
expansion of the osmotic pressure gives a second virial coefficient 
in terms of the potential of mean force between two colloidal 
particles in the reservoir of electrolyte. The classical DLV0 theory 
[10] can be used to approximate this interaction free energy and the 
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resulting potential has been used as the pair potential for 
determining the colloid-colloid interaction in the dispersion 
[11 ·,12]. However, at low concentrations of electrolyte the 
interaction between two colloidal particles in the reservoir becomes 
progressively less shielded, with the virial expansion breaking down 
completely when the colloidal dispersion contains only colloidal 
particles and their counterions. The equilibrium reservoir then 
contains no electrolyte (the effects of water dissociation being 
ignored here for simplicity) and the potential of mean force between 
colloidal particles in the reservoir is then just the bare Coulombic 
interaction. In this case the second virial coefficient diverges due 
to the long range nature of the interaction. Thus in the case of ion 
exchanged systems the cla~sical analysis fails completely. The 
conventional approach also predicts a density independent colloid-
colloid pair potential for ·a dispersion in equilibrium with an 
electrolyte reservoir of fixed composition. The dramatic differences 
between the predictions of the colloid structure for a density 
dependent and density independent pair potential have already been 
demonstrated in Chapter 5 in relation to the height of the first peak 
of the colloid strucure factor. Similar differences will be shown in 
the _next section in a slightly different context and demonstrated by 
the value of the strucure factor at zero wavevector. 
The effective pair potential of Chapter 4 is the correct density 
dependent potential to use for determining the structure and the 
osmotic · properties - ·of the colloidal dispersion. For a system not in 
osmotic equlibrium with an infinite electrolyte reservoir for which 
the appropriate parameters of colloid charge, size and density and 
the amount of added salt are known, the approximate methods of 
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Chapter 5 can be used to determine the colloid interaction potential. 
Howev~r, for a system which is in osmotic equilibrium with a 
reservoir the amount of electrolyte within the dispersion needs to be 
known in order to determine the effective pair potential. 
The cell model for colloidal dispersions outlined in Section 6.2 
can be used to estimate the coion exclusion, and hence the counterion 
adsorption and concentration of electrolyte in the dispersion. As 
already mentioned, if the colloidal system is in osmotic equilibrium 
with an infinite electrolyte reservoir then the appropriate zero for 
the potential in the cell model is in this reservoir. In the simple 
case of no water dissociation the appropriate choice for piO is then 
Pio= PiR. Conversely, if a colloid~l system with a known quantity 
of added electrolyte is being considered (and one which is not in 
contact with such a known reservoir) then the solution of ( 6 .1) -
(6.4) can be considered as determining the composition of a reservoir 
which would be in osmotic equilibrium with the system. This method 
can be extended to include the effects of water dissociation and 
dissociation of ions at the surf ace of the colloidal particle [ 11]. 
The accuracy of this approach is limited by the approximations of the 
cell model. Indeed, as already stated, the cell theory assumes that 
the ·activity of the reservoir salt is given by its ideal value. Then, 
at equilibrium, the activity of the mobile ions within the cell is 
equal to that of the ideal salt in the reservoir. The error involved 
in this approximation should not be too large for low salt 
concentrations. However, if solutions for the chemical potentials of 
both the reservoir salt and the mobile ions in the dispersion were 
' available from a more accurate theory then the equilibrium values of 
the mobile ion concentrations in the dispersion could be calculated. 
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For example, the HNC results could be used except for the 
difficulties involved in the solution of this approximation for non-
linear systems (Chapter 3). The use of the MSA analytic solution is 
another possibility but this will not be examined here. Some results 
in this direction in the context of the Donnan equilibrium have been 
obtained recently [13] using the MSA. The accuracy of any such 
approach compared with the experimental results may still rely on a 
better model of the system - for example, there may be specific ion 
effects which need to be taken into account. 
Before proceeding the predictions of the cell model for co ion 
exclusion and osmotic pressure will be compared with some 
experimental results. The negative adsorption of chloride ions was 
studied by M8ller[l4] for . albuminate solutions dialized against 
dilute KCl. For the purposes of applying the cell model the particles 
are taken as spheres of radius a = 27 .2 A with a charge of 2 0=-20. 
The density is calculated using a molecular weight of 69,000. For a 
more complete discussion of the experimental determination of these 
parameters the original work should be consulted. Dispersions of the 
albuminate were dialized against various concentrations of KCl, 
_4 _2 
from 5 x10 M to 5 x10 M • By applying the (nonlinear) cell model for 
these parameters the negative adsorption, A2 , of the coions species 2 
can be calculated, where A2= (p2R - P2 )/p2R, P2R being the density 
of chloride ions in the reservoir and P2 the density within the 
cell. The theoretical and experimental results are compared in Figure 
6 . 2 . It' can be seen that the cell model results are reasonable 
although there are some systematic differences. It is possible to 
obtain better agreement by adjusting the particle charge to be lower 
than the quoted value. Considering tfie possibility of polydispersity 
Fig . 6 . 2 Negative coion adsorption A2 as a function of volume 
fraction at different reservoir electrolyte concentrations: 
, experimental results of Moller (Fig . V-3 of [14]); 
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- - - , cell model results using (6 . 1) - (6.4) and a= 27 .2 $., 
zo = - 20 . 
1·0 
0·8 
0·6 
N 
<( 
0 
0 
I 
I 
I 
I 
I 
I 
I 
I 
I 
/ 
/ 
.,,, 
- -
--
/ - - - - - 5x 10-L. M 
5 10 15 20 x10-3 
lp 
216 
in the experimental samples and error in the determination of the 
particle size and charge the agreement between theory and experiment 
is encouraging. 
A second set of experimental results against which the cell 
model may be tested has been kindly provided by R.A.Richardson[ 15]. 
In this experiment the osmotic pressure of polystyrene latex was 
measured directly for colloid volume fractions between about 1% and 
35%. The results for an ion exchanged system of the same particles 
used for light and neutron scattering measurements are shown in 
Figure 6.3. These particles have a radius a=l60A and a titratable 
charge of z0=-840. The osmotic pressures as calculated by the cell 
model (eqn.(6.15)) are shown in the diagram expressed in centimetres 
of mercury. The variation in the theoretical results when the 
particle charge is varied to be z0=-600 is also shown in the diagram. 
Once again the agreement between the cell model and the experimental 
results is reasonable. 
Figure 6. 4 shows the osmotic pressure results for a sys tern of 
the same particles dialyzed against 10-4M electrolyte. The 
theoretical cell model results are calculated for a colloid charge of 
z0=-840 using equation equation ( 6 .15), once again, but with the 
correction for the reservoir. It can be seen that there is reasonable 
agreement with the experimental results in which the measurements 
were carried out using a glass rather than a Perspex cell, which is 
consistent with Richardson's analysis. Comparison with the osmotic 
pressures measured for a different latex sample with 
radius a=230A and charge z0=-650 gave similar agreement with the cell 
model. From the above analysis it would appear that the cell model is 
at least a good first approximation to the determination of the 
osmotic equilibrium conditions. 
/ 
Fig . 6 . 3 The osmotic pressure TT in centimetres of mercury as a 
function of volume fraction for polystyrene spheres , 
radius 1601\ , with ion ex_change resin ( IER) . Curves are 
theoretical cell model results , points are experimental 
results from reference [15] . 
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As a comparison of the pair potentials of the Jellium 
approximation and that determined by the interaction of two colloids 
in the equilibrium reservoir the structure factor for the parameters 
of the neutron scattering experiments already referred to in Chapter 
5 ( see [ 16]) will be used. The cell model is used to calculate the 
electrolyte concentration in the equilibrium reservoir and the 
classical DLVO theory [10] is then used to determine the interaction 
between two colloidal particles in this reservoir. For the 
parameters of interest here a more suitable form than the Derjaguin 
approximation [10] is the linear superposition approximation [17] 
already used in deriving the interaction potential for the Jellium 
model (Chapter 5). If ~ is the electric potential around an 
isolated colloidal particle then the interaction energy U is given by 
U(r) 2 2 
exp [ ~ ~r] 
= ER 1V ( R) exp ( 2 )) R) r 
(6.18) 
where )) is the screening parameter of the reservoir electrolyte and 
R is a point in the asymptotic regime of the potential, for which 
_ exp [- ~r] 
'P(r) + ~ ---- as r + 00 
r 
~ is some constant with 111 < j ~(a) I , 
(6.19) 
the surface potential. 
Having determined the reservoir composition {piR} by numerical 
iteration and hence the value of K the potential ~ of ( 6 .19) can be 
D 
determined by any appropriate method. A convenient analytical 
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approximation is provided by Oshima, Healy and White [ 18], and this 
will be used below, although it is not difficult to perform a similar 
numerical procedure to that used for the solution of the Jellium 
-
model to obtain the nonlinear numerical values of t. 
The results are shown in Figure 6 .5 for a colloid particle 
volume fraction of 8% and added salt concentration of l0-3mol dm - 3 ." 
Also shown in this diagram is the resulting structure factor that is 
obtained from conventional double layer theory if the counterions of 
the colloidal particle are neglected. Note that under these 
conditions the equivalent molarity of counterions is 6.5 x 10-3 mol. 
so that the neglect of these counterions is expected to 
drastically alter the results. This is shown in Figure 6.5. 
It is interesting to note that if the linearized form of (6.1) -
(6.4) is solved (analytically) then the screening parameter ~ of the 
reservoir is identical to the value of K derived earlier for the 
linearized model (Chapter 2). However, the pair interaction 
calculated in a reservoir with screening parameter K will not match 
the Jellium model pair potential even though the screening parameters 
are the same if the linearized cell model is used to determine the 
reservoir. 
6.5 Conventional Double Layer Theory and Some 
Recent Experimental Results. 
It is of some interest to compare the results of light 
scattering measurements on experimental systems prepared in 
equilibrium with an electrolyte reservoir with the conventional 
theory of electrical double layers. This will be done for the 
results of Ottewill and Richardson [19] in this section. 
Fig. 6 . 5 Structure factor calculated according to three different 
forms of the effective pair potential: -- - -- con -
ventional double layer theory assuming K determined only 
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by added salt; -- conventional double layer theory with 
K determined by cell model; -- -- -- Jellium approximation . 
c:: 
0 
• (Y) 
~ - 3 
a .= 160 B. , z O = - 840 , cp = 0 . 08 and 10 M added sodium chloride . 
-
LO 0 
• • N N 
LO 
(>1)S 
0 
• ~
LO 
• 0 0 
0 
• 0 
~ 
0 
co 
0 
• lO 
0 
~ 
0 
• N 
0 
Lt{) 
..Y. 
222 
The particles are the same as those described in Chapter 1: 
polystyrene latices of diameter 320 A and charge 2 0 = -840. 
As outlined in the previous section for the cell model the 
double layer pair potential in the reservoir can be calculated using 
the superposition or weakly overlapping approximation once the 
potential around an isolated particle in the electrolyte reservoir is 
found. Figure 6.6 shows the surface potential obtained for various 
salt concentrations and surface charges (the latter in terms of the 
surface charge density) using the complete nonlinear Poisson-
Boltzmann equation for a sphere. No Stern layers have been built 
into these calculations but notice that even if the surf ace charge 
density is dropped from the quoted value of -2 4 i-C cm to, say, 
-2 1 i-C cm ( by the introduction of a Stern layer, incomplete 
dissociation, cation adsorption or some other mechanism) the surface 
potential remains high, with values 
of the nonlinear theory •• 
~ > 25mV necessitating the use 
s 
The interaction free energy, U(r), due to the double layer 
repulsion is given by eqns. (6.18) and (6.19). The result is 
identical to the linearized result except that the actual surf ace 
potential ~ = ~(a) is replaced by an apparent potential given by 
s 
-the . asymptotic constant ~ • This constant is a function of the 
surf ace potential 
~s and Ka • Figure 6.7 shows the relationship 
-between ~s and ~ at different salt concentrations. From these curves 
it can be seen that as ~s increases ~ reaches a plateau limiting 
This behaviour is similar to that of the flat double layer value. 
-for which 'l,{x) + ~ exp [ - ))x] where ~ a: tanh [ e ~s / 4~ T] • 
Using the resulting potential U(r) (see (6.18)) the second 
virial coefficient B can be calculated: 
Fig . 6 . 6 
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The relation between the reduced surface potential Se ~ 
s 
and the surface charge density as obtained by conventional 
double layer theory for different electrolyte concentrations . 
Colloid radius= 160 l . 
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Fig . 6 .7 The apparent surface potential W (see (6.19)) as a function 
6 
1-3-0)4 
2 
·o 
0 
of surface potential w for different electrolyte concentrations . 
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(6.20) 
where NA is Avagadro's number, Mis the particle molecular weight and 
B2 (T) is given by 
00 
B2 (T) = 2TT J {exp[-SU(r)] - l}r
2 dr 
0 
(6.21) 
The theoretical value of Bz(T) for different surface potentials 
and salt concentration is shown in Figure 6.8 Also shown on this 
figure are the experimental results quoted in [19] but before 
comparing these with the theoretical results some explanation of the 
experimental derivation needs to be given. 
From the experimental measurement of the colloid structure 
factor S(k) the values of S(O) can be estimated for different colloid 
concentrations. In simple liquids the value of the structure factor 
at zero wavevector can be used to calculate the pressure, vi 9 the 
compressibility equation and an integration with respect to 
density[20]. It is tempting to carry over this calculation to the 
case of the effective one component system of colloidal particles 
interacting via an effective pair potential, even though as has 
already been shown, this pair potential is dependent on the colloid 
particle density. Despite this, the method used in reference [ 19] 
will be applied in the following analysis. From the osmotic 
compressibility ( 8,r / 8po)T the osmotic pressure TT will be obtained 
from an integration with respect to particle number density 
Po 
TI= ~T f 
0 
dp 
S(O) (6.22) 
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Fig . 6 . 8 The second viria l coeffici e nt B2 (see (6 . 21)) as a function of 
surface potential ~ for dif ferent electrolyte concentrations . The 
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arrows indicate the experimental values (see reference [19 ] ) : A for 
10 - 5M, B fo r 10 - 4 M, C for 10 - 3 M and D for 5 x 10 - 3 M . 
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where P is, as usual, the colloid particle number density in uni ts 
of cm-3 • Now, the ·number density must be calculated from the particle 
size determination. From such a measurement the particle molecular 
weight M is calculated. Since the concentration c is known 
experimentally in units of gm cm - 3 with 
convenient to rewrite (6.22) as 
c = MPo I NA it is more 
co 
7T = RT f 
M 0 
de 
S(O) (6.23) 
where R is the universal gas constant. For low concentrations c, 
S ( 0) = 1 - ac + • • • and so 
7T 
- = 
C 
RT (l + ~ + ) M 2 c ••• 
Thus the intercept of a 
(6.24) 
7T 
- vs c plot at c = 0 is RT / M, which is 
C 
just the ideal result since at zero concentrations S(O) = 1. Such a 
plot does not enable the molecular weight to be determined but the 
second virial coefficient is given by 
B = a/ 2M (6.25) 
It is clear from the above that the second virial coefficient can be 
calculated directly from a plot of S(O) vs c. This enables the error 
prone integration of (6.23) to be avoided. 
As · an example · of the above method, theoretical results can be 
obtained for the structure factor of a system interacting via the 
pair potential U(r). 
solving the Ornstein 
Figure 6.9 shows the results obtained by 
Zernike equation in the RSMSA[ 21] for the 
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Fig. 6. 9 The value of the structure factor at k = 0 as a function of 
0 
. 
~ 
volume fractions for different concentrations of reservoir 
electrolyte . The dashed curves are obtained using the cell 
and Jellium model and the solid curves using conventional 
double lay_er theory. a = 160 $. and z O = - 840 . 
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volume fraction of colloidal particles <j> vs S(0) for different salt 
concentrations . (Note that the volume fraction <j> is close to the 
concentration c since the mass density of polystyrene is 1.054 gm cm 
3 ). From this diagram it it can be predicted that the most accurate 
values for the second virial coefficient are obtained for the higher. 
values of the salt concentration . The l0-4M results require values 
of S(0) at very low volume fractions for an accurate determination of 
the slope, as is evident from the rapidly changing derivative for 
these results in Figure 6.9. 
The experimental results for S(0) vs <j> are qualitatively quite 
different (see Figure 7 of reference [19]). The quoted values for 
B2 (T ) are shown in Figure 6.8 by arrows A, B, C and D. The 
experimental values of B2 (T) · at 10-
3 Mand 5 x 10-3 M electrolyte 
which it has been argued above are the most accurate, are given by 
10-3M B2 (T) 1.34 X 10-
15 3 ([16], Table 2) . = cm . 
5 x 10-3M B2 (T) 
-16 -3 (obtained using method outlined . = 6. 2 x 10 cm . 
from [ 16] , Fig. 7 ) 
As can be seen from Figure 6.8 both these values are 
unobtainable even for particles with infinite surface charge . If the 
experimentally obtained values of B2 (T) are correct and the 
theoretical analysis is reasonable then one is led to the conclusion 
that the salt concentrations must be lower than the quote.d values. 
By treating the salt concentration as variable it is possible to get 
agreement if the 10-3 M system is in fact at 8.3 x 10-4 Mand the 5 x 
10-3 M system is at 2.0 x 10-3 M. For the other systems one would 
require higher salt concentrations than the quoted values. 
above 
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As argued in the previous section the use of the potential U(r) 
is inappropriate for the determination of colloid structure. The 
appropriate potential to use is that given by the effective one 
component approach to the colloidal system. For an osmotic 
equilibrium it has been suggested that an approximate method for 
deriving the effective pair potential is firstly to apply the cell 
model in order to determine the amount of electrolyte within the 
dispersion and then to use the Jellium approximation. This procedure 
results in a density dependent pair potential. The most dramatic 
differences compared with the conventional approach arise at low 
concentrations of electrolyte or high charge and density of the 
colloidal particle. As the colloid density decreases the amount of 
salt within the dispersion. approaches the concentration in the 
reservoir. 
The values of S(O) resulting from such a procedure are shown in 
_4 
Figure 6.9 for the case of a reservoir of 10 M electrolyte . Larger 
values of S(O) reflect a decrease in the structure of the dispersion. 
Thus it can be seen that the structure increases more slowly with 
increasing volume fraction for the density dependent pair potential. 
Moreover, this trend is also shown by the experimental results (see 
reference [19]]. 
For the ion exchange system the above analysis does not work 
since their is no electrolyte reservoir. However, as shown in the 
previous chapters it is possible to determine the effective pair 
potential using, for example, the Jellium approximation. The second 
virial coefficient diverges for such systems as suggested by the 
increasing slope of the S(O) vs ¢ plots at low salt concentrations. 
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In the above procedure of calculating the values of S(0), the 
structure factor S(k) is obtained. These functions would hopefully 
match the experimental ones of Ottewill and Richardson [19]. For the 
10-3 M results the contact values, S(0), are in the correct range, as 
can be seen from Figure 6.9, but the slope for small k is in error. 
However , for both the 10-4 M and 5 x 10-3 M results there is no 
_4 
agreement . For the 10 M case better qualitative agreement is 
obtained by using the density dependent potential described above. 
This is also evident from Figure 6.9. At present there appears to be 
no obvious reason for the inability of theory to match experiment. 
It may be that multiple scattering has effected the experimental 
small k results. It would also seem that the behaviour of the 
structure factors of the ion ex~hanged system as measured are 
difficult to predict. It would be difficult to find any screened 
Coulornbic potential which would give rise to a peak height of, for 
example, S(k ) ;:::1.4 and 
max 
yet 
S(0) ~ 0.5 as for the sample with 
a zero wavevector value of 
-4 -3 
c = 4.43 x 10 gm cm • 
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