Abstract. This paper studies properties of certain hypersurfaces in prime characteristic: we give a sufficient and necessary conditions for some classes of such hypersurfaces to have Finite Frepresentation Type (FFRT) and we compute the F -signatures of these hypersurfaces. The main method used in this paper is based on finding explicit matrix factorizations.
Introduction
For any commutative ring R of prime characteristic p, R-module M, and e ≥ 0 we can construct a new R-module F e * M with elements {F e * m | m ∈ M}, abelian group structure (F e * m 1 ) + (F e * m 2 ) = F e * (m 1 + m 2 ) and R-module structure given by rF e * m = F e * r p e m. In this paper we study properties of the modules F e * R for various hypersurfaces R. Smith and Van den Bergh introduced in [SV97] the first property studied in this paper, namely Finite F-representation Type (henceforth abbreviated FFRT ) which we describe in some detail in Section 2. We say that R has FFRT if there exists a finite set of indecomposable Rmodules M = {M 1 , . . . , M s } such that for all e 0, F e * R is isomorphic to a direct sum of summands in M. Rings with FFRT have very good properties, e.g., with some additional hypothesis their rings of differential operators are simple [SV97, Theorem 4.2.1], their HilbertKunz multiplicities are rational (cf. [Sei97] ), tight closure commutes with localization in such rings (cf. [Yao05] ), local cohomology modules of R have finitely many associated primes ( [DQ16] ), and F -jumping coefficients in R form discrete sets ( [KSSZ13] ).
The main tool in this paper, developed in sections 3 and 4, is an explicit presentation of F e * R as cokernel of a matrix factorization. In section 5 we classify those F -finite hypersufaces of the form K[[x 1 , . . . , x n , u, v]]/(f (x 1 , . . . , x n ) + uv) which have FFRT in terms of the hypersurfaces defined by the powers of f . As a corollary we construct in section 6 examples of rings that have FFRT but not finite CM representation type. where ♯(F e * (R), R) denotes the maximal rank of a free direct summand of F e * (R). F -signatures were first defined by C. Huneke and G. Leuschke in [HL02] for F -finite local rings of prime characteristic with a perfect residue field. In [Yao06] Y. Yao extended the definition of F -signature to arbitrary local rings without the assumptions that the residue field be perfect and recently K. Tucker proved in [Tu12] that the limit in (1) always exists.
The F -signature seems to give subtle information on the singularities of R. For example, the F -signature of any of the two-dimensional quotient singularities (A n ), (D n ), (E 6 ), (E 7 ), (E 8 In sections 7 and 8 we apply the methods developed in sections 3 and 4 in order to find explicit expressions for the F -signatures of the rings K[[x 1 , . . . , x n , u, v]]/(f (x 1 , . . . , x n )+uv) and K[[x 1 , . . . , x n , z]]/(f (x 1 , . . . , x n )+ z 2 ) where f is a monomial. Throughout this paper, we shall assume all rings are commutative with a unit, Noetherian, and have prime characteristic p > 0 unless otherwise is stated. We denote by N (and Z + ) the set of the positive integers (and non-negative integers) respectively. We let q = p e for some e ∈ N.
Rings of finite F-representation type
Throughout this section R denotes a ring of prime characteristic p.
In what follows we gather some properties of the modules F e * (M) introduced in the previous section and introduce several concepts related to FFRT.
Recall that a non-zero finitely generated module M over a local ring R is Cohen-Macaulay if depth R M = dim M and R is a CohenMacaulay ring if R itself is a Cohen-Macaulay module. However, if depth R M = dim R, M is called maximal Cohen-Macaulay module (or MCM module). When M is a finitely generated module over non-local ring R, M is Cohen-Macaualy if M m is a Cohen-Macaulay module for all maximal ideals m ∈ Supp M.
Later in the paper we will look at the modules F e * (R) when R is a Cohen-Macaulay ring. Note that a regular sequence on an R-module M is also a regular sequence on F e * M, and in particular, if R is CohenMacaulay, F e * (R) are MCM modules for all e ≥ 0. [SV97] , [TT08] and [Shi11] . One such class of examples are rings of finite CM representation type. These are Cohen-Macaulay rings R with the property that the set of all isomorphism classes of finitely generated, indecomposible, MCM R-modules is finite. When R is Cohen-Macaulay any direct summand of F e * (R) is a MCM module, hence finite Cohen-Macaulay representation type implies FFRT. The converse is not true: we explore some examples of these in section 6.
Matrix Factorization
In this section, we discuss the concept of a matrix factorization and many basic properties that we need later in the rest of this paper. We start by fixing some notations and stating some observations about the matrices and a cokernel of a matrix.
If m, n ∈ N, then M m×n (R) (and M n (R)) denotes the set of all m × n (and n × n) matrices over a ring R. If A ∈ M m×n (R) is the matrix representing the R-linear map φ : R n −→ R m that is given by φ(X) = AX for all X ∈ R n , then we write A : R n −→ R m to denote the R-linear map φ and Cok R (A) denotes the cokernel of φ while Im R (A) denotes the image of φ. We omit the subscript R if it is known from the context. If A, B ∈ M n (R), we say that A is equivalent to B if there exist invertible matrices U, V ∈ M n (R) such that A = UBV . If A, B ∈ M n (R) are equivalent matrices, then Cok R (A) is isomorphic to Cok R (B) as R-modules. Furthermore, if A ∈ M n (R) and B ∈ M m (R), then we define A ⊕ B to be the matrix in M m+n (R) that is given by
Let P denote a ring with identity that is not necessarily commutative. Let m and n be positive integers. If λ ∈ P, 1 ≤ i ≤ m and 1 ≤ j ≤ n, then L m×n i,j (λ) (and L n i,j (λ)) denotes the m × n (and n × n) matrix whose (i, j) entry is λ and the rest are all zeros. When i = j, we write E n i,j (λ) := I n + L n i,j (λ) where I n is the identity matrix in M n (R). If there is no ambiguity, we write E i,j (λ) (and
The following lemmas describe an equivalence between specific matrices that are basic for our work in the rest of this paper.
Lemma 3.1. Let m be an integer with m ≥ 2 and n = 2m. If A is a matrix in M n (P) that is given by
then there exist two invertible matrices M, N ∈ M n (P) satisfying that
Proof. Use row and column operations and the induction on m.
Corollary 3.2. Let n = 2m + 1 where m is an integer with m ≥ 2 and let A be a matrix in M n (P) given by
Then there exist invertible matrices M and N in M n (P) such that
Proof. LetÃ be the 2m × 2m matrix given bỹ
Now use Lemma 3.1 ,and appropriate row and column operations to get the result.
Lemma 3.3. Let n be an integer with n ≥ 2. If A ∈ M n (P) is given by
there exist upper triangular matrices B, C ∈ M n (P) such that the (i, i) entry of B and C is the identity element of P for all i = 1, . . . , n and
Proof. Use row and column operations and the induction on n ≥ 2 to prove this lemma.
Corollary 3.4. Let n be a positive integer such that n ≥ 3 , 1 ≤ k ≤ n − 1 and let m = n − k. Suppose that u and v are two variables on P and let
M n (P) where I n−2 is the identity matrix in M n−2 (P).
Proof. By Lemma 3.3, there exist upper triangular matrices B 1 , C 1 ∈ M k (P) and B 2 , C 2 ∈ M n−k (P) with 1 along their diagonal such that A matrix factorization of f is a pair (φ, ψ) of homomorphisms between finitely generated free S-modules φ : G → F and ψ : F → G, such that ψφ = f I G and φψ = f I F . Proposition 3.6. Let f be a non-zero element of a commutative ring As a result, we can define the matrix factorization of a non-zero element f in a domain as the following.
Definition 3.7. Let S be a domain and let f ∈ S be a non-zero element. A matrix factorization is a pair (φ, ψ) of n × n matrices with entries in S such that ψφ = φψ = f I n where I n is the identity matrix in M n (S). By Cok S (φ, ψ) and Cok S (ψ, φ), we mean Cok S (φ) and Cok S (ψ) respectively. There are two distinguished trivial matrix factorizations of any element f , namely (f, 1) and (1, f ). Note that Cok S (1, f ) = 0, while Cok S (f, 1) = S/f S. Two matrix factorizations (φ, ψ) and (α, β) of f are said to be equivalent and we write (φ, ψ) ∼ (α, β) if φ, ψ, α, β ∈ M n (S) for some positive integer n and there exist invertible matrices V, W ∈ M n (S) such that V φ = αW and W ψ = βV . Furthermore, we define (φ, ψ) ⊕ (α, β) to be the matrix (φ ⊕ α, ψ ⊕ β) which is a matrix factorization of f . If (S, m) is a local domain, a matrix factorization (φ, ψ) of an element f ∈ m \ {0} is reduced if all entries of φ and ψ are in m.
A matrix factorization can be decomposed as follows. 
with (α, β) reduced, i.e, all entries of α, β are in m, and with t, r nonnegative integers.
A non-zero R-module M is decomposable provided there exist nonzero R-modules M 1 , M 2 such that M = M 1 ⊕ M 2 ; otherwise M is indecomposable. If M is an R-module that does not have a direct summand isomorphic to R, we say that M is stable R-module.
D. Eisenbud has established a relationship between reduced matrix factorizations and stable MCM modules as follows. 
where (φ i , ψ i ) is a reduced matrix factorization of f and Cok S (φ i , ψ i ) is non-free indecomposable MCM R-module for all 1 ≤ i ≤ n. Furthermore, the above representation of (φ, ψ) is unique up to equivalence when S is complete.
If (S, m) is a regular local ring, f ∈ m \ {0} and u, v, z are variables, a matrix factorization of f + uv in S[ [u, v] ] and a matrix factorization
can be obtained from a matrix factorization of f as follows:
Remark 3.11. Let (S, m) be a regular local ring, f ∈ m \ {0}, R = S/f S and let u and v be two variables. Suppose that (φ, ψ) and (α, β) are two n × n matrix factorizations of f . Then
and we can see the following observations:
where (φ, ψ) is a reduced matrix factorization of f and hence we can define
If R is as in the above Remark, the indecomposable non-free MCM modules over R and R ⋆ can be related in the following situation. 
such that (α, β) is reduced and t, r are non-negative integers, then :
4. The presentation of F e * (S/f S) as a cokernel of a Matrix Factorization of f Throughout the rest of this paper, unless otherwise mentioned, we will adopt the following notation:
and we set q = p e for some e ≥ 1. S will denote the ring
and set r e := |∆ e | = [K :
We write M S (f, e) (or M(f, e) if S is known) to denote the r e × r e matrix representing the 
2 )} be the ordered basis of F 1 * (S) as S-module. Therefore, M S (f, 1) is the 9×9 matrix whose j-th column consists of the coordinates of F e * (jf ) with respect to the given basis where F e * (j) is the j-th element of the above basis. For example, the 8-th column of 
As a result, it follows that
where I is the identity matrix of size r e × r e .
Proof. The proof follows immediately from Discussion 4.2.
According to Remark 4.4 and Proposition 4.5, we get that
This shows the following result.
Proposition 4.6. For every f ∈ S and 0 ≤ k ≤ q, the pair
. First we will construct a basis of the free L-module F e * (L) using the basis {F e * (j)|j ∈ ∆ e } of the free S-module F e * (S). 
. . . . . .
Using the above discussion we can prove the following lemma
This shows the required result.
where d < q and
n+1 , e) for all 0 ≤ j ≤ n yields the result.
Example 4.10. Let K be a perfect field of prime characteristic 3 and
2 + xy, f 0 = x 2 , and f 1 = x.
By Proposition 4.9 it follows that
as S-modules (and as R-modules).
Proof.
The first assertion follows from the fact that R is Cohen Macaulay. Write I = f S. Since {F e * (j) | j ∈ ∆ e } is a basis of F e * (S) as free S-module, the module F e * (R) is generated as S-module by the set {F e * (j + I) | j ∈ ∆ e }. For every g ∈ S, define φ(F e * (g)) = F e * (g + I). It is clear that φ : F e * (S) −→ F e * (R) is a surjective homomorphism of S-modules whose kernel is the S-module F e * (I) that is generated by the set {F e * (jf ) | j ∈ ∆ e }. Now, define the S-linear map ψ : F e * (S) → F e * (S) by ψ(F e * (h)) = F e * (hf ) for all h ∈ S. We have an exact sequence F e * (S)
e (i) and hence M S (f, e) represents the map ψ on the given free-bases. By Proposition 4.6 and Proposition 3.6(a), it follows that F e * (R) is isomorphic to Cok S (M S (f, e)) as R -modules.
as S-modules (and as R-modules), and
as S-modules (and as S/f k S-modules).
Proof. (a) Since the pair (M S (f k , e), M S (f q−k , e)) is a matrix factorization of f (Proposition 4.6), it follows that f Cok S (M S (f k , e)) = 0. It is clear that f F e * (S/f k S) = 0 . This makes F e * (S/f k S) and Cok S (M S (f k , e)) R-modules and consequently
The result (b) can be proved by observing that (M S (f k , e), M S (f kq−k , e)) is a matrix factorization of f k and applying the same argument as above.
Lemma 4.13. Let K be a field of prime characteristic p > 2 with
Proof. Let I be the identity matrix in M re (S) where r e = [K :
It follows by Proposition 4.9 that M T (f + z 2 , e) is a q × q matrix over the ring M re (S) that is given by
Proposition 4.14. Let u and v be new variables on S and let
If A is the matrix M S (f, e) for some f ∈ S and I is the identity matrix in the ring M re (S), where r e = [K :
where
Proof. Recall that D = {F e * (ju s v t ) | j ∈ ∆ e , 0 ≤ s, t ≤ q − 1} is a free basis of F e * (L) as L-module. We introduce a Z/qZ-grading on both L and F e * (L) as follows: L is concentrated in degree 0, while deg(F e * (x i )) = 0 for each 1 ≤ i ≤ n, deg(F e * (u)) = 1 and deg(F e * (v)) = −1. We can now write F e * (L) = q−1 k=0 M k where M k is the free Lsubmodule of F e * (L) of elements of homogeneous degree k, and which is generated by
Note that D 0 = {F e * (ju s v s ) | j ∈ ∆ e , 0 ≤ s ≤ q − 1}, and that for all 1 ≤ k ≤ q − 1
Let J be the ideal (f + uv)L. Since deg(F e * (f + uv)) = 0, it follows that F e * (J) = q−1 k=0 M k F e * (f + uv) and consequently
) for all i, j ∈ ∆ e and all 0 ≤ s, t ≤ q − 1, it follows that F e * (ju
This enables us to define the homomorphism
∈ D k and consequently we have the following short exact sequence 
However, if 0 ≤ r < k − 1, it follows from (5) that
As a result, ψ k is represented by the matrix
which is a q × q matrix over the ring M re (L) where uI is in the (q − k + 1, q − k) spot of this matrix. Therefore, Corollary 3.4 implies that
If k is odd integer, we notice that
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Similar argument when k is even shows that
Now the proposition follows from (4), (8), (13) and (14).
We shall need the following corollary later 
Proof. By Proposition 4.14, it follows that
However, For each 1 ≤ k ≤ q − 1 , we notice that
Therefore, by Corollary 3.14 and the convention that Cok
When does S[[u, v]]/(f + uv) have finite F-representation type?
We keep the same notation as in section 4 unless otherwise stated. The purpose of this section is to provide a characterization of when the ring S[ [u, v] ]/(f + uv) has finite F-representation type. This characterization enables us of exhibiting a class of rings in section 6 that have FFRT but not finite CM type. Proof. First, suppose that
⋆ -module By Proposition 3.12 and 3.9, it follows that M j = Cok S[ [u,v] ] (α j , β j ) where (α j , β j ) is a reduced matrix factorization of f such that Cok S (α j , β j ) is non-free indecomposable MCM R-module. Now apply Proposition 4.14 to get that
(by Proposition 4.5). By Proposition 3.8 there exist a reduced matrix factorization (φ k , ψ k ) of f and non-negative integers t k and r k such that
This gives by Remark 3.11 (b), (c), and
By Krull-Remak-Schmidt theorem (KRS)[LW12, Corollary 1.10], there exist non-negative integers n (e,k,1) , . . . ., n (e,k,t) such that
⊕n (e,k,j) ] . Now, from Proposition 3.13 and Proposition 3.9 it follows that Cok
. This shows that F e * (S/(f k )), for every e ∈ N and 1 ≤ k < p e , is a direct sum with direct summands taken from {R, N 1 , . . . , N t }. Now suppose F e * (S/(f k )) is a direct sum with direct summands taken from indecomposable R-modules N 1 , . . . , N t for every e ∈ N and 1 ≤ k < p e . Therefore, for each 1 ≤ k ≤ q − 1, there exist non-negative integers n (e,k) , n (e,k,1) , . . . ., n (e,k,t) such that
Since F e * (S/f k S) is a MCM R-module (by Corollary 4.12), it follows that N j is an indecomposable non-free MCM R-module for each j ∈ {1, . . . , t} and hence by Proposition 3.9 N j = Cok S (α j , β j ) for some reduced matrix factorization (α j , β j ) for all j.
The following result is a direct application of the above proposition 
The above corollary implies evidently the following. 
does not have FFRT for all t ∈ N.
A Class of rings that have FFRT but not finite CM type
We keep the same notation as in section 4 unless otherwise stated. Recall that, a local ring (R, m) is said to have finite CM representation type if there are only finitely many isomorphism classes of indecomposable MCM R-modules. It is clear that every F-finite local ring (R, m) of prime characteristic that has finite CM representation type has also FFRT. Smith and Van Den Bergh introduced in [SV97] a class of rings that have FFRT but not finite CM representation type. However, the main result of this section is to provide a new class of rings that have FFRT but not finite CM representation type Proposition 6.3.
If α = (α 1 , . . . , α n ) ∈ Z + n , we write x α = x α 1 1 . . . x αn n where x 1 , . . . , x n are different variables. 
Proof. Choose e ∈ N such that q = p e > max{d 1 , . . . , d n } + 1 and let 1 ≤ k ≤ q − 1. If j = λx β 1 1 . . . x βn n ∈ ∆ e , we get F e * (jf k ) = F e * (λx ., s n ∈ {0, . . . , q − 1} for all λ ∈ Λ e . However, an n-tuple (α 1 , . . . , α n ) with 0 ≤ α j ≤ q − 1 will satisfy (17) if and only if α j = c j q − kd j + s j for some 0 ≤ s j ≤ q − 1 whenever 1 ≤ j ≤ n. As a result, the n-tuples (α 1 , . . . , α n ) ∈ Z n will satisfy (17) if and only if |c j q − kd j | < q for all 1 ≤ j ≤ n. Indeed, for 1 ≤ j ≤ n, set u j = c j q − kd j . If 0 ≤ u j < q, we can choose α j ∈ {u j , u j + 1, . . . , q − 1}. On the other hand, if −q < u j < 0, then α j can be taken from {q − 1 + u j , q − 2 + u j , . . . , −u j + u j }. Therefore, if 0 ≤ |c j q − kd j | < q, then α j can be chosen by q − |c j q − kd j | ways. Set
Corollary 6.2. Let K be an algebraically closed field of prime characteristic p > 2 and q = p e . Let S :
has FFRT over R ⋆ . Furthermore, for every e ∈ N with q = p e > max{d 1 , . . . , d n } + 1, F e * (R ⋆ ) has the following decomposition:
where η k (c) and Γ as in the above lemma.
Proof. Let e ∈ N with q = p e > max{d 1 , . . . , d n } + 1 and let 1 ≤ k ≤ q − 1. Let Γ and η k (c) be as in the above lemma. If A = M S (f, e), it follows that
is a direct sum with direct summands taken from the finite set M for every e ∈ N and 1 ≤ k < p e . By Proposition 5.1 R ⋆ has FFRT. Furthermore, we can describe explicitly the direct summands of F e * (R ⋆ ). Indeed, ifΓ := {c ∈ Γ | η k (c) > 0 and c / ∈ {d, 0}}, it follows that
Recall by Remark 3.11 that (A k , A q−k ) is a matrix factorization of f + uv and
By Proposition 4.14, the above equation, and the convention that M ⊕0 = {0}, we can write
We will take benefit from the proof of Corollary 6.2 above when we compute the F -signature in section 9. The fact that the hypersurface in Proof. Let t be the degree of the monomial f and let m be the maximal ideal of S. Clearly, t is the largest natural number satisfying f ∈ m t − m t+1 and consequently the multiplicity e(R) of the ring R is e(R) = t (by [LW12, Corollary A.24 page 435] ). Since e(R) = t > 3 , R is not a simple singularity [LW12, Lemma 9 7. The F-signature of
when f is a monomial
We will keep the same notation as in notation 4.1 unless otherwise stated. 
According to the above notation, we can observe the following remark
The following lemma is needed to prove Proposition 7.4
Lemma 7.3. If r , q, d j and u j are real numbers for all 1 ≤ j ≤ n, then
where g
Proof. By induction on n, we will prove this lemma. It is clear when n = 1. The induction hypothesis implies that
Now apply Remark 7.2 to get that
0 (q), and
It is easy to verify that
and hence
n−1 are defined as in the notation 7.1. Therefore,
K p ] = b and recall from the notation 4.1 that Λ e is the basis of K as K q -vector space where q = p e . We know from Corollary 4.15 that
where r e = b e q n , A = M S (f, e) and A k = M S (f k , e). Since f k is a monomial, it follows from Lemma 6.1 that the matrix A k = M S (f k , e) is equivalent to a diagonal matrix D whose diagonal entries are taken from the set {x
and consequently the number ♯(Cok S (A k ), R) is exactly the same as the number of the n-tuples (α 1 , . . . , α n ) with 0 ≤ α j ≤ q − 1 satisfying that (21) F e * (λx
sn n ) where s 1 , .., s n ∈ {0, . . . , q − 1} for all λ ∈ Λ e . However, an n-tuple (α 1 , . . . , α n ) with 0 ≤ α j ≤ q − 1 will satisfy (21) if and only if α j = d j (q − k) + s j for some 0 ≤ s j ≤ q − 1 for each 1 ≤ j ≤ n. As a result, the n-tuples (α 1 , . . . , α n ) ∈ Z n will satisfy (21) if and only if
where B j are Bernoulli numbers, B 0 = 1 and
. This makes
where V s (q) is a polynomial of degree s in q. From Faulhaber's formula and the equations (25), and (27), we get that By an argument similar to the above argument, we conclude the same result that Proof. Set [K : K p ] = b and recall from the notation 4.1 that Λ e is the basis of K as K q -vector space. We know by lemma 4.13 that 
