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1. Introduction and preliminary
A ring is called a left p.p. ring if every principal left ideal is projective. These rings seem to have been
first introduced by Hattori [2] in 1960, and are the topic of many publications. This work is motivated
by the following two results: Small [5] proved that a ring R is left semihereditary (i.e., every finitely
generated left ideal is projective) if and only if every matrix ring over R is a left p.p. ring; Nicholson [4]
showed that a ring R is (von Neumann) regular if and only if every upper triangular matrix ring over R
is a left p.p. ring. Thus if R is a regular ring, then all matrix rings and upper triangular matrix rings over
R are p.p. rings; and the converse holds too. Because matrix rings and upper triangular matrix rings
are two special cases of structuralmatrix rings, we aremotivated to ask: Is every structuralmatrix ring
over a regular ring a left p.p. ring? If not, then which structural matrix rings over a regular ring are
left p.p. rings? As seen later, the answer to the first question is “No”. In this paper, we will completely
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determine the structuralmatrix rings over a regular ringwhich are left p.p. rings and, as a consequence,
a new family of left p.p. rings is obtained.
Throughout,R is an associative ringwith identity andmodules are unitary leftmodules. For integers
m and n, if X is a subset of a ring R, then the set of all m × n matrices with entries in X is denoted
byMm×n(X). ThusMm×n(R) denotes the set of all m × n matrices over R. We denote byMn(R) the
n× nmatrix ring over R, and byTn(R) the n× n upper triangular matrix ring over R. For a left module
M over R, the left annihilator of an element x of M in R is denoted by lR(x) or simply by l(x). If R, S
are rings and M is an (R, S)-bimodule, then
⎛
⎝R M
0 S
⎞
⎠ denotes the formal triangular matrix ring. The
permutation group on the set {1, 2, . . . , n} is denoted by Sym(n).
For a binary relation θ on {1, 2, . . . , n}, let B = (bij) be the n × n Boolean matrix where bij = 1
if (i, j) ∈ θ and bij = 0 if (i, j) /∈ θ . Thus, θ → B gives a natural bijection between the set of the
binary relations on {1, 2, . . . , n} and the set of all n × n Boolean matrices. For a binary relation θ on
{1, 2, . . . , n}with the corresponding Booleanmatrix B = (bij), there is an associated additively closed
subsetMn(B, R)
(
also denoted byMn(θ, R)
)
ofMn(R), where
Mn(B, R) = {(aij) ∈Mn(R) : bij = 0 ⇒ aij = 0}= {(aij) ∈Mn(R) : (i, j) ∈ θ ⇒ aij = 0}.
A quasi-order Boolean matrix is a Boolean matrix B = (bij)which is reflexive (i.e., bii = 1 for all i) and
transitive (i.e., bij = 1 = bjk implies bik = 1 for all i, j, k). It is clear that B is transitive if and only if
Mn(B, R) is multiplicatively closed inMn(R), and that B is reflexive if and only ifMn(B, R) contains
the identity matrix In.
Definition 1.1. For an n × n quasi-order Boolean matrix B, the subringMn(B, R) ofMn(R) is called
the structural matrix ring over R associated with B.
An n × n quasi-order Boolean matrix B is called blocked triangular (see [1]) if it is of the form⎛
⎜⎜⎜⎜⎜⎜⎝
B11 B12 . . . B1k
0 B22 . . . B2k
...
...
. . .
...
0 0 . . . Bkk
⎞
⎟⎟⎟⎟⎟⎟⎠
,where for every i ≤ j, Bij is an ni × nj (Boolean) matrix with all its entries equal,
and n1 + · · · + nk = n. Since we assume B to be quasi-order, every entry of Bii is 1 for i = 1, . . . , k. If
every entry of Bij is 1 for all i ≤ j, then B is called complete blocked triangular [1].
Example 1.2. Let B = (bij) be an n × n Boolean matrix.
(1) If bij = 1 for all i ≤ j and bij = 0 for all i > j, thenMn(B, R) = Tn(R).
(2) If bii = 1 for all i and bij = 0 for all i = j, thenMn(B, R) is isomorphic to the direct product of
n copies of R.
(3) If bij = 1 for all i and j, thenMn(B, R) =Mn(R).
(4) A complete blocked triangular matrix ring [3] is a ring of the form⎛
⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(R) . . . Mn1×nk(R)
0 Mn2(R) . . . Mn2×nk(R)
...
...
. . .
...
0 0 . . . Mnk(R)
⎞
⎟⎟⎟⎟⎟⎟⎠
, k  1.
Clearly, a complete blocked triangular matrix ring over R is a structural matrix ring over R
associated with some complete blocked triangular Boolean matrix. A structural matrix ring
Mn(B, R) is called blocked triangular if B is blocked triangular.
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(5) The subring T :=
⎧⎨
⎩
⎛
⎝a b
c d
⎞
⎠ ∈M2(R) : a + c = b + d
⎫⎬
⎭ of M2(R) is not a structural matrix
ring, but it is isomorphic to a 2 × 2 structural matrix ring over R. In fact, T
ϕ∼= T2(R), where
ϕ(X) =
⎛
⎝0 1
1 1
⎞
⎠ X
⎛
⎝−1 1
1 0
⎞
⎠ for all X ∈ T .
If A = (aij) is an n× nmatrix and σ ∈ Sym(n), let Aσ denote the n× nmatrix whose (σ (i), σ (j))-
entry is aij for all i, j ∈ {1, 2, . . . , n}. Given an n × n quasi-order Boolean matrix B and σ ∈ Sym(n),
Bσ is also a quasi-order Boolean matrix, andMn(B, R) ∼= Mn(Bσ , R) via the isomorphism A → Aσ .
Moreover, there exists a permutation σ ∈ Sym(n) such that Bσ is blocked triangular. This is the idea
used in [1] to prove the next theorem, which first appeared in [6] and which will be frequently used
in the rest of this paper.
Theorem 1.3 [6]. Every structural matrix ring over R is isomorphic to a blocked triangular matrix ring over
R. Precisely, if B is an n×n quasi-order Booleanmatrix, then Bσ is blocked triangular for some σ ∈ Sym(n)
and so
Mn(B, R) ∼=Mn(Bσ , R) =
⎛
⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(X12) . . . Mn1×nk(X1k)
0 Mn2(R) . . . Mn2×nk(X2k)
...
...
. . .
...
0 0 . . . Mnk(R)
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where Xij = 0 or Xij = R for all i, j with 1 ≤ i < j ≤ k.
For convenience, the number k in Theorem 1.3 is called the block size of the blocked triangular
matrix Bσ and also of the blocked triangular matrix ringMn(B
σ , R). Given a quasi-order relation θ
on the set {1, 2, . . . , n}, it naturally gives rise to an equivalence relation ∼ on {1, 2, . . . , n} defined
by i∼ j if and only if both (i, j)∈ θ and (j, i)∈ θ . If B is the Boolean matrix determined by θ and
σ ∈ Sym(n) is the permutation such that Bσ is a blocked triangular Booleanmatrix, then the numbers
{ni:i= 1, 2, . . . , k} in Theorem 1.3 are actually the cardinalities of the equivalence classes induced
by ∼.
We refer the readers to the articles [1,6–9] for further background material on structural ma-
trix rings.
2. Main results
Given an n× n quasi-order Boolean matrix B, let Bσ be a blocked triangular Boolean matrix where
σ ∈ Sym(n). If R is a regular ring, then the left p.p. property ofMn(B, R) is uniquely determined by
the graph of Bσ . Our main theorem can be stated as follows.
Theorem2.1. Let R be a regular ring andB be ann×nquasi-order Booleanmatrixwith a blocked triangular
Boolean matrix Bσ , where σ ∈ Sym(n). Write
Mn(B
σ , R) =
⎛
⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(X12) . . . Mn1×nk(X1k)
0 Mn2(R) . . . Mn2×nk(X2k)
...
...
. . .
...
0 0 . . . Mnk(R)
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where Xij = 0 or Xij = R for all i, j with 1 ≤ i < j ≤ k.
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(1) If k ≤ 3, thenMn(B, R) is a left p.p. ring.
(2) If k ≥ 4, thenMn(B, R) is not left p.p. if and only if there exist 1  l1 < l2 < l3 < l4  k such
that Xl2l3 = 0, Xl1l2 = Xl1l3 = Xl2l4 = Xl3l4 = R.
We remark that, for k = 4, X12 = X24 = R implies X14 = R; thusMn(B, R) is not left p.p. ⇐⇒
“X23 = 0 and X12 = X13 = X24 = X34 = R” ⇐⇒ “X23 = 0 and X12 = X13 = X14 = X24 = X34 = R”.
In view of Theorem 1.3, Theorem 2.1 can be restated as the following: A structural matrix ring T
over a regular ring R is not a left p.p. ring if and only if T is isomorphic to a blocked triangular matrix
ring
⎛
⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(X12) . . . Mn1×nk(X1k)
0 Mn2(R) . . . Mn2×nk(X2k)
...
...
. . .
...
0 0 . . . Mnk(R)
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where Xij = 0 or Xij = R for all i, j with 1 ≤ i < j ≤ k, such that Xl2l3 = 0 and Xl1l2 = Xl1l3 = Xl2l4 =
Xl3l4 = R for some 1  l1 < l2 < l3 < l4  k.
In [4, Theorem 4], Nicholson proved that, for n ≥ 2, Tn(R) is a left p.p. ring if and only if R is a
regular ring. This is an immediate consequence of the next corollary. A complete set of n × n matrix
units is denoted by {Eij : 1 ≤ i, j ≤ n}.
Corollary 2.2. Let R be a ring, and T be a complete blocked triangular matrix ring over R with block size
greater than or equal to 2. Then R is a regular ring if and only if T is a left p.p. ring.
Proof. (⇒). This is by Theorem 2.1.
(⇐). Let T be an n × n complete blocked triangular matrix ring over R. Since the block size of
T is greater than or equal to 2, we have n ≥ 2. For a ∈ R, let A = aE11 − E1n and B = E1n + aEnn.
Then A, B ∈ T and AB = 0. Since T is a left p.p. ring, there exists an idempotent E of T such that
A ∈ lT (B) = TE. Thus, A = AE and EB = 0. Write E = (eij). Then it follows that −1 = ae1n − enn and
enna = 0. So a = 1 · a = (−ae1n + enn)a = a(−e1n)a. This shows that R is a regular ring. 
3. Proof of Theorem 2.1
A left module is called a p.p. module if every principal submodule is projective. It is well-known
that a left R-module M is p.p. if and only if the left annihilator lR(x) is generated by an idempotent
for all x ∈ M. In particular, R is a left p.p. ring if and only if l(a) is generated by an idempotent for all
a ∈ R. We need the following lemmas for the proof of Theorem 2.1.
Lemma 3.1 [4, Corollary 1]. Let S be a regular ring. Then
⎛
⎝R M
0 S
⎞
⎠ is a left p.p. ring if and only if R is a left
p.p. ring and RM is a p.p. module.
Lemma 3.2 [10]. If
⎛
⎝R M
0 S
⎞
⎠ is a left p.p. ring, then R and S are also left p.p. rings.
Lemma 3.3 [4, Theorem 1]. A ring R is a left p.p. ring if and only if every finitely generated free left
R-module is a p.p. module.
Lemma 3.4. (1) Submodules of a p.p. module are p.p. modules.
(2) Direct sums of p.p. left modules over a left p.p. ring are p.p. modules.
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Proof. (1) This is obvious.
(2) Let R be a left p.p. ring andM =⊕i∈ IMi where eachMi is a p.p. left R-module. To show thatM
is a p.p. module, we can assume that I is a finite set and further assume that the cardinal of I
is 2. So M =M1⊕M2. Let x∈M and write x= x1+x2 where x1 ∈M1 and x2 ∈M2. By hypothe-
sis, l(xi)= Rei where e2i = ei ∈ R for i= 1, 2. Since R is a left p.p. ring, Re1 ∩ Re2 = Re for some
e2 = e∈ Rby [4, Lemma1]. Thus l(x)= l(x1)∩ l(x2)= Re. This proves thatM is ap.p.module. 
For n ≥ 1, let Rn =M1×n(R) and Rn =Mn×1(R). Then Rn is a left module overMn(R), and hence
it is a left module overMn(θ, R). Define 1n =
(
1 1 . . . 1
)
, 0n =
(
0 0 . . . 0
)
∈ Rn. The argument
outlined in the next lemma will be repeatedly used in proving our main result.
Lemma 3.5. (The (l,m)-argument) Let B be an n × n blocked triangular Boolean matrix, and
Mn(B, R) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(X12) . . . Mn1×nt (X1t)
0 Mn2(R) . . . Mn2×nt (X2t)
...
...
. . .
...
0 0 . . . Mnt (R)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where t ≥ 3, and Xij = 0 or Xij = R for all i, j with 1 ≤ i < j ≤ t. If there exist 1 < l < m  t such that
Xlm = 0, X1l = X1m = R and X1iXil = 0 for all 1 < i < l, then the left annihilator of
v(l,m) :=
(
1n1 0n2+···+nl−1 1nl 0nl+1+···+nm−1 1nm 0nm+1+···+nt
)T ∈ Rn
inMn(B, R) is not generated by an idempotent. We refer to this argument as the (l,m)-argument.
Proof. Let S =Mn(B, R) and v = v(l,m). Suppose on the contrary that there exists some E2 = E ∈ S
such that SE = lS(v). For a matrix X , if all the row sums of X are equal, we denote this element of R by
ς(X). Then
lS(v)=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A · · · Y1l · · · Y1m · · ·
. . .
...
...
B · · · 0 · · ·
. . .
...
0 C · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ S:ς([A Y1l Y1m])= · · · = ς(B)= · · · = ς(C)= 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Write E =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
E1 · · · Y ′1l · · · Y ′1m · · ·
. . .
...
...
El · · · 0 · · ·
. . .
...
0 Em · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, E2i = Ei, 1  i  t, ς(El) = 0. Then
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SE=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
AE1 · · · AY ′1l+Y1lEl · · · AY ′1m+· · ·+Y1mEm · · ·
. . .
...
...
BEl · · · 0 · · ·
. . .
...
0 CEm · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A · · · Y1l · · · Y1m · · ·
. . .
...
...
B · · · 0 · · ·
. . .
...
0 C · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ S
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Denote the sums of the rows of the matrix In1 − E1 by a1, a2, . . . , an1 , respectively. Let
Q1l =
⎛
⎜⎜⎜⎜⎜⎝
−a1 0 · · · 0
−a2 0 · · · 0
...
... · · · ...
−an1 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎠
∈Mn1×nl(R).
It is clear that⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
In1 − E1 · · · Q1l · · · 0 · · ·
. . .
...
...
0 · · · 0 · · ·
. . .
...
0 · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
belongs to lS(v) = SE, so In1 − E1 = AE1 for some A ∈ Mn1(R). Thus, In1 − E1 = (In1 − E1)2 =
(AE1)(In1 − E1) = 0, which gives that E1 = In1 . It also follows from lS(v) = SE that ς(BEl) = 0 for all
B ∈Mnl(R), and this in turn implies that ς(PEl) = 0 for all P ∈Mn1×nl(R).
Fix some
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A · · · AY ′1l + Y1lEl · · · AY ′1m + · · · + Y1mEm · · ·
. . .
...
...
BEl · · · 0 · · ·
. . .
...
0 CEm · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ SE, and let
W =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A · · · AY ′1l + Y1lEl + G11 · · · AY ′1m + · · · + Y1mEm − H11 · · ·
. . .
...
...
BEl · · · 0 · · ·
. . .
...
0 CEm · · ·
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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where G11 =
⎛
⎜⎜⎜⎜⎜⎝
1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎠
∈ Mn1×nl(R) and H11 =
⎛
⎜⎜⎜⎜⎜⎝
1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎠
∈ Mn1×nm(R). Clearly W ∈
lS(v). Nowwe proveW ∈ SE. Assume thatW ∈ SE. Then there exist A′ ∈Mn1(R) and Z1l ∈Mn1×nl(R)
such that A = A′E1 and AY ′1l + Y1lEl +G11 = A′Y ′1l + Z1lEl . Since E1 = In1 , one obtains that A = A′ and
henceY1lEl+G11 = Z1lEl . Denote the sumof thefirst rowof amatrixX byς1(X). Thenς1(Y1lEl+G11) =
ς1(Y1lEl) + ς1(G11) = ς1(G11) = 1 = 0 = ς1(Z1lEl) (as ς(PEl) = 0 for all P ∈ Mn1×nl(R)). This
contradiction shows thatW ∈ SE butW ∈ lS(v). Hence lS(v) is not generated by an idempotent. 
We are ready to prove Theorem 2.1.
Proof of Theorem 2.1. By Theorem 1.3, we can assume that B = Bσ , and let T =Mn(B, R).
(1) If k = 1, then T =Mn(R) is a regular ring and hence a left p.p. ring.
If k = 2, then T =
⎛
⎝Mn1(R) Mn1×n2(X12)
0 Mn2(R)
⎞
⎠. It can be seen thatMn1×n2(X12) is a finitely generated
projective left Mn1(R)-module, and thus a p.p. module by Lemmas 3.3 and 3.4. Since Mn1(R) and
Mn2(R) are regular, T is a left p.p. ring by Lemma 3.1.
If k = 3,write T =
⎛
⎝S M
0 Mn3(R)
⎞
⎠, where S =
⎛
⎝Mn1(R) Mn1×n2(X12)
0 Mn2(R)
⎞
⎠ andM =
⎛
⎝Mn1×n3(X13)
Mn2×n3(X23)
⎞
⎠.
Since S is already a left p.p. ring andMn3(R) is a regular ring, we need only to show that M is a p.p.
left S-module by Lemma 3.1. LetM1 =
⎛
⎝Mn1×1(X13)
Mn2×1(X23)
⎞
⎠. As left S-modules,M is isomorphic to a direct
sum of n3 copies of M1. So to show that SM is a p.p. module, it suffices to show that M1 is a p.p. left
S-module by Lemma 3.4 (as S is a left p.p. ring). If X12 = 0, then M1 is obviously isomorphic to a
submodule of the p.p.module S(S⊕ S) and so it is a p.p.module. If X12 = R, thenM1 is a submodule of
the (n1 + 1)th column of S and hence is isomorphic to a submodule of the p.p.module SS. This shows
thatM1 is a p.p. left S-module. So (1) holds.
(2) (⇐). We prove the implication by induction on k. First assume k = 4. By hypothesis and the
remark made after Theorem 2.1, X23 = 0 and X12 = X13 = X14 = X24 = X34 = R, so
T =
⎛
⎜⎜⎜⎜⎜⎜⎝
Mn1(R) Mn1×n2(R) Mn1×n3(R) Mn1×n4(R)
0 Mn2(R) 0 Mn2×n4(R)
0 0 Mn3(R) Mn3×n4(R)
0 0 0 Mn4(R)
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Write T as a formal triangular matrix ring T =
⎛
⎝S M
0 Mn4(R)
⎞
⎠. SinceMn4(R) is regular, to show that
T is not left p.p., we need only to show that SM is not a p.p. module by Lemma 3.1. By Lemma 3.4, it
suffices to show that M1 :=
⎛
⎜⎜⎜⎝
Mn1×1(R)
Mn2×1(R)
Mn3×1(R)
⎞
⎟⎟⎟⎠ is not a p.p. left S-module because SM is isomorphic to a
direct sum of n4 copies ofM1. Note that X23 = 0, X12 = X13 = R, and v(2, 3) =
(
1n11n21n3
)T ∈ M1.
The (2, 3)-argument shows that the left annihilator of v(2, 3) in S is not generated by an idempotent.
HenceM1 is not a p.p. left S-module. So we have proved that T is not left p.p. if k = 4.
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Now assume that t ≥ 4 and that T is not left p.p. for all k with 4  k  t. We next show that T is
not left p.p. for k = t + 1. If l4 < k, then the upper left (n1 + · · · + nt) × (n1 + · · · + nt) block of
T is not a left p.p. ring by induction hypothesis, and hence T is not left p.p. by Lemma 3.2. So we can
assume l4 = k. We write T as a formal triangular matrix ring T :=
⎛
⎝S M
0 Mnt+1(R)
⎞
⎠, and proceed with
two situations. Note that we already have l4 = k = t + 1.
Case 1: l2 = t − 1 and l3 = t. That is, Xt−1,t = 0, Xt−1,t+1 = Xt,t+1 = R. If l1 > 1, then the lower
right (n2 + · · · + nt+1) × (n2 + · · · + nt+1) block of T is not a left p.p. ring by induction hypothesis,
and hence T is not left p.p. by Lemma 3.2. Thus we can assume l1 = 1, i.e., X1,t−1 = X1t = R. We can
further assume Xi,t−1Xit = 0 for all i with 2  i  t − 2. (In fact, if Xi,t−1Xit = R for some i with
2  i  t − 2, then Xi,t−1 = Xit = R. Now 1 < i < t − 1 < t < t + 1. Take l1 = i, l2 = t − 1, l3 = t
and l4 = t + 1. Then Xl2l3 = 0 and Xl1l2 = Xl1l3 = Xl2l4 = Xl3l4 = R. Since l1 > 1, the lower right
(n2 + · · · + nt+1) × (n2 + · · · + nt+1) block of T is not a left p.p. ring by induction hypothesis, and
hence T is not left p.p. by Lemma 3.2) Moreover, it follows from X1t = Xt,t+1 = R that X1,t+1 = R.
Denote M1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Mn1×1(X1,t+1)
Mn2×1(X2,t+1)
...
Mnt×1(Xt,t+1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. Then as left S-modules, M1 is isomorphic to a direct summand
of M. SinceMnt+1(R) is regular, to show that T is not left p.p., we need only to show that M1 is not a
p.p. left S-module by Lemmas 3.1 and 3.4.
For 2 ≤ i ≤ t − 2, we denote the condition X1i = Xi,t−1 = R by P(i). We prove the following
Claim. P(i) implies thatM1 is not a p.p. left S-module for all 2 ≤ i ≤ t − 2.
Proof of Claim. First suppose that P(2) holds, i.e., X12 = X2,t−1 = R. Then X2t = 0 (as X2,t−1X2t = 0)
and X2,t+1 = R (as R = X2,t−1Xt−1,t+1 ⊆ X2,t+1). Note that X2t = 0, X12 = X1t = R, and v(2, t) =(
1n1 1n2 0n3+···+nt−1 1nt
)T ∈ M1. So the (2, t)-argument shows that the left annihilator of v(2, t) in
S is not generated by an idempotent. HenceM1 is not a p.p. left S-module.
Assume that 2 < q ≤ t−2 and that P(i) implies thatM1 is not a p.p. left S-module for all 2 ≤ i < q.
We next show that P(q) implies thatM1 is not a p.p. left S-module.
Since P(q) holds, X1q = Xq,t−1 = R. Then Xqt = 0 (as Xq,t−1Xqt = 0) and Xq,t+1 = R (as
R = Xq,t−1Xt−1,t+1 ⊆ Xq,t+1).
If there exists some pwith 1 < p < q such that X1pXpq = R, then X1p = Xpq = R. So Xp,t−1 = R (as
XpqXq,t−1 ⊆ Xp,t−1). So P(p) holds and henceM1 is not a p.p. left S-module by induction hypothesis.
Thus,wecanassume thatX1iXiq = 0 for all 1 < i < q. Butwehave thatXqt = 0andX1q = X1t = R, and
that v(q, t) =
(
1n1 0n2+···+nq−1 1nq 0nq+1+···+nt−1 1nt
)T ∈ M1 (as X1,t+1 = Xq,t+1 = Xt,t+1 = R).
So the (q, t)-argument shows that the left annihilator of v(q, t) is S is not generated by an idempotent,
and henceM1 is not a p.p. left S-module. Thus, the claim has been proved by the Induction Principle.
Now comeback to the proof. By the claim, to show thatM1 is not a p.p. left S-modulewe can assume
X1iXi,t−1 = 0 for all i with 2  i  t − 2. Note that Xt−1,t = 0 and X1,t−1 = X1t = R, and that
v(t − 1, t) =
(
1n1 0n2+···+nt−2 1nt−1 1nt
)T ∈ M1 (as X1,t+1 = Xt−1,t+1 = Xt,t+1 = R). So the (t-1,
t)-argument shows thatM1 is not a p.p. left S-module.
Case 2: l2 ≤ t − 2. That is, Xl2l3 = 0, Xl1l2 = Xl1l3 = Xl2,t+1 = Xl3,t+1 = R where 2 ≤ l2 < l3 ≤ t
and l2 ≤ t − 2. If l1 > 1, then the lower right (n2 + · · · + nt+1) × (n2 + · · · + nt+1) block of T is
not a left p.p. ring by induction hypothesis, and hence T is not left p.p. by Lemma 3.2. Thus we can
assume l1 = 1, i.e., X1l2 = X1l3 = R, and can assume Xil2Xil3 = 0 for all i with 2  i  l2 − 1. By
arguing as in Case 1 with t − 1 being replaced by l2 and t by l3, we can further assume X1iXil2 = 0
for all 2  i < l2. Noting that Xl2,t+1 = Xl3,t+1 = R and X1,t+1 = R (as X1l3Xl3,t+1 ⊆ X1,t+1),
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we see that v(l2, l3) =
(
1n1 0n2+···+nl2−1 1nl2 0nl2+1+···+nl3−1 1nl3 0nl3+1+···+nt
)T
∈ M1. So the
(l2, l3)-argument shows thatM1 is not a p.p. left S-module.
(2) (⇒). Suppose T is not a left p.p. ring. In view of (1), there exists an integer t with 3  t < k
such that the upper left (n1 + · · · + nt) × (n1 + · · · + nt) block of T is a left p.p. ring, but the upper
left (n1 + · · ·+ nt+1)× (n1 + · · ·+ nt+1) block of T is not a left p.p. ring. Denote the second block as
Mm(B
′, R), wherem = n1 + · · · + nt+1 and B′ is the upper leftm × m block of B. Then we need only
to show that the necessity of (2) forMm(B
′, R). Therefore, without loss of generality, we can assume
that t = k − 1. Write T =
⎛
⎝S M
0 Mnk(R)
⎞
⎠ and define M1 as before. Now S is a left p.p. ring. Hence SM
is not a p.p. module by Lemma 3.1. Since SM is isomorphic to the direct sum of nk copies of SM1, SM1
is not a p.p. module by Lemma 3.4. Hence SM1 = 0 and it is not a direct sum of columns of S.
First assumeallni = 1, 1  i  k−1, and letCi be the ith columnof S.WenowexpressM1 as a sumof
some columns of S. SinceM1 = 0,1 := {i : Xik = R, 1  i < k} is not empty and so q1 = max(1)
is well-defined. From the multiplication of matrices in T , we see that, for any 1 ≤ i < q1, Xi,q1 = R
impliesXik = R;wehence deduce thatCq1 ⊆ M1. ButCq1 = M1 sinceM1 is not a direct sumof columns
ofS, so2 := {i : Xik = R and Xi,q1 = 0, 1  i < q1} isnotempty. Letq2 = max(2). ThenCq2 ⊆ M1.
If M1 = Cq1 + Cq2 , we are done; if not, then 3 =
{
i : Xik = R and Xi,q1 = Xi,q2 = 0, 1  i < q2
}
is not empty. Let q3 = max(3) and, again, Cq3 ⊆ M1. A simple induction shows that there exists an
integer pwith 2 ≤ p < k such thatM1 = Cq1 + Cq2 + · · · + Cqp and q1 > q2 > · · · > qp.
The sumM1 = Cq1 + Cq2 + · · · + Cqp is not direct, so
0 = x1 + x2 + · · · + xp,
where xi ∈ Cqi for i = 1, . . . , p and the xi′s are not all zero. Without loss of generality, we can assume
that xi = 0 for all i = 1, . . . , p. By the choice of qp, we have Xqp,qj = 0 for all 1 ≤ j < p. In particular,
the qthp entry of each xj (regarding xj as a column vector), 1  j < p, is 0. Thus, the qthp entry of xp is zero
too. But since xp = 0, there exists an integer lwith 1 ≤ l < qp such that the lth entry of xp is not zero.
Then by the above equation, there exists some 1  r < p such that the lth entry of xr is nonzero. These
show that Xl,qp = Xl,qr = R. By the choice of qp and qr , Xqp,k = Xqr ,k = R. Moreover, Xqp,qr = 0. Since
1  l < qp < qr < k,wehaveproved thenecessity of (2)by taking l1 = l, l2 = qp, l3 = qr and l4 = k.
As to arbitrary ni (1  i  k − 1), if we let C1, C2, . . . , Ck−1 be the first, the (n1 + 1)th, . . . , the
(nk−2 + 1)th columns of S, then the same argument applies.
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