Abstract-In this paper, a novel method is developed for computing formulae for the power spectra associated with run-length-limited (RLL) codes. Explicit use is made of a compact description of the run-length process associated with the RLL code. This association simplifies the general derivation of the power spectrum. The calculation of the spectra of several RLL codes popular in data storage applications is presented. Some of the closed-form expressions for the spectra of these widely used codes are new.
A two-level (or saturation) waveform, W ( t ) E { -1, + 1 } , called the write (or transmission) signal, is used to store (or transmit) information. In practice, the write signal is synchronously generated from a binary modulation ( 
PT(t) =
Note that the modulation sequence is the input to the modulator (write waveform generator) and not the raw data that is to be stored; in this respect, the input sequence is the output of the ( d , k ) encoder.
It is often useful in practice to determine the power spectrum of the write signal W ( t ) , when random data is presented to the input of the ( d , k ) encoder. The power spectrum of the RLL code provides a measure of bandwidth compression as well as a means of determining the average interference with embedded tracking/timing/focus servo channels due to the data signal and the signal on adjacent tracks. In this paper, a novel method is developed for computing the power spectrum of the ( d , k ) modulated write signal. It differs from previously published spectrum computation methods applicable to RLL coded signals, [1]- [6] , in that explicit use is made of a compact description of the allowable sequence of run-lengths associated with the RLL code. This description of IEEE Log number 8929589. the code sequences, referred to as the run-length diagram, simplifies the derivation of a general expression for the power spectrum of run-length-limited systems, including maxentropic sequences previously considered in [7] - [8] . In addition, it provides a unified approach toward calculation of explicit formulae for the power spectra of specific RLL codes, the descriptions of which can take diverse forms, including: block codes, finite state codes, variable length codes, and look-ahead codes.
The remainder of the paper is organized as follows. Section I1 provides definitions and derivations of the main results. Specifically, in Section 11-A, the processes associated with a run-length code are formally defined and the basic relationships between their spectra are described. In the following section, Section 11-B, the general expression for the power spectrum is derived by making use of the run-length description of a run-length-limited system of sequences. It is also shown here, as a special case, that the method provides a conceptually simple derivation of the power spectra of maxentropic ( d , k ) codes [7] , [8] . Section I11 provides the applications of the results. The procedure for obtaining the necessary run-length description from a ( d , k ) encoder is applied and the spectrum computation method is then demonstrated for several codes of practical importance in data storage applications. These examples include delay modulation or MFM [9], the IBM (2, 7) [lo], the Xerox (2, 7) [ l l ] , the Jacoby (1, 7) [ 121, and the Adler-Hassner-Moussouris (AHM) (1, 7) [ 131 codes. The closed form expressions for the spectra of these widely used codes, with the exception of MFM, are new. Appendix A describes the derivation of the run-length diagram and its underlying Markov chain from a ( d , k ) encoder description. Appendix B provides the proofs of the main theorems relating to the general expression for the power spectrum.
GENERAL FORMULA FOR RLL POWER SPECTRUM
Section 11-A begins with the definition of several random processes which it is convenient to associate with RLL systems of sequences. Expressions relating their power spectra are then derived. In Section 11-B, the method for computing the formulae for the power spectra of these processis is outlined. As a straightforward application, a new and conceptually simple proof of the power spectrum formula for maxentropic ( d , k ) sequences is presented. r n i n + k + l .
A . Associated Processes and Power Spectrum Relations
Due to the nature of most magnetic recording systems, the output signal {X,} often has special significance. In this paper, the usefulness of considering this signal relates to the method of computing the power spectrum in terms of the runlengths; its usual significance to magnetic recording is irrelevant in this context. For example, the method works equally well for a ( d , k) code used in an optical recording system where the output signal { X, } , has no special meaning.
3) The Run-Length Process [T,] : The term T/ simply counts the number of consecutive 0's together with the ending (or starting) 1 of thejth run in the code sequence { b,}, so for 
S,(O)= PS,(l).
These equations imply that, given the spectrum of the output process { X , } , the spectrum of the input signal {A,} and the write signal W ( t ) are determined except for the value at f = 0. The continuous portions of the spectra of W ( t ) and {A,} are determined by Sx(ei2"f) by taking the limit as f + 0. The discrete portions of the spectra of W ( t ) and {A,} have a discrete spectral line at f = 0 with amplitude given by (rnW)2 and respectively, where rnw is the mean or dc value of the write process, and r n A is the mean value of the input process. Since the mean value of the output process is always zero, the means of W( t ) and { A , } , which are equal, must be computed independently of the knowledge of Sx( e'*"').
In the practical codes which we consider, { b,}, {A,}, and { X,} are cyclostationary processes and therefore not widesense-stationary. This results from the fact that practical encoders are representable as finite-state machines with fixed input and output block lengths, where we assume that encoder inputs are independent and identically distributed. Thus, it is not possible to define the spectrum of, say, {A,} as the discrete time Fourier transform of its autocorrelation function. Instead, we define another process { Z , } by 2, = A n + @ where 0 is a discrete random variable uniformly distributed over the period r of the { A , } cyclostationary process. This new process can be shown to be wide-sensestationary. We can now define S A ( D ) as the spectrum of { Z, } . The spectrum of the { X , } process can be defined in a similar way and it can be shown that (2a) holds even for {A,} and { X, } cyclostationary processes. Similarly, the write signal W ( t ) represents a cyclostationary process with period 7 = rT. Extending the method described above to continuous time processes, we define another process V ( t ) by V ( t ) = W ( t + 4) where 4 is uniformly distributed over the period 7 . We define Sw( f ), the spectrum of W ( t ) , as the spectrum of V ( t ) .
The relationship (2b) above holds in the context of cyclostationary processes as well.
B. Calculation of the Power Spectrum of [X,]
Assume we are given a finite-state machine (FSM) that generates the ( d , k) code in question, assuming equiprobable data bits. More generally, one can assume a finite-state transition diagram (FSTD) that generates the valid code sequences of a run-length constrained system according to a prescribed set of transition probabilities, which in most applications maximize the entropy of the system. By a process involving splitting and merging of states, described in the Appendix, we show that we obtain a Markov chain { S , } on states { 1, 2, . e , L } such that the run-length process { T,} is a function of the Markov chain { S,}, in the sensethatPr(T, = t l S , _ , , . -. , S o , T , -, , --a , To) = Pr(T, This run-length process is then represented by a labeled directed graph, which we call the run-length diagram. Each directed edge connecting state i to state j has a label t , corresponding to the length of the run completed.
Also associated with each edge is the transition probability inherited from the underlying Markov chain, pij( t ) , which corresponds to the conditional transition probability for a run of length t from state i to state j , that is, the conditional probability of completing exactly one run of ( t -1) 0's followed (or preceded) by a single 1, from state i to state j .
= t I S , -, ) .
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Fig. 1 . Example run-length diagram.
With this description, the run-length constrained system assumes the form of a discrete noiseless channel [ 141, with variable length symbols corresponding to runs. The underlying Markov chain defines precisely the probabilities which maximize the entropy of the constrained system when viewed as an information source.
On the run-length diagram we can define a one-step state- given by
is the equilibrium probability of a + 1 or a -1 in the { X,, } process.
Proof: The proof is given in the Appendix. For applications of the theorem, it is useful to outline the procedure of obtaining the stationary distribution vector ?r and the equilibrium probability p(1) of a symbol + 1 or a symbol -1 in the { X,,} process. Note that G ( l ) is simply the ordinary one step transition probability matrix of the Markov chain { S,,}. Clearly The following theorem gives a closed-form expression for the power spectrum in terms of G ( D ) in the case where the sum -a Rx( j ) D j converges on the unit circle. In general, it corresponds to the continuous component of the power spectrum. The situation which occurs when the sum does not converge and the spectrum has a nontrivial discrete component will be discussed in Example 3.
Theorem I: Assuming the Markov chain { S,,} is in equilibrium, the power spectrum Sx(D) of the output signal process { X,, } is given by 
S x ( D ) = p ( l )~[ ( Z + G ( D ) ) -' + (I+ G(D-'))-' -I]uT
In this case, we find where X is the largest positive root of the equation
Moreover, a simple calculation shows that
2 ' 2 and where p ( 1) = 2/( ET1 +ET,), and The input process corresponding to this stationary chain is easily seen to have mean 0. In practice, one often restricts attention to the subsystem of input sequences in which symbols + 1 are restricted to "mark" runs and symbols -1 are restricted to "space" runs, or vice versa. The mean value of the corresponding input process in these cases will be
The extension to constraints obtained by interleaving n such RLL processes, n > 2, is straightforward.
Example 3: Discrete Spectral Components: It is important to examine the case of a periodic autocorrelation function of the transition process {Xn}. The case is subtle and deserves special attention since the sum R x ( j ) D j does not converge in the usual sense on the unit circle. The effect of periodicity is illustrated by means of the following example.
Consider the run-length diagram in Fig. 2 . By looking at cycles, we can easily see that the underlying binary symbol process is periodic with period 3. Also,
The stationary probability distribution is
which, according to Theorem 1, is equal to Expanding in partial fractions
The expression of the right-hand side of the equation shows clearly the two components of ( l / p ( l ) ) R x ( j ) D j . The first term is the discrete component which is responsible for spectral lines at frequencies corresponding to the roots of the denominator. which are the cubic roots of -1. The second term is the continuous component. Note that the denominator of this term has no roots on the unit circle. The spectral lines therefore occur at frequencies corresponding to the roots of 1 -DP.
Case 2: G(l) is a matrix with period unequal to 2 Then the binary process underlying G 2 ( D ) will have period either p or 2p.
If the period is p, then the roots of the numerator which lie on the unit circle are all accounted for by a factor (1
These roots are cancelled by the roots of the denominator, implying that the discrete spectrum is trivial (no spectral lines).
If the period is 2p, then the roots of the numerator which lie on the unit circle are all accounted for by a factor (1 -D z P )
The roots of the denominator are cancelled, leaving the roots of (1 + DP). The spectral lines therefore occur at frequencies corresponding to the roots of 1 + DP.
APPLICATIONS
In this section, we use the preceding theorems to derive explicit formulae for the power spectra of several of the most widely used run-length-limited codes: the rate 1/2 (1, 3) code known as MFM, delay modulation, or Miller code; the rate 1/2 (2, 7) codes introduced by IBM and Xerox; and the rate 213 (1, 7) codes derived by Jacoby and Adler-HassnerMoussouris. The formula for the power spectrum of MFM has been previously published [9], and we present it here simply to illustrate the method. The formulae for the (2, 7) and (1, 7) codes are new. In all of the described codes, data bits are assumed to be generated by an equiprobable binary source.
A . MFM Code
Modified frequency modulation (MFM) is a simple example of a rate 1/2 (1, 3) code. The coding rules are easily described in words: a data bit "1" generates the codeword "01," and a data bit "0" generates a codeword "10" if preceded by a data bit "0," or a codeword "00" if preceded by a data bit " 1 . "
These rules are easily translated into a two-state FSM representation of the code, as shown in Table I .
The state "a" represents the condition that the previous data bit was a "1," while the state "b" indicates that the previous data bit was a "0." A FSTD representation of the MFM code sequences is obtained from the FSM diagram by restricting edge labels to show codewords only, as seen in Fig.  3(a) . The run-length diagram for MFM is easily obtained from the FSTD by the method described in the appendix, as shown in Fig. 3(b) and (c) .
From the run-length diagram and the associated Markov chain, the matrix G ( D ) can be readily obtained. Specifically, It is not difficult to check, using the conditions described at the end of Section 11-B, that the discrete spectrum is trivial (no spectral lines).
The write signal power spectrum of the MFM code at frequency f, Sw( f ), is compared to that of the maxentropic (1, 3) code in Fig. 4. E, W merge into state 3. The result is a three-state run-length diagram. Fig. 5(c) .
It is a welcome coincidence that the Xerox code has the same run-length diagram as the IBM code. A simple proof of this is shown in Fig. 6 . The Xerox code is equivalent to a twostate variable-length code, in which state "a" corresponds to the condition that the past code sequence ends in 2 or more symbols "0" (implying the next X = 1 in Table IT) , and state "b" represents less than 2 (implying the next X = 0). The corresponding FSTD is shown in Fig. 6(a) . Insertion of additional states along the loops at state b, Fig. 6(b) , followed by merging of states with a single incoming edge from state b with label "00," Fig. 6(c) , reproduces the one-state variablelength block code representation of the IBM code, Fig. 6(d) . Using (6) and (7), we can solve for the stationary The power spectrum of the input signal process associated probability vector ?r to get with these (2, 7) codes is found to be Basic Table  Violation Substitution Table   101 It is again not difficult to check, using the conditions described at the end of Section 11-B, that the discrete spectrum is trivial (no spectral lines).
The write signal power spectrum of the IBM/Xerox codes at frequency f, Sw( f ), is compared to that of the maxentropic (2, 7) code in Fig. 7 .
C. ( I , 7) Codes
Two rate 2/3 (1, 7) codes that appear in disk storage products are the Jacoby code [12] and the AHM (IBM) code [13]. The Jacoby code is a "look-ahead'' code, and is defined by the encoding rules shown in Table 111 . The basic encoding table in used when the resulting codeword will not cause a violation of the d = 1 constraint. Certain juxtapositions of data words, however, would lead to violations in the code sequence. In these cases, one changes the assignment of the current and preceding codewords in accordance with the violation substitution table.
The AHM code is described by the finite-state-machine shown in Table IV , with states designated by the letters "a,"
The FSTD for the AHM (1, 7) code is shown in Fig. 8(a) . The run-length diagram and associated Markov chain are derived using the method of the Appendix. The three state runlength diagram is shown in Fig. 8(b) .
The run-lenmh diagram for the Jacoby code turns out to be FSM with states "a," "6," "c," "d" corresponding to the condition that the previous data block was "00," "01," "10," or "11," respectively (and caused no violation), and state "U" corresponding to the condition that a violation has occurred. Edge labels are obtained from the look-ahead code table by delaying the output codewords by one block. This delay accounts for the dependence of the output codeword on one look-ahead data block. The resulting FSM table is shown in Table V .
Restricting to codeword labels in the diagrams corresDondidentical to that of the AHM code. To see this easily, define a ing to Tables IV and V produces FTSD's which are ideitical.
Write Spectra for (1.7) T = 1 Frequency   Fig. 9. (1, 7) write signal spectra: maxentropic (dashed) and implemented (solid).
As in the case of the (2, 7) codes, the two independently discovered (1, 7) codes generate identical sets of code sequences, but use different assignments of data sequences to code sequences.
Remark: T. Howell [20] has observed that the set of code sequences of the (1, 7) code is invariant under time reversal. This fact can be proved readily from Fig I'
Using (6), (7), and (S), we obtain described at the end of Section 11-B, that the discrete spectrum is trivial (no spectral lines). The write signal power spectrum of the Jacoby/AHM codes at frequency f, Sw( f ), is compared to that of the maxentropic
(1, 7) code in Fig. 9 . Finally, in Fig. 10 , the write signal spectra of the MFM, (2, 7) and (1, 7) codes are compared at fixed data rate.
D. Spectrum at Zero Frequency
It is often of value to have a measure of the spectrum at zero frequency of the channel input signal process Once again, it is not difficult to check, using the conditions J implemented codes discussed in this section all have vanishing discrete spectral lines at zero frequency, so, using the formulae for code spectral densities that we have derived, it is now an easy matter to find the value of Sa (1) for MFM and the implemented (2, 7) and (1, 7) codes. The results are given in Table VI . The values for the corresponding maxentropic runlength constrained systems, discussed in Example 1, are included for comparison purposes.
APPENDIX A DERIVATION OF RUN-LENGTH MARKOV CHAIN
The run-length diagram is derived by a sequence of transformations of the finite-state transition diagram (FSTD) of the binary constrained system. First, states are inserted along edges of the initial FSTD as required to ensure that each edge generates a single symbol, as shown schematically in Fig. 11 .
The next objective is to represent the system by a FSTD in which each state has all of its incoming edges labeled identically. This is accomplished by performing input splitting operations on the states of the diagram, as illustrated in Fig. 12. Fig. 12 shows a local transformation at state s of the FSTD G which we refer to as an input splitting at state s. The result is a FSTD G' with the property that each state derived from s in the splitting has all of its incoming edges labeled identically with either "0" or "1." Note that G' generates the same system of constrained sequences as G.
The input splitting operation is repeated at all states as required to produce a FSTD W with the desired property. The ?&-- states in H which have all incoming edges labeled with the binary symbol "1 ," denoted { sI, . . . , sL}, correspond to the states in the run-length diagram, denoted { ul, . * * , uL } . A run of length t is a sequence o f t -1 symbols "0" followed by a symbol "1 ." There is an edge with label t from ai to uj in the run-length diagram if and only if there is a path of length t in W from si to si which generates a run of length t .
The run-length diagram can sometimes be simplified by transformations called input merging and output merging. Fig.  13 shows the local transformation corresponding to the input merging of states s and s' , in which the two states are merged into a single state U , provided that they have identical outgoing edge structure; that is, the set of "next states" and corresponding edge labels is identical for both states. The resulting state U has this outgoing edge structure, and its incoming edges A depiction of an output merging transformation, which has a completely analogous description, is obtained by reversing the direction of all edges in Fig. 13 , as shown in Fig. 14. Finally, we remark that these merging operations based on the run-length diagram structure will preserve the measure of maximum entropy on corresponding system of sequences. All of the examples considered in the applications (Section 111) use this maxentropic measure.
If a different measure is used, however, the input (respectively, output) merging operations can be carried out only if they respect the conditional measure on sequences emanating from (respectively, terminating at) the two states. Thus, we obtain
APPENDIX B PROOFS OF THEOREMS
Proof
This proves Theorem 1 .
Proof of Theorem 2
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