This paper addresses a new class of optimal control problems for perturbed sweeping processes with measurable controls in additive perturbations of the dynamics and smooth controls in polyhedral moving sets. We develop a constructive discrete approximation procedure that allows us to strongly approximate any feasible trajectory of the controlled sweeping process by feasible discrete trajectories and also establish a W 1,2 -strong convergence of optimal trajectories for discretized control problems to a given local minimizer of the original continuous-time sweeping control problem of the Bolza type. Employing advanced tools of first-order and secondorder variational analysis and generalized differentiation, we derive necessary optimality conditions for discrete optimal solutions under fairly general assumptions formulated entirely in terms of the given data. The obtained results give us efficient suboptimality ("almost optimality") conditions for the original sweeping control problem that are illustrated by a nontrivial numerical example.
Problem Formulation and Initial Discussions
This paper is devoted to the study of optimal control problems for sweeping processes with controlled perturbations and controlled moving sets. The basic uncontrolled sweeping process was introduced by Moreau in the 1970s as the dissipative differential inclusioṅ
describing the motion of a particle that belongs to a continuously moving set C(t), where the normal cone N in (1.1) is understood in the sense of convex analysis The sweeping inclusion (1.1) tells us that, depending on the motion of the set, the particle stays where it is in the case when it does not hit the set; otherwise, it is swept towards the interior of the set. We refer the reader to [34] and to the subsequent work in, e.g., [1, 5, 19, 20, 26, 27, 28, 29, 39] with the bibliographies therein for further developments and applications. The original motivation for Moreau came from applications to elastoplasticity, but later on the sweeping process and its modifications have been well recognized for many applications to other problems in mechanics, hysteresis, ferromagnetism, electric circuits, phase transitions, traffic equilibria, social and economic modelings, etc.; see, e.g., the references above among numerous publications.
Since the Cauchy problem in (1.1) has a unique solution [34] , it does not make any sense to formulate optimization problems for the basic Moreau sweeping process. This is a striking difference between the discontinuous differential inclusion (1.1) and the onesẋ(t) ∈ F (x(t)) described by Lipschitzian set-valued mappings/multifunctions F : R n ⇒ R n for which optimal control theory has been well developed; see, e.g., the books [13, 31, 40] for various methods and results on necessary optimality conditions. It seems that optimal control problems for sweeping differential inclusions were first formulated and studied in the case of control actions entering additive perturbations [23] for which existence and relaxation results, while not optimality conditions, were obtained; see [12, 37, 38] for subsequent developments in this direction. To the best of our knowledge, the theory of necessary optimality conditions for sweeping processes has been started with [14] , where a new class of dynamic optimization problems with controlled moving sets C(t) = C(u(t)) in (1.1) was first formulated with deriving necessary optimality conditions in the case when C(u) is a halfspace. Soon after that, necessary optimality conditions were obtained for another class of sweeping process without controlled in either moving sets or perturbations, but in a coupling linear ODE. Further necessary optimality conditions and their applications for all the three types of controlled sweeping processes were developed in [2, 3, 8, 9, 10, 11, 15, 16, 17, 18, 21, 25] . This paper concerns the following class of optimal control problems of the generalized Bolza type for the perturbed version of the sweeping process in (1.1) . Given an extended real-valued terminal cost function ϕ : R n → R := (−∞, ∞] and a running cost function : [0, T ] × R 2(n+nm+m)+d → R, our basic problem (P ) is defined by: minimize J[x, a, b, u] := ϕ x(T ) + T 0 t, x(t), a(t), b(t), u(t),ẋ(t),ȧ(t),ḃ(t) dt (1.3) over control actions a(·) = (a1(·), . . . , am(·)) ∈ W 1,2 ([0, T ]; R mn ) and b(·) = (b1(·), . . . , bm(·)) ∈ W 1,2 ([0, T ]; R m ) entering the moving set C(t) and measurable controls u(·) ∈ L 2 ([0, T ]; R d ) entering additive perturbations that generate the corresponding trajectories x(·) ∈ W 1,2 ([0, T ]; R n ) of the sweeping differential inclusion ẋ(t) ∈ −N x(t); C(t) + g x(t), u(t) a.e. t ∈ [0, T ], x(0) := x0 ∈ C(0), u(t) ∈ U a.e. t ∈ [0, T ], (1.4) where the moving set is given in the polyhedral form as C(t) := x ∈ R n ai(t), x ≤ bi(t), i = 1, . . . , m , (1.5) and where the initial point x0 ∈ R n and the final time T > 0 are fixed. All such quadruples (x(·), a(·), b(·), u(·)) for which the running cost (·) is integrable are feasible solutions to problem (P ). In addition to the above dynamical system (1.4) with the pointwise/hard constraints on the controls u(·) in perturbations, we impose the pointwise constraints on the controls ai(·) in the moving set: ai(t) = 1 for all t ∈ [0, T ] and i = 1, . . . , m.
(1.6) Furthermore, problem (P ) also contains the implicit pointwise mixed state-control constraints ai(t), x(t) ≤ bi(t) for all t ∈ [0, T ] and i = 1, . . . , m, (1.7)
which are due to construction (1.2) of the normal cone in (1.4) . Our approach to the dynamic optimization problem (P ) is based on the method of discrete approximation, which was developed in [30, 31] for optimization of Lipschitzian differential inclusions and then was significantly modified in [8, 9, 10, 14, 15, 16, 18, 25] to handle various optimal control problems for sweeping processes. There are four major steps in the realization of this approach to the study of continuous-time systems:
(i) Firstly, we construct a well-posed discrete approximation of the sweeping control system from (1.1), (1.5) in such a way that any feasible solution to the continuous-time sweeping inclusion can be appropriately approximated by feasible solutions to the discretized sweeping control systems. This step may be also considered from the numerical viewpoint as a finite-dimensional approximation of the discontinuous constrained differential inclusion.
(ii) The second approximation step is to construct, with the usage if (i), a sequence of discrete-time optimal control problems (P k ), k ∈ IN := {1, 2, . . .}, for discretized sweeping inclusions such that the approximating problems admit optimal solutions whose continuous-time extensions strongly converge as k → ∞ in the requited topology to a chosen local minimizer of the original sweeping control problem (P ).
(iii) The next step is to derive necessary conditions that hold for optimal solutions of each discrete-time problem (P k ), which can be reduced to a finite-dimensional format of mathematical programming with increasingly many geometric constraints of the graphical type. To deal with such problems, we employ appropriate tools of firstorder and second-order variational analysis and generalized differentiation. Due to (ii), the obtained results can be viewed as constructive suboptimality (almost optimality) conditions for (P ) that practically provide, for large k ∈ IN , about the same amount of information as the exact optimality conditions for local minimizers of (P ).
(iv) The last step is highly challenging mathematically while being of undoubted importance. It furnishes the limiting procedure to pass from the necessary conditions for the optimal solutions of the discrete-time problems (P k ) obtained in (iii) to the exact necessary optimality conditions for the designated local minimizer of the original sweeping control problem (P ). This step strongly involves advanced calculus and computation results of variational analysis and generalized differentiation, especially of the second order.
In this paper we comprehensively resolve the issues listed in steps (i)-(iii) for the general sweeping control problem (P ) formulated in (1.3)-(1.7) (which is certainly of its independent interest and own importance), while step (iv) is furnished in our forthcoming paper [7] . Note that some particular cases of problem (P ) were investigated by discrete approximation techniques in the papers [8, 10, 16, 18] mentioned above, but the general setting of our consideration is significantly more complicated and thus requires careful elaborations, which are provided in this paper and subsequently in [7] .
The rest of the paper is organized as follows. In Section 2 we formulate the standing assumptions on the given data of (P ) and present preliminary results on the well-posedness of the controlled sweeping process under consideration. Section 3 establishes the existence of optimal solutions to (P ) and discusses its relaxation stability. In Section 4 we construct a discrete approximation of the sweeping control system in (1.1), (1.5) that allows us to strongly approximate any feasible solution to it by feasible solutions to its discrete counterparts. Section 5 develops the discrete approximation procedure at the level of optimality while leading us to the strong convergence of optimal solutions for the discrete-time problems to the prescribed local minimizer of (P ). In Section 6 we first review the tools of generalized differentiation needed for our variational analysis and then obtain second-order calculation formulas that are crucial for deriving necessary optimality conditions. Such conditions are obtained in Section 7 for the constructed discrete approximation problems, Finally, we illustrate in Section 8 by a nontrivial example the efficiency of the obtained optimality conditions to solve sweeping control problems. Throughout the paper we use standard notation of variational analysis and control theory; see, e.g., [32, 36, 40 ].
Standing Assumptions and Preliminaries
In this section we present some results on well-posedness of the sweeping differential inclusions in the aforementioned classes of feasible controls and formulate the standing assumptions on problem (P ) that allow us to establish further the main achievements of the paper.
Denoting by d(x; Ω) the distance between a given point x ∈ R n and an nonempty set Ω ⊂ R n , observe first that the conventional assumption on the moving set C(t) ensuring the existence of absolutely continuous solutions to the sweeping differential inclusion (1.4) is formulated as follows:
where v : [0, T ] → R is an absolutely continuous function; see [19, 28] and the references therein. However, assumption (2.1) is rather restrictive and may fail for polyhedral moving sets C(t) as in (1.5), even in the case of half-spaces. An improvement of (2.1) ensuring the existence of absolutely continuous solutions to (1.4) was obtained in [15] with the verification of the imposed assumption in the case of half-spaces C(t) in [15] and then for general convex polyhedral sets (1.5) in [16] under the linear independence constraint qualification (LICQ) meaning that the vectors {ai(t)} are linearly independent for all t ∈ [0, T ] along the active constraints. Following the approach of Tolstonogov [37] , we derive below an advanced result on the existence and uniqueness of W 1,2 solutions to (1.4) with the polyhedral moving sets (1.5) generated by W 1,2 controls (ai(t), bi(t)) and measurable controls u(t) under a major assumption that is significantly weaker than LICQ. This result justifies the wellposedness of the sweeping dynamical systems under consideration, which is required for the subsequent study of the optimal control problem (P ). Now we formulate the standing assumptions of this paper that include those ensuring the existence of the aforementioned solutions to the sweeping system (1.4) and (1.5).
(H1) The control set U from (1.4) is closed and bounded in R d .
(H2) The derivatives (ȧi(t),ḃi(t)) are uniformly bounded for all i = 1, . . . , m and a.e. t ∈ [0, T ] with the fixed initial points a0 := (a1(0), . . . , am(0)) and b0 := (b1(0), . . . , bm(0)).
(H3) The perturbation mapping g : R n × R d → R n is uniformly Lipschitz continuous with respect to both variables x and u ∈ U , i.e., there exists L > 0 for which 
The terminal cost ϕ : R n → R is lower semicontinuous (l.s.c.) while the running cost/integrand : R 2(n+nm+m)+d →R is bounded from below and l.s.c. around a given feasible solution to (P ) for a.e. t ∈ [0, T ]. We also assume that is a.e. continuous in t and is uniformly majorized by a summable function on [0, T ].
Before presenting the aforementioned well-posedness (existence and uniqueness) theorem for the sweeping process in (1.4) and (1.5), we discuss the imposed condition (2.4) in (H4). Recall that the positive linear independence constraint qualification (PLICQ) condition holds at
5)
where the set of active constraint indices for (1.5) is defined by
The essentially more restrictive linear independence constraint qualification (LICQ) condition at x ∈ C(t) used in [16] reads as (2.5) with the replacement of αi ≥ 0 by αi ∈ R therein.
It is easy to see the Slater-type condition (2.4) reduces to PLICQ if the polyhedron (1.5) does not depend on t, which is the case considered in [18] . In the general nonautonomous case, (2.4) may be stronger than PLICQ (2.5) while being always weaker than its LICQ counterpart. Note also that in our setting, (2.5) corresponds to the Mangasarian-Fromovitz constraint qualification, which is classical in nonlinear programming. Furthermore, imposing PLICQ at x ∈ C(t) is equivalent to the so-called inverse triangle inequality at this point defined by
with some constant γ > 0; see [39] for more discussions.
Now we are ready to present the aforementioned well-posedness result for the sweeping system (1.4), (1.5).
Theorem 2.1 (well-posedness of the controlled sweeping process) Let all the assumptions in (H1)-(H4) be satisfied, and let (a(·), b(·)) ∈ W 1,2 ([0, T ]; R mn × R m ) and u(·) ∈ L 2 ([0, T ]; R d ) be fixed control actions in (1.4) and (1.5). Then the sweeping differential inclusion (1.4) admits the unique solution x(·) ∈ W 1,2 ([0, T ]; R n ) generated by the control triple (a(·), b(·), u(·)). Proof. Following [37] , it is said that a set-valued mapping C : [0, T ] → R n is r-uniformly lower semicontinuous from the right if there exists a family V := {vr| r ≥ 0} ⊂ W 1,2 ([0, T ]; R n ) such that for any r ≥ 0, any s, t ∈ [0, T ] with s ≤ t, and any x ∈ R n with and x ≤ r we have the inequality
Let us show that assumption (H4) implies that the polyhedral mapping C(·) defined in (1.5) is r-uniformly lower semicontinuous from the right. To proceed, define the function φ : 
Taking vi(·) from assumption (H4), denote further
Then ξr(·) ⊂ W 1,2 ([0, T ]; R) for all r ≥ 0, and we have from (2.3) that
which completes the verification of all the assumptions in H(φ) of [37] . Employing now [37, Theorem 4.1] verifies that our polyhedral mapping C(·) is r-uniformly lower semicontinuous from the right on [0, T ]. Finally, the existence and uniqueness result claimed in the theorem follow from [37, Lemma 3.1 and Theorem 4.1]. 2
Existence of Optimal Solutions and Relaxation
This section addresses the existence issue for (global) optimal solutions to the sweeping control problem (P ). Then we define an appropriate notion of local minimizers to (P ) and discuss its relaxed counterpart.
Before establishing the existence of optimal solutions to (P ) in the aforementioned class of feasible solutions, let us reformulate the sweeping differential inclusion (1.4) in a more convenient way. Consider the image of the control set U under the perturbation mapping g :
Then the sweeping inclusion (1.4) with the moving set (1.5) can be equivalently represented as −ẋ(t) ∈ N x(t); C(t) − g x(t), U a.e. t ∈ [0, T ], x0 ∈ C(0).
(3.1)
More rigorously, this equivalence takes into account standard measurable selection results ensuring that for any measurable velocity function satisfying v(t) ∈ g(x(t); U ) for a.e. t ∈ [0, T ] there exists a measurable control u(t) ∈ U such that v(t) = g(x(t), u(t)) a.e. on [0, T ]. This is surely the case in our setting; see, e.g., [36, Chapter 14] for more details and references. Now we are ready to obtain the existence theorem for optimal solutions to (P ) under certain additional convexity assumptions with respect to velocities. For simplicity we suppose here that the integrand does not depend on the control variable u. If it does, we have to impose the convexity of an extended velocity set that includes the integrand component. Theorem 3.1 (existence of optimal solutions to controlled sweeping processes) Let (P ) be the optimal control problem formulated in Section 1 with the equivalent form (3.1) of the sweeping differential inclusion over all the
In addition to the standing assumptions (H1)-(H5), suppose that the integrand in (1.3) does not depend on the u-variable while being convex with respect to the velocity variables (ẋ,ȧ,ḃ). Suppose furthermore that along a minimizing sequence of
Proof. Since the set of feasible solutions to problem (P ) is nonempty by Theorem 2.1, we can take the minimizing sequence of quadruples (x k (·), a k (·), b k (·), u k (·)) in (P ) from the formulation of the theorem. It follows from the boundedness of {x k (·), (a k (·), b k (·))} in W 1,2 ([0, T ]; R n × R mn × R m ) and the weak compactness of the dual ball in
, and L 2 ([0, T ]; R m ) along subsequences (without relabeling) for some functions v x (·), v a (·), and v b (·) from the corresponding spaces. Employing Mazur's weak closure theorem, we conclude that there are sequences of convex combinations ofẋ k (·),ȧ k (·), andḃ k (·), which strongly converge in the corresponding spaces to v x (·), v a (·), and v b (·), respectively. Furthermore, standard real analysis tells us that there exists a subsequence of these convex combinations (no relabeling again), which converges to ( 
and observe that they satisfy the pointwise constraints in (1.6) and (1.7). Furthermore, it follows from the closedness and convexity of the normal cone (1.2) to the moving convex polyhedral set C(t) in (1.5) and the assumed convexity of the compact sets g(x k (t), U ) on [0, T ] that the right-hand site velocity set in (3.5) is convex along the selected minimizing sequence, and we havė
for the limiting trajectoryx(·) withx(t) ∈ C(t) := {x ∈ R n | āi(t), x ≤bi(t), i = 1, . . . , m} on [0, T ]. Employing now the aforementioned measurable selection allows us to find a measurable controlū(·) suchū(t) ∈ U anḋ
It remains to show that the limiting quadruple (x(·),ā(·),b(·),ū(·)), which is proved to be feasible for (P ), is an optimal solution to this problem. This is a consequence of the inequality
for the cost functional (1.3). To verify (3.2), we use the assumptions in (H5) ensuring the application of the Lebesgue dominated convergence theorem together with the imposed convexity of integrand with respect to (ẋ,ȧ,ḃ). This allows us to apply the classical lower semicontinuity result for integral functionals with respect to the weak topology in L 2 . Observe that there is no need to care about the convergence with respect to u-controls in our setting due to the independence of the integral on the u-component. Thus the proof is complete. 2
Justifying the existence of global optimal solutions to the controlled sweeping process under (P ), recall that our goal is the derivation of necessary optimality conditions for suitable local minimizers of (P ) by employing the method of discrete approximations. An appropriate concept from this viewpoint goes back to intermediate local minimizers introduced in [30] for Lipschitzian differential inclusions that occupies an intermediate position between the conventional notions of weak and strong minimizers in dynamic optimization while covering the latter; see the books [31, 40] and the references therein for more details on this notion for Lipschitzian inclusions. In the case of our problem (P ), a natural implementation of this concept reads as follows.
Definition 3.2 (intermediate local minimizers for sweeping optimal control)
Let (x(·),ā(·),b(·),ū(·)) be a feasible solution to problem (P ) under the standing assumptions made. We say that (x(·),ā(·),b(·),ū(·)) is an
for any feasible solutions (x(·), a(·), b(·), u(·)) to (P ) satisfying
, we speak about strong local minimizers for (P ). It is clear that any strong local minimizer for (P ) is an intermediate one, but not vice versa as can be confirmed by examples.
To implement our approach to study local minimizers of (P ), we need a certain relaxation stability of the i.l.m. under consideration. The idea of relaxation of variational problems, related to convexification with respect to derivative variables, goes back to Bogolyubov and Young for the classical calculus of variations and to Gamkrelidze and Warga for optimal control problems governed by ordinary differential equations; see, e.g., the books [31, 40] for more discussions and references, where relaxation of control problems for Lipschitzian differential inclusions were also investigated and discussed in detail. Relaxation results for non-Lipschitzian differential inclusions were more recently developed in [22, 23, 38] .
To proceed in the case of our optimal control problem (P ), consider vectors x := (x1, . . . , xn) ∈ R n , a := (a1, . . . , am) ∈ R mn , b := (b1, . . . , bm) ∈ R m , and u := (u1, . . . , u d ) ∈ R d , and then define the set-valued mapping 4) where N (x; C(a, b)) is taken from in (1.2), and where C(a, b) := {x ∈ R n | ai, x ≤ bi, i = 1, . . . , m}. It is not hard to see that F admits the following explicit representation:
Denoting by F the convexification of the integrand (i.e., the largest l.s.c. convex function majorized by (t, x, a, b, ·, ·, ·, ·)) with respect to the velocity variables (ẋ,ȧ,ḃ) as well as to the control one u on the convex hull co U , define the relaxed optimal control problem (R) by:
satisfying (1.6) and giving a finite value of the extended running cost in (3.6) . All such quadruples are said to be feasible to (R). It follows from (3.6) and the construction of F with F taken from (3.4) that u(t) ∈ co U for a.e. t ∈ [0, T ], and that x(·) is a trajectory of the convexified differential inclusion
with ai(t), x(t) ≤ bi(t) for i = 1, . . . , m and all t ∈ [0, T ]. Now we introduce a new notion of relaxed intermediate local minimizers for (P ); cf. [30] for Lipschitzian differential inclusions and [18] for a version of problem (P ) with ≡ 0 and an uncontrolled polyhedron C(t) ≡ C.
Definition 3.3 (relaxed intermediate local minimizers)
We say that (x(·),ā(·),b(·),ū(·)) is a relaxed intermediate local minimizer (r.i.l.m.) for problem (P ) if it is feasible for (P ) and there exists ε > 0 such that
It follows from Definitions 3.2 and 3.3 in view of the constructions in 3.6 and (3.7) that any i.l.m. of (P ) is also its r.i.l.m. provided that the sets U and g(x(t); U ) are convex and the integrand (t, x(t), a(t), b(t), ·, ·, ·, ·) is convex along feasible solutions to (P ). The well-recognized beauty of relaxation procedures in variational and control problems is that they keep global or local optimal values of cost functionals under relaxation in important situations without any convexity assumptions. It is strongly related to deep measure-theoretical results of the Lyapunov-Aumann type ensuring the automatic convexity of integrals of arbitrary set-valued mappings over nonatomic measures. In particular, it has been realized in this way that every strong local minimizer in control problems for Lipschitzian differential inclusions with no constraint of right ends of trajectories is always a relaxed one; see, e.g., [31, 40] . Similar results for controlled sweeping processes of different types were obtained in [23, Theorem 2] and [38, Theorem 4.2] . We conjecture that modifying the proofs of the aforementioned theorems lead us to the fact that any strong local minimizer of the nonconvex sweeping control problem (P ) is a relaxed strong local minimizer of this problem under the imposed standing assumptions in (H1)-(H5) with the replacement of the lower semicontinuity of ϕ and in (H5) by their continuity.
Strong Discrete Approximation of Feasible Solutions
In this section we start our detailed development of the method of discrete approximations to study the sweeping optimal control problem (P ) formulated in Section 1. In fact, this section does not concern the optimization part of (P ) while dealing only with constructive approximations of feasible solutions. Our main goal here is to show that the standing assumptions imposed allow us to strongly approximate any feasible solution to (P ) by feasible solutions to discrete-time problems extended to the continuous-time interval. The result established below significantly improves similar ones obtained in [8, 10, 16] for particular types of sweeping control problems, and so its proof is more involved in comparison with those given in [8, 10, 16] . Note that another discrete approximation scheme was developed in [18] for problem (P ) with ≡ 0 and an uncontrolled polyhedral convex set C(t) ≡ C.
To proceed, for each k ∈ IN define the discrete partition of [0, T ] by
for j = 0, . . . , ν(k) − 1, (4.1)
where ν = ν(k) ≥ k, and where ν > 0 is some constant.
Here is a major approximation result, which certainly is of its own interest (also from a numerical viewpoint), while being important for the subsequent developments of this paper and its continuation in [7] . Theorem 4.1 (strong discrete approximation of feasible sweeping solutions) Under the standing assumptions in (H1)-(H4), fix any feasible solution (x(·),ā(·),b(·),ū(·)) to (P ) such that the functionsẋ(·),ȧ(·),ḃ(·) and u(·) are of bounded variation on [0, T ], i.e.,
for some constant K > 0. Then there exist partitions ∆ k , k = 1, . . ., as in (4.1) together with sequences of piecewise linear functions (x k (t), a k (t), b k (t)) and piecewise constant functions u k (·) on [0, T ], as well as a sequence of positive numbers δ k converging to zero such that (x k (0), a k (0), b k (0)) = (x0, a0, b0) for all k ∈ IN , and we have the relationships:
Proof. We split the proof into the following four major steps.
First of all, we remark that, thanks to our assumption (4.2), we can supposeẋ,ȧ,ḃ andū to be defined everywhere.
Step 1: Constructing u k (·), a k (·) to approximate (ū(·),ā(·)). Since step functions are dense in
Furthermore, for each k ∈ IN we find a partition ∆ k of the interval [0, T ] from (4.1) for which the step functions u k (·) and α k (·) are constant on the subintervals [tj, tj+1) for j = 0, . . . , ν(k) − 1. This gives us the strong convergence of u k (·), α k (·) to ū(·),ẋ(·) in L 2 ([0, T ]) as k → ∞. Since the intervals (tj, tj+1) are not prescribed a priori andx is a Caratheodory solution of (3.1), up to possibly increasing the number of intervals of the partition we can suppose without loss of generality that the differential inclusion (3.1) is satisfied at all endpoints of δ k that are contained in the open interval (0, T ). Next we define the functions a k (·) by
(4.5)
It tells us that each a k (·) is piecewise linear on [0, T ], since its derivativeȧ k (·) = α k (·) is piecewise constant on [0, T ]. By (4.4) we have the strong convergence in L 2 ([0, T ]) of ȧ k (·) toȧ(·). Moreover, it follows from (4.5) and the classical Hölder inequality that
for all t ∈ [0, T ], i = 1, . . . , m, and each component index p = 1, . . . , n. Hence the sequence of functions a k (·) converges strongly toā(·) in W 1,2 ([0, T ]) and satisfies the estimates in (4.3) with
Step 2: Constructing x k (·), b k (·) to approximate x(·),b(·) . While proceeding recurrently, fix any j ∈ {0, . . . , ν(k − 1)}, suppose that the pairs (x k j , b k j ) are known for all j = 0, . . . , ν(k) − 1, and then construct the pair (x k j+1 , b k j+1 ). Define the numbers
It follows from the validity of −ẋ(t) = F (x(t),ā(t),b(t),ū(t)) for a.e. t ∈ [0, T ] including the mesh points of ∆ k with F given in (3.4) , the measurability of the set-valued mapping t → F (x(t),ā(t),b(t),ū(t)) on [0, T ] due to [36, Theorem 14.26] with the representation of F in (3.5), and the measurable selection result from [36, Corollary 14.6 ] that there exist nonnegative measurable functions ηi(·) on [0, T ] as i = 1, . . . , m ensuring the equality
Define now the vectors v k j for all indices j = 0, . . . , ν(k) by
where the second equality comes from (4.10). It is obvious that
including the mesh points of ∆ k . Using the inverse triangle inequality (2.7) implies that
(4.12)
Letting now
and thus complete the construction of the pairs x k (·), b k (·) in this step.
Step 3: Verifying the strong {h k j }, we get from the above the following relationships:
(4.15)
Let A := 1 + Lh k , and for each j = 0, . . . , ν(k) − 1 denote γj := x k j −x(tj) and
Then the final estimate in (4.15) reads as
which in turn implies the conditions
λj.
Let us next estimate the quantity
To proceed, we deduce from (4.4) and (4.14) that
(4.18)
Using the same arguments leads us to the inequalities
On the other hand, we clearly have that
Combining all the above brings us to the the desired estimate of the quantity (4.16) and hence of x k j −x(tj) :
for all j = 0, . . . , ν(k). Employing this together with (4.13), (4.15), and (4. 19) gives us
which justifies by λj → 0 the uniform convergence of the sequence x k (·) tox(·) as k → ∞.
To verify further the L 2 -strong convergence of ẋ k (·) toẋ(·) on [0, T ] as k → ∞, observe first that, owing to (4.12),
for j = 0, . . . , ν(k) − 1 and then subsequently derive the estimates
Since the control set U is compact, there exists a number M > 0 such that max ū(t) , u k (t)
≤ M for all t ∈ [0, T ]. On the other hand, it follows from (4.17) and (4.18) that
In addition we get from the constructions and notation above that
This finally brings us to the estimate
which justifies the L 2 -strong convergence of ẋ k (·) toẋ(·) in the norm topology as claimed at Step 3.
Step 4: Verifying the convergence of b k (·) tob(·) in W 1,2 ([0, T ]; R m ). This is the last step in the proof of the theorem. Picking any t ∈ (tj, tj+1], we have, using (4.8) and (4.9),
Sinceb(·) is uniformly continuous on [0, T ], for any ε > 0 there exists δ > 0 ensuring that
which implies that b i(tj ) −bi(t) ≤ ε. Furthermore, it follows from (4.6) and (4.19) that
where M1 > 0 is chosen so that x k j ≤ M1 for all j = 0, . . . , k − 1, δ k was defined in (4.7), and ϑ k was defined in (4.19) . Consequently we have
which justifies the fulfillment of the claimed estimate
and thus justifies the uniform convergence of b k (·) tob(·) on [0, T ], thanks to (4.7), (4.4), and (4.19) .
It remains to prove the L 2 -strong convergence ofḃ k (·) toḃ(·) on [0, T ]. For any t ∈ [tj, tj+1) we get 
which allows us while arguing as above to get the estimates
(4.21)
It then follows by combining all the estimates in (4.20)-(4.21) that
Finally, we arrive at the relationships
which ensures the convergence of the sequence {ḃ k (·)} toḃ(·) strongly in L 2 ([0, T ]; R m ) as claimed in Step 4. This therefore completes the proof of the theorem. As we see, the entire proof of the theorem is technically involved. It occurs nevertheless that the most important and challenging task is the construction of a sequence of piecewise linear functions x k (·), which are feasible to the discrete differential inclusion (4.3). The main point is in approximating the continuous velocitẏ x(tj) ∈ −F (x(tj),ā(tj),b(tj),ū(tj)) by its discrete counterpart v k j ∈ −F (x k (tj), a k (tj), b k (tj), u k (tj)), where the velocity mapping F is discontinuous. Using the construction of v k j in (4.11) ensures that the distance betweeṅ x(tj) and v k j converges to 0 as k → ∞, which is the key.
Discrete Approximation for Relaxed Local Minimizers
The discrete approximation procedure and results developed in the previous section do not require any relaxation stability and do not concern optimal versus feasible solutions. The discrete approximation construction and the main result of this section address relaxed local minimizers of the sweeping optimal control problem (P ).
Let x(·),ā(·),b(·),ū(·) be a given r.i.l.m., and let ∆ k be the discrete mesh defined in (4.1). For all k ∈ IN we construct a sequence of approximating problems (P k ) as follows:
subject to the geometric and functional constraints given by
3) To proceed further, first we need to make sure that for each k ∈ IN sufficiently large the discrete control problem (P k ) defined in (5.1)-(5.8) admits an optimal solution. It is verified in the next proposition. Proof. It follows from Theorem 4.1 that the set of feasible solutions of problem (P k ) is nonempty for all large k. We see in addition that this set is bounded due to the constraint structures in (P k ). Furthermore, the cost function in (P k ) is obviously lower semicontinuous for each t k j ∈ ∆ k due to (H5). To apply the classical Weierstrass existence theorem in (P k ), it remains to ensure that the feasible set in this problem is closed. But it is a direct consequence of the constraint structures in (P k ) due to the robustness (closed-graph) property of the normal cone mapping (1.2). Thus we arrive at the claimed existence result.
2
Now we are ready to establish the desired theorem on the strong convergence of optimal solutions for (P k ) to the given r.i.l.m. of the original sweeping control problem (P ).
Theorem 5.2 (strong convergence of discrete optimal solutions) Let (x(·),ā(·),b(·),ū(·)) be an r.i.l.m. for problem (P ), and let all the assumptions of Proposition 5.1 be satisfied for this quadruple. Suppose in addition that the terminal cost ϕ is continuous aroundx(T ), that the running cost is continuous at t,x(t),ā(t),b(t),ū(t),
x(t),ȧ(t),ḃ(t) for a.e. t ∈ [0, T ], and that ·, x, a, b, u,ẋ,ȧ,ḃ is uniformly majorized around x(·),ā(·),b(·),ū(·) by a summable function on [0, T ]. Take any sequence of optimal solutions x k (·),ā k (·),b k (·),ū k (·) to the discrete problems (P k ) and extend it to the entire interval [0, T ] piecewise linearly for x k (·),ā k (·),b k (·) and piecewise constantly forū k (·). Then the extended sequence x k (·),ā k (·),b k (·),ū k ( cdot) converges to x(·),ā(·),b(·),ū(·) as k → ∞ in the norm topology of
Proof. Picking any sequence x k (·),ā k (·),b k (·),ū k (·) of extended optimal solutions to (P k ), we claim that
which clearly ensures the convergence of the quadruples x k (·),ā k (·),b k (·),ū k (·) to x(·),ā(·),b(·),ū(·) in the norm topology of
To proceed, assume on the contrary that the limit in (5.9), along a subsequence (without relabeling), equals to some γ > 0. Then it follows from the weak compactness of the unit ball in
for which the quadruples (ẋ k (·),ȧ k (·),ḃ k (·),ū k (·)) converges weakly to v x (·), v a (·), v b (·), u(·) in the corresponding spaces. Recall that Mazur's weak closure theorem and basic real analysis yield the existence of sequences of convex combinations of these quadruples that converge to (v x (·), v a (·), v b (·), u(·)) in the L 2 -norm topology with their subsequences (no relabeling) converging to (v
, which ensures the convergence of (x k (·),ā k (·),b k (·)) to ( x(·), a(·), b(·)) in the norm topology of W 1,2 ([0, T ]; R n+mn+m ). Observe that u(t) ∈ co U for a.e. t ∈ [0, T ] and that the limiting triple ( x(·), a(·), b(·)) satisfies the differential inclusion (3.7) with C(t) = C(t) :=
x ∈ R n | ai(t), x ≤ bi(t), i = 1, . . . , m for all t ∈ [0, T ]. Taking into account the convexity of the norm function and hence its lower semicontinuity in the L 2 -weak topology, we get by passing to the limit in (5.5) and (5.6), respectively, that
This implies that the limiting quadruple ( x(·), a(·), b(·), u(·)) belongs to the given ε-neighborhood of the r.i.l.m. (x(·),ā(·),b(·),ū(·)) in the space
It is clear furthermore that a(·) satisfies the pointwise constraint (1.6). Applying now Theorem 4.1 to the r.i.l.m. x(·),ā(·),b(·),ū(·) gives us a sequence (x k (·), a k (·), b k (·), u k (·)) of the extended feasible solutions to (P k ) such that x k (·), a k (·), b k (·) and u k (·) strongly approximatex(·),ā(·),b(·) andū(·) in W 1,2 ([0, T ]; R n+mn+m ) and L 2 ([0, T ]; R d ) respectively. It then follows from the imposed convexity of F and the optimality of (x k (·),ā k (·),b k (·),ū k (·)) to (P k ) that which clearly contradicts the fact that (x(·),ā(·),b(·),ū(·)) is an r.i.l.m. for problem (P ) and hence verifies the limiting condition (5.9) . This completes the proof of the theorem. 2
Generalized Differentiation and Second-Order Calculations
Having in hands the strong approximation results of Theorem 5.2, our subsequent goal is to derive necessary optimality conditions for the discrete-time approximating problems (P k ) that provide constructive suboptimality conditions for the original sweeping control problem (P ). Looking at problem (P k ) for each fixed number k ∈ IN , we see that it is a finite-dimensional optimization problem with various types of constraints. The most important and challenging of these constraints, that are characteristic for sweeping differential and finite-difference inclusions, are described by graphs of normal cone mappings. Such sets are nonconvex regardless of the convexity and/or smoothness of the given data of (P ). To deal with the problems under consideration, we need to employ appropriate constructions of generalized differentiation in variational analysis with paying the major attention to second-order ones. This section briefly reviews the concepts and results of generalized differentiation used in what follows. We are mainly based on [32] , while related first-order constructions can be also found in [36] .
Recall that for a set-valued (in particular, single-valued) mapping S : R n ⇒ R m the symbol
signifies the (Kuratowski-Painlevé) outer limit of S atx. Given a nonempty set Ω ⊂ R n locally closed around x ∈ Ω, the (Mordukhovich basic/limiting) normal cone to Ω atx is defined via the outer limit ( and where 'cone' denotes the conic hull of a set. If Ω is convex, the limiting normal cone (6.2) reduces to the normal cone of convex analysis (1.2), but in general this cone is nonconvex. Nevertheless, in vast generality the normal cone (6.2) as well as the associated subdifferential and coderivative constructions enjoy comprehensive calculus rules based on variational and extremal principles of variational analysis; see [31, 32, 36] for more details. Given further a set-valued mapping S : R n ⇒ R m whose graph
is locally closed around (x,ȳ), the coderivative of S at (x,ȳ) is defined by 
the first-order subdifferential of φ atx ∈ dom φ is generated geometrically via (6.2) as
see [31, 32, 36] for equivalent analytic representations. The second-order subdifferential, or generalized Hessian, of φ atx relative tov ∈ ∂φ(x) is the mapping ∂ 2 φ(x,v) : R n ⇒ R n with the values
If φ is a C 2 -smooth aroundx, then (6.4) withv = ∇φ(x) reduces to to the classical (symmetric) Hessian matrix:
Our main interest in this paper corresponds to the case where φ(x) = δΩ(x) is the indicator function of a set that equals to 0 for x ∈ Ω and ∞ otherwise. In this case we have ∂δΩ(x) = NΩ(x) wheneverx ∈ Ω. The following result presents evaluations of the coderivative (6.3) of the normal cone mapping 
If the active constraint vectors {ai| i ∈ I(x, a, b)} are linearly independent, then we have the precise formula
where the vector p ∈ N R m − (Ax−b) is uniquely determined by A * p = v. Furthermore, the coderivative of the normal cone mapping (6.5) generated by the nonpositive orthant R m − is computed by
whenever (x, v) ∈ gph N R m − with the index subsets in (6.6) defined by I1(w) := i xi < 0 ∪ i vi = 0, wi < 0 , I2(w) := i xi = 0, vi = 0, wi > 0 .
(6.7)
The following theorem, which is is strongly used in deriving necessary optimality conditions in the next section, provides constructive evaluations of the coderivative of the sweeping control mapping F taken from (3.4) entirely in terms of the given problem data. Theorem 6.2 (coderivative evaluations of the sweeping control mapping) Consider the multifunction F from (3.4) with the polyhedral set C defined in (1.5), where the perturbation mapping g(x, u) is C 1 -smooth around the reference points, and where G is defined in (6.5). Suppose that the vectors {ai| i ∈ I(x, a, b)} are positively linearly independent for any triple (x, a, b) ∈ R n × R mn × R m . Then for all such triples and all (w, u) ∈ R m × U with w + g(x, u) ∈ G(x, a, b) we have the coderivative upper estimate
where the vector q ∈ R m satisfies the conditions qi = 0 for all i such that either ai, x < bi or pi = 0, or ai, y < 0, qi ≥ 0 for all i such that ai, x = bi, pi = 0, and ai, y > 0. (6.9)
Furthermore, the equality holds in (6.8) if the vectors {ai| i ∈ I(x, a, b)} are linearly independent in which case the vector p ∈ N R m − (Ax−b) is uniquely determined by A * p = w + g(x, u). Proof. Pick any y ∈ {i| p i >0} a ⊥ i and any z * ∈ D * F (x, a, b, u, w)(y). It follows from the coderivative sum rules of the equality type given in [32, Theorem 3.9 ] that
Employing further Lemma 6.1 tells us that
Finally, conditions (6.9) for the vector q follows from (6.6) and (6.7). This completes the proof of the theorem. 2
Optimality Conditions via Discrete Approximations
This section is devoted to deriving necessary optimality conditions for each discrete-time problem (P k ) as k ∈ IN . As follows from Theorem 5.2, the results obtained below give us suboptimality conditions for the selected r.i.l.m. of the original sweeping optimal control problem (P ) provided that the discretization index k is sufficiently large.
We establish here two results in this direction. The first theorem provides necessary optimality conditions to each problem (P k ) defined in Section 5 that are expressed in terms of the normal cone to the graph of the velocity mapping F from (3.4), i.e., via the coderivative of this mapping. The second theorem is the main result of this section. It derives verifiable necessary conditions for the given r.i.l.m. of problem (P ) expressed entirely in terms of the initial data of the original sweeping control problem along the strongly converging sequence of optimal solutions to the discrete approximation problems (P k ).
Let us start with the first result, which proof is based on the reduction of (P k ) to nonsmooth finite-dimensional mathematical programming with increasingly many geometric constraints and employing calculus rules of firstorder generalized differentiation. As seen below, the proof of the main result is largely based on second-order calculations. For convenience we use the notation rep m(x) := (x, . . . , x) ∈ R mn . Theorem 7.1 (necessary conditions for discrete optimal solutions) Fix any k ∈ IN and let
be an optimal solution to (P k ) along which the general assumptions of Theorem 6.2 are fulfilled. Suppose in addition that the cost functions ϕ and are locally Lipschitzian around the corresponding components of the optimal solution. Then there exist a number λ k ≥ 0 and vectors α 1k = α 1k 0 , . . . , α 1k
, ξ k = (ξ k 1 , . . . , ξ k m ) ∈ R m + , and p k j = p xk j , p ak j , p bk j ∈ R n+mn+m as j = 0, . . . , ν(k) satisfying the relationships:
. . , m, j = 0, . . . , ν(k),
; gph F , j = 0, . . . , ν(k) − 1,
where the quadruple (θ uk j , θ Xk j , θ Ak j , θ Bk j ) is defined by g x j (z) := x k j+1 − x k j − h k j X k j = 0, j = 0, . . . , ν(k) − 1, (7.15) g a j (z) := a k j+1 − a k j − h k j A k j = 0, j = 0, . . . , ν(k) − 1, (7.16)
. . , m, j = 0, . . . , ν(k), (7.20)
Next we apply the necessary conditions from [31, Proposition 6.4(ii) and Theorem 6.5(ii)] to the optimal solution
of problem (M P ) in (7.12)-(7.23) corresponding to the one for (P k ) given in the theorem. It follows from Theorem 5.2 that the inequality constraints in (7.13) and (7.14) are inactive for large k, and so the corresponding multipliers do not appear in the necessary optimality conditions. Thus we find dual elements λ k ≥ 0,
. . , B * (ν(k)−1)j for j = 0, . . . , ν(k), which are not zero simultaneously, such the the following relationships are satisfied:
(∇gj(z)) * p k j+1 , (7.25) imposed therein is fulfilled. Indeed, for any vector z * j ∈ N (z; Ξj) ∩ (−N (z; Ωj)) we clearly have the inclusions
while the other components of z * j are zero. It immediately follows from the second inclusion in (7.30 ) that
x * jj = 0, a * jj = 0, b * jj = 0, and X * jj = 0.
Substituting this into the first inclusion in (7.30) and using the coderivative definition (6.3) give us
Then we deduce directly from the coderivative estimate (6.8) for the velocity mapping F in (3.4) under the imposed PLICQ that u * jj = 0 for all j = 0, . . . , ν(k) − 1. It shows that z * j = 0 for such indices j, and therefore the qualification condition (7.29) is verified.
To proceed further, observe from the structure of the sets Ξj and Ωj in (7.21)-(7.23), respectively, that the inclusions in (7.24) are equivalent to
with ψ k j taken from (7.10), while the other components of z * j equal to zero. Similarly we get that the vectors x * 0ν(k) , a * 0ν(k) , b * 0ν(k) , and u * 0ν(k) determined by the normal cone to Ξ ν(k) might be the only nonzero components of z * ν(k) . This readily yields the representation
Next we represent the right-hand side of the inclusion in (7.25) by
with the complementary slackness conditions
Unifying the above representations and denoting
we arrive at the following relationships:
for j = 0, . . . , ν(k) − 1. Unifying all of this gives us the conditions 
Now we are ready to justify all the necessary optimality conditions claimed in this theorem. First observe that (7.5), (7.6), and (7.7) follow from (7.34), (7.37), and (7.40), respectively. Next let us extend each vector p k by adding the zero component p k 0 := x * 0ν(k) , a * 0ν(k) , b * 0ν(k) , u * 0ν(k) . It follows from the relationships in (7.33), (7.36), (7.39), (7.43), (7.44), and (7.45) that
Substituting this into the left-hand side of (7.31) and taking into account the equalities in (7.26)-(7.28), (7.34), (7.37), and (7.40) justify the claims made in (7.2)-(7.9).
To verify finally the nontriviality condition (7.1), suppose on the contrary that λ k = 0, ξ k = 0, α 1k + α 2k = 0, p xk j = 0, p ak j = 0, p bk j = 0, ψ k = 0 for all j = 0, . . . , ν(k) − 1, which yields in turn x * 0k = p xk 0 = 0, a * 0k = p ak 0 = 0, and b * 0k = p bk 0 = 0. Then it follows from (7.34), (7.37), and (7.40) that p xk ν(k) , p ak ν(k) , p bk ν(k) = 0, and hence p xk j , p ak j , p bk j = 0, for all j = 0, . . . , ν(k). We see also that the conditions in (7.32), (7.33), (7.35), (7.36), (7.38), (7.39), (7.41), and (7.42) imply that x * jj , a * jj , b * jj , u * ij = 0 for all j = 0, . . . , ν(k) − 1. In addition, it follows from (7.43), (7.44), and (7.45) that X * jj = 0, A * jj = 0, B * jj = 0 for all j = 0, . . . , ν(k) − 1. Furthermore, all the components of z * j different from (x * jj , a * jj , b * jj , u * jj , X * jj , A * jj , B * jj ) are clearly zero for j = 0, . . . , ν(k) − 1, and hence z * j = 0 for j = 0, . . . , ν(k) − 1. We similarly conclude that z * k = 0, since x * 0k = p xk 0 = 0 while all the other components of this vector obviously reduce to zero. Thus z * j = 0 for all j = 0, . . . , ν(k), which violates the nontriviality condition for (M P ) and completes the proof of the theorem. 2
Our next theorem provides verifiable necessary optimality conditions for solutions (x k ,ā k ,b k ,ū k ) to problems (P k ) that strongly approximate the given r.i.l.m. (x,ā,b,ū) for the original sweeping control problem (P ). The proof is based on the results of Theorem 7.1 and the second-order calculations from Theorem 6.2. Theorem 7.2 (optimality conditions for discretized sweeping processes via their initial data) Let (x k ,ā k ,b k ,ū k ) be an optimal solution to problem (P k ) under the notation and assumptions of Theorem 7.1 for each fixed index k ∈ IN . Then there exist dual elements (λ k , α 1k , α 2k , ψ k , p k ) as in Theorem 7.1 together with vectors η k j ∈ R m + as j = 0, . . . , ν(k) − 1 and γ k j ∈ R m as j = 0, . . . , ν(k) − 1 satisfying the following conditions:
• The primal arc representation:
• The adjoint dynamic relationships:
49)
where the components of the vectors γ k j are such that
for the indices j = 0, . . . , ν(k) − 1 and i = 1, . . . , m.
• The local maximum principle:
for j = 0, . . . , ν(k) − 1, where the subgradients (w xk j , w ak j , w bk j , w uk j , v xk j , v ak j , v bk j ) are taken from (7.11) . If furthermore the normal cone N (ū k j ; U ) is tangentially generated, i.e.,
for some tangent cone T (ū k j ; U ), then the first inclusion in (7.50) is written as
which reduces to the global maximum principle
provided that the control set U is convex.
• The transversality conditions at the right endpoint: where the normal cone to the convex sets is explicitly expressed in form (1.2).
• The complementarity slackness conditions:
for all the indices j = 0, . . . , ν(k) − 1 and i = 1, . . . , m.
• The nontriviality conditions: we get from (7.3) and (7.4) that both inclusions in (7.56) hold.
It remains to verify the nontriviality condition (7.61). Suppose on the contrary that λ k = 0, α 1k + α 2k = 0, and γ k = 0. We deduce from (7.8) that p ak ν(k) = 0 and p bk ν(k) = 0, which clearly yield η k ν(k) = p bk ν(k) = 0. Then it follows from (7.53) that p xk ν(k) = 0, and thus p xk j , p ak j = (0, 0) for all j = 0, . . . , ν(k) − 1 by (7.47) and (7.48 ). This implies that ψ k = 0 by (7.50). Using finally (7.49) tells us that p bk 0 = 0. It means that (7.60) is violated, which is a contradiction that justifies the validity of (7.61) and therefore completes the proof of the theorem. 2
Numerical Illustration
In this section we present a nontrivial example illustrating the application of the obtained results to solve the sweeping optimal control problem (P ). We consider this problem with the following data, where the a-components and b-components of controls are fixed, and only the u-components are used for optimization: In what follows we are going to show that applying the optimality conditions of Theorem 7.2 allows us to find optimal solutions to problems (P k ), which can be viewed as (sub)optimal solutions to the original sweeping control problem (P ). For simplicity and convenience, we consider only the case where k = 2 (and drop below this superscript), while the calculations are similar for any natural number k.
It is easy to see that all the assumptions of Theorem 7.2 are satisfied for (8.1). Employing the obtained necessary optimality conditions in this setting gives us dual elements λ ≥ 0, ηj ≥ 0, γj ∈ R, α 1 j , α 2 j ∈ R, ψj ∈ R 2 , and (p x j , p a j , p b j ) ∈ R 5 , (w x j , w a j , w b j , w u j ) ∈ R 7 , and (x x j , v a j , v b j ) ∈ R 5 as j = 0, 1 satisfying the following relationships, where θ u j , θ X j , θ A j , θ B j ≈ 0 as j = 0, 1 due to the established convergence of optimal solutions:
1. w x j , w a j , w b j , w u j = (0, 0, 0, 0, 0,ū1, 2ū2) for j = 0, 1. 2. v x j , v a j , v b j = (0, 0, 0, 0, 0, 0) for j = 0, 1.
3.ẋ(t) = ū(t) + η0(1, 2) if t ∈ (0, 1 2 ) u(t) + η1(1, 2) if t ∈ ( 1 2 , 1)
, whereū(t) = ū0 if t ∈ [0, 1 2 ) u1 if t ∈ ( = (γjx1j, γjx2j) + ηjp x 1,j+1 , ηjp x 2,j+1 , 2 p b j+1 − p b j = −γj for j = 0, 1.
5. 2ψj + λ (ūj1, 2ūj2) = p x j+1 for j = 0, 1. 6. ψj ∈ N (ūj; [−1, 1] × [−1, 1]) for j = 0, 1, which is equivalent to 1] {ψ1ju1 + ψ2ju2}.
7.xj1 + 2xj2 > 2 =⇒ γj = 0 and ηj = 0 for j = 0, 1.
8. ηj > 0 =⇒ (−1, −2), p x j+1 = 0 for j = 0, 1. 9.x21 + 2x22 > 2 =⇒ η2 = 0. as η0 = 0 due to (6) . Let t * be the time when the moving particle hits the boundary, i.e.,x1(t * ) + 2x2(t * ) = 2. Consequently, we have that 7 2 + t * (ū01 + 2ū02) = 2 if t * < 1 2 ,
Whenx(·) hits the boundary of the set C, it would stay there while pointing in the direction shown in Figure 1 . Thus t * = 1 2 and soū01 + 2ū02 = −3, which implies thatū01 =ū02 = −1 due to −1 ≤ū01,ū02 ≤ 1. Since the Figure 1 : Dynamics of the controlled sweeping process.
particle stays on the boundary after t = t * = 1 2 , we havex1(t) + 2x2(t) = 2 for all t ∈ 1 2 , 1]. Therefore and it attains the minimum value atū12 = 1 6 . Thusū11 = − 1 3 , and the minimum value of J is 53 24 ≈ 2.208. Case 2: η1 > 0. Using (8) gives us p x 21 + 2p x 22 = 0. On the other hand, we obtain from (4) and (5) Examine now the two possibilities:
• If either ψ11 = 0 or ψ12 = 0, it follows from (6) that eitherū11 = ±1 orū12 = ±1. The possible minimum values of the cost functional in this case are collected the following table, where the symbol 'X' indicates that the control in question is not admissible:
The 3.81 12 25 • If ψ1 = 0, thenū11 + 4ū12 = 0 by (8.3) assuming that λ > 0; otherwise we do not have enough information to proceed. In this case the cost functional is J[x,ū] = 9 2ū The corresponding optimal trajectory of the sweeping process is calculated bȳ
.
Note also that we can reduce the cost functional to the function of two variablesū11 andū12 by solving (8.2) for η1 and arriving then to the following expression: Thus we can treat our problem as minimizing the latter objective function under the inequality constraints η1 = − 1 5ū 11 − 2 5ū 12 ≥ 0 and (ū11,ū12) ∈ [−1, 1] × [−1, 1]. The solution obtained in this way agrees with the one calculated above.
Finally, let us summarize in the next remark the mechanism of determining optimal controls developed above, which is illustrated by Figure 1 .
Remark 8.1
In order to reduce the terminal cost effectively for the controlled sweeping process in this example, the trajectoryx(·) should follow the direction of the vector (−1, −1) (a negative gradient vector of the terminal cost) while keeping as least energy as possible. When the particle hits the boundary of the set C(·), it would stay there and point in the direction of the vector (−2, 1) to keep reducing the value ofx1(t) +x2(t) till the end of the process. To make this happen, it is natural (at the first glance) to push the particle horizontally as twice as vertically so that it points in the direction of (−2, 1). Roughly speaking, we tend to use more energy for the first componentū11 of the controlū(t) than for the other component in order to force the particle to point in the desired direction. That is due to the form of the running cost as in (8.1). If the normal vector η1(−1, −2) generated from the normal cone N (x(t); C(t)) is inactive, then the first componentū11 should employ the force as twice as the second oneū12 does. In this case we getū11 = − 1 3 andū12 = 1 6 with the minimum cost 53 24 ≈ 2.208. It seems that we might be on the right track of finding the optimal solution, but this solution turns out to be nonoptimal if the normal vector η1(−1, −2) is nontrivial. In the latter case the normal cone and the optimal controlū(t) provide the forces 1 25t (−1, −2) and − 2 5 , 1 10 , respectively. Thus the total force is 1 25 (−1, −2) + − 2 5 , 1 10 = − 9 25 , 9 50 = 9 50 (−2, 1), which actually points in the direction of vector (−2, 1) and hence keeps the particle on the right track. More interestingly, although the minimum cost is 441 200 = 2.205 which is very close to the cost in the former case, the contribution of the active normal vector 1 25 (−1, −2) still plays a very crucial role in reducing the cost functional.
