Abstract. This paper establishes new criteria for stability and for instability of multiclass network models under a given stationary policy. It also extends previous results on the approximation of the solution to the average cost optimality equations through an associated fluid model: It is shown that an optimized network possesses a fluid limit model which is itself optimal with respect to a total cost criterion.
1.
Introduction. This paper concerns the effective management of large networks through scheduling and routing.
Specific applications of interest include cellular and internet communication systems, large scale manufacturing processes, and computer systems (see, e.g., [5, 55, 22] ). In spite of the diversity of these applications, one can find many common goals:
(i) Controlling delay, throughput, inventory, and loss. The crudest issue is stability: do queue lengths remain bounded for all time?
(ii) Estimating performance, or comparing the performance of one policy over another one. Performance is context-dependent, but common metrics are average delay and loss probabilities.
(iii) Prescriptive approaches to policy synthesis which are intuitive, flexible, robust, and reasonable in complexity. Robustness means that the policy will be effective even under significant modeling error. By flexibility we mean that the policies will react appropriately to changes in network topology or other gross structural changes.
(iv) In applications to telecommunications or power systems one may have limited information. Routing or sequencing decisions must then be determined using only that information which can be made available. This issue is becoming less critical with ever-increasing information processing power. In the future internet it may be possible to assume essentially complete information at every node in the network through current flooding algorithms and proposed explicit congestion notification algorithms [21] .
There are currently several popular classes of models which describe in various levels of detail the dynamics of a queueing network to address the range of issues in (i)-(iv). The utility of a particular model depends upon one's particular goals. A traditional academic approach to policy synthesis is to construct a Markov decision process (MDP) model for the network. This involves constructing a controlled transition operator P a (x, y), which gives the probability of moving from state x to state y when the control decision a ∈ A(x) is applied. The state space X (where x and y live) is typically taken as the set of all possible buffer levels at the various stations in the network; A(x) is then the set of feasible control actions when the state takes the value x ∈ X. Given an MDP model and a one step cost function c : X → R + , a solution to the average cost optimal control problem is found by solving the resulting dynamic programming equations,
a∈A (x) [c(x) + P a h * (x)], (1.1)
The function F * on X then defines an optimal stationary policy. The difficulty with this approach is very well known: When buffers are infinite, this becomes an infinite dimensional optimization problem. Even when considering finite buffers, the complexity grows exponentially with the dimension of the state space. Some form of aggregation is necessary-the Markovian model is simply too detailed to be useful in optimization.
An elegant approach is to consider the model in heavy traffic where a reflected Brownian motion model is appropriate. The papers [24, 28] develop these ideas for the network scheduling or sequencing problems, and [32] considers routing and other control problems. One is then faced with optimizing a controlled stochastic differential equation (SDE) model. In many examples considered in the literature this control problem has a simple intuitive solution. This is just one example of a fluid model for the physical network. Another popular model is the "σ-ρ" constrained fluid model [11, 51] and the linear fluid model considered here (see, e.g., [8, 7, 56, 41, 42, 2] ). Any one of these models is valuable in network design because unimportant details are stripped away.
Justification for considering these various idealizations comes from theory that establishes solidarity between idealized fluid models and more accurate discrete models, when the load is close to capacity [32, 4] , or the state of the system is large (e.g., the network is congested [45] , or a "large deviation" occurs [54] ). Stability theory for networks, as in (i), has essentially reached maturation over the past decade, following counterexamples introduced in [35, 52] . This theory is based on the close ties between a stochastic network model and its linear fluid counterpart [14, 15, 16] .
There are, however, several difficulties with these approaches:
• The Brownian motion approximation is based on a model in heavy traffic. If the stations are not balanced then one loses some information at the stations which are not heavily loaded.
• Although the optimal control problem for a Brownian motion or σ-ρ constrained fluid model often has a simple intuitive solution, frequently this is not the case. There is currently no general practical method for generating policies.
• It is not always obvious how to translate an optimal policy for an abstract model to a feasible and efficient policy for the original discrete model.
In this paper, we consider exclusively the linear fluid model (2.2) in design. Theorem 3, an extension of the main result of [45] , establishes a strong form of solidarity between the discrete optimization problem (1.1) (1.2) and a related total-cost optimal control problem for the linear fluid model. These results can be generalized to show that an optimized SDE model possesses a fluid limit model which is itself optimal with respect to the total-cost criterion. Hence to optimize the Brownian motion model one must also solve the linear fluid model optimization problem.
A translation of a policy from the fluid model to the original discrete model of interest is again not obvious. This issue is addressed in [42, 2] , where it is shown that virtually any "fluid trajectory" can be approximately tracked using a discrete policy for the discrete-stochastic network. In [13, 45] the results from several numerical studies are described. It is found that the optimal discrete policy resembles the optimal fluid policy, but with the origin θ for the model (2.2) shifted to some valuē x ∈ R + . From these results it is argued that one should use the fluid model to attempt to regulate the state to some deterministic valuex. In the numerical studies considered, it was found that the average cost was nearly optimal and that the variance at each buffer was lower than that obtained using an optimal policy. The computation of optimal policies for the linear fluid model appears to be feasible for network models of moderate complexity [56, 41, 49] .
A final motivation for considering the simplest network model follows on considering our main goal: robust policy synthesis. As described in (iii) above, any policy that we construct should be sufficiently robust so that it will tolerate modeling errors resulting from uncertain variability in service or arrival rates.
The main results of the present paper builds upon those of [45, 44] : (i) The class of models is extended to include routing and processor sharing models as well as the scheduling models considered earlier. This requires that we introduce a notion of stabilizability for networks, which is a generalization of the usual capacity conditions.
(ii) The underlying theory is improved. It is shown that optimal policies have optimal fluid limits with respect to the total cost criterion. This improves upon the main result of [45, 44] , which required specialization to a class of "fluid limit models" obtained via weak convergence. Moreover, the stability theory relating networks and their fluid models is improved to give criteria for geometric ergodicity and simpler conditions implying transience of the controlled network.
(iii) The practical usefulness of the approach is improved by borrowing from the BIGSTEP approach of [28] and by exploring reduced complexity control approaches for the fluid model.
(iv) Numerical examples are given. In each case it is shown that the feedback regulation policy closely resembles the average-cost optimal policy.
(v) Consideration of the fluid model leads to an approach to estimating steady state performance indicators, such as mean delay, through simulation. This requires care since standard Monte Carlo simulation is known to have high variance for highly loaded networks.
The viewpoint arrived at in this paper leads to policies which are similar to those found through a heavy traffic analysis using a Brownian motion approximation. Consider, for example, the models treated in [32] . In each case one could perform designs on the fluid model, translate these policies as in (4.1), and arrive at the same policy that was obtained using a Brownian motion approximation. Given the greater complexity of the Brownian motion model, we conclude that while diffusion approximations are tremendously useful for analysis and performance approximation, presently they appear to be less useful for the purposes of control design. This will change if more efficient numerical methods can be devised for control synthesis in SDE models [38] .
One of the most important benefits of a heavy traffic assumption is that the resulting "state space collapse" can result in a model of reduced complexity. In the models considered in the aforementioned references, in each case one is left with a one dimensional state process which captures all relevant information. This model reduction is obtained for either model, fluid or SDE, when the system load approaches a critical value. The aim of Part II, the sequel to the present paper, is to exploit this observation to prove that, under certain geometric conditions, an optimal policy for the fluid model may be translated to form a policy which is approximately optimal for the stochastic model [43] .
The remainder of the paper is organized as follows. Section 2 describes the class of models considered and their associated fluid limit model. Here some general stability theory for networks and their fluid models is presented, including criteria for geometric ergodicity. In section 3 this solidarity between the fluid model and the discrete network is extended. It is shown that, provided the fluid model is stabilizable, there exists an average cost optimal policy whose fluid model is optimal with respect to the totalcost criterion. Several examples are given to illustrate the relationship between the two optimization problems for specific models. The feedback regulation policies are introduced in section 4. Several classes of stabilizing fluid policies are described, and a stability proof is provided in this section. Conclusions are postponed to Part II.
Networks and their fluid limit models.
The networks envisioned here consist of a finite set of resources, a finite set of buffers, and various customers classes which arrive to the network for processing. Resources perform various activities, which transform parts or customers at the various buffers. On completion of service, a customer either leaves the network or visits another resource for further processing. This is the intuitive definition of a multiclass queueing network. A popular continuoustime model is given by
The vector-valued stochastic process Q(t; x) denotes the buffer levels at time t with initial condition Q(0; x) = x ∈ R . Some of these buffers may be virtual. In a manufacturing model, such as that shown in Figure 1 , virtual buffers may correspond to backlog or excess inventory.
The vector-valued stochastic process Z(t; x) is the allocation (or control ). The ith component Z i (t; x) gives the cumulative time that the activity i has run up to time t.
The vector-valued process A may denote a combination of exogenous arrivals to the network and exogenous demands for materials from the network. The vectorvalued functions S( · ), R( · ) represent, respectively, the effects of random service rates and the effects of a combination of possibly uncontrolled, possibly random routing, and random service rates.
The fluid limit model is obtained on considering a congested network. When Q(t; x) is large in magnitude, variations in the arrival and service processes appear small when compared with the state. The behavior of Q when viewed on this large spatial scale will appear deterministic and can be approximated by the mean field equations, or (linear) fluid model,
Here B is a matrix of appropriate dimension, interpreted as a long-run average of R − S, and α is a long-run average of A.
There are several ways of making this precise, and very few assumptions are required to ensure the existence of a well-defined fluid limit model. A construction is provided in section 2.1, and section 2.2 describes a stability theory for (2.1) based on the simpler model (2.2). Section 2.1 introduces a discrete-time countable state space MDP model. In the special case where all of the driving processes (A, R, S) are multidimensional Poisson processes, the discrete-time model is obtained from (2.1) via uniformization [40] . The MDP model is convenient for the purposes of optimization and also provides the simplest setting for constructing the fluid limit model through scaling Q and Z. 
To obtain a discrete-time process, one might sample at successive jump times of Q, but this would introduce bias. When Q(t; x) = 0, only upward jumps are possible; hence sampling is less frequent in this situation, and the overall sampling rate is nonuniform. Consequently, the steady-state queue length for the sampled process is strictly larger than that of the unsampled queue. Uniformization corrects this by introducing virtual service times and by sampling Q at times of arrivals, service completions, or virtual service completions. For example, the first sampling time is of the form τ 1 = min(S 1 , T 1 ), where S 1 and T 1 are exponentially distributed random variables with mean 1/µ and 1/α, respectively. If Q(0; x) = x > 0, then S 1 is the remaining service time for the customer currently in service. If x = 0, then S 1 is again exponential with mean 1/µ, but it is now a random variable which is independent of the original queue length process. Sampling results in a discrete-time Markov chain with transition probabilities:
When ρ = α/µ is less than one, then the queue is positive recurrent, as shown in the left-hand side of Figure 2 . The discrete-time M/M/1 queue model may be viewed as a random linear system,
where the sequence U is defined again by the nonidling policy
with prob µ, e 2 with prob α, with e i equal to the standard basis element in R 2 , i = 1, 2. The general network model may be sampled in the same way to obtain a similar, multidimensional model whenever (A, R, S) are Poisson.
Since we will not consider again the continuous-time model, we will denote by (Q, U ) = {(Q(k; x) , U(k; x)) : k ≥ 0} the state-allocation process for a discretetime model with initial condition x. (This dependency will be suppressed when the particular initial condition is not relevant.) We assume that there are buffers and u activities so that (Q, U ) evolves on Z + × Z We assume that the sequence { B(k), α(k) : k ≥ 1} is i.i.d.. For each k, the matrix B(k) has dimension × u , the vector α(k) has dimension , and the components of both take on integer values, again strictly bounded. We assume, moreover, that the components of α(k) are nonnegative. This is a generalization of the sampled model, in which the entries of ( B(k), α(k)) take on the values (−1, 0, 1) only. However, this discrete-time model covers only a very narrow set of stochastic network models. For example, it is not possible to convert the natural continuous time model into a countable-state, discrete-time MDP if service times are uniformly distributed. We restrict ourselves to the simple discrete-time model for the sake of exposition only. General distributions are considered in [14, 15] , where it is shown that stability theory goes through without change. To generalize the results of the present paper, e.g., Theorem 4, one must assume a bounded hazard rate as in [46] to ensure that the mean forward recurrence time is bounded. Part II, which does not require a Markovian description, develops the general model (2.1) [43] .
We assume that there is an integer m ≥ 1 and an m × u constituency matrix C, such that
where 1 denotes a vector of ones. The entries of C take on binary values, and each row defines a resource: The ith resource R i is defined to be the set of activities j such that C ij = 1.
There may also be auxiliary constraints on the control sequence U and further constraints on Q. For example, buffers may require synchronous processing, or strict limits on buffer levels may be imposed. We assume that these may be expressed through linear constraints,
for matrices C a , C s and vectors b a , b s of appropriate dimension. We have thus restricted (Q, U ) to lie in the countable sets
where
We assume throughout the paper that U is bounded. Unless noted otherwise, we assume that C a and C s are null.
The sequence U is an adapted (history-dependent) stochastic process. We say that U is defined by a stationary policy if there is a feedback function F : X → U satisfying
The policies we consider are primarily stationary or are based on such policies.
In the classical scheduling model, the m resources {R i : 1 ≤ i ≤ m } are called stations. There is one activity for each customer class, giving u = . Class i customers wait in the ith queue, if necessary, and then receive service via the ith activity. Upon completion of service, a class i customer becomes a class j customer with probability R ij and exits the system with probability R i0 :=1− j R ij . The constraint CU (k) ≤ 1 is the usual condition that no two customers receive service simultaneously at a single station.
To construct the fluid limit model, first consider the time-invariant means, given by
We may then write
where the process D is bounded, and it is a martingale difference sequence with respect to the natural filtration. In this way, the model (2.4) may be viewed as a deterministic "fluid model" with a bounded "disturbance" D. When the initial condition Q(0) is large, then the state dominates this disturbance, and the network behavior appears deterministic.
The fluid limit model considered in this paper is obtained by scaling the process, both temporally and spatially, through a scaling parameter n ∈ Z + . For any x ∈ R + , n ≥ 1, we define
where we are taking the integer part of nx whenever necessary so that the initial condition nx lies in Z + . We then extend the definition of {q n (t; x), z n (t; x)} to arbitrary t ∈ R + so that these processes are linear on each time segment [i/n, (i + 1)/n] and continuous on R + .
We have q n (0; x) = x and z n (0; x) = θ, and {q n ( · ; x), z n ( · ; x)} are Lipschitz continuous for any n and x. Typically, we find that {q n , z n } converges to a limiting, deterministic function of time {q, z} as n → ∞. The limits q and z are piecewise linear functions of t in all of the examples considered below. Figure 2 illustrates the nature of this convergence for the M/M/1 queue, where the limiting process satisfies (2.3).
For each x, the set L x denotes all weak limits of
2), together with the rate constraints
That is,
Stability of the models.
Stability of the network under some policy requires some assumptions on the model. We say that z is a feasible allocation for the fluid model if the resulting state trajectory q satisfying (2.2), (2.10) remains in X for all t ≥ 0. The fluid model is said to be
• stabilizable if, from any initial condition x ∈ X, there exist T θ < ∞ and a feasible allocation z such that
• controllable if for any pair x, y ∈ X, there is a feasible allocation z and a time T such that q(T ; x) = y. Note that one can assume without loss of generality that an allocation z driving x to y is linear. Proposition 1. Suppose that x, y ∈ X, T > 0, and z is an allocation satisfying
Then the linear allocation z 1 (t) =zt, 0 ≤ t ≤ T , also brings q to y from x at time T and satisfies (2.10)
A necessary condition for stabilizability is that there must exist some solution to the equilibrium equation
In the special case of network scheduling, the × matrix B has the form
where M is the diagonal matrix with diagonal entries
There is a unique solution to the equilibrium equation (2.11), given by ζ ss = −B −1 α, and the standard load condition may be written as
It is readily seen that the load condition implies stabilizability. In routing models and many other examples, the "load" at a station is policy-dependent [32] .
To obtain sufficient conditions for stabilizability, it is convenient to envision (2.2) as a differential inclusion,q
The set V is equal is the set of possible velocity vectors for the fluid model. We let −V denote its reflection. The proof of the following result is obvious and will be omitted. In Proposition 2 the set B(θ, ε) denotes the open ball of radius ε, centered at the origin. 
Proposition 2. The fluid model (2.2) is (i) stabilizable if and only if there exists ε > 0 such that
A related linear program is devised to define the system load in [26, 25] . We now turn to the discrete-stochastic network.
When controlled by a randomized stationary policy with feedback law F , the state process becomes a time-homogeneous Markov chain. The state transition matrix is denoted P F -the subscript is supressed when there is no risk of ambiguity. Stability of the controlled process is defined as positive recurrence of the resulting Markov chain. Under stability, there exists a unique invariant probability π = π F , and steady-state performance measures such as mean delay or average total congestion can be described in terms of the invariant probability.
We assume that, under the transition law P , the state process possesses a single communicating class C which contains the origin θ. We assume, moreover, that the controlled system is ψ-irreducible and aperiodic, as defined in [47] . Defining the first return time to a set A ⊆ X by
the ψ-irreducibility condition can be expressed as P x (τ θ < ∞) > 0 for any x ∈ X. This is typically a minor constraint on the policy. For the network scheduling problem these conditions hold when the policy is nonidling.
Throughout the paper we use c : R + → R + to denote a norm, i.e., it is continuous, convex, vanishes only at θ, and it is radially homogeneous. The function c will be interpreted as a one step cost function for the model. For a particular stationary policy, the controlled chain is called c-regular if, for any initial condition x,
A c-regular chain always possesses a unique invariant probability π such that
A stationary Markov policy (and its associated feedback function F ) is called regular if the controlled chain is c-regular. In this case it follows from the f -norm ergodic theorem of [47, Chapter 14] that the following average cost exists and is independent of the initial condition x:
The fluid limit model is said to be stable if there exist ε > 0 and
The following result is a minor generalization of [45, Theorem 5.2] . Related results are found in [20, 52, 14, 15] .
Theorem 3. The following stability criteria are equivalent for the network under any nonidling, stationary Markov policy.
(i) There exist b 0 < ∞ and a function V : R → R + such that the following drift condition holds:
The function V is equivalent to a quadratic in the sense that, for some ε > 0,
(ii) For some quadratic function V and some b 0 < ∞,
(iii) For some quadratic function V and some
The total cost for the fluid limit is uniformly bounded in the sense that, for some quadratic function V,
If any of these equivalent conditions, hold then the stationary policy is regular. For a well-designed policy the controlled chain will be stable in a far stronger sense. A Markov chain Q is called V -uniform ergodic, with V : R → [1, ∞) a given function, if there exist γ < 1 and b < ∞ such that
where g is any function satisfying |g(x)| ≤ V (x), x ∈ X (see [47, Chapter 17] ). A Markov chain satisfying this strong form of ergodicity is similar to an i.i.d. process. In particular, a V -uniform Markov chain satisfies a strong form of the large deviations principle [3, 33] . This stronger form of stability holds under uniform convergence to the fluid limit. The following two forms of uniform convergence will be assumed on a given set S ⊂ X of initial conditions. For a set Y ⊆ R and a point x ∈ R , we define
(U1) For any given T, ε there is a sequence {Θ(ε, T, n)} such that for any x ∈ S,
(U2) For any given T, ε there is a sequence {Θ(ε, T, n)} such that for any x ∈ S,
These conditions are frequently automatic since the functions q n ( · ; x)−q( · ; x), z n ( · , x) : n ≥ 1, x = θ are uniformly bounded and uniformly Lipschitz continuous.
A stable fluid limit model always admits a Lyapunov function V :
One can take the maximal emptying time itself and, moreover, this Lyapunov function is radially homogeneous. Conversely, the existence of a Lyapunov function satisfying (2.15) is known to imply stability.
If there exists a Lipschitz continuous Lyapunov function, then one can deduce not just stability but robustness with respect to parametric perturbations. It is not surprising then that the existence of a Lipschitz Lyapunov function implies a form of exponential stability.
Theorem 4. Suppose that the network is controlled using a stationary policy, and that there exists b 0 < ∞ such that, with S = {x :
Proof. Note first that V can be taken as radially homogeneous without loss of generality: V (bx) = bV (x) for b ≥ 0. If this is not the case, we can replace V by
. Given the uniform convergence of {q n } and the inequality (2.15) for the limit, we can find an n 0 > 0 such that
Hence we can assume that (V1) of [47] is satisfied for the n-step chain:
The result then follows from [47, Theorem 16.3.1] . A strengthened form of convergence to the fluid limit model also provides a basis for establishing transience of a network model. Note that a large deviations bound would provide a rate of convergence far stronger than assumed in (i).
Theorem 5. Suppose that the network is controlled using a stationary policy and that the following hold for the set S = O, where O is bounded and open as a subset of R + .
(i) The uniform limit (U2) holds, where, for some finite b( · ),
There is an open set V withV ⊂ O, and there are an r > 1, T < ∞, such that
(iii) For some ε 1 > 0 we have the uniform lower bound
Then there is a constant b 2 such that for
Hence if {nO}∩C = ∅ for some n > b 2 , then the state process Q is a transient Markov chain. Proof. By (U2) we have, for some 0 < ε 2 < ε 1 , some b 1 < ∞, and any x ∈ O,
Here we are also using the assumption thatV ⊂ O. The above bound can be generalized by replacing the integer n with r i n, where r > 1 is given in (ii) (again taking integer parts whenever necessary). For any x ∈ R + and any
so that by the previous bound, whenever x ∈ r i O,
By stopping the process at the successive times,
, and, using the Markov property, we find that for x ∈ O and with β = ε 2 
This proves the theorem with b 2 = b1 1−r −1 since the integer k is arbitrary. We consider the example illustrated in Figure 10 to show how Theorems 4 and 5 can be applied. This example was introduced in [52, 35] to show how instability can arise in networks even when the traffic conditions are satisfied.
To give one example of a stabilizing policy, suppose that at each time k we choose U
• (k) to minimize the conditional mean,
where the minimum is over all a ∈ U, subject to the constraint that
The minimization can be selected so that U • is defined by a nonidling, stationary Markov policy defined by a feedback law F
• .
The feedback law can be written as
X → U is radially constant and vanishes on the boundaries F • i (x) = 0 when x i = 0. The uniform condition (U2) is readily verified in this case since, for large x, the controlled chain resembles an unreflected random walk (see [6] and also Proposition 8 below).
To evaluate F • note that for any action a, the drift P a V 2 − V 2 is the sum of a linear term v a , x and a bounded term. The vector v a can be expressed as
T .
The choice a ss = (α 1 µ
T makes v a ss = 0 and is in the interior of the control space provided that the capacity conditions hold. This gives P a ss V 2 − V 2 ≤ b 0 for some constant b 0 . This is a randomized action, which is feasible provided
If some x i = 0, then the corresponding value a ss i must also be set to 0, but we still obtain an upper bound of the form P a ss V 2 − V 2 ≤ b 0 . One can conclude that the feedback law
with B given in (2.12) and I + (x) = diag(I (x 1 > 0) , . . . , I(x 4 > 0)) is feasible for ε > 0 sufficiently small. For some possibly larger b 0 , it satisfies
By minimality, the feedback law F
• exhibits an even larger negative drift,
Using Jensen's inequality, we find that the function V (x) = V 2 (x) = x is a Lyapunov function for the network, and it is also a Lyapunov function for the fluid limit model. Applying Theorem 4, we see that F
• is a regular policy, and that the controlled network is V ε -uniformly ergodic.
Suppose that we replace the 2 -norm by the 1 -norm. Letting c(x) = x i , we minimize over all a the conditional mean P a c (x). The resulting policy is the lastbuffer-first-served (LBFS) policy (where buffers 2 and 4 have strict priority). This is also one version of the cµ-rule.
This policy is known to lead to a transient model for certain parameters, even when (2.13) holds. Specifically, suppose that
Under the LBFS policy the resulting fluid limit model satisfies, for some T , r,
This was first shown in [35] . We also have q(t; x ε ) − q(t; x 0 ) ≤ ε, 0 ≤ t ≤ T , for all ε > 0 sufficiently small and all x ε ∈ R + satisfying x ε − x 0 ≤ ε. Hence the assumptions of Theorem 5 are satisfied with O = {x ∈ R + : x − x 0 < ε} and V = {x ∈ R + : x − x 0 < r −1 ε}. Condition (U2) holds with S = O, again using the fact that between emptying times at buffers 2 and 4 the process Q is a simple random walk. We conclude that the network model is transient under the LBFS policy.
Optimization.
3.1. The average-cost optimization problem. In this paper we restrict our attention to the average cost problem. For any allocation sequence U and any initial condition x we set
The most common choice is c(x) = |x|, where we let | · | denote the 1 -norm. In this case the optimization of J amounts to delay minimization by Little's theorem. We have already seen that the cost J(x, U ) is finite and independent of x when U is a regular policy.
An optimal policy, if it exists, can be taken to be stationary, where the associated average cost optimality equations are given in (1.1),(1.2) . We show below that a solution does exist when the fluid model is stabilizable, and that h * can be approximated by the value function for a fluid model optimal control problem. For any T and any x ∈ R + , consider the problem of minimizing .2) for some feasible allocation z. The infimum is denoted V * (x, T ). The following proposition shows that the fluid optimal policy is in some sense greedy. That is, the cost as a function of the state c(q(t)) is never increasing, and its rate of decrease is maximal when t ∼ 0. Such behavior is rarely found in dynamic optimization problems. For example, even a second order linear system controlled using optimal linear quadratric regulator (LQR) linear feedback can be expected to exhibit overshoot. An illustration is shown in Figure 3 for the network shown in Figure 12 .
The proof of (ii) follows from the aforementioned fact that a state can be reached by following a straight line, provided it is reachable through some control. The result (i) easily follows, and (iii) is well known (see [56, 50] For any fixed x we evidently have that V * (x, T ) is increasing with T . Moreover, there exists some T θ such that the optimal trajectories vanish by time T θ when the time horizon T is at least T θ , whenever the initial condition satisfies x ≤ 1. It follows that V * (x, T ) = V * (x, T θ ) for any such T and x (see the proof of Theorem 7 (ii) below). Hence for such x and T we have
where the minimum is subject to the same constraints on q over the entire positive time axis. Figure 12 for a given set of initial conditions. The first figure illustrates the optimal policy, and the second shows the LBFS priority policy. 
. The trajectory of buffer levels and evolution of the cost c(q(t)) = |q(t)| for the model of
Proof. Result (i) is a minor generalization of [45, Theorem 5.2] . The existence of a stabilizing policy, as required in this result, is guaranteed by the stabilizability of the fluid model (see Theorem 13 below).
To prove (ii), assume that (iii) holds. We then have for all t, with probability one,
From the Lipschitz continuity of the model one can show that V * is equivalent to a quadratic, in the sense that V * (x)/ x 2 is bounded from above and below for x = θ [45] . It then follows that for some l 0 < ∞, [42, 2] it is shown that for any T there is a policy F ∞ which attains the optimal cost for the fluid control problem:
Taking T > T θ , we see that, for any m ≥ 1,
The point of (b) is that the optimal cost V * (x) is attainable, and hence the bound given in (a) can be strengthened: For any weak limit q F * ( · ; x) and any T we have by weak convergence
But for T ≥ T θ x we have, with probability one,
Combining these two inequalities completes the proof of (iii).
Result (iv) then follows as in the proof of [45, Theorem 5.2 (iii)].
From these results we can obtain much insight into the structure of optimal policies for the discrete network when the state is large, i.e., the network is congested. We illustrate this now with several examples.
Examples.
At this stage in the theory there are no general results which are as striking as those that can be found in numerical examples. The general principle appears to be that an optimal policy for the discrete network is equal to the fluid policy, suitably modified along the boundary of the state space. In fact, in several special cases it has been shown that an approximately optimal policy can be constructed in this manner [32, 26, 4] , and a general approach is developed in [43] .
In computing optimal policies for the examples below, we are forced to truncate the state space to obtain a finite MDP model. Optimization is still difficult due to the large state spaces involved. For example, for a network with four buffers of size twenty each, the state space contains m = 160, 000 elements, and computing the optimal policy involves inverting an m × m matrix.
However, one can use successive approximation to obtain a sequence of approximations {h n : n ≥ 0}. This is also known as the value iteration algorithm. Theorem 7 (iv) suggests an initialization for the algorithm: h 0 = V * ≈ h * . Numerical results obtained in [9] show that this choice can speed convergence by orders of magnitude. We have used this approach in all of the examples below.
Boundary effects for a truncated model can be severe. For instance, for a loss model, if a buffer is full, then it may be desirable to serve an upstream buffer: the resulting overflow will reduce the steady-state cost. The policies are shown in a truncated region since this behavior has nothing to do with real network dynamics. For example, Figure 5 shows the optimal policy F * (x) for all x satisfying x ∞ < 25. In this example the value iteration algorithm was used with a network model allowing 39 customers at each buffer. The dimension of the resulting average-cost optimality equations (1.1), (1.2) was 40 3 since there are three buffers in this example. The M/M/1 queue. Recall that the fluid limit model satisfies q(t; x) = x−µz(t)+ αt, t ≥ 0, where α + µ = 1. Using the notation defined in section 2, we have B = −µ, C = 1, and 1 = 1.
The nonidling policy is given by ζ(t) = d dt z(t) = 1 when q(t; x) > 0. It is optimal for any monotone cost function.
For the discrete-stochastic model with cost c(x) = x, the relative value function h * is given by h * (x) = 1 2
The fluid value function is given by
We see that the error in the approximation h * (x) ≈ V * (x) is linear in this special case.
The "criss-cross" network. Figure 4 shows a model introduced in [27] to illustrate the use of Brownian motion approximation for networks. The system parameters are provided both buffers 1 and 3 are nonempty. This is a pathwise optimal policy in the sense that it minimizes c(q(t; x)), for each t ≥ 0, over all policies.
The optimal policy for the discrete model with particular parameter values satisfying these constraints is given in Figure 5 . As always, the fluid limit of this optimal policy is the optimal policy for the fluid model. The discrete optimal policy is similar to the optimal fluid policy: The critical value q 2 (t) = 0 has been shifted upward to Q 2 (t) ≈ 4.
A routing model. We now show how the theory applies to a routing problem. The model illustrated in Figure 6 has been considered in several papers; see, in particular, [ 23, 32] . Customers that arrive to the system are routed to one of the two servers. In this example, = 2, u = 4, and
The router is nonidling in this model; ζ 1 + ζ 2 = 1. This requirement can be expressed as the additional linear constraint, C a ζ ≤ b a , where C a = [−1, −1, 0, 0] and b a = −1. Alternatively, one can enlarge the state space to include a buffer at the router but impose the linear constraint that Q 3 (t) ≡ 0.
Note that in the routing model the arrival stream is absorbed into the random matrix B. Hence in this model we take the two dimensional vector α to be zero. Assume that µ 1 = µ 2 = µ and that µ < α < 2µ. The fluid model is then stabilizable.
To minimize the total cost for the fluid model Then the priority policy is optimal, where fluid is routed to buffer 2 as long as buffer 1 is nonempty. As soon as it does empty, then fluid is routed to buffer 1 at rate ζ 1 (t) = d dt z 1 (t) = µ 1 /α so that buffer 1 is nonidling, but empty. The remaining fluid is sent to buffer 2 so that ζ 2 (t) = 1 − µ 1 /α. This policy is again pathwise optimal, and it enforces nonidleness so that ζ 3 (t) = ζ 4 (t) = 1 for t < τ θ .
The discrete-stochastic model is considered in [23] for a general linear cost function. It is shown that an optimal policy exists, and that it is of a nonlinear threshold form: There is a nondecreasing function γ : Z + → Z + such that when a job arrives, when the queue lengths are x 1 and x 2 , then buffer 1 receives the job if and only if γ(x 1 ) ≥ x 2 . The analysis of [58] implies that the function γ is unbounded, but in general no analytic formula is available for the computation of γ.
We see in Figure 7 that the optimal policy for the discrete network is closely approximated by the optimal fluid policy, modified along the boundary. The "thickened boundary" ensures that, with high probability, neither buffer will idle when the network is congested.
A processor-sharing model. Another simple example where the optimal allocation for the fluid model is explicitly computable is the processor-sharing network considered in [4, 26] and illustrated in Figure 8 . In this example, = 2, u = 3, and the system parameters are As in the previous example, for any cost c we can assume that the optimal policy is nonidling at station 1. The fluid limit model illustrated on the right in Figure 8 is based on this assumption.
We assume that α A > µ A . In this case, it is critical that station 1 receive outside assistance. Under this condition and the nonidling assumption at station 1, we arrive at a reduced order model with = u = 2 and
For any linear cost the optimal allocation is the cµ-rule priority policy, which is again pathwise optimal in this example. It is shown in [4] that a modification of this policy is nearly optimal in heavy traffic. Figure 9 shows the optimal policy for the discrete model. It is similar to the cµ priority policy, with priority given to processor B at station 2. However, the boundary {x 2 = 0} has been shifted to form the concave region shown in the figure. A generalized cµ-rule in scheduling. We return now to the example illustrated in Figure 10 , whose fluid model is defined by the parameters
with α 2 = α 4 = 0. Consider for simplicity the symmetric case where µ 1 = µ 3 and µ 2 = µ 4 . We also assume that µ 1 = 2µ 2 so that the exit buffers are slow. It is pointed out in [42] that the optimal policy for the fluid model when c is the 1 -norm is given as follows: The exit buffers have strict priority when q 2 (t) > 0 and q 4 (t) > 0. As soon as one of these buffers empties, say, buffer 2, then one sets ζ 1 (t) = µ 2 /µ 1 and ζ 4 (t) = 1−µ 1 and continues to set ζ 2 (t) = 1. This policy maximizes the overall draining rate at each time t, it is pathwise optimal, and it achieves the total cost V * for the fluid model. Recall that the analogous greedy policy, defined through the discrete model, is destabilizing! We have computed an optimal policy for the discrete network numerically for this special case. However, noting that the optimal fluid policy is independent of the arrival rates α T = (α 1 , 0, α 3 , 0), we have taken an extreme case with α = 0 and have considered the total cost problem, [27] . On the right is its fluid limit model.
Process buffer 2 where the minimum is with respect to all policies. This gives rise to a finite dimensional optimization problem which can be solved exactly for each x.
The results shown in Figure 11 indicate that the optimal discrete policy is again similar to the optimal fluid policy.
A scheduling-model with no pathwise optimal solution. Consider the network given in Figure 12 with c taken to be the 1 -norm. One policy that minimizes the total cost for the fluid model is defined as follows, where γ is a positive constant defined by the parameters of the network.
(i) Serve q 3 (t) exclusively (ζ 3 (t) = 1) whenever q 2 (t) > 0 and q 3 (t) > 0.
(ii) Serve q 3 (t) exclusively whenever q 2 (t) = 0 and q 3 (t)/q 1 (t) > γ.
(iii) Give q 1 (t) partial service with ζ 1 (t) = µ 2 /µ 1 whenever q 2 (t) = 0, and
This model is most interesting when station 2 is the bottleneck, since one must then make a tradeoff between draining the system and avoiding starvation at the bottleneck. Taking ρ 2 = α/µ 2 = 9/10 and ρ 1 = α/µ 1 + α/µ 3 = 9/11, the constant γ is equal to one, and hence the optimal policy is of the form illustrated in Figure 13 . Optimal policies are computed numerically in [45] for versions of this model with truncated buffers. Results from one experiment are shown in Figure 14 . As in the previous examples we see that the discrete optimal policy is easily interpreted. It regulates the work waiting at buffer 2, and does so in such a way that buffer 2 is rarely starved of work when the network is congested.
The policy shown in Figure 14 is also very similar to the fluid policy. Performing some curve fitting, we can approximate this discrete policy as follows: serve buffer one at time t if and only if either buffer three is equal to zero or
where the translationx positive. The most accurate approximation is obtained when x depends upon the current state Q(k) = x, say,
withx 0 > 0 and constant. Moreover, with this choice, the fluid limit obtained using the policy (3.4) is precisely the optimal policy minimizing the total fluid cost, which is illustrated in Figure 13 . 
Feedback regulation.
The results and examples of the previous section all suggest that the fluid model should play a useful role in control synthesis for network models. Theorem 7 establishes a connection between two optimization problems: one is deterministic and relatively transparent, and the other is stochastic, discrete, and apparently hopeless.
Even if one can find a feedback law
) which is optimal for the fluid model, it is not obvious how to use this information. A direct translation such as F (x) = f * (x) is not appropriate. It is shown in [45] that this policy may have a fluid limit model which differs grossly from the desirable optimal fluid process. However, the numerical results given above all show that, at least for simple models, an optimal policy for a discrete network is approximated by an affine shift of the form
Moreover, one can show that a properly defined shift of this form ensures that the resulting fluid limit model for the network controlled using F approximates the optimized fluid model (see [42, 2, 43] and Proposition 8 below).
One might arrive at the policy (4.1) without any consideration of optimization. When the feedback law f * is chosen appropriately, this policy will attempt to regulate the state Q(k) about the valuex. If this regulation is accomplished successfully, then
• providedx is not too big, the cost c(Q(k)) will not be too large;
• if the targetx is not too small then this policy will avoid starvation of any resource; and • regulation to a constant should provide reduced variance at each station, as has been argued for the class of fluctuation smoothing policies [37] .
Discrete review structure.
In this section we adapt the approach of [28] to define policies for the physical network based on an idealized allocation derived from the fluid model. Related approaches are described in [22] .
In practice one will rarely use a stationary policy F since one is forced to make scheduling decisions at every discrete sampling instance. This is undesirable since it results in high computational overhead and, more importantly, excessive switch-overs. The proposed policies consist of three components:
(a) For each initial condition x, a well-designed fluid trajectory q(t; x) satisfying (2.2) for some allocation process U . This will typically be defined through a feedback law f so that (b) A target vectorx; (c) A time horizon N over which the policy is fixed. The targetx may be a "moving target," in which case it is assumed to be a function of the state. In general, we may also take N as a function of the state, but we will always assume that N andx are "roughly constant" for large x.
Given these, we set N 0 = 0, and, given Q(N 0 ) = x, we determine the time horizon
This final choice is far from unique but will be dictated by considerations such as minimizing switch-over times and avoiding starvation at any station. Once one arrives at time N 1 , the choice of U (k) on the time interval [N 1 , N 2 ) proceeds exactly as before, where N 1 ) ). Successive review times {N i : i ≥ 0} and actions {U (k) : k ≥ 0} can then be found by induction.
We shall call any policy of this form a feedback regulation policy since it is similar to a state feedback approach to regulation as covered in a second-year control systems course. Below we list some of the issues in design:
• The most basic question is the design of the fluid state trajectories {q( · ; x) : x ∈ R + }. A first requirement is stability, and the theory suggests that good performance for the fluid model with respect to the total cost is highly desirable. These design issues will be discussed in depth in section 4.2.
• How do we choosex?
• How do we choose the time horizon N ? This will be dictated by such issues as batch or packet sizes and switch-over costs.
• How do we choose a sequence of actions on [N k , N k+1 ) so that (4.2) holds?
Again, one must consider switch-over costs-two approaches are described below.
• In many models one must also consider idleness avoidance. For routing models this can be treated as in [32] by enforcing routing to a buffer whenever its level falls below a threshold. Scheduling models can be treated similarly.
• Machine failures and maintenance: How should the policy change during a failure? One can again address this problem by considering a fluid model, but one should consider the delayed fluid model which includes the residual-life of each service process. Much has been written on the choice of safety-stock levels. In some simple examples a constant threshold is optimal (see, e.g., [18, 39] ). A value of zero is optimal in the single-machine scheduling problem with linear cost since the cµ-rule is optimal for both the fluid and stochastic models.
A general approach is suggested by a rich literature on networks in heavy traffic. In [32] and many other references one considers the case where the system load ρ is close to unity, and
where n is a parameter which is sent to ∞ for the purpose of analysis, ρ = ρ(n), and L is a nonzero, finite number. The steady-state number of customers in the system is typically of order (1 − ρ) −1 . (Consider a G/G/1 queue or the functional bounds obtained in [31] .) Hence the assumptions commonly used in the literature imply that
where E π [ Q(k) ] denotes the steady-state mean. The thresholdsx determined in [4, 32] are of order log(n), so that
. By replacing the steadystate mean with the current value Q(k) = x, we arrive at x(x) = O(log( x )). However, the results of [43] show that such a small offset may be overly optimistic in general. We are currently exploring parameterizations of the form (3.5), wherex 0 can be tuned, perhaps on-line.
Two major issues are stability and performance of the network under a feedback regulation policy. A stability proof and some approaches to estimating performance through simulation are given in section 4.4. Stability requires some assumptions.
(A1) There exists a function V : R + → R + which is Lipschitz continuous and satisfies 
and when N (Q(0)) = N ,
(A3) The convergence to the fluid model is uniform in the sense of (U1): For any fixed N , there are a Θ(N ) > 0 and a
where Θ(N ) → 0 as N → ∞. Assumption (A1) ensures that the fluid process q(t; x) is stable. The Lipschitz assumption is an important aspect of these policies since it is what allows us to establish robustness with respect to perturbations in system parameters such as arrival and service rates.
The proof of Theorem 13 below is based on a Markovian description of the controlled network, which is possible by assumption (A2). Under this assumption, we can define the Markov state process,
where n(k) is the last switch-over time: n(k) = min(s ≤ t : s = N k for some k). Assumption (A3) requires that one faithfully follow the fluid model. Consider for simplicity the network scheduling problem where = u . Perhaps the most natural approach is to define a processing plan on [N (k), N(k + 1)) in a generalized roundrobin fashion: Take k = 0, without loss of generality, and, given Q(0) = x, set
The vector a = z(T ; (x −x)
+ )/T satisfies a ≥ 0, Ca ≤ 1, and since y = (x −x)
At machine s suppose we have s buffers i 1 , . . . , i s . Given this value of a and given a constant m > 0, we perform a i1 m consecutive services at buffer i 1 and then a i2 m consecutive services at buffer i 2 , continuing until buffer i s has received a i s m services and then returning to buffer i 1 . This cycle repeats itself until time N (1). We again must take the integer parts of a k m, and this will lead to some error. This is insignificant for large N .
An approach based on randomization is particularly straightforward. Suppose that the function F is formed in a stationary, randomized fashion as follows:
This construction of U (k) for t < N can be equivalently expressed through a feedback function of the form required in (A2), where, for some fixed function F : X×R → R + ,
Proposition 8. Consider the network scheduling problem. The randomized policy given in (4.4) defines a function F satisfying (A2) and (A3).
Proof. We have already seen that (A2) holds. For any a ∈ R + we let Q a = {Q(k; x, a) : k ≥ 0} denote the state process for a Jackson network with arrival and service rates given, respectively, by (α i , a i µ i ), 1 ≤ i ≤ . We always assume that a ∈ U (a ∈ R + with Ca ≤ 1). We can construct all of the processes {Q( · ; x, a) : x ∈ X, a ∈ U} on the same probability space as follows: We are given two mutually independent -dimensional Poisson processes M (t), N(t) of rate one. The length of the service times, either real or virtual, at buffer i are defined as the interjump times of N i (µ i a i t); the exogenous arrivals to buffer i occur at the jump times of
For each n, we let {q n (t; x, a), z n (t; x, a)} denote the nth scaled queue length and cummulative allocation process. We then set
The double bar indicates strong closure in the function space
is compact for any n, and so is its intersection over all n:
The set L is defined for almost every (a.e.) sample path of (M, N ). If (q, u) ∈ L, then there exist x i → x, a i → a, and a subsequence {n i } of Z + such that
where the convergence is in C([0, T ], R + v ). We then have q(0) = x, and for any time t at which q and U are differentiable,
This is enough to completely determine the limit set: For any (x, a) there is a unique
It follows that we have uniformity in the sense of (U2): For any ε > 0, sup (4.5) and the analogous limit holds for {q n }. For x ∈ R + , T > 0, we denote
For the randomized policies considered in Proposition 8 we always have a ∈ A(x, T ) (see the discussion surrounding (4.3)). Note also that for such a we have z i (t) = t for any i, and any 0 ≤ t ≤ T . Hence, from (4.5),
It is well known that Jackson networks are monotone in the sense that if y ≥ x, then U i (k; y, a) ≥ U i (k; x, a) for any i, t, and a (see [53] ). Hence the above bound can be improved: (4.6) and this easily implies that (A3) holds.
Design of the fluid trajectory.
There are many control strategies for a fluid model which have desirable stability characteristics. Here we describe four approaches which always lead to a stabilizing solution: In each case we construct a Lipschitz continuous Lyapunov function. We have already seen in Theorem 4 that this can imply a strong form of stochastic stability for the network. These results will be generalized to feedback regulation policies in Theorem 13.
The first three classes of policies considered below are based on optimal control: the optimal fluid policies, time-optimal fluid policies, and constrained complexity optimal fluid policies. The latter have fixed complexity which can be chosen in advance by the user. The fourth class that we consider consists of greedy policies. Such policies can be computed easily for large networks by solving an -dimensional linear program.
Optimal fluid policies. The policy f * which optimizes the fluid model under the total cost criterion is a natural candidate for application in a feedback regulation policy. The computation of f * may be posed as an infinite dimensional linear program. Because of the specific structure of the linear program, it is frequently feasible to compute f * numerically, even though such problems are, in general, intractable (see [41, 49] ).
Time-optimal allocations can be computed with only trivial calculation: Proposition 1 implies that a linear time-optimal policy can be constructed for any stabilizable network, which is the basis of the main result of [17] . Time-optimality is used as a constraint in the construction of the policies described in [43] .
Optimal fluid policies are stabilizing for the fluid model. Moreover, they satisfy assumption (A1) and are hence guaranteed to be stabilizing for the stochastic model when used in a feedback regulation policy.
Proposition 9. Suppose that the fluid model is stabilizable.
is optimal with respect to the total cost (3.1) for each x. Then there exists a Lipschitz Lyapunov function so that (A1) holds.
(ii) Suppose that q( · ; x) is time-optimal in the sense that τ θ (x) is minimized over all fluid policies. Then V (x) = τ θ (x), x ∈ R + , is a Lipschitz Lyapunov function so that (A1) holds.
Proof. Let V = β √ V * , where β > 0. From Proposition 6 we can conclude that V is radially homogeneous, and each sublevel set S η = {x : V (x) ≤ η} is a convex subset of R + for any η > 0. It follows that V itself is convex and continuous, which implies Lipschitz continuity. The negative drift required in (A1) holds for β sufficiently large, which establishes (i).
Another Lyapunov function is V = βc. This satisfies the required drift for sufficiently large β since, as we have already observed, c(q(t)) is a convex, decreasing function of t under an optimal policy.
The proof of (ii) is identical since the function V (x) = τ θ (x) is radially homogeneous and convex.
Although Proposition 9 shows that optimal fluid policies are stabilizing, these policies can be highly complex, even when they are computable (see [41, 49] ). We turn next to a simpler class of policies.
The constrained-complexity optimal fluid policy. The difficulty with using an optimal state trajectory q * ( · ; · ) is that complexity, as measured by the number of discontinuities in d dt q * (t; x), i.e., the number of switches in the control z * (t; x), can grow exponentially with .
To bound complexity, suppose that we take a number κ and demand that q be piecewise linear, with at most κ pieces, so that the control can change no more than κ times. Any q( · ; · ) which is optimal with respect to the total cost (3.1) subject to this constraint will be called a κ-constrained optimal fluid process.
Any such policy can be computed by solving a κ · ( + 1)-dimensional quadratic program when the cost is linear [41] . The variables can be taken as the switch-over times {0 = T 0 , T 1 , . . . , T κ } and the control increments {z(
Proposition 10. Suppose that the fluid model is stabilizable. Then any κ-constrained optimal fluid process possesses a Lipschitz continuous Lyapunov function so that (A1) holds.
Proof. One can again show that c(q(t)) is a convex, decreasing function of t for any κ-constrained optimal fluid process. Hence one can take V = βc for β > 0 sufficiently large.
The greedy fluid policy. The greedy policy determines the allocation rate ζ(t) that minimizes d dt c(q(t)) at each t. One motivation for this class of policies comes from considering the dynamic programing equations for the infinite-horizon optimal control problem. The optimal policy is the solution to (4.7) with c replaced by the value function V * . Greedy heuristics are the most popular in queueing theory. The papers [8, 28] consider greedy policies for state-based cost functions as developed here. The shortest expected delay policy [32] and the least slack policy [37] are based on greedy heuristics for delay minimization.
Suppose that the cost function c is continuously differentiable (C 1 ). The greedy feedback law f (x) is computed by solving the following -dimensional linear program: For any x, let ∇c denote the gradient of c evaluated at x, and solve min ∇c, Bζ
Then f (x) is defined to be any ζ which optimizes this linear program. The linear program depends only upon sign(x) when the cost is linear. Given the feedback law f , we then set d dt z(t; x) = f (q(t; x)). As was seen in the previous examples, in many cases the greedy policy leads to a pathwise optimal solution-geometric conditions ensuring this are developed in [43] .
The following is a generalization of a result of [10] . Moreover, assumption (A1) holds with the Lyapunov function V (x) = βc(x) for β > 0 sufficiently large.
Proof. As in the construction of a solution to (2.16), we can use stabilizability to ensure the existence of an ε > 0 such that the equation
has a solution ζ x ∈ U for any x = θ. Hence, under the greedy policy we have, when
The last equality follows from radial homogeneity of the norm c. This implies the result with β = ε −1 max x =θ { x /c(x)}. For the first four models shown above in Figures 4, 6, 8 , and 10, the greedy fluid policy is pathwise optimal. Hence it attains the minimal cost V * (x, T ) for any x and any T > 0. The model shown in Figure 12 is a re-entrant line for which the greedy policy is the LBFS priority policy. In this example the LBFS policy is not optimal for the fluid model since it results in excessive starvation at the second machine whenever the second machine is the bottleneck (see Figure 3) .
Note that the greedy policy for a discrete network is typically defined to be the policy which, at time t, minimizes over all admissible actions a the value E[c(Q(k+1)) | Q(k), a]. For any network scheduling problem this policy gives strict priority to exit buffers when c( · ) = | · |. In general, such a policy may perform extremely poorly: For the example given in Figure 10 the greedy fluid policy is pathwise optimal, but we saw in section 2 that the priority policy is destabilizing for some parameter values even under (2.13).
Information.
The policies considered thus far require the following information for successful design:
• the arrival rates α, • service rates and routing information as coded in the matrix B,
• bounds on variability of (A, R, S) so that appropriate safety-stocks can be defined, • global state information q(t; x) for each time t. Relaxing this information structure is of interest in various applications. We consider here only the first issue: In telecommunications applications we may know little about arrival rates to the system, and in a manufacturing application demand may be uncertain. Sensitivity with respect to service and arrival rates may be large when the load is close to unity (see [19] ).
To obtain a design without knowledge of arrival rates we define a set of generalized Klimov indices which assign priorities to buffers, subject to positivity constraints, and buffer level constraints. In this way one can define the policy in terms of observed buffer levels without knowledge of the value of α. One can address (ii) in a similar manner.
Define An allocation rate ζ = f (x) can then be defined as follows: for any n ≥ 1, 
E x [g(Q(T ))] → ν(g).
(ii) There exists ∆ > 0 such that if Q ∆ is the state process for a new network satisfying B ∆ − B ≤ ∆, α ∆ − α ≤ ∆, then the policy will continue to stabilize the perturbed system in the sense of (i).
Proof. The idea of the proof is to construct a constant b and ε > 0 such that
From the Lipschitz continuity of the model we can then find for each p a b p < ∞ and ε p > 0 such that
Since V is equivalent to a norm on R , we can argue as in [15] that
where the constants b p , ε p may have to be adjusted but remain finite and nonzero. It follows that the process Φ is g-regular, with g(x) = x q , for any q ≥ 1. The ergodic theorems then follow, and, in fact, the ergodic limit in (i) converges faster than any polynomial function of time (see [15] ).
How then do we establish (4. Note that if N andx are bounded, then, by following the proof of Theorem 4 and the arguments here, one can show that the state process Φ is V ε -uniformly ergodic.
Given this large class of policies, how can we compare one to another? If our goal is to estimate η, the steady-state mean of c(Q(k)) under a given policy, and if the one step cost c is linear, then bounds on η can be obtained by solving certain linear programs [36, 12, 34] or through comparison methods with a simpler model for which performance is readily computed [48] . If these bounds are not useful, then one can resort to simulation.
The standard estimator of η is given by η(k) := k
c(Q(i)), and this estimator is strongly consistent for the policies considered here. From g-regularity with g( · ) = · 4 we can also establish a central limit theorem of the form √ t( η(k) − η) ⇒ σN (0, 1), where ⇒ denotes weak convergence, and N (0, 1) is a standard normal random variable [47] . The constant σ 2 is known as the time-average variance constant (TAVC) and provides a measure of the effectiveness of η(k).
The problem with simulation is that the TAVC is large in heavy traffic. It is known that the TAVC is of order (1 − ρ) −4 for the M/M/1 queue [1, 57] , and similar bounds hold for other network control problems [30] . With such a large variance, long run-lengths will be required to estimate η effectively.
One method of reducing variance is through control variates: For any function h : X → R let ∆ h = h − P h. This approach can lead to substantial variance reductions, especially in heavy traffic, when applied to the GI/G/1 queue [29] .
In [30] these ideas are extended to network models. First note that the estimator This actually follows from the construction of the feedback regulation policy which requires that the increments of Q approximate the increments of the fluid trajectories. See [30] for details.
