Abstract-Link failures in wide area networks are common and cause significant data losses. Mesh-based protection schemes offer high capacity efficiency but they are slow and require complex signaling. Additionally, real-time reconfigurations of cross-connects threaten their transmission integrity. On the other hand, there are other schemes that are proactive. Proactivity results in higher restoration speed, lower signaling complexity, and higher transmission integrity. This paper introduces a coding-based proactive protection scheme, named Coded Path Protection (CPP). In CPP, a backup stream of the primary data is encoded with other data streams, resulting in capacity savings. In addition to a systematic approach of building valid coding structures, this paper presents an optimal and simple capacity placement and coding group formation algorithm. The algorithm converts the sharing structure of any solution of a Shared Path Protection (SPP) technique into a coding structure with minimum extra capacity. We conducted quantitative and qualitative comparisons of our technique with SPP and Shared Link Protection (SLP). Simulation results confirm that the CPP is significantly faster than both the SPP and the SLP. It is clearly more capacity efficient than the SLP while it incurs marginal extra capacity beyond that of the SPP.
to protect an active primary one, with the spare path being always active in 1+1 APS and activated after the failure in 1:1 APS. Neither variety was widely deployed by service providers due to their extremely low capacity efficiency [2] . Mesh-based protection schemes attracted attention due to their high capacity efficiency although they suffer from low speed. Shared-path protection (SPP) [4] [5] [6] [7] [8] [9] [10] is a widely recognized mesh-based path protection technique. It specifies two linkdisjoint paths for each connection and reroutes the traffic over the protection path if the primary path fails. It assumes up to a number of simultaneous failures and protects all possible such failures simultaneously by the sharing of protection paths. An alternative mesh-based protection technique is shared-link protection (SLP) [2] , [4] , in which each link has a protection path to bypass the affected traffic when that link fails. Different links can share the spare capacity over their protection paths if they do not fail simultaneously. SLP is faster than SPP, but fails to achieve the capacity efficiency of SPP.
Reference [11] introduced the concept of a p-cycle in order to achieve both fast restoration and low spare capacity percentage (SCaP). Fundamentally, a p-cycle is a mixture of mesh-based protection and ring-type protection [2] . Its performance is similar to SPP in terms of resource utilization and similar to ring-type protection in terms of restoration time. Although variations exist, in its simplest form, it can be thought of as a ring that goes through all the nodes in the network. In the case of a failure in a link protected by the cycle, the affected traffic is rerouted over the spare capacity in the healthy parts of the p-cycle. The p-cycle approach achieves higher restoration speed by simply minimizing the number of optical cross-connect (OXC) configurations after failure. "Hotstandby" [12] and "pre-cross-connected trials" (PXT) [13] , which are extensions of SPP, are developed based on the same idea. In [14] , different pre-cross-connected protection schemes are compared. The quantity and the variety of the pre-cross-connected protection schemes indicate the severity of the restoration time and stability concerns due to dynamic OXC configurations.
We offer a novel proactive protection scheme called Coded Path Protection (CPP). It is faster and more stable than rerouting-based schemes because it eliminates real-time OXC configurations after a failure. The capacity placement algorithm of CPP is based on converting the sharing operation of SPP into encoding and decoding operations with an incremental extra cost. Integer linear programming (ILP) is incorporated to carry out optimal conversion with minimum total capacity. In the sequel, comparisons among our scheme, the SPP and the SLP are performed. To that end, simulations over realistic 0090-6778/13$31.00 c 2013 IEEE network scenarios using ILP formulations are carried out and their results are discussed in Section VI.
II. RELATED WORK
The idea of incorporating network coding into link failure protection as in this paper dates back to 1990 [15] and 1993 [16] , prior to the first papers on network coding [17] . The technique is called diversity coding, and in its simplest form, N primary links are protected using a separate N + 1 st protection link which carries the modulo-2 sum, or XOR combination, of the data signals in each of the primary links. If all of the N + 1 links were disjoint or physically diverse, then one can recover from any single link failure by applying the modulo-2 sum over the received links. Assume that bits on the primary links are b 1 , b 2 , b 3 , . . . , b N and the checksum of the primary bits is
In the receiver side of the operation, if a failure is detected, the decoder applies modulo-2 sum to the rest of the N links and extracts the failed bit as
where we assumed i is the failed link. This operation is fundamentally different than rerouting-based protection schemes since it does not need any feedback signaling. In this paper, for simplicity, we will use XOR and regular summation notations interchangeably, in the expectation that the meaning will be clear from the context. This idea was revisited by the authors of this paper in [18] and a coding structure for an arbitrary network topology was developed. This scheme may require extra links from the destination nodes to decoding nodes to be able to decode signals. It has been shown in [18] that diversity coding can achieve higher capacity efficiency than the SPP and the p-cycle techniques in some networks. In the same paper, diversity coding has been shown to perform better than the other two when both the capacity efficiency and restoration speed are jointly taken into account. Optimal design algorithms for diversity coding are developed in [19] , for both preprovisioning of the static traffic and the dynamic provisioning of the dynamic traffic. It is shown that with proper buffering and synchronization, diversity coding can achieve sub-ms restoration time. In [20] , the basic structure of diversity coding is extended to incorporate both primary and protection paths in coding operations, resulting in improvement in capacity efficiency. The idea of converting an SPP solution to a codingbased solution is introduced by the authors in [21] . Preliminary results from suboptimal simulations have validated the potential of this idea.
In [22] , a bidirectional protection scheme that uses network coding over p-cycle topologies on mesh networks was introduced and called as 1+N protection. The idea presented in [22] is to form circular protection paths in both directions that traverse the source and destination nodes of the group of flows that are to be protected. In [23] , the capacity requirement of 1+N under different traffic patterns is presented analytically. In [24] , a new tree-based protection scheme was introduced instead of a p-cycle based scheme and called Generalized 1+N protection (G1+N). In [24] , same data from both end nodes are sent on a parity link. Symmetric transmission is broken only for the connection affected from the failure. The capacity efficiency of G1+N is not available in the literature. However, it clearly lacks the speed of diversity coding due to two different delays. First, the distance between the decoding node and the destination nodes are always higher than half of the propagation delay over the coding tree. Second, the backup stream is transmitted only after a certain delay until the primary stream, transmitted over the primary path, is received by the destination node. In [25] , a new trail-based protection scheme is proposed. Failed data is recovered via a linear coded protection circuit. This structure is a modified version of the scheme in [22] resulting in higher capacity efficiency by moving from cyclic to linear protection topology. In [26] , cost efficiency of a network coding-based technique is compared to 1 + 1 APS and a simple version of diversity coding, both analytically and empirically.
III. CODED PATH PROTECTION
SPP is appraised as a capacity efficient recovery technique and widely used in mesh networks. The recovery operation in SPP is central. This is in contrast to SLP which is local. The central feature of SPP facilitates sharing more capacity among backup (protection) paths. This makes SPP one of the most capacity efficient failure recovery techniques for networks in the literature. However, SPP has a number of drawbacks including
• Large restoration time, • Low transmission integrity and low stability, • High signaling complexity. The restoration time in SPP has the phases of failure detection, failure notification, switching to the backup path, configuration time of the OXCs, and backup path propagation delay. There is some debate on the restoration time formulation of SPP, e.g., the results of some of the formulations [4] , [8] do not match the numerical results in [2] . However, this discrepancy results in a smaller estimate for restoration time than the values observed in reality. The propagation delay of the backup path and the configuration time of OXCs are the dominant factors in the restoration time calculations of SPP. The OXC configuration time is stated to possibly be about 10 ms, but it is also reported to be as much as one second [12] . In addition, in [27] it is pointed out that an extra 40-80 ms is required only for signaling and reconfiguration, such as uploading maps. This means the OXC configuration time is not the only source of delay in SPP. Besides, the queueing delays in the restoration time formulation of SPP are ignored due to the dependency of these values on the infrastructure and the application. As a result, SPP cannot offer fast recovery if the OXC configuration time or the network is large.
In optical networks, pre-connection of the cross-connects before any failure state poses more advantages than only speed. In [28] , the drawbacks of capacity sharing in all-optical mesh networks are investigated. Concerns are expressed for any type of optical networks. Authors of [28] claim that transmission integrity cannot be guaranteed when arbitrary spare wavelength channels are connected into each other with real time on-the-fly configuration of the OXCs, which is the case in SPP. Polarization dispersion, power levels, amplifiergain transients, and intermodulation are some of the sources of the defects that need to be taken care of while setting up a new connection in Dense Wavelength Division Multiplexing (DWDM) on-demand. In [12] , it is argued that building a restoration connection out of nothing requires not only tuning the lasers and receivers and configuring the cross-connects but also requires triggering several feedback loop segments for power equalization. Activating restoration wavelengths after a failure changes the power profile over each span; therefore a complicated process needs to take place in order to stabilize the restoration process in SPP.
In SPP, signaling complexity is also high to handle many dynamic operations throughout the network, such as performance monitoring, failure control signaling, backup path setup signaling, and uploading the routing maps. Furthermore, many reactive protection techniques share the drawbacks of SPP to some extent. A coding-based proactive recovery technique can mitigate those drawbacks by employing backup paths at all times without being triggered after a failure. Minimization of dynamic operations after a failure decreases the restoration time, preserves the transmission integrity and stability, and decreases the signaling complexity.
In this paper, we propose a novel coding-based proactive technique, CPP. CPP replaces the sharing structure of SPP to a coding structure. CPP is faster, has less signaling complexity, and has higher transmission integrity than any of the reroutingbased reactive recovery techniques. On the other hand, CPP is more capacity efficient than other coding-based proactive recovery techniques. SCaP of CPP is slightly larger than the SCaP of SPP. Our contribution in this paper consists of two parts, namely a novel coding structure and a simple algorithm that converts any solution of SPP to a solution of CPP optimally. We would like to point out that throughout the paper, the sense of optimality is in terms of minimizing fiber miles.
Our technique is applicable to networks where transmission is electrical or optical, and encoding and decoding operations can be performed in the electrical or optical domain. Encoding and decoding for single link failures can be accomplished by using XOR logic. Currently, this can be done in the optical domain [29] [30] [31] [32] , allowing CPP to be applicable in alloptical networks. For the purposes of this paper, we assume optical transmission and cross-connects, with encoding and decoding performed in the optical domain. CPP requires a synchronization mechanism between different paths. This can most easily be done by introducing a packet structure on each link where a sequence number is employed in each packet. Then, a node can synchronize the packets based on their sequence numbers. In circuit switched networks without a packet structure, synchronization via the Global Positioning System (GPS) satellites can be employed, albeit at relatively low rates compared to a Gb/s. In Fig. 1 , we illustrate how the input network and traffic data are processed in order to reach a CPP solution with a valid coding structure, in sequential order. In this section, we begin its description by explaining our methodology in converting a typical solution of SPP into one with sharing replaced by coding. We show how to establish a valid coding structure and show that the encoding and decoding inside the network can be carried out within this coding structure. In the next section, first, we explain a design algorithm that finds an SPP solution. Second, we present a design algorithm, which optimally converts the sharing structure into the coding structure given the solution of SPP.
We benefit from the coding structure of 1+N protection in [25] while building a valid coding structure in CPP. "Poisonantidote" analogy [33] is useful in understanding the general coding structure. When two signals are coded together, they "poison" each other. At the decoding node, "antidote" data are needed to extract the signals from each other. Since the traffic is bidirectional in 1+N protection, the end nodes of a connection generate the same set of protection signals and transmit them over the protection path to the other end node of the connection so that the failed data can be recovered from the protection path shortly after the failure. This proactive protection mechanism makes 1+N protection faster than the sharingbased protection schemes. This structure creates a symmetry over the protection path of each bidirectional connection which enables encoding and decoding inside the network. In the single link failure case, if connections have link-disjoint primary paths, at most one of them is affected from the failure. The other connection can preserve symmetry over its protection paths and the poison-antidote structure to help recover the affected connection. Note that the term "link-disjointness" actually refers to span-disjointness. We will employ the former term since it is used more commonly in the literature. Despite its restoration time advantage, 1+N protection works in a specific limited linear topology, which is why it falls short in exploring the full connectivity inside the network. On the other hand, CPP mostly preserves the topology of an SPP solution with a small compromise on connectivity without losing the speed advantage that is inherent in the coding structure.
Symmetric transmission is key in the encoding and decoding operations. This is illustrated in Fig. 2 in an example with two connections. Thick straight lines are primary paths and dotted lines are protection paths. For the time being, synchronization and timing are not considered. Assume that S 1 transmits u 1 to T 1 and T 1 transmits d 1 to S 1 using the primary path at time t 0 as shown at Fig. 2(a) . After a delay of τ , these signals are received by the reciprocal nodes at the same time and both end nodes form the summation of these CPP is a generalization of the scheme in [25] , with two differences. First, CPP is for an arbitrary network topology, whereas the scheme in [25] has the fixed structure of a number of disjoint links. Second, the capacity efficiency of CPP is quantified in this paper, while for the scheme in [25] , it is unknown. In both CPP and diversity coding, encoding and decoding can be can be carried out at the intermediate nodes as well as at the source and destination nodes (see [34] for the case of diversity coding). One of the main differences between CPP and diversity coding is the fact that encoding and decoding are bidirectional in CPP, unlike in diversity coding. In addition, these techniques have different design algorithms. CPP inputs a solution of SPP and converts it to a codingbased solution. On the other hand, diversity coding designs the network without any prior assumptions. CPP, due to being bidirectional, results in higher capacity efficiency than diversity coding; and diversity coding, due to being unidirectional, results in lower restoration time than CPP. However, one can achieve lower restoration time by developing a unidirectional CPP scheme and one can achieve higher capacity efficiency by developing a bidirectional diversity coding scheme.
A. Conversion from SPP to CPP
One of the novel ideas behind CPP is the conversion of an SPP solution to a coding-based solution. It simplifies the design of CPP while keeping the capacity efficiency close to that of SPP. A naive CPP solution approach is to code the paths which share the same link in SPP solution. However, there are structural differences between the feasibility of two paths sharing a link and the feasibility of two paths being coded over a link. Therefore, we need a set of rules behind the conversion to ensure that coding structure will be valid under any single link failure. We introduce the concept of coding group to define those rules. For simplicity, we ignore wavelength continuity constraint in this section.
In Fig In the SPP solution, two overlapping protection paths can share a link as long as their primary paths are link-disjoint. The sharing criterion in one link is independent from the sharing criterion in another link. The SPP solution obeying this criterion is shown in Fig. 3(a) . S 1 − T 1 shares the link A − B with S 2 − T 2 and shares the link C − D with S 3 − T 3 . The feasibility condition of sharing is checked on a link-bylink basis. In Fig. 3(b) , the SPP solution is converted to a CPP solution without any adjustments. In order to define and understand the coding group concept, we introduce coding maps as a visual tool. In a coding map, first, each connection pair is shown as a single point. In Fig. 4(a) , each S i − T i pair, placed in a rectangle, is depicted as a point. Second, in a coding map, if two connection pairs are coded over a link in the network, the points corresponding to them are connected via a straight line. The identity of the line is the name of the link they are coded over. If two connections are coded over more than one link, then there is a line between their points on the coding map for each link. Also, if there are more than two connections coded over the same link, there is a line for that link between any pair of points referring to these connections. The coding map of the coding structure in Fig. 3 In a coding map, a coding group is depicted as an ellipse that encircles only a single point or a cluster of attached points which refer to connections. There is a single coding group for the coding structure in Fig. 3(b) . This coding group is depicted as a single ellipse covering all three connection points in Fig. 4(c) . As a rule, in order to construct a valid coding structure, the primary path of a connection must be link-disjoint to the primary and the protection paths of other connections in the same coding group. However, this rule is violated in Fig. 4 (c) since S 2 − T 2 and S 3 − T 3 do not have link-disjoint primary paths. In Fig. 3(b) , if the primary paths of S 2 − T 2 and S 3 − T 3 fail simultaneously then the data over link B → C will be equal to c 1 ⊕ c 2 and the data over link C → B will be equal to c 1 ⊕ c 3 . In that case, there will be no antidote for c 2 at node C and no antidote for c 3 at node B, which prevents recovering both S 2 − T 2 and S 3 − T 3 . Simultaneous recovery of connections S 2 − T 2 and S 3 − T 3 becomes impossible since the underlying coding structure can tolerate the failure of a single connection. Therefore, Fig. 4 (c) does not represent a valid coding group. A fix to this problem is to break one of the lines inside the coding group 1 of the coding map in Fig. 4 (c), which removes the possibility of a double failure in a coding group. The modified coding map is shown in Fig. 4(d) . Therefore, in a valid CPP solution, S 1 −T 1 and S 3 − T 3 are not coded over link C − D at the expense of one unit extra spare capacity over that link.
To generalize, two overlapping protection paths from an SPP solution can be coded in a CPP solution as long as 1) The primary path of one connection is link-disjoint to the primary path of the other connection, 2) The primary path of one connection is link-disjoint to the primary and protection paths of other connections in the same coding group, 3) The coding group topology includes no cycles. The third rule is addressed in Section III-B. The coding group topology is the union of protection paths in that coding group. In Section III-C, it is proven that these rules are sufficient to build a valid CPP coding structure. CPP is able to convert a typical solution of SPP with low complexity because a typical solution of SPP must obey the first rule above. The rest of the work to convert an SPP solution to CPP is to form coding groups that satisfy the second and the third rule. In Section III-D, these rules are relaxed to some extent to utilize the network connectivity more. These rules can also be interpreted as the criteria of two connections to be in the same coding group. In addition to these rules, the primary and protection paths of the same connections are inherently link-disjoint. This is a very significant rule in path-based link failure recovery.
In some cases, there is no need for extra capacity when converting an SPP solution to a CPP solution. This is shown via an example with four connection demands. Given the SPP solution, primary and protection paths of the connections, and maximum required spare capacity on each link will be known. Referring to Fig. 5(a) , thick straight lines represent the primary paths of end-to end connections, whereas protection paths are shown by dotted lines. In Fig. 5(a) , numbers associated with the edges are their index values. Some of the protection capacity is shared by multiple protection paths. There is limited freedom in terms of choosing the group of connections which will share the same capacity over the same link. For example, S 3 − T 3 can share the one unit spare capacity at link 5 either with connection S 1 − T 1 or with connection S 4 − T 4 . However, S 1 −T 1 and S 4 −T 4 cannot share that capacity since their primary paths are not link-disjoint. This freedom can be utilized in converting sharing groups to valid coding groups with zero or unappreciable additional capacity.
In the given solution of SPP, protection paths are coupled under the provision of the first rule. However, while building the CPP solution, protection paths are coupled and coding groups are formed in a way such that both first and second rules are satisfied. The sharing structure in Fig. 5(a) is converted to the coding structure in Fig. 5 (b) in this manner. Coding map of this example is initialized in Fig. 6 (a) by four points each representing a connection. It should be noted that at link 5 S 1 − T 1 and S 3 − T 3 are coupled to share the one unit capacity in the SPP solution. Assume that SPP solution is converted to a CPP solution regardless of the second rule then the coding map of this structure will become as shown in Fig. 6(b) . In this map, all of the connection points are attached to each other. As a result, there will be only a single coding group that will cover all of the attached points as shown in Fig. 6(c) . However, the resulting coding group will be invalid since some of the primary paths in that coding group, such as S 1 −T 1 and S 4 −T 4 , are not link-disjoint. As a fix, in the valid CPP solution, S 3 −T 3 is coded (coupled) with S 4 −T 4 , not with S 1 − T 1 . Then, the resulting modified coding map is shown in Fig. 6(d) . After this modification, there are two separate coding groups. One group consists of S 1 − T 1 and S 2 − T 2 and the other consists of S 3 − T 3 and S 4 − T 4 . Then both of the rules are satisfied. In this example, no extra capacity is required to convert an SPP solution to a CPP solution with the aid of limited freedom in the SPP solution. However, that is not the case in general. Therefore, in Section III-B we describe an ILP formulation to conduct the conversion with minimum extra capacity following the mentioned rules.
B. Cycle Elimination
The outputs of the conversion algorithm are the coding group combinations and their protection topologies. A valid encoding and decoding structure will be built upon the assumption that the protection topology has a tree structure which means it includes no cycles. It is known that cyclic structures inside coding topologies can impair the encoding and decoding structures. In addition, cyclic structures are less capacity efficient than tree structures. It is stated in [24] , in its Proposition 1, that "under the assumption of undirected edges in the network graph G, the minimal cost protection circuit, P i , where the cost is in terms of the number of network edges, is a tree." There are two ways to eliminate those cyclic structures to transform the coding group topologies into tree structures. First, the conversion algorithm can be modified to prevent those cyclic structures from occurring. However, this method significantly increases the complexity of the conversion algorithm of CPP. Second, a handful of cyclic structures can be eliminated by the conversion algorithm via a simple method, which we call "cycle elimination procedure" (CEP). As a side advantage, CEP results in further capacity savings. The CEP is shown in Fig. 7 with an example. The network in the figure is a portion of the coding topology. The protection data of five different connections are coded in both directions as shown in the Fig. 7 . The data on the longest link, which is the link between node A and node B, of this cyclic structure can be rerouted and coded with the data over the rest of the cycle. The link A−B is emptied and the data c 4 ⊕c 5 are coded with the data over the rest of the cycle. It eliminates the cyclic property of this portion of the coding topology (which ensures the tree structure) and results in saving of the capacity of the longest link. The link-disjointness rules ensure that the rest of the cycle does not share any link with the primary paths of the connections of interest.
C. CPP Coding Structure
We need to prove that simple linear coding structure of 1+N protection can be extended to any arbitrary tree structure in order to implement this idea over arbitrary CPP protection topologies, which consist of trees. Before demonstrating how to build a general coding structure for CPP, we need to show the extensions that can be built over the simple linear coding structure of 1+N protection. The basic structure of 1+N coding protection circuit (trail) for 3 connections is shown in Fig. 8 . The proof is intuitive as shown in Fig. 9 . In this case, these end nodes can be represented by separate hypothetical adjacent end nodes on the linear coding graph (trail). The links between these end nodes are assumed to have zero length. In other words, multiple end nodes over the linear coding structure may refer to the same physical node if the links between them have zero length. Each end node can be separated from each other since they are connected to the physical node via independent ports as shown in Fig. 9(a) . The parallel horizontal links represent the coding trail passing through the nodes of interest. Let E be the set of end nodes which share the same physical node F . Since the information regarding each end node is independent of the other nodes, they can be separately depicted with the hypothetical end nodes in Fig. 9(b) .
2) Lemma 2: The classical 1+N protection requires each end node to be traversed by the common protection path. However, the same coding structure can be applied even if an end node is connected to the linear topology through a direct path which deviates from the common trail.
Refer to Fig. 10 for the proof. In Fig. 10(a) , the end node T i is connected to the linear coding topology via an arbitrary ontrail node D through a bidirectional link. From the coding trail perspective at node D, there is no change if the node D and node T i are merged into a single hypothetical node T i . This transformation is depicted in Fig. 10(b) , where the dashed box combines these two nodes into a single one in terms of coding operations over the linear topology. In Fig. 10(c), Fig. 10(b) is simplified and node T i is represented on the linear coding trail via a hypothetical node T i . We can generalize this operation to any arbitrary number of end nodes as long as they are connected to the common trail via link-disjoint paths.
3) Lemma 3: As an extension to the Lemma 2, if N end nodes are connected to a node on the trail via a common link, these end nodes can be still represented over the trail by a different notation.
In Fig. 11(a) , end nodes which are in the set of K are combined at an arbitrary node C, and C is connected to an arbitrary node D over the linear coding trail. In this case, the end nodes S i ∈ K and T j ∈ K cannot be represented independently because there is no mechanism to decode the signals in node C. However, from the network point of view, these multiple end nodes can be merged into a single end node 
since the coding operations in the rest of the network are not affected. Note that i,Si∈K S i + j,Tj ∈K T j is only a notation because the end nodes cannot be summed but their parity signals are summed. The new hypothetical node is depicted in Fig. 11(b) . In Fig. 11(c) , the node i,Si∈K S i + j,Tj ∈K T j is hypothetically placed over the trail using Lemma 2. The number of combined end nodes can be set to an arbitrary number N and the hypothetical end node will be represented as the summation of all the combined end nodes. This lemma is useful if the separate signals of these end nodes are not of interest.
4) Lemma 4: If we merge any arbitrary number of adjacent end nodes over the linear coding trail, the coding operations in the rest of the trail are unaffected.
Refer to Fig. 12 for the proof. Let P be the set of adjacent end nodes which are supposed to be merged into a single end node over the trail. In Fig. 12(a) , the encoding and decoding operations inside these end nodes are shown. This structure can be converted to the structure in Fig. 12(b) , if the individual signals of the end nodes in P are not necessarily extractable. Then, the combination of these end nodes is represented with a single hypothetical end node as shown in Fig. 12(c) .
5) Lemma 5: If the extensions to the linear coding trail do not create a cyclic structure inside the topology, it is possible to separate the topology into two subsystems.
Similarly to the previous lemmas, the proof is intuitive as shown in Fig. 13 . In Fig. 13(a) , the coding topology can be divided into two subsystems with the dashed link. These subsystems are highlighted in Fig. 13(b) . One of them is the hypothetical end node, defined by Lemma 3, represented as the summations of multiple end nodes, which are spanned by a common link from the linear coding trail. The other subsystem is the rest of the coding topology, which is the rest of the tree. Regarding the input and output relationship between these two subsystems at that specific branch point D, it is seen that these subsystems are the complements of each other. The complementary hypothetical end node is formulated in Fig. 13(b) .
The fact that encoding and decoding operations can be carried out at the hypothetical end nodes and the branch points accomplish the sought-after and elusive implementation by the network coding community of encoding and decoding inside the network for multiple unicasts.
6) Example 1:
In order to visualize how these lemmas are useful in transforming a tree topology into a linear trail topology, an example is provided below. Assume that, there are 6 bidirectional connections such that S i is communicating with T i for i = 1, 2, 3, 4, 5, 6. There exists a bidirectional primary path between each end node pair which is link-disjoint with the other primary paths and with the common protection trail. In Fig. 14(a) , the end nodes of the connections are shown on the network. For clarity, link-disjoint primary paths are not depicted. The horizontal link is the linear coding trail which has the coding structure of 1+N protection. The protection paths have a topology with a tree structure. Using Lemmas 1 to 3, we can convert this tree topology into a trail coding topology. The hypothetical nodes are highlighted with a prime sign. They are no different than regular end nodes in terms of coding operations over the trail. The converted structure is given in Fig. 14(b) . The end nodes, which are shown as single entities over the trail, can successfully extract their parity data from the trail. In the case of a failure in their primary paths, they can recover the failed data from the trail as shown in [25] .
In the next step, some of the adjacent end nodes are merged. In Fig. 14(c) , the end node pairs S 2 − T 4 and T 3 − S 6 are merged into single hypothetical nodes using Lemma 4. In Fig. 14(d) , at the specific branch point D over the trail, the coding topology is divided into two subsystems. The underlying topologies are shown inside the boxes. The notations outside the boxes are the images of the subsystems as they are seen from the opposite subsystem.
7) Coding Strategy:
Assume that there is a coding group consisting of N connections, which are given in the set P = {S i , T i : 1 ≤ i ≤ N } meaning that each connection consists of the end nodes with the same indices. As stated before, the protection topology of this coding group is link-disjoint with the primary paths in the same coding group and it is a tree. The end nodes of the connections are scattered over this tree. Fig. 11 . Proof of Lemma 3 (a) Two or more different end nodes are connected to the trail via the same link, (b) They can be merged into a single node, (c) How they are seen from the rest of the trail. A valid encoding and decoding structure is established using the following steps.
1) Select one of the links inside the tree and call it the truck trail. 2) Extend this truck trail from both ends as long as the extended links reach at the edges of the tree. When there are multiple links to extend, one of them is randomly selected. 3) When the truck trail reaches its limits, using Lemmas 1 to 3, place the end nodes over the trail. There are three types of end nodes. The end nodes which are physically over the trail are shown as separate entities over the trail with the help of Lemma 1. The second type of end nodes are not physically over the trail but directly connected to the trail via a dedicated path. They are depicted over the trail with the help of Lemma 2. The third type of end nodes are connected to the trail via a common link or common links. These end nodes are placed over the trail as a combination of multiple end nodes with the help of Lemma 3. We call the hypothetical nodes which represent the combination of multiple end nodes as the branch points on the trail. There can be multiple branch points over a single trail. 4) Assume R is the set of combination of multiple end nodes as R = {R 1 , R 2 , ..., R k }, where k is the total number of branch points over the truck trail. Each R i keeps the end nodes that are spanned by the branch point i. If the same pair of end nodes belong to the same set R i , 1 ≤ i ≤ k, they are omitted from the truck trail.
They will be taken into account later. 5) Then, code the signals whose end nodes are over this truck trail as it is explained in [25] under 1+N protection coding operations. The truck trail is the protection circuit of 1+N coding. The end nodes which are shown as single entities will be able to receive their parity data from the trail. In the case of failure, these nodes are able to extract the failed data from the linear 1+N coding trail. 6) The remaining end nodes are the ones that are depicted as the combination of multiple end nodes. There are k combinations and each combination has a branch point.
Originating from these branch points, new branch trails will be initiated using the links that span the end nodes in sets
Consider the set of R 1 and the branch point of this set.
Include the end nodes that are omitted from this set at step 4. We initiate a branch trail originating from the branch point of this set. The link that connects the end nodes in R 1 to the truck trail is the first link of this branch trail. Extend this branch trail to the opposite direction of the branch point as long as the trail reaches the edge of the branch. When there are multiple options, randomly pick one of the links to extend the branch trail. 8) Using Lemma 5, we can define the branch point as the starting point of this trail. This point behaves as the complement of the end nodes combined at this branch point. For example, if the combined end nodes are S i ⊕ T j , then the branch point would be seen as T i ⊕ S j over the branch trail. 
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where k 1 is the number branch points over the first branch trail. 11) Return to step 6 iteratively as long as all of the subbranches of the first branch are explored and each end node is placed over a branch trail as a single entity. This will make sure that every end node spanned by the first branch point is able to receive its parity data form the tree. 12) Pass to the next branch over the truck trail and return to step 7. At the end, all of the end nodes in CPP tree topology will be placed as a single entity in one of the linear 1+N coding trails, which makes them protected against single link failures. To clarify the steps shown above, an example is provided below.
8) Example 2:
In Example 1, a tree structure was partially converted to a linear 1+N coding trail. This trail is the truck trail to start with. We proceed from Example 1 with an additional connection demand between S 7 and T 7 . The updated coding group topology is shown in Fig. 15(a) . In Fig. 15(b) , it is shown that all of the end nodes except S 3 , T 6 , T 5 , S 7 , and T 7 are placed over the linear 1+N coding trail, which enables them to encode and decode their parity data over this trail. As shown in Fig. 15(a) , the protection path between S 7 and T 7 is physically separated from the truck trail which is shown with dashed links. That means the signals of S 7 − T 7 are bounded within the branch originating from node D of the truck trail. Therefore, in Fig. 15(c) , we omit the end nodes S 7 and T 7 from the truck trail as explained in step 4 in Section III-C7.
In order to protect the end nodes which are not singularly shown over the truck trail, we need a branch trail originating from the branch point D . As shown in Fig. 15(d) , the branch point is considered as T 3 ⊕ S 6 ⊕ S 5 replacing the rest of the trail. According to Lemma 4, there is no need to show T 3 , S 6 , and S 5 as separate end nodes over the branch trail. As explained in step 7, we reincorporate the connection S 7 − T 7 for the branch trail since its protection path resides over the branch trail this time. The branch trail is extended as defined in step 2 in the previous section. The end nodes that are spanned by this branch are placed over a new linear coding trail. This trail is depicted in Fig. 15(e) . The reintroduction of the connection S 7 − T 7 does not affect the coding operations in the rest of the network since the input and output signals at the branch point D are the same. The end nodes that are shown as single entities are protected by this coding trail. As in the truck trail, there is a branch point E that combines multiple end nodes over the branch trail. It is required to go one more level down and generate a sub-branch trail to cover these end nodes as well. This sub-branch trail is shown in Fig. 15(f) . The operation is stopped when all of the end nodes are placed over a linear 1+N coding trail.
D. Extensions on the Coding Group Selections
The link-disjointness rules that guarantee the decodability of CPP structures are sufficient rules. These rules can be overridden within some limits without impairing the decodability of the coding structure. Therefore, there is still room to improve in terms of capacity efficiency. The first rule of link-disjointness is a necessary condition for decodability. However, the second rule can be modified to allow sharing of a common link by the primary path of a connection and the protection paths of other connections in the same coding group. The second rule is altered as
• Their primary paths are also link-disjoint with the primary paths of the connections in the same coding group.
In this mode of operation, if the common link shared by one primary path and one or more protection paths fails, then the end nodes of the failed protection paths can detect the failure over their protection paths and temporarily terminate transmission over their protection paths. Otherwise, symmetry is broken for more than one connection on the protection topology and the decoding structure crushes. In other words, the failed protection paths need to stop poisoning other protection paths because there are no antidotes. Failure detection can be carried out by comparing the data received from the primary paths with the data received from the protection paths. CEP for this mode of operation is not as straightforward as it was in the previous case. Previously, the data over the longest link of a cycle was coded with the data over the rest of the cycle and that link was released from the coding topology. However, that may not be possible when the primary paths and protection paths of different connections share a common link. In that case, the protection path of a connection can overlap with its own primary path if it is rerouted and coded over the rest of the cycle as depicted in Fig. 16 . Previously, the primary paths and the protection topology were link-disjoint. However, in this mode they can share some links. After the protection data c 5 is rerouted and coded over the rest of the cycle, it can overlap with its primary data c 5 over link X − Y , which makes the recovery impossible if that common link (X − Y ) fails.
To preserve the link-disjointness criterion between the primary and protection paths of the same connection, a new CEP is proposed. 1) Select the longest link on the cycle. Remove this link and code the data on it with the data over the rest of the cycle. Check if this breaks down the link-disjointness between the primary and protection paths of each connection. 2) If so, select the next longest link until a link whose removal does not affect the link-disjointness criterion is found.
3) If there is no such link, look for a separation point on the cycle. A separation point on the cycle is a node whose incoming (on-cycle) links carry no mutual data. In other words, this node is the end node of the data on both of its incoming links. If there is such a separation point, this cyclic structure can be considered as a tree structure and it preserves the coding structure. 4) If there is no separation point on the cycle, then reroute the portions of the protection paths that cause the conflict between link-disjointness and cyclic property. 5) If no solution is found then remove the connections which cause the conflict from the coding group. Protect these connections by 1+1 APS.
IV. THE ILP FORMULATIONS
In this section, we develop ILP formulations for SPP and CPP. For a given network and traffic data, the primary paths are routed using the shortest paths. The ILP formulations are developed with an objective to find the optimal spare capacity placement (SCP) with wavelength continuity constraint. The ILP formulation of CPP inputs some results of SPP solution as a set of parameters. The common parameters that are used by both ILP formulations are 
A. Shared Path Protection
As stated in [8] , the problem of joint path routing and wavelength assignment is very complex. Therefore, for the purposes of this paper, the developed SCP solution of SPP is suboptimal. The ILP formulation of the SPP inputs the primary paths found using shortest distances. The ILP formulation of SPP requires the following extra set of parameters.
• T : Maximum number of wavelengths on a link (
The origination, continuation and termination of protection paths are defined by
where s i and d i are the source and destination nodes of connection i, respectively. We have
Equation (3) ensures that a protection path uses only a single wavelength to satisfy the wavelength continuity constraint. In addition,
In inequality (4), connection i reserves the wavelength t on span e if the protection path of i passes over the span e and uses wavelength t throughout the network. Furthermore,
Inequality (5) ensures that if two connections use the same wavelength on their protection path then their primary paths or protection paths must be link-disjoint. Inequality (6) checks if the protection paths of connection i and connection j are link-disjoint. Inequality (7) ensures that primary and protection paths of connection i are link-disjoint.
B. Coded Path Protection
The developed ILP formulation of SPP is suboptimal since it is SCP. However, the ILP formulation of conversion from the SPP to the CPP algorithm is optimal. Note that the optimality of the conversion to CPP remains when an optimal joint capacity placement (JCP) solution of SPP is employed, albeit finding that solution may be hard. In addition to the common parameters, the ILP formulation of CPP has the following set of input parameters
• C : The maximum number of coding groups, depends on the average nodal degree of the network and size of N • x e (i): Equals 1 iff the primary path of connection i traverses over span e, equals 0 otherwise, is acquired from the shortest path routing • m(i, j): Equals 1 iff the primary path of connection i is link-disjoint to the primary path of connection j, is acquired from the shortest path routing • y e (i): Equals 1 iff the protection path of connection i traverses over span e, equals 0 otherwise, is acquired from the solution of SPP The parameter C is similar to the parameter T because the protection paths in the same coding group use the same wavelength throughout the network. Parameter y e (i) is taken as input from the SPP solution, and therefore, the origination, continuation, and termination of protection paths are not formulated again. The set of binary variables that take the value 0 or 1 are
• n(i, t): Equals 1 iff the connection i is in coding group t • a e (t): Equals 1 iff the coding group t passes through span e The objective function, equation (3) , and inequality (4) are the same as in the formulation of SPP except the variable w(i, t) and the parameter T are replaced by the variable n(i, t) and the parameter C, respectively. In addition, inequality (5) is replaced by
Inequality (8) ensures that if two connections will be in the same coding group then their primary paths must be linkdisjoint. Note that as a result, a single coding group can include multiple link-disjoint tree structures. These link-disjoint trees can be considered as individual coding groups. The ILP formulations are similar to that of [25] except the primary paths and protection paths are given as input depending on the scenario.
V. SYNCHRONIZATION AND BUFFERING
In this section, implementation details about the encoding and decoding operations are given. In order to realize the coding structure over CPP topologies consisting of trees, synchronization and buffering are required. In [25] , to help with the synchronization, the concept of round numbers are defined. The parity signals which are generated at the same time must be coded together at both ends of each link so that these signals can be decoded using the reciprocal signals from the opposite direction. Therefore, a round number is given to each parity data produced at a specific time instant. Round numbers keep track of the generation time of the parity signals. Due to propagation and transmission delays, the arrival times of parity signals, which will be coded together, are not necessarily the same at a node. Therefore parity signals must be synchronized using buffers at the nodes where encoding and decoding operations occur.
In contrast to [25] , it is possible to employ round numbers as a signaling overhead only at the planning phase of the network.
Once the parity signals are synchronized and the buffers are set up, then there is no need for a round number in front of each parity signal. If the network operation is disrupted somehow then round numbers can be employed to put the coding structure back on track.
A. Synchronization
The goal of synchronization is to equalize the arrival time of the parity signals, which belong to the same round, to the end nodes. Encoding and decoding operations are carried out at the physical and hypothetical end nodes. Hypothetical end nodes physically refer to either a port of the real end nodes or an intermediate node over a linear coding trail. End nodes input three different signals in addition to the signal generated at this end node. Three encoding operations and one decoding operation occur in these end nodes. Since the same parity signals are used both for encoding and decoding, the end nodes adopt the "copy and forward" technique. In this technique, one copy of each parity signal is generated to use in decoding and the original copy is used for encoding purposes. Different copies of the same signal use different buffers. The detailed operations inside an end node S i are depicted in Fig. 17 . In this figure, XOR 1, 2, and 3 are encoding operations and XOR 4 is the decoding operation. The box CF copies and forwards the received data. For each XOR, the input signals must be synchronized by delaying the signals except the latest arriving signal. Signal u i is the data generated at that end node.
B. Buffering Delays
The input signals of XOR 1, u i andd i , are generated at the same time at S i and T i , respectively. Therefore, in XOR 1, u i is delayed as much as the propagation delay ofd i over the primary path between T i and S i . In XOR 2, it is assumed that the parity signals of each end node belonging to the same round are generated at the same time, which means signal u i ⊕d i arrives earlier than the other signal. The other signal c r (S i ) is defined as
where R is the set of end nodes which remains at the right end side, if the tree topology is cut into two separate pieces at the end node S i . The end nodes which remains at the left side compose the set L. The left and right side are chosen arbitrarily. There are two important properties with sets R and
Note that in R, some of the end nodes are coupled with other end nodes which belong to the same connection index, such as S j and T j . The parity signals of these end nodes cancel each other with some extra delay. The upper bound of buffering delay of the signal u i ⊕d i at XOR 2 is
P D p is the propagation delay from the end node S p or T p to the end node S i . CD p is the canceling delay of signals which are coupled inside the set R. In XOR 3, the buffering and synchronization are very similar to the one in XOR 2 except set R is replaced by set L and c r (S i ) is replaced by c l (S i ). The signal c l (S i ) comes later than u i ⊕d i , which means the latter needs to be delayed by a buffer. The upper bound of buffering delay is very similar to the one in XOR 2 as
XOR 4 handles the decoding operation where three different signals are input. Two of these signals are delayed by buffers in order to decode the signals belonging to the same round. Signal u i is available before the other two. If B2 ≤ B3, then c r (S i ) and u i are buffered for B3 − B2 and B3, respectively. Otherwise, c l (S i ) and u i are buffered for B2 − B3 and B2, respectively.
VI. SIMULATION RESULTS
In this section, we will present simulation results for link failure recovery techniques previously discussed, in terms of their spare capacity requirements and their worst case restoration time. The restoration time formulations of CPP and SPP can be found in [4] and in [21] . There are two restoration time formulations for SLP. First restoration time formulation of SLP is directly adopted from [4] and denoted as SLP2. The assumptions that are made for SPP1 in [21] are reflected to the restoration time formulation of SLP represented by SLP1. The p-cycle protection is not involved in the simulations because it is not relevant in this comparison.
The first network studied is the European COST 239 [35] network whose topology is given in Fig. 18 . In Fig. 18 and Fig. 19 , the numbers associated with the nodes represent a node index, while the numbers associated with the edges correspond to the distance (cost) of the edge. The distances are useful to calculate the propagation delays. For the COST 239 network, there are two traffic scenarios, one uniform and the other, the scenario from [36] .
In order to cope with the high complexity of the path routing and wavelength assignment problem of SPP and to conduct a fair comparison between SPP and CPP, we adopted a three-fold strategy in simulations. In the first step, the demand matrix is partitioned into groups, which are as large as the memory limitations of the workstation allow. Second, the simple SPP algorithm without the wavelength continuity constraint, taken from [2, p. 406] , is run to obtain the protection paths of the connection in each partition. The primary paths of the connection demands are calculated using shortest-path routing and input to the simple SPP algorithm. In addition, the length limits for the protection paths of simple SPP solution are set to 4000 and 6000 kilometers in COST 239 and NSFNET networks, respectively. Third, we input the resulting primary and protection paths of the connection demands to the SPP algorithm with wavelength continuity constraint and the CPP algorithm, at the same time. Since partitioning demands cause randomness, we repeat the simulations 10 times and take their average. CPP results are obtained under the extended version of the link-disjointness criterion discussed earlier. The ILP formulation of SLP is derived from [4] with some adjustments. First, primary paths are pre-calculated and SCP is adopted to carry out a fair comparison. Second, the number of candidate protection paths are unlimited. However, the demand matrix is partitioned into groups to mitigate the high computing complexity. We provide the SCaP values with the wavelength continuity constraint and restoration time results of SPP, CPP, and SLP in Table I and  Table II there is no protection and the traffic is routed over shortest paths as explained in [18] , and RT represents the worst-case restoration time. The term X refers to the OXC configuration and test time.
The second network studied is the NSFNET network [24] , similar to the U.S. long-haul network [18] . Again, the traffic scenarios are uniform and nonuniform. In the nonuniform traffic scenario, there are 150 bidirectional connections which are generated using a gravity-based population model [37] . Same simulation procedure is applied for this network. We provide the SCaP values and restoration time results for SPP, CPP, and SLP in Table III and Table IV. As seen from the results, in each traffic and network scenario, the CPP solution results in 10-16% extra SCaP than the SPP solution. The CPP solution requires 10-18% and 54-74% less SCaP than the SLP solution in the COST 239 and NSFNET networks, respectively. This gap increases in the NSFNET network due to the increased sparsity. The results are consistent among different networks and traffic scenarios meaning that capacity efficiency of CPP is clearly higher than that of SLP and competitive to that of SPP. On the other hand, the restoration speed increases three times over SPP2 and SLP2 when in-band signaling is used and increases approximately one and a half times over SPP1 and SLP1 when there is a separate control plane for the SPP scheme. Only in one scenario, SLP1 is slightly faster than CPP for the small values of OXC configuration and test time. The restoration time of SPP and SLP increases as the expected time of OXC configuration and test increases. Realistically, in some cases it may take seconds. The time difference between CPP and the other techniques can increase if the reconfiguration, signaling, and queueing delays are accounted for. It is also observed that in the bigger region of the OXC configuration time, the restoration times of SPP2 and SLP2 are nearly six times larger than the restoration time of CPP. The approach used in the simulations enables one to achieve close to optimal results in a short amount of time. There is still some potential to improve and achieve the optimal CPP results if the memory and the time limitations can be overcome. As a further research direction, the results of CPP can be improved by configuring the CPP algorithm to solve the routing problem of the protection paths itself without the input of the SPP algorithm.
VII. CONCLUSION
In this paper, we introduced a proactive network restoration technique we call Coded Path Protection (CPP). The technique makes use of symmetric transmission over protection paths and link-disjointness among the connections in the same coding group. We modified the coding structure and leveraged its flexibility to convert the sharing structure of a typical solution of SPP into a coding structure of CPP in a simple manner. With this approach, it is possible to quickly achieve optimal solutions. As a result of this operation, the CPP algorithm achieves significantly faster restoration. The restoration times for the competing algorithms (SPP1, SPP2, SLP1, and SLP2) vary with the OXC settling time, while they are independent of this parameter for our algorithm. As a result, the improvement in restoration time becomes more significant when the OXC settling time increases. Also, the improvement becomes substantial in the case of SPP2 and SLP2, or when in-band optical signaling is employed, or for all-optical networks. In addition, CPP is more capacity efficient than SLP. The penalty in SCaP is about 10-16% over SPP. With the availability of abundant fiber, this extra capacity does not constitute a significant burden on network resources. In addition, CPP has the advantages of full transmission integrity and stability and low signaling complexity.
In this paper, we have treated bidirectional links as such, as in 1+N protection. An alternative is to treat bidirectional links as unidirectional as in diversity coding, and develop a similar technique as an extension of the diversity coding technique. The timing requirements in such an approach are less stringent and therefore it is expected that the gains in restoration time be even more significant.
