In this paper, we consider a smoothing kernel based classification rule and propose an algorithm for optimizing the performance of the rule by learning the bandwidth of the smoothing kernel along with a data-dependent distance metric. The data-dependent distance metric is obtained by learning a function that embeds an arbitrary metric space into a Euclidean space while minimizing an upper bound on the resubstitution estimate of the error probability of the kernel classification rule. By restricting this embedding function to a reproducing kernel Hilbert space, we reduce the problem to solving a semidefinite program and show the resulting kernel classification rule to be a variation of the k-nearest neighbor rule. We compare the performance of the kernel rule (using the learned data-dependent distance metric) to state-of-the-art distance metric learning algorithms (designed for k-nearest neighbor classification) on some benchmark datasets. The results show that the proposed rule has either better or as good classification accuracy as the other metric learning algorithms.
Introduction
Parzen window methods, also called smoothing kernel rules are widely used in nonparametric density estimation and function estimation, and are popularly known as kernel density and kernel regression estimates, respectively. In this paper, we consider these rules for classification. To this end, let us consider the binary classification problem of classifying x ∈ R D , given an i.i.d. training sample {(X i , Y i )} n i=1 drawn from some unknown distribution D, where X i ∈ R D and Y i ∈ {0, 1}, ∀ i ∈ [n] := {1, . . . , n}. The kernel classification rule (Devroye et al., 1996, Chap- 
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ter 10) is given by
where K : R D → R is a kernel function, which is usually nonnegative and monotone decreasing along rays starting from the origin. The number h > 0 is called the smoothing factor, or bandwidth, of the kernel function, which provides some form of distance weighting. We warn the reader not to confuse the kernel function, K, with the reproducing kernel (Schölkopf & Smola, 2002 ) of a reproducing kernel Hilbert space (RKHS), which we will denote with K.
1 When K(x) = 1 { x 2 ≤1} (x) (sometimes called the naïve kernel), the rule is similar to the k-nearest neighbor (k-NN) rule except that k is different for each X i in the training set. The k-NN rule classifies each unlabeled example by the majority label among its k-nearest neighbors in the training set, whereas the kernel rule with the naïve kernel classifies each unlabeled example by the majority label among its neighbors that lie within a radius of h. Devroye and Krzyżak (1989) proved that for regular kernels (see Devroye et al., (1996, Definition 10 .1)), if the smoothing parameter h → 0 such that nh D → ∞ as n → ∞, then the kernel classification rule is universally consistent. But, for a particular n, asymptotic results provide little guidance in the selection of h. On the other hand, selecting the wrong value of h may lead to very poor error rates. In fact, the crux of every nonparametric estimation problem is the choice of an appropriate smoothing factor. This is one of the questions that we address in this paper by proposing an algorithm to learn an optimal h.
The second question that we address is learning an optimal distance metric. For x ∈ R D , K is usually a function of x 2 . Some popular kernels include the Gaussian kernel, K(x) = e 1 Unlike K, K is not required to be a positive definite function. If K is a positive definite function, then it corresponds to a translation-invariant kernel of some RKHS defined on R D . In such a case, the classification rule in Eq. (1) is similar to the ones that appear in kernel machines literature.
2 Snapp and Venkatesh (1998) have shown that the finite-sample risk of the k-NN rule may be reduced, for large values of n, by using a weighted Euclidean metric, even though the infinite sample risk is independent of the metric used. This has been experimentally confirmed by Xing et al. (2003) ; Shalev-Shwartz et al. (2004) ; Goldberger et al. (2005) ; Globerson and Roweis (2006) ; Weinberger et al. (2006) . They all assume the metric to be ρ(x, y)
T L is the weighting matrix, and optimize over Σ to improve the performance of the k-NN rule. Since the kernel rule is similar to the k-NN rule, one would expect that its performance can be improved by making K a function of Lx 2 . Another way to interpret this is to find a linear transformation L ∈ R d×D so that the transformed data lie in a Euclidean metric space.
Some applications call for natural distance measures that reflect the underlying structure of the data at hand. For example, when computing the distance between two images, tangent distance would be more appropriate than the Euclidean distance. Similarly, while computing the distance between points that lie on a low-dimensional manifold in R D , geodesic distance is a more natural distance measure than the Euclidean distance. Most of the time, since the true distance metric is either unknown or difficult to compute, Euclidean or weighted Euclidean distance is used as a surrogate. In the absence of prior knowledge, the data may be used to select a suitable metric, which can lead to better classification performance. In addition, instead of x ∈ R D , suppose x ∈ (X , ρ), where X is a metric space with ρ as its metric. One would like to extend the kernel classification rule to such X . In this paper, we address these issues by learning a transformation that embeds the data from X into a Euclidean metric space while improving the performance of the kernel classification rule.
The rest of the paper is organized as follows. In §2, we formulate the multi-class kernel classification rule and propose learning a transformation, ϕ, (that embeds the training data into a Euclidean space) and the bandwidth parameter, h, by minimizing an upper bound on the resubstitution estimate of the error probability. To achieve this, in §3, we restrict ϕ to an RKHS and derive a representation for it by invoking the generalized representer theorem. Since the resulting optimization problem is non-convex, in §4, we approximate it with a semidefinite program when K is a naïve kernel. We present experimental results in §5, wherein we show on benchmark datasets that the proposed algorithm performs better than k-NN and state-of-the-art metric learning algorithms developed for the k-NN rule. 2 The Gaussian kernel is a positive definite function on R D while the Epanechnikov and naïve kernels are not.
Problem Formulation
, with L being the number of classes. The multi-class kernel classification rule is given by
where
for some nonnegative function, χ, with χ(0) = 1. The probability of error associated with the above rule is L(g n ) := Pr (X,Y )∼D (g n (X) = Y ) where Y is the true label associated with X. Since D is unknown, L(g n ) cannot be computed directly but can only be estimated from the training set. The resubstitution estimate, 3 L(g n ), which counts the number of errors committed on the training set by the classification rule, is given by L(g n ) :
As aforementioned, when X = R D , ρ is usually chosen to be . 2 . Previous works in distance metric learning learn a linear transformation L :
where Σ captures the variance-covariance structure of the data. In this work, our goal is to jointly learn h and a measurable function, ϕ ∈ C := {ϕ : X → R d }, so that the resubstitution estimate of the error probability is minimized with
Once h and ϕ are known, the kernel classification rule is completely specified by Eq. (2). Devroye et al., (1996, Section 25.6) show that kernel rules of the form in Eq. (1) picked by minimizing L(g n ) with smoothing factor h > 0 are generally inconsistent if X is nonatomic. The same argument can be extended to the multi-class rule given by Eq. (2). To learn ϕ, simply minimizing L(g n ) without any smoothness conditions on ϕ can lead to kernel rules that overfit the training set. Such a ϕ can be constructed as follows. Let n l be the number of points that belong to l th class. Suppose
clearly yields zero resubstitution error. However, such a choice of ϕ leads to a kernel rule that always assigns the unseen data to class 1, leading to very poor performance. Therefore, to avoid overfitting to the training set, the function class C should satisfy some smoothness properties so that highly non-smooth functions like the one we defined above are not chosen while minimizing L(g n ). To this end, we introduce a penalty functional, Ω : C → R + , which penalizes non-smooth functions in C so that they are not selected. 4 Therefore, our goal is to learn ϕ and h by minimizing the regularized error functional given as
where ϕ ∈ C, h > 0 and the regularization parameter, λ > 0. g n in Eq. (3) is given by Eq. (2), with ρ replaced by ρ ϕ . Minimizing L reg (ϕ, h) is equivalent to minimizing the number of training instances for which g n (X) = Y , over the function class, {ϕ : Ω[ϕ] ≤ s}, for some appropriately chosen s.
where the superscript ϕ is used to indicate the dependence of K on ϕ. 5 Since the right hand side of Eq. (4) involves the max function which is not differentiable, we use the inequality
, resulting in a conservative rule. 7 In the above bound, we use j = i just to make sure that ϕ(X i ) is not the only point within its neighborhood of radius h. Define τ ij := 2δ Yi,Yj − 1 where δ represents the Kronecker delta. Then, the problem of learning ϕ and h by minimizing L reg (ϕ, h) in Eq. (3) reduces to solving the following optimization problem,
where λ = nλ and ψ i (ϕ, h) given by
is an upper bound on
Solving the above non-convex optimization problem is NP-hard. The 4 This is equivalent to restricting the size of the function class C from which ϕ has to be selected. 5 To simplify the notation, from now onwards, we write
where the dependence of K on ϕ and h is implicit. 6 Another upper bound that can be used for the max function is max{a1, . . . , am} ≤ log m i=1 e a i . 7 Using the upper bound of max function in Eq. (4) makes the resulting kernel rule conservative as there can be samples from the training set that do not satisfy this inequality but get correctly classified according to Eq. (2). gradient optimization is difficult because the gradients are zero almost everywhere. In addition to the computational hardness, the problem in Eq. (5) is not theoretically solvable unless some assumptions about C are made. In the following section, we assume C to be an RKHS with the reproducing kernel K and provide a representation for the optimum ϕ that minimizes Eq. (5). We remind the reader that K is a smoothing kernel which is not required to be a positive definite function but takes on positive values, while K is a reproducing kernel which is positive definite and can take negative values.
Regularization in Reproducing Kernel
Hilbert Space
Many machine learning algorithms like SVMs, regularization networks, and logistic regression can be derived within the framework of regularization in RKHS by choosing an appropriate empirical risk functional with the penalizer being the squared RKHS norm (see Evgeniou et al. (2000) ).
In Eq. (5), we have extended this framework to kernel classification rules, wherein we compute the ϕ ∈ C and h > 0 that minimize an upper bound on the resubstitution estimate of the error probability. To this end, we choose C to be an RKHS with the penalty functional being the squared RKHS norm,
The following result provides a representation for the minimizer of Eq. (6), and is proved in Appendix A. We remind the reader that ϕ is a vector-valued mapping from X to R d .
(6) admits a representation of the form
where c ij ∈ R and
8 Another choice for C could be the space of bounded Lipschitz functions with the penalty functional, Ω[ϕ] = ϕ L , where ϕ L is the Lipschitz semi-norm of ϕ. With this choice of C and Ω, von Luxburg and Bousquet (2004) studied large margin classification in metric spaces. One more interesting choice for C could be the space of Mercer kernel maps. It can be shown that solving for ϕ in Eq. (5) with such a choice for C is equivalent to learning the kernel matrix associated with ϕ and {X i } n i=1 . However, this approach is not useful as it does not allow for an out-of-sample extension.
Remark 2. (a) By Eq. (7), ϕ is completely determined by
Therefore, for any z, w ∈ X , we have Proof. By Remark 2, we have ρ
The above result reduces the problem of learning ϕ to learning a matrix, Σ 0, such that rank(Σ) ≤ d and 1 T Σ1 = 0. We now study the above result for linear kernels. The following corollary shows that applying a linear kernel is equivalent to assuming the underlying distance metric in X to be the Mahalanobis distance.
Proof. By Remark 2 and Corollary 3, we have
In the following section, we use these results to derive an algorithm that jointly learns ϕ and h by solving Eq. (5).
Convex Relaxations & Semidefinite Program
Having addressed the theoretical issue of making assumptions about C to solve Eq. (5), we return to address the computational issue pointed out in §2. The program in Eq. (5) 
where γ , depending on the chosen representation) and h that can be used in Eq. (2) to classify unseen data. However, in the following, we show that Eq. (8) can be turned into a convex program for the naïve kernel. As mentioned in §1, this choice of kernel leads to a classification rule that is similar in principle to the k-NN rule.
Naïve kernel: Semidefinite relaxation
The naïve kernel, K x0 (x) = 1 {ρ ϕ (x,x 0 )≤h} , indicates that the points, ϕ(x), that lie within a ball of radius h centered at ϕ(x 0 ) have a weighting factor of 1, while the remaining points have zero weight. Using this in Eq. (8), we have γ positive, then the classification rule in Eq. (2) makes an error in classifying X i . Therefore, ϕ and h should be chosen such that this misclassification rate is minimized. Suppose that {ϕ(X i )} n i=1 is given. Then, h determines the misclassification rate like k in k-NN. It can be seen that the kernel classification rule and k-NN rule are similar when K is a naïve kernel. In the case of k-NN, the number of nearest neighbors are fixed for any point, whereas with the kernel rule, it varies for every point. On the other hand, the radius of the ball containing the nearest neighbors of a point varies with every point in the k-NN setting while it is the same for every point in the kernel rule.
) can be further reduced to a more amenable form by the following algebra. Us-
2 . Note that we have neglected the set {j : τ ij = −1; ρ ϕ (X i , X j ) = h} in the above calculation for simplicity. Using Ψ(x) = [1 + x] + , the first half of the objective function in Eq. (8) reduces to
Applying the convex relaxation one more time to the step function, we get 
For notational details, refer to Remark 2 and Corollary 3. Since one does not usually know the optimal embedding dimension, d, the Σ representation is advantageous as it is independent of d (as we neglected the rank constraint) and depends only on n. On the other hand, it is a disadvantage as the algorithm does not scale well to large datasets.
Although the program in Eq. (9) is convex, solving it by general purpose solvers that use interior point methods scales as O(n 6 ), which is prohibitive. Instead, following the ideas of Weinberger et al. (2006) , we used a first order
N t = B t \A t 6:
t = t + 1 9: until convergence 10: return Σ t ,h t gradient method (which scales as O(n 2 ) per iteration) and an alternating projections method (which scales as O(n 3 ) per iteration). At each iteration, we take a small step in the direction of the negative gradient of the objective function, followed by a projection onto the set N = {Σ : Σ 0, 1 T Σ1 = 0} and {h > 0}. The projection onto N is performed by an alternating projections method which involves projecting a symmetric matrix alternately between the convex sets, A = {Σ : Σ 0} and B = {Σ :
Since A ∩ B = ∅, this alternating projections method is guaranteed to find a point in A ∩ B. Given any A 0 ∈ A, the alternating projections algorithm computes B m = P B (A m ) ∈ B, A m+1 = P A (B m ) ∈ A, m = 0, 1, 2, . . . , where P A and P B are the projection on A and B, respectively. In summary, the update rule can be given as
are the eigenvectors and eigenvalues of B m .
10 A pseudocode of the gradient projection algorithm to solve Eq. (9) is shown in Algorithm 1.
Having computed Σ andh that minimize Eq. (9), a test point, x ∈ X , can be classified by using the kernel rule in Eq. (2), where
. Therefore, Σ and h completely specify the classification rule.
Experiments & Results
In this section, we compare the performance of our method (referred to as kernel classification rule (KCR)) to several metric learning algorithms on a supervised classification task in terms of the training and test errors. The training phase of KCR involves solving the SDP in Eq. (9) to learn optimal Σ and h from the data, which are then used in Eq. (2) Weinberger et al. (2006) ), Kernel-NN (see footnote 11), KMLCC (kernel version of metric learning by collapsing classes by Globerson and Roweis (2006) ), KLMCA (kernel version of LMNN by Torresani and Lee (2007) ), and KCR (proposed method). Mean (µ) and standard deviation (σ) of the train and test (generalization) errors (in %) are reported. is obtained by using the naïve kernel for K in Eq. (2). For other smoothing kernels, one has to solve the program in Eq. (8) to learn optimal Σ and h. Therefore, the results reported in this section under KCR refer to those obtained by using the naïve kernel.
The algorithms used in the comparative evaluation are:
• The k-NN rule with the Euclidean distance metric.
• The LMNN (large margin nearest neighbor) method proposed by Weinberger et al. (2006) , which learns a Mahalanobis distance metric by minimizing the distance between predefined target neighbors and separating them by a large margin from the examples with non-matching labels.
• The Kernel-NN rule, which uses the empirical kernel maps 11 as training data and performs k-NN classification on this data using the Euclidean distance metric.
• The KMLCC (kernel version of metric learning by collapsing classes) method proposed by Globerson and Roweis (2006) , which learns a Mahalanobis distance metric in the kernel space by trying to collapse all examples in the same class to a single point while pushing examples in other classes infinitely far away.
• The KLMCA (kernel version of large margin component analysis) method proposed by Torresani and Lee (2007) , which is a non-convex, kernelized version of LMNN.
Four benchmark datasets from the UCI machine learning repository were considered for experimentation. Since the proposed method and KMLCC solve an SDP that scales poorly with n, we did not consider large problem sizes for experimentation. 12 The results shown in Table 1 are 11 Kernel-NN is computed as follows. For each training point, Xi, the empirical map w.r.t. {Xj} n j=1 defined as k
is considered to be the training set for the NN classification of empirical maps of the test data using the Euclidean distance metric.
12 To extend KCR to large datasets, one can represent ϕ in terms of {c m }, which leads to a non-convex program as in KLMCA.
the average performance over 20 random splits of the data with 50% for training, 20% for validation and 30% for testing. The Gaussian kernel, K(x, y) = e (2), whereas the k-NN rule was used for all the other methods.
13 It is clear from Table 1 that KCR almost always performs as well as or significantly better than all other methods. However, on the timing front (which we do not report here), KLMCA, which solves a non-convex program for n · d variables, is much faster than KMLCC and KCR, which solve SDPs involving n 2 variables. The role of empirical kernel maps is not clear as there is no consistent behavior between the performance accuracy achieved with k-NN and Kernel-NN.
KMLCC, KLMCA, and KCR learn the Mahalanobis distance metric in R n which makes it difficult to visualize the class separability achieved by these methods. To visually appreciate their behavior, we generated a synthetic two dimensional dataset of 3 classes with each class being sampled from a Gaussian distribution with different mean and covariance. Figure 1(a) shows this dataset where the three classes are shown in different colors. Using this as training data, distance metrics were learned using KMLCC, KLMCA and KCR. If Σ is the learned metric, then the two dimensional projection of x ∈ R n is obtained as Figure 1(b-d) show the two di-13 Although KCR, LMNN, and KMLCC solve SDPs to compute the optimal distance metric, KCR has fewer number of parameters to be tuned compared to these other methods. LMNN requires cross-validation over k (in k-NN) and the regularization parameter along with the knowledge about target neighbors. KMLCC requires cross-validation over k, the kernel parameter, υ and the regularization parameter. In KCR, we only need to cross-validate over υ and λ. In addition, if X = R D and K is a linear kernel, then KCR only requires cross-validation over λ while computing the optimal Mahalanobis distance metric. mensional projections of the training set using KMLCC, KLMCA and KCR. The projected points were classified using k-NN if Σ was obtained from KMLCC/KLMCA and using Eq. (2) if Σ was obtained from KCR. The misclassified points are shown in bold. Since the classification is done on the training points, one would expect better error rate and separability between the classes. To understand the generalization performance, a new data sample shown in Figure 1 (a ) was generated from the same distribution as the training set. The learned Σ was used to obtain the two dimensional projections of the new data sample which are shown in Figure 1 (b -d ) . It is interesting to note that KLMCA and KCR generate completely different projections but have similar error rates.
Related Work
We briefly review some relevant work and point out similarities and differences with our method. In our work, we have addressed the problem of extending kernel classification rules to arbitrary metric spaces by learning an embedding function that embeds data into Euclidean space while minimizing an upper bound on the resubstitution estimate of the error probability. The method that is closest in spirit (kernel rules) to ours is the recent work by Weinberger and Tesauro (2007) who learn a Mahalanobis distance metric for kernel regression estimates by minimizing the leaveone-out quadratic regression error of the training set. With the problem being non-convex, they resort to gradient descent techniques. Except for this work, we are not aware of any method related to kernel rules in the context of distance metric learning or learning the bandwidth of the kernel.
There has been lot of work in the area of distance metric learning for k-NN classification, some of which are briefly discussed in §5. The central idea in all these methods is that similarly labeled examples should cluster together and be far away from differently labeled examples. ShalevShwartz et al. (2004) proposed an online algorithm for learning a Mahalanobis distance metric with the constraint that any training example is closer to all the examples that share its label than to any other example of different label. In addition, examples from different classes are constrained to be separated by a large margin. Though Shalev-Shwartz et al. (2004) do not solve this as a batch optimization problem, it can be shown that it reduces to an SDP (after rank relaxation) and is in fact the same as Eq. (9) except for the outer [.] + function and the constraint 1 T Σ1 = 0.
Concluding Remarks
In this paper, two questions related to the smoothing kernel based classification rule have been addressed. One is related to learning the bandwidth of the smoothing kernel, while the other is to extending the classification rule to arbitrary domains. We jointly addressed them by learning a function in a reproducing kernel Hilbert space while minimizing an upper bound on the resubstitution estimate of the error probability of the kernel rule. For a particular choice of the smoothing kernel, called the naïve kernel, we showed that the resulting rule is related to the k-NN rule. Because of this relation, the kernel rule was compared to k-NN and its state-of-the-art distance metric learning algorithms on a supervised classification task and was shown to have comparable performance to these methods. In the future, we would like to develop some theoretical guarantees for the proposed method along with extending it to large-scale applications.
