This paper studies variable-length (VL) source coding of general sources with side-information. Novel one-shot coding bounds for Slepian-Wolf (SW) coding, which give nonasymptotic tradeoff between the error probability and the codeword length of VL-SW coding, are established. One-shot results are applied to asymptotic analysis, and a general formula for the optimal coding rate achievable by weakly lossless VL-SW coding (i.e., VL-SW coding with vanishing error probability) is derived. Our general formula reveals how the encoder side-information and/or VL coding improve the optimal coding rate in the general setting. In addition, it is shown that if the encoder side-information is useless in weakly lossless VL coding then it is also useless even in the case where the error probability may be positive asymptotically.
I. INTRODUCTION
I N THIS paper, we investigate the source coding system with side-information depicted in Fig. 1 . Let (X, Y ) be a pair of random variables taking values in X × Y and having joint distribution P XY . The sender wishes to communicate the source X via a noiseless link to the receiver with side-information Y. We consider two scenarios. In the first scenario, the switch S in Fig. 1 is closed, i.e., the side-information Y is available at both of the sender and receiver as the common side-information. In the other scenario, the switch S in Fig. 1 is open, i.e., the side-information Y is available only at the receiver. The second case is a special (and the most important) case of the coding problem investigated by Slepian and Wolf in their landmark paper [1] . So, in this paper, we will call the second case as Slepian-Wolf coding.
In [1] , Slepian and Wolf showed a surprising result that there is no difference in the optimal coding rate achievable by lossless coding whether S is open or closed. While Slepian and Wolf considered i.i.d. correlated sources, Cover [2] generalized their results for stationary and ergodic sources. Moreover, even when the source is not stationary nor ergodic, it can be shown that the encoder side-information does not improve the coding rate as long as lossless fixed-length (FL) coding is considered. 1 On the other hand, variable-length (VL) coding is more interesting. In general, the encoder side-information does improve the optimal coding rate achievable by weakly lossless VL coding. 2 Indeed, the result of Yang and He [5, Th. 2] demonstrates this fact for general stationary (i.e., stationary but not necessarily ergodic) sources. Moreover, for some cases, even VL coding without side-information (i.e., not only the encoder but also the decoder does not see side-information) outperforms FL coding with common side-information at the encoder and decoder; see Appendix A. The results above make a contrast with the results for stationary and ergodic sources; as long as stationary and ergodic sources are considered, neither the encoder side-information nor VL coding impact the optimal coding rate. This contrast raises a fundamental question:
(♠) How, and when, does the encoder side-information and/or variable-length coding improve the achievable coding rate? Our motivation of this study is to answer this question in a unified manner. To do this, we adopt the information spectrum method developed by Han and Verdú [6] , [7] , and investigate VL source coding of general (i.e., non-stationary and/or non-ergodic) sources with side-information. An informationspectrum approach allows us to derive quite general formulas for coding problems. Another virtue of an information-spectrum approach is that it allows us to consider coding problem without regard to the blocklength of the code. Hence, we can clearly separate one-shot (i.e., non-asymptotic) analysis and asymptotic analysis. It brings clarity to the discussion.
A. Contributions
Our first main contribution is to prove one-shot coding bounds for VL-SW coding: we give upper and lower bounds on the minimum average codeword length attainable by SW coding with the error probability less than or equal to ε. Our bounds give non-asymptotic trade-off between the error probability and the codeword length of VL-SW coding.
Our second main contribution is to derive a general formula for the optimal coding rate asymptotically attainable by weakly lossless VL-SW coding, i.e., VL-SW coding with vanishing probability of error. To characterize the optimal coding rate, we introduce a novel quantity H s (X|Y ), which is defined by the asymptotic behavior of the conditional entropy-spectrum (1/n) log(1/P X n |Y n (X n |Y n )) of the source (X, Y ) = {(X n , Y n )} ∞ n=1 . Further, we show relations between H s (X|Y ) and other well known two quantities: our result guarantees that H s (X|Y ) is (i) lower bounded by the conditional sup-entropy rate lim sup n→∞ (1/n)H (X n |Y n ) and (ii) upper bounded by the spectral conditional sup-entropy rate H (X|Y ) [6] . An operational interpretation of this result demonstrates relations among the optimal coding rates of the three kinds of source coding problems, VL coding with common side-information, weakly lossless VL-SW coding, and FL-SW coding, of general sources. This result gives a general answer for the question (♠); See Theorem 7. For instance when a source is a mixture of i.i.d. sources and when the component can be estimated at the encoder, VL-SW improves on FL-SW by adjusting the rate to the estimated component; See Example 1 for details.
Not only for weakly lossless coding, we consider the question (♠) for ε-coding (i.e., coding with the probability of error ε n satisfies lim sup n→∞ ε n ≤ ε). Our result reveals that if the encoder side-information is useless in weakly lossless VL coding then it is also useless even in ε-VL coding for any ε ∈ [0, 1); See Theorem 8 and Example 2 for details.
To answer the question (♠), we have to compare VL-SW coding with VL coding with common side-information. In this paper, the common side-information case is also investigated, and a general formula for ε-coding is given.
B. Related Works
An information-spectrum approach to weakly lossless VL coding (without side-information) is initiated by Han [8] (see also [6, Sec. 1.8] ). Subsequently, Koga and Yamamoto [9] investigated ε-VL source coding based on the informationspectrum method. By considering the special case where side-information is constant, we can derive results on weakly lossless and ε-VL coding without side-information [8] , [9] as a special case of our results in this paper. Moreover, Theorem 1 of this paper gives a one-shot coding theorem, which is novel even when side-information is constant; see Remark 2.
Slepian-Wolf coding of general sources was first investigated by Miyake and Kanaya [3] (see also [6, Ch. 7]), where FL-SW coding is considered. Although VL-SW coding for stationary sources with finite alphabets was investigated by Yang and He [5] , the investigation of VL-SW coding of non-stationary sources with countably infinite alphabets is a novel contribution. Moreover, this paper gives one-shot coding bounds for VL-SW coding, while only the asymptotic result is given in [5] .
Variable-length coding for multiterminal sources has been studied well in the context of universal coding, i.e., the encoder and the decoder does not need to know the joint distribution of (X, Y ) (see [10] , [11] ). In the problems of universal variable-length coding for multiterminal sources, it is often assumed that there are links between encoders [12] , [13] or the feedback from the decoder to the encoder [5] , [14] . In our analysis, we do not assume such a link or feedback.
Variable-length SW coding has been also studied in the context of zero-error source coding, where the probability of error is required to be exactly zero (see [15] , [16] ). Recall that, for source coding without side-information, the optimal rate achievable by zero-error VL coding is the same as that achievable by weakly lossless VL coding, provided that the source satisfies the uniform integrability [6, Th. 1.8.1]. On the other hand, when side-information is available at the decoder, the requirement of zero-error drastically changes the problem. In this paper, we consider only weakly lossless VL-SW coding and do not deal with zero-error SW coding.
It should be also noted that, in the common side-information case, "lossless VL coding" usually means "VL coding with zero-error"; see [4] , [17] , [18] . In this paper, however, we consider weakly lossless VL coding with common side-information, for comparison with VL-SW coding. As long as the authors know, our investigation on the problem on weakly lossless VL coding with common side-information is itself a novel contribution.
Recently, analysis of one-shot coding by the information spectrum method attracts a lot of attention as a first step to derive the second order coding rate and/or to investigate the performance in finite blocklength regime (see [19] - [23] ). It is known that, as long as FL coding is considered, the encoder side-information does not improve the second order of SW coding [23] . On the other hand, even for i.i.d. sources, VL coding improves the error exponent and the redundancy of SW coding [24] , [25] . Our new one-shot coding theorem for VL-SW coding can also be applied to analysis of redundancy of VL-SW coding [25] in a similar manner as [26] .
More recently, a large deviations analysis of VL-SW coding problem was given by Weinberger and Merhav [27] , where the trade-off between the overflow probability of the coding rate and the error probability at the decoder was investigated. Further, Kostina et al. [28] gave non-asymptotic bounds on the minimum average codeword length and the second-order analysis of ε-coding without side-information.
C. Organization of Paper
In Sections II, we investigate VL source coding with common side-information. In Section III, non-asymptotic coding theorems for SW coding is given. Then, in Section IV, we investigate weakly lossless VL-SW coding and give our general formula. Further, we consider a special case of ε-VL-SW coding in Section V, where we give a sufficient condition that the encoder side-information is useless. Concluding remarks and directions for future work are provided in Section VI. To ensure that the main ideas are seamlessly communicated in the main text, we relegate all proofs to the appendices.
D. Notation
Throughout this paper, random variables (e.g., X) and their realizations (e.g., x) are denoted by capital and lower case letters respectively. All random variables take values in some discrete (finite or countably infinite) alphabets which are denoted by the respective calligraphic letters (e.g., X ). Similarly, X n (X 1 , X 2 , . . . , X n ) and x n (x 1 , x 2 , . . . , x n ) denote, respectively, a random vector and its realization in the nth Cartesian product X n of X . For a finite set S, |S| denotes the cardinality of S and S * denotes the set of all finite strings drawn from S. 1 denotes the indicator function, e.g. 1[s ∈ S] = 1 if s ∈ S and 0 otherwise. All logarithms are with respect to base 2.
Information-theoretic quantities are denoted in the usual manner [29] , [30] . For example, H (X|Y ) denotes the conditional entropy of X given Y . Moreover, to state our results, we will use quantities defined by using the information-spectrum method [6] . Here, we recall the following probabilistic limit operations. For a sequence Z {Z n } ∞ n=1 of real-valued random variables, the limit superior in probability of Z is defined as p-lim sup n→∞ Z n inf α : lim n→∞ Pr{Z n > α} = 0 .
Similarly, the limit inferior in probability of Z is defined as p-lim inf n→∞ Z n sup β : lim n→∞ Pr{Z n < β} = 0 .
A sequence {Z n } ∞ n=1 of real-valued random variables Z n on Z n is said to be uniformly integrable (or satisfy the uniform integrability condition), if {Z n } ∞ n=1 satisfies lim u→∞ sup n≥1 z:|z|≥u
It is known that if {Z n } ∞ n=1 is uniformly integrable then (i) there exists M < ∞ such that E[Z n ] < M for all n and (ii) lim n→∞ z∈A n P Z n (z) |z| = 0 for any sequence of subsets A n ⊆ Z n satisfying lim n→∞ P Z n (A n ) = 0 (see [31] ). To simplify the statement of results, we abuse the terminology: for a correlated source (X, Y )
II. SOURCE CODING WITH COMMON SIDE-INFORMATION

A. One-Shot Coding
A variable-length code with common side-information = (ϕ, ψ) is a pair of mappings that includes an encoder
The output x ∈ X of the source with the side-information y ∈ Y is encoded by ϕ into the codeword ϕ(x|y). Hereafter, we only consider the case that, for each y ∈ Y, the set C(y) {ϕ(x|y) : x ∈ X } ⊆ {0, 1} * of codewords satisfies the prefix condition, i.e., no codewords is a prefix of any other codeword. 3 The length of the codeword ϕ(x|y) is denote by ϕ (x|y). For simplicity, we omit ϕ and write (x|y) if ϕ is apparent from the context. Then, the average codeword length is given by
The error probability of the code is defined as
A code is said to be an ε-variable-length code with common side-information (or simply, ε-code) if satisfies P e ( ) ≤ ε.
The problem is how can we make the average codeword length E [ (X|Y )] small subject to the constraint P e ( ) ≤ ε.
To answer this problem, we introduce some notations.
Given
Then, we define H A (X|Y ) as the conditional entropy with respect to Q A XY , that is,
XY (x, y). By using this notation, we define ε-conditional entropy.
Definition 1: For 0 ≤ ε < 1, the ε-conditional entropy of X given Y is defined as
For ε = 1, we define H 1 (X|Y ) = 0.
Proposition 1 (Coding Theorem for One-Shot Coding With Common Side-Information):
There exists an ε-code satisfying
On the other hand, for any ε-code, we have
The direct part of the proposition follows from the fact that we can construct a code which encodes x by using Shannon code associated with Q A X |Y (x|y)
The converse part follows from the fact that, for any y ∈ Y, ϕ(·|y) gives a lossless prefix code on A(y) {x : x = ψ(ϕ(x|y), y)}. Details are omitted.
Remark 1: H ε can be considered as a generalized variation of G [ε] introduced in [9] to investigate ε-source coding without side-information, which is different from H [ε] introduced by Han [8] to investigate weak variable-length source coding (see [6, Sec. 1.8], [9] ). On the other hand, instead of H ε , let us consider
It is easy to prove that
holds (see, Appendix B). This relation is useful in proofs of Theorems given in this section. Proposition 1 gives a good bound on the optimal average codeword length attainable by ε-codes. However, to calculate H ε (X|Y ) (and/orH ε (X|Y )), we have to optimize the subset
By using this notation, we defineĤ ε (X|Y ) aŝ
The calculation ofĤ ε (X|Y ) does not require the optimization of subset A ⊆ X × Y. Further, we have the following approximation, which will be proved in Appendix B.
. Remark 2: By combining Theorem 1 with Proposition 1, we can give another one-shot coding theorem, whose bounds can be calculated without the need of optimizing the subset. Although Proposition 1 can be derived as a simple extension of the one-to-one case (i.e., a special case where |Y| = 1) [9] , as long as the authors know, Theorem 1 and the coding theorem derived from Theorem 1 are novel results even in the one-to-one case. It should be noted here that Kostina et al. [28] , concurrently with our work, investigated one-to-one variable-length source coding allowing errors and gave one-shot bounds by using ε-cutoff random transformation. Letting |Y| = 1, our bounds derived from Theorem 1 coincides with their bounds up to constant factor.
B. Asymptotic Analysis
In this subsection, we consider sequences of the coding problem with common side-information indexed by the blocklength n where the sequence (X, Y )
is general, i.e., we do not place any assumptions on the structure of the source such as stationarity, memorylessness and ergodicity. 4 A code of blocklength n is denoted by
Then, the optimal coding rate achievable by ε-coding with common side-information is defined as
It is not hard to derive the theorem from the one-shot results in Section II-A. So, we omit the proof.
To see the property of R ε com (X|Y ) for some special cases, we give upper and lower bounds on R ε com (X|Y ). Let
and
H (X|Y ) (resp. H (X|Y )) is called as the spectral conditional sup-entropy (resp. inf-entropy) rate [6] . Then, we can derive the following bounds, which will be proved in Appendix B. Theorem 3: For any ε ∈ [0, 1),
Let us consider a special case where |Y| = 1. Then, the first inequality of (8) gives the lower bound given in [9, Th. 4 ]. On the other hand, the second inequality of (8) does not give the upper bound given in [9, Th. 4] . Further, it is not clear whether our bound is tighter or looser than that of [9] in general. However, by modifying the proof of (8) (see Appendix B), we can also show that 4 Moreover, the consistency condition, P X n Y n (x n , y n ) =
x ,y P X n+1 Y n+1 (x n x , y n y ), is not needed. Further, while we assume that where
The upper bound given in [9] can be considered as a special case of our upper bound (9) .
III. ONE-SHOT VARIABLE-LENGTH SLEPIAN-WOLF CODING
A code for one-shot variable-length Slepian-Wolf coding is defined in a similar way as in Sec. II-A: A code = (ϕ, ψ) is a pair of mappings that includes an encoder ϕ : X → {0, 1} * and a decoder ψ : {0, 1} * × Y → X . We assume that the set C {ϕ(x) :
x ∈ X } ⊆ {0, 1} * of codewords satisfies the prefix condition. The length of the codeword ϕ(x) is denoted by ϕ (x) or simply (x). Then, the average codeword length and the error probability are respectively defined as
To characterize the trade-off between the codeword length and the error probability, we introduce a novel quantity.
We will omit P XY and writeh ε (x) if the joint distribution P XY is apparent from the context. For ε = 1, we definē h 1 (x) = 0 for any x ∈ X . Remark 4: The quantityh ε (x) can be rephrased as follows. Given x ∈ X , let us define a function f x on Y so that f x (y) − log P X |Y (x|y). Note that f x (y) can be regarded as the ideal codeword length of x associated with the optimal lossless variable-length code given the common side-information y. Further, let Y x be a random variable on Y such that Pr{Y x = y} P Y |X (y|x), and let us consider the probability distribution of f x (Y x ). Thenh ε (x) can be written ash
See Fig. 2 for the conceptual image of (10).
Remark 5: Note that log(1/P X |Y (x|y)) ≥ 0 and that y∈Y: By those facts and the definition ofh ε (x), we have
On the other hand, if ε = 0, we havē
By using this quantity, we state our one-shot bounds for ε-SW coding, which will be proved in Appendix C.
Theorem 4 (Direct Coding Theorem for One-Shot SW Coding): Fix δ > 0 and 0 ≤ ε x ≤ 1 for each x ∈ X . There exists a code such that
Theorem 5 (Converse Coding Theorem for One-Shot SW Coding): For any ε-SW code and any δ > 0, there
Remark 6 (Special Case: Source Coding Without Side-Information): Let us consider a special case where |Y| = 1, that is, conventional one-to-one variable-rate source coding. In this case, by the definition, we havē
This fact implies that it is better to set ε x in Theorem 4 so that ε x = 0 if the probability P X (x) of x is large and ε x = 1 if P X (x) is small. Based on this idea, we can obtain bounds for one-to-one variable-rate source coding. However, the bounds obtained from Theorems 4 and 5 are looser than the bounds obtained from Proposition 1.
IV. GENERAL FORMULA FOR WEAK VARIABLE-LENGTH SLEPIAN-WOLF CODING
In a similar way as Sec. II-B, we consider SW coding problem for general correlated sources (X, Y ); we study the codeword length n (x n ) ϕ n (x n ) associated with a SW-code n = (ϕ n , ψ n ) of blocklength n. In particular, we investigate the weakly lossless case so that the obtained results are meaningful and interpretable.
Definition 4: A rate R is said to be weakly lossless achievable, if there exists a sequence {(ϕ n , ψ n )} ∞ n=1 of SW-codes satisfying lim n→∞ P e ( n ) = 0 and lim sup
Then, the optimal coding rate achievable by weakly lossless SW coding is defined as
The problem considered here is a generalization of that in [8] , where weakly lossless coding without side-information is considered.
To characterize R SW (X|Y ), we introduce the following quantity.
Definition 5:
The next lemma is useful in proofs. Lemma 1: We can choose a sequence {ε n } ∞ n=1 satisfying that ε n → 0 and (1/n) log(1/ε n ) → 0 as n → ∞ and that
Remark 8: While the definition of H s (X|Y ) is different from that of H S (X|Y ) introduced in [5] , H s (X|Y ) can be considered as a generalized variation of H S (X|Y ) of [5] ; compare our coding theorem (Theorem 6 below) for general sources and [5, Th. 2] for stationary sources with finite alphabets. Now, we state our general formula.
Remark 9: Let us consider another condition: For any ε ∈ (0, 1], {h ε (X n )/n} ∞ n=1 is uniformly integrable. In Appendix D, we first show that if (X, Y ) is uniformly integrable then the above condition holds. Then, we prove (15) under the above condition.
Further, we can give upper and lower bounds on H s (X|Y ) by using well known quantities, the conditional entropy H (X n |Y n ) and the spectral conditional sup-entropy rate H (X|Y ) defined in (6) .
Moreover, if H (X|Y ) = H (X|Y ) then for any ε ∈ [0, 1),
(17) Remark 10: The right-hand side of (16) is the optimal coding rate achievable by FL-SW coding [3] . Hence, the second inequality of (16) is consistent with the fact that FL-SW coding is a special case of weakly lossless VL-SW coding. On the other hand, the left-hand side of (16) is the optimal coding rate achievable by zero-error VL coding with common side-information [4] , and thus it is greater than or equal to R 0 com (X|Y ). Hence, the first inequality of (16) is stronger than the bound R 0 com (X|Y ) ≤ H s (X|Y ). Note that we need the assumption of the uniform integrability of (X, Y ) in the proof of the first inequality of (16), Lemma 4 in Appendix D. On the other hand, by modifying the proof of Lemma 4, we can show that R 0 com (X|Y ) ≤ H s (X|Y ) holds without the assumption that (X, Y ) is uniformly integrable.
Example 1: To see the difference of three values in (16), the mixture of i.i.d. sources gives a good example. Let us consider i.i.d. sources (X i , Y i, j ) with the distribution P X i Y i, j (i = 1, . . . , m and j = 1, . . . , m i ) and their mixture:
where α i, j > 0 satisfies i, j α i, j = 1. In other words, there are m marginal sources X i and for each marginal source there are m i side-information sources Y i,1 , Y i,2 , . . . , Y i,m i . We assume that |X | < ∞, |Y| < ∞, and X i = X i (i = i ). Then, we have
where H (X i |Y i, j ) is the conditional entropy of (X i , Y i, j ).
On the other hand, we can prove that
where α i m i j α i, j . 5 Equations (21) and (19) show that if m i = 1 for all i then the first inequality of (16) in Theorem 7 is tight. On the other hand, (21) and (20) show that if m = 1 then the second inequality of (16) is tight.
V. A CASE WHERE ENCODER SIDE-INFORMATION IS USELESS
In this section, we give a sufficient condition that the encoder side-information does not help ε-coding. ε-achievability for SW coding is defined in a same way as for coding with common side-information. 5 Eq. (21) can be derived from the fact that, under the assumption that |X | < ∞ and |Y| < ∞, both of [5, Th. 4] and [5, Th. 2] can be applied for the mixture source (X, Y ) defined by (18) . On the other hand, we can prove (21) under a milder condition than the finiteness of alphabets; see [33] . 
Then, the optimal coding rate achievable by ε-SW coding is defined as
We have the following result. Theorem 8: Assume that (X, Y ) is uniformly integrable and that lim n→∞ (1/n)H (X n |Y n ) exists and coincides with H s (X|Y ). Then, for any ε ∈ [0, 1),
Remark 11: Theorem 8 implies that encoder side-information is useless in ε-coding if it is useless in weakly lossless coding. It should be emphasized that the condition of the theorem can be satisfied even when (X, Y ) does not satisfy H (X|Y ) = H (X|Y ) (see the example below). It should be also noted that the existence of the limit of (1/n)H (X n |Y n ) is not indispensable for the theorem. Indeed, in Appendix E, we prove the theorem under weaker condition that lim inf
where {ε n } ∞ n=1 is the sequence given in Lemma 1. Remark 12: Recall that Theorem 2 gives a general formula for R ε com (X|Y ). Combining (22) with (3)-(5), we can obtain formulas for R ε SW (X|Y ) (ε ∈ [0, 1)), provided that the assumption of Theorem 8 is satisfied. Moreover, under the assumption of Theorem 8, (22) and (8) give upper and lower bounds on R ε SW (X|Y ). Example 2: Let us consider the mixed-source given in Example 1. Assume that, for all i , the values of conditional entropies H (X i |Y i,1 ), H (X i |Y i,2 ), . . . , H (X i |Y i,m i ) are same, and let us denote this value by h i . Then, by (19) and (21), we have lim n→∞ 
VI. CONCLUSION
In this paper, we gave one-shot and asymptotic coding theorems for VL-SW coding. Our results derives several known results on SW coding, weakly lossless and ε-VL coding as corollaries. Moreover, we proved that if the encoder side-information is useless in weakly lossless VL coding then it is also useless even in ε-VL coding for any ε ∈ [0, 1).
On the other hand, some important problems remain as future works:
• Although we can apply Theorems 4 and 5 to investigating asymptotic performance of ε-VL-SW coding, a straightforward application of one-shot bounds may not give meaningful result. To give a general formula for ε-VL-SW coding, from which meaningful results can be derived as corollaries, is an important future work. • It should be also pointed out that ε-SW coding can be considered as a special case of Wyner-Ziv (WZ) coding [34] (with respect to the distortion measure d such as d(x n ,x n ) = 1 if x n =x n and d(x n ,x n ) = 0 if x n =x n ). In this sense, VL-WZ coding with average distortion criteria is a general challenge in the future (While information-spectrum approaches to fixed-length WZ coding are given in [35] and [36] , VL-WZ coding has not been reported as far as the authors known). • While Theorem 8 gives a sufficient condition that the encoder side-information is useless, it is not necessary (see Remark 11) . To give a necessary and sufficient condition is an important future work. • Other future work includes to investigate VL-SW coding with two encoders.
APPENDIX A AN EXAMPLE
Let X = Y = {0, 1} and let us consider two i.i.d. souces P X 1 Y 1 such as P X 1 Y 1,1 (0, 0) = P X 1 Y 1,1 (0, 1) = 1/2 and the binary symmetric source P X 2 Y 2,1 such as P X 2 (0) = P X 2 (1) = 1/2 and P Y 2,1 |X 2 (y|x) = p if x = y. Then, the mixture (X, Y ) of them (defined as in (18)) satisfies that lim n→∞ (1/n)H (X n ) = α 1,1 H (X 1 ) + α 2,1 H (X 2 ) = α 2,1 and H (X|Y ) = max{H (X 1 |Y 1,1 ), H (X 2 |Y 2,1 )} = h( p), where h( p) is the binary entropy function. This implies that if α 2,1 < h( p) then lossless VL coding of X without side-information outperforms FL coding of X with common side-information Y .
APPENDIX B PROOFS OF RESULTS IN SECTION II
Proof of (2): Given
Then, we can write
and thus
. (24) Since 0 ≤ μ A (y) ≤ 1, we have (x,y)∈A
On the other hand,
where the inequality follows from the fact that p log p ≥ −1 for p ∈ [0, 1]. The inequality (2) follows from (24), (25) , (26) , and the definitions of quantities. Proof of Theorem 1: Since (2) holds, it is sufficient to show thatĤ
The upper bound is apparent, since A
On the other hand, by the definition ofH ε (X|Y ), we havẽ
Note that the right hand side of (28) can be written as a linear program such as mimimize (x,y)∈X ×Y g(x, y) log 1 P X |Y (x|y)
The solution of this problem is given by g such as
By this fact and the definition ofĤ ε (X|Y ), we havẽ
and thus, the first inequality of (27) holds. Theorem 3 and (9) : At first, we prove the lower bound. Fix γ > 0 arbitrarily. By Theorem 2, we can choose n 0 (γ ) such that for all n ≥ n 0 (γ ),
Proof of
Hence, for all n ≥ n 0 (γ ), we can choose A n ⊆ X n × Y n so that P X n Y n (A n ) ≥ 1 − ε − γ and 1 n (x n ,y n )∈A n P X n Y n (x n , y n ) log 1 P X n |Y n (x n |y n )
On the other hand, let
Since P X n Y n (T (1) n ) → 1 as n → ∞, we can choose n 1 (γ ) such that for all n ≥ n 1 (γ ),
Hence, we have
Since we can choose γ > 0 arbitrarily small, we have
Next, we prove the upper bound. Fix γ > 0 arbitrarily. By Theorem 2, we can choose δ > 0 and n 0 (γ , δ) such that for infinitely many n,
Now, let
n (x n , y n ) : 1 n log 1 P X n |Y n (x n |y n ) ≤ H (X|Y ) + γ .
Since P X n Y n (T (2) n ) → 1 as n → ∞, we have (x n i , y n i ) ∈ T (2) n for all i < i * if n is sufficiently large. Thus, for sufficiently large n, we have 1 nĤ ε+δ (X n |Y n )
Thus, for some n such that inequalities (29) , (30) , and 1/n < γ all hold, we have
where R 0 inf{R : F(R|X, Y ) ≤ ε}, we can show (9) in the same way.
APPENDIX C PROOFS OF RESULTS IN SECTION III
Proof of Theorem 4:
For each x ∈ X , let
Further, for each integer l ∈ {˜ (x) : x ∈ X }, prepare a random bin code with l-bits bin-index and let
Note that, for all y ∈ Y,
Now, we construct the encoder and the decoder as follows:
• Given x ∈ X , the encoder 1) sends˜ (x) by using at most 2( log˜ (x) + 1) bits [32] , and then 2) sends the bin-index m = bin(x) of x by using (x) bits.
• From the received codeword, the decoder can extract the length l of the bin-index and the bin-index m. Given (l, m) and side information y ∈ Y, the decoder look for a unique x such that (x, y) ∈ T (l),˜ (x) = l, and bin(x) = m.
By using the standard argument, we can upper bound the average error probability E [P e ( )] with respect to random coding by
On the other hand, it is apparent that the code defined above satisfies (13) .
Proof of Theorem 5: At first, we show that
To see this, let Then, we have
where the last inequality follows from the fact that, for each y ∈ Y, {ϕ(x) : x ∈ S(y)} satisfies the prefix condition and thus the Kraft inequality
holds. Now, for each x ∈ X , let
Then, by the definition ofh ε x (x), we have (x) ≥h ε x (x) − δ. Further, by (31), we have
APPENDIX D PROOFS OF RESULTS IN SECTION IV
A. Proof of Lemma 1
For each i = 1, 2, . . . , let i 2 −i and
Then, for any γ > 0, there exists {n i } ∞ i=1 such that (i) n 1 < n 2 < · · · → ∞, (ii) n i > i 2 for all i = 1, 2, . . . , and (iii) h(i ) ≥ (1/n)H i s (X n |Y n ) − γ for all i = 1, 2, . . . and all n ≥ n i . For each n, let i n be the integer i such that n i ≤ n < n i+1 and let ε n i n . Then, we have
Since γ > 0 is arbitrary, we have lim sup 
On the other hand, fix > 0 arbitrarily and let n 0 ( ) be an integer such that ε n ≤ for all n ≥ n 0 ( ). Then, we have 1 n H ε n s (X n |Y n ) ≥ 1 n H s (X n |Y n ), ∀n ≥ n 0 ( ) and thus, lim sup
Since > 0 is arbitrary, letting ↓ 0, we have lim sup
Combining (32) and (33), we have (14) . It is not hard to verify that ε n satisfies (1/n) log(1/ε n ) ≤ 1/i n → 0 as n → ∞.
B. Proof of Theorem 6
Lemma 2 : If (X, Y ) is uniformly integrable then, for any 0 < ε ≤ 1, hε (X n )/n ∞ n=1 is also uniformly integrable.
Proof: Fix γ > 0. For any u ≥ 0 and x n ∈ X n such that h ε (x n ) ≥ un, we have y n ∈Y n : log 1 P X n |Y n (x n |y n ) >un−γ P Y n |X n (y n |x n ) log 1 P X n |Y n (x n |y n ) ≥ y n ∈Y n : log 1 P X n |Y n (x n |y n ) >h ε (x n )−γ P Y n |X n (y n |x n )
where the last inequality follows from the definition ofh ε (x n ). Thus, we have
1 nε y n ∈Y n : log 1 P X n |Y n (x n |y n ) >un−γ P Y n |X n (y n |x n ) log 1 P X n |Y n (x n |y n ) + γ n ≤ 1 nε (x n ,y n )∈X n ×Y n : log 1 P X n |Y n (x n |y n ) >un−γ P X n Y n (x n , y n )
From (34) and the assumption, it is not hard to see that hε (X n )/n ∞ n=1 is uniformly integrable. Proof of the Direct Part of Theorem 6: Applying Theorem 4 to (X n , Y n ) with δ = log n and ε x n = ε for all x n ∈ X n , we can show that there exists a code n = (ϕ n , ψ n ) such that
On the other hand, by the assumption and Lemma 2, there exists a constant M < ∞ such that
for any n. Hence, by using Jensen's inequality, we have
By combining (35) and (36), we have lim sup
Lastly, by using the diagonal line argument (see [6] ), we can conclude that H s (X|Y ) is weakly lossless achievable.
Proof of the Converse Part of Theorem 6: Fix ε > 0 arbitrarily and assume that there exists { n } ∞ n=1 satisfying P e ( n ) → 0. Let
Then, by applying Theorem 5 to (X n , Y n ) with δ = log n, we can show that there exists {ε x n } x n ∈X n such that
and n (x n ) ≥h ε x n (x n ) − log n, ∀x n ∈ X n .
By the Markov inequality and (38), we have
x n : ε x n >ε P X n (x n ) ≤ ε n → 0 (n → ∞).
Hence, by the assumption and Lemma 2,
n satisfies γ n → 0 as n → ∞, and thus, we have
By (39) and (40), we have
Since ε > 0 is arbitrary, so letting ε ↓ 0, we have lim sup
C. Proof of Theorem 7
(41) Proof: Fix γ > 0 and ε > 0. Let R = H (X|Y ) + γ and p n (x n ) y n ∈Y n : 1 n log 1 P X n |Y n (x n |y n ) >R P Y n |X n (y n |x n ),
Then, by the Markov inequality and the definition of H (X|Y ), we have
Hence, by the assumption and Lemma 2, we can choose δ n such that δ n → 0 as n → ∞ and
Further, by the definition ofh ε (x n ), we havē h ε (x n ) ≤ n R, ∀x n ∈ S n .
Thus, we have
Letting n → ∞ and ε ↓ 0, we have
Since γ > 0 is arbitrary, we have (41).
Proof: Let {ε n } ∞ n=1 be the sequence given in Lemma 1. We show that lim sup
Fix γ > 0. Note that, by the definition ofh ε n (x n ), we have
x n ∈X n P X n (x n ) y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n ) ≤ ε n → 0 as n → ∞.
Hence, by the assumption, there exists δ n such that δ n → 0 as n → ∞ and 1 n x n ∈X n P X n (x n ) y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n )
On the other hand, we have y n ∈Y n P Y n |X n (y n |x n ) log 1 P X n |Y n (x n |y n ) ≤ y n ∈Y n : log(1/ P X n |Y n (x n |y n ))≤h εn (x n )+γ P Y n |X n (y n |x n ) h ε n (x n ) + γ + y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n ) × log 1 P X n |Y n (x n |y n ) ≤h ε n (x n ) + γ + y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n ) × log 1 P X n |Y n (x n |y n ) .
Taking the average with respect to X n , we have H (X n |Y n ) ≤ H ε n s (X n |Y n ) + γ + nδ n and thus, we have (42).
Lemma 5: For any ε ∈ (0, 1),
(44) Proof: Fix γ > 0 and ε > 0. Let R = H (X|Y ) − γ and p n (x n ) y n ∈Y n :
Then, we havē p n ≤ P X n (S n ) + ε P X n (S c n ) = 1 − (1 − ε)P X n (S c n ) and thus, by the definition of H (X|Y ),
Further, by the definition ofh ε (x n ), we havē
Letting n → ∞,
Since γ > 0 is arbitrary, we have (44 
Hence, if H (X|Y ) = H (X|Y ) then (17) holds.
APPENDIX E PROOF OF THEOREM 8
Let L ε (X n |Y n ) be the optimal average codeword length achievable by n-block VL-SW coding with the error probability ≤ ε. By using the diagonal argument, we can show that
Fix η > 0 arbitrarily. We can choose δ > 0 so that
for infinitely many n and
for sufficiently large n. Let ε ε + δ/2. Then, what we have to prove is, for sufficiently large n,
Indeed, by combining (45), (46), and (47), we have R ε SW (X|Y ) ≤ R ε com (X|Y ) + 3η and thus, the theorem follows. In the remaining part of this appendix, we prove (47) under the condition (23) . Before the proof, we briefly give its key idea: In general, it it not easy to characterize L ε+δ (X n |Y n ) since it involves optimization over {ε x n } x n ∈X n . On the other hand, the definition ofH ε (X n |Y n ) induces a partition of X n into two subsets: the set of sequences that are discarded and the set of sequences that are not discarded (see (1) ). In the proof, we use this partitioning to set {ε x n } x n ∈X n . That is, we assign ε x n = 1 for those x n included in the former set, and ε x n ≈ 0 for those x n included in the latter set. Although this assignment may not be optimal in general, it turns out that this assignment is good enough to prove (47) under the condition of the theorem.
Proof of (47): Recall that {ε n } ∞ n=1 is the sequence given in Lemma 1. We will prove (47) in three steps. In the proof, the average nδ (1) n,γ of (1) n,γ (x n ) defined in the first step plays an important role. At first, we show that δ (1) n,γ is sufficiently small. Then, in the second step, we re-characterizeH ε (X n |Y n ) and give a lower bound on it by using nδ (1) n,γ . Finally, in the third step, we show that the difference between L ε+δ (X n |Y n ) andH ε (X n |Y n ) is upper-bounded by nδ (1) n,γ (plus negligible terms).
First
Step: Fix γ > 0 so that 4γ < η and let (1) n,γ (x n ) y n ∈Y n : log(1/ P X n |Y n (x n |y n ))≤h εn (x n )+γ P Y n |X n (y n |x n ) × h ε n (x n ) + γ − log 1 P X n |Y n (x n |y n ) (2) n,γ (x n ) y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n ) × log 1 P X n |Y n (x n |y n ) (3) n,γ (x n ) y n ∈Y n : log(1/ P X n |Y n (x n |y n ))>h εn (x n )+γ P Y n |X n (y n |x n ) × h ε n (x n ) + γ .
In the same manner as (43), we have 1 n x n P X n (x n ) (2) n,γ (x n ) → 0.
On the other hand, by the condition (23), for sufficiently large n, −2γ ≤ 1 n H (X n |Y n ) − 1 n H ε n s (X n |Y n ) − γ = − 1 n x n P X n (x n ) (1) n,γ (x n ) + 1 n x n P X n (x n ) (2) n,γ (x n ) − 1 n x n P X n (x n ) (3) n,γ (x n ) ≤ − 1 n x n P X n (x n ) (1) n,γ (x n ) + 1 n x n P X n (x n ) (2) n,γ (x n ).
Combining (48) and (49), we have, for sufficiently large n, δ (1) n,γ 1 n x n P X n (x n ) (1) n,γ (x n ) ≤ 1 n x n P X n (x n ) (2) n,γ (x n ) + 2γ ≤ 3γ .
(50)
Second
Step: For each subset A n ⊆ X n × Y n , let ν A n be ν A n (x n ) 1 P X n (x n ) ⎡ ⎣ y n ∈Y n 1[(x n , y n ) ∈ A n ]P X n Y n (x n , y n ) ⎤ ⎦ Note that ν A n satisfies 0 ≤ ν A n (x n ) ≤ 1 and x n ∈X n P X n (x n )ν A n (x n ) = P X n Y n (A n ).
Then, for any A n ⊆ X n × Y n , (x n ,y n )∈A n P X n Y n (x n , y n ) log 1 P X n |Y n (x n |y n ) ≥ (x n ,y n )∈A n P X n Y n (x n , y n ) h ε n (x n ) + γ − (x n ,y n )∈A n log(1/ P X n |Y n (x n |y n ))≤h εn (x n )+γ P X n (x n )P Y n |X n (y n |x n ) × h ε n (x n ) + γ − log 1 P X n |Y n (x n |y n ) ≥ (x n ,y n )∈A n P X n Y n (x n , y n ) h ε n (x n ) + γ − nδ (1) n,γ ≥ (x n ,y n )∈A n P X n Y n (x n , y n )h ε n (x n ) − nδ (1) n,γ = x n P X n (x n )ν A n (x n )h ε n (x n ) − nδ (1) n,γ .
Hence, we havẽ H ε (X n |Y n ) ≥ inf ν x n P X n (x n )ν(x n )h ε n (x n ) − nδ (1) n,γ
where inf ν is taken over all functions on X n such that 0 ≤ ν(x n ) ≤ 1 and
x n ∈X n P X n (x n )ν(x n ) ≥ 1 − ε . Now, we can characterize the first term of (51) by using linear optimization. That is, there exists B n ⊆ X n andx n ∈ X n such that B n ,x n , and B n X n \ (B n ∪ {x n }) satisfy that 6
x n / ∈ B n h ε n (x n ) ≤h ε n (x n ) if x n ∈ B n h ε n (x n ) ≥h ε n (x n ) if x n ∈ B n x n ∈B n P X n (x n ) + P X n (x n ) ≥ 1 − ε x n ∈B n P X n (x n ) < 1 − ε and that inf ν x n P X n (x n )ν(x n )h ε n (x n ) = x n ∈B n P X n (x n )h ε n (x n ) + P X n (x n )νh ε n (x n )
The above arguments show that H ε (X n |Y n ) ≥
x n ∈B n P X n (x n )h ε n (x n ) + P X n (x n )νh ε n (x n ) − nδ (1) n,γ ≥ x n / ∈B n P X n (x n )h ε n (x n ) − P X n (x n )h ε n (x n ) − nδ (1) n,γ .
(52)
Third
Step: For each x n ∈ X n , let ε x n = 1 if x n ∈ B n and ε x n = ε n otherwise. Then, our one-shot VL-SW coding bound (Theorem 4) guarantees that there exists a VL-SW code satisfying (i) the error probability is smaller than x n ∈X n P X n (x n )ε x n + 2 − log n (53) and (ii) the average codeword length is smaller than
where ζ n log n n + 1 n E log h ε (X n ) + (log n) + 1 and ζ n → 0 as n → ∞; see (36) . For sufficiently large n, we have (53) =
x n / ∈B n P X n (x n )ε n + x n ∈B n P X n (x n ) + 2 − log n ≤ ε n + ε + 2 − log n = ε n + ε + δ/2 + 2 − log n ≤ ε + δ (55) 6xn plays a similar role as i * in the definition ofĤ ε (X|Y ). and (54) = x n / ∈B n P X n (x n )h ε n (x n ) + nζ n (a) ≤H ε (X n |Y n ) + P X n (x n )h ε n (x n ) + nζ n + nδ (1) n,γ (b) ≤H ε (X n |Y n ) + P X n (x n ) log 1 P X n (x n ) + log 1 ε n + nζ n + nδ (1) n,γ (c) ≤H ε (X n |Y n ) + 1 + log 1 ε n + nζ n + nδ (1) n,γ
where (a) follows from (52), (b) follows from (11) , and (c) follows from − p log p ≤ 1 for p ∈ [0, 1]. Moreover, by (50) and the fact that (1/n) log(1/ε n ) → 0 as n → ∞, we have, for sufficiently large n,
From (55) and (57), we have (47).
