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Abstract
This thesis presents work carried out to develop the understanding of microstructural evolution and the
corresponding macroscopic creep that occurs in nickel superalloys at gas-turbine operating conditions.
In-situ time-of-flight (TOF) neutron diffraction creep experiments were performed in order to measure
the change in lattice d -spacing of both γ′ and γ in the CMSX-4 single crystal nickel superalloy. The
loading responses of both phases are distinct. The d -spacing evolution of γ and γ′ shows markedly
different behaviour in the primary and tertiary creep regimes, suggesting different deformation mech-
anisms. The lattice strain evolution is interpreted in light of current dislocation theories.
It is generally assumed that at gas-turbine operating temperatures, γ′ coarsens according R¯ ∝ 3√t,
where R¯ is the mean radius and t is time. Heat-treatments were performed on samples of multimodal
Ni115 to investigate this assumption. Electron microscopy was used to analyze the samples post heat-
treatment, and the frequency distribution of radii was calculated. It is shown that a transient period
can exist for thousands of hours, and the above coarsening rate is not valid. An existing LSW-based
model is further developed to model the coarsening kinetics of a superalloy in real time and real radii
for the first time, and model predictions are compared to experiment.
The creep properties of different γ′ distributions in the Ni115 nickel superalloy produced by heat-
treatment were examined. At the stresses and temperatures employed it is shown that particle bypass
cannot occur by cutting or bowing and so presumably occurs by a climb-glide motion. The Dyson creep
model is a microstructure based climb-glide bypass model for unimodal distributions. It is developed
further to account for bimodal distributions and the predictions compared to experiment. The fine
γ′, when present, controls dislocation motion, seen in both experiment and model predictions.
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Chapter 1
Introduction
The research and development of the nickel superalloys is materials science’s finest example of parallel
development of a material and its engineering application, the gas-turbine engine. There is a continu-
ous demand for improvements in the gas-turbine engine, whether it is employed for power generation
of industry and homes, or for airborne transport around the world. The demand for higher engine
efficiencies to reduce both emissions and fuel consumption, has pushed aerospace gas-turbine hot sec-
tions into operation at the limit of their mechanical and thermal capabilities. The turbine blades and
discs are of the greatest importance as engine characteristics such as fuel economy and thrust, depend
very strongly on the operating conditions which can be withstood. These demands have necessitated
a vast amount of research regarding high temperature materials over the last 60 years, culminating in
the development of the nickel superalloys. Much of this development has been empirical, but in recent
years our understanding of these metal systems has been greatly helped by improved analysis tech-
niques, such as improved electron microscopes, atom-probes, and in-situ diffraction laboratories. This
thesis aims to further the understanding of deformation mechanisms and microstructure evolution of
the nickel superalloys.
1.1 Gas-Turbines
The principle of operation of a turbojet engine is quite simple. A compressor, composed of compressor
discs and blades, squeezes the incoming air. The compressed air enters the combustor, where it is
mixed with fuel and ignites. The hot gases pass into the turbine where, as the gases expand, turbine
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Figure 1.1: Artists impression of a Rolls-Royce Trent 800 engine, illustrating the location of the turbine.
Image from [6].
blades and discs extract the mechanical work required to drive the compressor which is connected by
a shaft. For an aircraft turbojet engine, the thrust arises from the change of the momentum of the
incoming air at the compressor to the accelerated exhaust gas exiting the exhaust nozzle. Figure 1.1
is an illustration of the Rolls-Royce Trent 800 engine, which powers Boeing 777 aircraft.
The turbine blades are mounted onto large turbine discs. The operating conditions, and thus the
design criteria, vary dramatically from the bore of the disc to the rim of the disc, and to the turbine
blades. Modern single crystal turbine blades have been developed to optimise the creep resistance of the
nickel superalloys, allowing for higher turbine entry temperatures producing improved engine efficiency.
Turbine discs, when compared to the turbine blades, operate at considerably lower temperatures, but
the stresses experienced are much greater. The design of these components is a balance between weight
minimisation, dimensional stability, mechanical integrity, as well as cost considerations.
Both discs and blades possess the following properties: (i) high yield stress and tensile strength
to prevent yield and fracture, (ii) ductility and fracture toughness, (iii) hot corrosion and oxidation
resistance, while (iv) the turbine blades are primarily designed for creep resistance, and discs primarily
require resistance to crack initiation.
The turbine blades have been processed by four different techniques over the last 60 years. Each
process development improved creep resistance and allowed higher operating temperatures. The first
were polycrystal wrought superalloys, then polycrystal cast superalloys, then directionally solidified
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Figure 1.2: Turbine blades in (a) equiaxed, (b) columnar grain (c) single crystal from [6].
columnar crystals, and finally the single crystals, Figure 1.2. Turbine discs are processed by cast-
and-wrought ingot metallurgy for the lower strength alloys, while the more advanced alloy discs are
produced by powder metallurgy.
1.2 Motivation and Aims
As the turbine entry temperature has increased over the years, the temperatures towards the rim
of the disc are reaching levels where creep becomes a serious design consideration, and creep-fatigue
interactions should not be ignored during lifing. The linear elastic finite element analyses that are
currently employed for turbine disc lifing do not incorporate the effect of creep or plastic damage.
The superalloys are strengthened by a coherent ordered L12 γ′ precipitate that hinders dislocation
motion. The method of dislocations overcoming this strengthening mechanism in nickel superalloys
is either by dislocation climb past the precipitates, or by shear, and is temperature, stress, and
microstructure dependent. To date a completely satisfactory physically-based creep model has not
been fully developed for single or polycrystal nickel superalloys, and empirical creep models have
remained the industry standard. Physically-based creep models are particularly desirable as they
have the potential to model varying creep conditions, as are experienced by gas-turbine engines during
flight. They can predict the loss of creep strength as the microstructure alters and potentially could
accelerate the development of new materials.
It is widely agreed that at elevated temperatures and low to intermediate stresses, as are experienced
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towards the rim of the nickel superalloy disc, deformation is by a dislocation climb-glide process,
with no precipitate shear. The Dyson model [1] is a physically-based creep model for climb-glide
deformation, containing a constitutive creep rate equation that may be used in finite element modelling.
However, this model has been derived for unimodal distributions, and therefore one must question the
validity of applying such a model to predict creep strengths of multimodal disc alloys. In order to adapt
the Dyson model to a multimodal model, the coarsening kinetics of multimodal distributions requires
understanding and quantification, as the creep rate is dependent upon particle size. Surprisingly, there
is very little published in existing literature and multimodal coarsening is poorly understood, therefore
a portion of this research is dedicated to investigating the coarsening kinetics of the multimodal alloy
Nimonic 115.
The adaptation to a multimodal model not only requires an understanding of the evolution of each
distribution during coarsening, but also requires a knowledge of the extent to which each distribution
imparts strength to the alloy. To understand this, it is required to perform creep tests under similar
creep conditions, but with different initial microstructures. This creep experimentation is performed on
Nimonic 115 with different distributions produced from different heat-treatments, and an appropriate
formulation can then be constructed to give a Dyson multimodal creep model.
While the dominant deformation mechanism of high temperature and low stress conditions is now
established, the same cannot be said for intermediate temperature and intermediate to high stresses,
termed the primary creep regime. The current interpretation is that of Rae and Reed [28], that
dislocation shear occurs by {112¯} ribbons. However alternative mechanisms for primary creep have
been proposed. In-situ neutron diffraction measurements were made on CMSX-4 single crystal nickel
superalloy in an attempt to shed some light on the kinematics of creep under these conditions. It is
only once the deformation mechanism under these conditions has been established, a physically-based
constitutive equation may be formulated.
1.3 Thesis Structure
This thesis is split into six chapters and two appendices. Chapter one is the introduction, containing
the research motivation and thesis structure. This research is motivated by the industrial desire for
accurate physically-based creep models, rather than empirical predictions. To produce such a model
requires detailed understanding of the micromechanics of creep that govern the macroscopic creep
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response.
Chapter two is the literature review, a literature survey of published research relating to the topics
studied in Chapters three to five.
Chapter three describes in-situ neutron diffraction studies performed at Engin-X, ISIS, on a typical
single crystal nickel superalloy, CMSX-4. Neutron diffraction offers a direct insight into the micromech-
anisms occurring during creep. The micromechanisms of nickel superalloy creep remain an area of
on-going research and debate, with the majority of these theories based upon post-mortem TEM of
crept samples. In-situ neutron diffraction measurements were taken under conditions of primary creep
and tertiary creep, in order to study the kinematics of creep in the bulk of the material and to compare
the observations with current creep theories. It is only once the kinematics and mechanisms of creep
are understood that a more physically faithful constitutive creep model can be formulated. The results
of this kinematic study were used by a parallel post-doctoral project to specifically model creep of
CMSX-4 single-crystals [29].
Chapter four is a coarsening study of multimodal γ′-Ni3Al precipitates in the 60% volume fraction
nickel superalloy Ni115. The evolution of the particle radius distribution has been examined over a
range of temperatures and times, 700− 1000 ◦C and 0− 7500 h respectively. The experimental results
are compared to the results of a numerical model based on LSW coarsening theory. At coarsening
temperatures of interest the γ′ distribution is bimodal, with two populations ∼ 5 nm and ∼ 90 nm
in radius. It is found that during the initial transient (around 2000 h at 800◦C), the fine γ′ dissolve,
leading to a rapid increase in the mean radius followed by a plateau. At long times, the expected
steady state unimodal t1/3 coarsening is observed. The model reproduces these features in form and
approximately in magnitude, a first for LSW model-experiment comparisons in nickel superalloys.
Chapter five is a study of the effects of different bimodal and unimodal initial distributions on the creep
properties of Nimonic 115. At 700−800 ◦C and 250−360 MPa it is the fine γ′ that controls the rate of
dislocation creep in the bimodal samples. The results of the coarsening and creep experimentation are
used to alter the Dyson creep model from a unimodal to a multimodal model. The creep predictions
of the multimodal model are compared to experimentation. The model correctly predicts the relative
order of creep strengths between samples before and into early tertiary creep, with the exception of
one result.
Chapter six summarises the major findings of this work with suggestions for related further work
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which may prove beneficial.
Appendix one is the full derivation of the Lifshitz-Slyozov-Wagner (LSW) particle coarsening the-
ory. This is included in the appendices as the original published derivation [13] is, in the author’s
opinion, difficult to follow. As this work is the seminal theory of particle coarsening to which all
subsequent coarsening theories have been compared, it is important to understand the derivation and
corresponding assumptions made if one is to incorporate coarsening theory into a physics-based creep
model.
Appendix two is in-situ neutron diffraction experimentation investigating the elastic loading response
in both γ and γ′ phases of CMSX-4 at room temperature and elevated temperature. This work gave
confidence in the peak fitting routine developed to measure the change in d-space of both phases when
stressed, and is employed in Chapter three. A finite element model was used to determine the elastic
moduli of the isolated phases.
1.4 Publications
Each chapter and one appendix represents a completed research paper submitted to 3 different leading
journals.
1. Coakley J, Reed RC, Ma A, Warwick J, Dye D. Lattice Strain Evolution During Creep in Single
Crystal Superalloys. Submitted to Metall Mater Trans A, February 2010
2. Coakley J, Basoalto H, Dye D. Coarsening of a Multi-Modal Nickel-Base Superalloy. Accepted
by Acta Mater, March 2010
3. Coakley J, Dye D, Basoalto H. Creep and Creep Modelling of Multimodal Nickel-Base Superalloy.
Submitted to Acta Mater, April 2010
4. Dye D, Coakley J, Vorontsov VA, Stone HJ, Rogge RB. Elastic moduli and load partitioning in
a single-crystal nickel superalloy. Scri Mater 2009;61:109
Chapter 2
Background Theory
2.1 Introduction
Nickel superalloys have emerged as the high temperature materials of choice when significant resistance
to loading under static, fatigue and creep conditions are required at elevated temperatures. The
development of the superalloys began in the 1940’s where the increasing operating temperatures of
gas-turbines demanded a new kind of alloy. The less dense titanium alloys are restricted by their
poor oxidation resistance at temperatures above about 650 ◦C [30]. High-strength, creep-resistant
ferritic steels are often employed at lower temperatures in some electricity-generating power plant
applications which rely upon super-heated steam at 565 ◦C, due to their lower cost [6]. Ceramics,
such as silicon carbide and nitride, are not used in place of the nickel superalloys, due to their poor
toughness, ductility, and creep resistance [31]. However, certain ceramics, such as zirconia based
ceramics, are used as thermal barrier coatings in association with the superalloys for high temperature
applications. The development of the superalloys can be categorized into four groups, defined by the
production methods. The first superalloys were produced in wrought form, the next development
was conventionally cast superalloys, followed by the directionally solidified superalloys, and in recent
years new processing techniques have produced the single crystal superalloys. Each step in production
techniques gave significant improvements to creep resistance.
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2.2 The Nickel Superalloys
2.2.1 Elements
The first superalloys were Ni-Cr wrought alloys. Chromium additions form stable protective surface
oxides, Cr2O3, protecting the alloy from damage caused by oxidation and corrosion. Carbon and
titanium were added, forming carbides at the grain boundary. These carbides control grain size
and inhibit grain-boundary sliding during creep. The addition of aluminium forms the stable coherent
intermetallic γ′ phase Ni3Al, significantly improving the mechanical properties. Further improvements
to the mechanical properties were obtained by adding additional solid solution strengthening elements,
and by increasing the volume fraction of the γ′ phase. Beardmore et al. [32] showed that a good
balance of mechanical properties is obtained with a volume fraction between 40-60% γ′ in ternary
Ni-Cr-Al. In this region both γ and γ′ are cut by dislocations, so both phases require solid solution
strengthening. This philosophy was used successfully to develop Nimonic 115, an advanced wrought
polycrystal nickel superalloy which is studied in this thesis and is still found in some UK turbine
engines [33]. Two manufacturing difficulties of the wrought superalloys led to the development of
cast nickel superalloys in order to improve high temperature properties for turbine blades. Firstly,
the γ′ solvus increases with volume fraction, approaching that of the melting temperature, so that
there is no forging temperature window when the alloy is all γ, i.e. the high temperature strength
makes it difficult to forge. Secondly, its possible to introduce cooling channels into turbine blades with
investment casting.
With the removal of the requirement to hot-work the superalloy, the volume fraction of γ′ in the
cast polycrystal superalloys could be increased up to 60% by increasing the aluminium content. The
knowledge of alloying elements developed over the following years, with chromium additions to improve
corrosion resistance, tantalum and niobium additions to strengthen the γ′, tungsten to strengthen the
matrix, and the arrival of the Mar-M series of alloys which contained additions of hafnium, primarily to
improve ductility [34]. The Mar-M alloys are still in widespread use today in Rolls-Royce and Pratt and
Whitney turbine blades [33]. Hafnium interacts with sulphur, forming carbosulphide particles [35; 36].
It also enters carbides, alters the γ′ morphology [36; 37], and forms blocky γ′ particles at the grain
boundaries, hindering grain boundary sliding [38].
Investment casting and a developed knowledge of alloying increased the melting temperature of su-
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peralloys by approximately 50 ◦C to 950 ◦C, but grain boundary damage continued to limit the life
of a turbine blade. Grain boundaries perpendicular to the blade edge are usually the crack initia-
tion points. This led to the development of directionally solidified (DS) castings [39]. Removal of
the perpendicular grain boundaries significantly improves creep resistance and resistance to fatigue
cracking.
The final major processing development was the introduction of single crystal castings by use of a pig-
tail or grain selector. Casting conventional alloys in single crystal form does not provide any further
advantage over the polycrystalline DS [33], as low melting point phases at the grain boundaries
make it impossible to homogenise and solution treat these alloys. However, the grain boundary
strengtheners (C, B, Zr) are obviously no longer required. Removing these additions, for example
the single crystal alloy SRR99, results in a 30 ◦C increase in creep performance compared with the
equivalent DS alloy [33].
The second generation of the single crystal nickel superalloys, such as CMSX-4 and Rene´ N5, contain ∼
3 wt% rhenium, giving approximately 25 ◦C increase in temperature capability over the first generation
single crystals. The third generation increased the rhenium concentration to ∼ 6 wt%, for example
CMSX-10 and Rene´ N6, providing a further 30 ◦C increment to temperature capability. It has been
suggested that rhenium clusters in the γ phase offer an explanation for the rhenium-effect [40]. However
it has recently been shown that rhenium does not cluster [41], and an alternative theory is required
to explain the rhenium-effect. An alternative suggestion is that rhenium exists as a solid solution
strengthener in the γ phase and retards all diffusion-driven processes in nickel superalloys since the
rhenium-vacancy exchange energy in the nickel-rich matrix is remarkably high [42; 43]. The recent
fourth-generation single crystals are characterized by additions of ruthenium, which hinder vacancy
migration in a similar manner to rhenium [43]. The partitioning of the elements to certain phases,
and their corresponding contributions to the alloy strength, are discussed further in Section 2.2.2.
2.2.2 Phases
The nickel superalloys have excellent high temperature stability due to a FCC γ matrix that is stable
to its melting point and a coherent ordered L12 Ni3Al γ′ precipitate that hinders dislocation motion.
Therefore the material is stable up to extremely high melting points, and has the desired properties
of excellent strength, creep resistance, surface stability and resistance to oxidation and corrosion.
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The FCC γ Matrix
The use of nickel as the solvent for these materials can be justified on account of its FCC structure,
which is very strong and tough due to a strong cohesive energy arising from the bonding of the outer
d electrons. Nickel’s FCC structure is stable from room temperature to melting temperature, so
no complications arise due to phase transformations. Other transition metals displaying the same
FCC structure, for example the platinum group metals, are very dense and expensive. Diffusion rates
for FCC metals like Ni are low, giving microstructural stability at elevated temperatures, and their
activation energies are high when compared with BCC and HCP transition metals.
Considering other possible metals, the BCC metals are too prone to brittleness. Of the HCP metals,
only cobalt displays the acceptable density and cost. Co-based superalloys are used for high tempera-
ture applications, however their use instead of nickel superalloys is rarely justified, due to significantly
higher costs.
Cobalt, iron, chromium, molybdenum, ruthenium, rhenium, and tungsten tend to partition to the
nickel-based FCC γ phase. The combination of these elements stabilize the γ phase, increase resistance
to dislocation motion by solid solution strengthening, and decrease diffusion rates in the matrix.
The Primitive Cubic L12 γ′ Phase
With the addition of aluminium to nickel, one might expect complete mutual solid solubility, as they
are both FCC structures. However, examining the Ni-Al binary phase diagram it is evident that solid
solutions exist other than FCC, Figure 2.1. These phases are ordered precipitates due to the degree
of chemical order displayed, which distinguishes them from the disordered FCC and BCC structures.
The γ′ phase, Ni3Al has the primitive cubic L12 crystal structure with Al atoms at the cube corners
and Ni at the face centres. It is this phase that provides the desirable high temperature properties.
Since both the γ and γ′ phases have a cubic lattice with similar lattice parameters, the two phases
have a cube-cube relationship. The γ′ phase is fully coherent with the γ, making the microstructure
stable, which is required for high temperature applications. This ordered L12 Ni3Al structure has
been shown to be stable up to temperatures very close to the alloy melting temperatures, by use of
high temperature neutron diffraction [44].
Aluminium, titanium, and tantalum have greater atomic radii than nickel, and promote the formation
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Figure 2.1: Ni-Al binary phase diagram calculated with Thermo-Calc and the PBIN database of thermody-
namic parameters.
of the ordered Ni3(Ti, Al, Ta) γ′ phase. The addition of niobium, tantalum and titanium act as solid
solution strengtheners in the γ′ phase.
The nickel superalloys’ high temperature mechanical properties are primarily due to the γ′ phase, and
are critically dependent on the coherency of the γ/γ′ interface. There are a number of strengthening
mechanisms exhibited by the γ′ phase, among those suggested are [45]:
1. Misfit Strengthening
2. Differences in elastic moduli between particle and precipitate
3. Existence of order in the particles
4. Stacking Fault Energy differences between particle and matrix
5. Interfacial Energy
6. Orowan Strengthening
These strengthening contributions warrant a detailed discussion, and the reader is referred to Sec-
tion 2.2.3.
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Carbides and other Grain Boundary Strengtheners
Carbon combines with reactive, carbide forming, elements such as titanium, tantalum and hafnium
to form MC carbides on cooling from the liquidus, where M = Metal. The carbides form at lower
temperatures during processing or service exposure by breakdown of the MC carbides, and tend to
segregate to the grain boundaries. The mechanisms by which carbon and boron improve creep prop-
erties have proved controversial [6], but it is agreed that this segregation controls grain size, inhibits
grain boundary sliding, and improves the creep resistance and rupture strength of the polycrystal and
columnar-grained superalloys. The common classes of carbides are MC, M23C6, Cr7C3, and M6C.
MC usually exhibit a coarse random cubic or script morphology and are distributed through the alloy.
M23C6 is found at grain boundaries, either as nearly continuous platelet forms or more blocky, less
continuous form. Cr7C3 takes a blocky intergranular form. M6C precipitates in blocky form at grain
boundaries, or with a Widmansta¨tten intragranular morphology [46].
Certain grain boundary carbide morphologies have been shown to have a detrimental effect on duc-
tility [47]. Decker [46] and Stoloff [48] both concluded that continuous grain boundary M23C6 and
Widmansta¨tten M6C are to be avoided for best ductility and rupture life. Decker [46] illustrated the
carbide morphology effects with superalloys Rene´ 41, Nimonic 80A, Inconel X-750, and Nimonic 115.
For Rene´ 41, poor ductility and cracking can result from a M23C6 film in the grain boundaries, while
a well dispersed fine grained M6C improves ductility and cracking problems by delaying the formation
of M23C6 [49]. Similarly in Nimonic 80A, large Cr7C3 at the grain boundaries reduces the rate of
Cr23C6 precipitation, improving rupture life [50]. Inconel X-750 with cellular M23C6 results in regions
depleted of chromium and γ′. These depleted zones are weak zones, easily crept and ruptured. In
contrast, blocky M23C6 do not suffer from depletion zones, improving the mechanical properties [51].
Nimonic 115 also shows improved ductility and impact energy when intergranular blocky M23C6 was
present rather than M23C6 grain-boundary film [46].
Small additions of boron and zirconium improve ductility, rupture stress and creep resistance of the
polycrystal nickel superalloys. Decker demonstrated this by systematically varying the boron and
zirconium weight percent of a superalloy between 0.0002− 0.009 Wt% B, ≤ 0.01− 0.19 Wt% Zr, and
performing stress-rupture and hardness tests [52]. RR1000, a modern polycrystal superalloy, possesses
0.015 Wt% B, 0.006 Wt% Zr. It is agreed that these elements segregate to the grain boundaries due
to their size, although it has not been possible to determine how these elements stabilize the grain
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boundary carbides [46].
Carbides and borides are referred to as grain-boundary strengtheners as they inhibit grain-boundary
sliding. This explains why they are found in larger amounts in the polycrystal and columnar-grained
superalloys than in the single crystals where grain boundary sliding is not a concern. Carbon is
still found in a number of the single crystal superalloys, for example 0.05 Wt% in Rene´ N6, as the
addition of carbon has been shown to lower the tendency of freckle formation during solidification
[53]. Freckles are long equiaxed grains with a composition shift caused by alloy segregation during
cooling, lowering the mechanical performance of the alloy [54]. Freckles are caused by convection of
solute in the mushy zone, where the buoyancy forces in the interdendritic regions are greater than the
surrounding viscous forces [53; 54]. This fluid flow can fracture dendrite arms, which then grow into
freckles. A number of possibilities are suggested by Tin et al. regarding the carbon effect on freckles,
however the mechanisms occurring remain undetermined [53].
Other Phases in the Superalloys
Gamma Double Prime, γ′′
In nickel-iron superalloys containing niobium, such as IN718 and IN706, the primary strengthening
precipitate is not γ′, but γ′′, a metastable coherent body-centred tectragonal (BCT ) ordered compound
displaying D022 crystal structure. It should be noted that IN718 is the most widely used nickel
superalloy, due to its relatively low production costs and high strength.
The composition of γ′′ can approximately be represented as Ni3Nb. Unlike γ′, which is strengthened
through the necessity to disorder particles by dislocation shear, γ′′ is strengthened by the very high
coherency strains and the limited number of possible slip systems.
The nickel-iron alloys strengthened by γ′′ are susceptible to the formation of the stable orthorhombic
δ Ni3Nb phase [55]. This phase is incoherent with the γ matrix and does not confer strength. Inconel
718 has good properties up to 650 ◦C, above this temperature the γ′′ decomposes to form either γ′
(650 - 850 ◦C) or δ (750 - 1000 ◦C) [55].
The Topologically Close Packed (TCP) Phases: σ and µ
If composition has not been carefully controlled, with excessive amounts of chromium, molybdenum,
tungsten and rhenium, undesirable inter-metallic phases can precipitate during heat-treatment or
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during service. These TCP phases may nucleate as long plates or needles on grain boundary carbides.
They are composed of close packed layers of atoms parallel to {111} planes of the γ matrix [48]. They
are usually detrimental to the superalloy, for example the σ phase causes premature cracking, resulting
in low temperature brittle failure.
The nickel superalloys are prone to σ and µ phase formation. The σ phase is based upon the stoi-
chiometry A2B (e.g. Cr2Ru) with a 30 atom tetragonal cell. µ is based upon A6B7 (e.g. W6Co7) with
a 13 atom rhombohedral cell [6].
2.2.3 Strengthening Mechanisms of the Nickel Superalloys
The Strengthening Mechanics of the nickel superalloys can be listed as follows:
1. Solid solution strengthening the γ matrix
2. Stacking faults produced by dislocation motion in the γ matrix
3. Orowan strengthening with the coherent ordered γ′ phase
Solid solution strengthening of the γ′ phase
Volume fraction of γ′ phase
Size and distribution of γ′ phase
Existence of order in the particles
Misfit strengthening
Differences in elastic moduli between particle and precipitate
4. Precipitation strengthening of Ni-Fe superalloys with γ′′
(As above for γ′)
5. Grain boundary considerations
Optimization of grain size
Carbides and borides: stabilization, resistance to grain-boundary sliding
6. Alloy to limit oxidation and corrosion
Solid Solution Strengthen the γ Matrix
As previously mentioned, Co, Fe, Cr, Mo, Ru, Re, and W tend to partition to the nickel-based FCC
γ phase. The combination of these elements stabilize the γ phase, increase resistance to dislocation
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Figure 2.2: The ordered L12 γ′ precipitate stacks in an ABC fashion in the (111) planes, with Al at the lattice
corners and Ni at the face centres. For clarity this is shown in the three dimensional illustration (a). The
stacking sequence of (111) planes is further illustrated in (b).
motion by solid solution strengthening, and decrease diffusion rates in the matrix.
Stacking Fault Energy (SFE) of the γ Matrix
For dislocation motion, the slip plane is usually the plane with the highest density of atoms, and
the slip direction is the direction in which the atoms are most closely spaced in the slip plane. For
disordered FCC γ, the slip system is a/2 < 110 > {111}. This is the most energetically favorable
dislocation, since the dislocation energy E ∝ b2, where b is the Burgers vector. Consider the shearing
of an atom in the B plane over the A plane in Figure 2.2b (the γ matrix is the same structure but
disordered). Rather than shearing directly over the A plane, it is energetically more favorable for
the atom to move in a zig-zag motion between the ‘valleys’ of the A plane [56]. In terms of an
a/2 < 110 > dislocation, this implies that the perfect dislocation splits into two partial dislocations,
termed Shockley partials. The dissociation is of the form
a
2
< 110 > {111} → a
6
< 211 > {111}+ a
6
< 121 > {111} (2.1)
and its occurrence has been confirmed by transmission electron microscopy (TEM) [57]. The Burgers
vector of each partial is a/
√
6, equal to the displacement of two hexagonal close packed layers in the
perfect FCC crystal. Thus the movement of a Shockley partial dislocation introduces an intrinsic
stacking fault. This stacking fault is removed by the second Shockley partial dislocation, therefore
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the size of the stacking fault will depend on the spacing of the partials, and the stacking fault energy
is inversely proportional to the distance between the two partials. The lowering of the stacking
fault energy makes cross slip more difficult in γ. The explanation for this is as follows. The screw
components of the Shockley partials complement the stacking fault energy, but for cross slip to occur
the screw components must constrict locally. Therefore to hinder dislocation motion, a low SFE is
desired.
Mohamed and Langdon [58] investigated the influence of stacking fault energy on creep strain in nickel
alloys while Delehouzee and Deruyttere [59] have investigated the effects of different alloying elements
on the stacking fault energy. Low stacking fault energies give rise to widely spaced partials, which
lowers the creep strain rate in nickel alloys [58], as the extent of cross slip possible is reduced. Ni
has one of the highest stacking fault energies of the FCC metals. By alloying with certain metals
to the left of Ni in the transition metal block, for example Ti, W, Mn, the stacking fault energy is
significantly reduced. This improves the creep strain resistance of the γ phase, and therefore improves
the creep strain resistance of the overall alloy [59].
The Ordered γ′ Phase: Bypass by Orowan Bowing
Additions of Al form the coherent γ′ phase, giving Orowan strengthening. This phase is solid solution
strengthened with additions of Ti, Ta, Ni. The mechanical properties should be optimized by careful
selection of volume fraction Vf , and initial heat-treatment. For the single crystal turbine blades,
Vf ∼ 70% is found to give the optimum creep performance [7], Figure 2.3. Creep deformation is limited
to the γ matrix across a wide range of operating temperatures and stresses, with no cutting of the
γ′ precipitates. Therefore the optimum microstructure is many small γ′ precipitates, homogeneously
dispersed, with fine channels of γ matrix between the precipitates. This dispersion gives optimum
pinning of dislocations by precipitates. Beyond Vf ∼ 70% the strengthening effects from the γ/γ′
interfaces diminish resulting in a decrease in creep rupture lifetimes at these higher volume fractions.
The Vf of the polycrystal turbine discs is set in the range of 40% to 55%, anything beyond this and the
disc becomes unforgeable due to the γ′ solvus temperature approaching that of the liquidus, allowing
no possible forging window.
The dislocation cutting models are discussed in Section 2.5. These models agree that as particles grow
beyond a certain critical size, dislocation-particle bypass may occur by bowing, dislocation climb,
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Figure 2.3: Variation of the creep rupture life of a polycrystal and single crystal superalloy with increasing
volume fraction of γ′ [7; 8]. Image reproduced from [7].
or other mechanisms. As a first approximation, the flow stress τ for dislocation bowing is given by
τ = Gb/L where G is the shear modulus, b is the Burgers vector, and L is the centre to centre distance
of two particles. It is shown in Section 2.5 that, for particle cutting of an ordered precipitate to occur,
the shear stress τ ∝ R1/2, where R is the particle radius.
Assuming a constant Vf and plotting τ against R, it is demonstrated that a critical radius Rc exists
that results in peak hardness, Figure 2.4. Particles of radius smaller than the critical radius will be
sheared by dislocations, and those greater than this will be bypassed.
The Ordered γ′ Phase: Order Strengthening and the Anti-Phase Boundary (APB)
The contribution of order strengthening from the γ′ outweighs contributions due to coherency strains,
differences in elastic moduli, stacking fault energy, interfacial energy and Orowan strengthening [6].
The order of the γ′ is illustrated in Figure 2.2.
In γ, slip is due to the glide of a/2 < 110 > {111} dislocations, where a/2 < 110 > is the shortest lattice
vector. γ′’s close-packed plane is also {111}, however its shortest lattice vector is a < 100 >, which
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Figure 2.4: The critical radius Rc which gives optimum resistance to dislocation motion. For R < Rc, particle
cutting occurs, and for R > Rc, particle bypass by bowing occurs.
does not reside in the close-packed plane. It is not clear from fundamentals whether the slip system
is a/2 < 110 > {001}, a < 110 > {001}, or a < 110 > {111}. The slip system is, in fact, temperature
and stress dependent [28; 60–68]. This is discussed further in Section 2.7. The a/2 < 110 > {111}
dislocation, although a perfect dislocation in γ, cannot enter the γ′ without producing an anti-phase
boundary (APB), requiring a substantial amount of energy due to the unfavorable Ni-Ni and Al-Al
bonds formed. Two a/2 < 110 > {111} dislocations travel through the γ′ in pairs to restore the L12
structure and remove the anti-phase boundary produced by the first dislocation. Each dislocation is
called a superpartial and a superpartial pair is called a superdislocation, linked by an APB. Stacking
faults are also possible in the γ′ phase, strengthening the alloy in a similar manner to that already
described for γ. The stacking fault or anti-phase boundary produced depends upon the superpartials,
see for example the review of Pope and Ezz [69].
Misfit Strengthening
Lattice misfit, δ, is defined as
δ = 2×
[aγ′ − aγ
aγ′ + aγ
]
(2.2)
where ax is the lattice parameter of phase x. Large values of misfit produce incoherent particles, while
small values produce coherent particles. The strengthening effect of coherent particles with misfit is
analogous to solid solution strengthening.
Solid solution strengthening occurs by introducing an element of different atomic size to the rest of
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the lattice. This produces a strain field, which interacts with the dislocation strain field, hindering
dislocation motion. Similarly, introducing a coherent second phase into a crystal structure produces
a strain field due to the lattice misfit, this strain field also hinders the dislocation motion, hence
strengthening the alloy.
Decker and Mihalisin [70] demonstrated that the peak hardness is doubled when γ-γ′ mismatch is
increased from < 0.2 to 0.8 % in Ni-Al-X ternary alloys, where X is a metal. The coherency strains
can be controlled with alloying knowledge. For example, Ti and Nb partition to γ′ increasing aγ′ . Cr,
Mo, Fe partition to γ increasing aγ .
Differences in Elastic Moduli Between Particle and Precipitate
Fleischer [71] suggested that modulus differences between solute and solvent in solid solution strength-
ened alloys gives rise to strengthening due to differences in elastic modulus of soft and hard regions i.e.
extra work is needed to force a dislocation through hard regions. Phillips [72] proposed that the γ-γ′
modulus mismatch contributes to strengthening during dislocation cutting by extending Fleischer’s
analysis for precipitation strengthening, however to the author’s knowledge no estimate has been made
of this strengthening mechanism.
Grain Boundary Considerations
As previously mentioned, carbon combines with the reactive, carbide forming elements such as tita-
nium, tantalum and hafnium to form MC carbides. The carbides and borides tend to segregate to the
grain boundaries. They help control grain size, inhibit grain boundary sliding, and improve the creep
resistance and rupture strength of the polycrystal and columnar-grained superalloys.
For a polycrystal turbine disc, the optimum grain size is a balance of desired yield strength, resistance
to fatigue crack initiation (both of these scale inversely with grain size), creep strength and resistance
to fatigue crack growth (both of these scale directly with grain size) [6]. Yield and fatigue are discussed
in more detail in Subsection 2.2.4.
42 Chapter 2. Background Theory
Alloy to Limit Oxidation and Corrosion
Oxidation of the superalloy in gas-turbine applications is a concern, as oxidation can be a precursor for
fatigue failure. The important oxides are NiO, Cr2O3, and Al2O3. According to the Gibbs energies
of formation, Al2O3 is the most stable, followed by Cr2O3, then NiO [6]. NiO forms very rapidly,
with voids and microcracking prevalent, thus it is brittle, which promotes fragmenting and therefore
sustained attack. At elevated temperatures, Cr2O3 oxidises to the gaseous CrO, thinning the protective
oxide layer and increasing the oxidation rate. Therefore chromia forming alloys are usually limited to
operating temperatures below 900 ◦C. For Cr2O3 or Al2O3 oxide protective layers, it is crucial that
the Cr or Al content is sufficiently high to give the critical mole fraction of oxide particles required
for particle link-up by Al or Cr diffusion to the surface, rather than nonprotective internal oxidation
by oxygen diffusing inwards [73].
Corrosion resistance is also a design criterion of the superalloys [74]. Sulphur is present as an impurity
in the fuel burned in the combustor, giving rise to SO2. Thus one corrosion concern is metal sulphur
reactions producing sulphides in the superalloy. A second concern are the halides present from the
incoming air (for example NaCl, KCl, MgCl2 and CaCl2), particularly for low-altitude over-ocean
operations. These react with the oxygen and sulphur-rich gases, and are deposited on the blade.
Alloys with high Cr content provide good resistance to degradation by hot corrosion, therefore chromia
rather than alumina-forming alloys are utilized when corrosive conditions are prevalent [6]. A design
trade-off is apparent. Al2O3 provides the best oxidation resistance, Cr2O3 provides the best corrosion
resistance, but Cr is a strong γ former, thus it can only be used in limited quantities if high Vf γ′ is
required. Furthermore excess Cr promotes the undesirable TCP phases.
2.2.4 Performance and Properties
Traditionally aero gas-turbine disc materials have been developed to ensure high resistance to fatigue
cracking and propagation, as well as high yield strength, tensile strength, creep resistance, ductility
and fracture toughness. The blade materials have been developed with the same requirements, however
with an emphasis on creep resistance.
An atypical, and very beneficial property of the superalloys is that of anomalous yielding. The yield
strength increases with temperature [6; 32; 75; 76]. Fatigue and yield are discussed in this section.
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Figure 2.5: Average tensile properties with increasing temperature of Nimonic 115 forged bar following the
standard heat-treatment. Image altered from [9; 10].
Creep strengthening, being a primary focus of this project, warrants its own discussion in Section 2.5.
Yield Strength
The nickel superalloys possess excellent ultimate tensile strength (UTS), primarily due to coherent γ′
precipitate strengthening. Figure 2.5 shows the tensile properties of the polycrystal nickel superalloy
Nimonic 115 at increasing temperatures. Of particular interest is the yield strength. The yield
stress appears to be constant from approximately 500 ◦C to 800 ◦C. Many nickel superalloys exhibit
increasing yield strength with increasing temperature, most other alloying systems possess an inverse
relationship. The yield stress increases with temperature to a peak point (in the region of 800 ◦C),
beyond which the yield stress rapidly drops with further increases in temperature. Nembach [76]
has shown the yield strength of Nimonic PE16 polycrystal superalloy increases in this temperature
range, as do a number of polycrystal superalloys [9]. A number of single crystal superalloys show
maximum yield strength between 500 ◦C to 900 ◦C (e.g. CMSX-4, CMSX-10, SRR99, RR2000) [6].
Anomalous yield is of particular benefit to superalloy applications, as it occurs at superalloy operating
temperatures.
The fraction of strength imparted by γ′ increases with increasing temperature [75]. The higher volume
fraction alloys possess higher yield strengths at gas-turbine operating temperatures [32]. At high
stresses, cross-slip of γ′ dislocation segments can occur from the {111} slip plane to {001}, and this
occurs increasingly with increasing temperature. The cross slipped dislocation segments cannot move
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without production of anti-phase boundaries and thus are immobile, resisting deformation. These
immobile dislocation segments are termed Kear-Wilsdorf locks [77]. Beyond approximately 800 ◦C the
slip mode changes to a/2 < 110 > {001}, and therefore the Kear-Wilsdorf locks stop dominating, and
the yield strength decreases [78].
Fatigue
Fatigue failures are the general name given to failures arising from dynamic loading. Fatigue is
generally categorized into four stages:
1. crack initiation - usually occurs at the surface, due to a few intense slip bands that open into
cracks under small tensile strains.
2. slip-band crack growth (stage I crack growth) - propagation of the crack, initially along the
persistent slip bands.
3. crack growth normal to tensile stress (stage II crack growth) - growth of the crack in the direction
normal to the tensile stress.
4. ductile failure - When the remaining cross sectional area cannot sustain the applied stress.
Fatigue is known to be a life limiting factor in gas-turbine discs. Both crack initiation and propagation
are important considerations in disc lifetime, while fatigue at the rim of the disc is further complicated
by fatigue-creep interactions. The gas-turbine disc spends the majority of its lifetime in the crack
initiation and stage I crack growth regimes. This is due to the high stresses causing fracture after
only a very small amount of crack propagation [79]. Gayda and Miner [80] investigated fatigue crack
initiation and propagation in a number of turbine disc nickel superalloys at 650 ◦C. For all the
alloys studied, crack initiation was transgranular and most frequently associated with porosities and
inclusions located at the surface. In the alloys with grain-sizes < 15µm, fatigue crack growth became
intergranular once the crack reached the surface, suggesting that oxidation of the crack surface assists
in the transition to intergranular crack growth. Creep-fatigue interactions were also investigated using
a 900 s dwell fatigue test. A lack of gross creep damage and substantial oxidation at the crack-tip
indicated that the environmental attack of grain-boundaries is significant in creep-fatigue interactions.
Crack initiation and propagation were intergranular for all the alloys under creep-fatigue conditions.
The creep-fatigue results of Hide et al. [81] agreed with these results. These works demonstrate
that fine grains lower the rate of crack initiation under pure fatigue as smaller grains experience less
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transgranular slip. Under creep-fatigue conditions, larger grains are favoured as crack initiation and
propagation are intergranular, and larger grains limit creep due to grain-boundary sliding. For a
unimodal disc, the optimum grain size is a balance of low-cycle-fatigue properties (improves inversely
with grain size), and creep properties (improves directly with grain size). Grain sizes typically in the
range of 30 − 50µm are employed [6]. The γ′ size should again be aged to peak-hardness to resist
dislocation slip causing creep, crack initiation and stage I crack growth.
2.2.5 Processing
The first gas-turbine blades were produced by extrusion and forging operations. Presently all turbine
blades are produced by investment casting [82]. Investment casting makes it possible to introduce
cooling channels within the blade, and the mechanical strength can be increased without concerns of
forging limitations. Turbine discs are processed by machining forgings, with two different techniques
used to produce the billets. Powder metallurgy is used for the most advanced turbine discs (Rene´
95, RR1000), while cast-and-wrought ingot metallurgy is preferred for the alloys with lower levels
of strengthening elements (Waspaloy, IN718) [6], where the extra cost of powder metallurgy is not
justified. The alloys with higher levels of strengthening elements cannot be processed in cast-and-
wrought form, as segregation during melting and significant flow stress during hot-working causes
cracking [6].
Turbine Blades
The ‘lost-wax’ process [83] employed to produce cast single crystal superalloy turbine blades is defined
by the following steps. A wax-model is produced by injecting molten wax into a metallic master
mould. For cooling passages, ceramic replicas of the passages are placed in the master mould, and the
wax sets around these replicas. These moulds are placed on a wax assembly tree, allowing for multiple
blades to be produced in a single casting. The investment shell is produced by a sequence of dipping
the pattern wax into a ceramic slurry (a combination of binding agent, zircon, alumina, and silica)
and stuccoing with particles of these ceramics. Once the primary coat has set the process is repeated.
The stucco acts to mimimise drying stresses in the coatings by providing many stress concentration
points which distribute and reduce localised drying stresses. It also produces a frictional bond between
the primary coat and secondary investment [84]. The investment process is repeated until the desired
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shell thickness is achieved. The wax is usually removed by steam autoclave after the first coat. The
ceramic is fired after each repetition.
A furnace for producing single crystal castings consists of three parts. The upper melting chamber
is a high frequency induction melting furnace containing the charge. Below this is the central mould
chamber, a furnace within which the investment mould sits on a chill plate, and below this is the
withdrawal chamber. Each chamber is degassed, the central mould chamber is preheated, and the
charge is melted in the melting chamber. The liquid superalloy is poured into the mould which is at a
temperature above the liquidus of the superalloy. Immediately after pouring, the chill plate is lowered
through the furnace and into the lower withdrawal chamber at a set rate. This method will produce
a columnar-grained structure, however a single crystal structure is achieved by introducing a grain
selector (typically a pig-tail), or a seed to the base of the mould [85]. Following casting the ceramic
shell and core are removed by acid leaching. The cast turbine blade surface is prepared for coating by
hydro-abrasive blasting, vibroblasting, rinsing and degreasing [86].
Turbine Discs: Cast-and-Wrought
The improvements of the gas-turbine disc mechanical properties are due to the interaction of advances
in processing techniques and superalloy development. Vacuum Induction Melting (VIM) has been the
single most important development for processing disc materials and remains the only primary melt
process for gas-turbine superalloys. VIM significantly reduces the oxide formation with Ti and Al that
occurs during air melting, permitting the addition of more strengthening elements. In recent years
filtering to remove oxide inclusions has been shown to improve the casting quality [87].
Vacuum Arc Remelting (VAR) can follow VIM, to improve chemical and mechanical homogeneity.
However Electroslag Remelting (ESR) has recently been shown to produce a much cleaner alloy, with
the largest oxide and total oxide content dramatically reduced. Carbide size and distribution are also
improved [87]. Electron Beam Cold Hearth Refining (EBCHR) produces the cleanest superalloy discs,
however currently it is not in commercial use due to the associated costs.
The three major-cast wrought superalloys, Incoloy 901, Inconel 718, and Waspaloy, are all subjected
to subsequent heat-treatments and forging operations to optimise the mechanical properties of the
disc.
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Turbine Discs: Powder Metallurgy (PM)
The stronger, more highly alloyed disc alloys, such as Rene´ 95 and IN100, suffer from severe segregation
during melt processing. Also, the γ′ solvus is close to that of the liquidus, making these alloys
unforgeable. These processing difficulties, combined with a high flow stress at temperature and non-
uniform properties, cause cracking during thermo-mechanical processing. Therefore, these stronger
disc alloys are produced by the more expensive powder-processing route.
VIM is followed by inert gas atomization to produce powder with low oxygen content. The powder
is then sieved to remove any large non-metallic particles. Forging processes have been developed to
eliminate prior particle boundary carbides from consolidated powder billets, resulting in disc forgings
with superior mechanical properties to cast-and-wrought discs [87]. The industry standard processing
route of PM superalloys for non-contained high pressure turbine discs remains extrusion of the billet
followed by isothermal forging [87]. Hot isothermal processing (HIP) is still being researched as
an alternative method due to the potential for significant cost savings [88; 89]. Deformation and
recrystallization are limited in HIP due to the lower strain rates, and maintaining a fine grain size is
difficult due to the long times at elevated temperatures. HIP also does not remove the prior particle
boundary carbides [87]. Overcoming these limitations remains an area of research.
Heat-Treatments to Optimise Turbine Disc Mechanical Properties
The heat-treatment of turbine discs is complicated by two very different operating conditions occurring
at the disc rim and at the disc bore. The rim region will experience temperatures up to 760 ◦C,
requiring high creep resistance and dwell crack growth resistance [90]. In contrast, the bore and web
region experiences temperatures of 500 ◦C and less, where fatigue resistance and high strength due to
the extreme centrifugal stresses at the bore are the main design concerns. The optimum microstructure
for the rim is a coarse grained microstructure, while the optimum microstructure for the bore and web
is a fine grained microstructure [91], see Section 2.2.4: Fatigue. Clearly, for a uniform microstructure
disc, the optimum microstructure is a balance of the rim and bore requirements. Typically the
grain-size is within the range of 30 − 50µm [6]. It is also apparent that the optimal disc properties
would be achieved with a dual microstructure, with fine grains at the bore, and coarse grains at the
rim. Unimodal grain structures are currently employed for almost all gas-turbine applications due to
the associated increase in cost to implement a dual-microstructure heat-treatment. There are a few
48 Chapter 2. Background Theory
military applications which employ the dual-microstructure, for example discs inside the F119 Pratt
& Whitney engine for the F-22 Raptor [90]. One would expect dual-microstructure heat-treatments
to be employed for civil aircraft in the coming years.
A number of different methodologies have been employed to achieve a dual microstructure [90–95],
but each method is based on the same principles. In fine grain regions, the coarsening of the grain
boundaries is restricted by Zener pinning by γ′. Solution heat-treating a region above the solvus
removes the γ′, aiding grain growth. Thus, a dual-microstructure can be achieved by introducing a
thermal gradient so that one region is super-solvus and the next region is sub-solvus.
The dual microstructure heat-treatment (DMHT) of Gayda et al. [90; 91] shows much promise.
Specific thermal masses and thermal insulators are placed around the bore region, and the assembly
is placed in an isothermal furnace. The rim of the disc quickly reaches the furnace temperature,
while the heating of the bore region is slowed by the thermal mass and insulation. This produces
a natural thermal gradient within the alloy. For the superalloy ME3, a stable dual microstructure
with transition region is achieved within an hour of solution heat-treatment [90]. Gayda et al. [91]
demonstrated that the overall mechanical properties of the disc alloy LSHR is improved employing a
DMHT compared to conventional solution heat-treatment cycles.
2.3 Lattice Strains, Strain Measurements and Elastic Properties
2.3.1 Lattice Strains
Lattice strains are introduced by two methods to strengthen the nickel superalloys, solid solution
strengthening of both γ and γ′, and coherency strains of the γ/γ′ interface. The properties of the
superalloys are critically dependent on the coherency of the γ/γ′ interface. The coherency is favoured
by small values of lattice misfit, δ, defined in equation 2.2.
γ′ and γ have different values of thermal expansion coefficient, therefore the misfit strains are tem-
perature dependent [11; 96–99]. Examples of common positive misfit alloys are Nimonic 80A and
Nimonic 90 [100], while Nimonic 105 and 115 [100], CM247LC [99], CMSX-3 [101], CMSX-4 [11; 98],
and SC16 [97] are common polycrystal and single crystal negative misfit nickel superalloys. Pollock
and Argon [101] accounted for the misfit stresses on the overall effective stress in the γ channel. They
showed that for a uniaxial creep stress applied along the [001] direction, the negative misfit results in
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Figure 2.6: Schematic illustration of the expected coherency stresses of a negative misfit alloy.
a compressive strain in the γ channels parallel to the planes of the interface, Figure 2.6. This lowers
the total resolved shear stress, improving mechanical properties. The opposite is true for a positive
misfit alloy. The effect on creep is discussed in Section 2.7.
The γ′ morphology is a function of the magnitude of the γ/γ′ lattice misfit [100; 102]. It is preferable
to have a low misfit, as this minimises the γ/γ′ interfacial energy. Since coarsening is driven by surface
energy minimisation, a low interfacial energy restricts γ′ coarsening.
The importance of measuring lattice strains is evident from the above discussion. Lattice strains have
an effect on the dislocation motion, γ′ coarsening, and the resolved stress experienced by the γ′ and
γ. Lattice strains give important insight into the deformation micromechanics, and can be measured
by neutron and X-ray diffraction. Changes in lattice strain during a diffraction experiment act as a
microscopic elastic strain gauge. A change in lattice strain is due to a microstructural deformation
mechanism, thus giving insight into the microstructural strengthening mechanisms of an alloy.
2.3.2 Strain Measurements and Elastic Properties
The following review is a focus on internal stresses and lattice strain measurements with the purpose
of gaining an insight into elastic and creep deformation of γ and γ′ phases in single crystal nickel
superalloys.
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The creep of superalloys with high volume fractions of γ′ phase (> 50%) is dependent on both the
extent of lattice misfit which evolves with temperature and on the evolution of the internal stresses.
Studying creep of nickel superalloys by neutron diffraction, it is possible to obtain valuable measure-
ments relating to internal stresses and misfit, for example a stress redistribution between two phases
is seen as an increase in strain in one phase and a corresponding decrease in the other, in the same
lattice direction. Internal stresses can be inferred from the measurements of lattice strain, however
this is an inherently difficult task. The basic continuum relationship between the stress tensor σ and
strain tensor  is given by
σij =
∑
kl
Cijklkl (2.3)
ij =
∑
kl
Sijklσkl (2.4)
Where C is the elastic stiffness tensor and S is the elastic compliance tensor. σ and  have 3 × 3
components, of which 6 are independent, and C and S have 3× 3× 3× 3 components, and as many
as 36 can be independent [103]. Therefore an attempt to experimentally produce this amount of
data in order to obtain a stress measurement would require measurements of strain in many different
directions at a single point in the sample. The alternative and preferable approach is to use finite
element analysis to deduce the single crystal constants, and thereby obtain the stress measurements
from the measured internal strains.
Neutron diffraction is a crystallographic method used to determine lattice spacings of a material. It
allows the lattice parameter to be probed within the bulk of the material, as neutrons interact weakly
with matter. The lattice parameter of each phase is a function of the elastic strain in the material,
the temperature and the composition. Like all diffraction techniques, neutron diffraction is described
by Bragg’s law nλ = 2d sin θ where n is an integer that labels the order of each maximum, λ is the
wavelength, d is the lattice spacing, and 2θ is the angle between the incident beam and the diffracted
beam. When the material is subjected to a stress, the lattice spacing is altered. Under isothermal
conditions, any elastic strain will be apparent as a shift in the value of 2θ, i.e.
 =
(∆d
d0
)
= −∆θ cot θ0 (2.5)
where d0 is the spacing at zero stress. Therefore, the movement of the {hkl} peak is used as an internal
strain gauge.
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Figure 2.7: Schematic of the experimental setup used to perform neutron diffraction measurements. Schematic
(a) represents a monochromatic incident beam, for example Chalk River Laboratory, Canada, and Schematic
(b) shows a time-of-flight (TOF) incident beam, for example Engin-X, ISIS, England. In this configuration, a
load is applied along the [100] direction of a single crystal nickel superalloy [11; 12].
A schematic diagram of two neutron diffraction experimental arrangements is shown in Figure 2.7.
The incoming beam, which can either be a constant flux monochromatic beam from a reactor or a
pulsed time-of-flight source containing a range of wavelengths, is of a wavelength comparable to that
of the lattice spacings (∼ 1A˚). For a time-of-flight source, different wavelength neutron beams will be
diffracted by different crystallographic planes, and a complete diffraction pattern of Bragg’s peaks can
be measured in reciprocal space. In Figure 2.7b, the longitudinal planes are detected in one detector,
and the transverse planes are detected in the opposite detector.
In recent years, time of flight neutron diffraction (TOF) has emerged as the preferred method for the
determination of lattice spacings as it offers significant advantages over laboratory X-ray diffraction,
synchrotron X-ray diffraction, and reactor source neutron diffraction. Laboratory X-ray diffraction is
limited to a penetration path length of a few tens of micrometres for an X-ray wavelength that will be
diffracted by the lattice spacings. Hence, laboratory X-ray measurements are limited to investigations
of near-surface effects [103].
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Figure 2.8: A simple example of reciprocal space. Consider diffraction from a grating with periodic spacing
d. The spacing between each spot depends on the distance between the grating and screen, and on the spacing
of the grating.
Many of the limitations of the laboratory-based X-ray techniques have been overcome by synchrotron
sources. These sources provide very high energy X-rays, termed hard X-rays. The high intensity
beam can allow for data acquisition rates of the order of milliseconds. However if a penetration
length of several centimetres is required in a material like steel or nickel, use of synchrotron X-rays
is not possible. Furthermore, the use of hard X-rays results in very small scattering angles, making
it difficult to measure strain in more than one or two directions, which can pose severe problems if
stress measurements are the object of the measurements [103].
In general, if more than one Bragg peak is required, a TOF source outperforms a constant-wavelength
(reactor) source, because a TOF source, containing a wide range of wavelengths, can obtain a complete
diffraction pattern of Bragg peak intensities over a number of pulses. Since the variable in TOF is
the wavelength, the measurements are radial in reciprocal space, meaning that the measurements of
d-spacing are true d-spacing measurements. At a reactor source, the measurements either sample only
a portion of the crystal mosaic, or are non-radial averaging traverses through reciprocal space.
A common misconception is that Bragg’s law of diffraction measures atomic distance in real space.
Consider the nλ term, Bragg’s law measures the number of wavelengths in the distance between two
rows of atoms, therefore it is measuring reciprocal space. A simple illustration is shown in Figure 2.8
demonstrating reciprocal space of diffraction. In reciprocal space, the real space variables of distance
and time are replaced by a wave vector and frequency, with functions of these variables related by
Fourier transformations.
In terms of a crystal structure, every crystal has two associated lattices, its crystal lattice, and its
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Table 2.1: Lattices reflected during diffraction of crystal cubic structures.
Structure Selection Rule Example
Primitive Cubic All hkl 100
FCC All hkl even or all odd 111
BCC All hkl even 200
reciprocal lattice. A diffraction pattern of a crystal is a map of its reciprocal lattice. It is the reciprocal
lattice vectors G, that determine the possible X-ray/neutron reflections [104]. The structure factor,
F (θ) gives the amplitude dependence on the scattering vector K and θ. For a derivation and further
reading refer to [103; 104]. Putting the lattice vector equal to the scattering vector (G = K), one can
obtain the values for particular lattice points, Equation 2.6.
Fhkl = FG =
∑
i
fi(θ) exp(2piiGri) (2.6)
Where ri is the position vector of atom i with average scattering length fi(θ).
For a FCC crystal, its lattice points are (0, 0, 0), (12 ,
1
2 , 0), (0,
1
2 ,
1
2), and (
1
2 , 0,
1
2). Applying the FCC
lattice points to Equation 2.6 gives
Fhkl = fi(θ)[cos 2pi(h.0 + k.0 + l.0) + i sin 2pi(h.0 + k.0 + l.0)]
+fi(θ)[cos 2pi(h.
1
2
+ k.
1
2
+ l.0) + i sin 2pi(h.
1
2
+ k.
1
2
+ l.0)]
+fi(θ)[cos 2pi(h.0 + k.
1
2
+ l.
1
2
) + i sin 2pi(h.0 + k.
1
2
+ l.
1
2
)]
+fi(θ)[cos 2pi(h.
1
2
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1
2
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Analyzing Equation 2.7, one observes that Fhkl = 0 when h, k, l are mixed odd and even. These
absent reflections are termed systematic absences. Similar structure factor analysis can be performed
for different crystal structures. A table of possible reflections for cubic crystal structures is given in
Table 2.1.
Applying this structure factor analysis to diffraction of nickel superalloys, the primitive L12 γ′ reflects
every (hkl) plane, while the FCC γ phase only reflects planes when hkl are all odd or all even. A
neutron diffraction pattern from 60% Vf CM247LC polycrystal is shown in Figure 2.9.
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Figure 2.9: Neutron diffraction spectrum of polycrystal CM247LC nickel superalloy. Work performed by the
author at Engin-X TOF source, Rutherford Labs, ISIS.
2.3.3 Diffraction Spectra Analysis
In order to obtain detailed crystal structural information from neutron/X-ray diffraction spectra,
one must apply a reliable peak fitting routine to the data. One of the more common programs is
the generalized structure analysis system (GSAS) [105]. This program employs both options of a
Rietveld refinement and a Pawley-type refinement to the diffraction spectra. The Pawley method is a
development of the Rietveld refinement method. In the Rietveld method, a least-squares refinement
is carried out until the best-fit between the diffraction spectrum as a whole and the calculated fit is
obtained. The Rietveld fit is an equation based on the simultaneously refined models for the crystal
structure(s), diffraction optics effects, instrumental factors, and other specimen characteristics (e.g.
lattice parameters) as may be desired [106]. Alternative methods often assign the observed intensity
to individual Bragg reflections, and the subsequent peak refinements are carried out as independent,
non-interacting procedures. It is a key feature of the Rietveld method that no advanced effort is made
to allocate observed intensity to particular Bragg reflections nor to resolve overlapped reflections.
Thus, a good starting model is required. The residual Sy is minimized by a least-squares refinement,
Equation 2.8.
Sy =
∑
i
1
yi
(yi − yci)2 (2.8)
where yi is the observed intensity and yci is the calculated intensity at the ith step. The calculated
intensities yci are determined from the structure factor Fhkl by summing the calculated contributions
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from neighbouring Bragg reflections plus the background [106]. For example, see Equation 2.9.
yci = s
∑
hkl
Lhkl | Fhkl|2φ(2θi − 2θhkl)PhklA+ ybi (2.9)
where s is the scale factor, Lhkl contains the Lorentzian peak, polarization and multiplicity factors,
and φ is the reflection profile function. For further details on these functions, the reader is referred
to Young [106]. The Lorentzian profile function Lhkl is one of a number of common peak fitting
functions. Further examples are Gaussian, Voigt, pseudo-Voigt, and more complicated functions [106].
The difference between the Pawley method and the Rietveld method is as follows. Within the Rietveld
routine, the peak positions are unconstrained, varied independently as adjustable parameters in the
least-squares individual profile fitting method while in the Pawley method they are constrained by
adjustable unit-cell parameters [107].
Stone et al. [108] demonstrate an alternative approach to the Rietveld and Pawley methods when
analysing neutron diffraction spectra of the polycrystal nickel superalloy Waspaloy. The spectra of
intensity against diffraction angle is outputted and each peak is analysed separately. Direct separation
of the fundamental peaks into the contributions from the two-phase constituents is not possible due
to small lattice mismatch between the two phases and the relatively large intrinsic widths of the
reflections [108]. The γ′ peaks (e.g. (100), (110) etc.) are fitted with a Gaussian peak with a flat
background. The separation of γ + γ′ doublet peaks (e.g. (200), (220) etc.) into composite peaks can
be a difficult task. Stone et al. [108] achieve this by employing four assumptions. 1. The ratios of the
γ/γ′ contributions are already known from a knowledge of the neutron scattering lengths of the two
phases and measuring the corresponding ratio of the superlattice reflection to composite reflection.
2. The strain of the γ′ as measured in the superlattice reflection is the same as that of the γ′ on the
fundamental reflection. 3. The widths of the γ and γ′ composite peaks are equal. 4. The background
is flat. With the above assumptions it is possible to fit two Gaussian peaks for the γ and γ′ phases.
The combination of these two peaks makes up the doublet peak, and thus the lattice parameters of
both phases are determined.
Elastic Properties
The measurement of the elastic properties of γ and γ′ are of importance to materials scientists. It
provides information on the stiffness under loading of both phases, the misfit strains, and the ther-
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mal expansion coefficient if temperature is altered at zero stress. The elastic constants influence the
morphology of the γ′ which in turn influence the mechanical properties of the alloy [100; 102]. When
performing diffraction measurements, the elastic measurements also improve confidence in the method-
ology for use in strain measurements, by providing a reference case for comparison with measurements
made using alternative techniques. Such confidence is necessary in this project, as measurements of
d-spacing using neutron diffraction is less well established in single crystals than in polycrystals.
The standard methodology for measuring elastic constants of the γ and γ′ phases is to create a single
crystal alloy of pure γ, and a single crystal alloy of pure γ′, and measure the unconstrained stiffness
of both phases by ultrasonic techniques. Piezo-crystals are attached to both faces of a cylindrical
specimen to send and receive pulses. The vibrational frequency is dependent only on the alloy’s
geometry, density and stiffness. There is a particular interest in waves that propagate in the [110]
face diagonal direction, as the three elastic constants C11, C12, and C44, can be found from the three
propagation velocities in this direction. Thus the single crystals grown for stiffness analysis tend to
be < 110 > direction crystals [109; 110]. Kittel [104] derives the following relationship, where the
notation has been adopted to that of [109; 110]
ρv2T1 = C44 (2.10)
ρv2T2 =
1
2
(C11 − C12) = C ′ (2.11)
ρv2L =
1
2
(C11 + C12 + 2C44) = CL (2.12)
Where ρ is the density of the material, Cik is the single crystal elastic constant, vT1 is the velocity of
the ultrasonic pulses polarized along the [001] transverse, vT2 is the velocity polarized along the [110]
transverse, and vL is the velocity polarized along the [110] longitudinal direction. These equations
define the parameters C ′ and CL. Thus by measuring the wave velocities one can determine the
material stiffness.
The alternative to the ultrasonic techniques is the rectangular parallelpiped resonance (RNR) method.
The single crystal is shaped to a rectangular parallel piped. Two transducers are attached to opposite
corners along the body diagonal. The specimen is vibrated by one transducer, and detected by the
other. The frequency is varied continuously or step-wise to obtain a resonance spectra. The spectra are
compared with spectra calculated for an assumed set of elastic constants to find the elastic constants
of the specimen. This approach has been used to calculate the elasticity of the γ′ phases Ni3X, where
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X = Mn, Fe, Al, Ga, Ge, Si [111; 112].
Ultrasonic measurements and RNR can only be used for measuring the single crystal stiffness of
each phase. However the effective stiffness of each phase will be different when constraint factors
are accounted for. To measure the constrained stiffness, one must turn to diffraction techniques. It
is possible to deduce the unconstrained stiffness from the constrained stiffness using finite element
modelling, for comparison with the RNR and ultrasonic measurements [96; 109–113].
2.4 Coarsening Theories Applied to the γ′ Phase
2.4.1 Introduction
The excellent high temperature properties of the nickel superalloys are due both to a FCC γ matrix
that is stable to its melting point, and a coherent ordered L12 Ni3Al γ′ precipitate that obstructs
dislocation motion. The γ′ phase nucleates and grows from a supersaturated matrix, as it is cooled
through the γ′ solvus. The two-phase system is not initially in thermodynamic equilibrium. Smaller
precipitates, with their higher surface area to volume ratio, can coarsen to a smaller number of larger
particles, lowering the overall energy of the system. This energy minimisation requires the diffusion
of solute through the matrix phase from dissolving smaller particles to growing large particles. This
diffusion process is commonly referred to as coarsening, or Ostwald ripening [114].
At gas-turbine operating temperatures the microstructure is not stable, with significant particle coars-
ening occurring. The resulting change in the particle radius distribution (PRD) and inter-particle
distance results in a loss of creep performance of the superalloy [115]. The dependence of creep
strength on particle coarsening rate has produced a recent resurgence in particle coarsening theory, as
any physically-based model for creep and/or fatigue modelling must incorporate the evolution of the
microstructure and the associated loss in load bearing capability.
In general, dynamic particle coarsening theories attempt to predict two results, the particle size
distribution of the precipitate phase, and the coarsening rate of the average sized particle. The major
advances to quantify the effects of particle coarsening were made by Lifshitz and Slyozov [13], and
independently by Wagner [14] (LSW), and most modern theories of Ostwald ripening are based on
this classical work.
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It is impossible to create a coarsening model that accounts for the many factors that contribute to
observed coarsening phenomena with a realistic computing time, thus simplifying assumptions are
made. Ricks, Porter, and Ecob [100] demonstrated the morphological developments of γ′ precipitates
in Ni 80, Ni 90, and Ni 115, in the sequence of spheres, cubes, arrays of cubes, solid state dendrites. The
size at which the γ′ precipitates depart from a spherical morphology and produce cuboidal arrays were
shown to be sensitive functions of lattice misfit. Furthermore, the morphology may be interrupted by
impingement effects when the γ′ is present in high number densities. The morphology of precipitates
is difficult to include in non phase-field coarsening models, as it requires the elastic interactions that
determine precipitate shape and alignment caused by lattice mismatch to be included. In the dynamic
LSW based models, these elastic interactions are ignored, and the assumption is made that the particles
are spherical.
2.4.2 Classic Theory of Coarsening (LSW Theory)
Lifshitz and Slyozov solved analytically, in the long time (t) limit as t → ∞, the three equations
that govern particle coarsening; a kinetic equation, a continuity equation and conservation of mass
[13]. The LSW analysis is idealised, making the assumptions that: (i) the particles are spherical, (ii)
the precipitate volume fraction Vf is close to zero and the precipitates are infinitely far apart, such
that one can ignore the diffusion field between neighbouring precipitates, (iii) that no internal elastic
stresses exist between the phases, and (iv) that the matrix is infinite and no relative motion occurs
between particles and matrix. Thus the assumption is that of a mean field approximation in which the
source/sink of solute is infinitely far away. LSW theory predicts a time-independent attractor state
for the PRD scaled by the average radius R that is unique and time-independent, that R ∝ 3√t and
that the number of particles per unit volume Nv is proportional to 1/t.
The idealisation required by the LSW analysis is problematic because diffusional interaction between
particles (soft impingement) at non-zero Vf alters the coarsening kinetics and because transient effects
can persist for significant time periods before the attractor state is achieved. For example, Hadjiapos-
tolidou [116] heat-treated the Rene´ 80 nickel superalloy for up to 20000 h at 850 ◦C without achieving
a steady state PRD.
In order to incorporate an LSW based coarsening rate into a physically-based creep model, it is
crucial to understand the full concept of the original model. Therefore the derivation and explanation
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is provided in Appendix A, and a discussion of the principal formulae and simplifying assumptions are
provided in this section. Greenwood [117] showed how a simple coarsening power-law can be derived
for the maximum sized particle in a highly dispersed particle distribution, however this derivation
does not produce an expression for the particle size distribution during coarsening.
Voorhees [17] provides a clearly written review of LSW theory and its subsequent developments. The
notation in this section is kept consistent with Voorhees. Dimensionless variables are used in the rest
of this synopsis of LSW theory. An appropriate characteristic length for a system exchanging mass
during the coarsening process, through which all length quantities are scaled, is termed the capillary
length lc
lc = 2γVm/(RgT ) (2.13)
where γ is the surface energy, Vm is the molar volume, Rg is the gas constant and T is the temperature.
A dimensionless time t is defined as
t = [Dc∞V/l2c ]t
∗ (2.14)
where t∗ is dimensional time, D is the diffusion coefficient, c∞ is the solute concentration in the matrix
at a flat interface, and t is dimensional time. Finally a dimensionless concentration θ is defined as
θ = (c− c∞)/c∞ (2.15)
LSW theory is based on the derivation of three equations. (i) A kinetic equation describing the
growth or shrinkage rate of a particle, (ii) a continuity equation describing the evolution of the particle
distribution function with increasing time, and (iii) a mass conservation equation which the kinetic
and continuity equation must satisfy.
The particle radius distribution f(R, t) represents the number of particles per unit volume in a size
class R to R + dR at time t. Therefore the time rate of change of the particle radius distribution
f(R, t) is given by the continuity equation
∂f/dt+ ∂(f.R˙)/R = 0 (2.16)
where it is assumed that no particle coallesence and nucleation occurs, and R˙ = dR/dt.
It is assumed that the supersaturation of the matrix θm  1. The quasi-stationary approximation
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may be employed, that is the matrix diffusion field is governed by
∇2θ = 0 (2.17)
Two boundary conditions are introduced. The linearised Gibbs-Thomson equation in dimensionless
form relates the concentration gradient due to curvature at the particle-matrix interface to particle
radius, and is written
θ(R) = 1/R (2.18)
Secondly,
lim
r→∞ θ(r) = θm (2.19)
i.e. at a distance r → ∞ from the particle centre the concentration approaches the matrix supersat-
uration. This assumption is essentially the mean field assumption, where a particle grows or shrinks
in relation to a mean field concentration set at r =∞.
Combining Equations 2.17, 2.18 and 2.19 and introducing Fick’s first law of steady state diffusion
yields
R˙ = (θm − 1/R)/R (2.20)
Analysing Equation 2.20, the concept of a critical radius Rc can be introduced. If the radius R = 1/θm
R˙ = 0, thus there exists a radius termed the critical radius with which a grain is in equilibrium with
solution. For R > Rc the particle grows, for R < Rc the particle dissolves.
To define the amount of solute in the system as remaining constant, the conservation of mass is
introduced
θ0 = θm(t) + αf3(t) (2.21)
where fn(t) =
∫∞
0 R
nf(R, t)dR and α = 4pi/(3Vmc∞). θ0 is the initial superconcentration and αf3(t)
is the amount of material in particle form.
Lifshitz and Slyozov reformulate the problem in terms of a double-scaled variable ρ ≡ R/Rc. The
evolution of the PRD function is rewritten as a nonlinear integrodifferential equation and solved by
asymptotic analysis as t→∞. LSW showed that as t→∞ that Rc → R¯ and that the dimensionless
rate constant is a unique value K = 4/9. The time-independent attractor state of LSW theory is
independent of the initial conditions and the PRD scaled by the average radius R¯ is self-similar,
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R¯ ∝ t1/3 and the number of particles per unit volume Nv ∝ 1/t.
The t1/3 mean radius coarsening rate has been shown to hold for Ostwald ripening, demonstrated
by Jayanth and Nash for Ni-Al alloys, implying that the growth rate does indeed occur by volume
diffusion of the solute. However a wider and more symmetric steady state size distribution of particles
is observed experimentally than predicted by LSW theory [118]. This discrepancy is believed to be
due to the assumption that a precipitate’s coarsening rate is independent of its surroundings. This
means a particle whose nearest neighbours are larger than itself will coarsen at exactly the same rate
as if it were surrounded by precipitates that were of a smaller radius. This is only true in the limit of
zero volume fraction effects of volume fraction. Thus for more accurate coarsening predictions, volume
fraction needs to be incorporated into the model [19].
In order to remove the zero volume fraction of LSW theory, the statistically averaged diffusional
interaction of a given particle size class with its surroundings is required. A number of realistic models
which account for the long-range nature of the diffusional field have been proposed by Brailsford and
Wynblatt [15], Voorhees and Glicksmann (VG) [22; 23], Marqusee and Ross (MR) [16], and Tokuyama
and Kawasaki (TK) [18], for the coarsening process at non-zero volume fractions.
2.4.3 Modern Coarsening Theories
The Ardell (MLSW) Theory (1972) and LSEM Theory (1980)
In 1972 Ardell [19] modified the original LSW theory to include the effect of volume fraction on the
precipitates during coarsening. The diffusion of solute to a growing particle, or from a dissolving
particle, will depend on a distance characteristic of the spatial distribution of the particles in the
polydisperse assembly. For computational purposes, the MLSW theory proposes that the distance
characteristic is related to the mean free path between a particle and its nearest neighbour. In
simpler terms, Ardell calculated the centre to centre distance of the mean particle size in a system of
randomly distributed particles, thus the assumption is made that the average centre to centre distance
in a polydispersed system will be equal to the centre to centre distance for a monodispersed assembly.
Rather than setting the average solute concentration at infinity, it is set at a radial distance equal to
half the inter-particle distance between two spheres in the monodisperse assembly, thereby introducing
volume fraction into the kinetic equation. This radius decreases as volume fraction increases, thus
there is a volume fraction effect.
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MLSW predicts the following: i) the coarsening constant K is a function of volume fraction Vf , ii) the
normalised PRD is still independent of time and depends implicitly on Vf , iii) the MLSW distribution
function is broader than that predicted for LSW, iv) the coarsening kinetics increase with volume
fraction, v) R ∝ t1/3, Nv ∝ 1/t, vi) at Vf = 0 the original LSW theory is recovered. The experimental
data used by Ardell led him to conclude that the rate constants are independent of the volume fraction
of γ′ in nickel alloys, which he attributed to the importance of accounting for strain energy in γ-γ′
nickel alloy systems. To the contrary, Jayanth and Nash [118] demonstrated the rate constant to be
dependent on the volume fraction of γ′ in Ni-Al and Ni-Cr systems.
Davies, Nash and Stevens (DNS) modified the original LSW theory to include the effect of encounters,
by alteration of the continuity equation [21]. LSEM assumes that if an encounter occurs between
two growing particles they coalesce instantly to form a larger particle whose volume is the sum of
the volumes of the encountering particle. The effect of this is to add an extra term to the continuity
equation, since particles can now enter a certain grain size range in the usual coarsening fashion, or
also by the process of encounters. Using the notation of Davies, Nash, and Stevens, the continuity
equation is written
d
dz
(φg) + φ = −3Vf
4pi
I (2.22)
where z = R3/R3c , g = −dz/dτ , τ = lnR3c/R3c0, φ is the distribution function, and I is called the
encounter integral. In the original LSW theory, the right hand side of this continuity equation was set
to zero. The encounter integral I represents the difference between the number of particles entering
the size range z to z+ dz by encounters between particles of sizes z′ and z− z′, and those leaving the
size range by encounters of particles z and z + z′.
I =
1
2
∫ z
0
zφ(z − z′)φ(z′)dz′ − φ(z)
∫ z
0
(z + z′)φ(z′)dz′ (2.23)
The mean particle size coarsens at a rate that is still proportional to t1/3, and both rate constant
and the relative particle size distribution are a function of volume fraction. LSEM theory predicts a
much smaller dependence of the rate constant on volume fraction than predicted by Ardell [19]. It is
in better agreement with experimental data of Ni3Al distributions in Ni-Co-Al alloys, which exhibit
coallesence of particles during coarsening [21]. Encounters increase the growth rate by approximately
a factor of 3 compared to LSW. The relative particle size distribution is greatly altered by inclusion of
encounters, becoming flattened, and having a much broader range of particle sizes than the unmodified
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500 nm
Figure 2.10: An example of Ni115 γ′ particle coallesence observed by the author after a 7000 h, 800 ◦C heat-
treatment.
theory.
Brailsford and Wynblatt (BW) Theory (1979), Tokuyama and Kawasaki (TK) Theory
(1984), Marqusee and Rose (MR) Theory (1984), and Voorhees and Glicksman (VG)
Theory (1984)
In order to remove the zero volume fraction assumption, one needs to determine the statistically
averaged diffusional interaction of a particle of a particular size class with its surroundings. MLSW
and LSEM do not account for the long-range nature of the diffusion field surrounding the particle.
Brailsford and Wynblatt (BW) [15], Voorhees and Glicksman, (VG) [22; 23], Marqusee and Ross (MR)
[16], and Tokuyama and Kawasaki (TK) [18], have proposed more realistic models for finite-volume
fractions. All these models use identical microscopic equations, but arrive at quantitatively different
results [17].
For these theories, emission and absorption of solute from growing or dissolving particles is modelled
as point sources and sinks at the centre of each particle. Again particles are assumed to be spherical.
Each theory performs different averaging procedures to determine the statistically averaged growth
rate R˙, and a statistically averaged source/sink strength of a given particle B(R) [17]. Thus the
initial microscopic equations are identical, however employing different statistical averaging techniques
produces quantitatively different results. Once R˙ and B(R) are known, the continuity equation and
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Figure 2.11: Time independent scaled particle radius distributions (PRDs) vs ρ = R/R¯, where
∫∞
0
g(ρ)dρ = 1,
for LSW [13; 14], Brailsford an Wynblatt (BW) [15], Marqusee and Rose (MR) [16], Glicksman and Voorhees
(GV) [17], and Tokuyama and Kawasaki (TK) [18] theories. The distributions of the modern coarsening theories
are for a volume fraction Vf = 0.1, from [17].
conservation of mass are employed to solve the kinetics and morphology, as was performed in the LSW
theory.
TK use a scaling expansion technique as a statistical averaging approach, while MR use a multiple
scattering approach, BW employ chemical rate theory, and VG use computer simulation techniques
[17]. BW and VG are discussed briefly below.
Brailsford and Wynblatt developed a different kinetic equation to LSW, that assumes the growth
rate of a precipitate of one size class is a function of both the entire particle size distribution and the
prevailing concentration gradient around the particle [15]. The growth rate R¯ ∝ t1/3 is still maintained,
with the rate constant K being a function of volume fraction. Derived values of K again are far less
sensitive to volume fraction than those suggested by Ardell [19], and are more generally compatible
with experimental observation.
The model determines the mean growth rate of a physical size class by solving the diffusion equations
for a representative particle of radius r surrounded by a shell of matrix (the averaging sphere, radius
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rA) outside which there is a homogeneous effective medium averaging the emission and absorption of
solute atoms by the remainder of the particles [119]. This model can be developed as a self-consistent
model, by putting the mean ratio of the particle sphere volume and averaging sphere volume equal to
the volume fraction of particles. Self-consistent modelling is discussed later. Brailsford and Wynblatt
did not pursue this further, but instead set r = rA, effectively removing the matrix shell. This is a
physical inconsistency, however it is a useful approximation which simplifies calculations. The diffusive
flux must be equal to the assumed net loss rate per particle of the same size in the effective medium.
This procedure determines the source strength and the homogeneous production rate of solute in the
representative medium.
The differing theories of Ardell [19], Asimow [20], and BW [15], come from the different definitions of
l, the range of influence of each particle. In previous models the effect of one particle is assumed to be
extremely localised, despite the fact that the diffusion for one sink falls off no faster than 1/R, where R
is the particle radius. Asimow selects for l, a value appropriate to the inter particle distance of a perfect
lattice. Ardell chose l to be the one half the mean separation between the centres of two identical
spheres in a random configuration. BW chose the range of influence again to be approximately the
inter-particle spacing. The volume of this sphere should contain (3
√
3φ)−1 precipitates within it [15],
and not one, as suggested by [19; 20]. This indicates the need for considering the infinite domain and
the influence of all particles simultaneously in computing the sink strength of any one of the particles,
as is done in the BW model.
The BW theory was found not to be in total agreement with experimental results. Brailsford and
Wynblatt [15] and Davies, Nash and Stevens [21] concluded that critical tests of the theories require
more accurate data than have been taken to date.
Voorhees and Glicksman (VG) [22; 23] employ the same initial source/sink strength equations as
BW, but use computer simulation techniques to perform the statistical averaging. At finite volume
fractions, the coarsening particles interact by diffusion, which results in fluctuations in individual
particles coarsening rates. Averaging these fluctuations over a given size class yields the discrete
sink strengths, and from this the coarsening rate is determined. The predicted coarsening rates of
the discussed theories are presented in Figure 2.12. VG simulations demonstrate the importance of
spatial correlations at Vf ≥ 0.1. Therefore, care must be taken when referring to the theories which
do not account for spatial correlations at high volume fractions, i.e. MR, BW etc.
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Figure 2.12: The predicted rate constants normalised by LSW K(0) against volume fraction Vf , predicted by
Ardell (MLSW) [19], Asimow [20], Brailsford and Wynblatt (BW) [15], Davies et al. (LSEM) [21], and Voorhees
and Glicksman (VG) [22; 23]. Graph altered from [22; 23].
Self-Consistent Models
It was mentioned that BW established a self-consistent model with a particle surrounded by an
averaging sphere, outside which there is a homogeneous effective medium averaging the emission
and absorption of solute atoms by the remainder of particles. BW then removed this averaging sphere
to simplify calculations. Stevens and Davies [119] argued that this averaging sphere is very important,
and developed the BW theory in its self-consistent form. This is done by putting the mean ratio of
the particle sphere volume and averaging sphere volume equal to the volume fraction of particles.
Brailsford and Wynblatt used dimensionless variables y = r/rc, where r is the particle radius, and rc is
the critical radius. Similarly they expressed the dimensionless averaging sphere radius as Y = rA/rc,
where rA is the averaging sphere radius. They then defined Y = y, however they also proposed, but
did not implement, the use of Y = y/V 1/3f , which satisfies self-consistency for every particle. This
model is created by Stevens and Davies [119], as well as two other models, where Y (y) is represented
as a quadratic, and also as a cubic. Stevens and Davies conclude that the self-consistent forms of the
equations are so adaptable that they can produce relatively simple analytical expressions to fit the
results of numerical simulations.
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2.4.4 Phase-Field Models
Phase-field modelling has recently emerged as a powerful computational approach to modelling and
predicting coarsening evolution in materials, and overcomes the known shortcomings of LSW based
approaches. Phase-field models are not limited by an upper bound of Vf , the assumption of spherical
particles is removed, and most notably, elastic energy effects can be accounted for by the introduction
of an elastic field. In general, phase field models are concerned more with the kinematic path of
morphological change rather than the dynamics (or rate) of coarsening [120].
The primary concept of phase-field modelling of solid state transformations is to assume that the free
energy of a system can be expressed as a function of physically defined order parameters. The evolution
of these order parameters follows the Allen-Cahn equation, (the evolution of a non-conserved order field
during anti-phase domain coarsening), and the Cahn-Hilliard equation, (describing the spontaneous
separation of a binary fluid into its pure elements). The formation of coherent precipitates involves
the generation of elastic strain energy, whose magnitudes depends on the degree of lattice mismatch,
the elastic properties, and the shape and spatial distributions of coherent particles. Thus the elastic
energy is a function of the volume fraction and morphologies of the consisting phases, and it is not
surprising that many of the phase-field applications to solid-state transformations are concerned with
the elastic strain effect. In fact, one can question the validity of applying a LS based theory to model
coarsening, since the classic Gibbs-Thompson equation is not valid in solid-solid systems. These solid-
solid systems are crystal lattices, and the associated effects mentioned above, lattice mismatch etc., are
unaccounted for in LS based models. However despite the numerous advantages of using a phase-field
model, the large computing time associated with modelling a representative number of particles is
so large that it is impossible to employ phase-field modelling when short-timeframe calculations are
required. For example in the context of this work, it is not possible to couple a phase-field model with
a constitutive creep equation and expect short calculation times.
2.4.5 Transient Ostwald Ripening
LSW based models have focused on the long-time normalised PRD shape and mean radius coarsening
rate as t → ∞. The time-independent PRD is independent of the initial PRD. However, focusing
on the long-time frame has been very much to the neglect of the shorter-time frame transient regime
before steady state R¯ ∝ t1/3 coarsening is established. Modelling the transient coarsening regime is
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Figure 2.13: Chen and Voorhees [24] model predictions in the transient and steady state regimes for a Gauss
distribution, a double Gauss distribution, and a log-normal distribution. a) The inputted PRDs G(ρ, 0) at t = 0
where t is normalised time, ρ = r/r¯, r = R/Rc(0), R is the particle radius and Rc(0) is the initial critical
radius. b) The evolution of the mean radius r¯ with increasing time t of each distribution. c) The evolution of
the number of particles per unit volume Nv(t) with increasing time t.
particularly important for the nickel superalloys, which may be in the transient regime for thousands of
hours [116]. The coarsening kinetics of the transient regime is dependent upon the initial PRD. Chen
and Voorhees [24] numerically solve the time-dependent behaviour of a two-phase system undergoing
transient Ostwald ripening. Their model and numerical solver are discussed and implemented in
Chapter 4. It is demonstrated that the coarsening kinetics of the transient regime is dependent upon
the initial PRD, that the LSW attractor state does exist, and that increases in volume fraction increase
the coarsening kinetics. The predicted coarsening kinetics of a Gaussian peak, a double-Gaussian peak,
and a log-normal peak are shown in Figure 2.13. Of particular significance is the transient regime of
the double-Gaussian peak, which can be interpreted as representing a bimodal distribution. This is of
importance as the plateau region observed in the mean radius coarsening kinetics has been observed
before in multimodal nickel superalloys [121].
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Figure 2.14: Creep curves for nominally pure nickel, tested at 371 ◦C and constant load [25]. The three creep
regimes (primary, secondary and tertiary) are clearly shown in the 184 MPa test. Image altered from [6].
2.5 Creep and Creep Deformation Mechanisms
2.5.1 Introduction
Creep is the time-dependent permanent deformation of a material when subjected to a constant stress
or load. Gas-turbine blades and discs operate under high temperatures and stresses causing creep
deformation of the nickel superalloys employed. The plot of creep strain against time is categorised
into three distinctive strain-time regions: primary creep, steady state creep, and tertiary creep, Figure
2.14. Primary creep is typified by a continuously decreasing creep rate, suggesting that the material
is experiencing an increase in creep resistance. Secondary creep, also termed steady state creep, is a
region of constant strain rate, implying a balance between strain hardening and recovery mechanisms.
During tertiary creep, there is an acceleration in creep rate which leads to ultimate failure. This
acceleration of creep rate is a consequence of diminishing load bearing capability of the material, for
example, cavitation and grain boundary separation.
The creep rate is dependent on the microstructure of the material, the operating temperature and
stress. A common method to illustrate the operating mechanism occurring in regions of temperature
and stress is the Ashby map [122], Figure 2.15. The regions of the map indicate the dominant deforma-
tion mechanism for a given stress-temperature condition, and the boundaries represent combinations
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Figure 2.15: A representation of an Ashby map, where σs is the shear stress, µ is the shear modulus, T is the
operating temperature, and Tm is the melting temperature.
of stress and temperature where the respective strain rates for the two deformation mechanisms are
equal.
Diffusion Creep is the controlling mechanism at high temperatures and relatively low stresses. Nabarro
and Herring [123; 124] proposed that the creep process is controlled by stress-directed atomic diffusion.
Under a uniaxial tensile stress, vacancies and interstitial pairs are formed at grain boundaries, normal
to the tensile axis. There is a flow of vacancies through the bulk of the material from grain boundaries
experiencing tensile stresses to grain boundaries under compressive stresses, driven by the vacancy
concentration gradient. There is a simultaneous flow of atoms in the opposite direction, elongating
the grain.
The Nabarro-Herring steady state creep rate is given by [123–126]
˙s ≈ 12b
3D
kTL2
σ (2.24)
where D is the lattice self-diffusion coefficient, b is the Burgers vector, k is Boltzmann’s constant, T
is the temperature, σ is the macroscopic stress and L is the grain diameter.
At lower temperatures, grain boundary diffusion dominates. This is known as Coble creep [126; 127],
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and is described by
˙s ≈ αb
4Dgb
kTL3
σ (2.25)
where Dgb is the diffusion coefficient along the grain boundary, and α is a constant close to unity [126].
Dislocation creep is the glide of dislocations, which overcome barriers by thermally assisted mecha-
nisms involving the diffusion of vacancies and/or interstitials. Dislocation glide is the movement of
dislocations along slip planes, and is typical of high stress and low temperature conditions, where
dislocations overcome obstacles by shear or bypass.
The movement of dislocations through a superalloy is hindered by various strengthening mechanisms
(Section 2.2.3), namely solid solution strengthening and associated mechanisms of coherent ordered
precipitate strengthening. For dislocation creep to occur, the flow stress must be of such a magnitude
as to overcome the internal stresses imparting strength. To rationalise the primary, steady state, and
tertiary creep regimes during dislocation creep, one must understand the strengthening and softening
mechanisms that occur as creep proceeds. Finally, in order to create a strengthening or creep model,
it is required to quantify the contributions of the dominant strengthening mechanisms.
Strengthening Models
Mott and Nabarro [128] concluded that solid solution strengthening and precipitate strengthening can
be accounted for by internal strain fields produced by inserting either solute atoms or particles in
an elastic matrix. A dislocation experiences a stress from the mismatch strain , according to the
equation
τ = 2Gc (2.26)
where G is the shear modulus and c is the concentration of solute atoms. Equation 2.26 overestimates
the effect of solid solution strengthening [45]. Fleischer [71] attempted to model the yield stress by
also accounting for elastic modulus mismatch in solid solution alloys, but did not achieve satisfactory
agreement with experimental data.
For a dislocation to overcome pinning by a precipitate, it can either a) shear the particle, b) bow
around the particle, or c) climb the particle by thermally assisted vacancy emission. The mechanism
is stress, temperature, and microstructure dependent, as discussed in Section 2.2.3.
The methodology for modelling solute and precipitate strengthening are alike, the interaction force
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between a moving dislocation and stationary obstacles is calculated in order to determine the flow
stress. A dislocation moving through a matrix containing obstacles bends to an angle φ, Figure 2.16.
The degree it bends depends on the obstacle strength. For weak particles, φ → pi, where very little
bowing occurs before the particle is sheared. For strong particles, φ → 0, as the dislocation loops
around the particle before shear occurs. The number of particles intersecting a dislocation line, per
unit length, is dependent on φ. As a dislocation bows around a particle, φ decreases from pi to 0,
the dislocation moves through more matrix, and therefore meets more obstacles [129]. In order to
calculate the flow stress, one must determine the number of obstacles per unit length of dislocation
for a value of φ.
A dislocation has an elastic energy per unit length [56]
E(θ) =
Gb2
4pi
(
1− ν cos2 θ
1− ν
)
ln
(
R
r0
)
(2.27)
where θ is the angle between the dislocation line and its Burgers vector, ν is Poisson’s ratio, R is
an outer distance limit, approximately the distance to the nearest parallel dislocation with opposite
sign, r0 is an inner distance limit, approximated to b. If a straight dislocation is bent between two
particles by a shear stress τ , and ignoring any resulting orientation changes, then the dislocation
forms a circular arc, with θ = pi/2. Ignoring any change in dislocation character around the arc, and
approximating R = L, the inter-particle distance, the resultant line tension is given by [56; 129; 130]
T ' 1
2
Gb2 (2.28)
for a dislocation bending between two obstacles 1µm apart.
Examining Figure 2.16, it is clear that the resultant total force F on the dislocation due to the tension
of the line around a particle is given by
F = 2T cos
(
φ
2
)
(2.29)
The critical stress τc occurs at the angle φc,
τc =
Gb
L
cos
(
φc
2
)
(2.30)
from Equations 2.28 and 2.29. For the dislocation to totally bow around the particle, rather than
2.5. Creep and Creep Deformation Mechanisms 73
L1
L2
1st
Dislocation
2nd 
Dislocation
φ
σ
χ
d2
d1=2rs
Figure 2.16: A weakly coupled dislocation pair shearing different coherent ordered particles, demonstrating
the relationship between bend angle φ and inter-particle spacing.
shearing, φc = 0, giving a value for the critical stress of bowing
τc(bowing) =
Gb
L
(2.31)
The model described above is termed “the fixed-line tension model”. This model demonstrates the
considerations and principles necessary to qualitatively represent particle strengthening, and is ade-
quate for order-of-magnitude calculations [129]. The free-line tension model (de Wit-Koehler model)
[129; 131] incorporates the associated changes in energy as the line bends, and is used if greater
accuracy is required.
The stress required to overcome pinning is proportional to the obstacle spacing L, and the critical
breaking angle φ, Equation 2.30. Friedel [130] assumes that, on unpinning, as the dislocation sweeps
through the matrix, it encounters, on average, just one new obstacle. With geometric analysis and
use of Equation 2.28, the Friedel relationship is given by
τc ' Gb
L
(
cos
φc
2
)3/2
(2.32)
with an effective particle spacing
L′ = L
(
cos
φc
2
)−1/2
(2.33)
where L is the square lattice spacing (= N−1/2, where N is the number of particles).
The assumption that the dislocation line meets only one new particle on release from pinning is really
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assuming that there is a steady state during unzipping, and on average there is no change in φ. The
same analysis, when combined with the de Wit-Koehler model, derives
τc ' 2T
bL
(
cos
φc
2
)3/2
(2.34)
Calculating an effective obstacle spacing by this approach gives
L′ =
(
2TL2
τcb
)1/3
(2.35)
The above formulae derive expressions for approximate flow-stress in terms of breaking angle φ, and
show that flow-stress is inversely proportional to the square lattice spacing L.
As discussed in Section 2.2.3, dislocations from the γ phase shear the γ′ in dislocation pairs, the first
dislocation creating an anti-phase boundary of energy γAPB, which the second dislocation removes,
Figure 2.16. There is support from TEM for this theory [132–134]. For a single dislocation, the force
required to shear a precipitate is F ' 2γAPBrs, where rs is the radius of the precipitate. Therefore,
for a single dislocation, the shear stress is given by
τc =
2rsγAPB
L1b
(2.36)
For a perfectly straight dislocation, the ratio 2rs/L1 = Vf , or, for a bent dislocation, one uses the
Friedel relationship [45]
L′ =
(
4rsVf
piT
)1/2
(2.37)
Applying the Friedel relationship of Equation 2.37 to Equation 2.36, one obtains [129]
τc =
γ
3/2
APB
b
[
4rsVf
piT
]1/2
(2.38)
where T is given by Equation 2.28.
Brown and Ham [129] illustrate three different conditions for the position of the second precipitate
relative to the first. The first, termed a weakly coupled dislocation, is illustrated in Figure 2.16.
The leading dislocation is cutting through a series of precipitates, followed by a second dislocation
a distance χ behind the first. The second dislocation is cutting through precipitates that the first
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dislocation has already passed through, removing the APB. An alternative possibility for the second
dislocation is that it avoids all precipitates. The third possibility is that the following dislocation is
very close to the leading dislocation, such that they are in the same precipitate. This is termed a
strongly coupled dislocation pair.
Beginning with the case of weakly coupled dislocations, and referring to Figure 2.16, the balance of
forces on the first dislocation is given by
τbL1 + Fel − γAPBd1 = 0 (2.39)
and
τbL2 − Fel + γAPBd2 = 0 (2.40)
on the second dislocation, where Fel is the elastic force between the dislocations. Adding Equations
2.39 and 2.40
2τb+ γAPB
d2
L2
= γAPB
d1
L1
(2.41)
Since the second dislocation is approximately straight (essentially it is being pulled through by the
APB introduced by the first dislocation), the ratio d2/L2 = Vf holds and is introduced to Equation
2.41, along with the Friedel spacing for L1, Equation 2.37, giving
τ =
γAPB
2b
[(
4γAPBVfrs
piT
)1/2
− Vf
]
(2.42)
Approximating T ' Gb2/2, gives the Brown and Ham equation for weakly coupled dislocations [129]
τc =
γAPB
2b
[(
8γAPBVfrs
piGb2
)1/2
− Vf
]
(2.43)
If the second dislocation does not intersect particles, then the second term of the equation can be
removed. Comparison of hardening predictions with experimental data for low Vf Ni-Al alloys gives
good agreement, and shows the dependence of τc ∝ (Vfrs)1/2 [132]. However as the radius becomes
large, this relationship breaks down. This is because the distance between particles can no longer be
represented as the distance between point-obstacles, and also because the dislocations become more
strongly coupled with larger precipitates, thereby requiring an alternative analysis.
If the dislocations are strongly coupled, and the trailing dislocation enters the same particle as the
76 Chapter 2. Background Theory
leading dislocation, the Friedel spacings L1 and L2 are equal, and are approximated by the square
lattice spacing L. Manipulating Equations 2.39 and 2.40, one obtains [133]
2τbL+ (γAPBl{x2} − γAPBl{x1}) = 0 (2.44)
and
2Fel − (γAPBl{x2}+ γAPBl{x1}) = 0 (2.45)
where l{x1} and l{x2} are the line lengths of the leading and trailing dislocations within the particle,
distances x1 and x2 into the particle, respectively. γAPBl{x1} and γAPBl{x2} are of opposite sign, and
force plot diagrams demonstrate the maximum force occurs when the trailing dislocation just touches
the particle [133](i.e. l{x2} = 0). Equations 2.44 and 2.45 become
2τbL = γAPBl{x1} = 2Fel (2.46)
Hull and Bacon [135] describe the repulsive force per dislocation length l between two dislocations of
the same sign as
Fel
l
= ω
Gb2
2pix
(2.47)
where ω is a constant of uncertainty approximately of order 1, and x is the distance between the
dislocations. Thus, Fel can be approximated as
Fel = ω
Gb2
2pi
l{x1}
x1
(2.48)
By simple geometry, l{x1} = 2(2rsx1 − x21)1/2, and by manipulation of Equations 2.46 and 2.48,
x1 =
2ω
γAPB
Gb2
2pi
(2.49)
Combining Equations 2.46, 2.48, and 2.49 one obtains [136]
τc =
1
2
Gb
L
2ω
pi
(
2piγAPBrs
ωGb2
− 1
)1/2
(2.50)
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Figure 2.17: A schematic of the Copley and Kear model used for calculating the average velocity of dislocation
pairs: a) parallel to the slip plane, and b) normal to the slip plane, showing the step sequence for particle shear.
(1) Dislocation 1 at interface, dislocation 2 behind in the matrix. (2) Dislocation 2 approaches dislocation 1,
pushing dislocation 1 into the precipitate. (3) and (4) both dislocations shearing through the precipitate. (5)
Dislocation 1 has totally sheared the particle, dislocation 2 trails in the precipitate. The dashed lines represent
the APB. Image redrawn from [26].
Reed [6] demonstrates that, replacing L with the term (2pi/3Vf )1/2rs, and substituting into 2.50
τc =
(
3
2
)1/2Gb
rs
V
1/2
f
ω
pi3/2
(
2piγAPBrs
ωGb2
− 1
)1/2
(2.51)
This equation has two interesting implications, firstly, as rs →∞, τc → 0, since τc ∝ r−1/2s . This is in
direct contrast to the prediction of weakly coupled dislocations, which predicts τc ∝ r1/2s . Therefore,
according to the above analysis, an optimum radius must exist between strengthening imparted by
weakly and strongly coupled dislocations. Reed [6] suggests that Orowan bowing will not be a major
strengthening mechanism in nickel alloys, as larger particles will be sheared by strong dislocation
coupling before Orowan bowing occurs.
Copley and Kear [26] attempted to account for the dynamics of dislocation motion in their model
of coherent precipitation hardening. For comparison of results, they developed a well-known static
model. In the dynamic model, Copley and Kear considered the velocities of the leading dislocation
(dislocation 1) and the trailing dislocation (dislocation 2) in the precipitate and the velocity in the
matrix. A step-wise integration as a function of time was used to calculate the mean velocities as the
dislocations moved through the alloy. Figure 2.17 shows the steps involved in moving the dislocations
a distance λ.
Rather than establishing a force balance equation with the first dislocation having already sheared
partly through the dislocation, Copley and Kear argued, based on TEM evidence, that the first
dislocation is pinned at the precipitate, and bends around the particle, while the second dislocation
moves through the matrix. At a certain point the second dislocation is close enough to the first that
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the repulsive force overcomes the APB energy and significant particle shear begins. Applying this
to the model, initially the velocity of the first dislocation at the particle v(1)p = 0, and the second
dislocation velocity in the matrix v(2)m decreases as it approaches the first, due to repulsive dislocation
forces. At a certain distance, when v(1)p = v(2)m, the dislocations move at the same velocity. An
important result from the stepwise analysis is that the time taken for step 2 to occur is much greater
than the sum of the time required for the other steps, i.e. the rate controlling step occurs when the
leading dislocation travels through the precipitate and the trailing dislocation is moving at the same
velocity in the matrix, see Figure 2.17.
An expression for the cutting stress is derived from the dislocation velocity-stress function, [26; 45]
τc =
γAPB
2b
− T
brs
+
k
2
(τm + τp) (2.52)
where γAPB is the anti-phase boundary energy, b is the Burgers vector, T is the line tension, rs is the
radius of the particle, τm is the friction stress of matrix and τp is the friction stress of particle. k is a
constant dependent on the dislocation velocity, equal to 0.823 for MAR M-200 [26]. τp and τm account
for the different drag stresses of each phase.
Treating stage 2 of Figure 2.17 as the rate controlling step of dislocation motion, the static equilibrium
for the leading and trailing dislocations is given by
(τc − τp)b+ Fel
x
+
T
rs
− γAPB = 0 (2.53)
(τc − τm)b− Fel
x
+
T
rs
= 0 (2.54)
T/rs accounts for the line tension force where the dislocations are assuming the curvature of the
precipitates, Fel is again the elastic repulsive force between the dislocations, and x is the distance
between the leading and trailing dislocations. Solving Equations 2.53 and 2.54 simultaneously
τc =
γAPB
b
− T
brs
+
1
2
(τm + τp) (2.55)
Analysing the dynamic and static precipitate shear equations, Equations 2.52 and 2.55 respectively,
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τc ∝ −r−1s , thus larger particles provide more resistance to shear than fine particles, due to the line
tension force.
2.5.2 Creep and Creep Modelling
The serious possibility of mechanical failure in power generation due to creep has resulted in extensive
research in creep mechanics and creep life predictions. Modelling the creep behaviour to date has
largely been empirical [137–140], in which model parameters are numerically fitted to a limited creep
database that can be used to interpolate behaviour within the database. Empirical equations are
based on the idea that creep is asymptotic to steady state deformation. However the use of these
equations for creep predictions of complex engineering alloys is not ideal for two reasons. Firstly, the
creep curves of these alloys do not contain a steady state regime wherein the microstructure does not
evolve, and secondly one must question the validity of extrapolating any short time creep test data
to long time behaviour, due to the non-uniqueness of the fitted parameters. Over the last 60 years
various creep prediction methods have been developed, but empirical fitting methods have remained
common practice despite well-known doubts of accuracy with extrapolation methods.
Life Time Prediction: Steady State Power-Law Creep
The power-law creep equations have remained the most widely used equations for theoretical creep
predictions in both industry and literature. These equations were developed in the 1950’s and 1960’s
to explain steady state creep of pure metals and simple alloys [141]. The activation energy Q for
creep of nickel is found to be close to the value for self diffusion [142], with a stress exponent n ∼ 4.5.
This value is representative for pure metals [143]. The most common expression for the power-law is
written in the empirical form of Bailey & Norton
˙ss = Aσn exp
{−Q
kT
}
(2.56)
where ˙ss is the steady state creep strain rate, σ is the applied stress, A is a constant, k is Boltzmann’s
constant and T is temperature. Recovery controlled creep models are rationalised by assuming that the
modes of softening and hardening are operating at equal rates. This is the simplest case of creep, and
applies to pure metals and simple alloys. The motion of gliding dislocations is impeded by dislocation
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forests, due to repulsive strain fields. As the material deforms, the dislocation density increases and
there is further resistance to dislocation glide. The softening can be regarded as annealing, where
dislocations annihilate via diffusional recombination.
The classic works of Ansell and Weertman [144; 145] are based on recovery controlled creep. At a
sufficiently high temperature, creep may occur by a combined climb-glide process. When a gliding
dislocation becomes pinned, climb is required to release it, allowing further glide. Thus it is the gliding
process responsible for creep deformation, although the creep rate is determined by the climb step
[144; 145]. Steady state recovery creep theories, such as that of Ansell and Weertman [144], always
predict a constant, material dependent, activation energy of the order of that for diffusion, and a
constant, material independent, stress exponent of the order of 3 to 5. However it is important to
emphasize that this work was based on pure metals and very simple alloys.
The following section highlights the problems and discrepancies encountered when a recovery controlled
creep model is used to model creep of complicated alloys, such as the nickel superalloys.
Inadequacies of Power-Law Creep
The power-law has a number of problems when used to explain creep of complicated alloys such as
the nickel superalloys.
Analysing the Nimonic 90 minimum creep rate data in Figure 2.18, it is clear that the stress exponent
n is not a constant, but varies with temperature and with accumulated strain. In fact, the stress
exponent varies between approximately two and twenty. The activation energy is not solely a material
dependent constant of the order of that for diffusion, as predicted by Ansell and Weertman [144]. The
activation energies employed in power-law models increase with stress and are always greater than
that for diffusion [27].
Ansell and Weertman’s model for particle strengthened alloys was based on the assumption that the
controlling mechanism of creep is climb, this results in the prediction that the larger the particle size
the more climb that is required, so that creep rate is proportional to particle size. However this is in
direct contradiction to what is observed in particle strengthened superalloys, where the creep rate is
inversely proportional to the particle size [115]. There have been a number of attempts to correct the
Ansell-Weertman model, but in general these lead to overly complicated models [146; 147].
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Figure 2.18: Nimonic 90 Minimum Creep Rate Data. Produced from [27].
It is important to recognise that the steady state recovery creep models do not account for a progres-
sively changing microstructure anywhere in the models. This is a further compelling reason to explore
new methods of creep modelling. The microstructure of nickel superalloys undergoes microstructural
changes during their lives in service. These changes can be strain, thermally and environmentally
induced, each with the effect of increasing creep rate and reducing lifetimes. Sondhi, Dyson and
McLean [115] demonstrated the reduction in creep resistance of IN100 following a subsequent ageing
treatment of 704 ◦C for 600 h, on the as-received material. The heat-treatment employed results in
the coarsening and dissolution of the fine γ′ particles, and this is believed to be responsible for the
reduction in the long term creep strength.
With the numerous inadequacies of steady state recovery creep theories in explaining creep of nickel
superalloys, it is clear a different approach is needed. The Dyson model [1; 3; 4; 115; 148], is a
microstructure-based kinetic creep equation that overcomes the inadequacies of the power-law, and
incorporates continuum damage mechanics (CDM) [1; 4; 5] to account for the kinetics of microstruc-
tural evolution. Both the Dyson model and CDM are presented in Section 2.6.
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Life-time Prediction: Larson-Miller Prediction and Robinson’s rule
The Arrhenius relation between creep rate and temperature has led to a number of time-temperature
parameters which enable extrapolation for predicting service lifetimes from short-term data. The
Larson-Miller Parameter, PL-M, is a function of stress, and is functionally related to time and temper-
ature [149]. Larson and Miller assumed that creep was a rate process with a minimum creep rate ˙m,
that is proportional to a stress dependent activation energy by an Arrhenius relationship
˙m = A exp
(−f(σ)
T
)
(2.57)
If the assumption is made that the creep strain to failure f is constant over the temperature range
of interest, and the major part of the creep strain is steady state creep, then the average creep rate
to rupture is ˙m = f/tf . Substituting into Equation 2.57,
PL-M = T (C + ln tf ) (2.58)
where PL-M = f(σ), found generally to be a polynomial of degree one or two. C is the Larson-Miller
constant, C = lnA− ln f .
As already stated, the Larson-Miller parameter is derived with an assumption that steady state creep
accounts for the majority of creep strain, and also that no loss of creep resistance occurs by ageing
effects such as particle coarsening. However these assumptions contradict the nature of creep in
complex precipitate strengthened alloys. Thus in the light of the modern knowledge of alloy creep
behaviour, it should not be surprising that Larson-Miller is sometimes inaccurate.
In practice, alloys used for turbine blade and disc applications experience a wide range of stresses
and temperatures for varying times. Creep strains accumulate over these periods. To account for
this, Robinson [150; 151] proposed a life fraction rule, similar to Miner’s Law for fatigue, to predict
lifetimes under varying load and temperature conditions. Robinson’s Life fraction rule states that
rupture occurs when the sum of all the fractions of the rupture life at different stress/temperature
combinations becomes equal to unity
Dc =
∑ ti
ti,f
(2.59)
where Dc is the creep damage, ti is the time spent at a particular stress/temperature condition,
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and ti,f is the failure lifetime at this condition. However this rule carries the assumption that the
damage caused by a preceding load/temperature/time condition will have no effect on the subsequent
condition. Robinson’s rule assumes that the damage rate is a separate function of stress, temperature,
and damage. This is not always the case, and it is easy to find fault with Robinson’s rule. For example,
it takes no account of the sequence of loading events, where intuitively it is clear that a high stress and
temperature condition followed by a low stress and temperature condition will not contain the same
time to failure as if it were performed in the opposite order. Thus one would want a strong argument
and proof of its applicability for certain creep conditions if it were to be used.
Creep Modelling: Theta Projection
The Theta (θ) Projection Concept [152; 153], created by Wilshire and co-workers was introduced as
a new method for extrapolating short-term creep rupture data to provide more accurate long-term
predictions. The Wilshire group maintain that the θ concept can extrapolate with accuracy over far
longer time-scales than existing procedures.
The θ method defines four θ parameters, two for describing primary creep, (θ1 θ2), and two for
describing tertiary creep, (θ3 θ4), with (θ1 θ2) being independent of (θ3 θ4). This requires the kinetics
of any tertiary mechanism to be totally independent of primary behaviour, as opposed to the Dyson
model within which the primary and tertiary creep are coupled [1; 3; 4; 115; 148]. The equation most
frequently used for the θ method is
 = θ1(1− e−θ2t) + θ3(eθ4t − 1) (2.60)
where θ1(1− e−θ2t) models primary creep, and θ3(eθ4t − 1) models tertiary creep.  is the total creep
strain, θ1 and θ3 are constants which scale the primary and tertiary stages with respect to strain, while
θ2 and θ4 are rate parameters which control the curvatures of the primary and tertiary components
respectively. This expression is obtained from the expressions of the primary and tertiary creep strain
rates.
˙p = θ1θ2e−θ2t = θ2(θ1 − p) (2.61)
˙t = θ3θ4eθ4t = θ4(θ3 + t) (2.62)
The total creep strain is assumed to be the sum of the primary and tertiary strains. The θ concept
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predicts that the minimum creep rate is simply a transition between primary and tertiary creep, and
does not represent a steady state regime, thus steady state is not included in the model. Wilshire and
co-workers have rationalised the tertiary stage in the manner suggested by Kachanov for empirical
CDM [154]. An implication of this formulation is that in the absence of damage, the creep rate
becomes zero, i.e. no steady state creep occurs. Double differentiating equation 2.60 and equating to
zero, the time to minimum creep rate is given by
tm =
1
θ2 + θ3
ln
θ1θ
2
2
θ3θ24
(2.63)
and the minimum creep rate is given by adding Equations 2.61 and 2.62,
˙m = θ1θ2e−θ2tm + θ3θ4e−θ4tm (2.64)
Equation 2.60 is used to determine the four θ parameters that simulate the shape of an individual
creep curve [4]. Each θ parameter is a function of stress and temperature. By use of empirical fits, an
adequate representation of each parameter is given by
log θi = αi + βiσ + γiT + δiσT (2.65)
αi, βi, γi, and δi are constants, where i = 1 → 4. The four θ parameters therefore require 16
parameters to predict strain/time trajectories at constant stress/temperature within the prescribed
stress/temperature range. If rupture strain is approximately constant, then 17 parameters are required
to predict isothermal, steady-stress lifetime predictions.
For turbine blade and disc applications, stresses and temperatures vary. The θ projection assumes
strain softening to account for temperature/stress excursions, however neglecting the effect of thermal
softening is a source for error, thus the applicability of the θ model for high stress/temperature
excursions is beyond the model’s predictive capability [4].
Although the limitations have been identified for the θ model, the model is widely used in industry.
It is computationally simple and efficient, and can give quite successful creep predictions [126].
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Empirical Continuum Damage Mechanics of Creep
Continuum Damage Mechanics (CDM) of creep describes the progressive loss of load-bearing capacity
(tertiary creep) in an isothermal constant load/stress test. Empirical CDM has its origins in the
works of Kachanov [154] and Rabotnov [155] in their attempts to quantify the tertiary stage of creep.
Although loss of strength can be due to numerous mechanisms of degradation, Kachanov [154] and
Rabotnov [155] chose to employ a single empirical damage parameter D, representing an internal state
variable ranging from zero at no damage to unity at failure. The change in strain and damage with
respect to time are given by the functions
˙ = f(σ, T,D) (2.66)
D˙ = g(σ, T,D) (2.67)
In the concept of empirical CDM, damage is modelled as a decrease in an effective cross-sectional area.
Kachanov/Rabotnov produced a power-law creep rate equation, coupled with a power-law dependence
of the damage evolution equation, given as
˙ = ˙0
(
σ
σ0(1−D)
)n
(2.68)
D˙ = D˙0
(
σ
σ0(1−D)
)m
(2.69)
where ˙0, D˙0, and σ0 are constants. These equations can be empirically fitted to observed data
and extrapolated. However the theory falls short in a number of areas. The use of a single empirical
damage parameter simplifies computation, but can lead to poor extrapolation if more than one damage
mechanism is operating. Furthermore it inevitably requires a large number of parameters if it is to
describe engineering alloys in complex service situations [4]. Finally, as was explained for the power-
law modelling of creep, the stress exponent n is not a constant, but varies under different operating
conditions.
Creep Modelling: Wilshire-Scharning Methodology
Wilshire and Scharning [156–161] have proposed new relationships to overcome the unpredictability
of n when using the power-law for long-term creep predictions from extrapolations of short-term test
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data, in order to quantify the dependence of ˙m and tf on stress and temperature. Normalising the
applied stress σ to the ultimate tensile strength σTS over the complete stress range, one has the limits
˙m →∞, tf → 0 as σ/σTS → 1, and ˙m → 0, tf →∞ as σ/σTS → 0. Many formulations are possible,
but from graphs of experimental data, Wilshire and Scharning suggest the sigmoidal function
σ
σTS
= exp
{
− k1
[
tf exp
(−Q∗c
RT
)]u}
(2.70)
and
σ
σTS
= exp
{
− k2
[
˙m exp
(−Q∗c
RT
)]v}
(2.71)
where Q∗c is an activation energy for creep. Values of k1 and u are found by fitting ln [tf exp (−Q∗c/RT )]
as a function of ln [− ln (σ/σTS)] to experimental data. An equivalent procedure with Equation 2.71
gives values for k2 and v. These curves are termed sigmoidal ‘master curves’ and have been used
to give creep predictions of Waspaloy [161], aluminium alloys [156; 157] and high temperature steels
[158–160].
Evans [162] has shown that the Wilshire-Scharning methodology does not hold for Type 316 stainless
steel, with predictions from short term data giving inaccurate long term predictions. Evans suggests
a more general sigmoidal function requiring further fitting parameters to give an accurate fit. Thus
it is clear more work is required on the Wilshire-Scharning methodology if it is to be accepted as a
creep model for the nickel superalloys, and to remove scepticism regarding creep models based upon
empirical curve fitting.
2.6 Microstructure-Explicit Creep Modelling
2.6.1 Introduction to the Dyson Model - A Microstructure-Based Creep Model
The shortcomings of the empirical fitting methods and power-law rate equations have led to the
development of a microstructure-based damage mechanics approach to model creep. This generic
constitutive description of creep is composed of two parts. Firstly a creep rate equation is derived to
overcome the shortcomings of power-law models. The creep rate is expressed not only as a function of
the operating conditions of stress and temperature, but also of the underlying microstructure (particle
size, volume fraction, dislocation density etc.) that control deformation. Having established the
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relationship between the macroscopic strain rate and microstructure, the kinetic equations describing
the evolution of the microstructure are required. The microstructure-based damage mechanics is
termed physically-based continuum damage mechanics, which has its origins in the empirical methods,
but each damage parameter has physical meaning and is readily observable and calculable, for example
void growth, particle coarsening, and dislocation multiplication.
To summarise, the task at hand is to create a creep model that has the following properties:
1. Overcomes the inadequacies of the power-law models. Firstly the stress exponent n is not a
constant, but varies with temperature and accumulated strain. Secondly, the activation energy
is not solely a material dependent constant of the order of that for diffusion, as predicted by
Ansell and Weertman [144]. The activation energies employed in power-law models increase with
stress and are always greater than that of diffusion [27].
2. The activation energy should be of the order of diffusion.
3. Predicts the correct effect of particle coarsening on creep, i.e. particle coarsening weakens the
material’s creep resistance [115].
4. To create a model that can account for the damage caused by preceding load/temperature/time
conditions and that can model creep of real life stress and temperature cycles, not simply constant
stress/temperature creep.
5. An emphasis needs to be placed on incorporating the physics of creep to overcome the inefficien-
cies of empirically-based curve fitting that has been performed to date. To accomplish this, the
creep rate equation needs to be defined by the movement of dislocations through the crystal.
6. The evolution of the microstructure resulting in the loss of load bearing capacity needs to be
incorporated into the model, primarily particle coarsening and mobile dislocation multiplication.
Brian Dyson has developed a microstructure-explicit creep equation [1] based on the work of Kocks
et al. [163] for jerky glide. Jerky glide refers to dislocation motion in a particle strengthened alloy at
stresses below the mechanical threshold. On a local basis, there may be long periods of zero glide rate
(where the dislocations are trapped), interspersed with short periods of a finite glide rate. This jerky
dislocation motion is used as the basis of the model, thus the model is applicable only when stresses
lie above the dislocation network strength, and below the particle shear strength or Orowan bypass
strength [1].
The Dyson model is composed from the following assumptions to model dislocation creep.
88 Chapter 2. Background Theory
1. Dislocation creep in particle strengthened alloys occurs by the jerky glide mechanism of mobile
dislocations. The mobile dislocations fall into two classes, those actually gliding, and those wait-
ing to be released at obstacles. In theory the dislocations can be released by thermal fluctuations,
a change in the applied stress, or a change in the obstacle structure. For service applications, it
is the thermal activation which ensures that the trapping is temporary, by enabling dislocations
to climb over particles. This climb/glide mechanism is often accepted as the starting point in
the development of the microstructure-based kinetic equation. Ansell and Weertman [144] had
previously assumed that the rate controlling mechanism was climb and that climb/glide events
occur in series.
2. Most of the dislocations are trapped.
3. The macroscopic strain rate is provided only by those dislocations that are gliding, therefore the
gliding dislocation generation and trapping rates need to be determined.
4. There is always a certain fraction of the trapped dislocations in a position to escape pinning
and glide. This is in contrast to the derivation of Ansell and Weertman [144; 145] that describes
climb and glide as occurring in series, leading to the (controversial) prediction that the creep
strain rate is determined by the climbing process. It is assumed that the pinned segments of
mobile dislocations that are within one atomic spacing of being unpinned are in a position to
escape.
5. The escape frequency is dependent on the free-energy change associated with the escape process
and the probability that the energy fluctuation required occurs.
6. The model developed represents a plastically deforming matrix with elastically deforming precip-
itates. A back stress exists between matrix and precipitate that acts as a softening mechanism,
and this is how the model accounts for primary creep. The back stress becomes saturated as
creep proceeds, and it is assumed that this is due to dislocations being punched out at the
precipitate/matrix interface.
7. The creep rate equation derived describes a stable microstructure, however engineering alloys
are not stable. To account for this, the creep rate equation is coupled with a continuum damage
mechanics frameworl that describes the kinetic evolution of the microstructure.
The consequences of this methodology and the assumptions made are as follows:
1. There is no stress exponent n.
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2. The activation energy is associated with jog formation.
3. The creep rate is expressed not only as a function of its operating conditions of stress and
temperature, but also the underlying microstructure that control deformation.
4. Coarsening results in an increase in creep rate. This is due to the associated increase in the mean
free path. With fewer particles there is a lower probability of a dislocation line encountering a
particle.
5. The evolution of the microstructure is accounted for. This allows for predictions of creep where
stress or temperature may not be a constant for the whole test, and therefore can more accurately
model real life creep cycles.
2.6.2 The Dyson Model I - A Microstructure Based Kinetic Rate Equation for
Dislocation Creep of Particle Strengthened Alloys [1; 2]
Dislocation Evolution Equations - Gliding Dislocation Density [1]
For jerky glide, the macroscopic creep strain rate is provided only by those dislocations that are
gliding. The macroscopic creep shear strain rate γ˙c, is given by the Orowan equation
γ˙c = bρgv¯g (2.72)
where b is the Burgers vector, ρg is the mobile gliding dislocation density, and v¯g is the average
glide velocity. The goal of creating a microstructure-explicit equation requires expressions for ρgv¯g in
terms of microstructure parameters. Based on the work of Ion et al. [140], it is assumed that only
the matrix is being sheared while the particles deform elastically, for particle strengthened alloys. A
simple correction to account for the deformation being limited to the matrix channels is made by
introducing a volume fraction term (1− Vf ) to the Orowan equation
γ˙c = (1− Vf )bρgv¯g (2.73)
An expression for the gliding dislocation density can be derived by considering the following two
equations (Equations 2.74 and 2.75). From our list of assumptions, the mobile dislocation density is
composed of those dislocations gliding and those climbing, and they are not independent. The mobile
dislocation density ρm is the sum of the gliding dislocation density ρg and climbing dislocation density
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ρc.
ρm = ρg + ρc (2.74)
The net rate of change of gliding dislocations is the sum of the generation and trapping of gliding
dislocations, i.e. those escaping the pinning of dislocations, and those gliding particles that are arriving
at the precipitates, becoming pinned. The rate of dislocation generation and trapping is therefore
ρ˙g = ρ˙(+)g + ρ˙
(−)
g (2.75)
where ρ˙(+)g is the rate of generation of gliding dislocations, and ρ˙
(−)
g is the rate of trapping of disloca-
tions.
An expression for ρ˙(−)g is not difficult to obtain. The rate at which a gliding dislocation becomes
trapped is the time for a gliding dislocation to move from one particle and then become trapped at
the next particle, so it is the average glide velocity v¯g divided by the inter-particle distance λ.
ρ˙(−)g = ρg
v¯g
λ
(2.76)
If P describes the fraction of trapping particles possessing dislocations which are in a position to
escape, the rate of generation of gliding dislocations ρ˙(+)g , is described by [163]
ρ˙(+)g = ρcP˙ (2.77)
i.e. P represents the probability of a successful escape of a pinned dislocation. P˙ is the total derivative
of P with respect to time and may contain terms proportional to stress rates [163]. The evolution of
the fraction of pinned dislocations is P˙ = PΓe, where Γe is the frequency of escape.
The probability that a dislocation is in this position to escape is dependent on the probability that
the dislocation will encounter a particle, Penc. It is also dependent on the region of a particle that the
dislocation encounters. This determines how much climb is required for an escape to occur. Dyson
assumes that it is only those dislocations within one atomic plane of climbing free of a particle that
will escape. Thus the probability of an escape is also a function of, once an encounter takes place,
the probability of where the dislocation line has intersected the particle, (the location) Ploc. It is
possible to describe these terms in terms of microstructure. The probability of an encounter occurring
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is approximated to be equal to the volume fraction Penc = Vf . The probability of such an encounter
occurring in a region where it can then escape is approximated to Ploc = b/rp, where rp is the particle
radius. The probability of the encounter occurring and the encounter being in such a region on the
particle where it can subsequently escape is therefore given by the expression
P = Penc.Ploc =
bVf
rp
(2.78)
Equation 2.77, can thus be written
ρ˙(+)g =
ρcVf
rp
bΓe =
ρcVf
rp
v¯c (2.79)
where the average velocity of climb v¯c = bΓe. Combining Equations 2.75, 2.76 and 2.79, the net rate
of change in gliding dislocation density ρ˙g is
ρ˙g =
ρcVf
rp
bΓe − ρg v¯g
λ
(2.80)
Removing the unknown ρc with Equation 2.74 and factorising the gliding dislocation density ρg, results
in a solvable differential equation
ρ˙g + ρg
{
Vf
(
b
rp
)
Γe +
v¯g
λ
}
= ρmVf
(
b
rp
)
Γe (2.81)
Before solving, it is possible to simplify Equation 2.81 further. As already described in the model
assumptions, tc  tg, where tg is the time for a dislocation to glide from one particle to the next, and
tc is the time for a trapped dislocation to become unpinned (Γe = 1/tc). Recalling the glide velocity
v¯g = λ/tg, it is clear that v¯g/λ Γe. Equation 2.81 becomes
ρ˙g + ρg
(
v¯g
λ
)
= ρmVf
(
b
rp
)
Γe (2.82)
To solve this differential, note that
d
dt
(
ρg exp
(
v¯g
λ
t
))
= ρ˙g exp
(
v¯g
λ
t
)
+ ρg
v¯g
λ
exp
(
v¯g
λ
t
)
=
(
ρ˙g + ρg
(
v¯g
λ
))
exp
(
v¯g
λ
t
)
(2.83)
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Equation 2.82 is rewritten
d
dt
(
ρg exp
(
v¯g
λ
t
))
= ρmVf
(
b
rp
)
Γe exp
(
v¯g
λ
t
)
(2.84)
Integrating with respect to time, with lower limit ρg = 0 at t = 0, the mobile dislocation density is
expressed as
ρg = ρmVf
(
b
rp
)
Γe
(
λ
v¯g
){
1− exp
[−v¯g
λ
]
t
}
(2.85)
Asymptotic analysis reveals the exponential term to be a short term transient. The transient is
followed by a steady state region. It is the steady state that is of interest for creep modelling, due to
the long times involved. The transient is therefore neglected, and the steady state regime is assumed
to represent the dislocation glide density
ρgv¯g = ρmVfb
(
λ
rp
)
Γe (2.86)
Applying to Equation 2.73
γ˙c = (1− Vf )bρgv¯g = (1− Vf )ρmVfb2
(
λ
rp
)
Γe (2.87)
Dislocation Evolution Equations - Frequency of Dislocation Escape [2]
The creep rate is proportional to the generation rate of glide dislocations. The frequency of escape is
related to both the probability that the dislocation is in a position to escape, and the probability of
an energy fluctuation occurring allowing for jog formation and local climb.
Consider an infinite dislocation line pinned at particles, Figure 2.19. There will be a spectrum of
strengths of the pinning agents, representative of the location on the particle where pinning has
occurred. A weakly pinned dislocation may be released and glide. This climb process is assumed to
occur by jog nucleation producing local climb and escape from the particle. Nucleation of jogs occurs
by vacancy absorption or emission from the dislocation line, and therefore is a thermally activated
diffusive process.
The probability of the escape process occurring depends on an energy fluctuation ∆G, which is given
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Figure 2.19: Point obstacle representation of particle pinning of a dislocation line. The stochastic escape of a
weakly pinned dislocation point enabling localised glide is illustrated.
by Boltzmann statistics as [164]
PB(∆G) = exp
(
− ∆G
kT
)
(2.88)
where k is Boltzmann’s constant and T is the temperature. ∆G is given by the usual thermodynamic
relation
∆G = ∆E −∆W (2.89)
where ∆E is the activation energy for the process and ∆W is the work done by the dislocation in
moving from the initially pinned configuration to a metastable one. During the release process, the
dislocation line advances an amount b/2 in the dislocation glide plane. The work done during this
transition in state is
∆W = (τb2λ)b/2 = τb2λ (2.90)
Denoting the jog density Cj , the frequency that dislocations can potentially be released from favourable
obstacles is given by
Γe = CjfDPb(∆G) (2.91)
where fD is the vibrational frequency (also referred to as the attempt frequency) of the lattice.
Combining Equations 2.88 - 2.91 the escape frequency can be written [2; 165]
Γe = CjfD exp
(
− ∆E
kT
)
exp
(
τb2λ
kT
)
(2.92)
The diffusion of vacancies is related to the jump frequency via the relation [130]
D = a2fD exp
(
− ∆E
kT
)
(2.93)
where a is the jump distance. Taking b = a/
√
2 for a FCC superalloy matrix and combining with
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Equations 2.92 and 2.93
Γe =
DCj
2b2
exp
(
τb2λ
kT
)
(2.94)
Under the conditions of interest (high-temperature low- to intermediate-stress) for nickel superalloys,
τb2λ/kT > 1 the following holds
1
2
exp
(
τb2λ
kT
)
= sinh
(
τb2λ
kT
)
(2.95)
Therefore the frequency of escape is written (Equation 2.94)
Γe =
DCj
b2
sinh
(
τb2λ
kT
)
(2.96)
This substitution is required to ensure that the model holds true as τ → 0.
Introducing this term for frequency of escape to the creep shear strain rate equation (Equation 2.87)
gives
γ˙c = ρmVf (1− Vf )
(
λ
rp
)
DCj sinh
(
τb2λ
kT
)
(2.97)
An expression for the creep shear strain rate has been derived in terms of microstructure and operating
conditions. The expression is translated to the more useful normal creep strain rate ˙c by use of the
Taylor factor M¯ = σ/τ = γ˙c/˙c. Rewriting Equation 2.97 in terms of normal stress and strain
˙c = ρmVf (1− Vf )M¯−1DCj
(
λ
rp
)
sinh
(
σb2λ
M¯kT
)
(2.98)
Dyson defines the inter-particle distance λ as being the square lattice spacing in a unimodal distribu-
tion, λ = 1.6rp[(pi/4Vf )1/2 − 1)]. Introducing to Equation 2.98
˙c = 1.6ρmVf (1− Vf )M¯−1DCj
(√
pi
4Vf
− 1
)
sinh
(
σb2λ
M¯kT
)
(2.99)
Simplifying this expression with two constants, ˙0 and σ0,
˙c = ˙0 sinh
(
σ
σ0
)
(2.100)
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Figure 2.20: a) Schematic illustration of a two phase material. b) Concept of the two-bar model. Vf is the
volume fraction of the second phase.
where
˙0 = 1.6ρmVf (1− Vf )M¯−1DCj
(√
pi
4Vf
− 1
)
(2.101)
and
σ0 =
(
M¯kT
b2λ
)
(2.102)
It is important to note that the inter-particle distance λ appears in the hyperbolic sine function, and
the inter-particle distance is proportional to the particle radius, at constant volume fraction. Thus the
creep strain rate is predicted to be a sensitive function of the inter-particle distance and any associated
change in inter-particle distance caused by particle coarsening.
2.6.3 The Dyson Model II - Modelling Primary Creep [1]
In the previous section an expression for the macroscopic creep rate in terms of the underlying mi-
crostructure of a precipitate strengthened alloy has been developed. The model is extended in order
to account for primary and tertiary creep. In its simplest form, primary creep of precipitate strength-
ened alloys can be modelled using the Voigt model of composites reinforced with fibres. It is assumed
that only the γ matrix is undergoing creep and deforms inelastically, while the γ′ precipitates deform
elastically, Figure 2.20.
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This regime results in an internal back stress σk from matrix to precipitate, where the effective stress
causing creep of the matrix phase σm is
σm = σ − σk (2.103)
Thus the stress in the matrix is reduced as the creep deformation accumulates. Introducing the
effective stress which gives rise to creep deformation to Equation 2.100
˙c = ˙0 sinh
(
σ − σk
σ0
)
(2.104)
The back stress σk requires quantification. Two simplifying conditions come from the composite
platens Voigt model.
 = m = p (2.105)
where  is the total strain, m and p are the matrix and precipitate strains respectively.
σ = Vfσp + (1− Vf )σm (2.106)
The precipitate strain rate is due to elastic deformation only
˙p =
σ˙p
Ep
(2.107)
where Ex is the Young’s modulus of phase x. The matrix strain rate is due to both elastic and creep
deformation
˙m =
σ˙m
Em
+ ˙c (2.108)
Assuming a constant volume fraction, the stress evolution from Equation 2.106 is
σ˙ = Vf σ˙p + (1− Vf )σ˙m (2.109)
and introducing the definition of the effective stress σm from Equation 2.103
σ˙k =
Vf
1− Vf (σ˙p − σ˙) (2.110)
An expression for σ˙p in terms of total strain is given in 2.107. One can arrive at an expression for σ˙
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by Equation 2.109. Multiplying Equation 2.108 by (1 − Vf ) gives an expression for (1 − Vf )σ˙m, and
multiplying Equation 2.107 by Vf gives an expression for Vf σ˙p. Filling into Equation 2.109
σ˙ = EpVf ˙p + Em[˙m(1− Vf )− ˙c(1− Vf )] (2.111)
From the strain compatibility of the model (Equation 2.105), Equation 2.111 becomes
˙ =
Em
EpVf + Em(1− Vf )
[
σ˙
Em
+ (1− Vf )˙c
]
(2.112)
At elevated temperatures, the stiffness of γ and γ′ are approximately equal [11]. If it is assumed
E = Em = Ep, where E is the alloy stiffness
˙ =
[
σ˙
E
+ (1− Vf )˙c
]
(2.113)
or, writing in terms of σ˙
σ˙ = ˙E − (1− Vf )E˙c (2.114)
Equation 2.110 is thus
σ˙k =
Vf
1− Vf
(
˙E − {˙E − (1− Vf )E˙c}
)
= VfE˙c (2.115)
The load transfer from matrix to precipitate increases as creep strain accumulates. There is a decrease
in the stress acting on the matrix phase, with an associated decrease in creep rate. A minimum in creep
rate occurs when a stress relaxation mechanism becomes active. Dyson introduces a saturated back
stress σ∗k, assuming that at a certain stress level dislocations are punched out at the matrix/precipitate
interface, relaxing the back stress [166]. If the stress exceeds that required to nucleate dislocations, the
particle/matrix stress is relaxed by nucleation of dislocations, thus there is an upper bound for internal
back stress. Introducing an empirical probability function 1− (σk/σ∗k) to represent a saturation stress,
Equation 2.115 becomes
σ˙k = VfE
(
1− σk
σ∗k
)
˙c (2.116)
Note that as the back stress increases the rate of change of the back stress decreases until the rate
equals zero at the saturation stress. The stress transfer process has similarities to the stress induced
on an indenter during hardness testing, and this analogy can be used to obtain an estimate for σ∗k.
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In hardness testing, the load on the indenter causes deformation by flow of the matrix, while in the
current creep model, flow of the matrix induces a stress on the particle. The result of Shaw and
deSalvo [167; 168] for hardness testing is that the stress on the indenter to cause plastic deformation is
approximately three times the tensile yield stress. Applying this result to the current model, when the
induced stress in the particle is approximately three times the matrix flow stress dislocation punching
occurs in the matrix at the particle/matrix interface, thus this is the upper bound of back stress. This
can be written
σ∗p = 3σ
∗
m (2.117)
Simultaneously solving Equation 2.117, Equation 2.106 and the definition of back stress 2.103, an
expression for the saturated back stress is derived in terms of the applied stress
σ∗k =
2Vf
1 + 2Vf
σ (2.118)
The microstructure-explicit creep rate equation has been adjusted to model the primary creep be-
haviour of a particle strengthened alloy by accounting for a back stress that increases to a saturation
limit, and the rate of stress decreases as the saturation limit is approached.
Basoalto [3] introduces the dimensionless variable H = σk/σ, and H∗ = σ∗k/σ. From Equation 2.118,
H∗ = 2Vf/(1 + 2Vf ). Writing Equation 2.116 in terms of H
H˙ =
VfE
σ
(
1− H
H∗
)
˙c (2.119)
The creep rate equation, accounting for primary creep, is fully defined as
˙c = ˙0 sinh
(
σ − σk
σ0
)
= ˙0 sinh
(
σ(1−H)
σ0
)
(2.120)
where σk and H evolve according to Equations 2.116 and 2.119 respectively.
2.6.4 The Dyson Model III - Modelling Tertiary Creep: Physically-Based
Continuum Damage Mechanics [3–5]
The creep strain rate derived applies to stable microstructures, and it was then altered to account for
hardening during primary creep. Engineering alloys are not stable and experience a loss of load bearing
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capacity during their lifetimes. This is modelled by physically-based continuum damage mechanics
(CDM).
Physically-based CDM has its origins in the works of Kachanov [154] and Rabotnov [155] in their
attempts to quantify the tertiary stage of creep, described in Section 2.5. Physically-based CDM
differs to empirical CDM in two key areas. Firstly, each damage mechanism is defined by its own
damage parameter, rather than by one overall single damage parameter. Secondly, the evolution of
each damage parameter is coupled with the microstructure explicit creep rate equation rather than the
power-law. Ashby and Dyson [4; 5] group creep damage into four broad categories: (i) loss of external
section, (ii) loss of internal section, (iii) degradation of microstructure, and (iv) gaseous environmental
attack.
Physically-based CDM employs internal state variables and a set of coupled linear differential equations
˙ = ˙(σ, T,H,Di)
H˙ = H˙(σ, T,H,Di)
D˙ = D˙i(σ, T,H,Di) (2.121)
The strain rate ˙ is a function of the applied stress σ, the temperature T , a hardening parameter H
which was introduced to account for primary creep, and a set of evolving dimensionless microstructural
damage parameters Di.
The most important damage mechanisms are believed to be associated with cavitation Dc, with
particle coarsening Dp, and mobile dislocation multiplication Dd. Each damage parameter is defined
to range from zero to one. Dd = 1 − (ρi,m/ρm), Dp = 1 − (λi/λ), and Dc = 1 − (Ac,i/Ac), where
ρm is the mobile dislocation density, λ is the inter-particle distance, Ac is the cavitated area, and the
notation i represents the initial value of each parameter. Basoalto introduces an unbounded dislocation
multiplication damage parameter D′d = (ρi,m/ρm)− 1 with D˙′d = C˙c where C is a material constant
termed the dislocation multiplication coefficient.
Ashby and Dyson [5], based upon LSW theory, derive D˙p =
Kp
3 (1 −Dp)4 where Kp is a kinetic rate
constant. Dyson [4] defines D˙c = kcf,u where f,u is the uniaxial strain at fracture and kc has an upper
bound ≈ 0.33, when all transverse boundaries are cavitated.
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Figure 2.21: A comparison of minimum creep rate as a function of stress for Nimonic 90 from 700 − 900 ◦C,
with predictions of the Dyson model [1].
Dyson [4] and Basoalto [3] incorporate these damage mechanisms into the creep rate derived for a
stable microstructure, and the adjusted equation is
˙c =
˙0
1−Dd sinh
(
σ(1−H)
σ0(1−Dp)(1−Dc)
)
= (1 +D′d)˙0 sinh
(
σ(1−H)
σ0(1−Dp)(1−Dc)
)
(2.122)
2.6.5 The Dyson Model: Comparison with Experiment
The Dyson model has been applied successfully to model the creep properties of a number of nickel
superalloys [1; 3; 4; 115]. Figure 2.21 demonstrates the good agreement achieved between model and
experimental data for Nimonic 90 minimum strain rates over a range of temperatures and stresses. The
same publication also demonstrates excellent model predictions of rupture lifetime for Nimonic 90 [1].
Basoalto has applied and developed the model, and compared predictions with extensive experimental
data [3]. This work showed good agreement of lifetime and minimum creep rates for IN738LC DS,
Nimonic 90, CMSX-4, IN100 and Rene´88DT over a range of stresses and temperatures. Basoalto also
quite accurately reproduced creep curves of experimental data for IN100 and IN738LC. The model
employed by Sondhi, Dyson, and Basoalto [1; 3; 4; 115] is that of a unimodal system where coarsening
is based on LSW theory. This coarsening regime does not apply to multimodal systems, and the creep
damage is predicted to be much stronger than is suggested by experimental data when applied to
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multimodal alloys. The desire to develop the Dyson creep model to be applicable to multimodal alloys
that are used for turbine discs was the primary motivation for this project.
2.6.6 Alternative Physics Based Creep Models
The Manonukul model
Manonukul et al. [169] derived a physically-based creep model for dislocation creep of the nickel
superalloy C263. C263 is a fine γ′ strengthened alloy at 800 ◦C, with a solvus temperature of 925 ◦C.
The alloy is utilised for stationary combustion chamber applications, where temperatures range up
to 950 ◦C, thus the solvus temperature may be exceeded during in-service operation [169]. Creating
a model for this alloy requires creep predictive capabilities both when γ′ is present below the solvus,
and when the γ′ has gone into dissolution above the solvus.
Manonukul et al. [169] derive a precipitate strengthened creep rate equation based on the work of
Dyson [170]. Manonukul identified that at zero volume fraction (Vf = 0) the Dyson model predicts ˙c =
0 as a model shortcoming (Equation 2.99) i.e. the Dyson model is limited to alloys where precipitate
strengthening is the dominant strengthening mechanism. This result stems from the assumption that
the gliding dislocation generation rate from climbing dislocations is a function of volume fraction.
Removing this assumption, Manonukul [169] derives
ρg =
ρ
([
4pi
3Vf
1/3
]
− 2
)
[
4pi
3Vf
1/3
] (2.123)
Thus at zero volume fraction the gliding dislocation density ρg is equal to the total dislocation den-
sity ρ. At low volume fractions, it should be clear that the strengthening mechanism is no longer
precipitation strengthening, but another strengthening mechanism, namely dislocation entanglement,
i.e. dislocation network pinning as opposed to precipitate pinning.
The alteration of Manonukul et al. for dislocation network strengthening is basic. If the pinning
separation distance of dislocation networks is smaller than the pinning separation due to precipitates,
then the dislocation network strengthening mechanism dominates. The distance between pinning
dislocations is used rather than the inter-particle distance. Clearly at zero volume fraction, it is
the dislocation network alone imparting strength. Manonukul states that precipitate shear occurs in
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particles with radii smaller than a critical radius of 70 nm at 800 ◦C in C263 [169; 171]. Deformation
occurs by dislocation bowing and climb for particles with radii larger than the critical radius. Primary
creep is not accounted for, the particle coarsening is modelled as an LSW t1/3 rate and tertiary creep
due to cavitation and dislocation multiplication is coupled to the creep rate by CDM.
The Heilmaier model
Heilmaier et al. [172–174] derive a micromechanics based model to produce creep lifetime predictions
of the oxide dispersion strengthened (ODS) superalloys MA754 and MA6000. The average dislocation
velocity v¯ is described by Mott [175]
v¯ = C sinhβσeff (2.124)
where C is related to the diffusion coefficient and β to an activation area. σeff is the effective creep
stress, defined by Haasen, Alexander, and Ilschner (HAI) to be [176]
σeff = σ − σi = σ − (σp + σρ) (2.125)
where σ is the applied macroscopic stress. σi is the internal stress relief, which is composed of the
hardening due to particles σp and a hardening stress due to the long range stress-fields of dislocations
σρ. Taylor [177] derives σρ = αGbM¯
√
ρ where α is an elastic interaction coefficient, G is the shear
modulus, b is the Burgers vector, M¯ is the Taylor factor and ρ is the mean total dislocation density.
Combining Equations 2.124 and 2.125 with the Orowan equation (Equation 2.72), one derives the
creep rate for a particle strengthened alloy
˙ =
ρbC
M
sinhβ(σ − σp − σρ) (2.126)
The steady state creep rate is combined with a modified Monkman-Grant relationship to predict the
rupture lifetime. Heilmaier [173] defines σp = σ∗p + σp,ρ. The first strengthening term σ∗p is due
to the dislocation having to overcome the particle. The second strengthening term, σp,ρ, is due to
an additional stress field from the evolution of particle-induced dislocations at the interface during
plastic deformation. The evolution of the dislocations is described by Avrami kinetics, thereby giving
a primary and steady state creep curve.
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The Karthikeyan Microtwinning Model
Twinning is a deformation mechanism which results in a portion of the crystal structure being deformed
to an orientation that is related to the orientation of the rest of the untwinned crystal in a definite,
symmetrical way, such that the twinned portion is a mirror image of the parent crystal [168]. Twinning
is distinguished from slip by the following: in slip, the orientation of the crystal above and below the
slip plane is the same before and after slip, while twinning results in a change of orientation across
the twin boundary. Slip occurs in multiples of the atomic spacing, while twinning atom movements
are much less than an atom spacing. Slip occurs on spread slip planes, while twins are formed by
motion of every atomic plane in the twin region. Slip is the preferred deformation mechanism in
FCC structures, however at low temperatures and/or high strain-rates twinning can be the dominant
deformation mechanism [168].
In the intermediate temperature regime and at high stresses, twinning has been observed in CMSX-4
and SRR99 single crystals [178], and polycrystalline Rene´ 88DT [179]. The twinning of superalloys
under this regime is an area of ongoing research, as twinning is regarded as a low temperature and
high stress phenomenon. Viswanathan [179] concluded from TEM evidence that twinning occurs by
shear of the matrix and precipitate by a/6{111} < 112¯ > Shockley partials on successive {111} planes.
It is also suggested that twinning is highly thermally activated, as reordering is required to return
to the L12 microstructure after shearing of the Shockley partials. The immediately obvious question
arises whether there is a relationship between twinning and primary creep ribbon shear involving
a/6{111} < 112¯ > Shockley partials, however to the author’s knowledge no theory has been developed
relating these two phenomena.
Karthikeyan et al. [180] have developed a physics-based model to predict the creep rate due to
microtwinning deformation that gives reasonable agreement to experiment [180; 181]. The basis of
this model is that dislocation velocity is controlled by the rate of thermally activated reordering
following shear by a/6{111} < 112¯ > Shockley partials on consecutive plans, to remove the nearest
neighbour violations. The shear strain rate is [180]
γ˙ = ρtpbtpv¯ = ρtpbtp
Dord(btp/x2)
ln [f2∆Γ/(2τeffbtp − f2Γtt)] (2.127)
where ρtp is the dislocation density of mobile twinning partials, btp is the Burgers vector of the twinning
partials, Dord is the diffusion coefficient for the reordering, x is the short range reordering length, f2
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is the volume fraction of secondary γ′ being sheared, τeff is the effective shear stress, Γtt is the energy
of a true twin, and ∆Γtt = Γpt−Γtt(Dord/x2), the energy difference of the atomic rearrangement from
a pseudo-twin producing a true twin [180].
2.7 Primary Creep of Single Crystals
Thus far it has been demonstrated that empirical, recovery-based creep models are insufficient for
the purpose of modelling the creep properties of nickel superalloys. Physics-based creep modelling is
suggested as an alternative approach, Section 2.6. Difficulties arise when attempting to predict primary
creep with physics-based modelling, as the dislocation deformation mechanisms and dominant slip-
mode during primary creep conditions are still widely debated. Pan et al. [182] suggested that slip
of a single crystal superalloy occurs along the 6 cube {100}<110> and 12 normal {111}<110> slip
systems for γ′, while others stress the importance of the {111}<112> slip system [28; 61; 64–66; 183–
185]. There is strong evidence that suggests the dominant slip mode is dependent upon stress and
temperature. Matan et al. [62] showed that macroscopic shape deformation at 750 ◦C and 750 MPa
is due to {111}<112> in both phases, but at 950 ◦C and 185 MPa slip is due to {111}<110> in the γ
phase.
Based on extensive TEM work, Pollock and Argon [101] rationalised the creep behaviour of CMSX-3
with thorough dislocation analysis and finite element modelling. Prior to primary creep, there is a
short incubation period where dislocations must percolate through the matrix in a number of locations,
allowing for creep to occur, while no macroscopic plastic strain occurs. This process is hindered by
the γ′. Using a finite element model, Pollock and Argon showed that at 850 ◦C and 450–520 MPa
the applied load neutralizes the longitudinal misfit stress in the vertical γ channel parallel to the
loading direction, whilst the applied load adds to the misfit stresses present in the horizontal channels.
Therefore, while the dislocations continue to multiply and fill the γ channel, they move through the
horizontal channels far more easily than the vertical channels, confirmed by TEM [101]. Pollock and
Argon conclude that primary creep is due to the movement of dislocations in the horizontal channel
until the misfit stresses are relieved, i.e. primary creep is due to thermal misfit stresses that are
relieved by the flow of dislocations and is not related to work-hardening or recovery processes [186].
Interestingly, Pollock and Argon found the γ′ to be impenetrable until very late stages of tertiary creep.
This is in contrast to observations of γ′ shear during primary creep in other experimentation [28; 61–
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66; 182–185; 187]. Pollock and Argon concluded that the strength of CMSX-3 is due to the complex
dislocation flow in the narrow channels between particles caused by γ′ impenetrability. Finally, steady
state creep is due to the formation of a complex knitted dislocation network containing multiple slip
systems in the matrix and recovery by a dynamic recovery mechanism that is stress dependent.
Based upon TEM evidence, it is widely agreed that the dislocations are restricted to the γ phase
in the tertiary regime [62; 101; 187; 188]. The leading segment of the dislocation loops are screw in
character, and may cross-slip, depositing mixed and edge dislocations at the γ/γ′ interface [6; 189]. The
macroscopic deformation is quite homogeneous, with at least two slip systems active for orientations
near <001> [62; 190].
In contrast, macroscopic deformation can be quite inhomogeneous in the primary creep regime of
single crystals, where post-creep tensile samples show a large amount of ovalisation [62; 64; 186], due
to a single active slip system. There is an incubation period associated with a<112> nucleation before
primary creep occurs by {111}<112> ribbon shear. These are nucleated from, and thus dependent
upon, the network of a<110> dislocations present. A typical reaction may be [28]
a/2[011] + a/2[1¯01]→ +a/3[1¯12] + a/6[1¯12] (2.128)
At a certain stress, the a/3[1¯12] may enter the γ′, leaving the a/6[1¯12] at the interface, and creating a
superlattice intrinsic stacking fault (SISF) between the two dislocations. To form a ribbon in γ′, a sec-
ond reaction between two a/2<11¯0> dislocations is required, producing a further a/3[1¯12] + a/6[1¯12]
at the boundary. The original a/6[1¯12] may then shear the γ′, removing the SISF and producing an
APB which is removed by the second two superpartials. The second a/6[1¯12] superpartial disloca-
tion leads the a/3[1¯12], producing a superlattice extrinsic stacking fault between the pair [65]. This
shearing mechanism is termed stacking-fault shear. The particle shear models analysed above were
based on dislocation motion of two dislocations, producing APB’s. Modelling the shear of particles
during primary creep in this detail is an even more complex task, with four partials and potentially
four different faults. The model of Ma et al. [29] is a physically-based model that accounts for the
primary regime, and shows quite good creep predictions for CMSX-4 when compared to experimental
data. The model accounts for dislocation glide in the γ phase, dislocation climb at the γ/γ′ interfaces,
and also accounts for primary regime shear by a<112> dislocations. The production of a[211] from
2 × a2 [110] + a2 [101] is included, the evolution of dislocation density of both phases calculated, with
the dislocation density of the γ′ being a function of the applied stress, misfit stress, dislocation bypass
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stress and stress required to shear creating an anti-phase boundary.
A number of theories have been proposed regarding the hardening mechanism that reduces the creep
strain rate at high stresses, leading into secondary creep. MacKay and Maier [66] proposed that the
single crystal rotates towards the slip direction during plastic deformation. As the crystal rotates
during primary creep, a point is reached where a second slip-plane becomes active, with equal slip
on both slip planes. After sufficient intersecting slip between two {111}<112> systems, dislocation
entanglement results in strain hardening, leading into secondary creep. Rae [63], disagrees, suggesting
that primary creep ceases as the filling of the γ channel ends, due to dislocation debris at the γ/γ′
interface, counteracting the misfit and applying a back stress limiting dislocation movement.
There is TEM evidence [63] to suggest that secondary creep is due to a<112> stacking fault shear
at elevated stresses. In primary creep, the creep rate is controlled by a few dislocations travelling
through many precipitates. However in secondary creep there are too many interfacial dislocations to
permit long dislocation lines to flow through the crystal shearing many precipitates. Rather, the rate
is determined by a<112> formation at the interface and shear through a small number of precipitates.
Under this regime, larger precipitates should give rise to a larger secondary strain rate [63].
Despite the extensive research discussed above regarding the primary creep regime, it is important
to stress that the most of this work is based upon post-mortem TEM analysis. This occurs usually
under very different conditions to creep conditions, where dislocations may have been relaxed, and one
may not be analysing a representative TEM foil. Thus there is reason to perform in-situ diffraction
experimentation. It aids the analysis of the micromechanisms occurring in the bulk of material during
deformation, and relates the microscale deformation response to macroscopic creep.
Chapter 3
Lattice Strain Evolution During Creep
in Single Crystal Superalloys
3.1 Summary
In-situ neutron diffraction studies are carried out to characterise the micro-mechanical deformation
occurring during tensile creep deformation of a typical single crystal nickel-based superalloy, CMSX-
4. The loading responses of the matrix γ phase and the precipitate γ′ are distinct. Moreover, the
behaviour in the tertiary creep regime (in which the γ′ phase remains intact) is qualitatively different
from that in the primary creep regime (when γ′ is sheared). In tertiary creep, initial deformation of the
matrix leads to a release of misfit between the phases, resulting in elastic compression of the γ in the
loading direction. The load state then remains fairly constant during creep. During the initial stages
of primary creep, elastic compression of the γ phase is observed. Between 2 - 4% creep strain this
compression stabilises as the misfit is released, the point at which γ′ shearing beings. Subsequently,
the load in the γ increases by around 200 MPa until a maximum is reached at around 8% creep strain.
This load is then suddenly released by creep of the γ, accompanied by a reduction in load in the γ
due to the release of back stress.
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3.2 Introduction
Certain questions remain unanswered about the micromechanics of deformation of the single crystal su-
peralloys. For example, to what extent is deformation on the microscale restricted to the face-centered
cubic γ matrix which resides between the strengthening, ordered γ′ precipitates? Or alternatively, un-
der what conditions are the γ′ particles sheared by dislocation activity? Moreover, how do the different
modes of deformation on the microscale depend upon the temperature T and the applied stress level σ?
And from an engineering perspective, how does the underlying micromechanical mode of deformation
influence the macroscopic response? Answers to these questions would allow a greater understanding
of the deformation characteristics of these materials, and would allow more physically-faithful con-
stitutive models to be constructed [3; 29]. In turn, such understanding would enable more accurate
estimates to be made of the deformation induced under engine operating conditions.
To answer these questions unequivocally, novel and high resolution characterisation techniques are
needed. Unfortunately, the micromechanics of deformation are most usually studied by post-mortem
characterisation of the microstructure and dislocation activity, often under conditions very different
from those at which deformation was induced in the first place. For example, in the case of creep
in nickel-based superalloys, the regimes of temperature and stress relevant to practical applications
are 700 − 1100 ◦C and 100 − 850 MPa, as experienced in gas turbine applications. Yet it is probably
true to state that transmission electron microscopy (TEM) has been, until now, the most viable and
widely used tool for studying the modes of dislocation activity [63; 101]. However, a weakness of this
approach is that one is unable to probe the kinematics of deformation. Moreover, it is necessary to
make sometimes rather subjective interpretations based upon the dislocation configurations, which
are often relaxed because of the necessity to examine thin foils at room temperature. Finally, it is
necessary to be sure that one samples a volume of material whose deformation characteristics are
representative of the bulk behaviour, which might not always be the case.
In this chapter, neutron diffractometry is used to study directly the micromechanisms occurring during
the creep deformation of a typical single crystal superalloy. Whilst neutron diffractometry is now a
widely used method for characterising engineering alloys [191], it is still rare for the measurements
to be made during in-situ loading at temperature, in loading conditions beyond simple tensile or
compression testing, as is done here. Moreover, the nature of specimens which are monocrystalline
in form means that the experimental setup is more complicated than that used conventionally for
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Figure 3.1: Schematic of the experimental arrangement used to perform neutron diffraction measurements at
Engin-X, ISIS, Didcot, England.
polycrystalline materials [67; 99; 108; 192]. Here, it is demonstrated that neutron diffractometry can
be used to elucidate the micromechanisms of creep deformation in these materials; moreover some of
the first in-situ measurements made on this class of material are presented. This is done by making
phase-specific determinations of the load-strain response during creep deformation.
3.3 Experimental Details
Tensile-creep bars of the single crystal nickel superalloy CMSX-4 were machined from homogenized,
heat-treated and aged castings provided by Rolls-Royce plc., Derby, UK. The orientation of the three
bars were with the loading axis within θ < 5.8 ◦ of the [100] direction. The samples were tested on the
Engin-X time-of-flight (TOF) neutron diffractometer at ISIS, Didcot, UK. The samples were mounted
such that the stress was applied along the nominal [100] direction each time, the loading axis was
horizontal and the rig was positioned to give the longitudinal lattice displacement in one detector and
the transverse lattice displacement in the other. The detectors were fixed at 90 ◦ to the incident beam
(Figure 3.1), and data obtained from the full ±15 ◦ radial detector bank.
In general, if more than one Bragg peak is required, a TOF source outperforms a constant-wavelength
(reactor) source, since a TOF pulse, containing a wide range of wavelengths, can obtain a complete
diffraction pattern. The variable in TOF is the wavelength, and the measurements are radial in
reciprocal space in a single detector within a bank. The set-up of a single crystal sample for neutron
diffraction experimentation is more complicated than that for a polycrystal; for a single crystal to
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Figure 3.2: Diffraction spectrum obtained by time-of-flight (TOF) neutron diffraction for CMSX-4 single
crystal nickel superalloy. The (100) and (300) are γ′ reflections while the (200) doublet is a compound peak of
γ and γ′ phases.
be correctly aligned, measurements need to be taken and the sample subsequently rotated until the
desired lattice planes are found in each detector. An example of the diffraction spectra obtained is
shown in Figure 3.2.
Three creep tests were performed; a tertiary creep test at 900 ◦C and 460 MPa, and two primary creep
tests at 650 ◦C and 825MPa. Following sample alignment, the temperature T was increased to the test
temperature. The stress was stepped in order to measure the elastic constants, and then ramped to the
creep stress. The elastic data generated serves to improve confidence in the experimental methodology
and diffraction-spectrum fitting routine performed, by providing a reference case for comparison with
measurements made using other techniques in other nickel alloys [96; 109–113; 193]. This provides
some confidence in the measurements, as the elastic properties are relatively well known, and the
d-spacing must be linear with stress. In addition, the thermal expansion coefficients and constrained
misfit of the phases were found. The results from the elastic measurement analysis have been presented
elsewhere [11], and are included in Appendix B.
The first primary creep test was commenced at 700 ◦C and 825 MPa. However, the initial creep rate
was found to be rather high and therefore after ∼ 0.2 h the temperature was dropped to 650 ◦C. To
remove any ambiguity, the test was then repeated at 650 ◦C. The macroscopic creep curves are shown
in Figure 3.3.
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Figure 3.3: Macroscopic creep curves obtained during the three tests; (a) 650 ◦C and 825 MPa, (b) 700 ◦C
dropping to 650 ◦C and 825 MPa and (c) 900 ◦C and 460 MPa.
Figure 3.4: (200) composite peak obtained by time-of-flight diffraction. The γ′ peak fit was constrained by
the location of the (100) reflection.
A pseudo-Voigt peak shape was used to fit the (h00) (h = 1,2) γ′ peaks. The (200) composite peak,
Figure 3.4, was fitted in a similar manner to that performed by Stone et al [108], by assuming i) the
instrumental peak widths of both phases are equal, ii) the Voigt shape function of both peaks are equal
and iii) that the (200) γ′ position is fixed from the dγ
′
(100), d
γ′
(200) = 0.5 × dγ
′
(100). The intensity ratio
was found by testing the fit of different ratios to measurements which contained widely separated γ′
and γ (200) peaks. It was found that Iγ(200) = 0.25× Iγ
′
(200). The final fitting parameters for the (200)
doublet were therefore the width, shape function, overall intensity and the location of the γ peak.
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3.4 Results
The macroscopic creep behaviour observed during creep in the primary regime, at 650 ◦C and 825 MPa,
is quite different to that observed during tertiary creep at 900 ◦C and 460 MPa, Figure 3.3. The
tertiary creep test was run to failure, while the first primary creep test finished at approximately 4%
macroscopic strain due to failure of the grips. The second primary creep test was run for 24 h.
The evolution of measured d-spacing during the test after sample heating is shown in Figure 3.5. The
error bars have been removed from the d -spacing graphs (Figure 3.5), corrected lattice strain graphs
(Figure 3.7), and misfit graphs (Figure 3.8), as their inclusion obscures the data, making it difficult
to distinguish the γ from the γ′ data points. Error bars have been included on two γ and two γ′
data points in the (200), Figure 3.5 (a), to give a representation of the small calculated error from the
fitting routine, ∼ ±10−5 A˚.
Initially, the d-spacing of both phases increases due to the applied elastic stress, followed by an
evolution during creep. Changes in the d-spacing evolution, outputted from the fitting routine, must
first be compared to the Bragg peaks and employed peak fitting routine, before any conclusions about
the evolution of the material state can be drawn. The d-spacing evolution of the γ′ is due solely to
material state evolution, as it is a simple single peak fit. The difficulties arise when attempting to fit
the (200) peak with a doublet composed of both γ and γ′ phases. The different peaks that arose in
this experimentation are shown in Figure 3.6. When the γ and γ′ components of the (200) are widely
spread apart (case (a) and (e)), the fitting routine employed finds the peaks comfortably. Similarly
for cases (b) and (d), with a small separation between the peaks, the methodology employed is still
satisfactory. Difficulty arises, however, when the two peaks are close to overlapping. Since there are
four variables, γ d-spacing, width, shape, and intensity, the solution fit of γ may be either side of the
γ′ peak. Therefore care must be taken when interpreting the γ d-spacing output when both phases
have similar d-spacing values (case (c) of Figure 3.6).
In the tertiary regime, Figure 3.5(c), following elastic loading the (200) γ′ d-spacing increases, while
in the (020) it decreases rapidly between ε = 0.4 → 1.0%, after which it decreases at a slower rate.
The (020) analysis of the γ phase is less complicated than the (200), as the (020) γ and γ′ peaks
were widely separated in the (020), making fitting less difficult. In the (200), the peaks were widely
separated during the elastic regime, with dγ(200) > d
γ′
(200). Following the stress ramp from 200 to
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460 MPa, the d-spacing values become quite close. From the analysis of the peaks, we can conclude
that the (020) γ is correct, the γ d-spacing initially increases rapidly between ε = 0.4→ 1.0%, following
this the d-spacing increases gradually over the following 8% macroscopic strain. In the (200), the data
points shaded grey between ε ∼ 0.5 → 1.0%, are due to unsatisfactory fits of the (200) peak. The
only good fit between ε ∼ 0.5→ 1.0% occurred at  = 0.6%, dγ(200) = 1.829A˚; following this region the
fits were good. Neglecting the poor fits, the γ d-spacing decreases following the elastic loading, after
which it increases almost linearly.
In the primary creep test, Figure 3.5(b), the temperature drop from 700 → 650 ◦C is seen in both
phases as a decrease in d-spacing, at ε ∼ 1.4%. In the (020) the d-spacing is constant in the γ phase
and decreases in the γ′. The second primary creep test performed without the temperature drop,
Figure 3.5(a), agrees with the first. In the (200), the γ′ d-spacing increases slightly during creep after
the first ∼ 1% strain. In the longitudinal direction, dγ(200) is initially greater than dγ
′
(200). At a strain of
around 2% in Figure 3.5(a) and (b), there is a drop in (200) γ lattice parameter. From Figure 3.5(b),
this drop in lattice parameter is equivalent to a lattice strain of 0.004/1.828 = 2 × 10−3, or roughly
200 MPa, using the elastic constants in Table 3.1. The γ d-spacing of both primary creep tests steadily
increases following this drop, where, at a macroscopic strain ∼ 9% a maximum is reached. The first
primary creep test ended before this maximum was observed, Figure 3.5(b). A quite sudden drop in
(200) lattice parameter, and hence average elastic lattice strain, is then observed over the course of
around 1.5% macroscopic creep strain, followed by a slightly increasing d-spacing. Figure 3.5(a).
In order to relate the d-spacing measurements to strain, conventionally we define the (elastic) lattice
strain as follows
εxh00 =
∆d
d0
(3.1)
where εxh00 is the lattice strain of phase x in the (h00) lattice plane. d0 is the d -spacing at the creep
temperature and zero stress. The strain was then corrected to account for true stress and temperature
changes
εx,corrh00 = ε
x
h00 −
σ
Ex,effh00
(1 + ε)− αx 4 T (3.2)
where σ is the applied macroscopic nominal stress, Ex,effh00 is the apparent or effective stiffness of the
(h00) plane, ε is the macroscopic engineering strain, x denotes the phase and α the thermal expansion
coefficient. The strain εx,corrh00 is therefore the measured elastic strain due to creep, after correcting for
the strain due to elastic loading, changes in section area due to plasticity and thermal expansion. This
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also allows for the test which began at 700 ◦C to be corrected for the drop in temperature using the
measured lattice thermal expansion coefficients. The modulus Ex,effh00 is the diffraction elastic constant
measured for each phase, given in Table 3.1. This should be distinguished from the <h00> moduli of
the isolated phases; they are the measured apparent moduli and are modified from the isolated moduli
by the constraint between the two phases.
The evolution of this corrected lattice strain during each creep test is shown in Figure 3.7. In the
tertiary regime, it is interesting to see that the γ (200) is initially under a compressive strain, Figure 3.7.
Pollock and Argon [101], using a finite element study, showed that CMSX-3 at 850 ◦C and 450–520 MPa
neutralizes the misfit longitudinal stress in the vertical γ channel parallel to the loading direction,
whilst in the horizontal channels, the applied load adds to the misfit stresses present. Defining the
apparent misfit under stress and temperature for each measurement (as opposed to the standard
definition at zero stress), we can write
δapp = 2× dγ
′ − dγ
dγ′ + dγ
(3.3)
Examining the apparent lattice misfit in the (100) and (010), Figure 3.8c, the misfit is almost neu-
tralised in the (100) immediately following elastic loading, consistent with the theory of Pollock and
Argon [101]. The misfit derived from the transverse strain data also decreases from the initial elastic
state, but only very slightly, and then increases continuously during creep to nearly −5× 10−3.
The release of internal stress in the (100) channels appears as a lattice compressive strain in the (100)
γ. The corrected strains of both phases then increase in tandem. This might be taken to imply that
co-deformation of both phases was occurring, but it is generally agreed that tertiary creep is confined
to the γ matrix [62; 101; 187; 188], so we suggest that this evolution is due to a decrease in specimen
stiffness due to lattice rotation during creep.
Pollock and Argon showed that the longitudinal stress in the vertical (020) channels is approximately
Table 3.1: Measured diffraction effective elastic constants in the loading and transverse directions of each
phase.
T Eγ
′,eff
[100] E
γ,eff
[100] E
γ′,eff
[010] E
γ,eff
[010]
◦C GPa GPa GPa GPa
20 128± 3 109± 7 −192± 3 −208± 16
650 106± 5 106± 14 −198± 12 −211± 12
700 102± 2 108± 6 −227± 5 −196± 12
900 87± 2 89± 3 −217± 7 −171± 17
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double that in the horizontal (200) channels, under similar test conditions for CMSX-3. Dislocations
nucleate and move easily in the horizontal channels, demonstrated with transmission electron mi-
croscopy (TEM). Thus the dislocation movement is confined to the horizontal (020) channels [101].
In the present measurements, the (020) transverse γ lattice strain increases rapidly during the first
1% macroscopic creep strain, after which the rate decreases, presumably due to strain hardening.
Following an initial compression in the (020) γ′, the γ′ strain is almost constant, which implies that
particle cutting was not occurring.
In conclusion of the tertiary creep analysis, the measurements taken can be interpreted consistent
with the tertiary creep analysis of Pollock and Argon [101]: The γ initially yields to relieve the misfit
stresses, and then dislocation motion is confined to the γ channels without precipitate shear.
The two primary creep tests, despite being performed on bars with very similar orientations, differ
quite markedly in the macroscopic creep response, Figure 3.3. The initial primary creep strain, before
a steady-state regime is exhibited, is almost three times greater in test (a) than (b). A possible
explanation for this ambiguity is that the sample in test (b) had been subjected to the final aging
heat-treatment, but the sample in (a) had not. The post-crept samples were tested for ovalisation; the
ratio of the minor to major diameters was 0.99 for test (b), and 0.79 for test (a), i.e. test (b) showed
no ellipticity. The degree of ellipticity has been shown to be a function of macroscopic primary creep
strain [62]. The thinning along the <110> during primary creep has proved controversial. Pan et al.
[182] proposed that slip occurs along the 6 cube {100}<110> and 12 normal {111}<110> slip systems,
while others emphasize the importance of the {111}<112> slip system [28; 61; 64; 66; 183–185]. There
is strong evidence that suggests the dominant slip mode is temperature and stress dependent. Matan
et. al [62] showed that macroscopic shape deformation at 750 ◦C and 750 MPa is due to {111}<112>,
but at 950 ◦C and 185 MPa slip is due to {111}<110>. The primary creep test conditions employed
here are similar to 750 ◦C 750 MPa, so one would expect the {111}<112> slip mode to dominate.
The ovalisation that occurs during test (a) is a first indication that {111}<112> ribbon shear has
occurred, however the lack of ovalisation in test (b) indicates that, if particle cutting has occurred, it
has not occurred to a degree where it is evident by optical analysis, i.e. the primary creep strain was
not large enough. The diffraction data allows us to probe further into the micro-mechanics of primary
creep.
During both primary creep tests, the initial misfit is relaxed by elastic compression of the γ phase
in the (200) during the first 2% of creep, Figure 3.7b, i.e. load transfer to the γ′. As primary creep
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begins to halt, the (200) γ corrected lattice strain gradually increases from a minimum of −4× 10−3
to around −2× 10−3 at a creep strain of ∼ 8% and a total strain of ∼ 9.5%, Figure 3.7a. This would
be interpreted, in the light of Rae et al. [28; 63–65], as corresponding to the shearing of both phases.
Then, quite suddenly, there is a large change in misfit and decrease in the longitudinal (200) strain
in the γ phase in test (a) between 8 and 9% creep strain, followed by a plateau (test (b) did not
run to a large enough strain for this to be observed), Figure 3.7a. This is taken to be indicative of
a release of accommodation stress (sometimes termed back stress) between the phases. Interestingly,
a corrected lattice strain of −6 × 10−3 corresponds to a stress of around −600 MPa, Table 3.1, i.e.
relaxation of most of the applied stress of 825 MPa. This is suggestive of a sudden burst of creep in the
γ, indicating that filling of the γ channel at the interface with dislocations has halted, in agreement
with [63]. Notably, there is no corresponding change in the macroscopic creep curve, suggesting that
this creep of the γ is balanced by a decrease in the γ′ shear rate during this period of stress release.
This is observed as a slight drop in the γ′ (200) corrected lattice strain during the release event.
The lattice strain evolution in the transverse direction is consistent with this description. The initial
relaxation of misfit in the longitudinal direction has no corresponding feature in the (020) corrected
lattice strain and during shearing of both phases up to 8% creep strain the γ strain increases and the
γ′ strain decreases. Then, during the release event, the (020) γ transverse elastic strain decreases and
there is a corresponding increase in the (020) γ′.
In summary, primary creep proceeds in three phases; first, an increase in misfit towards zero, at which
point shearing of both phases begins. The stress in the γ gradually increases during shearing until,
quite suddenly, the back stress is released by a burst of creep in the γ phase.
Finally, the samples were examined after testing, Figure 3.9. The γ′ of the primary creep samples still
possess a cubic morphology, while the tertiary creep samples possess a partially rafted structure in the
(010) plane. Therefore, even at a temperature below that traditionally recognised as causing rafting
in CMSX-4, some rafting can be observed. If tertiary creep is confined to the γ, presumably a point
would eventually be reached where rafting would be so extensive as to require either glissile sliding
of the γ/γ′ interfaces to accommodate creep of the γ, or shearing of both phases would be required.
However, there is no indication in the diffraction data that such a point was reached in the present
testing, which was performed to failure.
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3.5 Summary and Conclusions
The elastic lattice strain evolution during the tertiary and primary creep of single crystals of the
nickel-base superalloy CMSX-4 has been examined using in-situ neutron diffraction and analysed in
light of our current understanding of the dislocation mechanisms operative during creep from TEM
studies. The following conclusions can be drawn from this work.
1. In-situ neutron diffractometry can be used to examine the evolution of loading state in the two
phases during creep deformation using the peak positions as an internal elastic strain gauge.
2. The lattice strain response observed in the two regimes is quite distinct, indicating a difference
in the operative micromechanisms of deformation during primary and tertiary creep.
3. During the initial stages of tertiary creep deformation of the matrix phase leads to a release of
misfit between the two phases, resulting in elastic compression of the γ phase in the loading
direction. The load state in the two phases then remains fairly constant during creep, with a
gradual increase observed that is thought to be due to lattice rotation. There is no evidence of
shearing of the γ′ phase.
4. In primary creep, during the initial stages elastic compression of the γ phase is also observed
until at a creep strain of around 2-4% this compression stabilises as the misfit is released. This
is expected to be the point at which shearing of the γ′ begins. Subsequently, the load in the γ
increases by around 200 MPa until a maximum is reached at around 8% creep strain. This load
is then suddenly released by creep of the γ phase between 8 and 9% creep strain, accompanied
by a reduction in load in the γ′ due to the release of back stress.
5. Limited rafting is observed to occur during tertiary creep testing at 900◦C and 460 MPa.
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Figure 3.5: The d-spacing response during elastic loading and creep under two different operating conditions.
γ d-spacing data from peaks which proved difficult to fit accurately are highlighted in grey.
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Figure 3.6: The different (200) peaks observed from experimentation. From left (a) to right (e), different
situations with the γ peak moving from the left of the γ′ to the right of the γ′. The example in (c) is the
most challenging for peak fitting analysis, and illustrates the necessity of the fitting assumptions made. (a)
T = 650 ◦C σ = 825 MPa ε = 11.74% (200) (b) T = 650 ◦C σ = 825 MPa ε = 10.14% (200) (c) T = 650 ◦C
σ = 825 MPa ε = 9.34% (200) (d) T = 650 ◦C σ = 825 MPa ε = 0.29% (020) (e) T = 650 ◦C σ = 825 MPa
ε = 11.74% (020).
Figure 3.7: The corrected lattice strains of phase x, εx,corrh00 , against the macroscopic creep strain, εcreep. The
temperature drop from 700 ◦C to 650 ◦C in the primary creep test (b), has been corrected.
Figure 3.8: The apparent misfit during elastic and creep deformation for the primary and tertiary creep tests.
The data from the poor fits in the (100) tertiary creep test have been removed for clarity.
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Figure 3.9: Observed post-creep microstructures (etched sample, secondary electron imaging), viewed trans-
verse to the loading direction [(010) plane]; (a) the primary creep test at 650 ◦C and (b) the tertiary creep test
at 900 ◦C.
Chapter 4
Coarsening of a Multimodal
Nickel-Base Superalloy
4.1 Summary
The coarsening of γ′-Ni3Al precipitates in the nickel superalloy Ni115 has been examined and compared
to the results of a numerical model based on LSW coarsening theory. Ni115 has a γ′ fraction of around
60%, and at coarsening temperatures of interest the γ′ distribution is bimodal, with two populations
∼ 5 nm and ∼ 90 nm in radius. It is found that during the initial transient (around 2000 h at 800◦C),
the fine γ′ dissolve, leading to a rapid increase in the mean radius followed by a plateau. At long
times, the expected steady state unimodal t1/3 coarsening is observed. The model reproduces these
features in form and approximately in magnitude, a first for LSW model-experiment comparisons in
nickel superalloys.
4.2 Introduction
With the ever-increasing demand for higher engine efficiencies to reduce emissions and fuel costs,
aerospace gas turbine hot section parts are required to operate at the limit of their thermal and
mechanical capability. This has necessitated a vast amount of research on high temperature materials
over the last 60 years, culminating in the development of the nickel superalloys. These alloys have
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Figure 4.1: (a) Dark field TEM and (b) secondary SEM images of the initial (t = 0) microstructure of NI115
after industrial heat-treatment, showing a single large γ′ ∼ 500 nm in average diameter, aged primary γ′ of
∼ 180 nm and fine secondary γ′ ∼ 10 nm in diameter.
excellent high temperature stability due to a FCC γ matrix that is stable to its melting point and a
coherent ordered L12 Ni3Al γ′ precipitate that hinders dislocation motion.
Traditionally, polycrystal turbine discs have been designed with an emphasis on resistance to fatigue
crack initiation and propagation, but as operating temperatures increase they are being pushed into a
regime where creep can become an important design consideration, such that creep/fatigue interaction
cannot be ignored in lifing. At these temperatures the microstructure may not be stable, and significant
diffusion-controlled coarsening of the, potentially multimodal, precipitate distribution may occur. An
example of such a multimodal distribution is shown in Figure 4.1. The resulting change in the particle
radius distribution (PRD) and inter-particle distance results in a loss of creep performance of the
superalloy [115]. It is therefore crucial to understand and model this particle coarsening behaviour,
so that it can be incorporated into the next generation of prognostic creep/fatigue lifing models.
Following a phase transformation, such as the nucleation and growth of precipitates from a supersatu-
rated matrix, a two-phase system may not be in its lowest energy state because of the energy associated
with the particle/matrix interfaces. Therefore smaller precipitates, with their higher surface area to
volume ratio, can coarsen to a smaller number of larger particles, lowering the overall energy of the
system. This requires the diffusion of solute through the matrix phase from dissolving smaller particles
to growing large particles. This diffusion process is commonly referred to as coarsening, or Ostwald
ripening [114].
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Lifshitz and Slyozov [13] and independently, Wagner [14] (LSW), developed the classic analysis of
coarsening. Lifshitz and Slyozov solved analytically, in the long time (t) limit as t → ∞, the three
equations that govern particle coarsening; a kinetic equation, a continuity equation and conservation
of mass. The LSW analysis is idealised, making the assumptions that: (i) the particles are spherical,
(ii) the precipitate volume fraction Vf is close to zero and the precipitates are infinitely far apart,
such that one can ignore the diffusion field between neighbouring precipitates, (iii) that no internal
elastic stresses exist between the phases, and (iv) that the matrix is infinite and no relative motion
occurs between particles and matrix. LSW theory predicts a time-independent attractor state for the
PRD scaled by the average radius R that is unique and time-independent, that R ∝ 3√t and that the
number of particles per unit volume Nv is proportional to 1/t.
However, the idealisation required by the LSW analysis is problematic because diffusional interaction
between particles (soft impingement) at non-zero Vf alters the coarsening kinetics and because tran-
sient effects can persist for significant time periods before the attractor state is achieved. For example,
Hadjiapostolidou [116] heat-treated the Rene´ 80 nickel superalloy for up to 20000 h at 850 ◦C without
achieving a steady-state PRD.
Developments of the LSW theory have attempted to remove the assumption that Vf = 0 by calculating
a statistically averaged diffusion interaction of a particle of a certain size class with its surroundings.
Early attempts neglected the long-range nature of the diffusion field around the particles, yielding
the modified LSW (MLSW) description [19] and the Encounter Modified theory (LSEM), which also
accounted for particle coalescence [21]. Further developments [15; 16; 18; 22; 23], proposed more
realistic analytic and numerical models for finite Vf . All these models use identical microscopic
equations but arrive at quantitatively different results [17] and are mainly concerned with the shape
of the normalised PRD at long times. These models offer improved correspondence to measurements
in real and model alloys [116; 194], but only at long times and once a unimodal precipitate distribution
is established.
This focus on the long time normalised PRD has been very much to the neglect of modelling the
transient before steady state coarsening is reached, termed transient Ostwald ripening. Many of
the nickel superalloy systems employ multimodal precipitate distributions which can be present for
thousands of hours at operating temperatures. It is therefore of importance to understand the Ostwald
ripening behaviour of a multimodal system in the transient regime as well as the longer term behaviour
as it coarsens towards a unimodal distribution.
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Table 4.1: Comparison of Ni115 bulk composition from literature and that measured by Inductively Coupled
Plasma Optical Emission Spectrometry (ICP-OES) and a LECO carbon sulphur (CS) analyser.
Element, wt.% Al C Cr Co Cu Fe Mo Ni Si Ti Zr
Minimum [9] 4.5 0.12 14.0 13.0 0.2 1.0 3.0 bal 0.4 3.5 0.03
Maximum [9] 5.5 0.2 16.0 16.5 max max 5.0 bal max 4.5 0.06
Minimum [10] 4.5 0.12 14 13 ≤ 0.20 ≤ 1.0 3.0 54.0 ≤ 1.0 3.5 ≤ 0.15
Maximum [10] 5.5 0.2 16 15.5 ≤ 0.20 ≤ 1.0 5.0 54.0 ≤ 1.0 4.5 ≤ 0.15
This work 4.85 0.15 15.0 15.2 0.2 0.4 3.64 bal 0.003 3.96 0.042
Table 4.2: The experimental heat-treatment matrix for Nimonic 115 (x) used in the present study, after initial
industrial heat-treatment.
Time, hours
6 12 24 48 96 20
0
50
0
10
00
13
00
20
00
30
00
40
00
75
00
T
em
p,
◦ C 700 x x x x x x x x x x x x x
800 x x x x x x x x x x x x x
900 - x - x x - - - - - - - -
1000 - x - x x - - - - - - - -
This chapter presents the coarsening behaviour at elevated temperatures of the polycrystal nickel
superalloy Nimonic 115 (Ni115), which has an initial multimodal distribution. The importance of
transient Ostwald ripening is demonstrated and the model of Chen and Voorhees [24] is developed
such that a comparison of model predictions can be made to the coarsening data in non-normalised
time and particle size. To the author’s knowledge, the only published work attempting to return to
non-normalised time from LSW based theory was made by Ardell [195] in model binary Ni-Al, Ni-Si,
and Ni-Ti superalloys. To move from normalised time to real time requires knowledge of concentration
gradients of the alloy, the diffusion parameters, and the initial critical radius Rc. Rc defines which
particles grow and which dissolve. This step allows accurate predictions of the changing PRD in
Nimonic 115 during coarsening.
4.3 Experimental
Samples of polycrystal Ni115, Table 4.1, provided by QinetiQ plc. were solution heat-treated at 1190◦C
for 1.5 h, air cooled and then aged at 1100◦C for 6 h and air cooled, which is a typical industrial heat-
treatment. A trimodal distribution of γ′ was observed, Figure 4.1, as shown by Porter and Ralph [196].
10 mm diameter, 6 mm long samples from the parent bar were then subjected to the coarsening heat-
treatments in Table 4.2. For SEM, samples from the centre of the samples were then ground, polished
and electro-etched using 2.5% phosphoric acid in water at 2.5 V, 2 A, for 1 s at RT. 0.15 mm TEM
discs were jet electro-polished using a solution of 45% butan-1-ol, 45% acetic acid, and 10% perchloric
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Figure 4.2: Demonstration of the steps taken in data acquisition, using the heat-treatment 800 ◦C for 6 h. The
raw image, the thresholded image, counting individual particles, and the final PDF, CDF, and Weibull fit to
the data.
acid at 16 V, 40 mA at 3◦C.
The SEM images were thresholded using the ImageJ software package to produce binary images of
the γ and γ′ and individual particle areas calculated, allowing equivalent radii to be calculated. A
minimum of three images was analysed from different grains for each heat-treatment. The cumulative
distribution function (CDF) for each sample heat-treatment distribution was then smoothed with a
Weibull fitting function, and the final particle distribution function (PDF) obtained from the derivative
of this Weibull, as shown in Figure 4.2.
4.4 Numerical Modelling
The model of Chen and Voorhees [24] is presented and implemented to allow application to the
coarsening of a real alloy system; for a complete derivation the reader is referred to [24]. Our aim is
to predict the evolution of the PRD as the system coarsens in time. Defining the PRD as F (R, t),
then F (R, t)dR is the number of particles per unit volume Nv between radii R and R+ dR. With the
126 Chapter 4. Coarsening of a Multimodal Nickel-Base Superalloy
assumption that no nucleation or coalescence occurs, the continuity equation (CE) is
∂F (R, t)
∂t
+
∂F (R, t)V (R, t)
∂R
= 0 (4.1)
The particle growth rate V (R, t) is V (R, t) = dR/dt. The kinetic equation (KE) is derived from
combining a linearized Gibbs-Thompson equation and the solution of the quasi-steady-state diffusion
equation of an isolated particle in an infinite matrix.
V0(R, t) =
D[C∞(t)− Cαeq − lαc /R]
R[Cβeq − Cαeq + (lβc − lαc )/R]
(4.2)
where V0 is the growth rate at Vf = 0, D is the diffusion coefficient, the mean field concentration in
the matrix is C∞(t), Cαeq is the equilibrium concentration in the matrix at a flat interface and C
β
eq is
that of the precipitate phase; lαc and l
β
c are corresponding capillary lengths. The capillary lengths are
characteristic lengths of the coarsening system [24]. The particle growth rate for the critical radius is
V (Rc, t) = 0, giving
Rc(t) = lαc /(C∞(t)− Cαeq) (4.3)
Substituting eqn. (4.3) into the KE, eqn. (4.2), gives
V0(R, t) =
Dlαc [1/Rc(t)− 1/R]
R[Cβeq − Cαeq + (lβc − lαc )/R]
(4.4)
To account for non-zero Vf , the Marqusee and Ross [16] modification is introduced into the KE;
V (R, t) = V0(R, t)
(
1 +R
√
4piNvR
)
(4.5)
The amount of solute in the system, C0, is conserved during coarsening. The matrix supersatura-
tion decreases from its initial value to zero. Assuming that Vf is a time independent constant, the
conservation of mass is given by
C0 = [1− Vf ]C∞(t) + VfCβ (4.6)
The evolution of an initial PRD is solved by a combination of the continuity eqn. (4.1), the kinetic eqn.
(4.5) and the conservation of mass (4.6). At this point it is mathematically convenient to reformulate
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the governing equations in terms of a dimensionless particle radius r, concentration θ, time t′, and
PRD f(r, t′).
r ≡ R(t)/Rc(0) (4.7)
θ ≡ (Rc(0)/lαc )(C − Cαeq) (4.8)
t′ ≡ t/τ where τ = R2c(0)θβ/D (4.9)
The continuity eqn. (4.1), kinetic eqn. (4.5) and conservation of mass (4.6) simplify to
∂f(r, t′)
∂t′
+
∂f(r, t′)v(r, t′)
∂r
= 0 (4.10)
v0(r, t′) =
1
r(t′)
[ 1
rc(t′)
− 1
r(t′)
]
(4.11)
v(r, t′) = v0(r, t′)
(
1 + r
√
4piNvr
)
(4.12)
θ0 =
1
rc(t′)
+
4pi
3
[
θβeq −
1
rc(t)
]∫ ∞
r3f(r, t′)dr (4.13)
4.4.1 Solution Method
Two problems arise in solving these equations numerically. First, v0(r, t′) diverges as r → 0. Second,
if a constant grid spacing is used in r-space, then eventually the PRD will touch the upper end of the
mesh. To tackle both these problems, we scale r(t′) by the time-dependent critical radius rc(t′), to
obtain a scaled radius z.
z ≡ [r(t′)/rc(t′)]3 (4.14)
Rewriting eqns. (4.10–4.13) in terms of z and f(z, t) yields
∂f(z, t′)
δt′
+
∂f(z, t′)v(z, t′)
∂z
= 0 (4.15)
v0(z, t′) = (3/r3c )(z
1
3 − 1)− (3z/rc)r˙c (4.16)
v(z, t′) =
3(z
1
3 − 1)
r3c
(
1 + z
1
3 r
3
2
c
√
Vff1/3
)
− 3zr˙c
rc
(4.17)
r4c − (1/θβeq)r3c − (3/f1)rc + 3/(θ0f1) = 0 (4.18)
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Where fi is the ith moment of f(z, t′). As a result of this transformation, v(z, t) is well behaved as
z →∞.
To obtain r˙c, the time derivative of (4.18) is solved analytically.
r˙c = P f˙1 (4.19)
where
P =
−3(rc − 1/θ0)
f21 (4r3c − 3r2c/θβeq − 3/f1)
(4.20)
To obtain an expression for f˙1, at Vf = 0 eqns. (4.15) and (4.16) are solved taking the time derivative
analytically, or if Vf 6= 0, using eqns. (4.15) and (4.17). For the case of Vf 6= 0, one obtains
f˙1 = Q− (3f1/rc)r˙c (4.21)
where
Q ≡ (3/r3c )(f1/3 − f0) + (3/r
3
2
c )(f2/3 − f1/3)
√
Vff1/3 (4.22)
Combining eqns. (4.19–4.22), we obtain a solution for r˙c,
r˙c = PQ/(1 + 3f1P/rc) (4.23)
4.4.2 Implementation
The coarsening of initial Gaussian, log-normal and doublet Gaussian distributions were simulated in
ρ space, where ρ = r/r = z1/3rc/r. The coarsening predictions obtained in [24], were reproduced.
The initial measured particle distribution for the aged Ni115 samples used was then simulated, using
the PDF found by the Weibull fitting process. The PDF in R-space (nm) was then transformed to a
PDF in z-space (the required input for the coarsening simulation).
The diffusion coefficient D was calculated by
D = D0 exp (−Q/RT ) (4.24)
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where D0 is a pre-exponential term, Q is the activation energy for diffusion, R is the gas constant and
T is temperature.
The moments of the PDF were calculated using the trapezium rule, and the non-linear equation in
rc (4.18) solved using the Newton-Raphson method. Next, r˙c (4.19) was calculated by solving eqn.
(4.23), allowing the kinetic eqn. (4.17) to be solved. ∂[(f(z, t′)v(z, t′)]/∂z of the continuity eqn. (4.15)
was approximated using a third order one-sided finite difference method, where the direction of the
differencing was selected to guarantee stability. The continuity eqn. (4.15) was then solved by Euler’s
method by specifying a time increment ∂t′. This solution method was then repeated for each time
increment ∂t′. The PRD in z-space was transformed back to R-space (nm), to interpret the coarsening
prediction in real space. For a multimodal distribution the average radius of each peak and the number
of particles per unit volume could be outputted.
For simplicity, it was assumed that Rc = R, which has previously been demonstrated to be valid [24].
To bring the simulation back into real time t, the value of τ was solved using eqn. (4.9).
A flow chart is presented in Figure 4.3 highlighting the key steps taken to solve the coarsening equations
and output the model predictions.
4.5 Results and Discussion
4.5.1 SEM observations
The coarsening kinetics of Nimonic 115 were studied, Table 4.2. Secondary emission images are
presented in Figure 4.4 at two short time scales, 6 and 48 h, and a long time scale, 7500 h, demonstrating
the difference in coarsening over the temperature range of 700 – 1000 ◦C. At 700 ◦C, the very fine
secondary γ′ is observed between the larger primary γ′ after 6 and 48 h, while at 7500 h the alloy has
coarsened to a unimodal distribution. This shift from bimodal to unimodal occurs between 4000 and
7500 h at this temperature. At 800 ◦C, coarsened secondary γ′ are seen in the 6 h micrograph. After
48 h, the alloy approaches a unimodal distribution, but secondary particles are still present near grain
boundaries, as shown in the 48 h micrograph. After 48 h the distribution is unimodal; an example
is shown in the 7500 h micrograph. At 900 ◦C, the kinetics are extremely rapid, with a unimodal
dispersion after only 6 hours. The longer time frames were therefore not studied at and above this
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Figure 4.3: Flow chart demonstrating the key steps taken in solving the numerical coarsening model.The main
loop is calculated for n steps in time, and represented by the thicker arrows.
temperature as the kinetics of unimodal coarsening have been widely examined previously [9]. At
1000 ◦C one observes nucleation of fine γ′ on cooling, as this temperature is very close to the solvus.
The morphology of the γ′ was in agreement to the work of Ricks et al. [100]. The fine γ′ is spherical,
minimising the surface energy, while the primary γ′ evolve as cuboids due to elastic interactions and
lattice misfit. In longer time frames the primary γ′ coallesce, forming precipitates similar to those of
rafted structures.
4.5.2 Model Predictions and Coarsening Data
The model of Chen and Voorhees [24] was reproduced and the evolution of a Gaussian, representing
a unimodal distribution, and doublet Gaussian, representing a bimodal distribution, were analysed.
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Figure 4.4: Representative secondary emission SEM images showing the coarsening of the γ′ precipitates at
700 ◦C to 1000 ◦C at three different time intervals, 6 h, 48 h and 7500 h.
The results agreed with those of Chen and Voorhees, verifying the code written. The code was then
developed to output non-normalised evolutions as described in Subsection 4.4.2. This requires the
input of Vf , concentrations Cαeq, C
β
eq, and C∞, the diffusion coefficient D, and the activation energy
for diffusion, Q.
Mottura [41] used atom-probe measurements to find the concentration of elements across the γ-γ′
interface in the nickel superalloy CMSX-4. The concentration of aluminium, titanium and tantalum
across the interface were provided. This data was used as an initial estimate for the concentrations
Cαeq, C
β
eq, and C∞, Table 4.3.
The overall chemical composition of the Ni115 alloy supplied by QinetiQ plc. was analyzed by Incotest,
Table 4.1, confirming that the alloy batch lay within normal specifications for Ni 115.
There are three values that may be inputted into the coarsening routine for the volume fraction of
Ni115. Porter and Ralph [196] provide a volume fraction of 50%. Using the ICP-OES and CS results as
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Table 4.3: The material parameters used in the coarsening model
Vf % Cαeq C
β
eq C∞ D0 10
−4 m2 s−1 Q kJ mol−1
59 0.02 0.23 0.045 1.9 140
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Figure 4.5: Model predictions for Nimonic 115 primary and secondary precipitate evolution in dimensionless
time. Nv = 1 (the zeroth moment) at t′ = 0 and this decreases as coarsening proceeds.
input to Thermo-Calc in conjunction with an appropriate thermodynamic database predicts a value
of 62% at 600 ◦C. Finally, the average area fraction of the long-term aged samples was calculated
using Image-J image analysis software on SEM images and found to be Af = 59%. The long-term
images were used as these are unimodal, meaning they are less difficult to measure, and the alloy is
certainly at equilibrium concentration after the long heat-treatments. Since this area fraction analysis
is representative of the alloy, one can assume Af = Vf . The measured value of Vf = 59%, is in close
agreement with the Thermo-calc calculation of 62%, therefore a Vf = 59% was used.
The remaining model input data are D0, Q and the initial, measured, particle radius distribution. A
lower band for D0 is that for self diffusion [197], while the activation energy Q has been fitted to the
experimental coarsening data, presented in Figure 4.6.
The prediction of Nimonic 115 precipitate evolution is shown in Figure 4.5. At times from t′ = 0 to
t′ = 5, the secondary precipitates are seen to coarsen, with the mean radius increasing, the distribution
broadening, and the number of secondary particles decreasing. In this time frame very little alteration
occurs to the primary distribution. At times longer than t′ = 5, the system becomes unimodal and the
primary precipitates begin to coarsen, with the distribution broadening and the number of particles
decreasing, flattening the particle distribution.
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Figure 4.6: Comparison of model predictions to experimental data at 700 ◦C and 800 ◦C. The results are
plotted in t1/3 as is convention for discussing LSW based theories.
Further insight can be gained by studying the evolution of the mean radius R, shown in Figure 4.6.
The error bars represent the standard error in determining R at each time and temperature.
SER = SDR/
√
n (4.25)
Where SER is the standard error, SDR is the standard deviation, and n is the number of counted
particles.
Firstly examining the 800 ◦C R data in Figure 4.6, an initial linearly increasing mean radius is observed
with t1/3, followed by a plateau region, which is then followed by a second linearly increasing region.
Safari et al. [121] observed a similar initial linear increase and plateau region in R when plotted against
t1/3 in the 60% Vf bimodal nickel superalloy Rene´ 80. In the work of Safari et al. [121] a sample of
Rene´ 80 was subjected to a standard heat-treatment followed by a heat-treatment of 871 ◦C for times
up to 1750 h (t1/3 = 12.1). Safari concluded that the mean radius follows the LSW cube rate law up
to 1000 h, beyond which no further coarsening occurs (the plateau region). The Nimonic 115 R results
at 800 ◦C presented in this chapter suggest that Safari et al. [121] did not pursue their heat-treatments
to long enough times. If longer heat-treatments had been employed R may have increased again.
The explanation of the coarsening behaviour at 800 ◦C is greatly aided by the numerical model.
Initially the mean radius of the secondary particle increases and the total number of secondaries
reduces, while the primaries remain relatively unaltered. This has the combined effect of increasing
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the overall mean radius R. As the secondary particles dissolve and the model shifts to a unimodal
distribution one observes the plateau region. This plateau can again be explained by the numerical
model. As the unimodal system coarsens, there is not a reduction in the number of particles, simply
a transfer of γ′ from the smaller to the larger particles. This is seen in Figure 4.5, where the peaks
broaden, however since the number of particles is not decreasing, the mean radius effectively remains
constant. Eventually a time is reached where particles begin to fully dissolve and the number of
particles begins to decrease. The plateau region comes to an end and the mean radius R of the
unimodal system increases in a manner that can be compared to that of LSW theory.
The transient coarsening regime can be considered to last up to the end of the plateau region in
Figure 4.6. At 800 ◦C, the plateau region ends at a time between 1000 and 3000 h, while at 700 ◦C the
transient regime occurs for more than 7500 h. From this experimental data it is clear that one should
not attempt to predict the coarsening behaviour of a nickel superalloy using a unimodal LSW theory,
or one of the altered unimodal LSW theories, as the coarsening of the mean radius R is not a linear
relationship with t1/3. This linear LSW behaviour may not occur for thousands of hours at elevated
temperatures.
In order to obtain model predictions in non-normalised time, one needs to input values for the acti-
vation energy Q, and the pre-exponential diffusivity term D0, into eqn. (4.24). Due to the model’s
sensitivity to the activation energy Q, an extensive literature survey was undertaken to establish the
range of physically plausible values, Table 4.4.
With the data presented in Table 4.4, one might expect the activation energy to be in the range of
250− 295 kJ mol−1, if it is assumed that the rate controlling mechanism is lattice diffusion. However,
it was found that fitting the model to the experimental data implied a much lower activation energy, of
∼ 140 kJ mol−1. For comparison, activation energies for a variety of nickel superalloys are presented in
Table 4.4, with the apparent range being 127− 292 kJ mol−1. There are two LSW model assumptions
and a further factor in the model implementation that may lower the apparent value of Q, which
has essentially been treated as a fitting parameter. LSW-based theories ignore misfit stresses, which
will affect the coarsening rate. LSW theories also do not account for local coarsening effects, but
instead use long-range diffusion fields. Finally, the model requires the concentration of diffusing
species (principally Al, Ti and Ta) in the matrix, precipitate, and interface. Due to the very limited
information of concentration gradients in nickel superalloys, here we have used 3D atom probe data
for CMSX-4 as a first approximation [41].
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Table 4.4: Activation energies of diffusion for nickel alloys and superalloys.
Alloy Type/Condition Q kJ mol−1 Reference
Ni in Ni self 280 [197]
Ni in Ni-Cr lattice 286 - 295 [197]
Co in Ni-Co lattice 250 - 261 [197]
C in Ni lattice 139 [198]
C in Ni-Fe-Cr lattice 161 - 183 [199]
Fe in Ni lattice 253 [198]
Mo in Ni lattice 213 [198]
Al in Ni lattice 270 [200]
Ti in Ni lattice 257 [200]
Al in Ni-Al γ lattice 263 - 280 [201]
Ni in Ni3Al lattice 287 - 306 [202; 203]
Ni in Ni grain boundary 180 [204]
Ni in Ni grain boundary 162 [205]
Ni in Ni grain boundary 115 [197]
Ni in Ni3Al-Fe grain boundary 174 - 177 [205]
Ni in Ni3Al-Cr grain boundary 198 - 200 [205]
Ni in Ni-Cr grain boundary 162 - 185 [206]
Ni in Ni dislocation pipe 184 [204]
Nimonic 80A 274 [207]
Nimonic 90 257 [207]
Nimonic 105 263 [207]
IN939 265 [207]
IN738LC 292 [208]
IN738LC 269 [209]
IN738LC 150 [210]
Rene´ 80 218 [121]
Rene´ 80 127 [116]
Ni115 140 present work
On first analysis, the low value of Q = 140 kJmol−1 appears to imply that diffusion giving rise to
coarsening of the precipitates, i.e. that of the main γ′ partitioning elements Al, Ti and Ta in the γ
matrix, is dominated by grain boundary or dislocation pipe diffusion. Turnbull [211] suggested that
the diffusion rate at grain boundaries is many times greater than the diffusion rate of lattice diffusion
due to the dislocations acting as ‘pipes’ along which atoms can rapidly diffuse. Atomistic studies
have shown that the activation energy for pipe diffusion in FCC Al-Mg alloys is approximately 60 -
75% of the activation energy in the bulk [212]. Jones [213] has previously suggested that discrepancies
between the measured diffusion coefficient and theoretical value of dispersed Al3Ti in aluminium based
matrices is due to pipe and grain boundary diffusion. A possible method to account for these diffusion
methods is to use an effective diffusivity, or an effective activation energy. From Brown and Ashby
[197] this value is 115 − 280 kJmol−1 for diffusion of nickel. Footner and Richards [207] published
activation energies of diffusion for a number of unimodal superalloys, Table 4.4. Footner and Richards
suggested that these activation energies are slightly lower than expected due to coallesence of particles
resulting in a lower calculated value of Q.
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The coarsening experimentation was performed on bimodal Ni115 samples which had previously been
given a standard microstructure optimisation heat-treatment. This is significant for two reasons.
Firstly, the samples have low dislocation densities, limiting the scope for dislocation pipe diffusion
as an explanation for the low apparent activation energy. Secondly, the alloy possesses a bimodal
initial precipitate distribution. IN738LC and Rene´ 80 are also bimodal superalloys, and as shown in
Table 4.4, there are large divergences in the published data from different studies. Rosenthal and
West [208] performed heat-treatments up to 600h, and found that the bimodal distribution diffusion
activation energy is Q = 292 kJmol−1, as one would expect for lattice diffusion. The value of Balicki et
al., Q = 150 kJmol−1 [210] is in close agreement with the present work. However the heat-treatments
were very short (24 h), and the samples were furnace-cooled rather than air-cooled. Stevens and Flewitt
[209] report Q = 269 kJmol−1 for IN738. This value was obtained by studying the coarsening rate of
the secondary particles, and ignoring the primary particles. It has been proposed that the coarsening
of a particle is dependent on its local environment [214], therefore the coarsening of a γ′ secondary
particle is governed by the surrounding particles, which are also the secondary particles. Stevens
and Flewitt [209] use this argument to calculate the activation energy of the secondary particles,
treating them as a separate coarsening system. Safari et al. [121] reported Q = 218 kJmol−1 for
Rene´ 80, from analysis of the primary distribution up to 1750 h. As previously discussed, this system
is still within the transient regime in this time frame. Hadjiapostolidou and Shollock [116] studied
the long-term coarsening of Rene´ 80 in great detail, up to time from 1000 h to 20000 h, and found
Q = 127 kJmol−1. As a conclusion from this activation energy study, it is clear that an effective
activation energyQ = 140 kJmol−1 agrees with bimodal coarsening literature. A long time-frame study
reported the activation energies Q = 127 kJmol−1, while the short time-frame activation energies are
reported as Q = 150− 292 kJmol−1. This work falls between the two, both in terms of times studied,
and effective activation value obtained. It is clear further research is required to provide an explanation
for the large variation in activation energy of multimodal systems.
The mean radius predictions of the model are in close agreement with the experimental data and
the model uses realistic coefficients, only two of which, D0 and Q, are treated as fitting parameters
while the other four are measured and are thermodynamic in nature. To the author’s knowledge, this
represents the first time an LSW based model has been able to predict real coarsening of a bimodal
nickel superalloy, predicting the plateau region that occurs as the system shifts from bimodal to a
unimodal system.
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Figure 4.7: Comparison of experimental and model predictions for particle distribution functions (PDFs) at
different temperatures and time. Each PDF has been normalised per unit volume for ease of comparison. The
primary distribution at 700 ◦C 7500 h is presented on a separate scale due to its small magnitude.
Four distributions are presented in Figure 4.7. Two plots show the distributions during bimodal
coarsening, while the second two show the model predictions at t = 7500 h at 700 ◦C and 800 ◦C,
the longest experimental heat-treatment. The distributions shown are the number of particles per
unit volume at each time and temperature. Comparing the experimental results with the predicted
distributions, the following differences are observed. Firstly, although it may appear that there is a
large error in the primary distribution at 700 ◦C and 24 h, the scale is 1000 times smaller than the
secondary scale. In both the bimodal distributions, the model PDF’s have not coarsened to the same
extent as the experimental data. A possible explanation for this discrepancy is that Marqusee and
Ross [16] use a statistically averaged diffusional interaction of a particle of a given size class with its
surroundings. This may underestimate the local coarsening effects of the secondary particles, resulting
in a larger amount of fine particles with a smaller average radius as the system coarsens. Chellman
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and Ardell [214] suggested that the growth-rate of an individual precipitate is governed by its local
environment, and that the global influence of distant neighbours is negligible, which may help to
explain why the modified LSW based coarsening theories lack quantitative predictive capabilities.
Analysing the primary distributions, at 800 ◦C and 6 h the model underestimates the broadening of
the primary distribution. The radii at the longest time scale, 7500 h, are underestimated by the model,
where coarsening has proceeded further than predicted at this point in time. This conclusion at 7500 h
is supported by Figure 4.6, where the 7500 h model predictions are not as accurate as the shorter time
scales.
Phase-field modelling overcomes the known shortcomings of LSW based approaches. They are not
limited by an upper bound of Vf , the assumption of spherical particles is removed, and most notably,
elastic energy effects can be accounted for by the introduction of an elastic field. The formation of
coherent precipitates involves the generation of elastic strain energy. The magnitude of the elastic
strain energy depends on the matrix and precipitates elastic properties, the degree of lattice mismatch,
and the morphology and spatial distributions of coherent particles. Many of the phase-field applica-
tions to particle coarsening are concerned with the elastic strain effect [120]. The implementation of
a field model for coarsening applications requires a spatially discretised simulation. A standard 2-D
model grid size is 512× 512 [215; 216]. Therefore, despite the numerous advantages of using a phase
field model, the large computing time associated with modelling a representative number of particles
renders such a model inapplicable to implementation as part of a creep constitutive description in, for
example, a finite element component model. This problem is avoided using a numerical simulation
of the Chen and Voorhees type [24], as in the present approach, which employs the statistical aver-
aged approach to account for the diffusional interaction of a particle within a given size class with its
surroundings [16; 17].
4.6 Conclusions
The Ostwald ripening of the bimodal precipitate distribution in the nickel superalloy Nimonic 115
was characterised and the results compared to a numerical model based upon LSW theory. The mean
radius R of γ′ initially increases as the bimodal system coarsens with a reduction in the number of
secondary particles; the growth rate of R then plateaus as the system shifts to a unimodal system and
the number of particles is constant. After this plateau region R then increases again at large times.
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The experimental data have been compared to the results of a numerical model, based on the work of
Chen and Voorhees [24], with the additional step of translating the model from normalised time and
radius to non-normalised time and radius by introducing an activation energy Q and a pre-exponential
diffusivity term D0. Thus this chapter presents an LSW based model that predicts the evolution of
γ′ at elevated temperatures of the 60% Vf nickel superalloy Nimonic 115. The model predictions are
in reasonable agreement with the coarsening found experimentally, and the agreement is much better
than has typically been obtained by unimodal LSW-based coarsening models. It is suggested that the
results could be improved by explicitly accounting for the local spatial distribution of precipitates, at
considerable computational expense.
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Chapter 5
Creep and Creep Modelling of
Multimodal Nickel-Base Superalloy
5.1 Summary
The creep properties of different γ′-Ni3Al distributions in the Ni115 nickel superalloy produced by heat
treatment have been examined. At the stresses and temperatures employed it is shown that particle
bypass cannot occur by cutting or bowing and so presumably occurs by a climb-glide motion. The
creep strength of Ni115 is very poor at 800 ◦C and 360 MPa compared to 700 ◦C because the increase
in coarsening rapidly removes the bimodal structure. The Dyson creep model is a microstructure
based climb-glide bypass model for unimodal distributions that links microstructural evolution (e.g.
evolution of the particle dispersion) to the creep rate. The creep tests are interpreted with the aid
of the model and appear to suggest that the fine γ′, when present, strongly influences the dislocation
motion. A quasi-bimodal model is developed to account for bimodal distributions and the predictions
compared to experiment. The model predicts a number of the observed experimental trends, and it’s
shortcomings are identified in order to identify avenues for future improvement.
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5.2 Introduction
Nickel superalloys are predominantly employed in gas-turbine hot sections due to their excellent high
temperature stability and mechanical strength. These properties are a result of a two phase struc-
ture, a FCC γ matrix that remains stable to its melting point and a coherent ordered L12 Ni3Al γ′
precipitate that hinders the flow of dislocations. The mechanisms of creep vary with temperature,
stress, and microstructure. For example, at low temperature, high stress creep conditions, complex
dislocation-precipitate shear now appears to be the dominant deformation mechanism [28; 63–65],
while deformation under higher temperature, lower stress creep conditions generally occurs by parti-
cle bypass i.e. thermally-activated dislocation climb and/or Orowan bowing.
The serious possibility of mechanical failure in power generation due to creep has resulted in extensive
research in creep mechanics and creep life predictions. Modelling the creep behaviour to date has
largely been empirical [137–140], in which model parameters are numerically fitted to a limited creep
database that can be used to interpolate behaviour within the database. Empirical equations are
based on the idea that creep is asymptotic to steady state deformation. However the use of these
equations for creep predictions of complex engineering alloys is not ideal for two reasons. Firstly, the
creep curves of these alloys do not contain a steady state regime wherein the microstructure does not
evolve, and secondly one must question the validity of extrapolating short time creep test data to long
time behaviour, due to the non-uniqueness of the fitted parameters. Over the last 60 years various
creep prediction methods have been developed, but empirical fitting methods have remained common
practice despite well-known doubts of accuracy with extrapolation methods.
The shortcomings of the empirical fitting methods and power law rate equations have led to the
development of the Dyson model [1], a microstructure-based damage mechanics approach to model
creep. This generic constitutive description of creep is composed of two parts. Firstly a creep rate
equation is derived to overcome the shortcomings of power law models. The creep rate is expressed
not only as a function of its operating conditions of stress and temperature, but also of the underlying
microstructure (particle size, volume fraction, dislocation density etc.) that controls deformation.
Having established the relationship between the macroscopic strain rate and microstructure, the kinetic
equations describing the evolution of the microstructure are constructed. Coupling these differential
equations predicts the resulting strain-time trajectories of an evolving microstructure. This approach
has been successful in predicting the creep properties of some current unimodal alloys [1; 3].
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Table 5.1: Composition of Ni115, in wt.%, both from literature and for the material used here, measured
by Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES) and a LECO carbon sulphur (CS)
analyser.
Element, wt-% Al C Cr Co Cu Fe Mo Ni Si Ti Zr
Minimum [9] 4.5 0.12 14.0 13.0 0.2 1.0 3.0 bal 0.4 3.5 0.03
Maximum [9] 5.5 0.2 16.0 16.5 max max 5.0 bal max 4.5 0.06
Minimum [10] 4.5 0.12 14 13 ≤ 0.20 ≤ 1.0 3.0 54.0 ≤ 1.0 3.5 ≤ 0.15
Maximum [10] 5.5 0.2 16 15.5 ≤ 0.20 ≤ 1.0 5.0 54.0 ≤ 1.0 4.5 ≤ 0.15
This work 4.85 0.15 15.0 15.2 0.2 0.4 3.64 bal 0.003 3.96 0.042
Table 5.2: Heat-treatments performed on Ni115 samples following the standard heat-treatment. The resulting
γ′ volume fractions Vf , mean radii R¯ and inter-particle distance λ of the primary distribution, secondary
distribution, and overall distribution are presented.
Primary Distribution Secondary Distribution Overall Distribution
Comments label HT time / temp Vf,p R¯p λp Vf,s Vf,s eff R¯s λs Vf,t R¯t λt
( h) / ( ◦C) (%) (nm) (nm) (%) (%) (nm) (nm) (%) (nm) (nm)
as delivered - bimodal A - / - 42 90 53 18 31 5 5 60 7 1.7
bimodal B 6 / 1000 42 110 65 18 31 5 5 60 7 1.7
bimodal C 12 / 1000 42 150 88 18 31 5 5 60 7 1.7
bimodal D 48 / 1000 42 210 123 18 31 5 5 60 7 1.7
unimodal E 48 / 900 60 114 26 0 0 - - 60 114 26
A number of the current disc alloys possess multimodal γ′ distributions, for example RR1000 and
Udimet720, with large γ′ being attributed to sub-solvus heat-treatment, and fine γ′ precipitating
from solution during cooling. The pinning of dislocations and the initial creep resistance are generally
attributed to dislocation line pinning by the fine γ′. During gas-turbine operating conditions, this mul-
timodal system coarsens to a unimodal distribution, at which point the large γ′ is primarily responsible
for pinning of dislocations, with an associated loss in creep strength due to an increase in inter-particle
distance [115]. There are two important questions that have remained largely unanswered. Firstly,
how does a multimodal distribution coarsen with time? There is very little experimental data pub-
lished and very little modelled, as all LSW based coarsening theories have been for unimodal systems
[13–16; 18; 22; 23]. Secondly, how does one then model the loss in creep strength as the system shifts
from a multimodal to a unimodal distribution?
In this chapter five different heat-treatments are employed to produce five different γ′ distributions in
cylindrical bars of polycrystal nickel superalloy Nimonic 115 (Ni115), which has an initial multimodal
distribution. A matrix of creep tests was constructed and performed to study the effects of the various
distributions on creep response at elevated temperatures and stress. The coarsening kinetics of this
alloy have previously been studied [12], the results from this work are used to both interpret the creep
response of the different samples, and to appropriately alter the Dyson model for a multimodal system.
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5.3 Experimental
The alloy composition is presented in Table 5.1. Following the standard heat-treatment (1.5 h/1190 ◦C/
AC + 6 h/1100 ◦C/AC), 31 subsequent heat-treatments were performed and characterized in a temper-
ature range of 700 ◦C−1000 ◦C and an exposure time ranging from 6 h−7500 h followed by air-cooling
(AC). This work and the characterization techniques are described in detail in [12]. From the various
γ′ distributions, it was decided to perform creep tests on five different microstructures, Table 5.2. The
microstructures produced from the five heat-treatments are shown with secondary emission scanning
electron microscopy (SEM) in Figure 5.1. For SEM, the samples were ground, polished and the γ
phase was electro-etched with a 2.5% phosphoric acid in water at 2.5 V, 2 A for one second at room
temperature.
The primary particle distribution functions were obtained from thresholding SEM images in the ImageJ
software package to produce a binary γ and γ′ image. Individual particle areas were determined,
allowing equivalent particle radii to be calculated. In addition the area fraction was measured. At
least three images were analysed from different grains for each heat-treatment. The area fraction is
representative of the alloy, thus one can assume this is the volume fraction of the primary particles
Vf,p. Transmission electron microscopy (TEM) micrographs were used to characterise the fine γ′ in
the as-delivered sample. Again, ImageJ was used to threshold the γ and γ′, and equivalent particle
radii calculated. It is difficult to calculate the volume fraction of fine γ′ by TEM, as only a small area
is being sampled in order to resolve the particle sizes accurately.
There are two possible suggested values for the overall volume fraction, Vf,t, of Ni115. Porter and
Ralph [196] report a volume fraction of 50%. Using the ICP-OES and CS results in Thermo-Calc
with an appropriate thermodynamic database yields a prediction of ∼ 60% at 600◦C. Finally, SEM
analysis of the unimodal samples following long term ageing gives an area fraction ∼ 60% [12]. Since
the calculated Vf,t from Thermo-Calc and the unimodal SEM image analysis are in approximate
agreement, the alloy is assumed to be 60% volume fraction in this work. The volume fraction of
secondary particles is calculated from the assumption
Vf,t = Vf,p + Vf,s (5.1)
for the bimodal samples. It was assumed that the secondary distribution is identical for all bimodal
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Figure 5.1: The five different Ni115 microstructures used for creep testing. The heat-treatments performed
and distributions achieved are presented in Table 5.2 with corresponding labels.
samples in this work, as they are precipitating on cooling from above 1000 ◦C.
The cumulative distribution function for each sample heat-treatment was smoothed using a Weibull
function. The particle distribution function (PDF) is obtained from the derivative of the Weibull.
The mean radius of each distribution, R¯x, where x = p, s, t corresponds to primary, secondary and
total distributions respectively, is given by
R¯x =
∫∞
0 Rxf(Rx, t)dR∫∞
0 f(Rx, t)dR
(5.2)
The inter-particle distance λx is taken as the square lattice distance between two spheres in a system
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Table 5.3: The creep tests performed on Ni115 which have had different prior heat-treatments. The creep
tests were performed under constant load conditions.
Heat- Test Stress (σ) Temp (T)
Treatment Condition ( MPa) ( ◦C)
A - E I 360 800
D II 300 800
D III 250 800
B - C IV 360 700
where all particles have radius R = R¯x
λx = 1.6R¯x[(pi/4Vf,x)1/2 − 1)]. (5.3)
For the inter-particle distance between secondary particles, the effective volume fraction of the sec-
ondaries is first calculated, Vf,s eff = [Vf,s/(1− Vf,p)]× 100, i.e. this would be the volume fraction of
particles if one were to take an image of just the channels between the primary γ′ precipitates. λs is
then calculated with Equation 5.3, but using Vf,s eff and R¯s.
By performing heat-treatments at 1000 ◦C at different exposure times (HT samples B − D, Table
5.2), it was possible to produce samples with different primary distributions, but identical secondary
distributions, as the secondary particles precipitate from dissolution on cooling from 1000 ◦C. Thus it
is possible to determine the strengthening contributions of each distribution during creep by using the
heat-treatments described in Table 5.2. A unimodal distribution (HT sample E) was also subjected
to creep testing for comparison with the bimodal tests.
The creep test matrix is shown in Table 5.3. All creep tests were performed under constant load
conditions, and are assumed to be representative of constant stress, in line with common practice.
All five samples were tested at 360 MPa and 800 ◦C (creep condition I). Two further creep tests were
performed on identical bimodal samples (sample D) at 300 MPa and 250 MPa to represent creep at
lower stresses, tests II and III respectively. Finally, two different bimodal samples (HT samples B and
C) were tested at 360 MPa and 700 ◦C to investigate the creep response at a lower temperature where
the coarsening kinetics are much slower [12].
5.4 The Dyson Creep Model
The high temperature creep behaviour of precipitate strengthened alloys is a kinetic phenomenon.
The proposed modelling approach of Dyson [1] seeks to derive an expression for the creep rate as a
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function of the microstructure by taking into account the dislocation-particle interactions. To complete
the framework one requires knowledge of the evolution of the dominant microstructure parameters
that influence creep. The benefits of a physics based microstructure creep approach are: (i) One
can account for varying operating conditions. (ii) One can predict the loss of creep strength due
to alterations in microstructure. (iii) By relating the creep strength to microstructural properties,
the model may accelerate the development of new materials. Dyson [1] recently published his most
thorough derivation of the minimum creep rate for thermally activated climb-glide creep deformation.
The theory of the model is briefly reviewed here to illustrate the assumptions made in developing the
unimodal model, while the derivation of the minimum creep rate is omitted as it is published elsewhere
[1]. A clear understanding of the assumptions made in deriving the unimodal model is required in
order to develop a physically-faithful multimodal creep model.
The model of Dyson [1; 3] stems from the work of Kocks et al. for jerky glide, where jerky glide refers
to dislocation climb-glide motion through a precipitate strengthened alloy at stresses below yield.
As the model is based upon the climb-glide mechanism, it is only applicable at stresses below those
required for particle shear or Orowan bowing.
The Dyson model describes dislocation creep by the following assumptions: (i) Dislocation creep in
precipitate-strengthened alloys occurs by the jerky glide mechanism. Mobile dislocations are either
gliding or pinned at precipitates, where they can be released by thermal activation.
ρm = ρg + ρc (5.4)
i.e. the mobile dislocation density ρm is composed of the gliding dislocation density ρg and the climbing
dislocation density ρc. (ii) Most dislocations are pinned. (iii) The macroscopic strain rate is provided
only by those dislocations gliding, thus the gliding dislocation generation and trapping rates need to be
derived. (iv) There is always a certain fraction of dislocations in a position to escape the pinning from
precipitates. This is in contrast to the derivation of Ansell and Weertman [144; 145] that describes
climb and glide as occurring in series, leading to the (controversial) prediction that the creep strain rate
is determined by the climbing process. (v) The escape frequency is dependent on the free-energy change
associated with the escape process and the probability that the energy fluctuation required occurs.
(vi) Primary creep is described via a back-stress from a plastically deforming creeping matrix to hard
elastically deforming precipitates. The back-stress approaches a saturated limit, assumed to be caused
by dislocations being punched out at the precipitate/matrix interface. (vii) A continuum damage
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mechanics (CDM) approach is adopted in order to couple the relevant microstructural rearrangements
during deformation to the creep rate [3–5].
Dyson [1] arrives at a microstructurally-explicit creep strain rate equation given by
˙c = 1.6DCjM¯−1ρmVf (1− Vf )
[(
pi
4Vf
)1/2
− 1
]
sinh
(
σb2λ
M¯kT
)
(5.5)
where D is the coefficient of diffusion, Cj is the jog density coefficient, M¯ = σ/τ = dγ/d is the
Taylor factor, σ is the applied stress, τ is the shear stress, γ is the shear strain rate, Vf is the volume
fraction, b is the Burgers vector, k is Boltzmann’s constant, and T is temperature. The definition of
inter-particle distance (Equation 5.3) has been substituted into the pre-sinh term in Equation 5.5.
It is important to note that the inter-particle distance λ appears within the sinh term, thus the creep
strain rate ˙c is sensitive to the inter-particle distance, and the associated changes in inter-particle
distance as the precipitates coarsen. A climb-dominated model (Ansell and Weertman) would instead
focus on the particle size, concluding that large particles would inhibit creep whereas this elaboration
comes to the opposite conclusion.
The model can be adjusted to predict primary creep. Primary creep is described as a back-stress σk
from the plastically deforming creeping matrix to hard elastically deforming precipitates. σk is simply
subtracted from the applied stress σ. The back-stress approaches a saturated limit σ∗k, assumed to be
caused by dislocation punching at the precipitate/matrix interface. To complete the framework, the
evolution of the dominant microstructure parameters that influence creep are required. Continuum
damage mechanics (CDM) is coupled with the creep rate equation to quantify the rate of evolution of
each relevant microstructural feature and to predict the associated loss in creep strength [3–5]. The
complete creep rate equation is given by
˙c = (1 +D′d)˙0 sinh
(
σ(1−H)
σ0(1−Dp)(1−Dc)
)
(5.6)
where
˙0 = 1.6DCjM¯−1ρmVf (1− Vf )
[
(pi/4Vf )
1/2 − 1
]
(5.7)
is the pre-sinh term, H = σk/σ is a dimensionless hardening parameter, the saturated hardening limit
H∗ = σ∗k/σ, H
∗ = 2Vf/(1 + 2Vf ), and a stress constant σ0 = (M¯kT/b2λ). Using a platen model, the
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evolution of the hardening parameter towards the saturation limit is given by
H˙ =
VfE
σ
(
1− H
H∗
)
˙c (5.8)
Three damage mechanisms observed in nickel superalloys are incorporated into the model: cavitation
Dc = 1 − (Ac,i/Ac), particle coarsening Dp = 1 − (λi/λ), and an unbounded mobile dislocation
multiplication term D′d = (ρm,i/ρm) − 1, where Ac,i, λi and ρm,i are the initial cavitated area, inter-
particle distance and dislocation density respectively, and Ac, λ and ρm are the current cavitated area,
inter-particle distance and dislocation density. The evolution of the damage parameters are defined as
D˙′d = C˙c where C is a material constant termed the dislocation multiplication coefficient [3]. Ashby
and Dyson [5], based upon LSW theory, derive D˙p =
Kp
3 (1−Dp)4 where Kp is a kinetic rate constant.
Dyson [4] defines D˙c = kcf,u where f,u is the uniaxial strain at fracture and kc has an upper bound
≈ 0.33, when all transverse boundaries are cavitated.
5.5 Creep Test Results and Discussion
The 1000 ◦C 6/12/48 h + AC heat treatments produce samples of differing primary distributions but
identical secondary distributions to the as-delivered samples. Previously, the strength attributed to
each distribution has been deduced by performing mechanical tests on bimodal samples and unimodal
samples with the secondary particles removed by heat treatment [115]. To the author’s knowledge,
the heat treatments and creep testing described in this chapter represent the first time the primary
distribution has been altered while keeping the secondary particles constant, which may show con-
clusively whether the secondary particles determine the creep strength of the alloy, in the absence of
particle shear.
The creep curves for the five different heat treated samples (A - E), at 800 ◦C 360MPa, are shown in
Figure 5.2a - c. In order to interpret the creep results of these microstructures, one must first assess
the creep deformation mechanisms, primarily is deformation occurring by dislocation particle by-pass
by climb, by Orowan bowing, or by particle shear. At intermediate stresses it is well established that
particle shear of primary-size particles does not occur [62; 101; 187; 188]. The fixed-line tension model,
derived from the energy per unit length of dislocation, can be used to estimate the critical stress for
Orowan bowing [56; 129; 130] The fixed-line tension model, derived from the energy per unit length
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Figure 5.2: The creep tests and associated model predictions for Ni115 with different initial microstructures,
labelled A - E (Table 5.2). Figures a - c) Creep curves from Test I: 360 MPa and 800 ◦C presented on different
axis in each graph for samples A - E. Figure d) Test IV: 360 MPa and 700 ◦C on samples B - C. Figure e) The
Dyson bimodal creep model predictions at 360 MPa and 800 ◦C, corresponding to the experimental results of
Figures a - c. Figure f) Test I - III, 360 MPa and 800 ◦C, 300 MPa and 800 ◦C, 250 MPa and 800 ◦C respectively.
These three creep tests were performed on sample D. Figure g) The Dyson bimodal creep prediction for the
creep curves in Figure f.
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Table 5.4: Calculation of the bowing and shear stresses, σc(bowing) and σc(cutting), for Ni115 secondary particles.
A range of values has been calculated to account for the range in values quoted for the anti-phase boundary
energy, γAPB, and the disputed Ni115 volume fraction. The other constants used were R¯s = 5 nm, M¯ = 3.1,
G = 35 GPa and b = 2.54 A˚.
γAPB (J/m2) 0.1 0.1 0.2 0.2 0.3 0.3
Vf,t (%) 50 60 50 60 50 60
Vf,s (%) 8 18 8 18 8 18
Vf,s eff (%) 16 31 16 31 16 31
λs (nm) 10 5 10 5 10 5
τc(bowing) (MPa) 445 593 445 593 445 593
σc(bowing) (MPa) 1378 1847 1378 1847 1378 1847
τc(cutting) (MPa) 28 21 104 111 213 245
σc(cutting) (MPa) 86 66 323 344 660 759
of dislocation, can be used to estimate the critical stress for Orowan bowing [56; 129; 130]
τc(bowing) =
Gb
L
(5.9)
where G is the shear modulus, b is the Burgers vector, and L = λ+ 2R¯.
For dislocation shear of fine γ′, it is assumed that the dislocations are weakly coupled. This means the
dislocations travel in dislocation pairs, the leading dislocation creates an anti-phase boundary (APB)
in the γ′, which the trailing dislocation removes. The dislocations are spaced a distance χ apart, and
are never simultaneously within the same fine γ′ particle. Brown and Ham derive an expression for
the shear stress to cut a particle from a balance of forces on the dislocation pair [129]
τc(cutting) =
γAPB
2b
[(
8γAPBVfR
piGb2
)1/2
− Vf
]
(5.10)
where γAPB is the anti-phase boundary energy. A range of bowing and cutting stresses for the sec-
ondary particles is calculated in Table 5.4 corresponding to the γAPB values quoted in literature
[134; 217–221], and two Vf,t values, as Porter and Ralph quote a different value to that measured and
calculated in this work [196].
As one would expect for very fine γ′ particles in a high volume fraction alloy, σc(cutting)  σc(bowing).
The shear modulus G = E/2(1 + µ), is approximated from CMSX-4 at 700 ◦C, where E ∼ 100 GPa
is Young’s modulus and µ ∼ 0.45 is Poisson’s ratio [11]. These values are used due to a lack of
data for Ni115, and are taken to be representative of high volume fraction superalloys. The range in
σc(cutting) is vast, from 86 − 759 MPa. The anti-phase boundary energy values quoted above are for
pure NixAl100−x where x = 74 − 78, and also samples alloyed with a ternary element, i.e. ≤ 3 at.%
Hf, Ta, Pd, B [134]. The upper bound is given by the ternary alloyed samples. The γ′ phase of Ni115
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is solid-solution strengthened with 3.5 wt.% Ti, so one would expect the anti-phase boundary energy
to be in the region of the upper bound, thus it is fair to assume that particle shear cannot occur at
macroscopic stresses σ ≤ 360 MPa.
The full creep curves to failure are ambiguous, Figure 5.2a. Firstly, the ductility scatter ranges from
∼ 6% in the unimodal sample (Sample E), to ∼ 24% in sample D, a bimodal sample. Nimonic 115
shows a decrease in ductility when M23C6 grain-boundary film is present [46]. Sample A does not
contain grain boundary carbide film, however samples B - E do. Thus the scatter in ductility is not
due to the grain boundary morphology, but may be due to the uniqueness of void growth in each
individual sample. The author acknowledges that further creep tests are required under identical
creep conditions in order for the results and drawn conclusions in this work to be definitive.
The following observations are made regarding the relative creep strengths of each sample: 1) Samples
B - D only differ in primary γ′ distribution, and the creep curves of samples B - D in Figure 5.2a
imply that a larger Rp, and a corresponding larger λp, lowers the creep rate. This is an unexpected
result, as an increase in γ channel size would be expected to decrease the dislocation curvature and
hence the pinning stress. 2) The coarsening studies of Ni115 [12] aid the interpretation of the creep
responses of the different distributions. A graph of Ni115 mean radius R¯ against time t1/3 at 700 ◦C
and 800 ◦C, including model predictions, is reproduced in Figure 5.3 for this purpose. The bimodal
distribution mean radius initially increases as the fine γ′ dissolve and the system coarsens. A plateau
is observed as the distribution shifts to unimodal. In this region, there is no reduction in the number
of particles, simply a transfer of γ′ from the smaller primary particles to the larger primary particles
(the fine γ′ have fully dissolved). The distribution essentially broadens and the mean radius remains
constant. The plateau region ends when particles begin to dissolve, and the unimodal mean radius
increases at a rate proportional to t1/3. Thus for the as-delivered bimodal sample, sample A, the fine
γ′ are fully dissolved within t ∼ 40 h (t1/3 ∼ 3.4 h1/3) so the long time behaviour is not controlled by
the fine particles at 800 ◦C and 360 MPa. It is not possible to draw the same conclusion for samples
B - D, as the fine particle dissolution time is likely to be a function of λp. 3) Sample A has a much
lower creep rate than sample B. These samples have similar secondary distributions, however A has
finer primary particles, with lower Rp and λp. 4) Samples A and E show lower creep rates than B
- D. The lower strength imparted by sample A’s coarser primary particles compared to sample E is
compensated by fine secondary particles. As the fine particles in sample A dissolve, the sample then
presumably has a similar microstructure to sample E, so they creep similarly. Therefore, A and E
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Figure 5.3: As-delivered Ni115 particle coarsening experimental data and coarsening model predictions at
700 ◦C and 800 ◦C. The results are plotted in t1/3 as is convention for diffusion based coarsening theory. This
graph is reproduced from [12].
indicate that a larger λp is detrimental to the material, as expected.
5) Analysing the short time-scale creep responses proves informative, Figures 5.2b and c. For the
first hour, all bimodal samples (A - D) show the same creep response, Figure 5.2c. Samples B - D
show identical responses to 6 h, with B and D showing identical responses to 40 h. Referring to the
coarsening study performed at 800 ◦C (Figure 5.3), there is still considerable fine γ′ in the first 6 h,
the plateau region signifies a unimodal distribution. Thus at 800 ◦C one can infer that the similar
creep responses are due to the fine γ′ being present in all bimodal samples at short times. It is unclear
why the unimodal sample (sample E) possesses the highest creep strength in the first 4 h. Thus the
experimental data at 800 ◦C 360 MPa suggests that the fine γ′, when present in significant amounts,
has a strong influence on dislocation motion. This argument is reinforced by the creep curves at
360 MPa 700 ◦C, Figure 5.2d. Again the coarsening data in Figure 5.3 aids the interpretation of the
creep curves. Figure 5.2d shows that samples B and C have identical creep strength up to ∼ 4000 h.
There is similar fine γ′ present in both samples in this time period, while the primary particles of the
B and C samples are different. The experimental evidence suggests that fine γ′ when present in large
volume fractions, is significant in controlling the creep rate, and when σ < σc(cutting).
6) A possible hypothesis for the order of the bimodal strengths shown in Figure 5.2a) is as follows. The
fine γ′ in sample A fully dissolves in the shortest time, then sample B, then sample C and finally sample
D (this is predicted by the applied mean field coarsening theory). As the fine particles dissolve, Vf,s
and λs decrease, while Vf,p and λp increase. Thus the strengthening effect due to the larger particles
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is increasing during this transition while that of the fine particles is decreasing. The fine γ′ of sample
A dissolve in the earliest time frame, and strengthening is due to the primary particles. However
sample A remains strongest due to the strong distribution of primary particles (smallest λp). Sample
B is weaker than A, for once its distribution coarsens to unimodal, the primary particles impart less
strength than in A; even at small times (Figures 2b-c) the primaries in A impart more strength than
the secondaries in B. Samples C and D are stronger than B even though they have a larger λp, as the
strengthening secondary particles are present for a longer times. C and D are still weaker than sample
A, for although the secondary particles may be present in samples C and D for longer, the strength
imparted from the primary particles in sample A is larger. Thus it appears that the creep strength
evolution during the transition from multi to unimodal is a delicate function of, and highly dependent
on both λp, λs, and the time taken to move from a multi to unimodal system.
The above interpretation of the creep results and the corresponding creep model is based upon the
assumption that shear of the secondary particles is not occurring (see Table 5.4). However it may be
argued that the secondary particles are so fine that they are being sheared. This offers an alternative
interpretation to the creep data at 800 ◦C, 360 MPa. If secondary shear of the secondary particles
occurs, it is the primary particles alone that act as pinning points, strengthening the alloy. Thus
sample E, with the higher volume of primary particles, and the smallest mean radius of primary
particles, is expected to be strongest, as is seen in experiment, Figure 5.2a. Sample A, with a similar
primary radius to sample E but a lower volume fraction of primary particles, has a shorter creep
life, but a longer creep life than samples B - D, which contain larger primary particles and the same
primary particle volume fraction. If particle shear of secondary precipitates is occurring, one would
expect sample B to be stronger than samples C and D in creep due to sample B containing smaller
primary particles, however this is not seen in experiment. Sample C is expected to be stronger than D
if shear is occurring, however this is not seen in experiment. If particle shear is occurring, the bimodal
creep model reduces to a unimodal creep model.
5.6 Bimodal Precipitate Distributions in the Creep Model and
Experimental Comparison
The alteration of the Dyson unimodal creep model to a bimodal model is not a trivial task; each dis-
tribution will contribute to the overall strength of the alloy, however the extent of each contribution
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needs to be determined. Two limits exist for the strengthening contributions of each distribution.
Initially, when there is significant amount of fine γ′, it is generally agreed that the fine γ′ controls
creep strength, and this has been demonstrated in Section 5.5. Furthermore, at long times the distri-
bution will become unimodal and the creep model should reduce to the Dyson unimodal model. The
contributions in the transient regime between these two limits require formulation.
For the short time frame small-particle dominated behaviour, two assumptions are made. Firstly that
the small particles control the deformation rate, and secondly that no particle shear occurs. The λ
term within the sinh is due to forces exerted on the trapped dislocation to escape pinning, in this
case between the small particles, such that σ0 = M¯kT/(b2λs). The pre-sinh term is also affected, and
Equation 5.7 is rewritten
˙0 = 1.6DCjM¯−1ρmVf,s(1− Vf,t)
[
(pi/4Vf,s)
1/2 − 1
]
(5.11)
where the first Vf term is from the probability of a dislocation-particle encounter, the second Vf term
is from the assumption that plastic deformation occurs in the matrix alone, and the final Vf term is
from substitution of the inter-particle distance. If one assumes that the kinematic back stress is a
contribution from both distributions, H˙ and H∗ remain unchanged, and are given by the total Vf,t.
The transient coarsening regime remains an area of future work. It is possible to define an effective
inter-particle distance 1
λ2eff
= 1
λ2p
+ 1
λ2s
however relating the change in Vf,s and Vf,p as the system coarsens
into the pre-sinh term is difficult. This is required to keep the physical meaning of the model correct,
although it may be argued that the creep rate is essentially dominated by the sinh term, so it is the
definition of λeff and the redefined coarsening damage rate D˙p that will determine the accuracy of the
model.
As a first attempt to model the coarsening data in Figure 5.2a, a quasi-bimodal model is formulated
as follows: i) The initial mean radius of the overall distribution was found from Equation 5.2 and
the initial inter-particle distance was calculated from the mean raidus of the overall distribution and
using the overall volume fraction, according to Equation 5.3. ii) An LSW based coarsening rate does
not apply to a bimodal system, D˙p =
Kp
3 (1 − Dp)4 does not hold for all t. The coarsening rate of
Ni115 at 800 ◦C is shown in Figure 5.3. The coarsening rates of the other bimodal systems are similar
(as this is a mean field model and therefore does not capture local environment correctly), but with
the plateau region occurring at a larger mean radii, and with the plateau occurring for a longer time
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Table 5.5: Microstructural parameters used in the Ni115 creep predictions using the altered Dyson model for
creep of a bimodal system. The other variables used are the initial overall mean radius R¯i, the mean radius
coarsening rate Kp, macroscopic stress σ, and temperature T .
Volume fraction Vf 0.6
Taylor factor M¯ 3.1
Pre-exponential diffusivity D0 (m2 s−1) 1.9× 10−4
Jog density Cj 1.0
Mobile dislocation density ρm (m−2) 1010
Boltzmann’s constant k (m2 kg s−2 K−1) 1.38× 10−23
Burgers vector b (A˚) 2.54
Gas Constant Rg (J mol−1 K−1) 8.314
Activation Energy Q (kJ mol−1) 305
Young’s modulus E (GPa) 160
Dislocation multiplication coefficient C 100
Geometrical constant for equiaxed grains kc 0.33
Minimum creep failure strain f 0.1
frame. The radius at which the plateau region occurs is approximately equal to the initial mean radius
of the primary distribution. The mean radius coarsening rate Kp = 1R¯30
dR¯3
dt = 8.68× 10−5 s−1 prior to
the plateau region, and Kp = 0 s−1 when R¯ ≈ R¯p,i for each bimodal system, where R¯0 is the initial
overall mean radius and R¯p,i is the initial mean radius of the primary distribution.
The constants required for Ni115 creep predictions are given in Table 5.5. These constants are identical
for all initial Ni115 microstructures and creep conditions. The only initial microstructural input that
changes for the initial distributions is the initial mean radius R¯ which was different for the bimodal
and unimodal models. All the bimodal samples have equivalent initial mean radius R¯ due to the high
number of secondary particles compared to primary. The initial coarsening rate is the same for all
bimodal distributions, however the time at which the coarsening rate plateaus (R¯(t) = R¯p,i) increases
with R¯p,i. The unimodal coarsening rate is Kp = 2.84× 10−07 s−1 from the long term coarsening data
at 800 ◦C following the plateau region. The final inputs are test temperature and stress.
The microstructural inputs are estimates for a nickel superalloy and are not necessarily specific to
Ni115, as a number of the required material specific parameters are unknown. The sources of these
estimates are as follows: i) The value ofD0 is the lower band of self-diffusion in nickel [197]. ii) Equating
Cj = 1 is an assumption that all encounters will form jogs. iii) The mobile dislocation density is that
of nickel [222; 223]. iv) The activation energy for diffusion and jog formation is an estimate from an
extensive literature review [12]. The creep rate is extremely sensitive to the activation energy due
to the exponential term. v) The elastic constant is that of Ni115 at 800 ◦C [9]. vi) The dislocation
multiplication coefficient C is unknown, and to date has been estimated by empirical fitting. Sondhi
[115] used a value C = 20 for creep predictions of IN100 at 700 ◦C, Basoalto [3] used a value C = 67
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for IN738LC from 750 ◦C − 950 ◦C, while Manonukul [169] estimates C = 496 at 700 ◦C, C = 435 at
750 ◦C, and C = 10 at 800 ◦C for the polycrystal superalloy C263. Thus C = 100 is a rough estimate
for Ni115 at 800 ◦C. vii) The geometrical constant kc ≈ 0.33 is an upper limit when all transverse
boundaries are cavitated [4]. viii) The material specific minimum creep failure strain was written to
one decimal place, Figure 5.2a.
The time independent variables are first calculated, the diffusion coefficient D = D0 exp (−Q/RgT ),
the initial inter-particle distance λi, and thus the pre-sinh term ˙0, the saturated hardening parameter
H∗, and the stress constant σ0. The initial creep strain rate ˙c(0) is calculated at t = 0, c = 0, Dd = 0,
Dp = 0, Dc = 0, H = 0, as well as the evolution rates of the hardening and damage parameters D˙d,
D˙p, D˙c, H˙. A Euler method is then implemented by specifying a time step dt for all the rate equations,
ultimately predicting creep strain c against time t.
Three creep tests were performed at 360 MPa and 800 ◦C, 300 MPa and 800 ◦C, 250 MPa and 800 ◦C,
on identical bimodal samples (sample D) to examine the effect of lower creep stresses, Figure 5.2f.
The microstructural parameters in Table 5.5 along with the appropriate stresses and temperature
(360 MPa 800 ◦C, 300 MPa 800 ◦C, 250 MPa 800 ◦C), initial radius and radius at which the plateau
region occurs, were specified in the creep model. The model predictions are shown in Figure 5.2g.
The effect of decreasing stress was reproduced i.e. the creep life-times increased appropriately. The
life-time predictions, although they are short by up to a factor of 5, are quite reasonable considering
how many of the microstructural parameters were estimated. The parameters require optimisation;
however, there is not enough creep data to do this fairly without fitting the model parameters.
Figure 5.2e shows the predictions of all the samples creep tested at 360 MPa, 800 ◦C (Figures 5.2a -
c). The predictions show some agreement with experiment trends. The model predicts that all the
bimodal samples have the same short time-scale creep rate, which is dominated by the fine γ′. The
relative strengths of each distribution shown in Figure 5.2b are reproduced in Figure 5.2e, with the
exception of sample B which is believed to be a non-representative test. The experimental data can
be interpreted with the aid of the model predictions.
In the model, the as-delivered sample (A) shows the highest creep strength, followed by the initial
unimodal sample (E). After the bimodal sample coarsens rapidly to a unimodal system (∼ 50 h with
the above coarsening rate), the inter-particle distance of sample E is slightly larger than sample A,
thus A is predicted to be slightly stronger. This is reflected in experiment, Figure 5.2b. Thus the
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similar creep responses of samples A and E seen in experiment is reflected by the model. However
the model over-predicts the extent of primary creep in the unimodal distribution. With regard to the
other bimodal distributions, samples B - D, Sample A is predicted to be stronger than samples B -
D, reflected in experiment. Samples B - D take longer to coarsen to the respective plateau regions
than sample A, as these plateau regions lie at a larger mean radii due to the different initial primary
distributions. It is predicted that sample B reaches the plateau at ∼ 100 h and the coarsening stops,
while samples C and D are still rapidly coarsening. This is why sample B is predicted to be stronger
than C and D, while C and D do not reach the respective plateau regions in this life-time prediction,
thus they are predicted to have identical strengths. Experimentally (Figure 5.2a), sample B has the
lowest creep strength which is unexpected. Samples C and D have almost identical creep strengths as
predicted by the model, and this is explained by the identical coarsening kinetics experienced by the
samples before the coarsening plateau region is reached. The primary creep regime and creep rate at
short time-frames is underestimated by the model. This is due to the model shortcoming in the very
short time-frame. It is assumed that the strengthening from both distributions can be represented by
an average radius with total volume fraction. This may be applicable in the transient regime, and in
the unimodal, however when there is a lot of very fine γ′, essentially this distribution alone controls the
creep rate. Thus the effective volume fraction will be much lower than total volume fraction, resulting
in a prediction of creep strength that is greater than what is actually occurring. This remains an area
for future development of the bimodal creep model.
5.7 Conclusions
Five different initial distributions of 60% Vf Nimonic 115 were produced from differing heat-treatments.
Four of these distributions were bimodal, with differing primary distributions from sample to sample
(R¯p = 90, 110, 150, 210 nm), but identical secondary distributions (R¯s = 5 nm). The fifth sample
was a unimodal sample with R¯ = 114 nm for comparison. A number of identical creep tests were
performed on different samples and the results were compared to a multimodal microstructure based
creep model developed in this work.
Under low to intermediate stress conditions, an influence of the fine γ′ on dislocation motion is the
only way to rationalise the short time-scale behaviour observed. Based upon the work of Brown and
Ham [129] it is shown that particle bypass occurs by dislocation climb in Ni115 at 360 MPa. The
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coarsening kinetics of Ni115 are far more rapid at 800 ◦C than 700 ◦C. The bimodal microstructures
exists for thousands of hours at 700 ◦C and only tens of hours at 800 ◦C, with associated creep lifetimes
decreasing from thousands of hours to hundreds of hours as temperature increases from 700− 800 ◦C,
at σ = 360 MPa. Thus it is the coarsening rate of secondary particles which may be the life-limiting
factor for the Ni115 alloy.
Inspection of the complete creep curves of Samples A, B, and E at 800 ◦C and at 360 MPa suggests
that a smaller value of λp lowers the creep rate, since under these conditions the longer time-scale
creep properties are dominated by the primary particles due to the rapid rate of dissolution of the fine
particles. This result is expected. The only way to interpret the opposite results of Samples B - D, is
via the influence of the fine particles. According to the mean field coarsening model, the fine particles
are present for longest in Sample D, then C, then B,which appears to result in an effective strength
in Sample D greater than Sample C, and in turn greater than Sample B.
The creep model of Dyson is a climb-glide bypass model for unimodal distribution which accounts
for tertiary creep within a continuum damage mechanics (CDM) framework. This model was altered
and implemented as a quasi-bimodal model. It was not possible to accurately predict the creep time
to failure, primarily as a number of required microstructural parameters for Ni115 are unknown and
thus estimated. However the model did give order-magnitude agreement, and displayed a number of
important trends, giving promise to this creep modelling approach for bimodal systems: i) At 800 ◦C, in
the short time-frame when fine γ′ was present, all four bimodal samples show the same creep response.
ii) The model fails to predict the correct order of creep responses for the bimodal samples, Samples A
- D. The implication is that the strengthening from both the primary and secondary particles needs
to be considered separately. Furthermore, the local effects need to be considered in the coarsening
model. These conclusions should improve agreement between model and experiment in the future.
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Chapter 6
Summary and Conclusions
6.1 Creep and Microstructure Evolution of Nickel Superalloys
The creep deformation mechanisms of nickel superalloys are stress, temperature and microstructure
dependent. It is well-established that creep at high temperatures and low to intermediate stresses
occurs by a dislocation climb-glide process without particle shear (generally termed the tertiary creep
regime), while at lower temperatures and higher stresses particle shear has been observed (generally
termed the primary creep regime). Both these regimes occur in the turbine blade and disc during
a typical flight cycle. Despite an understanding of the deformation mechanisms occurring, there has
been very limited success to date with physically-based creep model predictions, and creep modelling
has largely been by empirical formulations.
The mechanism of primary creep is less well established than that of tertiary creep, and is still debated.
Pollock [101] did not observe particle shear in CMSX-3 and related primary creep to misfit stresses
alone, while Rae [28], based on TEM evidence of CMSX-4, believes that primary creep is due to
shearing of γ′ by {111}< 112 > dislocations ribbons. In-situ neutron diffraction studies are performed
to measure the elastic lattice strain evolution during primary and tertiary creep of CMSX-4 and
analysed in light of the current understanding of the dislocation mechanisms operative during creep
from TEM studies. The following conclusions can be drawn from this work.
1. In-situ neutron diffractometry can be used to examine the evolution of loading state in the two
phases during creep deformation using the peak positions as an internal elastic strain gauge.
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2. The lattice strain response observed in the two regimes is quite distinct, indicating a difference
in the operative micromechanisms of deformation during primary and tertiary creep.
3. During the initial stages of tertiary creep deformation of the matrix phase leads to a release of
misfit between the two phases, resulting in elastic compression of the γ phase in the loading
direction. The load state in the two phases then remains fairly constant during creep, with a
gradual increase observed that is thought to be due to lattice rotation. There is no evidence of
shearing of the γ′ phase.
4. In primary creep, during the initial stages elastic compression of the γ phase is also observed
until at a creep strain of around 2-4% this compression stabilises as the misfit is released. This
is expected to be the point at which shearing of the γ′ begins. Subsequently, the load in the γ
increases by around 200 MPa until a maximum is reached at around 8% creep strain. This load
is then suddenly released by creep of the γ phase between 8 and 9% creep strain, accompanied
by a reduction in load in the γ due to the release of back stress.
5. Limited rafting is observed to occur during tertiary creep testing at 900◦C and 460 MPa.
The modelling of creep is not only difficult because there are a number of possible deformation mecha-
nisms that can occur, but it is further complicated by microstructural evolution which alters the creep
rate, particularly at elevated temperatures. Physically-based creep modelling can account for the loss
of load bearing capability as the microstructure alters. The Dyson model couples a microstucturally-
based creep rate equation with continuum damage mechanics. The important damage mechanisms
are believed to be particle coarsening, cavitation, and dislocation multiplication. In order to develop
the Dyson model for multimodal disc alloys, the coarsening of γ′-Ni3Al precipitates in the multimodal
nickel superalloy Ni115 was examined and compared to the results of a numerical model based on
LSW coarsening theory.
It was found that during the initial transient before steady state coarsening is observed (around 2000 h
at 800◦C), the mean radius R of γ′ initially increases as the bimodal system coarsens with a reduction
in the number of secondary particles; the growth rate of R then plateaus as the system shifts to a
unimodal system and the number of particles is constant. After this plateau region R then increases
again at large times, and the expected steady state unimodal t1/3 coarsening was observed. The
experimental data have been compared to the results of a numerical model, based on the work of
Chen and Voorhees [24], with the additional step of translating the model from normalised time and
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radius to non-normalised time and radius by introducing an activation energy Q and a pre-exponential
diffusivity term D0. The model predictions are in reasonable agreement with the coarsening found
experimentally, a first for LSW model-experiment comparisons in nickel superalloys.
Once the coarsening kinetics of multimodal systems is established, it is possible to alter the Dyson
creep model for multimodal distributions. Experimental heat treatments were employed producing
different bimodal and unimodal initial distributions of γ′-Ni3Al precipitates in Ni115. The creep
properties of these distributions have been examined at 700 ◦C and 800 ◦C, at stresses from 250 MPa -
360 MPa. Under these stresses and at elevated temperatures it was shown that particle bypass occurs
by a climb-glide motion. The creep strength of Ni115 is very poor at 800 ◦C and 360 MPa, compared
to 700 ◦C, due to the increased coarsening kinetics removing the bimodal structure in a very short time
period. The bimodal microstructures exists for thousands of hours at 700 ◦C and only tens of hours
at 800 ◦C, with associated creep lifetimes decreasing from thousands of hours to hundreds of hours
as temperature increases from 700− 800 ◦C, at σ = 360 MPa. Thus the coarsening rate of secondary
particles may be a life-limiting factor for the Ni115 alloy.
It was not possible to accurately predict the creep time to failure, primarily as a number of required
microstructural parameters for Ni115 are unknown and thus estimated. However the model did give
order-magnitude agreement, and displayed a number of important trends, giving promise to this creep
modelling approach for bimodal systems: i) At 800 ◦C, in the short time frame when fine γ′ was present,
all four bimodal samples show the same creep response. ii) The model correctly predicts the relative
order of creep strengths between samples before and into early tertiary creep, with the exception of
one result. The model could not reproduce the sequence of creep-lifetimes seen in experiment, however
this is due to all the creep curves lying in a region of experimental scatter, due to the relatively high
temperature giving very short creep-lifetimes for all samples. It is also acknowledged that the current
formulation over-predicts initial creep strength when the alloy is very bimodal, however it is suggested
that this is due to using the overall volume fraction term rather than an effective volume fraction
term.
6.2 Suggestions for Further Research
A specific CMSX-4 creep model has already been developed by a parallel post-doctoral project. It
would be beneficial to perform TEM analysis to investigate the dislocations present in the post-crept
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samples in order to confirm the mechanisms of dislocation creep.
Although the coarsening model of Chen and Voorhees [24] explains the trends observed in transient
Ostwald ripening, the activation energy was essentially used as a fitting parameter such that the
mean radius R coarsening kinetics agree with experiment. The activation energy, although plausible
and in agreement with other activation energies measured for bimodal nickel superalloys, still is low.
Furthermore, the model distributions and experimental distributions are only in reasonable agreement.
The author believes this is because the Chen and Voorhees model does not account for local coarsening
effects, but rather uses a statistically averaged diffusional interaction of a given particle size with its
surroundings. It would be worth investigating whether a phase-field model reproduces the observed
transient phenomena of multimodal alloys, with the aim of improving the coarsening predictions of
the particle radius distribution as a whole.
There is a lot of scope for further development of the Dyson model. To improve the physical accuracy
of the bimodal creep model, one possible formulation is to introduce an effective volume fraction
strengthening the alloy, and an effective inter-particle distance. Such a formulation has not yet been
derived, however it would require more accurate modelling of the evolution of the particle radius
distribution. This has already been discussed.
In order to validate the bimodal model, it should be implemented for a number of other multimodal
nickel superalloys and compared to experimental creep results. Ideally one would be attempting to
make creep predictions for common multimodal disc alloys, for example Waspaloy and RR1000.
The whole premise of this model is that it is physically-based, with real defined, measurable parame-
ters. The model is particularly sensitive to two parameters, the activation energy and the inter-particle
distance. The inter-particle distance and the evolution of the inter-particle distance is established from
the coarsening studies, however the range of reported activation energies of the superalloys is vast.
The author believes a thorough study of activation energies is warranted to remove this ambiguity.
The Dyson model may be improved as it is developed to account for further important deformation
mechanisms that are currently not incorporated into the model. For example, the model could be
extended to account for lattice misfit stresses between the γ/γ′ interface by determining evolution
equations for these stresses as a function of the accumulated creep strain.
Appendix A
Derivation of LSW Theory
In the following derivation, the notation is kept consistent with the original paper of Lifshitz and
Slyozov [13]. The LSW mean-field coarsening theory makes the following assumptions: (i) the particles
are spherical, (ii) the precipitate volume fraction Vf is close to zero and the precipitates are infinitely
far apart, such that one can ignore the diffusion field between neighbouring precipitates, (iii) that no
internal elastic stresses exist between the phases, and (iv) that the matrix is infinite and no relative
motion occurs between particles and matrix.
The LSW model is derived by first considering the Gibbs-Thomson equation, which relates surface
curvature to concentration
CR = C∞ exp
[
2σV
RkT
]
= C∞
(
1 +
2σV
RkT
)
(A.1)
where C∞ is the equilibrium concentration of the saturated solution, CR is the equilibrium concen-
tration at the boundary of a grain of radius R, σ is the inter-phase surface tension, V is the atomic
volume fraction of the solute, k is Boltzmann’s constant, and T is temperature. Atomic volume is
incorporated into this equation from its definition V = M/ρ, where M is the molar mass and ρ is the
mass density of solute. Putting α = V C∞(2σ/kT ) the Gibbs-Thomson equation is written as
CR = C∞ +
α
R
(A.2)
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Fick’s first law for steady state diffusion of solute across the solvent is
j = D
∂C
∂r
∣∣∣∣
r=R
=
D
R
(C − CR) (A.3)
where j is the diffusion flux, D is the diffusion coefficient, and C is the concentration of solute in the
solvent. Defining the degree of supersaturation of solution as ∆ = C − C∞  1, and combining with
the Gibbs-Thomson Equation A.2 and Fick’s First law of steady state diffusion A.3, the radius R of
the grain evolves with time as
j =
dR
dt
=
D
R
(∆− α
R
) (A.4)
For every value of supersaturation there exists a critical radius Rc = α/∆ with which a grain is in
equilibrium with the solution i.e. dRc/dt = 0. If R > Rc the grain grows, and if R < Rc the grain
dissolves. Both ∆ and Rc vary with time.
The initial supersaturation and critical radius are written ∆0 and Rc,0 = α/∆0 respectively. Integrat-
ing Equation A.4, a solution for time is of the form T = R3c,0/αD. Lifshitz and Slyozov introduce the
following dimensionless variables for their calculations
ρ =
R
Rc,0
(A.5)
t′ =
t
T
(A.6)
x(t) =
Rc
Rc,0
=
α∆0
α∆
=
∆0
∆
(A.7)
Writing Equation A.4 in dimensionless form it follows
ρ2
dρ
dt
=
1
T
(
∆ρRc,0
α
− 1
)
(A.8)
Rewriting the differential and simplifying further
1
3
dρ3
dt
=
1
T
(
∆ρRc,0
α
− 1
)
(A.9)
dρ3
dt′
= 3
(
ρ
x
− 1
)
(A.10)
Equation A.10 is the derived kinetic equation. From this point the prime is removed, such that
dimensionless time is now written as t.
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Introducing the distribution function f(ρ3, t), which within a factor of 4pi/3 is a volume distribution
function of the particles, this function represents the number of particles per unit volume in a size
class ρ3 to ρ3 + dρ3 at time t. The time rate of change of f(ρ3, t) is given by a continuity equation
∂f
∂t
+
∂
∂ρ3
(fvp) = 0 (A.11)
where vp = dρ3/dt. The continuity equation equates a net flux over a surface with a loss or gain of
material within the surface. Putting the continuity equation equal to zero implies that the effects of
nucleation and coalesence are negligible.
The third equation to establish the system is the conservation of matter, Equation A.12.
Q0 = ∆0 + q0 = ∆ + q (A.12)
where Q0 is the total initial supersaturation, making allowance for the amount of material initially in
the particles, q0.
Recall, by definition ρ = R/Rc,0, Equation A.5, therefore the amount of material in particle form
across the distribution can be found by the following integral
q =
4
3
piR3c,0
∫ ∞
0
fρ3dρ3 (A.13)
Introducing Equation A.13 into the conservation of mass equation, Equation A.12
1 =
∆
Q0
+
4
3
pi
R3c,0
Q0
∫ ∞
0
fρ3dρ3 (A.14)
Recall, from Equation A.7, x(t) = ∆0/∆
1 =
∆0
Q0
1
x
+K
∫ ∞
0
fρ3dρ3 (A.15)
where K = 43pi
R3c,0
Q0
. Equations A.10, A.11, and A.15 are the kinetic equation, continuity equation
and conservation of mass respectively. Before solving these equations, Lifshitz and Slyozov [13] make
further simplifying substitutions to obtain what is referred to as the canonical equations.
Since ρ3 = (R/Rc,0)3 and x3(t) = (Rc/Rc,0)3, Equations A.10, A.11, and A.15 can be simplified by
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introducing z, termed the reduced volume, defined as
z =
ρ3
x3(t)
=
(
R
Rc
)3
(A.16)
Note that as t→∞, ∆→ 0, so that x(t)→∞, thus x(t) can be used as a measure of time.
Analysing Equation A.10, the variable τ is introduced and defined as
τ = lnx3(t) (A.17)
since the derivative of this is dτ/dx(t) = 3/x(t). i.e. the coarsening of the system is being measured
with respect to the evolution of the critical radius, rather than with respect to time.
A volume distribution function φ(z, τ) must exist such that
φ(z, τ)dz = f(ρ3, t)dρ3 (A.18)
Equations A.16, A.17, and A.18 are introduced to Equations A.10, A.11, and A.15. Multiplying both
sides of Equation A.10 by dt/dx3 and replacing ρ with Equation A.16
d(zx)3
dx3
= 3
dt
dx3
(z1/3 − 1) (A.19)
and differentiating the left hand side
x3
dz
dx3
= (z1/3 − 1)γ(τ)− z (A.20)
where γ(τ) = 3dt/dx3. It is clear now why the measurement of time is defined according to Equation
A.17, since x3/dx3 = 1/dτ . Thus the kinetic equation is written
dz
dτ
= v(z, τ) = (z1/3 − 1)γ(τ)− z (A.21)
where v(z, τ) is a velocity function.
The continuity equation of Equation A.11 is a function of f(ρ3, t), t, and ρ3 only. Therefore subbing
Equation A.18 into Equation A.11 and making the necessary substitutions the continuity equation is
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rewritten
∂φ
∂τ
+
∂
∂z
φv(z, γ) = 0 (A.22)
Finally the conservation of mass, Equation A.15 is rewritten
1 =
∆0
Q0
e−τ/3 +Keτ
∫ ∞
0
φ(z, τ)zdz (A.23)
Note that x = eτ/3 is introduced to this expression, from Equation A.17. This expression may be
expressed in terms of the initial distribution f0z. From Equations A.7, A.16 and A.17, defining x, z
and τ , at t = 0, x(0) = 1, τ = 0 and z|τ=0 = ρ3. From this, and with the definition of Equation A.18
φ(z, τ)dz = f(ρ3, t)dρ3, at τ = 0 φ|t=τ=0 = f0(z). Under the initial condition z|τ=0 = y, Equation
A.23 is written in terms of f0(z), thus
1− ∆0
Q0
e−τ/3 = Keτ
∫ ∞
y0(τ)
f0(y)z(y, τ)dy (A.24)
y0(τ) is the solution corresponding to z[y0(τ), τ ] = 0 i.e. the lower limit represents the smallest of the
range of particles that are still undissolved at time τ .
The unknown functions, φ(z, τ) and γ(τ) are solved by asymptotic analysis. The supersaturation
∆(t) decreases monotonically with time, therefore 1/x(t) does the same. There are only three possible
solutions for γ(τ) as τ → ∞, i) γ(τ) → ∞, ii) γ(τ) → 0, iii) γ(τ) → constant. It is now shown that
(iii) is the only satisfactory solution.
Firstly for condition (i) γ(τ) → ∞ as τ → ∞. For this case x3(t) varies more slowly than t, from
the definition γ(τ) = 3dt/dx3. The significance of this is explained by considering the continuity
equation, Equation A.22. Physically this means that Rc is not adjusting quickly enough and so the
conservation of mass in Ostwald ripening is not being conserved, with the amount of matter in grain
form tending to infinity. From Equation A.22, as τ increases towards infinity, dz/dτ > 0. This implies∫∞
0 φ(z, τ)zdz > constant. From Equation A.23, the amount of matter in grain form as τ → ∞ is
therefore q > eτ →∞, so that matter is not conserved.
Using similar argument for (ii), if γ(τ) → 0 as τ → ∞, the amount of matter in grain form goes to
zero, so equation A.22 is not satisfied. It follows that γ(τ) must tend asymptotically to some constant
value γ0. This constant γ0 needs to be determined, as does the asymptotic solution of φ(z, τ).
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At such times where γ(τ) may be put constant, the general solution to the continuity equation,
Equation A.22, is
φ(z, τ) = χ(τ + ψ)
1
g(z, γ)
(A.25)
where g(z, γ) = −v(z, γ), ψ = ∫ z0 g−1(z, γ)dz, and χ is an arbitrary function. Filling this solution into
equation A.23 one obtains
1 =
∆0
Q0
e−τ/3 +Keτ
∫ ∞
0
χ(τ + ψ)
1
g(z, γ)
zdz (A.26)
From the conservation of mass, the amount of material in particle form is independent of time, then χ
must have the form χ(τ + ψ) = Ae−(τ+ψ), and φ(z, τ) must tend asymptotically towards the solution
φ(z, τ) = e−τΦ(z, γ) where Φ(z, γ) is the time independent function of the volume distribution.
The governing equations can be rewritten in asymptotic form i.e. introducing the above asymptotic
solutions. Expanding Equation A.22 and making the asymptotic substitutions one obtains
−Φ + d
dz
v(z, γ)
dΦ
dz
+ Φ
dv
dz
= 0 (A.27)
Equation A.21, in asymptotic form is
dz
dτ
= v(z, τ) = (z1/3 − 1)γ − z (A.28)
where γ = constant, γ is time independent in the asymptotic solution.
For the continuity equation, Equation A.23, written 1 = ∆0Q0 e
−τ/3 +Keτ
∫∞
0 φ(z, τ)zdz, as τ →∞ the
first term goes to zero, and filling the asymptotic solution of φ(z, τ), Equation A.25, into this equation,
one obtains
1 = K
∫ ∞
0
Φ(z, γ)zdz (A.29)
Analysing Equation A.27, there exists a solution z = z0 where Φ(z, γ) and all its derivatives go to zero.
This is the stable solution. From Equation A.27, the point at which the velocity and its derivatives
equal zero also corresponds to the value of z for which Φ goes to zero, i.e. z = z0. Thus the stable
solution corresponds to a value of γ = γ0 such that the rate of change of v(z, γ0) and its derivatives
are zero at z = z0. Two initial conditions are v(z, γ0) = 0, and dvdz
∣∣∣∣
z=0
= 0. Applying to Equation
A.28 0 = (z1/30 − 1)γ0 − z0 and dvdz
∣∣∣∣
z=0
= 0 = 13z
−2/3
0 γ0 − 1. Combining these two equations z0 = 27/8
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γ0 = 27/4 and z0 = γ0/2. This physically means that there exists a maximum z0 where the growth of
the particle is zero.
Thus the asymptotic constant solution to γ has been found, however the distribution function φ(z, γ0)
still remains to be determined. Rewriting Equation A.25 in terms of the time independent distribution
function
Φ(z, γ0) = Ae−ψ(z,γ0)
1
g(z, γ0)
for z ≤ z0 = 27/8
Φ(z, γ0) = 0 for z ≥ z0 = 27/8
(A.30)
In which g(z, γ0) = −v(z, γ0) ≥ 0. Finally, before the results may be summarised, the solutions to
ψ and A need to be written. These were introduced earlier to simplify the solution of the continuity
equation. The solution for ψ is found by integrating the negative integral of Equation A.28, and filling
in the value of γ0 = 27/4.
ψ =
∫ z
0
dz
g(z, γ0)
=
4
3
ln (z1/3 + 3) +
5
3
ln (
3
2
− z1/3) + (1− 2
3
z1/3)−1 − ln (322−5/2e) (A.31)
By definition, the constant A is
A =
K−1∫ z0
0 e
−ψ zdz
g(z,γ0)
=
3Q0
4piR3c,0(1.11)
≡ 0.22 Q0
R3c,0
(A.32)
From the definition of K = 43piR
3
c,0Q
−1
0 and filling the limiting values into the integrated equation.
Recall φ(z, τ) = e−τΦ(z, γ). Rewriting Equation A.30, the complete volume distribution function has
the form
Φ(z, γ0) = Ae−ψ(z,γ0)
1
g(z, γ0)
= n(τ)p(z, γ0) for z ≤ z0
Φ(z, γ0) = 0 for z ≥ z0
(A.33)
where n(τ) is the mean number of particles per unit volume, and p(z, γ0) is the probability that a
particle shall have a reduced volume between z and z + dz.
The number of particles per unit volume is n(τ) =
∫∞
0 φ(z, τ)dz. Considering the meaning of the
constant derived for Ae−τ , this is the mean number of grains per unit volume at time τ , and the mean
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z1/3 = R / R
p*
Figure A.1: The scaled particle distribution function predicted by LSW theory as t→∞
solution for A is given above, i.e.
n(τ) =
∫ ∞
0
φ(z, τ)dz = Ae−τ (A.34)
p(z, γ0) equals the remaining terms in equation A.33, and represents the probability of a grain having
a reduced volume between z and z + dz.
p(z, γ0) =
e−ψ(z,γ0)
g(z, γ0)
= 332−5/3e(z1/3 + 3)−7/3(
3
2
− z1/3)−11/3 exp [−(1− 2
3
z1/3)−1] for z ≤ z0
p(z, γ0) = 0 for z ≥ z0
(A.35)
and ∫ ∞
0
p(z, γ0)dz =
∫ z0
0
p(z, γ0)dz = 1 (A.36)
Establishing the probability p∗(z, γ0) = p(z, γ0)(dz/dz1/3), this is the probability that a grain has
mean dimension between z1/3 = (R/x) and (R/x) + d(R/x). This function is plotted as a function of
z1/3 in Figure A.1.
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From Equation A.31 one has dzdψ = g(z, γ0) and by use of Equation A.28
dz
dψ
= z − γ0(z1/3 − 1) (A.37)
Recall that ψ =
∫ z
0
dz
g(z,γ0
, therefore note that the mean value is given by z¯ =
∫ z0
0 e
−ψ z
g(z,γ0)
dz. There-
fore
z1/3 − 1 =
∫ z0
0
e−ψ
z1/3 − 1
g(z, γ0)
dz = [γ−10 e
−ψz]z00 = 0 (A.38)
Since at z = z0 the velocity and all its derivatives equal zero, and at z = 0 the product γ−10 e
−ψz
clearly equals zero. It follows from Equation A.38 and the definition of z
ρ¯ = z1/3x = x(t) (A.39)
This gives the important solution that R¯/Rc,0 = Rc/Rc,0 i.e. R¯ = Rc ∴ z = R3/R¯3.
Equation A.21 is γ(τ) = 3 dt
dx3
, filling in the value γ0 = 27/4, the solution for x3(t) is found to be
x3(t) =
4
9
t (A.40)
Finally it is not difficult to integrate the differential form of the coarsening equation (Equation A.21
in terms of the original parameters to obtain
R¯3 − R¯30 =
3αDt
γ0
=
4
9
αDt (A.41)
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Appendix B
Elastic Moduli and Load Partitioning
in a Single Crystal Nickel Superalloy
This appendix describes collaborative work between D. Dye and J. Coakley of Imperial College London,
V. Vorontsov and H.J. Stone of Cambridge University and R.B. Rogge of Chalk River Laboratories,
Canada. J. Coakley’s contribution to the following work is as follows:
1. To perform time-of-flight elastic measurements of CMSX-4 at room and elevated temperatures.
2. To develop and implement a peak fitting routine for the data analysis.
3. To determine the unconstrained single crystal constants using the unit cell model developed by
D. Dye and V. Vorontsov.
4. To compare and contrast these results with those available in literature for similar alloys.
B.1 Summary
The constrained moduli of the γ and γ′ phases of the Ni superalloy CMSX-4 have been determined
using in situ neutron diffraction. The elastic moduli of the isolated phases fitted using a model are
found to be E[100] = 103 GPa in the γ and 134 GPa in the γ′ at room temperature, while at 900◦C
they are 96 and 90 GPa. Therefore load partitions markedly to the γ′ phase at room temperature but
there is little load partitioning at elevated temperatures.
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B.2 Introduction
In order to raise the temperature capability of the single crystal nickel-base superalloys used in
aerospace gas-turbines, a mechanistic understanding of the creep process is increasingly required.
In particular, the misfit between the ∼ 70% volume fraction γ′ coherent precipitate phase and the
FCC γ matrix is felt to be important, as is the loading state in both phases. The effect of interfacial
dislocations, the anti-phase boundary energy, the matrix dislocation glide resistance and the difficulty
of nucleating dislocation ribbons are all also important in understanding the creep process, and hence
in understanding how to design improved alloys. Clearly the situation is complicated and a complete
understanding remains a work in progress in the superalloy community.
In addition, there is an increasing need to quantify the strains and stresses in manufactured compo-
nents, for example around welds. This, and other requirements, has led to the development of single
crystal neutron strain scanning for the non-destructive evaluation of internal stresses in superalloy
single crystal components, using movement of the γ′ {h00} peak as a internal strain gauge.
The reliable determination of stresses from the measured strains necessitates accurate values of the
associated diffraction elastic constants. It is difficult to make measurements of the elastic constants of
the phases in isolation, as preparing appropriately alloyed γ′ single crystals at the phase boundary is
challenging. Additionally, the constraint imposed by each phase will result in an apparent or effective
elastic moduli which will differ from those exhibited by the isolated phases. It is therefore necessary
that such data be acquired from the two-phase alloy in an appropriate microstructural condition.
In this chapter, neutron diffraction is used to quantify the elastic moduli, misfit and thermal expansion
coefficients of each phase, in-situ. A finite element model is used to obtain the single crystal elastic
constants from the apparent moduli measured in the self-accommodating two-phase assemblage. The
data generated here also act to improve confidence in the measurement methodology for use in strain
measurement and the characterisation of elastic lattice strain evolution during creep, by providing a
reference case for comparison with measurements made using other techniques in other alloys. Such
confidence is needed because the accurate measurement of d-spacings using diffraction techniques is
less well established than for polycrystals, where diffraction strain measurement is routine.
B.3. Experimental Description 177
Figure B.1: Schematic of the experimental arrangements (a) at the NRC L3 diffractometer at Chalk River,
Canada and (b) at the ENGIN-X diffractometer at ISIS, Didcot, UK.
B.3 Experimental Description
Tensile bars of the single crystal nickel-base superalloy CMSX-4 were machined from a homogenized,
heat-treated and aged casting provided by Rolls-Royce plc., Derby, UK. The approximate orientation
of the bar was with the loading axis around 8◦ from the {100} plane normal. This misorientation
was a consequence of the Bridgman industrial casting method used and would be expected to result
in a (correctable) shift in the results of less than 3% [224], although such a correction has not been
performed here.
Measurements were first made using the L3 diffractometer at the National Research Council’s Chalk
River Facility in Ontario, Canada, using a monochromatic neutron beam of wavelength 1.690 A˚, Fig-
ure B.1(a). The crystal was placed in a tensile test cell and its orientation controlled in two perpendic-
ular directions by rotating the sample in the load train and by rotating the test rig and sample on the
diffractometer. Measurements were made using the (200) composite γ/γ′ peak and the (300) γ′ peak,
and the strain in the γ phase deduced by subtracting the γ′ peak from the overlapping (200) reflection.
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Figure B.2: Diffraction spectrum obtained by time-of-flight neutron diffraction for the CMSX-4 alloy. The
(100) and (300) reflections are due solely to the γ′ phase and the (200) doublet is due to both the γ and γ′
phases.
Radial (θ–2θ) scans in reciprocal space were then performed through this maxima to perform a true
lattice parameter measurement, using oscillation of the sample during each measurement to obtain an
average over a large portion of the crystal mosaic, which was approximately 2◦ in the casting direction
and 8◦ transverse to the dendrites.
A second set of measurements was made using the ENGIN-X diffractometer at the ISIS time-of-flight
neutron source. Here the detectors were fixed at 90◦ to the incident beam and diffraction information
was obtained from the entire ±15◦ detector bank, Figure B.1(b). The measurements were radial in
reciprocal space, because the time-of-flight corresponds to a wavelength scan. An example of the
diffraction spectrum obtained is shown in Figure B.2.
The (h00) (h = 1, 3) γ′ peaks were fitted using a least-squares Newton-Raphson Gaussian peak fit
(Chalk River) and an appropriate pseudo-Voigt time-of-flight peak shape (ISIS). The composite (200)
peak from both phases, Figure B.3, was then fitted in a similar fashion to the method described by
Stone et al [108]. It was assumed that (i) both peaks possessed the same instrumental width, (ii) that
the ratio in intensity calculated for the nominal volume fraction and phase compositions of CMSX-4
was fixed [225] and (iii) that the γ′ − (200) peak position calculated from the γ′-only peak was fixed.
This left only four fitting parameters, the γ − (200) peak position, the (200) width of both peaks, the
overall intensity of both peaks and the background. The peaks’ widths of the (h00) γ′ were permitted
to differ due to the differing instrumental resolutions (wavelength at ENGIN-X, angle at L3) at these
scattering positions.
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Figure B.3: (200) doublet obtained by time-of-flight diffraction. The γ′ peak fit was constrained by the
location of the (100) reflection.
In determining the position of the γ′ − (200) peak from the (300), it is important to recognize the
presence of the φ0 offset, which was around 0.03 ◦. This is because the initial difference in the peak
positions is small compared to the peak widths, around 0.05 ◦, and the intensity of the γ peak is
smaller than that of the γ′.
B.4 Results
The elastic loading behaviour of each phase in the longitudinal direction at room temperature is shown
in Figure B.4 and the elastic constants obtained are given in Table B.1. The measured misfit, defined
as 2(aγ′−aγ)/(aγ′ +aγ), is also given. One should distinguish between the measured diffraction elastic
constant or effective stiffness of each phase Eeff[100] and that of the unconstrained single crystal E[100].
One might expect the effective stiffness of each phase to be between that of the unconstrained phases
and that of the alloy.
The measurements lie on a straight line in each case and the measurements made using constant-
wavelength and time-of-flight diffraction are in reasonable agreement. As temperature increases the
Table B.1: Measured apparent elastic constants and misfit of each phase, using constant wavelength (CW)
and time-of-flight (TOF) diffraction.
Method T Eγ
′,eff
[100] E
γ,eff
[100] misfit δ
◦C GPa GPa %
CW 20 146± 3 117± 6
TOF 20 128± 3 115± 5 -0.26
TOF 700 102± 2 104± 4 -0.23
TOF 900 87± 2 94± 7 -0.22
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Figure B.4: Measured bulk stresses and lattice strains obtained in each phase during elastic loading of the
samples by constant wavelength (CW) and time-of-flight (TOF) diffraction at room temperature and at elevated
temperatures.
elastic moduli decrease, as expected. The (constrained) thermal expansion coefficients α were also
measured for each phase from the TOF measurements made during heating. A linear fit to the
measured lattice parameters for each phase at zero load resulted in α = 14.6× 10−6 K−1 for the γ and
α = 15.0× 10−6 K−1 for the γ′. Of course, this is the constrained misfit, as with the misfit measured
by electron microscopy, but it gives a reliable indication that the misfit decreases with temperature.
A finite element unit cell model was constructed in order to deduce the isolated stiffness of each phase
from the measured constrained stiffness by an iterative fitting procedure. The model consisted of
a regular cubic mesh of 36 elements, with the central 32 composed of the γ′ phase, giving a phase
fraction of (32/36)3 = 70%. The model was constrained to remain parallel sided in order to satisfy
the continuity condition. Estimated elastic constants were applied for each phase and then, for a
given applied stress <σ>, the average strain in each phase was evaluated εi and the apparent elastic
modulus deduced for each phase i, Ei,eff[100] using E =<σ> /ε
i. The starting values for C11, C12 and
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Table B.2: Single crystal and isolated moduli in the [100] direction of the γ and γ′ phases in CMSX-4, measured
by fitting the unit cell FE model to the measured constrained stiffnesses.
γ phase γ′ phase
T E[100] C11 C12 E[100] C11 C12
◦C GPa GPa GPa GPa GPa GPa
20 103 138 59 134 256 159
700 97 208 139 89 208 145
900 96 203 134 90 236 173
C44 were derived from Wallow for the alloy PE105 [109]. There is little shear in the problem, so the
shear modulus C44 could not be obtained. The results for C11 and C12 are given in Table B.2, along
with the isolated Young’s moduli for each phase in the [100] direction E[100].
B.5 Discussion and Conclusion
Reported elastic moduli of the isolated phases are presented in Table B.3. Ma et al. [99] also attempted
to determine the elastic constants from measurements in a polycrystal. For the disordered FCC γ
phase, the measured [100] stiffness, E[100] appears to vary between 100 and 140 GPa. Adding solid
solution strengtheners that partition to the γ, such as Cr, Mo, W and Re, appears to have only limited
effect on Cij , with E[100] for all the measurements except Pottebohm being around 130−140 GPa, but
there is some evidence that adding γ′-stabilising elements decrease E[100], which is consistent with our
results.
For the γ′ phase, E[100] is approximately 105− 110 GPa for most of the measurements. Yasuda [111]
found that substituting 9 at.% Ti for Al increased E[100] dramatically to 133 GPa, consistent with
Wallow and Ma [99; 109]. The effect of solution strengtheners is presently undetermined. In CMSX-4,
where the Ti content is around 1.8 at.% in the γ′, this effect is significant, but the implication of this
work and that of Wallow and Ma is that solution strengtheners also increase E[100]. Therefore we
can conclude (i) that the data presented here is consistent with the literature, (ii) that the elastic
constants of both phases are significantly affected by alloying, with Ti having a significant effect in
increasing the stiffness of the γ′ phase.
This is significant because a consideration of only pure FCC Ni and primitive Ni3Al would suggest
that the γ′ phase is more compliant than the γ, and hence will carry a smaller proportion of the
applied load - load would partition to the matrix phase. In fact, we can see that the reverse is the
case - load partitions to the γ′. The calculations performed by Siebo¨rger are particularly misleading
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Table B.3: Room temperature single crystal moduli of the γ and γ′ phases in a variety of alloys, measured
by ultrasonic resonance (U) in single crystals and by neutron diffraction in a polycrystal (ND). The γ′ alloy
element content Ti+Ta+Al (gp) and solution strengthener content Cr+Mo+W+Re (ss) are noted.
Ref. gp ss E[100] C11 C12 C44
at.% at.% GPa GPa GPa GPa
γ phase
[193] U 0 0 139 251 150 123
[110] U 0 23.3 99 208 137 124
[96] U 0 26.5 130 261 168 137
[96] U 0 26.5 138 260 160 144
[109] U 6.5 29.5 111 232 152 134
[109] U 6.5 29.5 113 233 151 136
[99] ND 6.4 27.6 128 190 94 163
This work 2.8 28.8 103 138 59
γ′ phase
[112] U 23.2 0 106 229 154 124
[112] U 24.0 0 105 229 154 124
[112] U 25.0 0 106 225 149 124
[113] U 25.0 0 105 219 144 125
[111] U 25 0 105 221 146 124
[111] U 24 0 133 238 141 123
[109] U 25 0 104 221 146 124
[109] U 16.5 6.5 122 233 145 133
[109] U 16.5 6.5 123 238 149 129
[109] U 23.7 1.0 129 239 145 126
[96] U 26.0 0 113 254 174 130
[96] U 26.0 0 126 260 170 128
[99] ND 19.9 3.6 145 223 115 160
This work 21.2 4.8 134 256 159
in this respect, since the γ′ considered in Ref [96] was pure Ni3Al, not the alloyed Ni3Al that exists in
CMSX-4.
We can evaluate the magnitude of the load partitioning by considering the stress ratio L = σγ
′
/σγ .
The stress experienced by the γ phase on loading in the [100] direction will be σγ =<σ>
Eγ
[100]
Eγ,eff
[100]
,
where <σ> is the applied macroscopic average stress. A similar expression can be derived for the
γ′ phase. Therefore L =
Eγ
′
[100]
Eγ,eff
[100]
Eγ
′,eff
[100]
Eγ
[100]
, which gives values of 1.17, 0.94 and 1.01 at room temperature,
700◦C and 900◦C, respectively. Therefore load partitions to the γ′ phase at room temperature, but
is nearly equally distributed between the phases at temperatures relevant to primary creep (700◦C)
and tertiary creep (900◦C). Interestingly, this suggests that load partitioning to the γ phase may only
occur at intermediate temperatures.
According to Pineau’s model [226], for rafting to occur the γ′ phase must be stiffer than the γ matrix.
The present measurements suggest that L is a minimum at intermediate temperatures, before rising
above 1 at higher temperatures, which correlates with the observation of rafting only at very high
temperatures, despite the morphological evolution (coarsening) that occurs even at relatively low
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temperatures.
In summary, the neutron diffraction technique has been used to characterize the effective moduli of the
γ and γ′ phases in CMSX-4. The resulting confidence in the ability to measure the elastic constants
suggests that the technique may be used for stress measurement. A finite element unit cell model has
been used to derive the single crystal moduli from the effective moduli and the results compared to
ultrasonic measurements from the literature, which are in reasonable agreement. It was found that
the γ′ phase is stiffer than the γ in the [100] direction at room temperature, but that the phases have
similar moduli at elevated temperatures.
184 Appendix B. Elastic Moduli and Load Partitioning in a Single Crystal Nickel Superalloy
References
[1] Dyson B. Microstructure based creep constitutive model for precipitation strengthened alloys:
theory and application. Mater Sci and Technol 2009;25:213
[2] Basoalto HC. Private communication 2010
[3] Basoalto HC, Sondhi SK, Dyson BF, McLean M. A generic microstructure-explicit model of
creep in nickel-base superalloys. In: Green KA, et al., editors, Superalloys 2004. Pennsylva-
nia: Minerals, Metals and Materials Society, Proceedings of the International Symposium on
Superalloys, 897–906
[4] Dyson BF. The use of CDM in materials modeling and component creep life prediction. J
Pressure Vessel Technology 2000;122:281
[5] Ashby MF, Dyson BF. Creep damage mechanics and micromechanisms. Oxford, UK: Pergamon,
Advances in Fracture Research (Fracture 84). Proceedings of the 6th International Conference
on Fracture (ICG6), 3–30
[6] Reed R. The Superalloys: Fundamentals and Applications. Cambridge University Press 2006
[7] Murakumo T, Kobayashi T, Koizumi Y, Harada H. Creep behaviour of Ni-base single-crystal
superalloys with various γ′ volume fraction. Acta Mater 2004;52:3737
[8] Ro Y, Koizumi Y, Harada H. High temperature tensile properties of a series of nickel-base
superalloys on a γ/γ′ tie line. Mater Sci and Eng A 1997;223:59
[9] Betteridge W, Heslop J. The Nimonic Alloys. London: Edward Arnold, 2nd edition 1959
[10] Special Metals Wiggin Nimonic Alloy 115 Properties. Publication Number SMC-094 2004
185
186 REFERENCES
[11] Dye D, Coakley J, Vorontsov VA, Stone HJ, Rogge RB. Elastic moduli and load partitioning in
a single-crystal nickel superalloy. Scri Mater 2009;61:109
[12] Coakley J, Basoalto HC, Dye D. Coarsening of a Multi-Modal Nickel-Base Superalloy. Accepted
by Acta Metall, March 2010
[13] Lifshitz IM, Slyozov VV. Kinetics of precipitation from supersaturated solid solutions. J Phys
Chem Solids 1961;19:35
[14] Wagner C. Theorie der Alterung von Niederschla¨gen durch Umlo¨sen. Z Elektrochem 1961;65:581
[15] Brailsford AD, Wynblatt P. The dependence of Ostwald ripening kinetics on particle volume
fraction. Acta Metall 1979;27:489
[16] Marqusee JA, Ross J. Theory of Ostwald ripening: competitive growth and its dependence on
volume fraction. J Chem Phys 1984;80:536
[17] Voorhees PW. The theory of Ostwald ripening. J Stat Phys 1985;38:232
[18] Tokuyama M, Kawasaki K. Statistical-mechanical theory of coarsening of spherical droplets.
Physica A 1984;123:386
[19] Ardell AJ. The effect of volume fraction on particle coarsening: theoretical considerations. Acta
Metall 1972;20:61
[20] Asimow R. Clustering kinetics in binary alloys. Acta Metall 1963;11:72
[21] Davies CKL, Nash P, Stevens RN. The effect of volume fraction of precipitate on Ostwald
ripening. Acta Metall 1980;28:179
[22] Voorhees PW, Glicksman ME. Solution to the multi-particle diffusion problem with applications
to Ostwald ripening. I. Theory. Acta Metall 1984;32:2001
[23] Voorhees PW, Glicksman ME. Solution to the multi-particle diffusion problem with applications
to Ostwald ripening. II. Computer simulations. Acta Metall 1984;32:2013
[24] Chen MK, Voorhees PW. Dynamics of transient Ostwald ripening. Modell Simul Mater Sci Eng
1993;1:591
[25] Jenkins W, Digges T, Johnson C. Creep of high purity nickel. J Res Nat Bur Stand 1954;53:329
REFERENCES 187
[26] Copley SM, Kear BH. Dynamic theory of coherent precipitation hardening with application to
nickel-base superalloys. Trans Metall Soc AIME 1967;239:984
[27] Dyson BF, McLean M. Micromechanism-quantification for creep constitutive equations. In:
Murakami K, Ohno N, editors, IUTAM Symposium on Creep in Structures. Kluwer, Dordrecht:
Kluwer Academic Publishers, 3 – 16
[28] Rae CMF, Reed RC. Primary creep in single crystal superalloys: Origins, mechanisms and
effects. Acta Mater 2007;55:1067
[29] Ma A, Dye D, Reed RC. A model for the creep deformation behaviour of single-crystal superalloy
CMSX-4. Acta Mater 2008;56:1657
[30] Williams JC, Starke EA. Progress in structural materials for aerospace systems. Acta mater
2003;51:5775
[31] Wiederhorn S, Ferber M. Silicon nitride for gas turbines. Curr Opin Solid State Mater Sci 2001;
5:311
[32] Beardmore P, Davies RG, Johnston TL. On temperature dependence of flow stress of nickel-base
alloys. Trans Metall Soc AIME 1969;245:1537
[33] Winstone MR. Microstructure and alloy developments in nickel-based superalloys. In: Strang
A, Cawley J, Greenwood GW, editors, Microstructural Stability of Creep Resistant Alloys for
High Temperature Plant Applications. Sheffield, England: Cambridge University Press, 27–47
[34] Duhl DN. Some effects of hafnium additions on the mechanical properties of a columnar-grained
nickel-base superalloy. J Met 1971;23:38
[35] Doherty JE, Giamei AF, Kear BH. Importance of grain boundary morphology and cohesion on
intergranular strength. Can Metall Q 1974;13:229
[36] Lund C. Effects of refractory additions on the structure and mechanical properties of a Hf-
containing nickel base superalloy. In: Tien J, Wlodek S, Morrow H, Gell M, Maurer G, editors,
Superalloys 1980. Pennsylvania: Minerals, Metals and Materials Soc, 85–98
[37] Dahl JM, Danesi W, Dunn R. The partitioning of refractory metal elements in hafnium-modified
cast nickel-base superalloys. Metall Mater Trans A 1973;4:1087
188 REFERENCES
[38] Kotval PS, Venables JD, Calder RW. Role of hafnium in modifying the microstructure of cast
nickel-base superalloys. Metall Mater Trans B 1972;3:453
[39] VerSnyder FL, Guard R. Directional grain structures for high temperature strength. Trans ASM
1960;52:485
[40] Broomfield RW, et al. Development and turbine engine performance of three advanced rhenium
containing superalloys for single crystal and directionally solidified blades and vanes. J Eng Gas
Turbines Power 1997;120:595
[41] Mottura A, Miller MK, Reed RC. Atom probe tomography analysis of possible rhenium clus-
tering in nickel-based superalloys. In: Reed RC, Green KA, Caron P, Gabb TP, Fahrmann MG,
Huron ES, editors, Superalloys 2008. Pennsylvania: Minerals, Metals and Materials Society,
891–900
[42] Janotti A, Krcmar M, Fu CL, Reed RC. Solute diffusion in metals: larger atoms can move
faster. Phys Rev Lett 2004;92:859011
[43] Fu CL, Reed R, Janotti A, Krcmar M. On the diffusion of alloying elements in the nickel-base
superalloys. In: Green KA, et al., editors, Superalloys 2004. Pennsylvania: Minerals, Metals
and Materials Soc, 867–876
[44] Bremer FJ, Beyss M, Wenzl H. The order-disorder transition of the intermetallic phase Ni3Al.
Phys Stat Solidi A 1988;110:77
[45] Stoloff N. Fundamentals of Strengthening. In: Sims C, Hagel W, editors, The Superalloys, New
York: John Wiley & Sons 1972;79–112
[46] Decker R. Strengthening Mechanisms in Nickel-Base Superalloys. New York: The International
Nickel Company, Inc. 1970
[47] Johnson WA, Stoloff NS. Influence of carbide distribution on high temperature ductility of
nickel-base alloys. In: Promisel N, Weiss V, editors, Int Conf on Mech Behav of Mater (ICM-2)
1976. Boston, Mass: ASM, volume 2, 1123–1128
[48] Stoloff NS. Nickel-Base Superalloys. In: Li J, editor, Microstructure and Properties of Materials,
Singapore: World Scientific, volume 1 1996;51–106
[49] Weisenberg LA, Morris RJ. How to fabricate Rene´ 41. Metal Progress 1960;78:70
REFERENCES 189
[50] Betteridge W, Franklin A. The effect of heat-treatment and structure on the creep and stress-
rupture properties of Nimonic 80A. J Inst Metals 1956/57;85
[51] Raymond EL. Mechanisms of sensitization and stabilization of incoloy nickel-iron-chromium
alloy 825. Corrosion 1968;24:180
[52] Decker RF, Freeman JW. Mechanism of beneficial effects of boron and zirconium on creep
properties of complex heat-resistant alloy. Trans Metall Soc AIME 1960;218:277
[53] Tin S, Pollock TM, Murphy W. Stabilization of thermosolutal convective instabilities in Ni-
based single-crystal superalloys: carbon additions and freckle formation. Metall Mater Trans A
2001;32A:1743
[54] Auburtin P, Wang T. Freckle formation and freckle criterion in superalloy castings. Metall
Mater Trans B 2000;31:801
[55] Brooks J, Bridges P. Metallurgical stability of Inconel alloy 718. In: Reichman S, Duhl D,
Maurer G, Antolovich S, Lund C, editors, Superalloys 1988. Pennsylvania: Minerals, Metals
and Materials Soc, 33 – 42
[56] Cottrell A. Dislocations and Plastic Flow in Crystals. Oxford: Oxford University Press 1953
[57] Unocic RR, et al. Deformation mechanisms in Ni-base disk superalloys at higher temperatures.
In: Reed RC, Green KA, Caron P, Gabb TP, Fahrmann MG, Huron ES, editors, Superalloys
2008. Pennsylvania: Minerals, Metals and Materials Soc, 377–385
[58] Mohamed F, Langdon T. Transition from dislocation climb to viscous glide in creep of solid
solution alloys. Acta Metall 1974;22:779
[59] Delehouzee L, Deruyttere A. Stacking fault density in solid solutions based on copper, silver,
nickel, aluminium and lead. Acta Metall 1967;15:727
[60] Paslay PR, Wells CH, Leverant GR. Analysis of primary creep of nickel-base superalloy single
crystals. J Appl Mech 1970;37E:759
[61] Leverant GR, Kear BH. The mechanism of creep in γ′ precipitation-hardened nickel-base alloys
at intermediate temperatures. Metall Mater Trans A 1970;1:491
[62] Matan N, Cox D, Carter P, Rist MA, Rae CMF, Reed RC. Creep of CMSX-4 superalloy single
crystals: Effects of misorientation and temperature. Acta mater 1999;47:1549
190 REFERENCES
[63] Rae CMF, Zhang L. Primary creep in single crystal superalloys: Some comments on effects of
composition and microstructure. Mater Sci and Technol 2009;25:228
[64] Rae CMF, Matan N, Cox DC, Rist MA, Reed RC. On the primary creep of CMSX-4 superalloy
single crystals. Metall Mater Trans A 2000;31:2219
[65] Rae CMF, Matan N, Reed R. The role of stacking fault shear in the primary creep of [001]-
oriented single crystal superalloys at 750 ◦C and 750 MPa. Mater Sci and Eng A 2001;300:125
[66] MacKay RA, Maier RD. The influence of orientation on the stress rupture properties of nickel-
base superalloy single crystals. Metall Mater Trans A 1982;13:1747
[67] Daymond MR, Preuss M, Clausen B. Evidence of variation in slip mode in a polycrystalline
nickel-base superalloy with change in temperature from neutron diffraction strain measurements.
Acta Mater 2007;55:3089
[68] MacLachlan DW, Knowles DM. Creep-behavior modeling of the single-crystal superalloy CMSX-
4. Metall Mater Trans A 2000;31:1401
[69] Pope DP, Ezz SS. Mechanical properties of Ni3Al and nickel-base alloys with high volume
fraction of γ′. International Metals Reviews 1984;29:136
[70] Decker RF, Mihalisin JR. Coherency strains in hardened nickel alloys. Trans Metall Soc AIME
1969;62:481
[71] Fleischer RL. Substitutional solution hardening. Acta Metall 1963;11:203
[72] Phillips V. Hardening mechanisms in a precipitation hardenable Nickel 12.71 at. % aluminium
alloy. Philos Mag 1967;16:103
[73] Smialek J, Meier G. High-temperature oxidation. In: Sims C, Stoloff N, Hagel W, editors,
Superalloys II, New York: John Wiley & Sons 1987;
[74] Pettit F, Giggins C. Hot corrosion. In: Sims C, Stoloff N, Hagel W, editors, Superalloys II, New
York: John Wiley & Sons 1987;
[75] Piearcey BJ, Kear BH, Smashey RW. Correlation of structure with properties in directionally
solidified nickel-base superalloy. ASM Transactions 1967;60:634
REFERENCES 191
[76] Nembach E. The high temperature peak of the yield strength of γ′ strengthened superalloys.
Mater Sci and Eng A 2006;429:277
[77] Kear BH, Wilsdorf HGF. Dislocation configurations in plastically deformed polycrystalline
Cu3Au alloys. Trans Metall Soc AIME 1962;224:382
[78] Staton-Bevan AE, Rawlings RD. Deformation behaviour of single crystal Ni3(Al,Ti). Phys Stat
Solidi A 1975;29:613
[79] Pang HT, Reed PAS. Effects of microstructure on room temperature fatigue crack initiation and
short crack propagation in Udimet 720Li Ni-base superalloy. International Journal of Fatigue
2008;30:2009
[80] Gayda J, Miner RV. Fatigue crack initiation and propagation in several nickel-base superalloys
at 650 ◦C. International Journal of Fatigue 1983;5:135
[81] Hide NJ, Henderson MB, Reed PAS. Effects of grain and precipitate size variation on creep-
fatigue behaviour of Udimet 720Li in both air and vacuum. In: Superalloys 2000. Pennsylvania:
Minerals, Metals and Materials Soc, 495–503
[82] Whittaker GA. Precision casting of aero gas turbine components. Mater Sci and Technol 1986;
2:436
[83] Beeley P, Smart R. Investment Casting. London: The Institute of Materials 1995
[84] Jones S, Yuan C. Advances in shell moulding for investment casting. J Mater Process Technol
2003;135:258
[85] Goulette M, Spilling P, Arthey R. Cost effective single crystals. In: Gell M, Kortovich C,
Bricknell R, Kent W, Radavich J, editors, Superalloys 1984. Pennsylvania: Minerals, Metals
and Materials Soc, 164–186
[86] Tamarin Y. Protective Coatings for Turbine Blades. U.S.A: ASM International 2002
[87] Sczerzenie F, Maurer GE. Developments in disc materials. Mater Sci and Technol 1987;3:733
[88] Rice D, Kantzos P, Hann B, Neumann J, Helmink R. P/M alloy 10 - a 700 ◦C capable nickel-based
superalloy for turbine disk applications. In: Reed RC, Green KA, Caron P, Gabb TP, Fahrmann
MG, Huron ES, editors, Superalloys 2008. Pennsylvania: Minerals, Metals and Materials Soc,
139–47
192 REFERENCES
[89] Banik A, Green K, Hardy M, Mourer D, Reay T. Low cost powder metal turbine components.
In: Green KA, et al., editors, Superalloys 2004. Pennsylvania: Minerals, Metals and Materials
Soc, 571–576
[90] Gayda J, Furrer D. Dual-microstructure heat treatment. Adv Mater Processes 2003;161:36
[91] Gayda J, Gabb TP, Kantzos PT. The effect of dual microstructure heat treatment on an
advanced nickel-base disk alloy. In: Green KA, et al., editors, Superalloys 2004. Pennsylvania:
Minerals, Metals and Materials Soc, 323–9
[92] Mitchell RJ, Lemsky JA, Ramanathan R, Li HY, Perkins KM, Connor LD. Process develop-
ment & microstructure & mechanical property evaluation of a dual microstructure heat treated
advanced nickel disc alloy. In: Reed RC, Green KA, Caron P, Gabb TP, Fahrmann MG, Huron
ES, editors, Superalloys 2008. Pennsylvania: Minerals, Metals and Materials Soc, 347–356
[93] Mourer D, Williams J. Dual heat treat process development for advanced disk applications. In:
Green KA, et al., editors, Superalloys 2004. Pennsylvania: Minerals, Metals and Materials Soc,
401–407
[94] Mathey G. Method of making superalloy turbine disks having graded coarse and fine grains.
U.S. Patent 5,312,497 May, 1994
[95] Ganesh S, Tolbert R. Differentially heat treated article and apparatus and process for the
manufacture therof. U.S. Patent 5,527,020 June, 1996
[96] Siebo¨rger D, Brehm H, Wunderlich F, Moller D, Glatzel U. Temperature dependence of lat-
tice parameter, misfit and thermal expansion coefficient of matrix, γ′ phase and superalloy. Z
MetaIlkd 2001;92:58
[97] Bruno G, Schumacher G, Cavalcanti Pinto H, Schulze C. Measurement of the lattice misfit of
the nickel-base superalloy SC16 by high-energy synchrotron radiation. Metall Mater Trans A
2003;34:193
[98] Ohno K, Yokokawa T, Yamagata T, Harada H, Yamazaki M, Ohsumi K. Determination of the
coherency strain of γ phases and γ′ phases in nickel-base superalloys at high-temperatures. Adv
X-ray Anal 1993;36:515
[99] Ma S, Brown D, Bourke MAM, Daymond MR, Majumdar BS. Microstrain evolution during
creep of a high volume fraction superalloy. Mater Sci and Eng A 2005;399:141
REFERENCES 193
[100] Ricks RA, Porter AJ, Ecob RC. Growth of γ′ precipitates in nickel-base superalloys. Acta Metall
1983;31:43
[101] Pollock TM, Argon AS. Creep resistance of CMSX-3 nickel base superalloy single crystals. Acta
Metall Mater 1992;40:1
[102] Caron P. High γ′ solvus new generation nickel-based superalloys for single crystal turbine blade
applications. In: Pollock TM, et al., editors, Superalloys:2000. Pennsylvania: Minerals, Metals
and Materials Soc, 737–746
[103] Hutchings M, Withers P, Holden T, Lorentzen T. Introduction to the Characterization of
Residual Stress by Neutron Diffraction. Boca Raton, Fl: CRC Press 2005
[104] Kittel C. Introduction to Solid State Physics. U.S.A: John Wiley and Sons, Inc., 8th edition
edition 2005
[105] Larson A, Von Dreele R. GSAS: Generalized structure analysis system 1985
[106] Young R. Introduction to the Rietveld method. In: Young R, editor, The Rietveld Method,
Oxford: Oxford University Press 1993;
[107] Toraya H. Position-constrained and unconstrained powder-pattern-decomposition methods. In:
Young R, editor, The Rietveld Method, Oxford: Oxford University Press 1993;
[108] Stone HJ, Holden TM, Reed RC. On the generation of microstrains during the plastic deforma-
tion of Waspaloy. Acta Metall 1999;47:4435
[109] Wallow F, Neite G, Schroer W, Nembach E. Stiffness constants, dislocation line energies, and
tensions of Ni3Al and of the γ′ phases of Nimonic 105 and of Nimonic PE16. Phys Stat Solidi
A 1987;99:483
[110] Pottebohm H, Neite G, Nembach E. Elastic properties (the stiffness constants, the shear modulus
and the dislocation line energy and tension) of Ni-Al solid solutions and of the Nimonic alloy
PE16. Mater Sci and Eng 1983;60:189
[111] Yasuda H, Takasugi T, Koiwa M. Elasticity of Ni-based L12-type intermetallic compounds. Acta
Metall Mater 1992;40:381
[112] Prikhodko SV, Carnes JD, Isaak DG, Yang H, Ardell AJ. Temperature and composition depen-
dence of the elastic constants of Ni3Al. Metall Mater Trans A 1999;30:2403
194 REFERENCES
[113] Kayser FX, Stassis C. Elastic constants of Ni3Al at 0 and 23.5 ◦C. Phys Stat Solidi A 1981;
64:335
[114] Ostwald W. Uber die vemeintliche Isomerie des roten und gelben Quecksilberoxyds und die
Oberflachen-spannung Fester Korper. Z Phys Chem 1901;34:495
[115] Sondhi SK, Dyson BF, McLean M. Tension-compression creep asymmetry in a turbine disc
superalloy: roles of internal stress and thermal ageing. Acta Mater 2004;52:1761
[116] Hadjiapostolidou D, Shollock BA. Long term coarsening in Rene´ 80 Ni-base superalloy. In:
Reed RC, Green KA, Caron P, Gabb TP, Fahrmann MG, Huron ES, editors, Superalloys 2008.
Pennsylvania: Minerals, Metals and Materials Soc, Proceedings of the International Symposium
on Superalloys, 733–739
[117] Greenwood G. The growth of dispersed precipitates in solutions. Acta Mater 1956;4:243
[118] Jayanth CS, Nash P. Experimental evaluation of particle coarsening theories. Mater Sci and
Technol 1990;6:405
[119] Stevens RN, Davies CKL. Self-consistent forms of the chemical rate theory of Ostwald ripening.
J Mater Sci 2002;37:765
[120] Chen LQ. Phase-field models for microstructure evolution. Annu Rev Mater Sci 2002;32:113
[121] Safari J, Nategh S, McLean M. Evolution of microstructure of nickel base superalloy at high
temperatures. Mater Sci and Technol 2006;22:888
[122] Frost H, Ashby M. Deformation-Mechanism Maps. Oxford: Pergamon 1982
[123] Nabarro F. Report of a Conference on the Strength of Solids. London: The Physical Society
1948
[124] Herring C. Diffusional viscosity of polycrystalline solid. J Appl Phys 1950;21:437
[125] Gibbs GB. Fluage par diffusion dans les solides polycristallins. Mem Sci Rev Met 1965;62:781
[126] Nabarro F, deVilliers H. The Physics of Creep. London: Taylor & Francis 1995
[127] Coble R. A model for boundary diffusion controlled creep in polycrystalline materials. J Appl
Phys 1963;34:1679
REFERENCES 195
[128] Mott N, Nabarro F. Dislocation theory and transient creep. In: Mott N, editor, Rep Conf
Strength Sol 1948. Bristol: Physical Society London, 1 – 19
[129] Brown L, Ham R. Dislocation-particle interactions. In: Kelly A, Nicholson R, editors, Strength-
ening methods in crystals, London: Applied Science Publishers 1971;12 – 135
[130] Friedel J. Dislocations. Oxford: Pergamon Press 1964
[131] DeWit G, Koehler JS. Interaction of dislocations with applied stress in anisotropic crystals.
Phys Rev 1959;116:1113
[132] Ardell AJ. Precipitation hardening. Metall Trans A 1985;16 A:2131
[133] Huther W, Reppich B. Interaction of dislocations with coherent, stress-free, ordered particles.
Z MetaIlkd 1978;69:628
[134] Kruml T, Conforto E, Lo Piccolo B, Caillard D, Martin JL. From dislocation cores to strength
and work-hardening: A study of binary Ni3Al. Acta Mater 2002;50:5091
[135] Hull D, Bacon D. Introduction to dislocations. Woburn, Massachusetts: Butterworth-
Heinemann, fourth edition 2001
[136] Jackson MP, Reed RC. Heat treatment of Udimet 720Li: the effect of microstructure on prop-
erties. Mater Sci and Eng A 1999;259:85
[137] Walles KFA, Graham A. Relationships between long- and short-time creep and tensile properties
of commercial alloy. Iron and Steel Institute – Journal 1955;179:105
[138] Evans RW, Wilshire B. Creep behavior of superalloy blade materials. Mater Sci and Technol
1987;3:701
[139] Meric L, Poubanne P, Cailletaud G. Single-crystal modeling for structural calculation .1. Model
Presentation. Trans ASME 1991;113:162
[140] Ion J, Barbosa A, Ashby M, Dyson BF, McLean M. The modelling of creep for engineering
design - I. Technical report, National Physical Laboratory 1986
[141] Sherby OD, Burke PM. Mechanical behavior of crystalline solids at elevated temperature.
Progress in Materials Science 1967;13:325
196 REFERENCES
[142] Clauer AH, Wilcox BA. Steady-state creep of dispersion-strengthened nickel. Metal Science
Journal 1967;1:86
[143] Poierier J. Creep of crystals. High-temperature deformation processes in metals, ceramics and
minerals. Cambridge Earth Science Series. Cambridge: Cambridge University Press 1985
[144] Ansell GS, Weertman J. Creep of dispersion-hardened aluminum alloy. Trans Metall Soc AIME
1959;215:838
[145] Weertman J. Creep of indium, lead, and some of their alloys with various metals. Trans Metall
Soc AIME 1960;218:207
[146] Lagenborg R. Recovery creep in materials hardened by a second phase. J Mater Sci 1968;3:596
[147] Threadgill P, Wilshire B. Mechanisms of transient and steady state creep in a γ′ hardened
austenitic steel. In: Creep Strength in Steel and High Temperature Alloys 1972. Sheffield:
Metals Soc, 8 – 16
[148] Basoalto HC, Dyson BF, McLean M. A quantitative physics-based approach to creep and
LCF life prediction: Application to nickel-base superalloys. In: Fuchs G, James A, Gabb TP,
McLean D, Harada H, editors, Advanced Materials and Processes for Gas Turbines 2002. Copper
Mountain, CO, United states: Minerals, Metals and Materials Society, 53–61
[149] Larson FR, Miller J. Time-temperature relationship for rupture and creep stresses. Trans ASME
1952;74:765
[150] Robinson EL. Effect of temperature variation on creep strength of steels. Trans ASME 1938;
60:253
[151] Robinson EL. Effect of temperature variation on the long time rupture of steel. Trans ASME
1953;74:777
[152] Evans RW, Parker J, Wilshire B. An extrapolation procedure for long-term creep strain and creep
life prediction with special reference to 0.5Cr0.5Mo0.25V ferritic steels. In: Wilshire B, Owen
D, editors, Recent Advances in Creep and Fracture of Engineering Materials and Structures,
Swansea: Pineridge Press 1982;135 – 184
[153] Evans RW, Wilshire B. Creep data prediction for engineering alloys. In: Hondros E, McLean
REFERENCES 197
M, editors, Structural Materials: Engineering Application Through Scientific Insight, London:
Institute of Materials 1996;155 – 172
[154] Kachanov L. On creep rupture time. Izv Ak Nauk SSSR Otdel Tekh Nauk 1958;8:26
[155] Rabotnov Y. Creep problems in structural members. In: Hetenyi M, VIncenti W, editors, Proc
XII IUTAM Congress. Stanford: Springer, 342 – 349
[156] Wilshire B, Burt H. Creep data rationalization for power plant steels. In: Chandra T, Tsuzaki K,
Militzer M, Ravindran C, editors, 5th International Conference on Processing and Manufacturing
of Advanced Materials - THERMEC 2006. Vancouver, Canada: Trans Tech Publications Ltd,
volume 539-543 of Materials Science Forum, 254–261
[157] Wilshire B, Scharning PJ. Creep and creep fracture of commercial aluminium alloys. J Mater
Sci 2008;43:3992
[158] Wilshire B, Scharning PJ. A new methodology for analysis of creep and creep fracture data for
9-12Int Mater Rev 2008;53:91
[159] Wilshire B, Scharning PJ. Prediction of long term creep data for forged 1Cr-1Mo-025V steel.
Mater Sci and Technol 2008;24:1
[160] Wilshire B, Scharning PJ. Extrapolation of creep life data for 1Cr-0.5Mo steel. Int J Press
Vessels Pip 2008;85:739
[161] Wilshire B, Scharning PJ. Theoretical and practical approaches to creep of Waspaloy. Mater
Sci and Technol 2009;25:242
[162] Evans M. A novel approach to the prediction of long-term creep fracture: With application to
18Cr-12Ni-Mo steel (plate and bar). J Mater Sci 2009;44:5842
[163] Kocks U. Thermodynamics and kinetics of slip. Prog Mater Sci 1975;19:1
[164] Callen H. Thermodynamics and an Introduction to Thermostatics. Canada: John Wiley &
Sons, second edition 1985
[165] Basoalto HC, Dyson BF. unpublished 2010
[166] Ashby MF, Johnson L. On the generation of dislocations at misfitting particles in a ductile
matrix. Philos Mag 1969;20:1009
198 REFERENCES
[167] Shaw MC, Desalvo GJ. Role of elasticity in hardness testing. Met Eng Q 1972;12:1
[168] Dieter GE. Mechanical Metallurgy. London: McGraw-Hill, SI metric edition edition 1988
[169] Manonukul A, Dunne FPE, Knowles D. Physically-based model for creep in nickel-base super-
alloy C263 both above and below the gamma solvus. Acta Mater 2002;50:2917
[170] Dyson BF, Osgerby S. Modelling and analysis of creep deformation and fracture in a 1Cr0.5Mo
ferritic steel. Technical report, National Physical Laboratory 1993
[171] Zhang Y, Knowles D. Micromechanisms of creep deformation of C263 superalloy. Technical
report, UTC, Department of Materials Science and Metallurgy, Cambridge University 2001
[172] Heilmaier M. Microstructural model for primary and steady-state creep of particle strengthened
superalloys. San Antonio, TX, USA: Minerals, Metals and Materials Soc (TMS), TMS Annual
Meeting 1998, 137–144
[173] Heilmaier M, Reppich B. On the microstructural origin of primary creep in nickel-base superal-
loys. Mater Sci and Eng 1997;A234-23:501
[174] Heilmaier M, Reppich B. Creep lifetime prediction of oxide-dispersion-strengthened nickel-base
superalloys: A micromechanically based approach. Metall Mater Trans A 1996;27 A:3861
[175] Mott N. A discussion of some models of the rate-determining process in creep. In: Creep and
Fracture of Metals at High Temperatures 1956. London, 21
[176] Alexander H, Haasen P. Dislocations and plastic flow in the diamond structure. Solid State
Phys 1968;22:27
[177] Taylor G. The mechanism of plastic deformation of crystals part 1: Theoretical. Proc R Soc
Lond 1934;145A:362
[178] Ardakani MG, McLean M, Shollock BA. Twin formation during creep in single crystals of
nickel-based superalloys. Acta Mater 1999;47:2593
[179] Viswanathan GB, Sarosi PM, Henry MF, Whitis DD, Milligan WW, Mills MJ. Investigation of
creep deformation mechanisms at intermediate temperatures in Rene´ 88 DT. Acta Mater 2005;
53:3041
REFERENCES 199
[180] Karthikeyan S, Unocic RR, Sarosi PM, Viswanathan GB, Whitis DD, Mills MJ. Modeling
microtwinning during creep in Ni-based superalloys. Scri Mater 2006;54:1157
[181] Viswanathan GB, Karthikeyan S, Sarosi PM, Unocic RR, Mills MJ. Microtwinning during inter-
mediate temperature creep of polycrystalline Ni-based superalloys: Mechanisms and modelling.
Philosophical Magazine 2006;86:4823
[182] Pan LM, Shollock BA, McLean M. Modelling of high-temperature mechanical behaviour of a
single crystal superalloy. Proc R Soc Lond A 1997;453:1689
[183] Kear BH, Oblak JM, Giamei AF. Stacking faults in γ′ Ni3(Al,Ti) precipitation hardened nickel-
base superalloys. Metall Mater Trans B 1970;1:2477
[184] Hopgood AA, Martin JW. Creep behaviour of a nickel-based single-crystal superalloy. Mater
Sci and Eng 1986;82:27
[185] Leverant GR, Kear BH, Oblak JM. Creep of precipitation-hardened nickel-base alloy single
crystals at high temperatures. Metall Trans A 1973;4:355
[186] Shah DM, Vega S, Woodard W, Cetel AD. Primary creep in nickel-base superalloys. In: Green
KA, et al., editors, Superalloys 2004. Pennsylvania: Minerals, Metals and Materials Soc, Pro-
ceedings of the Tenth International Symposium on Superalloys, 197–206
[187] Sass V, Glatzel U, Feller-Kniepmeier M. Creep anisotropy in the monocrystalline nickel-base
superalloy CMSX-4. In: Kissinger R, et al., editors, Superalloys 1996. Pennsylvania: Minerals,
Metals and Materials Soc, 283–90
[188] Caron P, Ohta Y, Nakagawa YG, Khan T. Creep deformation anisotropy in single crystal
superalloys. In: Reichman S, Duhl D, Maurer G, Antolovich S, Lund C, editors, Superalloys
1988. Pennsylvania: Minerals, Metals and Materials Soc, 215–224
[189] Pollock T, Field R. Dislocations and high temperature plastic deformation of superalloy single
crystals. In: Nabarro F, Duesbery M, editors, Dislocations in Solids, Asterdam: Elsevier,
volume 11 2002;593 – 595
[190] Ghosh RN, Curtis RV, McLean M. Creep deformation of single crystal superalloys. Modelling
the crystallographic anisotropy. Acta metall mater 1990;38:1977
200 REFERENCES
[191] Dye D, Conlon KT, Reed RC. Characterization and modeling of quenching-induced residual
stresses in the nickel-based superalloy IN718. Metall Mater Trans A 2004;35 A:1703
[192] Dye D, Stone HJ, Reed RC. A two phase elastic-plastic self-consistent model for the accumulation
of microstrains in Waspaloy. Acta Mater 2001;49:1271
[193] Alers GA, Neighbours JR, Sato H. Temperature dependent magnetic contributions to high field
elastic constants of nickel and Fe-Ni alloy. J Phys Chem Solids 1960;13:40
[194] Ardell AJ. Precipitate coarsening in solids: modern theories, chronic disagreement with ex-
periment. London, UK: Inst. Met, Phase Transformations ’87. Proceedings of the Conference,
485–94
[195] Ardell AJ. Interfacial free energies and solute diffusivities from data on Ostwald ripening.
Interface Sci 1995;3:119
[196] Porter A, Ralph B. The recrystallization of nickel-base superalloys. J Mater Sci 1981;16:707
[197] Brown AM, Ashby MF. Correlations for diffusion constants. Acta Metall 1980;28:1085
[198] Smithels C. Metals Reference Book. New York: Plenum Press, 6th edition 1983
[199] Cermak J, Mehrer H. Tracer diffusion of 14C in austenitic Ni-Fe-Cr alloys. Acta Metall Mater
1994;42:1345
[200] Swalin R, Martin A. Solute diffusion in nickel-base substitutional solid solutions. Trans Metall
Soc AIME 1956;206:567
[201] Karunaratne MSA, Carter P, Reed RC. On the diffusion of aluminium and titanium in the
Ni-rich Ni-Al-Ti system between 900 and 1200C. Acta Mater 2001;49:861
[202] Bronfin MB, Bulatov GS, Drugova IA. Investigation of self-diffusion of nickel in the intermetallic
compound Ni3Al and in pure nickel. Phys of Met and Metallogr 1975;40:363
[203] Hancock GF. Diffusion of nickel in alloys based on the intermetallic compound Ni3Al. Phys
Status Solidi A 1971;7:535
[204] Cermak J, Cochnar Z. Self-diffusion of 63Ni along dislocations. Mater Sci Eng A 1994;174:9
[205] Cermak J, Ruzickova J, Pokorna A. Grain-boundary diffusion of nickel in Cr-, Fe-, and Zr-
modified Ni3Al intermetallic. Intermetallics 1999;7:725
REFERENCES 201
[206] Cermak J, Ruzickova J. Grain boundary self-diffusion of 63Ni in austenitic Ni-Cr alloys. Mater
Sci Eng A 1993;172:153
[207] Footner PK, Richards BP. Long-term growth of superalloy γ′ particles. J Mater Sci 1982;17:2141
[208] Rosenthal R, West DRF. Continuous γ′ precipitation in directionally solidified IN738 LC alloy.
Mater Sci and Technol 1999;15:1387
[209] Stevens RA, Flewitt PEJ. The effects of γ′ precipitate coarsening during isothermal aging and
creep of the nickel-base superalloy IN-738. Mater Sci and Eng 1979;37:237
[210] Balikci E, Raman A, Mirshams RA. Influence of various heat treatments on the microstructure
of polycrystalline IN738LC. Metall Mater Trans A 1997;28 A:1993
[211] Turnbull D, Hoffman RE. Effect of relative crystal and boundary orientations on grain boundary
diffusion rates. Acta Metall 1954;2:419
[212] Picu RC, Zhang D. Atomistic study of pipe diffusion in Al-Mg alloys. Acta Mater 2004;52:161
[213] Jones H, Rainforth WM. The coarsening of dispersed Al3Ti in aluminum-based matrices. Metall
Mater Trans A 2003;34:419
[214] Chellman DJ, Ardell AJ. Coarsening behavior of bimodally distributed precipitates in Ni-Al
alloys. In: Bilde-Sorensen J, Hansen N, Juul Jensen D, Leffers T, Liholt H, Pedersen O, editors,
Materials architecture. Roskilde, Denmark: Riso Natl Lab, Proceedings of the Riso International
Symposium on Metallurgy and Materials Science 1989, 295–300
[215] Poduri R, Chen LQ. Computer simulation of morphological evolution and coarsening kinetics
of prime (Al3Li) precipitates in Al-Li alloys. Acta Mater 1998;46:3915
[216] Fan D, Chen SP, Chen LQ, Voorhees PW. Phase-field simulation of 2-D Ostwald ripening in
the high volume fraction regime. Acta Mater 2002;50:1895
[217] Kruml T, Martin JL, Bonneville J. On the strengthening of Ni3Al by hafnium additions. Philos
Mag A 2000;80:1545
[218] Hemker KJ, Mills MJ. Measurements of antiphase boundary and complex stacking fault energies
in binary and β-doped Ni3Al using TEM. Philos Mag A 1993;68:305
202 REFERENCES
[219] Karnthaler HP, Muhlbacher ET, Rentenberger C. Influence of the fault energies on the anoma-
lous mechanical behaviour of Ni3Al alloys. Acta Mater 1996;44:547
[220] Sun J, Lee CS, Lai JKL, Wu JS. Dislocation dissociations and fault energies in Ni3Al alloys
doped with palladium. Intermetallics 1999;7:1329
[221] Bontemps-Neveu C. Ph.D. thesis Universite´ Paris Sud. 1991
[222] Lin TL, McLean D. Changes produced by deformation in grains and grain boundaries of nickel.
Metal Science Journal 1968;2:108
[223] Muller T. The visco-plastic dynamic behavior of iron and nickel at elevated temperatures. Acta
Metall 1971;19:691
[224] Daymond MR. The blurring in strains measured at a pulsed neutron source introduced by the
use of a detector with a large angular coverage. Physica B 2001;301:221
[225] Hemmersmeier U, Feller-Kniepmeier M. Element distribution in the macro- and microstructure
of nickel base superalloy CMSX-4. Mater Sci Eng A 1998;248:87
[226] Pineau A. Influence of uniaxial stress on morphology of coherent precipitates during coarsening
- elastic energy considerations. Acta Metall 1976;24:559
