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Metamaterials are artificially fabricated structures that have new, physically realizable res-
ponse functions that do not occur or may not be readily available in nature. This thesis
presents an efficient approach to the numerical modeling of metamaterial structures. Meta-
materials are analysed at two levels: as microstructures (unit cells) and macrostructures
(periodic lattices). The simulation approach at the unit-cell level is based on the ex-
traction of effective constitutive parameters, solution of a periodic boundary eigenvalue
problem and analysis of higher order modes. Macrostructure simulations provide reference
and validation to the proposed modeling procedure.
The popular homogenization method based on the extraction of effective constitutive
parameters from scattering matrix often delivers non-physical results in the frequency
range of interest. The homogenization approach proposed within this work and based on
the parameter fitting of dispersive models allows one to avoid the common pitfalls of the
popular S -retrieval method.
Metamaterials occupy a special niche between homogeneous media and photonic crys-
tals. For that reason, Bloch analysis and computation of band structures constitute impor-
tant tools in the modeling of metamaterials. Dispersion diagrams obtained as a solution
of a periodic boundary eigenvalue problem reveal the passbands, stopbands and the type
of the wave propagated in the lattice, that allows for the verification of the homogenized
effective description.
Due to the inherent resonant character, most metamaterial structures are characterized
by a significant level of higher order modes near the resonance frequency. Simulation
results of a multimode scattering matrix for a metamaterial unit cell allow one to identify
the spectral range in which the homogenized metamaterial model is not valid because of a
non-negligible contribution of the higher order modes to the transmission process.
The simulation results of a negative refraction observed in the rigorous and homoge-
nized implementations of the metamaterial macrostructure provide the validation of the
presented numerical approach. It is shown that the relevant information regarding the
phenomena observed at the macrostructure level can be predicted from the unit-cell level





Metamaterialien sind ku¨nstlich hergestellte Strukturen mit neuartigen physikalischen Eigen-
schaften, wie sie nicht in der Natur auftreten. Diese Dissertation stellt einen effizienten
Ansatz fu¨r die numerische Modellierung von Metamaterialien vor. Metamaterialien werden
auf zwei Ebenen analysiert: In Form ihrer Elementarzellen (Mikrostruktur) und als peri-
odische Anordnungen (Makrostruktur). Der Simulationsansatz auf der Elementarzellen-
ebene basiert auf der Extraktion von effektiven konstitutiven Parametern, der Bestimmung
der Eigenmoden der Elementarzellen und der Analyse von Moden ho¨herer Ordnung. Simu-
lationen der Makrostruktur liefern eine Referenz und Validierung fu¨r die vorgeschlagenen
Modellierungsverfahren.
Die bisher meist verwendete Homogenisierungsmethode auf Basis einer Extraktion von
effektiven konstitutiven Parametern aus der Streumatrix liefert oft nicht-physikalische
Ergebnisse im betrachteten Frequenzbereich. Der neue Homogenisierungsansatz, der in
dieser Doktorarbeit vorgeschlagen wird, basiert auf der Parameteranpassung von disper-
siven Materialmodellen und vermeidet einige Schwachstellen des genannten Streumatrix-
Extraktionsverfahrens.
Metamaterialien sind eine besondere Klasse von periodischen Materialien, die sich zwis-
chen homogenen Medien und photonischen Kristallen einordnen la¨sst. Aus diesem Grund
stellen eine Blochwellenanalyse und die Berechnung der Band-Struktur wichtige Werkzeuge
in der Modellierung von Metamaterialien dar. Dispersionsdiagramme lassen als Lo¨sung
eines Eigenwertproblems auf die Passba¨nder, Stoppba¨nder und den Typ der im Gitter
propagierenden Welle schließen und erlauben so eine Verifizierung der homogenisierten
effektiven Beschreibung.
Aufgrund des inha¨renten resonanten Charakters der meisten Metamaterial-Strukturen
liegt in der Na¨he der Resonanzfrequenz eine Vielzahl von Moden ho¨herer Ordnung vor.
Mit Hilfe von Simulationsergebnisse der multimodalen Streumatrix fu¨r eine Metamaterial-
Elementarzelle la¨sst sich der Spektralbereich bestimmen, in dem das homogenisierte Meta-
material-Modell aufgrund des nicht vernachla¨ssigbaren Beitrags der Moden ho¨herer Ord-
nung nicht gu¨ltig ist.
Simulationsergebnisse fu¨r ein bekanntes Brechungsexperiment mit negativen Material-
parametern, die sowohl mit einer detaillierten als auch mit einer homogenisierten Imple-
mentierung der Metamaterial-Makrostruktur vorgestellt werden, validieren den vorgeschla-
genen numerischen Ansatz. Es kann gezeigt werden, dass alle relevanten Informationen
bezu¨glich der beobachteten Pha¨nomene in der Makrostrukturebene von der Elementarzel-
lenanalyse vorausberechnet werden ko¨nnen. Die Anwendung des homogenisierten Modells
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A growing interest in the research results concerning the interaction of electromagnetic
waves with complex materials has been observed in the past few years. A reflection of this
fact is a new term metamaterial, that has emerged in the literature and become part of
the research language. Metamaterials represent an emerging research area, one that may
pose many challenging objectives of interest to scientists and engineers.
Metamaterials are artificially fabricated structures that have new, physically realizable
response functions that do not occur or may not be readily available in nature. They are
not ”materials” in the usual sense, but rather artificially prepared arrays of inclusions or
inhomogeneities embedded in a host medium. The underlying interest in metamaterials
is based on the ability to engineer tailored electromagnetic properties, where the corres-
ponding inclusions act as artificial ”molecules” that scatter the impinging electromagnetic
field in a controlled manner. The structural units of metamaterials can be tailored in
shape and size, their composition and morphology can be artificially tuned, and inclusions
can be designed and placed at desired locations to achieve new functionality. From the
technological and engineering point of view, the interest in metamaterials is based on the
possibility of designing devices and systems with new properties or functionalities, able to
open up new fields of applications or to improve existing ones.
Metamaterials can generally be analysed and modeled by analytical or computational
methods. The analytical methods can provide physical insight and approximate models
of the electromagnetic behavior, but only for some basic types of inclusions. For more
complex ”molecules”, due to the numerous approximations, the analytical models become
less accurate, more complicated and unworkable. On the other hand, every form of a
metamaterial can be numerically analysed by conventional computational methods since it
is an electromagnetic structure obeying Maxwell’s equations. In this work, metamaterial
structures are analysed by means of numerical methods.
1.1.1 Motivation and Project’s Aims
The analysis of electromagnetic properties of any material is based on the macroscopic
Maxwell equations, that in principle can be derived from a microscopic starting point,
i.e. considering a microscopic world made up of electrons and nuclei [1]. A macroscopic
amount of matter at rest contains of the order of 1023±5 electrons and nuclei, all in incessant
motion because of thermal agitation, zero point vibration, or orbital motion. The spatial
9
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variations occur over distances of the order of 10−10 m. Typically, as the lower limit to
the macroscopic domain, the length of 10−8 m is taken, corresponding to the volume of
10−24 m3 containing of the order of 106 nuclei and electrons [1]. For such a large number
of microscopic sources the solution of the quantum mechanical equations leading to the
determination of the macroscopic behavior is not a tractable problem. Moreover, for the
macroscopic observations, the detailed microscopic behavior of the fields with their drastic
variations in space over atomic distances is not relevant. In any region of macroscopic
interest with the scale length larger than 10−8 m the local fluctuations are removed by
a spatial averaging, whereas the relevant macroscopic fields and sources are the quanti-
ties averaged over a large volume compared to the volume occupied by a single atom or
molecule.
The situation is quite similar in the analysis of composite materials, where instead
of using the equations of classical physics at the microscopic level (for rigorous analysis
of particular inclusions), one uses homogenized or effective equations at the macroscopic
level [2].
One of the possible approaches is the mathematical theory of homogenization which
makes it possible to find effective material approximations of heterogeneous structures by
homogenization of partial differential equations (PDE). This theory is often referred to as
classical homogenization1. The main idea is to select two scales in the study: a microscopic
one (corresponding to the size of the basic cell) and a macroscopic one (corresponding
to the size of the macrostructure). From a physical point of view the modulus of the
propagating field is forced to oscillate due to rapid changes in the permittivity and the
permeability within the microstructure. Mathematically, a parameter corresponding to the
size of the microstructure which describes the fine scale in the material is introduced. When
this parameter is infinitely small the solution of PDE with rapidly oscillating coefficients
converges to the solution of the homogenized PDE [4]. The homogenized equation has
constant coefficients that correspond to a model of a homogeneous material. The classical
homogenization is typically applied to lossless structures (most of the classical approaches
assume the lack of losses) with the microscopic scale of the structure infinitely smaller than
the wavelength in the medium.
An alternative approach to homogenization is based on the mixing approach [5]. The
simplest model of a mixture is composed of two material components (phases): a cer-
tain volume of inclusion phase (guest) embedded in the environment (host). The main
advantage of the mixing theory is the availability of a broad collection of simple mix-
ing rules [e.g. Maxwell Garnett, Clausius-Mossotti (Lorenz-Lorentz) or Bruggeman formu-
las] [5]. These mixing rules, however, are available only for some basic shapes of inclusions,
e.g. spheres or ellipsoids. On the other hand, the classical homogenization allows for
general microstructure geometries. The mixing formulas require, similar to classical homo-
genization, that the size of the inhomogeneity is much smaller than the wavelength in the
composite medium.
The common assumption of effective medium theories is that the wavelength of the elec-
tromagnetic (EM) wave is much longer than the characteristic size of the microstructure.
In this case, for EM waves incident on the boundary between free space and the medium,
the conventional refraction phenomenon is observed. On the other hand, for photonic crys-
1To be precise, the classical homogenization involves a heterogeneous medium with a moderate contrast,
whereas in the non-classical case the heterogeneous medium consists of components with highly contrasting
parameters, see e.g. [3].
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tals the period of the lattice is most often comparable to the operating wavelength and the
question arises if the homogenization (e.g. by notion of effective refractive index) can be
used or if the medium is a diffraction grating characterized by the diffraction phenomenon.
In the long wavelength region homogenization techniques approximate the effective refrac-
tive index in an asymptotic notion [6]. However, for wavelengths of an order comparable
to the period of the structure, the situation becomes more complex. Propagation of EM
waves in weakly modulated photonic crystals is basically similar to the propagation in a
diffraction grating in which conventional refractive index loses its meaning. On the other
hand, propagation in strongly modulated photonic crystals becomes refractionlike in the
vicinity of the photonic bandgap and the structure behaves as a material having an effec-
tive refractive index controllable by the band structure. In this case a two dimensional
photonic crystal can be represented by a bulk homogeneous material [7].
A metamaterial unit cell is typically composed of elements characterized by small elec-
trical dimensions, which in an ideal case should be infinitesimal compared to the operating
wavelength. The number of unit cells in a 3D metamaterial macrostructure is typically of
the order of 1000 (equivalently 100 for a 2D analogue, or 10 for a 1D realization) [8]. In
order to observe macroscopic phenomena the electrical size of the macrostructure has to
be in the range of (at least) several wavelengths. The details of the microstructure (unit
cell) are very small with respect to the size characterizing the macrostructure which makes
it challenging to include them in a full-wave 3D electromagnetic analysis. The microscopic
and macroscopic requirements result in a very large computational problem which renders
the numerical analysis of the rigorously implemented detailed macrostructure impractical.
Metamaterials based on periodic structures occupy a special niche between homoge-
neous media and photonic crystals (Fig. 1.1) [9]. Metallic-dielectric resonant structures
with dispersive properties contain inclusions and unit-cell sizes of the order of the wave-
length and fall out of the scope of the traditional homogenization approaches. Moreover,
the analytical approaches become increasingly difficult to apply in cases where the scatte-
ring elements have complex geometry. As an approximation, an effective medium behavior
can be expected if the wavelength in the structure2 λm is large compared with the typ-
ical length scale a of the metamaterial (as a rule of thumb, the condition a < λm/4 is
used [10]). However, the wavelength inside the metamaterial can be much smaller than
the corresponding free-space wavelength λ0 when one approaches the resonance frequen-
cies and the magnitude of the real part of the effective refraction index becomes large [11].
Consequently, one cannot know a priori how small the ratio a/λ0 has to be in order to
reach a reasonable effective medium behavior. Therefore, some researchers deduce that it
is impossible to introduce effective material parameters over the whole resonant band of a
metamaterial, whereas others claim that the effective description can be introduced within
a part of the resonant band of the particles3 [12]. Additional complications in the metama-
terial homogenization are caused by the bianisotropic effects. If the basic inclusions do not
have required symmetry then significant magnetoelectric couplings may exist, for instance
in the case of a typical split ring resonator geometry [13].
The aim of this thesis is to propose an efficient methodology for numerical modeling
of metamaterial structures, based on the calculation of homogenized effective material
2For the index of symbols used in this thesis see p. 109 ff.
3In the research related to metamaterials, the term particle is equivalent to a metamaterial inclusion
(geometry of a metallic scatterer).
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0 . . . 1 a/λm
Homogeneous materials Metamaterials Photonic crystals
Figure 1.1: Classification of materials according to a/λm ratio (a - characteristic size of
the structure, e.g. atomic radius, lattice constant, λm - wavelength in the medium).
parameters. The simulation approach is based on an example of a negative refraction
phenomenon observed experimentally by Shelby et al. in a wedge shaped lattice of split
ring resonators and wires [14].
1.1.2 Manuscript’s Outline
This thesis is organized as follows. In the first chapter, a brief history of artificial media,
with the emphasized subsequent steps leading to metamaterials, is presented. It is followed
by a short overview of the main milestones and new trends and ideas related to the area
of metamaterials research.
Chapter 2 presents Maxwell’s equations in continuous and discrete settings. An overview
of the Finite Integration Technique used for the solution of the numerical problems through-
out this work is given, together with the corresponding time-domain and frequency-domain
formulations.
The third chapter discusses the problem of metamaterials homogenization paying par-
ticular attention to the identification of metamaterial bianisotropy. The properties of most
popular methods used for homogenization, i.e. retrieval from scattering parameters and
averaging of electromagnetic fields, are described. The common pitfalls of these methods
are discussed and a solution in form of an approach based on the parameter fitting of
predefined dispersive models is proposed.
Chapter 4 deals with the Bloch analysis of photonic crystals. The most important tools
used for the description of the properties of periodic lattices are introduced, including two-
and three-dimensional dispersion diagrams and isofrequency contours. The problem of
homogenization of photonic crystals, also beyond the low-frequency limit, is discussed. The
Bloch analysis is applied to various metamaterial structures, including a two-dimensional
periodic lattice (used in the negative refraction experiment reported in the literature) and
metamaterial loaded waveguides (designed and experimentally tested in the frame of this
work).
The problem of the interaction of higher order modes in resonant metamaterial struc-
tures is outlined in Chapter 5. The concepts of port modes and eigenmodes are clarified,
followed by the presentation of a multimode scattering matrix approach. The homoge-
nized description based on the solution of the system’s eigenvalue equation is related to
the effective model retrieved from single-mode scattering parameters. The multimode scat-
tering matrix is used to indicate the spectral range in which the homogenized metamaterial
description is not valid.
Chapter 6 presents simulation results for metamaterial macrostructures implemented in
the form of rigorous and effective models. The rigorous implementation of the macrostruc-
ture is applied in order to provide reference results, whereas the effective macrostructure
is described by the model obtained from the unit-cell analysis conducted in the previ-
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ous chapters. The results presented in Chapter 6 constitute a validation of the modeling
procedure proposed in this work.
The thesis is concluded in Chapter 7 with a summary and an outlook on future work.
1.2 History of Artificial Media
The prospect of designing and controlling electromagnetic properties of a material was
always appealing to electrical engineers. The first studies in this area were reported at the
end of the 19th century. In 1892 Lord Rayleigh investigated the influence of conducting
spheres and cylinders, arranged in a rectangular order, on the effective properties of the
medium [15]. In the work published in 1898 J. Bose experimentally demonstrated the
rotation of the plane of polarization by man-made twisted structures (jute fibres), that
was a precursor of artificial chiral structures by today’s definition [16]. A number of
works were published in the following decades reporting on, for instance, the rotation of
polarization for a linearly polarized wave after propagating through a medium consisting
of a collection of randomly oriented small copper helices embedded in cotton balls. This
type of bi-isotropic media was studied in 1920s by K. Lindman [17].
The subject was revised and extended in 1940s-50s when W. Kock suggested to use
artificial media as lightweight beam shaping elements in lens antenna applications [18]. He
was probably the one to coin the term artificial dielectric which later became established
in the microwave literature [19, 20]. In the mid-40s Kock proved experimentally that
an array of parallel metal plates illuminated with a low gain radiator shapes the beam
pattern in a similar way to a homogeneous dielectric lens characterized by refractive index
less than unity. The plate spacing, comparable to the free-space wavelength λ0, was seen
as an effective way to modify the refractive index. The feasible values of the effective
refractive index were in the range 0.4− 0.7, the structure was strongly dispersive, and its
operational bandwidth was rather limited. To overcome the bandwidth limitations, several
experimental models for artificial dielectric lenses having refractive indexes larger than
unity were introduced [21]. The proposed prototypes included parallel plate lenses, three-
dimensional lattice structures built of spheres, disks or strips, and lenses implemented by
spraying conductive paint to form different geometries on polystyrene foam and cellophane
sheets (Fig. 1.2) [22].
The metallic obstacles were usually supported by a low-density dielectric foam. The
medium was capable of behaving identically with the natural dielectrics, but with the
advantage of significantly reduced weight. The refractive index could have any desired
value (in a certain range) and varied throughout the lens. Furthermore, surface matching
was incorporated into the design [23, 24].
In 1960 J. Brown presented a detailed review of the early development steps in the area
of artificial dielectrics [25]. The artificial dielectrics were divided into ”delay dielectrics”
and ”phase advance” structures depending on whether the refractive index value was larger
or less than unity. At that time, the large aperture antenna lenses, dispersive prisms,
polarization filters and transparent to radio waves radome structures were considered as
the most prospective microwave applications. Interestingly, Brown noted that the idea
of synthesis the artificial dielectrics from conducting elements is a return to the starting
point of the classical dielectric theory: in 1850 O. Mossotti developed his dielectric model
by postulating that a solid dielectric could be represented as a lattice of conducting spheres
[26].
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(a) (b) (c)
Figure 1.2: Artificial dielectrics lenses. (a) Metal-plate lens (reproduced from [23]). (b) As-
sembly of a metallic delay lens (reproduced from [23]). (c) Lattice of conducting disks
arranged to form a lens. Polystyrene foam sheets support the disks (reproduced from [22]).
In 1962 W. Rotman proposed, that the electric properties of plasma could be imitated
with the rodded or parallel plate media, providing rods spacing less than 0.2λ0, or plate
spacing comparable to λ0, respectively [27]. Extensive waveguide measurements were con-
ducted validating the formulas for the electric characteristics of the rodded media. The
measured radiation from an electric aperture covered by a plasma slab, implemented us-
ing the rodded and parallel plate media, showed a significant narrowing of the radiated
beam. Following these results, the artificial dielectrics in the form of rodded media (called
also vividly a ”fakir’s bed of nails”) were commonly used as beam shaping elements in
leaky-wave antennas [28] and in the synthesis of surface impedance profiles [29].
The next decades witnessed growing interest in another class of artificial media, namely
in chiral and bianisotropic structures [30–36]. The first definition of chirality came from
Lord Kelvin in 1904: ”I call any geometrical figure, or group of points, chiral, and say it
has chirality, if its image in a plane mirror, ideally realized, cannot be brought to coincide
with itself” [37]. The concept of bianisotropic medium, on the other hand, was coined
in 1968 by D. Cheng and J. Kong [38, 39], when a suddenly started research boom on
electromagnetics of moving media had reached a certain level of maturity [31]. On the level
of constitutive relations that characterize bianisotropic and chiral media it is necessary
to include cross-coupling terms between the electric and magnetic field excitations and
polarization responses (Appendix A).
In chiral media, the special geometrical character of the internal structure (antisym-
metry or non-symmetry with respect to mirror reflection, Fig. 1.3a) creates macroscopic
effects that are observed as the rotation of the polarization of the propagating field plane
due to the magnetoelectric coupling caused by the chiral elements. In classical optics, this
phenomenon has been known as optical activity since the early 19th century. The potential
applications in microwave, millimeter wave and infrared frequencies gave the impetus to
the ”second wave” of chirality research witnessed in 1990s. The Lindman’s experiments
with artificial isotropic chiral medium made from randomly dispersed electrically small
helices in a host (Fig. 1.3b) were extensively repeated by many research groups leading to
several patents granted at that time [40].
At the beginning of this ”second wave” of research, the applications of the chiral mate-
rials have been seen mainly in the design of antireflection coatings (radar absorbing mate-
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rials) for reduction of the radar cross-section of aerospace and other vehicles [41]. However,
further studies revealed that the introduction of chiral obstacles yields no improvement in
the reflection characteristics over the patterns obtained from non-chiral inclusions and that
the chiral layers are useless for antireflection coatings purposes [42, 43]. It was identified
that the half-wave resonance of the inclusions (and not their handed geometric shape) is
the mechanism responsible for observed enhanced absorption [44].
Another potential area of application were the guided-wave structures containing chiral
materials (called also chirowaveguides), with the coupled TE and TM (hybrid) modes
and coupling coefficients proportional to the chirality parameter of the material inside
the waveguide [45]. It was postulated that the waveguides loaded with chiral medium
could find applications in integrated microwave and optical devices (as directional couplers
or switches), optical waveguides, and as substrates or superstrates in planar antennas
to reduce the surface-wave power and enhance radiation efficiency (chirostrip antennas)
[46]. Moreover, it was theoretically shown, that the chirality of the antenna substrate
is manifested in the rotation of the radiation pattern around the axis perpendicular to
the slab by an angle depending on the chirality parameter, with potential applications in
beam-steering systems or simple radiating devices with complex radiation patterns [47].
Since the mid-90s the investigations of chiral materials have been focused on sculptured
thin films. Sculptured thin films are nanostructured materials with unidirectionally varying
properties that can be designed and realized in a controllable manner using physical vapor
deposition [48]. Through variation in the direction of the incident vapor flux and substrate
rotation during the deposition process, the growth direction of the obtained chiral columnar
morphology can be controlled. An example of such a structure in shown in Fig. 1.3c. The
interest in chiral sculptured thin films stems from their distinct responses to orthogonal
circular polarizations. Within a certain wavelength regime, light of the same handedness
as the material is strongly reflected, while the other polarization is mainly transmitted.
This phenomenon lead to numerous applications, mainly in linear optics, that started
to appear in 1999 [49]. The designed and fabricated structures encompass e.g. circular
polarization filters, polarization discriminators, optical fluid sensors and chiral photonic
bandgap materials. The prospective applications include optical interconnects (support of
propagation modes with different phase velocities in different directions, so-called space-
guide concept) and polarization routing (passed and rejected polarizations filtered without
loss).
Parallel to the growing interest in the chiral structures, in the late 80s a new class
of artificially structured materials was born: photonic crystals. In 1987 two milestone
papers were published: E. Yablonovitch showed how to use the EM bandgap to control
the spontaneous emission of materials embedded within the photonic crystal [50], whereas
S. John proposed to use ”disordered dielectric microstructures” for the localisation and
control of light [51]. The following years have seen an exponential development of research
on photonic crystals, summarized in the numerous books [6, 52–58].
Photonic crystals are periodic dielectric or metallic structures (with the lattice constant
comparable to the wavelength) that are artificially4 designed to control and manipulate the
propagation of light [52]. A typical photonic crystal can be made either by arranging a lat-
tice of air holes on a transparent background dielectric or by forming a lattice of high
refractive index material embedded in a transparent medium with a lower refractive index.
4Note that the examples of photonic crystals can be found in nature. The photonic crystals give bright
colours e.g. to opals, beetles, butterflies, birds, jellyfish [58].
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(a) (b) (c)
Figure 1.3: Examples of chiral structures. (a) Helix, the most popular chiral particle
(adapted from [40]). (b) A manufactured sample of a chiral material (reproduced from [31]).
(c) Scanning electron micrograph of a chiral sculptured thin film made of silicon oxide
(adapted from [40]).
The idea is to design materials affecting the properties of photons in a similar way as ordi-
nary semiconductor crystals affect the properties of electrons. A photonic crystal could be
designed to possess a complete photonic bandgap, i.e. a range of frequencies for which light
is forbidden to exist within the interior of the crystal. Most of the applications related to
photonic crystals are due to the insertion of defects inside the otherwise periodic structure,
analogous to the doping of impurities in semiconductors [59]. A defect in the periodicity
leads to localized photonic states in the gap, e.g. a point defect acts like a microcavity
(Fig. 1.4a), a line defect like a waveguide (Fig. 1.4b) that allows bending of light through
sharp bends with negligible losses (Fig. 1.4c), whereas a planar defect acts like a perfect
mirror [60].
The study of the physical and optical properties of photonic crystals has generated new
ideas for optical devices and systems. Due to the scaling properties of Maxwell equations,
initially the photonic crystals components have been analyzed in the microwave regime,
characterized by the relatively easy mode of fabrication and test. These structures included
e.g. Y-junctions, directional couplers and Mach-Zehnder interferometers, i.e. the key buil-
ding blocks enabling almost all applications necessary in optical networks (filters, routers,
demultiplexers and power combiners/splitters) [59].
Apart from the above-mentioned microcavities, waveguides and mirrors, the photonic
crystal fibres (also called microstructured optical fibres or holey fibres) are likely to be-
come the first application of photonic crystals to the real world of optical communications
(Fig. 1.4d) [56]. Some authors point out that photonic crystals may hold the key to the con-
tinued progress towards all-optical integrated circuits and could give rise to a technological
revolution similar to that caused by semiconductors in the mid 20th century [60].
In 1999 J. Pendry et al. proposed, that a microstructure built of non-magnetic con-
ducting sheets in the form of a split ring resonator (SRR) could be tuned to negative
values of magnetic permeability in a certain frequency range (Fig. 1.5a) [61]. At that time
it was already known that a photonic structure consisting of a 3D network of thin wires
(Fig. 1.5b) behaves like a plasma characterized by a negative electric permittivity below
the plasma frequency [62]. These two properties were combined by D. Smith et al., who
demonstrated that a composite medium based on a periodic array of interspaced SRRs and
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(a) (b) (c) (d)
Figure 1.4: Examples of photonic crystals structures. (a) Microcavity formed by a single
missing hole (adapted from [6]). (b) Channel optical waveguide fabricated in a 2D photonic
crystal (reproduced from [6]). (c) Electric field of light propagating down a waveguide with
a sharp bend carved out of a square lattice of dielectric rods. The white circles indicate
the positions of the rods (reproduced from [60]). (d) The central part of a microstructured
optical fibre with a hollow core. The confinement of light is achieved through a photonic
bandgap reflection at the periodic structure which surrounds the central core (adapted
from [6]).
wires (Fig. 1.5c) exhibits a frequency region with simultaneously negative values of effec-
tive permittivity and permeability [63]. Wave propagation in media with simultaneously
negative ε and µ was theoretically analysed in 1968 by V. Veselago, who predicted a num-
ber of interesting effects in these media, e.g. negative refraction, reversed Doppler effect
or reversed Cerenkov effect [64]. However, due to the lack of a double negative medium
in nature, the structure had to be implemented artificially. In 2001 the negative refrac-
tion phenomenon in a lattice of combined SRRs and wires was experimentally verified [14]
and the number of journal and conference papers related to metamaterials started to grow
exponentially (see e.g. textbooks [65–70], journals’ special issues [71–90] or a new journal
focused on metamaterials [91]).
At the moment, there is no universally accepted uniform definition for metamaterials
(MTMs) [66]. Most generally, MTMs are understood5 as artificial structures with unusual
properties not observed in the constituent materials and not readily available in nature.
Some researchers restrict MTMs to be artificially structured periodic media in which the
periodicity is much smaller than the wavelength of the impinging EM wave. The underlying
nature of the subwavelength periodic inclusions enables them to act as ”artificial molecules”
or ”atoms” that influence the EM fields in a prescribed manner. This definition of MTMs
is directly related to the classical works in artificial dielectrics carried out at microwave
frequencies in the mid 20th century. Yet other researchers do not impose strict limits to
the size of the constituent unit cells, allowing the period to be of the same order as the
signal wavelength and thus extending the definition of MTMs to include structures such
as photonic crystals. Others point out, that the periodicity of the ”artificial molecules”
is not essential, and also a random mixture of complex scatterers can produce emergent
properties in the global response of a MTM. Irrespective of the definition, the current
5For the terminology related to metamaterials and complex EM materials see [92, 93].








Figure 1.5: Metamaterial structures. (a) Split ring resonators lattice exhibiting negative
µeff if ~H||x. (b) Thin wire lattice exhibiting negative εeff if ~E||y. (c) First double negative
metamaterial structure constituted of split ring resonators and thin wires. Reproduced
from [67].
research clearly favours the periodic structures over the random ones. Therefore, only
periodic metamaterials are analysed in this thesis.
The concept of MTMs evolved from artificial dielectrics, chiral structures and photonic
crystals. Due to the fact that many MTM implementations show magnetoelectric cross-
coupling effects, and principally, can be implemented in the form of a random mixture, the
subject of metamaterials simply ”swallowed” that of bianisotropy and related topics like
chiral and bi-isotropic media [94]. Currently, periodic MTM lattices are being developed
parallel to photonic crystals, the difference relying in the EM properties of their unit cells:
photonic crystals are composed of conventional, ordinary dielectrics or metals, whereas
the functional building blocks of MTMs are engineered to provide tailored properties,
e.g. simultaneously negative ε and µ values. However, some of the interesting macroscopic
effects observed in MTM arrays arise from their periodicity and have been also observed
in the properly designed photonic crystals. Therefore, the MTM structures are closely
related to photonic crystals (some of the researchers merge both concepts into photonic
metamaterials [73,88], whereas others seem to treat the photonic crystals, especially those
designed to work in the microwave regime - electromagnetic bandgap media - as a subclass
of metamaterials [66, 68, 72, 85]).
This section presented a brief history of artificial media in the context of metamaterial
structures [93, 94]. For this reason, a lot of topics describing complex media and not
directly related to metamaterials are not mentioned. An interested reader is referred to [95]
and the references therein for a more comprehensive overview of complex mediums for
electromagnetics and optics. Some of the most interesting aspects of the metamaterials
research are presented in the following section.
1.3 Milestones in Metamaterials Research
Metamaterials are commonly considered as artificial, effectively homogeneous EM struc-
tures with unusual properties not readily available in nature. An effectively homogeneous
periodic structure is characterized by the unit-cell size a, which is much smaller than the
guided wavelength λm. If this condition is satisfied the propagated EM wave does not
recognize the details of the structure at hand and responds to the effective, macroscopic
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constitutive parameters, which depend on the nature of the unit cell. The constitutive
parameters are the effective relative electric permittivity εeff and magnetic permeability
µeff, both of which are related to the refractive index n by:
n = ±√εeff µeff. (1.1)
The four possible sign combinations in the pair (ε, µ ∈ R), i.e. (+,+), (+,−), (−,+),
and (−,−), result in a double positive (DPS), single negative (SNG) or double negative
(DNG) medium, as illustrated in Fig. 1.6. Whereas the first three combinations are well
known in conventional materials, the last one, with simultaneously negative permittivity
and permeability, corresponds to the new class of double negative materials. Several fun-
damental phenomena related to DNG media were predicted by Veselago in 1968 [64, 67]:
• A DNG medium allows the propagation of EM waves with ~E, ~H and ~k building a left-
handed triad ( ~E × ~H antiparallel to ~k), compared with a right-handed triad ( ~E × ~H
parallel to ~k) characterizing conventional (DPS) materials6.
• The phase in a DNG medium propagates backward to the source (backward wave)
with the phase velocity opposite (antiparallel) to the group velocity.
• In a medium with negative permittivity and permeability, the index of refraction n
given by (1.1) is negative [96].
• A wave incident upon the interface between the DPS and DNG media undergoes
negative refraction corresponding to the negative refraction index (a phenomenon
called vividly ”bending the wave the wrong way”).
• The constitutive parameters of a DNG medium have to be dispersive with the fre-







Consequently, ε and µ must be positive in some parts of the spectrum, in order to
compensate for their negative values in other frequency regions.
Veselago, the pioneer of the research on DNG media, summarized his early works with
the conclusion that a DNG material cannot be found in nature and for more than 30 years
no further progress in this area was made.
The breakthrough occurred in 1999 with the work of J. Pendry et al. [61], who noticed
that a split ring resonator (Fig. 1.7a) with the dimensions much smaller than the free-space
wavelength, could respond to microwave radiation of certain polarization as if it had the









6Hence another term used to describe a DNG structure: left-handed medium. This term should not
be confused with the handedness property of a chiral medium. On the other hand, a conventional DPS
medium is sometimes referred to as a right-handed one.
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I. DPS Materials: ε > 0, µ > 0





II. SNG Materials: ε < 0, µ > 0
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Figure 1.6: Material classification according to (ε, µ ∈ R) pairs, corresponding refractive
index n, type of the wave in the medium, and typical examples of the structure.
where R is the resistance of the unit length of the rings, w, d, r are geometrical parameters
of the rings and a is the lattice constant. A typical resonant characteristic of µeff(f) is
presented in Fig. 1.7b where the frequency region of the negative real part of permeability
can clearly be noticed. The microstructure consisting of two concentric metallic split rings
was proposed as a lightweight alternative to ferrites, offering the possibility for obtaining
customized (including negative) permeability values in a narrow frequency band. When
the SRR is excited by a time-varying external magnetic field directed along the x axis,
the gaps g on each ring (placed on opposite sides of the SRR) force the electric current
to flow from one ring to another across the slot d between them, taking the form of
a strong displacement current. The device behaves as a LC circuit driven by an external
electromotive force, where C is the distributed capacitance between the rings, and L is the
inductance of the rings [97].
On the other hand, although the first results related to negative electric permittivity
in artificial materials were reported in 1960s [27], it was the analysis of low frequency
plasmons in thin-wire structures published by Pendry et al. at the end of 90s that drew
the attention of the scientific community7 to the structures with negative εeff [62, 99]. It
is known that the EM response of metals in the visible and near-ultraviolet part of the
spectrum is described by a dielectric function of the form [99]:
εeff = 1−
ω2p







where the parameter νc is a damping term representing dissipation, whereas the angular
plasma frequency ωp depends on the density ne and mass me of the electrons e. Pendry
showed, that for an artificial material built of very thin metallic wires assembled in a
periodic lattice, the effective mass of electrons confined to the wires can be enhanced
7The author of [27], W. Rotman, characterized the thin wires lattices in terms of a refractive index [98].
It was J. Pendry et al., who attributed effective electric permittivity to these structures.


























Figure 1.7: (a) Split ring resonator consisted of two metallic rings (adapted from [61]).
(b) Effective magnetic permeability of a SRR (r = 2 mm, w = 1 mm, d = 0.1 mm, a = 10
mm, R = 2000 Ω/m; adapted from [61]). (c) Effective electric permittivity of a lattice of
thin wires (r = 10−3 mm, a = 5 mm, νc = 0.01ωp, plasma frequency 8.2 GHz).
by several orders of magnitude, resulting in the reduction of the plasma frequency from
visible and near-ultraviolet to microwave region. The effective electric permittivity of this
structure is expressed by (1.4), where the radial plasma frequency and collision frequency









i.e. εeff depends on the geometrical parameters of the system - lattice constant a and wire
radius r. These results were confirmed experimentally in [62,100]. A typical characteristic
of εeff(f) is presented in Fig. 1.7c.
The results reported by J. Pendry et al. regarding negative µeff from a lattice of SRRs
and negative εeff from a lattice of thin wires were linked together by D. Smith et al.,
and for the first time an artificial structure characterized by double negative material
parameters was proposed [63]. The experimental structure composed of SRRs and metal
posts (approximation of wires), providing negative µeff and εeff, respectively, is presented
in Fig. 1.5c.
D. Smith observed, that the dispersion diagram of a periodic lattice of SRRs is cha-
racterized by a band gap in the vicinity of the resonant frequency, implying a region of
negative µeff (Fig. 1.8a). On the other hand, in a medium composed of periodically placed
conducting straight wires, there is a single gap in propagation up to a cutoff frequency ωp
(providing that the electric field is polarized along the axis of the wires). When wires are
added between the split rings, a passband occurs within the previously forbidden band,
indicating that the negative εeff(f) for this region has combined with the negative µeff(f)
to allow propagation (Fig. 1.8b).
This prediction was confirmed experimentally [63] and numerically [101, 102] by the
measurement and simulation of the transmission through a lattice of SRRs only and a
lattice of combined SRRs and wires (Fig. 1.8c). Furthermore, first numerical attempts
to describe effective constitutive parameters revealed negative electric permittivity and
magnetic permeability of SRR/wire based MTM structures [103, 104].
The milestone in the research of double negative MTMs was a work published by
R. Shelby et al. in 2001, describing experimental verification of a negative index of refraction
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Figure 1.8: (a) Dispersion curve for a lattice of SRRs. The inset shows the orientation of
a SRR with respect to the incident radiation. (b) Expanded view of the dispersion curve
shown in (a). The dashed line corresponds to SRRs with wires placed uniformly between
the rings. (c) Measured transmission for a lattice of SRRs only (solid line) and for SRRs
and wires (dashed line). Adapted from [63].
[14]. A MTM sample designed to be double negative in the frequency region 10.2 to
10.8 GHz was assembled from square copper split ring resonators and copper wire strips
printed on a circuit board (Fig. 1.9a). To determine the refractive index, the deflection of
the beam passing through the boards assembled into a two-dimensional, periodic, wedge-
shaped sample was measured. The sample and the microwave absorber were placed between
top and bottom parallel aluminum plates and irradiated by a microwave beam (Fig. 1.9b).
The incident face of the wedge was illuminated by a beam with an uniform electric field
perpendicular to the metal plates and parallel to the wires. After propagating through the
sample, the beam encountered the second surface of the wedge, the refraction interface, and
was refracted into a direction determined by Snell’s law. A microwave detector measured
the transmitted power spectrum as a function of the angle from the normal to the wedge
interface.
Experiments were performed with a wedge-shaped DNG sample and a similarly shaped
Teflon sample. Microwaves were refracted to positive angles for the Teflon sample, whereas
for the MTM sample the refraction angle was negative (Fig. 1.9c). At 10.5 GHz, the control
sample made of Teflon reported a positive angle of refraction of 27 deg, corresponding to
the refractive index of +1.4 and calibrating the apparatus. Using the SRR/wire metama-
terial, the beam was observed to exit at an angle of −61 deg which yielded an effectively
negative index of refraction −2.7. Resonant at 10.5 GHz, the wire and SRR media exhibi-
ted a bandwidth of 500 MHz in approximate agreement with the dispersion characteristics
predicted by the product of the material parameter expressions of the wire and SRR media
(the theoretical and measured index of refraction in function of frequency is presented in
Fig. 1.9d).
Following the publication of the negative refraction phenomena, various aspects of the
experimental results have been questioned. It was claimed, that for the incidence of a
modulated plane wave on an infinite half space of a negative refractive index material, the
group refraction is positive even when the phase refraction is negative [105]. This discre-
pancy was clarified by pointing out that the direction of group velocity is not necessarily
parallel to the normal of the interference pattern created (in this case) by two waves of
different frequencies [106–109].
Furthermore, critics argued that the experimental detection of the transmitted wave was
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Figure 1.9: (a) DNG metamaterial sample. The rings and wires are on opposite sides of
the boards. (b) Top view of the experimental setup. (c) Transmitted power at 10.5 GHz
as a function of refraction angle for both a Teflon sample and a DNG sample. (d) Index
of refraction vs frequency. Adapted from [14].
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done at an intermediate distance to the sample and not in the far field, resulting in a highly
ambiguous interpretation of the transmission measurements [110]. Nonetheless, the nega-
tive refraction phenomenon has been confirmed in another set of experiments, including
the measurement of the EM field profiles at the distance of 28λ0 [111, 112] and 85λ0 [113]
from the MTM sample. Moreover, numerical simulations of wedge-shaped metamaterials
supported the experimental results related to observed negative refraction [114, 115].
Although there are many interesting phenomena related to DNG media, e.g. reversal of
Doppler effect, reversal of Cerenkov radiation and negative Goos-Ha¨nchen beam shift, most
of them were analysed on the theoretical basis only. The negative refraction experiment
had validated the concept of the double negative medium - this brought about revived
interest in metamaterials and launched a rapidly growing research area.
1.4 New Trends and Ideas Related to Metamaterials
As mentioned in the previous section, the experimental validation of the negative refraction
phenomenon caused a heated discussion in the scientific community. However, apart from
the negative refraction, there are many other ideas related to metamaterials8 that have
drawn the attention of scientists and engineers to this field. Several of these new ideas
creating the main trends in the current research on MTMs are briefly described in this
section.
Perfect Lens
V. Veselago hypothesized, that a medium with a negative refractive index can form a planar
lens, i.e. a lens without curved surfaces [64]. The trajectory of each ray that leaves a nearby
source is exactly reversed as it enters a n = −1 slab, such that all the rays are focused
at the centre of the material and then once again on the outside (Fig. 1.10). In 2000,
J. Pendry extended the analysis of Veselago’s lens, and observed that such lenses could
overcome the diffraction limit [116]. Pendry suggested that Veselago’s lens would allow
perfect imaging if it was completely lossless and its refractive index n was exactly equal to
−1 relative to the surrounding medium. The lens achieves imaging with super-resolution
by focusing propagating waves, as would a conventional lens, but in addition it supports
growing evanescent waves emanating from the source. The restoration of evanescent waves
at the image plane allows imaging with super-resolution.
Parallel to the case of negative refraction, the concept of a perfect lens was strongly
criticised [117–119]; the raised issues, however, were clarified by the author [120–122].
Moreover, the concept of a planar lens made from negative index materials [123] has been
experimentally verified, first at microwave frequencies using transmission line structures
[124] and resonant composite materials [125], and then in the infrared and optical spectrum,
using negative permittivity medium in the form of noble metals layers (silver) or silicon
carbide (SiC) compounds [126–128]. The resolution measured at optical frequencies was
reported to be in the range of one-sixth of the illumination wavelength [127].
8Metamaterials can be implemented in the form of planar structures, for example as transmission lines
in microstrip technology. This geometries are not analysed in this work. For an overview, see e.g. [67].
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n = +1 n = −1 n = +1
source image
Figure 1.10: Planar lens made of negative refractive index material. The thickness of the
lens is half the distance from the source to the image. The arrows show the direction of
the wave vector in the medium.
Extreme Parameter Media
The material classification according to permittivity and permeability values presented in
Fig. 1.6, allows one to categorize a medium as a double negative, double positive or single
negative. However, even for a conventional double positive medium, the permittivity and
permeability can be synthesized in a broad range of values. A plane wave propagating in a
homogeneous dielectric-magnetic medium can be characterized with the wave impedance
Z =
√
µ/ε and the refractive index n =
√
µeff εeff . The useful idealized concept in elec-
tromagnetics, the perfect electric conductor (PEC) corresponds to ε → ∞, µ → 0 (zero
impedance medium), whereas the perfect magnetic conductor (PMC) to ε→ 0, µ→∞ (in-
finite impedance medium). However, other combinations of either very large or very small
values for ε, µ parameters are also possible. It has recently been suggested that materials
with such extreme parameters have the potential for interesting applications, e.g. increa-
sing the directivity of planar antennas, cloaking objects, and squeezing EM and optical
energy (see e.g. [93] and references therein). The first practical applications of this con-
cept occurred in the microstrip technology of planar circuits, where complementary SRRs
etched in the ground plane allowed the realization of impedances not easily achievable
through conventional microwave transmission lines [129]. Another area of application is in
metamaterial based antenna substrates, e.g. artificial perfect magnetic conductor surfaces
(see e.g. [85]).
Electromagnetic Cloak
A new approach to the design of EM structures has recently been proposed, in which the
paths of EM waves are controlled within a material by introducing a prescribed spatial
variation in the constitutive parameters [130–132]. One possible application of the trans-
form media is that of an electromagnetic cloak, i.e. an invisibility device that should guide
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Figure 1.11: (a) Electric field patterns and stream lines indicating the direction of the
Poynting vector for the cloak structure. The cloak lies in the region between the black
circles and surrounds a copper cylinder at the inner radius. (b) Two dimensional cloaking
structure built of ten layers of SRRs. Adapted from [132].
waves around an object as if nothing were there, regardless of where the waves are coming
from (Fig. 1.11a). By implementing complex material properties, the concealed volume
plus the cloak appear to have properties of free space when viewed externally. The cloak
thus neither scatters waves nor imparts a shadow in the transmitted field - either of which
would enable the cloak to be detected. Advances in the development of metamaterials
with respect to gradient index lenses have made the physical realization of the complex
material properties feasible. The EM cloak was implemented in the microwave range by
means of 10 layers of SRRs, approximating the optimal magnetic permeability profile with
the stepwise values of µ′ between 0.1 and 0.3 (structure shown in Fig. 1.11b). Experimental
results showed, that the cloak significantly decreases scattering and reduces the shadow of
the hidden object (in the described experiment represented by a conducting cylinder), so
that the EM behavior of the cloak/object combination resembles that of free space.
Negative Magnetic Permeability at Optical Frequencies
Since the first recipe to design an artificial magnetic material in the form of a SRRs array
was suggested by Pendry et al. [61] and implemented at X-band frequencies by Smith et
al. [14, 63], one can observe constant efforts to obtain the negative magnetic permeability
at higher frequencies. In the first attempts, the dimensions of SRRs were scaled down and
their resonance frequency has been pushed up to 1 THz [133]. Next, it was shown, that
double C-shaped SRRs are not required at THz frequencies and the magnetic response of
single C-shaped SRRs was demonstrated at 85 THz (3.5 µm) [134]. Further optimization
of the structures based on single C-shaped SRRs made it possible to achieve magnetic
resonance wavelengths at around 900 nm. Current approaches to create MTMs with a
magnetic response in the visible range completely abandoned the classical SRR shape
and taken advantage of nanorods, ellipsoidal voids arrays in metal sheets or nano-fishnet




The electromagnetic fields phenomena are described using a set of equations unified by
J.C. Maxwell and reformulated by O. Heaviside and H. Hertz in the second half of the
19th century. Maxwell’s equations in the time domain can be denoted in an integral and
a differential form as:∮
∂A





















·d ~A ⇔ ∇× ~H(~r, t) = ∂
~D(~r, t)
∂t
+ ~J(~r, t), (2.2)∫
∂V
~D(~r, t) · d ~A =
∫
V
ρ(~r, t) dV ⇔ ∇ · ~D(~r, t) = ρ(~r, t), (2.3)∫
∂V
~B(~r, t) · d ~A = 0 ⇔ ∇ · ~B(~r, t) = 0, (2.4)
for all A, V ∈ R3. ~E ( ~H) refers to the electric (magnetic) field intensity, ~D ( ~B) is the
electric (magnetic) flux density, ~J the electric current density and ρ the electric charge
density. The electric current density can be expressed as:
~J(~r, t) = ~Jl(~r, t) + ~Je(~r, t) + ~Jk(~r, t), (2.5)
where ~Jl represents a conduction current density, ~Je an externally imposed current density
and ~Jk a convection current density.
The frequency domain computation is based on the analysis of EM fields at one specific
frequency, assuming harmonic time dependence. The steady-state sinusoidal fields and
fluxes f are represented by complex phasors f , i.e.:
f(~r, t) = ℜ{f(~r)ejωt}, (2.6)
leading to the time derivative being a multiplication of the phasor by the factor jω:
d
dt
f(~r, t) = ℜ{jωf(~r)ejωt}. (2.7)
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Maxwell’s equations in the differential phasor form become:
∇× ~E(~r) = −jω ~B(~r), (2.8)
∇× ~H(~r) = jω ~D(~r) + ~J(~r), (2.9)
∇ · ~D(~r) = ρ(~r), (2.10)
∇ · ~B(~r) = 0. (2.11)
The constitutive relations (relating the flux densities to the field intensities) and Ohm’s
law in the frequency domain for linear, inhomogeneous, dispersive, bianisotropic media at
rest have the form:
~D(~r, ω) =
↔
ε (~r, ω) ~E(~r, ω) +
↔
ξ (~r, ω) ~H(~r, ω), (2.12)
~B(~r, ω) =
↔
µ(~r, ω) ~H(~r, ω) +
↔
ζ (~r, ω) ~E(~r, ω), (2.13)
~J(~r, ω) =
↔
κ(~r, ω) ~E(~r, ω), (2.14)
where
↔
ε denotes the electric permittivity,
↔
µ magnetic permeability and
↔
κ conductivity of




ζ describe the cross-polarizability
effects in the medium. Neglecting the magnetoelectric couplings, the constitutive relations
for the anisotropic medium take the form: Dx(~r, ω)Dy(~r, ω)
Dz(~r, ω)
 = ε0
 εxx(~r, ω) εxy(~r, ω) εxz(~r, ω)εyx(~r, ω) εyy(~r, ω) εyz(~r, ω)
εzx(~r, ω) εzy(~r, ω) εzz(~r, ω)
 Ex(~r, ω)Ey(~r, ω)
Ez(~r, ω)
 , (2.15)
 Bx(~r, ω)By(~r, ω)
Bz(~r, ω)
 = µ0
 µxx(~r, ω) µxy(~r, ω) µxz(~r, ω)µyx(~r, ω) µyy(~r, ω) µyz(~r, ω)
µzx(~r, ω) µzy(~r, ω) µzz(~r, ω)
 Hx(~r, ω)Hy(~r, ω)
Hz(~r, ω)
 . (2.16)
For the isotropic medium the permittivity and permeability tensors reduce to scalars:
~D(~r, ω) = ε(~r, ω) ~E(~r, ω), (2.17)
~B(~r, ω) = µ(~r, ω) ~H(~r, ω), (2.18)
where ε and µ are complex quantities described as:
ε(~r, ω) = ε0(ε
′(~r, ω)− jε′′(~r, ω)), (2.19)
µ(~r, ω) = µ0(µ
′(~r, ω)− jµ′′(~r, ω)). (2.20)
Dispersive Models
The physics of dispersion is typically illustrated by a simple classical model for the response
of a medium to a time-dependent EM field. Under the influence of the EM field charges are
perturbed from their equilibrium positions. The motion of an electron (charge −e) bound
by a harmonic force and acted on by an electric field1 ~E(t) is described by the damped










= −e ~E(t), (2.21)
1The velocities v of the motion of the electrons in the atoms are small compared with the velocity
of light [138]. Thus, in the Lorentz force equation one may approximate the force on an electron as
~F = −e( ~E + ~v × ~B) ≈ −e ~E [139].
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where m is the mass of the charge, ω0 the frequency of oscillation about equilibrium and δ
the damping constant of the oscillator model. If the field varies harmonically in time with
the frequency ω, the corresponding dipole moment ~p is given by:
~p = −e~r = e
2/m
ω20 + jωδ − ω2
~E. (2.22)
If there are N molecules per unit volume with a single electron per molecule, then the
electric permittivity is described as [1]:
ε(ω) = ε0 +
Ne2/m
ω20 + jωδ − ω2
, (2.23)





ω20 + jωδ − ω2
, (2.24)
where ωp denotes the angular plasma frequency and ε∞ the high-frequency permittivity of
the material.
The classical Lorentz model of dielectric dispersion due to resonance polarization is
of fundamental importance in solid state physics and optics. It provides e.g. accurate
description of both normal and anomalous dispersion phenomena in the electromagnetic
spectrum from the far infrared up to the near ultraviolet [140]. The model is causal
and characterized by a frequency band of anomalous dispersion with high absorption,
surrounded by lower and higher frequency regions exhibiting normal dispersion with small
absorption.
A special case of the Lorentz model is the Drude model2, used to describe the optical
properties of metals. It comes from (2.24) by letting electrons be free and setting the





ω2 − jωδ . (2.25)
In this model, the motion of a single electron in a metal exposed to an electric field is
assumed to be the result of two opposite forces: the force associated with the electric field
itself and a damping force associated with the collisions occuring in the metallic lattice3 [6].
The Drude model describes also a neutral non-collisional plasma that presents a negative
electric permittivity at frequencies lower than the plasma oscillation frequency.
The dispersive Lorentz model satisfies the conditions of passivity and causality that
have to be fulfilled by the constitutive parameters of physical media [138].
The condition of passivity implies, that due to energy conservation the signs of ε′′ and
µ′′ should always be positive, or, equivalently, imaginary parts of electric permittivity and
2Another special case is the Debye model, for an overview see e.g. [5].
3Collisions in the Drude model are instantaneous events that abruptly alter the velocity of an electron.
Drude attributed them to the electrons bouncing off the impenetrable ion cores. However, it was found later
that this simple mechanical picture of an electron bumping along from ion to ion is misleading and should
be avoided. However, a qualitative (and often a quantitative) understanding of metallic conduction can be
achieved by simply assuming that there is a scattering mechanism, i.e. one can continue to calculate with
the Drude model without any precise understanding of the cause of collisions. For the thorough discussion
see [141].
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magnetic permeability should always be negative, for all materials and at all frequencies
ω 6= 0. The imaginary parts of ε and µ corresponding to electric and magnetic losses
determine the absorption (dissipation) of energy in matter that always occurs to some
extent in a variable EM field. On the other hand, the signs of the real parts of ε and µ for
ω 6= 0 are subject to no physical restriction. As ω → 0, the function ε(ω) in dielectrics tends
to the electrostatic permittivity, whereas in conductors to an imaginary term expressed in
function of the conductivity for steady currents. In the limit as ω → ∞, the function
ε(ω) tends to unity (when the field changes sufficiently rapidly, the polarization processes
responsible for the difference between the field ~E and the induction ~D cannot occur at all).
Similarly, in the high-frequency limit, magnetic permeability µ = 1.
The condition of causality implies that the response of the matter to an excitation
cannot precede the cause [5]. A consequence of the causality principle are Kramers-Kronig
equations that relate the real and imaginary parts of constitutive parameters for linear and
passive media [1, 138]:















ω′ − ω dω
′, (2.27)
where PV denotes principal value of the integral. Kramers-Kronig relations are central to
the analysis of optical experiments on solids - empirical knowledge of ε′′(ω) from absorption
studies allows the calculation of the corresponding ε′(ω) characteristic4 [1].
The theoretical analysis of the field energy in dispersive media indicates that the fol-







In the region of negligible losses permittivity and permeability are monotonically increa-
sing functions of frequency (normal dispersion), i.e. dε′/dω > 0 or dµ′/dω > 0 [138]. In
the case of a small absorption extending over a sufficiently wide range of frequencies, the
real part of permittivity (permeability) passes through zero [138]. Anomalous dispersion
characterized by dε′/dω < 0 or dµ′/dω < 0 is observed in the neighbourhood of a resonant
frequency [1].
2.2 Discrete Electromagnetics
The analytical solution of Maxwell’s equations can be obtained only for a limited range
of electromagnetic problems involving simple geometrical structures. In most practical
cases the only option to solve Maxwell equations is by using numerical methods. For
this purpose, the Finite Integration Technique (FIT) implemented in the software package
CST Microwave Studio [142] is used throughout this work. The FIT was proposed in 1977
by T. Weiland [143] and was later completed to a generalized scheme for the solution of
electromagnetic problems in a discrete space.
4Kramers-Kronig relations are also applicable (with slight changes) to magnetic permeability, see [138].





































Figure 2.1: Primary (solid line) and dual (dashed line) FIT grids. (a) Allocation of state
variables. (b) Discretization of Faraday’s law (Eq. 2.1). (c) Discretization of Gauss’ law
(Eq. 2.3).
Maxwell’s Grid Equations
In FIT, Maxwell’s equations and the constitutive relations are mapped onto a dual-orthogo-
nal, staggered grid system {G, G˜}, defining a finite computational domain. The procedure
of mapping the physical quantities from the continuous space to a discrete subspace de-
fined on a grid is called discretization. The discretization is performed using integral state
variables referred to as electric (magnetic) grid voltage ⌢e i (
⌢




b i), electric grid current
⌢




























ρ(~r, t) dV, (2.34)
where symbols Li (L˜i) denote the edges, Ai (A˜i) the facets and Vi (V˜i) the cell volumes
allocated on the primary (dual) grid G (G˜). The allocation of the state variables in the
grid space is shown in Fig. 2.1.
Using the definitions of state variables (2.29)-(2.34), Maxwell’s equations are trans-
formed into a set of matrix-vector equations, referred to as Maxwell’s Grid Equations
(MGE):















d = q, (2.37)
S
⌢
b = 0. (2.38)
The sparse matrix C (C˜) is the discretization of the curl operator, whereas the matrix S
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(S˜) is the discrete div operator on the primary (dual) grid. The entries of the curl matrix
Cji (C˜ji) are ±1 only if boundary of facet Aj (A˜j) contains edge Li (L˜i). Analogously, the
entries of the div matrix Skj (S˜kj) are ±1 only if facet Aj (A˜j) is contained in the boundary
of cell k of the primary (dual) grid.
The discrete equivalent of the constitutive relations and Ohm’s law for non-bianisotropic
media without permanent polarization or magnetization is based on diagonal material ma-











The material matrices are diagonal due to the dual-orthogonality of the grid system,
where primary edges and dual facets (or equivalently dual edges and primary facets) in-













































and describe averaged material coefficients (ε and κ averaged over dual grid facets A˜i,
whereas µ averaged over dual grid edges L˜i), as well as geometrical dimensions of the par-
ticular grid cells [144]. In its standard formulation, FIT is limited to diagonally anisotropic
materials (the extension of FIT to general anisotropic, non-magnetoelectric media can be
found in [145]).
Time Discretization
The field calculations presented in this thesis are performed in the time as well as frequency
domain. The time-domain calculations are based on the leapfrog scheme [146, 147], which
samples the values of ⌢e and
⌢
b at times separated by half of a time step ∆t, i.e. ⌢e(n∆t) = ⌢e(n)
and
⌢




. The time allocation of the electric grid voltages and
magnetic grid fluxes is shown in Fig. 2.2 corresponding to the substitution in curl equations
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Figure 2.2: The leapfrog scheme for the computation of electric grid voltage and magnetic
grid flux in time domain. Each quantity is updated based on the previously computed
values of both quantities.
Introducing the central differences in the curl MGE, the updating scheme for the state

























The leapfrog scheme is conditionally stable - the time step ∆t is related to the largest
eigenvalue (λG) of the iteration matrix:










where ω corresponds to the largest eigenvalue of the system matrix [144]. To guarantee
the stability of the time-domain solution λG has to fulfill the condition:
λG ≤ 1. (2.50)
Frequency-Domain Formulation
Applying the phasor notation to MGE, the curl equations (2.35)-(2.36) are represented in
frequency domain as:








whereas the div equations (2.37)-(2.38) are not changed, as they do not contain temporal
































Taking into account the material relations and substituting the magnetic flux in the curl
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called also curl-curl equation, due to the double application of the curl operator. In the
special case of no excitation (
⌢
j e = 0), the curl-curl equation is equivalent to the eigenvalue
equation of the system, which in the lossless case takes the form:(
M−1ε C˜Mµ−1C
)
⌢e = ω2⌢e, (2.55)
and whose eigenvalues represent the resonance frequencies of the system, whereas eigen-
vectors are corresponding electric field solutions (eigenmodes). The problems (2.54) and
(2.55) are typically solved using iterative methods (for an overview see e.g. [144]).
Boundary Conditions
The numerical solution of MGE requires a finite computational domain. To limit the
numerical space, proper boundary conditions are needed. The types of boundary conditions
used throughout this study are briefly described in this section.
The electric and magnetic boundary conditions correspond to enclosing the computa-
tional domain with a perfect electric conductor or a perfect magnetic conductor, respec-
tively. At electric walls the tangential components of ~E are shorted out and the normal
components of ~B vanish. The FIT implementation of the electric boundary condition re-
lies on setting the columns and rows of the curl matrix C, corresponding to tangential ⌢e
and normal
⌢
b at the boundary, to zero values. On the other hand, at magnetic walls the
tangential components of
⌢
h and normal components of
⌢
d vanish. The FIT implementation
is based on the integration of the Ampere’s law over a half of the tangentially oriented
boundary facet A˜i, where the
⌢
h tangential to the boundary is assumed to be zero. An
alternative approach takes advantage of the integration over virtually extended dual grid
boundary cells and the symmetry condition for tangential
⌢
h at magnetic boundary [144].
Periodic boundary condition (PBC) connects two opposite boundaries with a defined
phase shift and the calculation domain is simulated as periodically expanded in the given
direction. In FIT, the boundary field components located on one side of the computational
domain are replaced by the components located on the opposite side of the domain and
multiplied by a complex phase factor ejϕ corresponding to the periodic direction of the
structure [148].
Open boundary condition is based on a perfectly matched layer (PML) that absorbs
EM waves travelling towards boundaries [149]. The absorbing layers are characterized by
electric and (virtual) magnetic conductivities, gradually increasing from zero at the interior
interface to certain values at the outer side of the PML. The conductivities represent loss
parameters and control the wave attenuation rate in the PML, according to a chosen profile.
In order to minimize reflections, several layers are commonly used. A brief description of
a PML implementation in FIT can be found e.g. in [150].
Waveguide port boundary condition is based on the quasi-infinite, homogeneous wave-
guide connected to the boundary of the structure [150]. The ports are typically used to
feed the structure with power and to absorb the returning power. The exchange of the EM
energy between the structure and the outside space takes place through a discrete num-
ber of the orthonormal waveguide modes, obtained from the solution of a two-dimensional
eigenvalue problem at the plane of the port. The modes are chosen according to their sig-
nificant contribution to the field distribution in the waveguide. When a particular mode is
not considered by the boundary operator, it undergoes total reflection from the boundary.
This undesirable effect can be avoided, when an absorbing boundary operator is applied
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to the field distribution that remains after subtraction of all considered modes. Waveguide
ports are commonly used to the simulation of scattering parameters.
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Chapter 3
Homogenization of Metamaterials
The most general description of a linear medium (2.12)-(2.13) requires the determination
of 36 frequency dependent, complex constitutive parameters. The extraction of this large
number of coefficients is complicated and not required for most of the practical meta-
material structures. The retrieval techniques used for the extraction of effective material
parameters typically require certain knowledge of the electromagnetic behavior of the sys-
tem under consideration, neglecting, for instance, the magnetoelectric coupling effects.
The metamaterial homogenization methods are discussed in this chapter with the parti-
cular attention paid to the bianisotropic effects, crucial for the extraction of unambiguous
constitutive parameters.
3.1 Bianisotropy: How to Recognize It
Most methods for the extraction of effective material parameters neglect the magnetoelec-
tric couplings. On the one hand this significantly simplifies the analysis, but on the other
hand it may lead to ambiguous constitutive parameters, should the bianisotropic effects
take place in the structure. Therefore, it is of utmost importance to identify if the MTM
under test is bianisotropic or not.
The existence of magnetoelectric coupling in a metamaterial (or lack thereof), and
consequently, the form of corresponding constitutive relations, are determined from point
group theoretical methods based on the symmetries of the underlying resonant particles
[151]. A systematic analysis of the symmetries for both constitutive elements and lattices
was presented recently in [152].
As a rule of thumb, to avoid the coupling of the electric field to the magnetic resonance
of the circular current in the split ring resonator, a mirror symmetry of the SRR plane
with respect to the orientation of the electric field should be provided. The problem of
magnetoelectric coupling can be easily avoided in 1D and certain 2D (e.g. for 1D propa-
gation with arbitrary polarization, 2D propagation with fixed polarization) metamaterials.
For an isotropic 3D material with arbitrary direction and polarization of the incident wave
the lack of magnetoelectric coupling can be guaranteed by the inversion symmetry of the
design [153].
As an example, let us consider the topologies of edge-coupled and broadside-coupled
split ring resonators (EC-SRR, BC-SRR), shown in Fig. 3.1. For the propagation of a quasi-
TEM wave in a 2D metamaterial, four different cases of the EC-SRR orientation are shown
in Fig. 3.2, equivalent to the following field components and propagation directions [69]:
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Figure 3.1: Topologies of (a) edge-coupled and (b) broadside-coupled split ring resonators.
The conducting rings (copper) are placed on (a) single or (b) both sides of the dielectric
substrate (ε′ = 3.84, tan δε = 0.018, thickness 0.25 mm). Geometrical parameters: strip
width 0.25 mm, gap width 0.5 mm, outer SRR height 3 mm, lattice constant 5 mm. EC-
SRR rings spacing 0.5 mm.
(a) Ev, Hw, ku : electric and magnetic excitation.
This configuration is characterized by the asymmetry of the EC-SRR with respect
to the electric field direction, indicating the presence of a magnetoelectric coupling.
The currents circulating in the rings are excited by the external magnetic field Hw
or electric field Ev closing the gaps of the rings.
(b) Eu, Hw, kv : magnetic excitation.
There is a symmetry of the structure regarding direction u and consequently lack of
magnetoelectric coupling in the structure. The magnetic response of the particle is
excited solely by the magnetic field Hw.
(c) Ev, Hu, kw : electric excitation.
EC-SRR is asymmetric regarding direction v that indicates existence of cross-coupling
effects. This case is called electric excitation, due to the coupling of the electric field
from the incoming wave to the resonance of the currents circulating in the rings.
(d) Eu, Hv, kw : no excitation.
This orientation is characterized by the symmetry of the resonant element regarding
direction u and consequently no magnetoelectric effects are expected in the structure.
The EC-SRR is not excited, as the magnetic field Hv is parallel to the plane of the
rings (w), and electric field Eu does not close the gaps of the rings.
This theoretical analysis shows, that depending on the orientation of the EC-SRR regar-
ding external EM fields, the structure can exhibit either a bianisotropic or non-bianisotropic
behavior. On the other hand, the inherent symmetry of the BC-SRR geometry provides a
lack of magnetoelectric couplings in any 2D configuration [13].
Bianisotropy can be also examined experimentally, e.g. from the transmission measure-
ment of a square waveguide loaded by a SRR sample (this method is particularly useful for
the analysis of bi-isotropic structures). The input port of a square waveguide is fed with the
TE10 mode, whereas the TE01 mode of orthogonal polarization is measured at the output
port. The resulting non-zero cross-polarization transmission coefficient indicates that the






















Figure 3.3: Different orientations (a)-(d) of the EC-SRR (top) and BC-SRR (bottom)
inside a parallel plate waveguide for magnetic (Hx) or electric (Ey) excitation of particle
resonances. Waveguide dimensions: plates separation (y) 1 cm, width (x) 2.28 cm, length
(z) 1 cm.
incident electric field can excite not only a parallel electric dipole but also a parallel mag-
netic dipole (equivalently, an incident magnetic field can excite both magnetic and electric
dipoles parallel to the exciting field) [152]. A similar experiment can be performed in a
free-space set-up, by measurement of a microwave beam transmitted through the MTM
slab. For the examination of cross-polarization, two orthogonally oriented waveguide horn
antennas connected to a network analyzer are typically used [154].
The experiments conducted on MTM loaded waveguides allow one to identify the res-
ponse type (electric/magnetic) of the metamaterial under test [155]. To identify the type
of the SRR resonance, the structure is excited either by the electric or magnetic field,
for different orientations of the particle inside a rectangular or a parallel plate waveguide
(Fig. 3.3). For configuration based on a parallel plate waveguide, TEM mode with Hx and
Ey field components is used. Thus, in orientations (a) and (b) the SRR is excited by both
electric (Ey) and magnetic (Hx) fields, whereas in positions (c) and (d), since there is no
magnetic flux perpendicular to the particle, the SRR is excited solely by the electric field
(Ey).
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Figure 3.4: Transmission characteristics for different orientations of EC-SRR and BC-SRR
in a parallel plate waveguide shown in Fig. 3.3. The cutoff frequency of the first higher
order mode (TE1/TM1) for the unloaded parallel plate waveguide is equal to 30 GHz.
The simulated transmission coefficients for different configurations of the SRR loading
the waveguide are shown in Fig. 3.4, at frequencies near the resonance of the SRR and
for propagation assumed in the z direction. The physical dimensions of the parallel plate
structure are equivalent to those of the standard X-band (WR-90) rectangular waveguide,
whereas PEC/PMC are used as boundary conditions in y/x directions. It can be observed,
that the BC-SRR is excited in positions (a) and (b), whereas it is not excited in orientations
(c) and (d). Moreover, the transmission characteristics for the cases (a) and (b) are virtually
the same, which means that the electric field component Ev (Fig. 3.1b) does not excite the
structure. Therefore, it can be concluded, that the BC-SRR resonance is of magnetic type,
i.e. it is excited only when the particle is placed in a homogeneous (at the particle scale)
magnetic field (Bw). The behavior of the EC-SRR is more complicated than that of the BC-
SRR. From the results corresponding to orientation (d) it can be concluded that EC-SRR
does not respond to the electric field components polarized along the continuous branches
of the rings (Eu). The main particle excitation (the strongest dip in the transmission
characteristic) occurs at orientation (a), where both electric (Ev) and magnetic (Bw) field
components are present. Weaker responses occur for orientation (b) and (c) corresponding
to separate magnetic (Bw) or electric (Ev) field excitations, respectively
1. These results
point out, that the resonance of an EC-SRR is generally of magnetoelectric character and
that the cross-coupling effects can be eliminated by a proper geometrical orientation of
the rings. Moreover, the results obtained from numerical experiments with MTM loaded
waveguides support the conclusions resulting from the theoretical analysis of MTM unit-
cell symmetries. Both approaches are valuable tools that can be used for the identification
of bianisotropic effects in MTM structures.
1In the analysed example, the electric resonance (c) is stronger than the magnetic one (b). This is not
always the case and depends on the geometry and shape of the EC-SRR. Most often, the magnetic response
of EC-SRRs is significantly stronger than the electric one (see e.g. [155]). The particular geometries and
dimensions of SRRs analysed in this work are related to those used in the negative refraction experiment
published by Shelby et al. [14].
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3.2 Effective Medium Approach
The goal of assigning electromagnetic parameters to a composite or a mixture of two or
more component materials has long been the aim of traditional analytic homogenization
theories. All known analytical methods, however, are valid under certain limitations and
for particular geometries or classes of structures. Analytical homogenization techniques
are unreliable or not applicable for metamaterials comprising resonant elements and cha-
racterized by a non-negligible lattice constant. As an alternative for such composites, a
numerical approach is feasible in which the local electromagnetic fields of a structure are
calculated by solution of Maxwell’s equations. This section presents an overview of the
most popular schemes used for homogenization of MTM structures. The homogenization
methods presented in this work are limited to non-bianisotropic structures.
3.2.1 Retrieval from Scattering Parameters
The most popular approach for the extraction of metamaterial constitutive parameters is
retrieval from transmission and reflection characteristics - the method commonly used in
laboratories as an experimental way to find effective parameters of a material sample under
test (Appendix B) [156]. The scattering parameters are calculated or measured for a finite
thickness of a MTM (usually one unit cell) and related to analytical formulas for reflection
and transmission of a homogeneous slab with the same thickness a [104, 157, 158]:
S11 =
(1− T 2)R
1− R2T 2 , S21 =
(1− R2)T
1−R2T 2 , (3.1)
where R is the reflection coefficient of a wave incident on the interface between a MTM




, T = e−jk0na, (3.2)
and Z0, k0 are wave impedance and wavenumber in free space, respectively. The normalized
wave impedance z = Z/Z0 and refractive index n of the homogeneous slab can be expressed
in terms of scattering parameters as:
z = ±
√
(1 + S11)2 − S221
(1− S11)2 − S221
, (3.3)
n = − 1
k0a
((ℑ(lnT ) + 2mπ)− jℜ(lnT )), (3.4)
where m ∈ Z is related to the branch index of n′ (principal value for m = 0) and the
transmission term in function of scattering parameters:
T =










Since the material under consideration is a passive medium, the signs in (3.3) and (3.5)
are determined by the requirements:
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ℜ(z) ≥ 0, n′′ ≥ 0. (3.6)
The relative electric permittivity and magnetic permeability characterizing the effective
properties of the medium and equivalent to the obtained refractive index n and normalized




, µeff = nz. (3.7)
The retrieval from scattering parameters is a straightforward method that most often
allows the characterization of a MTM with sufficient accuracy. However, this procedure
in its basic form delivers a variety of artefacts in the retrieved parameters, related to the
inherent inhomogeneity of a MTM unit cell. The effective medium picture is often spoiled
by significant anomalies, e.g. resonance-antiresonance coupling, truncated resonances of the
refractive index, or discrepancy between n and z about the positions of the resonances [11].
These artefacts in the retrieved material parameters are particularly severe for structures
that make use of resonant elements, as large fluctuations occuring in n and z result in the
wavelength inside the MTM shortened to the order of the unit-cell dimension. Moreover,
the retrieval process fails in some cases, e.g. when reflection or transmission coefficients are
very small in magnitude [159]. Although some improvements based on the determination
of effective boundaries, forced continuity of the dispersive effective refractive index, and
the elimination of the measurement/simulation noise influence on effective impedance have
been proposed [158], the retrieval method still delivers unsatisfactory results [160].
An example can be seen in the retrieved ε′′ and µ′′ parameters, which typically differ
in sign for a unit cell that has an electric or a magnetic resonance. Fig. 3.6 presents
effective material parameters retrieved from scattering matrix obtained from simulation
of a circular BC-SRR structure (Fig. 3.5a). The structure is excited by the fundamental
mode of a waveguide port located at the ±z limits of the mesh volume (TEM wave with Ey
and Hx components) propagating in the −z direction. PMC applied at the faces along the
axis of the rings (±x limits) and PEC used at the ±y faces of the volume act equivalently
to periodic boundary conditions in transversal directions having the added benefit that
the proper polarization of the solution is selected. The BC-SRR is known to be a SNG
structure responding solely to the magnetic field (see Sec. 3.1), but the extracted effective
permittivity indicates the presence of the electric response near the SRR resonance. The
antiresonant form of ε′ and the negative values of ε′′ in the SNG frequency range are
numerical artefacts typical for the S -retrieval method.
The same artefacts occur in the extracted parameters for DNG structures built as
combinations of SRRs and wires (structure shown in Fig. 3.5c, excitation with electric field
Ey parallel to the strip and magnetic field Hx in the axis of the ring). Also in this case,
the extracted εeff indicates an additional, non-physical response near the SRR resonance
frequency (Fig. 3.7).
On the other hand, in Fig. 3.8 the effective parameters retrieved for a unit cell of a
wire lattice are shown, for field Ey, Hx propagating in the direction −z. The EM response
of a periodic array of parallel wires for electric field polarized parallel to the wires is non-
resonant and similar to that of a low density plasma, with the plasma frequency in the GHz
range (see Sec. 1.3). In this case, the retrieval method delivers physical values of effective
parameters.










Figure 3.5: (a) Circular BC-SRR (lattice constant 10 mm; substrate: thickness 0.49 mm,
ε′ = 2.43; SRR: gap 0.4 mm, outer SRR radius 2.6 mm, strip width 0.5 mm). (b) Wire
unit cell (lattice constant 5 mm; substrate: thickness 0.25 mm, ε′ = 3.84, tan δε = 0.018;
strip width 0.5 mm). (c) SRR/wire (SRR at the front side, wire at the back side of the
substrate). Substrate and wire width as in example (b), outer SRR length 3 mm, inner
SRR length 1.5 mm, ring spacing 0.5 mm, SRR conductor width 0.25 mm. All strips and



























BC-SRR: effective ε from S -retrieval
Figure 3.6: S -retrieved effective parameters for a BC-SRR with circular rings (resonant















SRR/wire: effective µ from S -retrieval
 
 









SRR/wire: effective ε from S -retrieval
Figure 3.7: S -retrieved effective parameters for the SRR/wire combination from Fig. 3.5c.
The extracted electric permittivity shows non-physical behavior in the frequency range
near the ring resonance.
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Wire: effective µ from S -retrieval
 
 









Wire: effective ε from S -retrieval
Figure 3.8: S -retrieved effective parameters for a wire unit cell (Fig. 3.5b). Both extracted
parameters show physical behavior.
The non-physical behavior of extracted effective permittivity or permeability obtained
by S -retrieval method was criticised in several papers, where it was pointed out that such
parameters cannot form the effective description of a homogenized material [12, 161, 162].
3.2.2 Fields Averaging Method
Pendry’s Fields Averaging Method
The application of Fields Averaging Method (FAM) to the description of metamaterial
structures was first proposed by Pendry et al. [61]. The general idea relies on computation
of the effective parameters from the electric and magnetic fields and fluxes averaged over
certain spaces. A key question in this case is how to average the fields in order to obtain a
reasonable representation of the MTM under test. For the structures made of thin wires or
sheets of metal, if the averages of fields and fluxes were taken over the same regions of space,
εeff and µeff would always be constants related to the permittivity and permeability of the
host material. Pendry et al. presented a straightforward approach based on averaging of
























~B(~r) · d ~A, (3.11)
where 〈Eu〉L and 〈Hv〉L are obtained from line integrals over the local ~E and ~H fields,
and 〈Du〉A and 〈Bv〉A are obtained from integrals of the local ~D and ~B fluxes over the
surfaces of the unit cell. The line integration paths Lu and Lv are located along the















Figure 3.9: The allocation of integrated fields and fluxes in the Fields Averaging Method.
(a) Pendry’s surface/line based approach (3.8-3.13). (b) Acher’s volume/surface based
approach (3.18-3.23).
edges of the cubic unit cell and are not allowed to intersect with any of the metallic
structures contained within the MTM cell (Fig. 3.9a). The flux integration areas Au and
Av are equivalent to the faces of the MTM unit cell and perpendicular to the paths Lu
and Lv, respectively. The integration surfaces, similar as the integration paths, cannot be
crossed by any conducting element passing continuously from one unit cell to the next [163].
This is a serious disadvantage of the method, that limits its application to MTM lattices
not including continuous wires. The ratios of the averaged quantities define the effective








From Fig. 3.9a it can be noticed, that Pendry’s formulation of FAM is closely related
to the discrete form of Maxwell curl equations used in FIT and FDTD (a MTM unit cell is
equivalent to a single cell of the numerical grid - cf. Fig. 2.1; for more details see e.g. [163]).
Smith’s Fields Averaging Method
In many MTM geometries, such as a SNG medium of continuous wires or a DNG com-
bination of SRR/wires, a conducting element passes continuously from one unit cell to
the next. For the flux averages to be correct in this case, the formulation of the effective
medium parameters should be modified in order to include the contribution of the current
flowing between the cells. Typically, as a more useful alternative, a gap is introduced in
the wire near the integration surface so that the current is no longer continuous. If the
gap is very small, the EM properties of the simulated structure may not be significantly
affected and the fields within the gap and in the integration plane effectively account for
the contribution of the current in the conductor [163]. However, in some cases the intro-
duction of the discontinuity in the wire lattice may shift the resonance frequency, change
the character of the resonance, or even entirely spoil the requested behavior of the MTM
structure [164, 165]. Moreover, the additional element in the MTM geometry can signifi-
cantly increase the numerical costs, as the small gap has to be discretized with additional
mesh lines of the computational grid.
To avoid this inconvenient approach, the original fields averaging method proposed by
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Pendry and based on surface/line averages was modified by D. Smith, who eliminated the
requirement for the flux averages [163]. Smith’s approach is solely based on line averages
of the field quantities (the integration paths Lu, Lv are the same as in Pendry’s method),








The effective material parameters are computed, as in the S -retrieval method, from
Z and n values (3.7), where n is the effective refractive index calculated from the results
of eigenmode solver simulations of the MTM unit cell. In (3.15), ω represents radial
eigenfrequencies of the computed modes, whereas k is the wavenumber (k = ϕ/a) obtained
from the phase advance ϕ of the periodic boundary condition and the length of the unit
cell a, both in the assumed direction of propagation (cf. Sec. 4.2).
Knowledge of the effective refractive index n (or, equivalently, the propagation constant
in the medium k) allows one to introduce a correction factor to Pendry’s formulas for
effective parameters, accounting for the spatial dispersion effects related to the finite length
of the unit cell in the direction of propagation. Corrected ratios of the averaged quantities












Application of the eigenmode solver simulations in Smith’s FAM approach makes it
possible to avoid structure modifications that may be required when using Pendry’s FAM
approach. Therefore, Smith’s method may by applied to a larger class of MTM structures.
There are, however, two important consequences of using the eigenmode solver in FAM.
Firstly, the losses are neglected (as the lossless solver is commonly used) and consequently
the extracted εeff and µeff parameters are real. Secondly, the computed eigenfrequencies
characterize the MTMs under test only in the passbands of the particular modes. There-
fore, the effective constitutive parameters can be extracted only in the frequency bands
corresponding to double negative or double positive εeff and µeff values (cf. Fig. 1.6). For
single negative materials no information can be provided regarding the negative values of
permittivity or permeability - that is significant limitation of this method.
Acher’s Fields Averaging Method
Another approach to MTM homogenization based on field averaging and related to Pendry’s
method was proposed by O. Acher et al. [166,167]. Being similar to Pendry’s method, the
fields averaging is based on the Maxwell’s curl equations. The impedance and refractive
index characterizing the material are expressed in function of EM fields inside the com-
posite, sufficiently far from the interface so that they correspond to a single propagating
mode. It is pointed out, that at the vicinity of the interface between the composite and
surrounding medium many higher order modes may be present and therefore the line av-
eraging near the interfaces (as in Pendry’s approach) should be avoided. The effective
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When examining (3.20)-(3.23) important differences can be noticed when compared to
Pendry’s formulas (3.8)-(3.11). The electric field and magnetic flux are averaged over the
volume of the unit cell, whereas the averages of magnetic field and electric flux components
are taken over the same surface Au, depicted in Fig. 3.9b. As the field quantities are
averaged over volume and surfaces instead of surfaces and lines, Acher’s FAM is sometimes
referred to as volume/surface approach (whereas Pendry’s method is called surface/line
averaging) [168].
Due to the application of the surface averages in the plane perpendicular to the direction
of the electric field, Acher’s method is characterized by the same disadvantage as Pendry’s
approach2: it cannot be directly applied to MTMs including continuous wires that would
intersect the integration plane. For SRR/wire combinations the MTM geometry has to be
modified and the continuous wires replaced by finite pieces separated by planar capacitive
elements parallel to the integration surface - with the same consequences that were already
mentioned when discussing Pendry’s approach.
The authors (Acher et al.) claim that their method is restricted to the cases when one
single mode propagates in the composite, as is required by the homogenization approach.
On the other hand, they present negative magnetic permeability extracted for SRR based
structures [167–169]. This is a kind of contradiction, as the SNG frequency range represents
a stopband where no single mode can propagate in the periodic lattice. Care is required by
the formulation of requirements for MTM homogenization. In fact, the extracted effective
parameters for split ring resonators represent the behavior of the structure in the stopband,
as well as in (part of) the passbands located above and below the SRR resonant frequency
(the passbands are characterized by µ′ > 0, see Sec. 4.2).
Fields Averaging Method: applications
The three versions of the fields averaging method, referred to as: (i) Pendry’s FAM, (ii)
Smith’s FAM, (iii) Acher’s FAM, are applied to several metamaterial structures, i.e.:
• continuous wire (Fig. 3.5b),
• non-continuous wire (Fig. 3.10a),
• BC-SRR (Fig. 3.5a),
• SRR and continuous wire (Fig. 3.5c),
• SRR and non-continuous wire (Fig. 3.10b).
For the MTMs under test based on non-continuous wires, the substrate is removed and a
gap with additional capacitive loading is introduced between the wire and the top PEC
2The integration surface Au is in fact the same in both methods.





Figure 3.10: Modified MTM unit cells based on non-continuous wires. The geometries are
equivalent to those shown in Figs. 3.5b,c. The wire strip is shortened to 4.75 mm (0.25 mm
gap between the wire and the top face of the unit cell), the substrate removed (free-space
host). The area of the additional metal plate 2 mm × 2 mm. For better visualization the
top PEC plate is not shown. (a) Non-continuous wire. (b) SRR and non-continuous wire.
face of the unit cell (the integration plane is located within the gap). Thus, the metallic
elements are embedded in free space, whereas the geometric parameters of the additional
elements are arbitrarily chosen as 0.05 of the unit cell height for the gap height and 0.16
of the unit cell cross-section for the capacitor plate area.
The EM field distributions used for the determination of effective material parameters
in Pendry’s and Acher’s FAM are obtained by simulations of MTM unit cells with time-
domain solver, similar to the S -retrieval method (the field distributions are recorded as
monitors at particular frequencies in the frequency band of interest). The unit cell is
excited by the fundamental mode of the waveguide ports, whereas PEC and PMC boundary
conditions limit the structure in the transversal dimensions and guarantee the selection of
the proper field polarization (Ey,Hx). For Smith’s version of FAM, the unit cell is simulated
with the eigenmode solver, assuming PBC (and swept phase shift) in the direction of
propagation (z). In the transversal directions, either the combination of electric/magnetic
or periodic (with 0 deg relative phase shift) boundary conditions can be used, with no
significant difference in the results3.
The integration surfaces depicted schematically in Fig. 3.9 can be situated anywhere
between the face of the unit cell and the metallic scatterer of the MTM. However, as the
EM fields have more abrupt variations close to the scatterer, to minimize discretization
errors the integration planes are typically located at a distance of 1− 2 mesh nodes from
the cell boundary (the same is valid for the integration paths).
Single Negative Metamaterials. The effective parameters obtained by fields averag-
ing method for single negative metamaterials, i.e. continuous wire, non-continuous wire
and BC-SRR, are presented in Figs. 3.11-3.15. For comparison, S -retrieved results are
also shown. In the case of the wires, the frequency dependence of the effective electric
permittivity is expected to follow Drude behavior, whereas effective magnetic permeability
µ′ should be constant and close to unity (non-magnetic host). In the case of the broadside-
coupled split ring resonator, effective magnetic permeability is expected to follow Lorentz
characteristic, whereas the real part of the effective electric permittivity should have a
3This supports also the salient assumption, that a unit cell simulated with the time-domain solver and
PEC/PMC transversal boundary conditions represents a single layer of (transversally infinite) periodic
lattice.
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Wire: effective ε′ from Smith’s FAM
 
 







Wire: effective µ′ from Smith’s FAM
Figure 3.11: Real part of effective electric permittivity and magnetic permeability for a wire
unit cell (Fig. 3.5b) extracted with Smith’s FAM (solid line). For comparison, S -retrieved
parameters from Fig. 3.8 are shown (dashed line).
constant value between unity and ε′ of the substrate (electric field is distributed partly in
the dielectric substrate and partly in the free-space host).
Pendry’s FAM provides single negative parameters that are an approximation of the
values extracted by other methods under test. The real parts for constitutive parameters of
interest (i.e. ε for non-continuous wires and µ for BC-SRRs) are similar to the theoretical
Drude and Lorentz curves; the extracted imaginary parts, however, reveal non-physical,
negative values of ε′′ and µ′′ in the observed frequency range (Figs. 3.12-3.13).
For all SNG examples, Smith’s FAM delivers parameters that agree with effective per-
mittivity and permeability obtained by S -retrieval method. This also refers to the anti-
resonant frequency dependence of the effective ε′ in the case of the BC-SRR unit cell
(Fig. 3.15). The imaginary parts of the constitutive parameters are assumed to be zero.
It should be noted, that only positive values of ε′ and µ′ are extracted with the Smith’s
FAM.
Acher’s formulation of FAM for SNG cells delivers results that closely match the ex-
pected frequency behavior of wires (Drude dependence) and BC-SRRs (Lorentz depen-
dence). Concerning SNG parameters of interest, the results are in agreement with the
effective description obtained by Smith’s FAM and S -retrieval method. The advantage of
the Acher’s method is that it delivers expected, constant values of ε′ for the negative mag-
netic permeability structure (BC-SRR) and constant values of µ′ for the negative electric
permittivity structure (non-continuous wire), avoiding non-physical antiresonant behavior
observed e.g. for Smith’s FAM and S -retrieved results in case of a BC-SRR (Fig. 3.15).
Double Negative Metamaterials. The constitutive parameters extracted with the
fields averaging method for double negative metamaterials (SRR/continuous wire and
SRR/non-continuous wire) are compared with S -retrieved results in Figs. 3.16-3.18.
The effective magnetic permeability extracted with Pendry’s FAM closely matches the
values obtained from Smith’s FAM and S -retrieval method (Fig. 3.17). On the other hand,
although the qualitative behavior of the extracted ε′ corresponds to the expected Drude
characteristic, there are significant differences between the absolute values obtained from
Pendry’s FAM and from other methods under test (Fig. 3.18). Moreover, the imaginary
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Non-continuous wire: effective ε′
 
 













Non-continuous wire: effective ε′′
Figure 3.12: Effective electric permittivity for a non-continuous wire unit cell (Fig. 3.10a)
extracted with FAM. For comparison, S -retrieved parameters are shown.
 
 















Non-continuous wire: effective µ′
 
 














Non-continuous wire: effective µ′′
Figure 3.13: Effective magnetic permeability for a non-continuous wire unit cell (Fig. 3.10a)
extracted with FAM. For comparison, S -retrieved parameters are shown.
 
 
































Figure 3.14: Effective magnetic permeability for a broadside-coupled split ring resonator
(Fig. 3.5a) extracted with FAM. For comparison, S -retrieved parameters from Fig. 3.6 are
shown.
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Figure 3.15: Effective electric permittivity for a broadside-coupled split ring resonator




























Figure 3.16: Effective magnetic permeability and electric permittivity for a SRR/wire unit


















SRR/non-continuous wire: effective µ′
 
 










SRR/non-continuous wire: effective µ′′
Figure 3.17: Effective magnetic permeability for a SRR/non-continuous wire unit cell
(Fig. 3.10b) extracted with FAM. For comparison, S -retrieved parameters are shown.
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SRR/non-continuous wire: effective ε′
 
 











SRR/non-continuous wire: effective ε′′
Figure 3.18: Effective electric permittivity for a SRR/non-continuous wire unit cell
(Fig. 3.10b) extracted with FAM. For comparison, S -retrieved parameters are shown.
parts of both extracted parameters, µ′′ and ε′′, acquire non-physical negative values in a
part of the observed frequency range.
The real parts of constitutive parameters delivered by Smith’s version of fields averaging
method form an approximation of the results retrieved from the corresponding scattering
matrix. There are some discrepancies in the effective permittivity values that can be noticed
in the DNG frequency range, near the SRR resonance, for both versions of the MTM unit
cell under test. The extracted constitutive parameters describe the metamaterial in DNG
and DPS frequency ranges.
Acher’s FAM fails for the tested DNG metamaterial structure based on the SRR and
non-continuous wire. Although the extracted effective ε is equivalent to the Drude cha-
racteristic, µ′ curve shows displaced antiresonant behavior, whereas µ′′ is characterized by
non-physical negative values (Fig. 3.17). Moreover, the extracted µ′ is positive in the whole
investigated frequency range, despite the fact that the structure is known to be DNG near
the particle resonance.
Conclusions. Fields averaging method is suitable for the effective description of single
negative metamaterials not including continuous wires. In such cases, the most reliable,
physical results are obtained with Acher’s version of FAM. For the unit cells based on
continuous wires, applied geometry modifications result in the qualitative description of
the ”true MTM” behavior, as the structure characteristics are shifted in frequency due to
additional capacitive elements. In the case of double negative metamaterials, FAM is prone
to fail, delivering non-physical results in terms of negative ε′′ or µ′′ values. On the other
hand, Smith’s version of FAM can describe every metamaterial structure, but it neither
provides effective parameters in important, single negative frequency bands, nor are the
imaginary parts of the effective description obtained due to the neglection of losses. A
potential advantage of FAM is that it can be used for the extraction of magnetoelectric
parameters in bianisotropic media [154, 170].
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3.2.3 Parameter Fitting of Dispersive Models
The methods commonly used for extraction of effective metamaterial parameters, i.e. re-
trieval from transmission and reflection coefficients and averaging of EM fields, often deliver
results that violate physical laws. However, constitutive parameters that describe any phy-
sical material should satisfy the conditions of passivity and causality (cf. Sec. 2.1) [138].
From the observation of the frequency characteristics for MTM effective parameters, in
most cases it can be noticed that extracted curves closely follow Drude or Lorentz behavior
with additional artefacts occuring near the resonance frequency of the MTM. These non-
physical artefacts can be prevented by applying predefined dispersive models representing
the electric permittivity and magnetic permeability of the metamaterial.
The Lorentz model can be used for prediction of the frequency dependence for the
magnetic permeability function of a MTM under test, according to4:
µeff(ω) = µ∞ +
(µs − µ∞)ω20
ω20 + jωδ − ω2
, (3.24)
where:
µs magnetic permeability at the low-frequency limit of the model,
µ∞ magnetic permeability at the high-frequency limit of the model,
ω0 angular resonance frequency (2πf0),
δ damping frequency.
In metamaterials related research, the Drude characteristic is typically used as an ana-
lytical description of the electric properties for a lattice of continuous wires (cf. Sec. 1.3).
The Drude model has the following form:
εeff(ω) = ε∞ −
ω2p
ω(ω − jνc) , (3.25)
where:
ε∞ electric permittivity at the high-frequency limit of the model,
ωp angular plasma frequency (2πfp),
νc collision frequency.
A new approach to the homogenization of metamaterial structures, based on the prede-
fined physical models, is proposed in the frame of this work: parameter fitting of dispersive
models (PFDM) [171]. This method is related to the extraction from scattering matrix
(Sec. 3.2.1). The main difference relies on the fact that the shape of the parameterized
characteristics for effective permittivity and permeability is assumed a priori, whereas their
parameters are optimized in order to obtain the best fitting to the reference responses.
Within the presented method, effective material description is found by fitting scat-
tering parameters of the equivalent representation to the scattering parameters of the
reference structure. The reference structure is a detailed metamaterial geometry simulated
with the EM solver (Fig. 3.5), whereas the effective representation is a slab of an isotropic,
homogeneous material described by the dispersive Drude or Lorentz model, according to
4The constitutive MTM parameters are extracted in a limited frequency range, in the vicinity of the
first resonance frequency. Therefore, the first order dispersion model (3.24) is used here. In general, higher
order terms describing higher order resonances can be used in the Lorentz model [1].
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the type (single/double negative) of the homogenized MTM structure. The coefficients
of the dispersive models (3.24)-(3.25) are the parameters in the optimization process (the
details are given in Tab. 3.1). For single negative metamaterials, the positive constitutive
parameter is assumed to be a real constant. Strictly speaking, it could be argued that a
constant, real value of the constitutive parameter does not fulfill the physical requirements
of the real part growing with frequency (dε′/dω > 0, dµ′/dω > 0) and non-zero imagi-
nary part at ω 6= 0 (cf. Sec. 2.1). However, as the single negative description is valid in
the limited frequency range, the corresponding positive constitutive parameter is expected
to be virtually constant in this range with a negligible imaginary part. Moreover, the
analysed SNG metamaterials are assumed to be non-bianisotropic, i.e. there should be no
resonant response to the electric field in the negative permeability material, or equivalently,
no resonant response to the magnetic field in the negative permittivity material. A further
consequence of extraction of effective material parameters in a limited frequency range is
that the permittivity and permeability representing the low- or high-frequency limit of the
model (µs, µ∞, ε∞) do not have to strictly satisfy the physical requirements at ω → 0 or
ω →∞.
The optimization goal of the PFDM method is to minimize the difference between the
scattering parameters obtained for the reference structure and the homogeneous structure.
The homogeneous cell should provide the same transmission/reflection coefficients as the
SRR or wire based MTM unit cell.
Table 3.1: Parameter fitting of dispersive models: predefined constitutive description and
model coefficients optimized for various types of MTM structures. All optimized coefficients
are positive, real values.
Metamaterial type µ model ε model Optimized coefficients
SNG: µ′ < 0, ε′ > 0 Lorentz Constant: εc µs, µ∞, ω0, δ, εc
SNG: µ′ > 0, ε′ < 0 Constant: µc Drude µc, ε∞, ωp, νc
DNG: µ′ < 0, ε′ < 0 Lorentz Drude µs, µ∞, ω0, δ, ε∞, ωp, νc
The reference results are scattering parameters (S11,ref , S21,ref) computed for a detailed
implementation of the MTM unit cell under test, as in the S -retrieval method. On the other
hand, the scattering parameters for the homogenized MTM cell are obtained analytically.
Based on the assumed models for constitutive parameters, normalized effective impedance







µeff εeff . (3.26)
As the predefined dispersive models fulfill the condition of causality and the MTM
structure under test is a passive medium, the square root signs in (3.26) are determined
by the requirements:
ℜ(z) ≥ 0, n′′ ≥ 0. (3.27)
The reflection coefficient R at the boundary free space/MTM slab and the transmission
coefficient T through the homogenized slab of effective impedance z, refractive index n,
and thickness a (equal to the thickness of the detailed MTM unit cell) are given as:




, T = exp(−j ω
c0
n a), (3.28)
where ω is radial frequency and c0 velocity of light in free space. The dependence
between reflection/transmission and scattering parameters is given by [156]:
S11,eff =
(1− T 2)R
1− R2T 2 , S21,eff =
(1−R2)T
1− R2T 2 . (3.29)
The expressions (3.26)-(3.29) set the scattering parameters S11,eff , S21,eff as functions of
the effective material parameters µeff , εeff and form the basis for the PFDM approach. For
the optimization of the parameters in the constitutive relations, the differential evolution
algorithm is used, characterized by good convergence properties and straightforward choice
of few control variables used to steer the optimization process [172,173]. The optimization





|S11,eff − S11,ref |fi + |S21,eff − S21,ref |fi
)
, (3.30)
by fitting the scattering parameters at i frequencies fi in the frequency range of interest.
Applications
The PFDM method is applied to three basic MTM structures, i.e. single negative circular
BC-SRR, single negative wire and double negative SRR/wire combination. The reference
scattering coefficients are obtained from simulations with the time-domain solver, as in the
S -retrieval method (Sec. 3.2.1). The optimized model coefficients are given in Tab. 3.2.
Table 3.2: Optimized coefficients values for the predefined effective description of MTM
structures.
Model Metamaterial
type parameter BC-SRR wire SRR/wire
Constant
µc − 1.39 −
εc 1.10 − −
Lorentz
µs 0.90 − 1.26
µ∞ 0.85 − 1.12
f0 / GHz 4.52 − 9.67
δ / MHz 89.2 − 1240
ε∞ − 0.82 1.62
Drude fp / GHz − 13.57 14.63
νc / MHz − 77.3 30.7
The scattering parameters of the homogenized BC-SRR based metamaterial (structure
shown in Fig. 3.5a), fitted to the reference results, are presented in Fig. 3.19, whereas the
optimized constitutive parameters are given in Figs. 3.20-3.21. From the figures it can be
noticed, that the predefined Lorentz characteristic of the effective magnetic permeability
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BC-SRR: ∠Sref , ∠Seff
Figure 3.19: Scattering parameters of the homogenized single negative metamaterial (cir-
cular BC-SRR shown in Fig. 3.5a) fitted with PFDM (dashed line) to the reference results
(solid line).
closely follows the curve extracted with the S -retrieval method. On the other hand, the
assumed constant value of the effective electric permittivity eliminates the antiresonant,
non-physical behavior observed for the S -retrieved characteristic. Constituting a negative
magnetic permeability medium, the effective permittivity of the BC-SRR is expected to
be a positive constant in the SNG frequency range with a negligible imaginary part. This
assumption is confirmed by the resulting scattering parameters that are very well fitted
to the reference results, apart from a slight mismatch between Seff and Sref close to the
resonance frequency of the SRR. The reason for this discrepancy is the influence of higher
order modes described in more detail in Chapter 5.
The effective electric permittivity of the BC-SRR equal to 1.1 indicates that the electric
properties of the structure are similar to that of the free space, with a slight influence of
the substrate. The effective magnetic permeability at the low- and high-frequency limit of
the model (0.9 and 0.85, respectively) is close to unity, which is also the expected value,
equivalent to free space (it should be noted, however, that higher order resonances can occur
in the structure, e.g. at frequencies being a multiplicity of f0 [155]). The optimized damping
frequency (89.2 MHz) influences the width of the SNG band and the values of µ′ and µ′′
in this band (lower values of δ result in sharper resonances). BC-SRR is characterized by
single negative parameters in the frequency range 4.51−4.65 GHz, whereas double positive
description is valid in 4− 4.51 GHz and 4.65− 5 GHz frequency bands (Tab. 3.3).
Table 3.3: BC-SRR: frequency bands of the effective description obtained with PFDM.
BC-SRR
Modeled frequency range 4−5 GHz
DPS: µ′ > 0, ε′ > 0 4−4.51 GHz
SNG: µ′ < 0, ε′ > 0 4.51−4.65 GHz
DPS: µ′ > 0, ε′ > 0 4.65−5 GHz
In the case of the single negative wire metamaterial (Fig. 3.5b), there is virtually no dif-
ference between scattering parameters fitted with PFDM and the reference results obtained
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Figure 3.20: Effective magnetic permeability for a circular broadside-coupled split ring
resonator (Fig. 3.5a) extracted with PFDM (solid line). For comparison, S -retrieved results
from Fig. 3.6 are shown (dashed line).
 
 




















Figure 3.21: Effective electric permittivity for a circular broadside-coupled split ring reso-
nator (Fig. 3.5a) extracted with PFDM (solid line). For comparison, non-physical results
obtained by the S -retrieval method (Fig. 3.6) are shown (dashed line).
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Wire: |S|ref , |S|eff
 
 















Wire: ∠Sref , ∠Seff
Figure 3.22: Scattering parameters of the homogenized single negative metamaterial (wire
shown in Fig. 3.5b) fitted with PFDM (dashed line) to the reference results (solid line).
by simulations of the detailed structure (Fig. 3.22). There is also a very good agreement
between the effective ε and µ retrieved from scattering parameters and obtained by PFDM
(Fig. 3.23). As mentioned in Sec. 3.2.1, the S -retrieval method works quite well for the
case of weakly and non-resonant structures. The metamaterial based on a lattice of wires
forms an example of such a structure and its effective permittivity is described by the
dispersive Drude model. From the frequency characteristic of magnetic permeability it
can be noticed that µ′ is very well approximated by a constant value assumed in PFDM
method and equal to 1.39. The accuracy of this approximation depends on the width of
the frequency range in which the effective description is valid (the narrower the frequency
band, the better the approximation). For the wire metamaterial under consideration, the
constitutive parameters obtained with PFDM are valid in the relatively broad frequency
range 7.5 − 17.5 GHz covering single negative (ε′ < 0, µ′ > 0) and double positive bands
(ε′ > 0, µ′ > 0). The imaginary parts of permittivity and permeability are negligible in the
considered frequency range (the value of ε′′ depends mainly on the optimized parameter
equivalent to the collision frequency). The electric permittivity at the high-frequency limit
of the structure is equal to 0.82, which is in good agreement with the physical requirement
that the value of ε′ should tend to unity in the limit f →∞. The wire structure is modeled
as a single negative medium for frequencies between 7.5 and 14.9 GHz, and double positive
medium in the frequency band 14.9− 17.5 GHz (Tab. 3.4).
Table 3.4: Wire: frequency bands of the effective description obtained with PFDM.
Wire
Modeled frequency range 7.5−17.5 GHz
SNG: µ′ > 0, ε′ < 0 7.5−14.9 GHz
DPS: µ′ > 0, ε′ > 0 14.9−17.5 GHz
The SRR and wire are the sub-components of the most interesting, double negative
version of the SRR/wire metamaterial structure (Fig. 3.5c). With the assumed Drude cha-
racteristic for effective electric permittivity and Lorentz characteristic for effective mag-
netic permeability, the scattering parameters obtained with PFDM are very well matched
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Figure 3.23: Effective constitutive parameters for a wire (Fig. 3.5b) extracted with PFDM
(solid line). For comparison, S -retrieved results from Fig. 3.8 are shown (dashed line).
to the reference results (Fig. 3.24). The corresponding optimized dispersive curves are
shown in Figs. 3.25-3.26. While the effective magnetic permeability obtained by PFDM
is indistinguishable from the S -retrieved results, the effective electric permittivity opti-
mized by PFDM eliminates the problem of non-physical negative values of ε′′ retrieved
from S -parameters in the vicinity of the SRR resonance frequency. The effective magnetic
permeability at the low- and high-frequency limit of the model is equal to 1.26 and 1.12,
respectively, which is in good agreement with the physical requirement that these values
should be close to unity (however, as with the BC-SRR structure, higher order resonances
are expected in the spectrum above the high-frequency limit of the model). The electric
permittivity of the Drude model at the high-frequency limit is equal to 1.62 which is a
reasonable approximation of the physically expected value of unity. The relatively high
value of the optimized damping frequency δ (1.24 GHz) influences the significant values of
µ′′ near the resonance, whereas the collision frequency νc (30.7 MHz) is reflected in the neg-
ligible values of ε′′. The SRR/wire metamaterial is modeled as a double negative medium
for the frequencies between 9.7 and 10.24 GHz. In the frequency band 10.24 − 11.6 GHz
single negative description is valid, whereas in the bands 7 − 9.7 and 11.6 − 12 GHz the
structure is characterized by double positive parameters. The Drude/Lorentz description
is valid for frequencies between 7 and 12 GHz (Tab. 3.5).
Table 3.5: SRR/wire: frequency bands of the effective description obtained with PFDM.
SRR/wire
Modeled frequency range 7−12 GHz
SNG: µ′ > 0, ε′ < 0 7−9.7 GHz
DNG: µ′ < 0, ε′ < 0 9.7−10.24 GHz
SNG: µ′ > 0, ε′ < 0 10.24−11.6 GHz
DPS: µ′ > 0, ε′ > 0 11.6−12 GHz
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SRR/wire: |S|ref , |S|eff
 
 















SRR/wire: ∠Sref , ∠Seff
Figure 3.24: Scattering parameters of the homogenized double negative metamaterial
























Figure 3.25: Effective magnetic permeability for a SRR/wire (Fig. 3.5c) extracted with























Figure 3.26: Effective electric permittivity for a SRR/wire (Fig. 3.5c) extracted with PFDM
(solid line). For comparison, S -retrieved results from Fig. 3.7 are shown (dashed line).
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3.2.4 Discussion of Extraction Methods
The results presented in Sec. 3.2.1-3.2.3 allow general conclusions to be drawn regarding
the extraction methods analysed in the frame of the effective medium approach.
The S -retrieval method allows one to extract effective parameters for every type of
a metamaterial described by a 2-port model. However, for highly resonant structures,
i.e. including various kinds of split ring resonators, the extracted constitutive parameters
are most often non-physical.
On the other hand, the constitutive parameters delivered by fields averaging methods
satisfy5 physical requirements in the case of single negative resonant structures based on
split ring resonators. However, these methods are not applicable in the case of metamate-
rials based on continuous wires. For such structures, the fields averaging methods require a
modification of the metamaterial geometry that inevitably affects the EM properties of the
medium. As most of the double negative MTM structures to date are based on the wire
model that provides negative electric permittivity of the system, fields averaging methods
cannot be directly applied to DNG designs. The alternative method combining FAM with
eigenmode solver simulations does not solve the problem, as it does not deliver consti-
tutive parameters in single negative bands and neglects imaginary parts of the effective
description.
The method based on the parameter fitting of dispersive models allows one to avoid
the common pitfalls of the S -retrieval and fields averaging methods. It can be applied to
single as well as to double negative metamaterials containing continuous wires and highly
resonant split ring resonators. Due to the application of predefined dispersive models
the physical requirements for the constitutive description are always fulfilled. The PFDM
implementation presented in the previous section is based on the Drude and Lorentz models,
but in principle, arbitrary dispersive models can be used, including e.g. Debye model [5],
or two-time derivative Lorentz model [174–176].
A priori assumed dispersive models of the PFDM method can be regarded as a li-
mitation of the homogenization approach. However, due to the strong resonant behavior
of metamaterial lattices, their effective constitutive parameters are typically close to the
Lorentz shape, or in the case of a weak resonant behavior, close to the Drude type charac-
teristic. Consequently, in most cases the predefined models capture the spectral properties
of the metamaterial under test and are the natural choice for its effective description.
However, for certain complex metamaterials the predefined models may constitute too
simplified a picture. In such cases the S -retrieval method could be used as an indication
of the resonance mechanism taking place in the MTM under test.
It should be kept in mind that the extracted material parameters represent the effec-
tive metamaterial properties for a certain polarization of the exciting field - in all analysed
examples a plane wave excitation with the Ey andHx field components is assumed, whereas
the MTM geometry under test is properly oriented to show the desired single/double nega-
tive characteristic. Consequently, the extracted effective electric permittivity and magnetic
permeability represent εyy and µxx principal axes components of the corresponding consti-
tutive tensors.
The successful application of the parameter fitting of dispersive models method requires
certain basic knowledge of EM properties of the system under test, including e.g. the
character of the structure (single/double negative) or the type of electric and magnetic
5Depending on the particular implementation, see Sec. 3.2.2.
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responses. This information can be easily obtained from the results delivered by the S -




In the previous section the problem of homogenization of metamaterial structures is ap-
proached from the point of view of the effective medium. As metamaterials do not rigo-
rously satisfy the effective medium limit and are located conceptually between homogeneous
materials and photonic crystals (cf. Fig. 1.1), in the present section they are analysed as
lattices of periodically ordered single or double negative unit cells. The photonic crystal
description of a periodic structure is valid for any ratio of the wavelength related to the
scale of the inhomogeneity.
4.1 Homogenization of Photonic Crystals
A photonic crystal emerges from translations of its unit cell and can be characterized by a
various set of structural symmetries (e.g. rotation, mirror-reflection, or inversion symmetry)
called the point group of the crystal. Due to these symmetries, the infinite periodic lattice
is represented by its irreducible Brillouin zone, i.e. a uniquely defined primitive cell of the
reciprocal lattice that is reduced by all the symmetries in the point group of the lattice [52].
A typical example of a two-dimensional photonic crystal, consisting of a square lattice
of dielectric columns embedded in free space, is shown in Fig. 4.1. The photonic crystal is
periodic along the x, y axes and homogeneous (i.e. the rods are infinitely extended) along
the z axis. The lattice has a square reciprocal zone in wave vector space, whereas the
irreducible Brillouin zone is the triangular wedge (infinite in the z direction) in the upper-
right corner - the rest of the Brillouin zone can be related to this wedge by rotational








~ey, respectively, and the propagation is limited to the z plane. The field
solutions in the structure are separated into TE ( ~E in the z plane) and TM ( ~H in the z
plane) modes [52]. In the analysed example, the dielectric rods embedded in free-space
host are characterized by the radius 0.2a, lattice constant1 a equal to 1 cm and electric
permittivity ε = 11.4.
Photonic crystals are typically characterized by band gap diagrams, called also dis-
persion diagrams. Dispersion diagrams are plotted from the pairs ω(~k) that are obtained
from the solution of the eigenvalue equation of a unit cell limited numerically with periodic
1Due to the scaling properties of Maxwell’s equations, the absolute value of the lattice constant a is
most often not relevant. The dispersion diagrams are typically shown in terms of the normalized quantities,




is equivalent to a/λ0).
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Figure 4.1: (a) Square lattice of a 2D photonic crystal - network of lattice points in real
space. (b) Reciprocal lattice representation in wave vector space. The unit cell in the
middle represents the Brillouin zone. (c) The enlarged view of the Brillouin zone. The
dark gray area represents the irreducible part. The special points at the center, face and
corner of the unit cell are conventionally depicted as Γ, X and M .
boundary conditions (this approach is referred to as PBE, i.e. periodic boundary eigenvalue
problem). The assumed phase shift in the given direction (or directions) of periodicity in
combination with the lattice constant imposes the Bloch2 wave vector ~k, whereas the com-
puted ω values represent the eigenfrequencies of the analysed periodic lattice. The squared
angular eigenfrequencies are equivalent to the eigenvalues of the system, whereas the cor-
responding eigenvectors represent the EM field distributions of the Bloch modes supported
by the periodic structure. In case of the square lattice of dielectric rods, the eigenvalues of
the system matrix are computed with the FIT eigenmode solver for the kx and ky values
that cover the wave vector space of the irreducible Brillouin zone presented in Fig. 4.1c.
The dispersion diagram can be presented in various ways, depending on the application
of the considered photonic crystal. Usually, the dispersion curve is represented by a 2D
graph of eigenfrequencies on the edge of the first reduced Brillouin zone (Fig. 4.2). The
dispersion diagram in a 3D form covers the entire Brillouin zone, where each band is
represented by a curved sheet (Fig. 4.3). The 3D dispersion diagram includes much more
information than the 2D version. For instance, it may be useful to consider the intersection
of the sheets with a horizontal plane corresponding to the wavelength of interest. This leads
to a curve in the wave vector plane (Fig. 4.4) called an isofrequency dispersion diagram [177]
or an equifrequency surface [7].
The investigation of the dispersion relation of Bloch modes allows for prediction of
some of the important properties specific to photonic crystals. From Fig. 4.2, the photonic
crystal has a complete band gap for TM modes in the frequency range 0.29 < a/λ0 < 0.41.
Up to the normalized frequency 0.29 there is one TM mode propagating in the lattice,
whereas the frequency band of the second TM mode is limited to 0.41− 0.54 a/λ0.
From the isofrequency diagram one can determine the number of refracted waves and
directions within the photonic crystal in which they propagate. The direction of propaga-
tion for a given mode in a 2D photonic crystal is normal to the contour of the isofrequency
dispersion diagram and points towards the increasing values of ω on the sheet of Fig. 4.3,
2Propagation of EM fields in photonic crystals is represented by Bloch waves, in a similar way to plane
waves in continuous materials.











Figure 4.2: Two-dimensional dispersion diagram for TM polarization in a square lattice of
dielectric rods from Fig. 4.1 (the first two TM modes are shown). The abscissa represents


























Figure 4.3: Three-dimensional dispersion diagram of the first two TM modes in a square
lattice of dielectric rods from Fig. 4.1. The horizontal plane represents the components of
the Bloch wave vector ~k. The vertical axis gives the normalized frequency.































































Figure 4.4: Isofrequency diagrams for the first two TM bands of a square lattice from
Fig. 4.1. Each curve obtained from the intersection of the horizontal plane with the 3D
dispersion diagram shown in Fig. 4.3 corresponds to a specific frequency.








From the shape of the isofrequency contours, a lot of interesting refraction and diffrac-
tion effects can be predicted, such as e.g. superprism or supercollimation effects [52, 178].
Also the negative refraction phenomenon can be predicted from these contours (observed
e.g. in hexagonal lattices of dielectric rods [179]), although the mechanism behind it is
conceptually different from the one occuring in metamaterials [58].
It was mentioned in Sec. 1.1 that in some cases the photonic crystals can be homoge-
nized, i.e. their EM properties can be described by the effective refractive index3 [7]. In
order to consider the crystal lattice under test as a homogeneous material described by the
effective optical index, the constant-frequency dispersion diagram should tend to a circle
centered on the Γ point. The circular shape of the isofrequency diagram indicates that
there are uniform propagation conditions in z plane, regardless of the particular direction
of propagation. For the constant magnitude of the wave vector ~k in z plane, the effective
refractive index can be assigned from the radius of the isofrequency contour [7].
In the analysed example of the square lattice of dielectric rods, the isofrequency curves
in Fig. 4.4 are characterized by the circular shape for the frequencies up to 0.22 a/λ0 (first
mode) and above 0.52 a/λ0 (second mode). In other words, in the frequency ranges 0−0.22
a/λ0 (long-wavelength limit) and 0.52− 0.54 a/λ0 (upper band edge of the second mode,
cf. [7]) the photonic crystal behaves as a continuous isotropic material and can be described
by the effective refractive index. The circular shape of the isofrequency contours in the
second mode range indicates that the photonic crystal can be homogenized for wavelengths
comparable to the lattice period and well beyond the low-frequency limit.
From the observation of the circular isofrequency contours shown in Fig. 4.4 it can
be noticed, that with growing frequency the constant-frequency circles of the first mode
3The effective properties of homogenized photonic crystals are typically described in terms of the
refractive index, and not constitutive parameters ε and µ. Nonetheless, both descriptions are equivalent,
as conventional photonic crystals (e.g. the one shown in Fig. 4.1a) are non-magnetic (µeff = 1) and
consequently n =
√
εeff . This may not hold for metamaterials.
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expand gradually from the Γ point, whereas for the second mode they are successively
more and more confined to the center of the Brillouin zone. In connection with (4.1),
this has important consequences regarding respective directions of the phase and group
velocities in the photonic crystal (for a thorough discussion see e.g. [7]). In case of the
circular contours growing in size with frequency (first Bloch mode), the crystal lattice is
characterized by the positive refractive index, whereas for the circular contours shrinking
with frequency (second Bloch mode) the structure is described by the negative refractive
index. This relationship can also be noticed from the 3D illustration of the dispersion
diagram in the vicinity of the Γ point. The slope of the surface representing the first
mode is positive near the center of the Brillouin zone which in connection with the circular
shape of the isofrequency diagrams means that the wave vector ~k and group velocity ~vg
are parallel [forward wave, medium described by a positive refractive index, cf. (4.1)]. On
the other hand, the negative slope of the second mode surface near the Γ point and the
circular shape of the corresponding constant-frequency curves indicate that ~k and ~vg are
antiparallel for this mode in the frequency range 0.52−0.54 a/λ0 [backward wave, medium
characterized by a negative refractive index, cf. (4.1)].
4.2 Metamaterials as Photonic Crystals
In photonic crystals, the period of the lattice is typically comparable to the operating
free-space wavelength (e.g. the complete photonic band gap of the Yablonovite crystal
occurs for frequencies corresponding to the lattice constant 0.5 < a/λ0 < 0.6, see p. 83
in [52]). On the other hand, for metamaterials analysed in this work the ratio of the lattice
constant to free-space wavelength is about 1/7− 1/6 for BC-SRR and SRR/wire, whereas
it can approach 1/4 in the case of the single negative wire medium (see Tab. 4.1). As
most metamaterials are periodic structures4 with a finite size of the unit cell, the methods
used for the analysis of photonic crystals may also be valuable for the characterization of
metamaterials.
Table 4.1: Lattice constant a related to free-space wavelength λ0 for metamaterial struc-
tures analysed with the effective medium approach (Sec. 3.2). The frequency band describes
the range corresponding to the extracted single/double negative constitutive parameters.
Structure Fig. Type f / GHz a / mm a / λ0
BC-SRR 3.5a SNG 4.51− 4.65 10 ∼ 1/7
Wire 3.5b SNG < 14.9 5 < 1/4
SRR/wire 3.5c DNG 9.7− 10.24 5 ∼ 1/6
The metamaterial lattice analysed as a photonic crystal is formed by the double negative
SRR/wire based unit cells, used in the first experiments related to the negative refraction
and described in Sec. 1.3 (Fig. 1.9a). The measurements of the lattice formed by three
layers of metallic patterns printed on a substrate, reported in [14], were conducted for the
structure inserted in the parallel plate waveguide that ensures a proper polarization of the
4In principle, metamaterials can be build as random mixtures of complex scatterers [93]. These struc-
tures, however, are less popular and not considered within this work.































Figure 4.5: (a)/(b) Front/side view of a unit cell of the three-layered metamaterial lattice
used in the negative refraction experiment (Fig. 1.9a). Field components in the structure:
Ew, Hv, propagation in the u direction. (c) Equivalent representation of SRRs and wire
by magnetic and electric dipoles. (d) Single layer model of the lattice, the top and bottom
dipoles are represented by the corresponding images of the middle ones.
EM fields in the metamaterial (Fig. 1.9b). The PEC boundaries at the top and bottom of
the three-layered periodic lattice allow to represent it by a single layer of SRRs and wires
[according to the image theory the layers are effectively repeated in the vertical direction
(Fig. 4.5)].
The corresponding top view of the lattice is shown in Fig. 4.6a. As the propagation
in the negative refraction experiment is limited to the u direction (cf. Fig. 1.9b), the EM
fields (Ew, Hv) interact mainly with the metallic inclusions patterned in the v plane and
the lattice is effectively one-dimensional. This conclusion is supported by the study of
transmission characteristics of parallel plate waveguides loaded with different orientations
of split ring resonators (cf. EC-SRR configuration from Fig. 3.3d and the corresponding
results shown in Fig. 3.4). Consequently, the two-dimensional metamaterial lattice can
be modeled by its one-dimensional equivalent5 shown in Fig. 4.6b. In the 2D case, the
irreducible Brillouin zone of this lattice contains four characteristic points: Γ, X and
M , analogous to the case of a square lattice of dielectric rods, and additional Y point
representing the face of the unit cell in the v plane and resulting from the lack of a rotational
symmetry of the MTM unit cell in the w plane (Fig. 4.6c). For the 1D representation and
propagation in the MTM limited to the u direction, the relevant part of the irreducible
Brillouin zone is its Γ−X edge.
The band diagram of the metamaterial lattice, computed with the eigenmode solver
and corresponding to the Γ − X edge of the irreducible Brillouin zone is presented in
Fig. 4.7. PEC limits the unit-cell structure (shown in Fig. 3.5c) at the w boundaries of the
unit cell, whereas in the u and v directions periodic boundary conditions are used. The
transversal wavenumber kv is assumed equal to zero and ku corresponding to the direction
of propagation in the metamaterial is swept in the range 0− π/a.
5Indeed, recent works reported negative refraction phenomena observed in metamaterials with one-
dimensional metallic patterns [111].















Figure 4.6: (a) Top view of a part of the SRR/wire metamaterial lattice. (b) Equivalent
lattice model composed from the translated unit cells. The unit cell in the middle represents
the Brillouin zone. (c) The enlarged view of the Brillouin zone. The dark gray area






















































Figure 4.7: Dispersion diagram for the array of SRR/wires: first eigenmode range 9.9−10.1
GHz (∆f-PBE), second eigenmode range 11.6− 18 GHz.
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The dispersion diagram of the SRR/wire unit cell shows two eigenmodes supported by
the lattice up to the frequency of 20 GHz. The fundamental mode, within the frequency
range 9.9−10.1 GHz (∆f-PBE) is characterized by the negative slope of the dispersive curve,
as long as the wave vector magnitude ku is less than π/(3a) (or equivalently, the electrical
size of the unit cell a/λm, where λm is the wavelength in the medium, is smaller than 1/6).
According to (4.1) the negative slope of the dispersive curve indicates that the propagating
mode is a backward wave and the medium is characterized by a negative refractive index
that corresponds to double negative constitutive parameters (see the discussion of isofre-
quency contours in Sec. 4.1). In the range π/(3a) < ku < π/(2a) (1/6 < a/λm < 1/4) the
dispersion curve tends to flatten, corresponding to a very low group velocity (dω/dk ≈ 0)
and longer time constants in the interaction between the metamaterial and the propagating
wave [6]. Recent reports suggest, that this type of mode is composed of counterpropagating
waves which results in the extremum away from the edge of the Brillouin zone [180]. For
larger lattice constants [ku > π/(2a)] the fundamental mode changes its character to the
forward wave.
The second eigenmode is supported in 11.6 − 18 GHz range, and the positive slope of
the dispersive curve indicates its forward type. In the frequency band of the second mode,
the MTM structure is described by a positive effective refractive index equivalent to double
positive constitutive parameters (ε′ > 0 and µ′ > 0).
The frequency ranges obtained by eigenmode solver simulations and corresponding to
single or double negative constitutive parameters (i.e. stopbands and passbands, respecti-
vely) are related to the results extracted with parameter fitting of dispersive models method
in Fig. 4.8. From the figure it can be seen that the backward wave band of the first eigen-
mode ∆f-PBE (9.9 − 10.1 GHz) fits in the double negative frequency range ∆f-PFDM
(9.7− 10.24 GHz) extracted from scattering matrix. Moreover, the frequency band of the
second eigenmode matches the double positive constitutive parameters between 11.6 and
12 GHz (note that the predefined Drude/Lorentz description is valid in the spectrum range
7− 12 GHz). The results of both approaches summarized in Tab. 4.2 show a good agree-
ment between the solution of the periodic boundary eigenvalue problem and the effective
description extracted from scattering parameters. The discrepancy between the frequency
bands related to the DNG range (∆f-PBE vs ∆f-PFDM) is discussed in Chapter 5.
Table 4.2: SRR/wire: frequency bands of single/double negative constitutive parameters
extracted with PFDM vs solution of the PBE problem. (PFDM is valid in the range 7−12
GHz).
PFDM PBE
description type ∆f / GHz band eigenmode wave ∆f / GHz
SNG: µ′ > 0, ε′ < 0 7−9.7 stopband − − <9.9
DNG: µ′ < 0, ε′ < 0 9.7−10.24 passband first backward 9.9−10.1
SNG: µ′ > 0, ε′ < 0 10.24−11.6 stopband − − 10.1−11.6
DPS: µ′ > 0, ε′ > 0 11.6−12 passband second forward 11.6−18
The band diagrams are also computed for single negative metamaterials, i.e. BC-SRR
(Fig. 3.5a) and wire (Fig. 3.5b) unit cells analysed in Sec. 3.2 (field polarization and the
direction of propagation are assumed analogous to the case of the SRR/wire unit cell).
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SRR/wire: PBE vs PFDM
Frequency / GHz
Figure 4.8: Double negative frequency range extracted from scattering parameters (∆f-
PFDM) vs frequency band of the first eigenmode (∆f-PBE) for the SRR/wire structure.
The dispersion diagram obtained for the broadside-coupled split ring resonator is shown
in Fig. 4.9. Up to the frequency of 4.51 GHz, there is one mode in the periodic structure,
and the positive slope of its dispersion curve indicates the forward wave type. The first
band gap occurs for frequencies between 4.51 and 4.65 GHz and matches the single nega-
tive frequency band obtained by the PFDM method as shown in Fig. 4.10. The second
eigenmode propagates in the lattice in the spectrum range 4.65 − 10.3 GHz and is also
characterized by ∂ω/∂ku > 0. The frequency bands of both forward waves correspond
to double positive constitutive parameters of the BC-SRR effective description. A good
agreement between PFDM and PBE is summarized in Tab. 4.3.
Table 4.3: BC-SRR: frequency bands of single negative constitutive parameters extracted
with PFDM vs solution of the PBE problem. (PFDM is valid in the range 4− 5 GHz).
PFDM PBE
description type ∆f / GHz band eigenmode wave ∆f / GHz
DPS: µ′ > 0, ε′ > 0 4−4.51 passband first forward <4.51
SNG: µ′ < 0, ε′ > 0 4.51−4.65 stopband − − 4.51−4.65
DPS: µ′ > 0, ε′ > 0 4.65−5 passband second forward 4.65−10.3
The dispersion diagram of a wire unit cell is shown in Fig. 4.11a. The first eigenmode
of the periodic lattice describes the structure in the frequency range 14.9−24.8 GHz and is
characterized by the positive slope of the dispersion curve that corresponds to the forward
wave type. This eigenmode starts to propagate at the frequency where effective electric
permittivity ε′ changes its sign from negative to positive (Fig. 4.11b), which means that the
solution of the eigenvalue problem is in agreement with the effective description extracted



















































BC-SRR: first band gap
















BC-SRR: PBE vs PFDM
Frequency / GHz
Figure 4.10: Frequency band of the first band gap for the BC-SRR structure, related to
the effective constitutive description extracted from scattering parameters with PFDM.
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Figure 4.11: (a) Dispersion diagram for the array of wires: first eigenmode range 14.9 −
24.8 GHz (∆f-PBE). (b) Frequency band of the first eigenmode related to the effective
constitutive description extracted from scattering parameters with PFDM.
from time-domain simulations. The results of PFDM and PBE approaches applied to the
wire unit cell are summarized in Tab. 4.4.
Table 4.4: Wire: frequency bands of single negative constitutive parameters extracted with
PFDM vs solution of the PBE problem. (PFDM is valid in the range 7.5− 17.5 GHz).
PFDM PBE
description type ∆f / GHz band eigenmode wave ∆f / GHz
SNG: µ′ > 0, ε′ < 0 7.5−14.9 stopband − − <14.9
DPS: µ′ > 0, ε′ > 0 14.9−17.5 passband first forward 14.9−24.8
The solution of a periodic boundary eigenvalue problem presents a valuable tool that
allows one to identify frequency ranges of forward and backward waves in a lattice, corres-
ponding to double positive and double negative constitutive parameters, respectively. On
the other hand, the band gaps represent the frequencies at which the structure is characte-
rized by single negative parameters. Therefore, a PBE solution can be used for validation
of the effective parameters extracted from a scattering matrix. Moreover, it can be used for
extraction of the effective refractive index for the metamaterial structure under test. The
band diagrams obtained with PBE approach are also useful in the design of metamaterial
based arrays, e.g. metamaterial loaded waveguides.
4.3 Metamaterial Loaded Waveguides
To show the usefulness of the photonic crystal approach to the modeling of metamate-
rial structures, several MTM loaded waveguides have been designed, manufactured and
measured, with respect to different potential applications including6 [181]:
6This work was conducted in the scope of the Dipl.-Ing. thesis of Bastian Bandlow, co-supervised by the
author and Dipl.-Ing. Christian Damm, in cooperation with Prof. Dr.-Ing. Rolf Jakoby and Dr.-Ing. Martin
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(a) (b) (c) (d)
Figure 4.12: Topologies of the metamaterial structures loading the waveguide. (a) Ω-
particle, (b) BC-SRR, (c) spiral resonator, (d) electric dipole element. The dimensions of
the particular geometries are given in [182–185].
(a) subwavelength waveguide filters [182, 183]
(b) miniaturized subwavelength waveguides [184],
(c) metamaterials as transversal or longitudinal dipoles loading the waveguides [185].
The term subwavelength waveguide in this context means a rectangular waveguide loaded
with a metamaterial array and operating in the frequency regime below the cutoff frequency
of the hollow structure, i.e. for wavelengths significantly longer than the cross-sectional
dimensions of the waveguide [186, 187].
In the frame of this study different resonant and non-resonant inclusions are considered,
including Ω-particles, BC-SRRs, spiral rings and electric dipole elements (Fig. 4.12). Ω-
element is a bianisotropic realisation of an inductively loaded wire used in the frequency
selective surfaces and filters [188]. The double-sided configuration shown in Fig. 4.12a
minimizes the bianisotropic effects in the structure. BC-SRR is a modified version of
a split ring resonator, where the magnetoelectric coupling effects are avoided and which
does not present bianisotropic effects [13]. Spiral resonators are well-known structures in
microwave engineering, commonly used as lumped inductors, usually in the presence of a
ground plane. The usefulness of planar spiral rings for the design of artificial magnetic
media relies on the significant reduction in the electrical size of the MTM unit cell [189].
The array of dipole elements printed on a dielectric substrate forms a frequency selective
surface that can lower the cutoff frequency of the dominant waveguide mode when placed
in its symmetry plane [190].
As the housing a standard X-band rectangular waveguide with the dimensions 22.86
mm × 10.16 mm and TE10 mode cutoff frequency 6.56 GHz is chosen. The 11 cm long
X-band waveguide used in the experiments was milled from a brass block and plated with
gold to provide good conductivity. The experimental set-up shown in Fig. 4.13 is equipped
with coaxial connectors fixed to the casing with the threaded screws. There is a possibility
to close the waveguide at both ends by using metal plates. The metallic inclusions are
etched in the dielectric laminate and inserted in the symmetry plane of the waveguide -
there is a slot along the waveguide suited to the thickness of the dielectric substrate that
ensures its centered and stable position.
Schu¨ßler, Fachgebiet fu¨r Mikrowellentechnik at TU Darmstadt.
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Figure 4.13: X-band waveguide used in the experiments with attached coaxial connectors
and inserted array of 23 Ω-cells [182].
The computer-aided analysis (CAA) process involves simulations of the MTM unit
cells shown in Fig. 4.12 with the eigenmode solver, assuming PEC boundary conditions in
the transversal directions of the structure (equivalent to the PEC walls of the rectangular
waveguide used in the experiments) and periodic boundary conditions in the direction of
propagation. The geometrical dimensions of the unit cells inclusions are optimized regar-
ding various optimization goals, according to the passbands and stopbands obtained from
dispersion diagrams. In the next CAA step, based on the time-domain solver simulations,
the geometry of the coaxial excitation part is tuned for a proper matching at the input and
output to the MTM loaded waveguide. The final design step consists of the time-domain
simulation of the entire waveguide geometry, including coaxial connectors and metamate-
rial arrays loading the waveguide. The CAA procedure delivers dispersion diagrams of the
modes propagating in the array as well as transmission characteristic of the metamaterial
loaded waveguide.
The simulation and measurement results of the different types of MTM inclusions show
that depending on the required transmission characteristic, it is possible to obtain a user
defined frequency band below the cutoff frequency of the hollow waveguide [183]. If a
broad bandwidth of a passband filter is required, Ω-type scatterers can be used [182]. The
geometry of the Ω-element is optimized for minimization of the goal functionG = 1− |f1−f2|
fc
,
where f1 and f2 denote the eigenfrequencies of the second mode corresponding to 0 and π/a
values of the wavenumber ku and fc is the cutoff frequency of the hollow waveguide. The
dispersion diagram of the optimized geometry shown in Fig. 4.14a indicates two modes
below the waveguide cutoff, in the bands 3.22 − 3.26 GHz and 3.82 − 6.44 GHz. The
simulated and measured transmission characteristics of the waveguide loaded with the
array of 23 Ω-elements presented in Fig. 4.14b show that the first mode is not excited in
the waveguide, whereas the second mode band (relative bandwidth 50%) is in very good
agreement with the S21 parameter.
The same optimization procedure is applied to a BC-SRR array shown in Fig. 4.15.
Below the cutoff frequency of the hollow waveguide, there are two propagating modes, in
accordance with the eigenmode solver simulations shown in Fig. 4.16a. The first mode in
the frequency range 1.74−2.52 GHz is a backward wave with the relative bandwidth of 36%,
whereas the second mode for frequencies 3.02−4.53 GHz is a forward wave with the relative
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Figure 4.14: Simulation and measurement results of the waveguide loaded with the Ω-
structure [182]. (a) Dispersion diagram: first eigenmode 3.22−3.26 GHz, second eigenmode
3.82− 6.44 GHz. (b) Frequency bands of the two eigenmodes related to the simulated and
measured transmission characteristics. The first mode is not excited.
Figure 4.15: Fabricated array of 10 BC-SRRs acting as transversal magnetic dipoles and
inserted in the X-band waveguide [182].
bandwidth of 40%. The different type of the propagating modes is an interesting property
- by switching between the modes one could change the character of the propagating wave,
that is used e.g. for frequency scanning from negative (backward wave) to positive (forward
wave) angles of radiation in metamaterial based leaky-wave antennas [191]. The measured
transmission characteristic of a waveguide loaded with 10 BC-SRR elements shown in
Fig. 4.16b validates the simulation results obtained with both eigenmode and time-domain
solvers.
The metamaterial loaded waveguides operating for frequencies far below cutoff can be
applied as miniaturized waveguides. This application is proposed e.g. in [192], where ring
inclusions loaded with lumped capacitors are used in order to obtain high miniaturization
ratios. The additional lumped capacitors loading the rings provide the reduction of the
metamaterial resonance frequency, but on the other hand they are bulky and complicate the
fabrication process. The introduction of lumped elements can be avoided by using resonant
structures characterized by small resonance frequency, e.g. spiral resonators (Fig. 4.12c)
[184]. Due to their uniplanar character, spiral resonators are easy to manufacture and allow
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(a) BC-SRR (transversal magnetic
dipole): dispersion diagram
(b) BC-SRR (transversal magnetic













































Figure 4.16: Simulation and measurement results of the waveguide loaded with the array of
transversally oriented BC-SRRs [182]. (a) Dispersion diagram: first eigenmode 1.74− 2.52
GHz, second eigenmode 3.02 − 4.53 GHz, third eigenmode 6.31 − 9.90 GHz. (b) Fre-
quency band of the three eigenmodes related to the simulated and measured transmission
characteristics.
for a significant reduction of the electrical size of the unit cell when compared e.g. with
split ring resonators. Moreover, introduction of additional turns in the spiral structure
makes it possible to increase the equivalent capacitance and reduce the resonant frequency
of the metamaterial.
The geometry of the spiral resonator designed in the frame of this study is optimized
for high miniaturization ratio, i.e. for minimization of the goal function G = f1/fc, where
f1 denotes the center frequency of the first mode band and fc is the cutoff frequency of the
hollow waveguide. The spectrum range of the first mode 0.68−0.80 GHz is characterized by
the negative slope of the dispersive curve (Fig. 4.17a) and the relative bandwidth of 17%.
Below the waveguide cutoff, the dispersion diagram indicates several other eigenmodes of
the forward type (#2 : 2.24 − 2.25 GHz, #3 : 3.55 − 3.79 GHz, #4 : 4.08 − 5.36 GHz,
#5 : 5.56− 7.07 GHz). Due to the field distribution of the particular eigenmodes, not all
of them are excited in the designed configuration of 9 spiral rings loading the waveguide,
e.g. the second mode in the range 2.24−2.25 GHz is not excited in the structure. This can
be noticed in the simulated and measured transmission characteristics shown in Fig. 4.17b,
where a very good agreement between both S21 curves is observed, supported by the
frequency bands of particular modes predicted by the PBE approach. The first mode of
the fabricated structure shown in Fig. 4.18a provides the miniaturization ratio (fc/f1) of
the order of 10 [184].
An experimental demonstration of the transmission below the cutoff frequency of a
rectangular waveguide filled with an array of split ring resonators was one of the first app-
lications of the negative magnetic permeability structures [186, 187]. Initially, the hollow
waveguide below the cutoff frequency of the fundamental mode was considered as an equi-
valent of a negative electric permittivity material, whereas the array of SRRs represented
a negative magnetic permeability structure. When the frequency range for a negative µ′
of the SRRs array was chosen below the cutoff frequency of the waveguide, one obtained

















































Figure 4.17: Simulation and measurement results of the waveguide loaded with the array of
spiral resonators [184]. (a) Dispersion diagram, eigenmodes: #1 0.68−0.80 GHz, #2 2.24−
2.25 GHz, #3 3.55− 3.79, #4 4.08− 5.36 GHz, #5 5.56− 7.07 GHz. (b) Frequency bands
of the five eigenmodes related to the simulated and measured transmission characteristics.
(a) (b) (c) (d)
Figure 4.18: (a) Spiral resonator. (b) Loop excitation of the longitudinally oriented mag-
netic dipole implemented in the form of a BC-SRR. (c) Transversal electric dipole. (d) Lon-
gitudinal electric dipole. After [185].
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an equivalent of a double negative material. The propagating wave in this case was of
the backward type, and the array of SRRs was applied to the design of subwavelength
waveguides.
However, it was shown in the later studies that the passband below the cutoff frequency
of a rectangular waveguide loaded by resonant scatterer chains is caused by the properties
of the periodic array itself and has nothing to do with double negative media [193]. The
backward wave that appears for frequencies below the waveguide cutoff in a special case of
transversally oriented magnetic scatterers is not a necessary attribute of such a passband
- in a similar way the double negative constitutive description is not a prerequisite for a
transmission band below cutoff. The four possible cases of scatterer orientation with respect
to the waveguide walls, analysed theoretically in [193] and consisted of transversally and
longitudinally oriented magnetic and electric dipoles, are shown in Fig. 4.19a.
The theoretical predictions given in [193] are confirmed experimentally in the frame of
the present work on metamaterial loaded waveguides [185]. The transversally and longi-
tudinally oriented magnetic and electric dipoles are realized in the form of BC-SRRs and
narrow microstrips and gaps, respectively, as shown in Fig. 4.19b. The dimensions of the
array elements are optimized with the PBE approach in order to provide propagation of
the fundamental modes below the cutoff frequency of the hollow waveguide. In Fig. 4.19c
the field patterns of the fundamental modes in the analysed cases are shown. For the
transversally oriented magnetic dipole the dominant component of the magnetic field is
Hu, whereas for the longitudinal magnetic dipole it is Hw. In the case of electric dipoles
the electric field is concentrated in the gaps between metallic strips, pointing along the
strips. For the transversal orientation of the electric dipole the dominant component is Ev,
whereas in the longitudinal case it is Ew. The field distributions correspond to the funda-
mental modes obtained with the PBE approach and illustrated in the form of dispersive
curves in Figs. 4.16a, 4.20a, 4.21a and 4.22a.
The transversally oriented magnetic dipole is already described in the context of a
broadband transmission below the waveguide cutoff. The dispersion diagram and transmis-
sion characteristics shown in Fig. 4.16 are in very good agreement and indicate that there
are two modes propagating below the waveguide cutoff. The first mode in the frequency
range 1.74− 2.52 GHz is a backward wave, whereas the second one is of no importance for
the present analysis (the field of this mode is concentrated between the top/bottom of the
BC-SRR and the top/bottom of the enclosing waveguide).
The array of longitudinally oriented magnetic dipoles is excited by the loop etched in
a planar substrate, shown in Fig. 4.18b. The loop geometry is optimized for a proper
excitation of the first mode in the structure, which is a forward wave propagating in the
spectrum range 1.90−1.96 GHz and characterized by the dominant longitudinal component
of the magnetic field. The dispersion diagram shown in Fig. 4.20a indicates two modes
below the waveguide cutoff, the second mode, however, is of no importance here. The
fabricated array consists of 9 BC-SRRs inserted in the rectangular waveguide and separated
with the Rohacell 71 foam providing equal spacing and stable mechanical position, as shown
in Fig. 4.23a. The simulated and measured transmission characteristics confirm the results
predicted from eigenmode solver simulations (Fig. 4.20b). The discrepancy between the
simulated and experimental S21 in the range 4.7 − 6 GHz is caused by the mechanical
inaccuracy by closing the BC-SRRs and foam in the waveguide housing.
The array of transversally oriented electric dipoles consists of 118 unit cells composed
of vertically oriented metallic strips (a part of the structure is shown in Fig. 4.18c). The

























Figure 4.19: Rectangular waveguide loaded with magnetic and electric dipole arrays [185].
(a) Transformation of the waveguide problem to the lattice one based on the image principle
proposed in [193]. (b) Unit cells of the MTM arrays loading the waveguide. (c) Field
pattern of the first mode obtained by eigenmode solver simulations.
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(a) BC-SRR (longitudinal magnetic
dipole): dispersion diagram
(b) BC-SRR (longitudinal magnetic












































Figure 4.20: Simulation and measurement results of the waveguide loaded with the array
of longitudinally oriented BC-SRRs [185]. (a) Dispersion diagram, eigenmodes: first 1.90−
1.96 GHz, second 3.74−4.63 GHz, third 6.14−7.78 GHz. (b) Frequency band of the three
eigenmodes related to the simulated and measured transmission characteristics.
electric field is oriented vertically and concentrated in the gaps between the strips. This
configuration reduces the cutoff frequency from 6.56 GHz in the case of the hollow wave-
guide to 4.77 GHz in the case of the loaded one. The dispersion diagram shown in Fig. 4.21a
reveals the frequency band 4.77−23.9 GHz and the forward wave type of the fundamental
mode. The transmission characteristics confirm the cutoff frequency of the loaded wave-
guide (Fig. 4.21b). The small shift in frequency between the simulated and measured
S21 curves is caused by the inaccuracies in positioning the fabricated dipole array in the
experimental waveguide.
In the case of longitudinally oriented electric dipoles the coaxial excitation is placed
parallel to the array elements and the coupling from the coaxial line to the loaded wave-
guide takes place through the magnetic field (excitation part of the structure is shown
in Fig. 4.18d). Due to the physical limitations of the housing, in order to provide a
transmission band below the waveguide cutoff only 4 metallic strips are used in the array
(Fig. 4.23b). The dispersion diagram shown in Fig. 4.22a indicates a single mode up to the
cutoff frequency of the hollow waveguide, in the frequency range 4.11− 5 GHz and of the
forward wave type. The simulated and measured transmission characteristics are in good
agreement and validate the eigenmode solver results (Fig. 4.22b). From the presented S21
curves it can be noticed that the second mode of the structure, related to the TE10 field
solution of the hollow rectangular waveguide, is not observed due to the applied excitation
geometry. The transmission peaks in the range of the second mode are related to internal
resonances introduced by the longitudinally oriented probe excitation.
The work of Belov and Simovski [193] predicts propagation of a backward wave in the
arrays of transversally oriented magnetic dipoles, and a forward wave in all remaining cases,
i.e. for longitudinally oriented magnetic dipoles and transversally or longitudinally oriented
electric dipoles. Furthermore, the bandwidth of the eigenmodes in the case of longitudi-
nally oriented dipoles is expected to be significantly narrower than for their transversal
orientation. The results obtained experimentally in the frame of this work fully confirm
the theoretical predictions given in [193] and show that the waves propagating in a loaded
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(a) Transversal electric dipole:
dispersion diagram











































Figure 4.21: Simulation and measurement results of the waveguide loaded with the array
of transversal electric dipoles [185]. (a) Dispersion curve of the first eigenmode supported
for frequencies between 4.77−23.9 GHz. (b) Frequency band of the first eigenmode related
to the simulated and measured transmission characteristics.
(a) Longitudinal electric dipole:
dispersion diagram











































Figure 4.22: Simulation and measurement results of the waveguide loaded with the array
of longitudinally oriented electric dipoles [185]. (a) Dispersion diagram, eigenmodes: first
4.11−5 GHz, second 6.42−8.32 GHz. (b) Frequency band of the two eigenmodes related to
the simulated and measured transmission characteristics. The second mode is not excited.
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(a) (b)
Figure 4.23: (a) Array of 9 longitudinally oriented BC-SRRs inserted in the waveguide.
The unit cells are supported by Rohacell foam. (b) Array of 4 longitudinally oriented
electric dipoles inserted in the waveguide (the arrows indicate the location of the gaps).
After [185].
waveguide below the cutoff frequency of the hollow structure can be of the backward as
well as of the forward type [185].
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Chapter 5
Higher Order Mode Analysis
The homogenized effective description and dispersion diagrams constitute valuable tools
that allow one to predict properties of a metamaterial from the analysis of its single unit cell.
However, the frequency ranges of stopbands and passbands obtained by eigenmode solver
simulations do not always match the spectrum bands characterizing effective parameters
retrieved from transmission and reflection coefficients.
For the metamaterial under test based on the SRR/wire structure, the backward wave
band obtained by eigenmode solver simulations (9.9−10.1 GHz) fits in the DNG frequency
band extracted by PFDM from the time-domain solver simulations (9.7− 10.24 GHz). In
order to explain the discrepancy between both frequency bands (cf. Tab. 4.2), the analysis
of higher order modes is conducted1 [194].
5.1 Port Modes vs Eigenmodes
Within the scope of the effective medium approach (Sec. 3.2), the MTM unit cell is treated
as a two-port structure with incoming and outgoing waves, the amplitudes of which are
related to each other by the scattering matrix. The unit cell is excited by a broadband
pulse in the time domain, and the S -matrix is calculated from recorded reflected and
transmitted wave amplitudes. The exchange of the energy between the structure and the
outside space takes place through the port modes characterizing quasi-infinite waveguides
virtually connected to the ports of the simulated structure (waveguide port boundary
condition, cf. Sec. 2.2). The fundamental mode of the ports is a TEM wave, equivalent to
a plane wave illuminating the structure, whereas the higher order port modes correspond
to TE and TM solutions in the waveguides. Within the effective medium approach the
higher order modes at the port planes are systematically neglected and single-mode-based
scattering parameters are used for the extraction of εeff and µeff .
On the other hand, within the scope of the PBE approach (Sec. 4.2), the periodicity
of the MTM is directly modeled through a periodic boundary condition. The eigenmode-
solver-based approach works in the frequency domain, relating two opposite faces of the
unit cell by a fixed phase angle. In combination with the unit-cell size this defines the
wavenumber of a macroscopic wave in the DNG macrostructure. The eigenvalues of the
resulting system matrix specify the frequencies at which such a wave can propagate. A
1The higher order mode analysis presented in this chapter is the result of a joint work between the
author and Dipl.-Ing. Bastian Bandlow, in cooperation with Prof. Dr.-Ing. Rolf Schuhmann, Fachgebiet
Theoretische Elektrotechnik at Universita¨t Paderborn.
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dispersion diagram is obtained by solving the system matrix for different phase shifts.
As the 3D full wave field solution represents a steady state for a specific frequency, the
field distribution at the port planes may contain a lot of superposed port modes. Thus,
the physical modes in the MTM structure are represented at the port planes by a linear
combination of the waveguide port modes.
Although all the higher order port modes may be far below cutoff in the DNG frequency
band, they can still contribute to the energy exchange between the unit cells of the array
in cases where the lattice constant a is small enough. To find out how many port modes
have to be considered for an accurate scattering matrix representation, the periodic case
is first constructed by enforcing the Bloch condition:
b1(ω) = a2(ω)e
−jϕ(ω), b2(ω) = a1(ω)e
jϕ(ω), (5.1)
where ai (bi) represents an incident (reflected) wave at the ith port. This approach is then
extended by consideration of the (n− 1) higher order port modes. For n waveguide modes
at the ports the vectors ai(ω) and bi(ω) contain the n wave amplitudes for each of these















In order to solve for the unknown phase angle ϕ at a given radial frequency ω, the











where both S and T are block matrices. The obtained transfer matrix gives the quantities















Applying the Bloch condition (5.1) to (5.4) and solving:
Tv = γv (5.5)
for eigenpairs (vm, γm) of the matrixT at particular frequencies in the spectrum of interest,
the eigenvalues (γm) and eigenvectors:
vm = (· · · a2i · · · , · · · b2i · · · )T (5.6)
are obtained. For the lossless structure, the propagating eigenstates are identified according
to the condition |γm| = 1, whereas the cases |γm| 6= 1 represent evanescent eigenstates [178].
The relation between a specific eigenvalue and the phase is given by ϕ(ω) = ∠(γm). Linking
the wavenumber with the obtained phase value [k(ω) = ϕ(ω)/a], this leads to the dispersion
diagram computed by multimode scattering matrix approach (SMA).
The presented approach is applied to the analysed DNG unit cell from Fig. 3.5c.
Through numerical simulation with the time-domain solver, a multimode scattering matrix
with n = 25 port modes is obtained. The matrix contains reflection (rij) and transmission
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Figure 5.1: Simulated magnitude of the multimode transmission coefficients, the dashed
vertical lines limit the frequency range of significant higher order modes transmission (∆f-
HOM, 9.55− 9.85 GHz).
(tij) coefficients for the ith mode with jth mode incident (i, j = 1, 2, . . . , n). The magni-
tude of several components of this S -matrix is shown in Fig. 5.1. A strong contribution of
the higher order port modes in the frequency range close to the extracted DNG band can
be noticed. At some frequencies in the range 9.55− 9.85 GHz (∆f-HOM) the transmission
from the first into the third and sixth port mode is higher than transmission into the first
mode. From the observation of the corresponding field patterns (Fig. 5.2), the common
property of all these modes is the dominant role of Ey and Hx field components. On the
other hand, the field distributions corresponding to eigenmodes of the periodic lattice are
shown in Fig. 5.3. It can be noticed that a simple plane wave description of the fields in
the aperture is merely an approximation, as the field pattern is contaminated by higher
order modes. The higher order modes are excited by inhomogeneities and discontinuities
in the MTM structure, e.g. sharp corners and edges near the interface planes. The field
distribution at the port planes indicates that a significant higher order modes interaction
takes place between adjacent unit cells of this MTM.
From the scattering parameters, a 50-by-50 T -matrix is constructed at frequencies of
interest in the analysed range, according to (5.3). At each frequency point, its eigen-
values and eigenvectors are obtained. From the identified propagating eigenstates, the
dispersion diagram based on n = 25 port modes is constructed. The same procedure is
repeated taking into account only the fundamental TEM mode (n = 1). The correspon-
ding single-mode dispersion curve is compared with the multimode solution and related
to the reference values obtained by eigenmode solver simulations in Fig. 5.4a. It can be
noticed from the figure that including 24 higher order port modes significantly improves
the approximation of the dispersion curve. This clarifies the difference between the fre-
quency bands of single/double negative constitutive parameters and the solution of the
PBE problem (Tab. 4.2). The result of higher order modes interaction is to modify the
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SRR/wire: waveguide port modes





Figure 5.2: (top) Electric and (bottom) magnetic field patterns of the selected waveguide
port modes characterizing SRR/wire MTM unit cell from Fig. 3.5c [195]. (a) Fundamental
TEM. (b) Third mode. (c) Sixth mode.
SRR/wire: eigenmodes at the port planes





Figure 5.3: (top) Electric and (bottom) magnetic field patterns of the eigenmodes characte-
rizing SRR/wire MTM unit cell from Fig. 3.5c at the port planes [195]. (a) First eigenmode
(10.1 GHz). (b) Second eigenmode (11.6 GHz). The field distributions correspond to the
center of the Brillouin zone (Γ point).
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(a) SRR/wire: dispersion diagram
PBE vs SMA


























































Figure 5.4: (a) Dispersion curve of the first eigenmode for the array of SRR/wires obtained
by PBE (o markers), single-mode-based SMA (dashed line) and 25-modes-based SMA (solid
line). (b) Dispersion curve of the first eigenmode obtained by PBE (o markers), from εeff
and µeff models fitted to the scattering parameters (dashed line) and from εeff and µeff
models fitted to the PBE solution (solid line). After [195].
phase constant from the value computed on the basis of the dominant mode only.
The results of the multimode scattering matrix approach indicate that the higher order
port modes can have a significant influence on the transmission process in metamaterials at
certain frequencies. The PFDM approach applied to the extraction of effective parameters,
however, takes into account only single-mode-based scattering parameters. This single-
mode-based effective description approximates the actual electromagnetic behavior of the
MTM. Hence the question arises whether it is necessary to account for the higher order
port modes in the formulation of the effective MTM description.
5.2 Effective Description Based on Eigensolutions
The predefined Drude and Lorentz models fitted with PFDM to the single-mode scatte-
ring parameters can be re-optimized to fit the dispersion diagram obtained by the PBE
approach. In this case, the dispersion curve of the first eigenmode replaces the S -matrix
reference solution used in the standard PFDM algorithm. Assuming the propagation of a
TEM wave inside the parallel plate waveguide filled with the effective medium, the corres-
ponding phase constant kz can be expressed as the real part of the product
ω
c0
· √εeff · µeff ,
where c0 is the velocity of light in free space and εeff and µeff are the predefined dispersive
models. By tuning the subparameters of the Drude and Lorentz models by PFDM, the
dispersive curve kz(ω) is fitted to the PBE solution - the numerical procedure is analo-
gous to the fitting to the reflection and transmission coefficients and the initial solution is
based on the models from Tab. 3.2. The corresponding dispersion curves are compared in
Fig. 5.4b, whereas the re-optimized models are summarized in Tab. 5.1.
From the re-optimized model coefficients it can be seen that the Drude model describing
effective electric permittivity is the same as in the case of fitting to the scattering matrix
[hence the ε(f) figure is not repeated here], whereas the Lorentz model of µ(f) is slightly
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Table 5.1: Predefined effective description of SRR/wire structure optimized with PFDM
to fit the reference data: single-mode scattering parameters (S -fitting) or first eigenmode
dispersion curve (PBE-fitting).
Model SRR/wire




f0 / GHz 9.67 9.73
δ / MHz 1240 110
ε∞ 1.62 1.62
Drude fp / GHz 14.63 14.63
νc / MHz 30.7 30.7
 
 








SRR/wire: effective µ′ (PFDM)
 
 








SRR/wire: effective µ′′ (PFDM)
Figure 5.5: Effective magnetic permeability of SRR/wire fitted with PFDM to scattering
parameters (solid line) or dispersion diagram (dashed line).
modified as shown in Fig. 5.5. This modification is especially seen in the significantly
reduced value of the damping frequency δ (non-zero value of this parameter compensates
imperfections of the fitting procedure). The bandwidth of the DNG range is reduced and
the imaginary part of the magnetic permeability is compressed to a narrow peak near
the resonance. It should be kept in mind that the dispersive curve obtained by the PBE
approach describes lossless structure (lossless eigenmode solver used), whereas the PFDM
solution based on scattering parameters accounts for the dielectric and conductor losses
in the MTM. This partly explains the difference between both effective descriptions - this
difference, however, is mostly related to the influence of higher order port modes. To
show whether the PBE-fitted effective description introduces a considerable improvement
over the S -fitted models, both approaches are related to the results of macrostructure
simulations in Sec. 6.2.2 (see Fig. 6.6 and the corresponding comments).
Analysis of higher order modes in different MTM geometries reveals that their influence
on the transmission process in metamaterials grows with the reduction of the distance
between metallic inclusions, i.e. for smaller lattice constants a higher order modes gain on
significance [194]. At the same time, small a values are required in MTM designs to fulfill
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(or at least to approach) the salient long-wavelength requirement a ≪ λm, where λm is
the wavelength in the medium. Moreover, a small lattice constant is desired, as due to
the large absolute value of the real part of the refractive index near the MTM resonance
the wavelength in the medium is strongly shortened and can become comparable with the
lattice period. Within the frequency band characterized by λm ≈ a the homogenization
of the MTM lattice is not valid [12]. What is more, it is difficult to predict the exact
spectrum range in which it happens - one cannot know a priori how large the ratio of the
vacuum wavelength to the unit-cell size has to be in order to reach a reasonable effective
medium behavior [11].
When λm becomes comparable to the lattice constant a, some of the evanescent modes
have a non-negligible contribution to the transmission phenomena. The presence of the
higher order modes is responsible for the anomalous features of the effective parameters
retrieved using inversion procedures (Sec. 3.2.1). The frequency region in which the consti-
tutive parameters show non-physical behavior coincides with the one where the evanescent
modes predominate. The definition of effective parameters in this frequency region is
inconsistent irrespective of the homogenization approach used [196].
These considerations indicate that care is required with the interpretation and appli-
cation of the effective MTM description. On the one hand, this description is expected to
be physically robust and correct in the frequency range of interest, i.e. close to the MTM
resonance. On the other hand, the effective parameters are meaningless at the frequency
of resonance and in its direct vicinity, but it is difficult to determine a priori the exact
spectrum range in which it takes place. The general approach to MTM assumes, that
the lattice parameter a should be significantly smaller than the free-space wavelength λ0,
and, what is more important, than the wavelength in the medium λm. However, shorter
a means enhanced influence of evanescent modes and significantly shortened λm near the
resonance. As a consequence, it results in the extended width of the forbidden frequency
band where the homogenization of the MTM is not possible.
The multimode scattering matrix approach helps to identify the bandwidth where the
homogenization of a MTM structure is not valid due to the significant influence of higher
order modes. For the analysed SRR/wire geometry this frequency range equals 9.55−9.85
GHz (∆f-HOM in Fig. 5.1).
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Chapter 6
Metamaterial Macrostructures
Metamaterials can be analysed at two levels of abstraction: as microstructures or macro-
structures. In the previous chapters (Ch. 3-5), metamaterials are analysed as microstruc-
tures, i.e. single unit cells of periodic lattices. In the present chapter the macrostructure
approach is shown, based, inter alia, on the results obtained from the unit-cell level simula-
tions. Macrostructure approach allows for the observation of various interesting phenomena
related to metamaterials and predicted from unit-cell level simulations. Moreover, it can
provide validation of the results obtained from the unit-cell level analysis [195, 197].
6.1 Unit-Cell Level Analysis
The unit-cell analysis presented in this work is based on the following three steps:
(a) Extraction of effective constitutive parameters from scattering matrix with the method
of parameter fitting of dispersive models.
(b) Analysis of the dispersion diagrams obtained by the solution of a periodic boundary
eigenvalue problem.
(c) Higher order modes analysis based on the simulation of a multimode scattering ma-
trix.
The above-mentioned steps provide, respectively:
(a) Effective electric permittivity and magnetic permeability in the frequency range of
interest.
(b) Band structure of the periodic lattice with the frequency range and type (forward or
backward) of the propagating mode.
(c) Frequency band, where the homogenized model of the MTM lattice is not valid due
to the significant contribution of the higher order modes.
The numerical analysis of a single unit cell delivers the necessary information essential for
the description of EM properties of the related macrostructure. For the analysed SRR/wire
metamaterial the relevant information obtained in the previous sections is summarized
schematically in Fig. 6.1.
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(a) PFDM
9.7 10.24 11.6
SNG DNG SNG DPS
(b) PBE
9.9 10.1 11.6
Stopband BW Stopband FW
(c) SMA
9.55 9.85
7 12Frequency / GHz
Figure 6.1: SRR/wire: frequency bands obtained from the unit-cell analysis. (a) Single
negative, double negative and double positive effective description. (b) Stopbands and
passbands: forward/backward wave (FW/BW) from dispersion diagram. (c) Significant
interaction of higher order modes. Homogenization is not valid in this range (shaded area).
The real parts of the dispersive constitutive parameters obtained by PFDM and pre-
sented in Figs. 3.25-3.26 reveal four frequency regions that can be distinguished (neglecting
the imaginary parts of permittivity and permeability is not critical in this case, for a de-
tailed analysis taking into account ε′′ and µ′′ see e.g. [96]).
The first frequency region 7 − 9.7 GHz is a stopband in which ε′ is negative and µ′ is
positive (single negative band). Due to the different signs of both constitutive parameters
and a significant value of the magnitude of ε′, strong attenuation is predicted in this range.
The second frequency region of 9.7 − 10.24 GHz is a double negative band, where the
propagation of a backward wave and negative refraction is expected (the simultaneously
negative values of ε′ and µ′ form a sufficient condition for the opposite direction of the phase
velocity and the power flow [96]). However, in a part of this region, strong attenuation is
expected, indicated by the high values of µ′′ in the vicinity of the resonant frequency of
the Lorentz model.
The third frequency band 10.24−11.6 GHz is similar to the first one, i.e. characterized
by the negative ε′ and positive µ′ (single negative band). This configuration of constitu-
tive parameters forms a stopband, whereas the attenuation of the electromagnetic field is
expected to be significantly lower than in the first frequency region due to the lower values
of ε′ and µ′ magnitudes.
The fourth frequency band, from 11.6 to 12 GHz (and possibly further, beyond the
high-frequency limit of the Drude/Lorentz model description) is characterized by double
positive material parameters corresponding to the propagation of a forward wave. At the
frequency of 11.6 GHz, the ε′(f) curve changes its sign (Fig. 3.26), and the MTM structure
changes its character from single negative to double positive medium.
These observations are confirmed by the PBE solution, which indicates a backward
wave passband between 9.9 and 10.1 GHz and a forward wave passband between 11.6 and
18 GHz, according to the dispersion curve in Fig. 4.7. On the other hand, in the vicinity
of the resonant frequency of the µ model, multimode scattering matrix analysis shows
enhanced influence of higher order modes (9.55−9.85 GHz). The homogenized description
is not valid in this spectrum range.
The dispersive properties of the MTM under test predicted at the unit-cell level are
verified by the simulation of the MTM macrostructure in Sec. 6.2.




Figure 6.2: Rigorous detailed implementation of the SRR/wire based MTM macrostructure
[195].
6.2 Macrostructure Level Analysis
Macrostructure level simulations allow for prediction and visualization of the phenomena
characteristic to metamaterials, e.g. the negative refraction reported in [14]. Moreover,
the obtained results can verify the proposed modeling approach based on the description
of effective MTM properties from the unit-cell level analysis. The macrostructure can
be simulated in two forms: as a rigorous detailed lattice or as a homogeneous effective
structure.
6.2.1 Rigorous Macrostructure Implementation
In order to obtain a macrostructure reference result, in the first step, the MTM is imple-
mented and simulated as a rigorous representation of the lattice composed from SRRs and
wires (Fig. 6.2). The MTM macrostructure composed of 17 unit cells in the x direction
and up to 9 unit cells in the z direction is shaped in the form of a wedge which results
in 89 MTM cells. The refraction interface is characterized by a staircase pattern with a
step ratio 2 : 1, and represents a wedge with 26.6 deg angle. There is one layer of MTM
unit cells in the y direction, whereas PEC plates limit the computational model and serve
as top and bottom boundary conditions. The wedge is excited by the fundamental mode
of a waveguide port (TE10, cutoff frequency 2.8 GHz) located at the left-hand-side boun-
dary of the structure. The additional PEC elements located at the sides of the lattice and
guiding the excitation signal from the waveguide port help to properly excite the structure
and prevent distortion of the refracted field pattern by the waveguide port signal. Open
boundary conditions are applied at the ±x and ±z limits of the computational mesh. This
configuration is adapted from the reported negative refraction experiment (cf. Fig. 1.9) [14].
The recorded distribution of the electric field at four frequency points in the range of
interest is shown in Fig. 6.3a.
According to the predictions from the unit-cell level analysis, there is a very weak
transmission at 7 GHz, i.e. in the first frequency band (7 − 9.7 GHz). A strong reflection
is observed in this frequency region.
The transmission is highly enhanced at 10 GHz, i.e. in the middle of the second, DNG
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(a) Detailed wedge (b) Effective wedge
f = 7.00 GHz
f = 10.00 GHz
f = 11.50 GHz
f = 15.00 GHz
Figure 6.3: Distribution of the electric field at four frequencies for (a) detailed and (b) ef-
fective wedge structure (dashed line: normal to the boundary between MTM and parallel
plate waveguide) [195].




Figure 6.4: Homogeneous effective implementation of the MTM macrostructure (the con-
tinuous line indicates the semicircular curve for the sampling of the field distribution and
extraction of the refraction angle) [195].
band (9.7−10.24 GHz). The propagation of a backward wave is observed inside the MTM
wedge. From the field distribution, the negative refraction can clearly be noticed.
In the third frequency region (10.24− 11.6 GHz), a weak transmission is observed (sig-
nificantly stronger, however, than in the first frequency band). Due to the low magnitudes
of ε′ and µ′, the corresponding refractive index is characterized by extremely small values,
which results in the transmission nearly parallel to the direction normal to the boundary
between the MTM and free space.
The lowest attenuation is observed in the fourth, double positive frequency band (11.6−
18 GHz). From the field distribution at 15 GHz, a positive refraction can clearly be noticed.
In this range, the corresponding refractive index of MTM increases from ultra-low values
to nearly unity and the propagation of a forward wave is observed inside the wedge.
6.2.2 Effective Macrostructure Implementation
The dispersive effective parameters delivered by PFDM at the unit-cell level constitute
the effective representation of the MTM macrostructure. The effective macrostructure is
a homogeneous slab shaped in the form of a wedge with the dimensions equivalent to the
corresponding detailed implementation (Fig. 6.4). The electric permittivity and magnetic
permeability are described by the extracted Drude and Lorentz models, respectively, and
assumed to be isotropic. The excitation and boundary conditions used for the numerical
simulations are equivalent to those applied for the detailed macrostructure.
The electric field distribution in the effective wedge recorded at the frequency points
corresponding to the previous, detailed wedge case, is presented in Fig. 6.3b.
At 7 GHz, in the first frequency band, a strong reflection and very weak transmission
is observed. At 10 GHz, in the second, double negative band, a negative refraction can
clearly be seen. A backward wave propagates inside the MTM at this frequency. At 11.5
GHz, in the third frequency band, a weak transmission parallel to the direction normal to
the boundary between MTM and free space occurs. Due to the small value of the refractive
index in the macrostructure, the wavelength in the MTM medium is significantly longer
than in the free space. Finally, at 15 GHz, in the fourth, double positive band, the positive
refraction can be observed. Note that the effective MTM model is valid for the frequencies
between 7 − 12 GHz. However, due to the absence of additional eigenmodes up to 20
GHz, it still provides good qualitative approximation of the detailed wedge behavior in
this frequency region (11.6− 18 GHz).
Comparison of the electric field distribution in the detailed (Fig. 6.2) and effective
(Fig. 6.4) MTM macrostructures allows one to observe very good qualitative agreement
in the electromagnetic behavior of both structures. The frequency ranges of positive and
negative refraction, as well as of high reflection and weak transmission, are equivalently




















































Figure 6.5: (a) Extracted angle of refraction for the detailed (diamonds) and effective
(circles) MTM macrostructures. The solid line presents the solution based on PFDM
Drude/Lorentz models. The frequency ranges of the first PBE mode (∆f-PBE) and the
DNG band based on PFDM (∆f-PFDM) are indicated by the vertical lines. (b) Electric
field magnitude sampled along the semicircular curve for the detailed (diamonds) and
effective (circles) MTM macrostructures. After [195].
represented. In order to compare both macrostructures in a more quantitative way, the
angle of refraction is extracted from the corresponding field distributions. The direction
of propagation of the transmitted wave is found from the maximum of the simulated
electric field distribution along the semicircular curve of a 12-cm radius (equivalent to 4λ0
at 10 GHz, see Fig. 6.4), i.e. in the same way as in the referenced negative refraction
experiment [14]. An evaluation at a distance of 75 cm (25λ0) has been also performed with
no significant changes in the field patterns.
In Fig. 6.5a the extracted angle of refraction θR in the vicinity of the DNG frequency
range is presented for both detailed and effective macrostructure implementations. The
unit-cell level results are represented by θR obtained from Drude (εeff) and Lorentz (µeff)
models, according to Snell’s law: n1 ·sin(θI) = n2 ·sin(θR), where n1 = √εeff µeff is refractive
index of the metamaterial structure, θI = 26.6 deg is the angle of incidence on the boundary
between MTM and free space, whereas refractive index of free space n2 = 1. A very good
agreement can be noticed between the results of the detailed and effective macrostructures
in the frequency range of the first eigenmode obtained by PBE (9.9−10.1 GHz). This is not
observed below 9.9 GHz, i.e. in the range close to the magnetic resonance, characterized
by the strong influence of higher order modes (9.55 − 9.85 GHz) - an indication that
the homogenized model is not valid in this band. Moreover, there is a rapid drop of the
transmitted electric field in this range (Fig. 6.5b). Below the band edge of the fundamental
PBE mode the transmission through the structure and the corresponding field distributions
start to behave very irregularly: especially outside of the ∆f-PFDM band, this irregularity
results in the ambiguity of the refraction angle definition (similar observation is made
in [114]).
The corresponding maximal values of the electric field magnitude sampled along the
curve are plotted in Fig. 6.5b. The double negative and double positive frequency bands
are characterized by enhanced transmission, whereas reduced transmission is observed in
single negative bands. These observations agree well with the predictions found from the
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Figure 6.6: Angle of refraction for the Drude and Lorentz models fitted to the single-mode
scattering parameters and PBE dispersive curve. The frequency ranges of the first PBE
mode (∆f-PBE) and the DNG band based on PFDM (∆f-PFDM) are indicated by the
vertical lines [195].
unit-cell analysis.
The angle of refraction based on the Drude and Lorentz models fitted to the single-
mode scattering parameters and PBE dispersive curve (Tab. 5.1) is compared in Fig. 6.6.
Both characteristics are in reasonable agreement in the ∆f-PBE range (comparable ob-
servations regarding the effective refractive index extracted from S -matrix and dispersive
curve for similar MTM geometry are reported in [196]). Relating these results to the angle
of refraction observed in the detailed wedge, fitting the dispersive models to the dispersive
curve does not lead to any significant improvement in the approximation of the macro-
structure behavior. This supports the conclusion, that although the effective description
extracted by PFDM from scattering parameters is limited in its accuracy due to the ne-
glection of higher order port modes, it still provides an acceptable approximation of the
actual electromagnetic behavior of the MTM under test.
Isotropic Modeling of Anisotropic Structures
The MTM structures are generally anisotropic and their electromagnetic properties depend
on the polarization of the applied fields. The extracted Drude and Lorentz models describe
the diagonal components of the constitutive parameters tensors corresponding to the orien-
tation of the excitation fields. The effective parameters represent the εyy and µxx principal
axes components of the electric permittivity and magnetic permeability tensors (Ey and Hx
are dominant in the SRR/wire structure). Generally, other tensor elements can take arbit-
rary (e.g. positive) values, leading to the so-called indefinite medium. However, as long as
the incident wave vector points along the principal axis of the MTM (z axis in Figs. 6.2
and 6.4), there is no difference in refractive properties of a macrostructure composed of
an isotropic negative index MTM and a medium, for which only ε′yy and µ
′
xx are less than
zero [111], [198]. Consequently, the MTM can be substituted by a homogeneous, isotropic
medium with εeff = εyy and µeff = µxx. This also supports the equivalent representation of
the 2D MTM lattice by the 1D counterpart in the PBE approach (cf. Fig. 4.6). It should
be kept in mind, however, that this equivalence may not hold for all cases, e.g. for waves
incident at an angle to an indefinite medium interface cut along principal axes [198].
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6.3 Numerical Efficiency
One of the main reasons for the extraction of MTM effective parameters are enormous
computational costs inevitably connected with the simulations of electromagnetic proper-
ties of large MTM macrostructures. Once extracted, the effective parameters allow for
efficient simulation of any macrostructure composed of the described unit cells, providing
that additional requirements regarding e.g. field polarization and direction of propagation
in the lattice are fulfilled. In the presented numerical experiment, the effective description
of the SRR/wire based MTM macrostructure allows for the reduction of computational
efforts by approximately two orders of magnitude. The number of mesh nodes for the ef-
fective (detailed) wedge with the semicircular space radius 4λ0 amounts 100 · 103 (12 · 106)
corresponding to 600 · 103 (72 · 106) field unknowns, whereas the CPU costs of the time-
domain solver are typically in the range of several minutes (hours) on a modern PC (2×
Intel Xeon 3.20 GHz) with 12-GB RAM. On the other hand, the simulation of the macro-
structures with the semicircular space radius equal to 25λ0 requires 3 · 106 (310 · 106) mesh
nodes corresponding to 18 ·106 (1.9 ·109) field unknowns with the CPU costs of 30 minutes
(65 hours) on a modern PC (2× Intel Xeon Quadcore 3.00 GHz) with 64-GB RAM. The
numerical costs are summarized in Tab. 6.1.
Table 6.1: Numerical costs for the detailed and effective implementations of SRR/wire
MTM macrostructure.
Semicircular Mesh nodes Memory CPU CPU
space detailed homogenized savings detailed homogenized savings
radius macrostructure factor macrostructure factor
4 λ0 12 · 106 100 · 103 120 2-3 h 1-2 mins. ∼ 100
25 λ0 310 · 106 3 · 106 103 65 h 30 mins. 130
The time-domain solver used for macrostructure simulations offers an advantage over
the frequency-domain solver, as it typically has a superior scalability with respect to the
number of mesh cells, both in terms of memory requirements and simulation time. Con-
sequently, the time-domain formulation makes it possible to attack larger numerical prob-
lems than the frequency-domain formulation (it should be noted, however, that the applied
Cartesian mesh is well suited to the particular problem at hand). Furthermore, all relevant
spectral information including distribution of electromagnetic fields at the frequencies of
interest is acquired from a single1 transient run due to the recorded field monitors and
discrete Fourier transform.




This thesis presents an efficient approach to the numerical modeling of metamaterial struc-
tures. Numerical simulations of novel phenomena observed in metamaterials pose numerous
challenges due to the large size of the multiscale computational problem and the resonant
character of the complex, artificially fabricated structures.
In the frame of this work, a set of methods and tools is proposed, that allows one to
predict macroscopic effects observed in metamaterial lattices from the analysis of single unit
cells. Hence, metamaterials are analysed at two levels: as microstructures (unit cells) and
macrostructures (lattices). The simulation approach at the unit-cell level is based on the
extraction of effective constitutive parameters from transmission and reflection coefficients,
solution of a periodic boundary eigenvalue problem and analysis of higher order modes.
On the other hand, macrostructure simulations provide reference and validation to the
proposed modeling procedure.
For the metamaterials homogenization the method of parameter fitting of dispersive
models is proposed within this work. This approach is related to the popular procedure
based on the retrieval of effective electric permittivity and magnetic permeability from the
reference scattering parameters of a unit cell. The proposed PFDM approach is based on
the predefined dispersive models and avoids the common pitfalls of the S -retrieval method
that often delivers non-physical results in the frequency range of interest.
As metamaterials occupy a special niche between homogeneous media and photonic
crystals, the Bloch analysis and computation of band structures constitute important tools
in the modeling of metamaterials. Dispersion diagrams obtained by the solution of a
periodic boundary eigenvalue problem reveal the band structure of the analysed lattice,
i.e. passbands corresponding to double positive/negative effective parameters and stop-
bands equivalent to single negative constitutive description. Moreover, a positive or nega-
tive slope of the extracted dispersion curves indicates the forward or backward type of the
wave propagated in the lattice. Propagation of a backward wave in the periodic structure is
a sign of the antiparallel relation between phase and group velocities that is characteristic
for double negative materials.
Due to the inherent resonant character, most metamaterial structures are characterized
by a significant level of higher order modes near the resonance frequency. The simulation
results of a multimode scattering matrix for a metamaterial unit cell allow one to identify
the spectral range in which the homogenized metamaterial model is not valid because of
a non-negligible contribution of the higher order modes to the transmission process. This
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frequency band coincides with the one, in which the standard homogenization methods
based on S -retrieval fail, delivering non-physical values of constitutive parameters.
The simulation results of a negative refraction phenomena observed in the rigorous and
homogenized implementations of the metamaterial macrostructure provide the validation
of the presented numerical approach. It is shown that all relevant information regarding
the phenomena observed at the macrostructure level can be predicted from the unit-cell
level analysis. Application of the homogenized model to the macrostructure description
allows for the reduction of computational efforts by two orders of magnitude, regarding
both CPU and memory costs.
Outlook
There are several limitations in the modeling approach presented in this thesis, including
e.g. the requirement for propagation of the EM wave along the principal axis of the meta-
material, isotropic character of the constitutive parameters and non-bianisotropy of the
MTM unit cell. Further work on this subject may extend the numerical procedure to
account for these aspects.
Some ideas and remarks are listed below:
• The homogenization approach in the present form requires that the wave vector in
the metamaterial lattice points along its principal axis. This situation is equivalent
to an optimal excitation of the magnetic response of the split ring resonator. The
modeling procedure could be extended by allowing the wave vector to form an angle
with the principal axis, i.e. for wave propagation in any direction in the metamaterial
plane.
• Currently, most efforts regarding numerical analysis of metamaterials concentrate
on the improvement of the homogenization methods. However, the salient question
”when a particular metamaterial cannot be homogenized” seems to be barely touched
in the literature. Therefore, it would be of interest to further explore this topic, espe-
cially with relation to bianisotropic metamaterials. In fact, in bianisotropic structures
higher order modes can be excited due to magnetoelectric couplings between electric
and magnetic quantities. In such cases a significant level of higher order modes does
not have to be a sign that homogenization of the medium is not allowed, but could
be reflected in additional effective parameters describing cross-polarizability effects
in the medium.
• Bloch analysis of metamaterial structures presented in this thesis is performed with
a lossless eigenmode solver. Although the neglection of losses in not a critical simpli-
fication for the metamaterial structures under test, a solution of periodic boundary
eigenvalue problem including lossy effects could deliver valuable information regar-
ding e.g. the complex propagation constant in a periodic lattice. Moreover, it could
shed new light on the character of the dispersive curve for the fundamental eigen-
mode of the SRR/wire unit cell that changes its slope from negative to positive in
function of the wavenumber. This topic is not sufficiently explored in the literature




The linear, homogeneous, bianisotropic medium responds to electromagnetic excitation
according to the following relations [31]:
~D =
↔
ε · ~E + ↔ξ · ~H, (A.1)
~B =
↔
µ · ~H + ↔ζ · ~E. (A.2)








ζ that due to anisotropy
contain up to 36 scalar material parameters. For bi-isotropic medium, the four medium
dyadics reduce to four scalar coefficients:
~D = ε ~E + ξ ~H, (A.3)
~B = µ ~H + ζ ~E. (A.4)
The effects of chirality and non-reciprocity can be distinguished by redefining the mag-
netoelectric coupling coefficients ξ, ζ :
~D = ε ~E + (χ− jκ)√µ0 ε0 ~H, (A.5)
~B = µ ~H + (χ + jκ)
√
µ0 ε0 ~E. (A.6)
The material parameters used in (A.3)-(A.6) have clear physical meaning: the per-
mittivity ε is a measure for the electric polarization induced by the electric field whereas
the permeability µ gives correspondingly the magnetic polarizability of the material. The
magnetoelectric parameters ξ, ζ describe the cross-polarizability effects in the medium.
The parameter κ contains the degree of chirality1 and is a measure of the handedness of
the material, whereas χ is the degree of inherent non-reciprocity of the medium. Due to
the separation of the factor
√
µ0 ε0 both κ and χ are dimensionless quantities.
It should be noted that there are several other notational systems for constitutive
relations of the material parameters of bi-isotropic media (for an overview, see e.g. [31,199]).
1Note that the symbol κ that is typically used in the literature to describe chirality, throughout this
thesis denotes conductivity.
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Appendix B
S-Retrieval Method
A typical configuration for the retrieval of effective constitutive parameters µeff , εeff
from the measured/calculated scattering matrix is shown in Fig. B.1. The material sample
under test is inserted into a segment of a transmission line1, whose axis is in the x direction.
The electric fields at the three sections of the transmission line are denoted as EA, EB and
EC , i.e. [200]:
EA = exp(−jk0x) + C1 exp(jk0x), (B.1)
EB = C2 exp(−jk0nx) + C3 exp(jk0nx), (B.2)




The constants Ci (i = 1, 2, 3, 4) are determined from the boundary conditions on the
electric field and the magnetic field. The boundary condition on the electric field is the















The boundary condition on the magnetic field requires the additional assumption that
no surface currents are generated, so the tangent component of the magnetic field is con-





























The scattering parameters of the two-port network are obtained by solving (B.1)-(B.3)
subject to the boundary conditions (B.4)-(B.7) [200]:
S11 =
(1− T 2)R
1− R2T 2 , (B.8)
S21 =
(1−R2)T
1− R2T 2 , (B.9)
1The method can also be applied in the free-space environment.
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Figure B.1: Electromagnetic waves transmitted through and reflected from a sample under
test.
where the transmission T and reflection R are given by:







µeff/εeff is the normalized wave impedance and the sample is measured in
a TEM transmission line characterized by the impedance z = 1.
The transmission and reflection can be related to the measured/calculated scattering
parameters according to the Nicolson-Ross-Weir relations [156, 201]:
R =










1− (S11 + S21)R. (B.13)
where the sign in (B.12) is determined by the requirement |R| ≤ 1. Alternatively, trans-
mission can be computed directly from scattering parameters [158]:
T =










leading to the refractive index defined as:
n = − 1
k0a
((ℑ(lnT ) + 2mπ)− jℜ(lnT )). (B.15)
The parameter m ∈ Z (B.15) is related to the branch index of n′ (principal value for
m = 0), whereas the sign in (B.14) is determined by the requirement n′′ ≥ 0 for passive
media.
The normalized wave impedance characterizing the sample under test is expressed in
terms of scattering parameters as [104, 157]:
z = ±
√
(1 + S11)2 − S221
(1− S11)2 − S221
, (B.16)
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with the sign determined by the requirement ℜ(z) ≥ 0.
The effective electric permittivity and magnetic permeability characterizing the mate-





µeff = nz. (B.18)
The presented approach is limited to symmetric structures, i.e. reciprocal systems cha-
racterized by scattering matrix S=ST . As mentioned in Sec. 3.1, in order to avoid the
bianisotropic effects metamaterials are typically designed as symmetric structures. For
asymmetric MTM unit cells, the standard S -retrieval method leads to two generally dis-
tinct values for the wave impedance, that are assigned to the structure depending on the
direction of wave propagation with respect to the unit cell. Consequently, two distinct
values of electric permittivity and magnetic permeability are obtained. In such cases, the
standard S -retrieval method presented here should be modified, see [9].
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MT Transpose of matrix M
d~s, d ~A, d~V Infinitesimal length, surface, volume elements
∂A, ∂V Boundary of the area, volume
〈·〉L, 〈·〉A, 〈·〉V Line/surface/volume averaged quantity
Finite Integration Technique
G, G˜ Primary grid, dual grid
Ln, L˜n Primary/dual grid edges
An, A˜n Primary/dual grid facets
Vn, V˜n Primary/dual grid cell (volume)
























j e Element, vector of facet externally imposed currents
q,q Element, vector of electric grid charges
C, C˜ Discrete curl operator on the primary/dual grid
S, S˜ Discrete divergence operator on the primary/dual grid
Mε Material matrix of electric permittivity
Mµ−1 Material matrix of inversed magnetic permeability
Mκ Material matrix of conductivity
ε Averaged electric permittivity
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Basic Relations
ε = ε0 εeff = ε0(ε
′ − jε′′)
µ = µ0 µeff = µ0(µ
′ − jµ′′)
Continuous Field Theory
~E Electric field strength
~D Electric flux density
~H Magnetic field strength
~B Magnetic flux density
~J Electric current density
ρ Electric charge density
ε Electric permittivity
ε0 Electric permittivity of free space
εeff Effective electric permittivity (relative to free space)
µ Magnetic permeability
µ0 Magnetic permeability of free space
µeff Effective magnetic permeability (relative to free space)
ξ, ζ Magnetoelectric coupling coefficients
κ Electric conductivity
λ, λ0, λm Wavelength, free-space wavelength, medium wavelength
n Refractive index
Z,Z0 Wave impedance, free-space wave impedance





fc Cutoff frequency of a rectangular waveguide
c0 Velocity of light in free space
vg Group velocity
ai, bi Incident/reflected wave at the ith port
θI , θR Angle of incidence/refraction
S Scattering matrix
T Transfer matrix
γm,vm Eigenvalue, eigenvector of a transfer matrix
T,R Transmission, reflection coefficient
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Dispersive Models
ne Density of electrons
m, me Electron’s mass, effective electron’s mass
e Elementary electron’s charge
µs Magnetic permeability at the low-frequency limit of the Lorentz
model (relative to free space)
µ∞ Magnetic permeability at the high-frequency limit of the Lorentz
model (relative to free space)
ω0 Angular resonance frequency of the Lorentz model
δ Damping frequency of the Lorentz model
ε∞ Electric permittivity at the high-frequency limit of the Drude
model (relative to free space)
ωp Angular plasma frequency of the Drude/Lorentz model
νc Collision frequency of the Drude model
Photonic Crystals
a Lattice constant, unit-cell size
Γ Center of the Brillouin zone
X, Y Face of the Brillouin zone
M Corner of the Brillouin zone
112 Applied Notations and Symbols
Acronyms
EM Electromagnetic
PDE Partial Differential Equations
MGE Maxwell’s Grid Equations
TE/TM/TEM Transverse Electric/Magnetic/Electromagnetic
1D, 2D, 3D One-, Two-, Three-dimensional
PEC Perfect Electric Conductor
PMC Perfect Magnetic Conductor
PBC Periodic Boundary Condition
PML Perfectly Matched Layer
FIT Finite Integration Technique






SRR Split Ring Resonator
EC-SRR Edge-Coupled Split Ring Resonator
BC-SRR Broadside-Coupled Split Ring Resonator
FAM Fields Averaging Method
PFDM Parameter Fitting of Dispersive Models
PBE Periodic Boundary Eigenvalue problem
SMA Scattering Matrix Approach
∆f-PFDM Frequency range of double negative material parameters ob-
tained by PFDM
∆f-PBE Frequency range of a fundamental eigenmode obtained from PBE
∆f-HOM Frequency range of significant higher order mode transmission
obtained from multimode SMA
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