Abstract. Schubert varieties in finite dimensional flag manifolds G/P are a well-studied family of projective varieties indexed by elements of the corresponding Weyl group W . In particular, there are many tests for smoothness and rational smoothness of these varieties. One key result due to Lakshmibai-Sandhya is that in type A the smooth Schubert varieties are precisely those that are indexed by permutations that avoid the patterns 4231 and 3412. Recently, there has been a flurry of research related to the infinite dimensional analogs of flag manifolds corresponding with G being a Kac-Moody group and W being an affine Weyl group or parabolic quotient. In this paper we study the case when W is the affine Weyl group of type A or the affine permutations. We develop the notion of pattern avoidance for affine permutations. Our main result is a characterization of the rationally smooth Schubert varieties corresponding to affine permutations in terms of the patterns 4231 and 3412 and the twisted spiral permutations.
Introduction
The study of Schubert varieties and their singular loci incorporates tools from algebraic geometry, representation theory and combinatorics. One celebrated result in this area due to Lakshmibai- Sandhya is that in classical type A the smooth Schubert varieties are precisely those that are indexed by permutations that avoid the patterns 4231 and 3412 [24] , see also [31; 36] . A second important theorem in this area concerns a weaker notion than smoothness based on cohomology, called rational smoothness. In general, smoothness implies rational smoothness, but not conversely. For classical Schubert varieties, Peterson showed smoothness is equivalent to rational smoothness precisely in types A, D, E. Recently, there has been a surge of research activity related to affine Schubert varieties [1; 21; 23; 25; 26; 27; 29] . It is natural to ask how properties of smoothness, rational smoothness, singular loci and tangent spaces for affine Schubert varieties relate to their classical counterparts.
In this paper we give a criterion for detecting rationally smooth Schubert varieties in affine type A.
These varieties are indexed by the set of affine permutations, denoted S n . Generalizing the theorem of Lakshmibai-Sandhya, we show that the patterns 4231 and 3412 can be interpreted as patterns for affine permutations. A permutation avoiding these two patterns will again index a rationally
Background and Notation
In this section, we will begin by collecting common notation and background necessary to prove the main theorem. We will proceed from general facts about Schubert varieties and Coxeter groups to specifics of the particular Coxeter group S n . 2.1. Schubert Varieties. Let G be a semisimple Lie group such as GL n (C). Let B be a Borel subgroup of G. For GL n , we can take B to be the upper triangular matrices. The cosets G/B form the points of a flag variety. For each G, there is an associated finite Weyl group W . For each w ∈ W , we obtain the Schubert variety X w by taking the Zariski closure of the orbit B · e w , where e w represents w embedded in G. There are many good references on Schubert varieties including [7; 12; 13; 16; 17; 18; 35] .
For each semisimple Lie group G, there is an associated Kac-Moody group G and an associated affine Weyl group W obtained from W by adding one additional generator s 0 . Weyl groups and affine Weyl groups are special cases of Coxeter groups. For G = GL n , the associated G is the set of invertible matrices with entries in C((z)), the field of rational functions of z. The affine analog of the flag variety is G/ B, where B is the set of all invertible matrices, g, with entries in C[[z]], the formal power series in z, with the property that g| z=0 is upper triangular. The affine Schubert varieties are the Zariski closures of the orbits B · e w for w in W . We use the same notation X w for Schubert varieties and affine Schubert varieties, but the index comes from an affine Weyl group if X w is an affine Schubert variety. For background on Kac-Moody groups and affine Schubert varieties we recommend [22] .
2.2.
Coxeter Groups. For a general reference on Coxeter groups, see [5] or [19] . Let W be a Coxeter group generated by a finite set S with relations of the form (s i s j ) m ij , where each m ii = 1 and m ij ≥ 2 otherwise. Any w ∈ W can be written as a product of elements from S in infinitely many ways. Every such product will be called an expression for w. Any expression of minimal length will be called a reduced expression, and the number of letters in such an expression will be denoted ℓ(w), the length of w. Call any element of S a simple reflection and any element conjugate to a simple reflection, a reflection. There is a partial order on any Coxeter group W defined as the This polynomial gets its name from the fact that P w (q 2 ) is the Poincaré polynomial of the cohomology ring of X w . Note that v ≤ w if and only if v −1 ≤ w −1 , so we have P w (q) = P w −1 (q).
We use the following theorem due to Carrell-Peterson to define rational smoothness in terms of the combinatorics of the Bruhat order and Coxeter groups. Let T be the set of all reflections in W , and let R(x, w) = {t ∈ T : x < xt ≤ w}. For any polynomial f (q) of degree n, call f palindromic if f (q) = t n f (q −1 ).
Proposition 2.1. [8, Theorem E] Let W be an (affine) Weyl group. Let w ∈ W . Then the following are equivalent.
(1) The (affine) Schubert variety X w is rationally smooth.
(2) P w (q) is palindromic.
(3) #R(x, w) = ℓ(w) − ℓ(x) for all x ≤ w.
The main goal of this paper is to determine for which w ∈ S n , P w (q) is palindromic. Each w with a palindromic Poincaré polynomial will factor using a parabolic decomposition as follows. Given a subset J ⊆ S of the generators for a Coxeter group W , we can define W J to be the subgroup of W generated by the elements of J. W J is called the parabolic subgroup generated by J. Each coset in W/W J contains a unique element of minimal length [19, Proposition 1.10] . The set of all minimal length coset representatives is denoted
Thus, we often identify W J with these cosets. We will also need to use left cosets of W J . Let J W denote the minimal length left coset representatives in W J \W . Hence,
Bruhat order on W induces partial orders on J W and W J . When we wish to refer to the Poincaré polynomial of a minimal length coset representative w for the induced order on either of the quotients J W or W J , we will denote it by J P w or P J w , respectively. The parabolic decomposition for elements of W is given as follows. 
2.3. Affine Permutations. Let S n denote the set of all bijections taking [n] = {1, 2, . . . , n} to itself.
We denote w ∈ S n by its one-line notation w = [w 1 , w 2 , . . . , w n ] if w maps i to w i . As a Coxeter group, S n is generated by the adjacent transpositions s i interchanging i with i + 1 with relations s i s j = s j s i for |i − j| ≥ 2 and s i s i+1 s i = s i+1 s i s i+1 for all 1 ≤ i ≤ n − 2. Note, S n is the Weyl group of type A that corresponds with the Lie group G = GL n (C).
Let S n denote of the set of all bijections w : Z → Z with w(i + n) = w(i) + n for all i ∈ Z and n i=1 w(i) = n+1 2 . S n is called the affine symmetric group, and the elements of S n are called affine permutations. This definition of affine permutations appeared in [28, §3.6] and was then developed in [32] .
We can view an affine permutation in its one-line notation as the infinite string
where w i = w(i). An affine permutation is completely determined by its action on any window of n consecutive indices [w i , w i+1 , . . . , w i+n−1 ]. In particular, it is enough to record the base window [w 1 , . . . , w n ] to capture all the information about w. Sometimes however, it will be useful to write down a larger section of the one-line notation or use a different window.
We can also view an affine permutation as a matrix. As mentioned in Section 2.1, the entries of the matrix will come from C((z)). For any w = [w 1 , . . . , w n ] ∈ S n , write w i = a i + nb i , where permutation matrix for w to be the n × n matrix M = (m ij ) with m w i ,i = z b i and all other entries equal to 0. In the case where w = w ∈ S n , this reduces to the usual notion of a permutation matrix.
Given i ≡ j mod n, let t ij denote the affine transposition that interchanges i and j and leaves all k not congruent to i or j fixed. Since t ij = t i+n,j+n , it suffices to assume 1 ≤ i ≤ n and i < j. Note that if 1 ≤ i < j ≤ n, the above notion of transposition is the same as for the symmetric group.
As a Coxeter group, S n is the affine Weyl group of type A. It is generated by
We will denote the set of all affine transpositions by
The affine transpositions are the reflections in S n . The length function of S n and S n can be described in terms of one-line notation. For a permutation w ∈ S n one can define an inversion in w as a pair (i, j) such that i < j and w i > w j . The length of w ∈ S n is the number of inversions in w. For an affine permutation, if w i > w j for some i < j, then we also have w i+n > w j+n . Hence, any affine permutation with a single inversion has infinitely many inversions. Thus, we standardize each inversion as follows. Define an affine inversion as a pair (i, j) such that 1 ≤ i ≤ n, i < j, and w i > w j . Let Inv Sn (w) denote the set of all such affine inversions. Then we have ℓ(w) = #Inv Sn (w), [5, Proposition 8.3.1] . There is also another characterization of the length of an affine permutation due to Shi, which we won't need explicitly, but we include for context.
In terms of the one-line description of the affine symmetric group, we also have the following characterization of the covering relations for Bruhat order.
Proposition 2.8. [26, Lemma 2.2] Let w ∈ S n and i < j. Then wt ij ⋖ w provided
for all i < k < j, w k / ∈ [w j , w i ], and (3) either j − i < n or w i − w j < n.
Define the rank function for w ∈ S n by
Define the difference function for the pair x, w ∈ S n by
The difference function gives another useful characterization of Bruhat order and generalizes the Ehressmann criterion for Bruhat order [11] , see also [12] . Since r w (p, q) = r w (p+kn, q+kn) for all k ∈ Z, it suffices to check the inequalities in Proposition 2.9 for 1 ≤ p ≤ n and q ∈ Z. Note that Proposition 2.9 is also valid if we replace r w and d x,w with
The following proposition characterizes the maximal proper parabolic subgroups in S n . Here we use the notation [a, b] := {i ∈ Z : a ≤ i ≤ b} for intervals among the integers. 
Corollary 2.12. If w ∈ S n is not in any proper parabolic subgroup, then for every 1 ≤ i ≤ n and for every i ≤ j < i + n, there exists some i ≤ k < i + n such that either w k < w j or w k > w j+n .
2.4.
Patterns in S n . Given a permutation p ∈ S k and an affine permutation w ∈ S n , we say that w contains the pattern p if there exists any subsequence of integers i 1 < · · · < i k such that the subword as an occurrence of the pattern 132. Choosing a subword w i 1 · · · w i k with the same relative order as p will be referred to as placing p in w.
We will need the following result, due to Lakshmibai and Sandhya. Note that in type A, smoothness is equivalent to rational smoothness for Schubert varieties [10] . Corollary 2.14. Let J = S\{i} and suppose w ∈ ( S n ) J . If w contains the pattern 4231 or 3412, then there is an occurrence of that pattern at indices i ≤ i 1 < i 2 < i 3 < i 4 < i + n, so that w is not palindromic.
Proof. Suppose the pattern, p, occurs at indices i 1 < i 2 < i 3 < i 4 in w. By periodicity of w we may
Hence, w j > w i 1 for all j ≥ i + n. Since w i 4 < w i 1 , we must have
Since p is contained in the window [w i , . . . , w i+n−1 ], the image of w under this isomorphism will also contain p. Hence, by Proposition 2.1 and Proposition 2.13, w is not palindromic.
where all of the subscripts are taken modulo n. By definition, we have c(a, 1) = c(a, −1) = s a , and ℓ(c(a, b)) = |b|. For any k ∈ Z with k = 0 and any 1 ≤ i ≤ n, let
where w
0 is the unique longest element in the parabolic subgroup generated by J i = S\{i}. For k = 0, we call w (i,k) a twisted spiral permutation, since its reduced expression is obtained by spiraling around the Coxeter graph for S n and then twisting by w J i 0 . We could also define the twisted spiral permutations by using right cosets and twisting on the right. This definition is equivalent because of the formula
where we use + if and only if k > 0. Thus, the set of twisted spiral permutations is closed under taking inverses.
By a result of Mitchell [30] , the Poincaré polynomial for c(i, k(n − 1)) in the quotient J i W is palindromic. The quotient J i W corresponds with the affine Grassmannian of type A. To be specific, we need the following definitions for q-factorial and q-binomial coefficients. For m ∈ N, let
be the q-analogues of m! and 
Grassmannian is
Proposition 2.6 then shows that we may lift each c(i, k(n−1)) to a palindromic element in W by left multiplying by w
0 . Hence the Poincaré polynomial for w (i,k) is palindromic. However, each twisted spiral permutation contains the pattern 3412. We will see in Section 6 that elements of this infinite family, 
Factoring Poincaré Polynomials
The goal of this section is to prove the first direction of the main theorem as stated below in Theorem 3.1. We will use an adaptation of the proof for the non-affine case given by Gasharov in [14] . In particular, we show that if w avoids 3412 and 4231, we may repeatedly factor off palindromic terms from P w (q). For w ∈ S n , Gasharov shows that the factors of the Poincaré polynomial for (rationally) smooth elements are all of the form (1 + q + · · · + q k ). However, for w ∈ S n , we will see that the factors sometimes end up being the more general q-binomial coefficients instead.
Theorem 3.1. Let w ∈ S n be an affine permutation that avoids the patterns 3412 and 4231. Then
Given any finite ordered sequence of integers t = t 1 t 2 . . . t p , define the subsequence of left to right maxima of t, denoted a = a 1 a 2 . . . a ℓ , as follows. Set a 1 = t 1 and i 1 = 1. Inductively, let i j+1 be the smallest index greater than i j with t i j+1 > t k for all k < i j+1 . Then set a j+1 = t i j+1 . Note that by its construction t 1 = a 1 < · · · < a ℓ . This subsequence can be obtained by reading t from left to right and recording the value each time a new maximum is obtained. Similarly, we can define the
Let w ∈ S n and α ∈ Z. Define the subword of α-inversions of w by v (α) = w i 0 w i 1 · · · w i k , where i 0 = α and i 1 < i 2 < · · · < i k indexes the subsequence of all values to the right of α forming an inversion with w α . Call v (α) uninterrupted if v (α) is a consecutive subword of w. Otherwise, we say
Throughout the rest of this section, assume w ∈ S n and w is not the identity element. Fix α ∈ Z to be the index such that w α is the largest element in the window [w 1 , . . . , w n ] that has a non-trivial subword of α-inversions. Such an α exists since w is not the identity permutation. Let Proof. Since w avoids the pattern 4231, for any w i ∈ v\u we must have w i < u ℓ . To see this, suppose, par contradiction, that there exists an w i ∈ v\u with w i > u ℓ . Since w i / ∈ u, there must exist some i < j < i p such that w j ∈ u and w i < w j . But then w α w i w j u ℓ forms a 4231 pattern, giving a contradiction.
Since u = v, there exists some w j ∈ v\u, which must have w j < u ℓ by the above argument. The definition of α guarantees that for any integer i < α, we have w i < w α . Thus, for any i < α we must also have w i < u ℓ or else w i w α w j u ℓ will form a 3412 pattern in w.
Let m = w α − u ℓ . Then by the previous argument and the fact that w : Z → Z is a bijection, every value between w α and w α − m must occur in v, or else u = v. All of these values must occur in decreasing order, otherwise w would have a 4231 pattern.
We now prove a lemma that is new to the affine case that arises since the subsequence v need not be a consecutive subsequence. Let w β be the largest element of w interrupting v, and recall u ℓ = w ip . By the above paragraph, w β must occur in the last interrupting subsequence. Then for any β < j < i p , we must have w j < w β since w β was chosen to be the maximal interrupter. We must also have w j > w ip , since v is decreasing to the right of the first interrupting subsequence. Then all w j with β ≤ j ≤ i p must occur in decreasing order or else we get a 4231 pattern.
Definition 3.4. Let x = x 1 x 2 · · · x k be a consecutive subsequence of the one-line notation of w. Call x a factoring subword of w if it has all of the following properties:
(1) x is decreasing, (2) x 1 is larger than all elements to its left in w, (3) x k is smaller than all elements to its right in w,
if x k is larger than all elements to the left of x 1 in w, then all elements to the right of x k in w are larger than x 1 .
Note that Property (1) implies k ≤ n since there cannot be a consecutive decreasing subword of length longer than n in any element of S n .
Lemma 3.5. Suppose w avoids the patterns 3412 and 4231. Then either w or w −1 (or both) has a factoring subword.
Proof. If v is decreasing and not interrupted, set x = v, and x will be a factoring subword. To see that Property (4) holds, note that since v is not interrupted, x 1 = w α , and no element to the right of x k in w can form an α-inversion.
If v is not decreasing and not interrupted, then by Lemma 3.2, u = w α (w α − 1) · · · (w α − m) for some m. Let x be the subword of w −1 corresponding to u. In other words, x = w
wα−1 w −1 wα . Note, x is a consecutive subword of w −1 , since the values of u are all consecutive. Property (1) holds, since u is decreasing. Since w α is larger than all elements to its left in w, w −1 wα will be smaller than all elements to its right in w −1 , so that Property (2) holds. Similarly, since u ℓ is smaller than all elements to its right in w, w
wα−m will be larger than all elements to its left in w −1 . Thus, Property (3) holds. Finally, if there exists some j > w α , such that α = w −1 wα < w −1
wα−m = i p , then this contradicts the hypothesis that v is not interrupted. Hence, Property (4) is always true. Thus, x is a factoring subword of w −1 .
If v is interrupted, let x = x 1 · · · x k be the consecutive subsequence of w starting at the maximal interrupter, w β , and ending at u ℓ . By Lemma 3.3, properties (1)-(3) hold. Since w α is not in x and x k < w α , Property (4) is vacuously true. Hence, x is a factoring subword.
3.1. The Factoring Map. The goal of this subsection is to define a map Ψ : w → w ′ such that P w ′ (q) divides P w (q) and the quotient P w (q)/P w ′ (q) is palindromic. This map will be defined whenever w avoids the pattern 3412 and has a factoring subword.
Define Ψ as follows. Let x = x 1 · · · x k be a factoring subword for w, and let x j be the rightmost element in x such that there is no element of w to the left of x 1 that is bigger than x j . Call x j the pivot point of the factoring subword. In the event where j = k, use x 1 as the pivot point instead.
This will happen, for example, when the subword of α-inversions is not interrupted. Suppose x j = w γ is the pivot point embedded in w. Using the definition of c(a, b) in Section 2.5,
Define Ψ (w) = w · σ −1 , so that w = Ψ (w)σ. In terms of the one-line notation for w, this has the effect of shuffling x 1 · · · x j to the right past x j+1 · · · x k .
As an example, take n = 6 and w = [8, 3, 1, 0, 4, 5]14, 9, 7, 6, 10, 11 · · · ∈ S 6 .
Then w α = 8 so that v = 8, 3, 1, 0, 4, 5, 7, 6 and u = 8, 7, 6. A factoring subword is x = 14, 9, 7, 6, which has pivot point x 2 = w 8 = 9. Hence,
where the indices of the generators are taken mod n, so that Lemma 3.6. Every reduced expression for σ begins with the letter
Recall the definition of the q-binomial coefficients k j q in (2.4). Then we have the following lemma.
which is palindromic.
Proof. Since σ has only one descent, the order ideal of σ in the quotient J ( S n ) corresponds to the classical Grassmannian G(j, k) consisting of all partitions that fit inside a (k − j) × j rectangle. In [34, Proposition 1.3.19] it is shown that P σ (q) = k j q , which is known to be palindromic by box complementation.
We now show that Ψ (w) always lies in some proper parabolic subgroup whenever it is defined.
Note that in the proof below we only explicitly use avoidance of the pattern 3412. However, the assumption that w avoids the pattern 4231 is implicitly used to guarantee the existence of a factoring subword in Lemma 3.5.
Lemma 3.8. Suppose w avoids the pattern 3412 and contains a factoring subword x = x 1 · · · x k . Set
Proof. Let x j be the pivot point of x, so that w ′ d+1 = x 1 . Let w ′ δ be the largest element strictly to the left of x 1 in w ′ . We will show lies to the left of x 1 − n in w ′ , which is a contradiction, since w ′ d+1 = x 1 .
Proof. Since w ′ ∈ ( S n ) J and σ ∈ J S n , then w = w ′ σ is the parabolic decomposition for w given in Proposition 2.2. Let s i 1 · · · s iq be a reduced expression for w ′ , and let s d s j 2 · · · s jr be a reduced expression for σ. Proof. Let x = x 1 · · · x k be a factoring subword for w, and let x j = w γ be the pivot point. Partition
x as y = x 1 · · · x j and z = x j+1 · · · x k . Since x is decreasing, this implies every element of y is larger than every element of z. Moreover, when considered as subwords of either w or w ′ , every element of y is larger than all elements to its left not in y. Consider the following consecutive sequences in w and w ′ : Proof of Theorem 3.1. The proof is by induction on ℓ(w). Since w avoids the patterns 3412 and 4231, by Lemma 3.5, either w of w −1 has a factoring subword. We may assume w has a factoring subword since P w (q) = P w −1 (q). Set w ′ = Ψ (w), so that w = w ′ σ. By Lemma 3.9, we have w ′ = m(w, J). By Lemma 3.6, we have σ ∈ J ( S n ). Hence, by Proposition 2.6,
By Lemma 3.7, J P σ (q) is palindromic (in fact, a q-binomial coefficient). Lemma 3.10 shows that w ′ avoids 3412 and 4231, so by induction, P w ′ (q) is also palindromic.
When w Contains 4231
The goal of this section is to prove the following theorem.
Theorem 4.1. Let w ∈ S n be an affine permutation that contains the pattern 4231. Then P w (q) is not palindromic.
In particular, we show that if
Recall that c 1 counts the number of unique generators occurring in any reduced expression for w, and that c ℓ(w)−1 counts the number of affine permutations covered by w in Bruhat order. We will construct a graph whose edges correspond to these covering relations. Whenever w contains 4231, this graph will have more than c 1 edges.
Let w ∈ S n . Fix β ∈ Z such that w i < w β for all i < β, and let a 1 , . . . , a r be the indices corresponding to the subsequence of left to right maxima in the window [w β , . . . , w β+n−1 ]. Let G β be the graph on the vertices (4.1) V β = {j ∈ Z : j ≥ β and w j ≤ w ar }, with edges
For 1 ≤ i ≤ r − 1, let H i,β be the induced subgraph of G β on the vertices [a i , a i+1 ), and let H r,β be the induced subgraph of
The following technical lemma is used to determine if w is in a proper parabolic subgroup or not.
Lemma 4.2. If r ≥ 2, and there exists some 1 ≤ i ≤ r − 1 such that for all a i+1 ≤ b < a i+1 + n, w b > w a i , then w is in a proper parabolic subgroup. If w is not in a proper parabolic subgroup, then either r = 1, or for all 1 ≤ i ≤ r − 1 there exists some a i+1 < j < a i+1 + n, such that w j < w a i .
Proof. Suppose r ≥ 2 and such an i exists. Let w j = min{w a i+1 , . . . , w a i+1 +n−1 }. Note that w j > w a i by our assumptions on i. Also, by our choice of j, for all a i+1 ≤ b < a i+1 + n, we have w j ≤ w b .
Suppose there exists some a i+1 ≤ k < a i+1 + n with w k > w j + n. Then k − n < a i+1 and
which contradicts the choice of β. If β ≤ k − n < a i , this contradicts a i being a left to right maximum. Finally, if a i < k − n < a i+1 , this would mean there is some left to right maximum between a i and a i+1 , contradicting the fact that a i and a i+1 are two consecutive maxima. So we must have w j ≤ w a i+1 , . . . , w a i+1 +n−1 < w j +n. Hence, by Proposition 2.11, w is in a proper parabolic subgroup. The second statement of the lemma is the contrapositive of the first.
The next lemma will be useful for counting edges in G β .
Lemma 4.3. Let w ∈ S n , and let i < j be such that w i > w j . If either j − i < n or w i − w j < n, then there exists an increasing sequence
Proof. Suppose j − i < n. Pick i 2 such that w i 1 > w i 2 ≥ w j and i 2 − i 1 is minimal. By Proposition 2.8, ℓ(wt i 1 ,i 2 ) = ℓ(w) − 1. Similarly, if we have defined i 1 < i 2 < · · · < i r−1 < j, then we can pick i r such that w i r−1 > w ir ≥ w j and i r − i r−1 is minimal. Then again by Proposition 2.8, ℓ(wt i r−1 ,ir ) = ℓ(w) − 1. The same proof works when w i − w j < n, only instead choose i r to minimize
Lemma 4.4. Each H i,β is connected, and hence H β has at least n − r edges.
Proof. We start by showing that if a i < j < a i+1 for some 1 ≤ i < r, then there is a path in G β from a i to j. By the construction of the a i , we always have a i+1 − a i < n, so that j − a i < n. Since w a i > w j , such a path exists by Lemma 4.3. Similarly, if a r ≤ j < β + n, then there is a path in G β from a r to j. Hence, each H i,β is connected. Since H β is a graph on n vertices with at most r connected components, it has at least n − r edges.
In the case where w is not in a proper parabolic subgroup, we can improve on the lower bound for the number of edges in G β .
Lemma 4.5. If w ∈ S n is not contained in any proper parabolic subgroup, then G β has at least n edges.
Proof. First suppose r = 1. Then w β is the largest element in the window [w β , . . . , w β+n−1 ]. Let w j = min{w β , . . . , w β+n−1 }. Since w is not in a proper parabolic subgroup, we must have w β −w j > n.
There exists some s ≥ 1 such that 0 < w β − w j+sn < n. By Lemma 4.3, there is some sequence Second, suppose r ≥ 2. Let 1 ≤ i < r. By Lemma 4.2, there exists some integer a i+1 < j < a i+1 +n such that w j < w a i . Then there exists some s ≥ 0 such that 0 < w a i − w j+sn < n. By Lemma 4.3, there is a sequence a i = i 1 < · · · < i p = j + sn, such that ℓ(wt im,i m+1 ) = ℓ(w)− 1, for each 1 ≤ m < p.
Let m be the largest index such that i m is a vertex in H i,β . Then the edge e i = (i m , i m+1 ) is not contained in H β , but is in G β . Repeat this process for each 1 ≤ i < r.
Fix j such that w j = min{w β , . . . , w β+n−1 }. Again, since w is not in a proper parabolic subgroup, we have some β ≤ k < β + n, such that w k < w j or w k > w j+n by Corollary 2.12. But, by the definition of w j , we cannot have w k < w j . Hence, w k > w j+n . Since w ar is the largest element in {w β , . . . , w β+n−1 }, we have w ar ≥ w k > w j+n . Then there exists some s ≥ 1 such that w ar − w j+sn < n. So again, by Lemma 4.3, there is a sequence a r = i 1 < · · · < i p = j + sn, such that ℓ(wt im,i m+1 ) = ℓ(w) − 1, for each 1 ≤ m < p. Let m be the largest index such that i m is a vertex in H r,β . Then the edge e r = (i m , i m+1 ) is not contained in H β , but is in G β .
We have found r edges, e 1 , . . . , e r , which are not contained in H β . By Lemma 4.4, H β has at least n − r edges. Hence, G β has at least n edges.
Proof of Theorem 4.1. Suppose w contains the pattern 4231. Then there exist indices i 4 < i 2 < i 3 < i 1 , such that w i 1 < w i 2 < w i 3 < w i 4 . If there exists some j < i 4 with w j > w i 4 , replace i 4 with j. Hence, we may assume w i 4 > w j , for all j < i 4 . By decreasing i 1 , i 2 , and i 3 , we may assume i 2 − i 4 < n and i 3 − i 1 < n, and also that there is no i 2 < j < i 3 with w i 2 < w j < w i 4 and no i 3 < j < i 1 with w j < w i 2 . We may then replace i 4 by the largest value in the range i 4 ≤ j < i 2 with w j ≥ w i 4 . Call the final choice of i 4 < i 2 < i 3 < i 1 the normalized pattern.
Set β = i 4 , and construct G β as above. By construction a 1 = β = i 4 . By normalization a 1 < i 2 < i 4+n and i 2 < a 2 if a 2 exists.
By Proposition 2.14, we may assume w is not in a proper parabolic subgroup, and hence c 1 = n.
Note that Lemma 4.5 gives |E β | ≥ n. This lower bound on the number of edges in G β is based on the edges in a spanning forest of H β . So if we can show that there is either a cycle in H β , or another edge, different from the e i found in Lemma4.5, that is not contained in any H i,β , we will get that
There are three ways the 4231 pattern can appear in w based on how the pattern intersperses with a 1 , a 2 and i 4 + n.
Case 1: Suppose i 1 < a 2 (or i 1 < i 4 + n in the case where r = 1).
Then, since a 2 − a 1 < n, we have i 1 − i 4 < n. So, by Lemma 4.3, there is a path in H 1,β connecting i 4 to i 2 and i 3 and a path in H 1,β connecting i 1 to i 2 and i 3 . Hence, there is a cycle in H 1,β .
Case 2: Suppose a 1 < i 2 < i 3 < a 2 < i 1 (or i 3 < i 4 + n < i 1 if r = 1).
By the normalization of the 4231 pattern, we have i 2 −i 4 < n and i 1 −i 3 < n. By Lemma 4.3, there is a path from i 3 to i 1 in G β . Let γ = (u, v) be the last edge in this path such that u is a vertex in H 1,β . Also, there is some s ≥ 0 such that 0 < w i 2 − w i 1 +sn < n. Hence, there is a sequence from i 2 to i 1 + sn. Let δ = (u ′ , v ′ ) be the last edge in this sequence such that u ′ is a vertex in H 1,β .
If u = u ′ , then there is a cycle in H 1,β , since there is already a path from i 4 to i 2 and a path from i 4 to i 3 . If instead, u = u ′ , then γ = δ. At most one of γ and δ can equal e 1 and neither are in H β .
Case 3: Finally, suppose a 1 < i 2 < a 2 < i 3 (or a 1 < i 2 < i 4 + n < i 3 if r = 1).
There exists some q ≥ 0 such that 0 < w i 2 − w i 1 +qn < n. Hence, there is a sequence from i 2 to i 1 + qn. Let γ = (u, v) be the last edge in this sequence such that u is an edge in H 1,β .
Similarly, there exists some s ≥ 0 such that 0 < w i 4 − w i 3 +sn < n. Hence, there is a path from i 4 to i 3 + sn. Let δ = (u ′ , v ′ ) be the last edge in this sequence such that u ′ is a vertex in H 1,β . Since w v < w i 2 < w i 3 ≤ w v ′ , we have γ = δ. At most one of γ and δ can equal e 1 and neither are in H β .
Affine Bruhat Pictures
In this section we introduce an affine version of Bruhat pictures, which first appeared in [4] . We use these pictures to flatten a pair x < w as much as possible while preserving the length difference and the size of the set R(x, w). The key result is Corollary 5.4.
Given an affine permutation w ∈ S n , we can visualize w as {(i, w i ) : i ∈ Z} ⊂ Z 2 . We think of each pair (i, w i ) as a point in the plane drawn in Cartesian coordinates. Let pt w (i) = (i, w i ). Furthermore, when comparing two affine permutations x, w in Bruhat order using the rank difference function d x,w and Theorem 2.9, it is useful to visualize the nonzero entries of the function d x,w as a union of shaded rectangles in the plane. Combining both visualizations we get an affine Bruhat picture. Recall from Section 2.2, R(x, w) = {t ∈ T : x < xt ≤ w}. Given integers p < q such that x p < x q , we will use the affine Bruhat pictures to determine if x < xt p,q ≤ w. Observe that d x,xtp,q is positive on the periodic union of rectangles is contained in exactly m consecutive translates of A p,q,0 (x), then d x,xtp,q = m. Thus, we get the following criterion for determining if t p,q ∈ R(x, w).
Lemma 5.1. Given affine permutations x < w and integers p < q such that
As an example of computing R(x, w) using shading, let w = [6, −3, 8, 5, 4, 1] and x = [1, 2, 6, 5, 4, 3] (see Figure 2 ). Then However, removing some of these rows and columns would change ℓ(w) − ℓ(x) and/or #R(x, w). We want to identify which rows and columns where x i = w i can be removed while maintaining the length difference and #R(x, w). This will simplify the Bruhat pictures that follow.
Consider w ∈ S n as points drawn in the plane. For i ∈ Z, let w i be the unique affine permutation with points obtained from the points of w by deleting columns i + kn and rows w i + kn for all k ∈ Z.
The remaining rows and columns of this infinite array should now be relabeled in such a way that Lemma 5.2. Suppose x < w ∈ S n . Let i be an integer such that pt x (i) = pt w (i) and d x,w (pt
Proof. Recall, ℓ(w) is the number of affine inversions for w. We claim ℓ(w) − ℓ(w i ) = r w (pt w (i)) + r ′ w (pt w (i)) since all the affine inversions which involve a translate of pt w (i) can be represented by a point northwest of pt w (i) or southeast of pt w (i). Therefore,
The last line is 0 by assumption, thus proving the lemma.
Lemma 5.3. Suppose x < w ∈ S n . Let i be an integer such that x i = w i and d(i, w i + 1) =
Then there is a bijection between R(x, w) and R(x i , w i ). The analogous statement
Proof. Consider the rows and columns of w i to be labeled as a subset of the rows and columns of w instead of relabeling. Since x i = w i , the values of d x,w and d x i ,w i agree at all the points where
Hence, by Lemma 5.1, for every t a,b ∈ R(x i , w i ), there is a corresponding reflection in R(x, w).
Conversely, we claim every t a,b ∈ R(x, w) has a ≡ i and b ≡ i (mod n) and so corresponds with a reflection in R(x i , w i ), by Lemma 5.1 again. To prove the claim, assume that there exists a
We say the pair x < w is flattened if no index i exists such that
Otherwise, the pair is flattenable. Observe that x i < w i since x < w and the values of d x,w and d x i ,w i agree at all the points where d x i ,w i is defined. Let x < w be the flattened pair obtained from 
When w Contains 3412
The goal of this section is to prove that any affine permutation w containing a 3412 pattern is either a twisted spiral element or there exists a x < w such that #R(x, w) > ℓ(w). In the latter case, this implies P w (q) is not palindromic and X w is not rationally smooth by Theorem 2.1. We simplify the proofs by squeezing the pattern down as much as possible to a normalized 3412 pattern and flattening x, w down to the smallest S n possible. The key tool we use is the affine Bruhat pictures defined in Section 5. The arguments generalize [4, Section 4] to affine permutations. Theorem 6.1. If w ∈ S n contains the pattern 3412, but is not a twisted spiral permutation, then
Proof. Suppose w ∈ S n contains 3412 at indices i 3 < i 4 < i 1 < i 2 . By Theorem 4.1 we may also assume that w avoids the pattern 4231. We normalize the pattern that occurs by squeezing it together as far as possible. This is accomplished using the following procedure. Keep repeating this process until no more changes occur. Since 0 < i ′ 1 − i ′ 4 < i 1 − i 4 , this process will eventually terminate. Renaming i ′ j to i j gives a 3412 pattern as in Figure 3 , where the dotted regions contains no points in w including the unbounded regions above and below the pattern. Furthermore, since w avoids the pattern 4231, any values of w lying in regions A, B, or C must occur in decreasing order. We claim that, assuming the 3412 pattern is normalized, the pair x, w is flattened, and w does not contain 4231, there are only 4 possible interspersed arrangements as shown in Figure 5 . Since the pair x, w is flattened, we can assume there are no points in the affine
Bruhat picture outside the shaded regions. Examining the affine Bruhat pictures in Figure 5 , we see that, in the first picture, ℓ(w)−ℓ(x) = 2k+3 and #R(x, w) ≥ 2k+4. In the remaining three pictures, we have ℓ(w) − ℓ(x) = 2k + 5 and #R(x, w) > 2k + 5. Hence, in all of these cases, P w (q) cannot be palindromic by Proposition 2.1.
It remains to prove the claim that these are all possible arrangements. If either i 2 < i 3 +n, or w i 4 < w i 1 +n , then the shaded regions do not overlap, as seen in the first picture of Figure 5 .
In this case, ℓ(w) − ℓ(x) and #R(x, w) do not depend on how the other values intersperse the pattern.
Suppose i 2 > i 3 + n and w i 4 > w i 1 +n , so that the translated shaded regions do overlap.
We must have i 2 < i 1 + n or else we obtain a dot in one of the forbidden regions in Figure 4 . Consider first, when w i 2 < w i 4 +k < · · · < w i 4 +1 < w i 1 +n . By our normalization procedure, there are two possibilities for w i 4 ; either w i 1 +n < w i 4 < w i 2 +n or w i 4 +1+n < w i 4 < w i 3 +n .
These cases appear in pictures 2 and 3 of Figure 5 . In either case, the relative value of w i 3 is forced in the interval w i 4 +1 < w i 3 < w i 1 +n , by the normalization procedure.
Finally, consider the case where w i 1 +n < w i 4 +k < · · · < w i 4 +1 < w i 2 +n . If w i 4 > w i 4 +1+n , then w i 4 w i 4 +1 w i 4 +1+n w i 1 +n forms a 4231 pattern. If w i 2 +n < w i 4 < w i 4 +1+n , then we could replace the 3412 pattern with w i 4 −n w i 4 +1 w i 1 w i 2 in the normalization procedure. Hence, we must have w i 4 < w i 2 +n . This case corresponds to the last picture in Figure 5 . Again, the relative value of w i 3 is forced. Figure 5 . Cases with i 3 ≡ i 4 and i 1 ≡ i 2 (mod n).
Case 2: Two residues the same.
There are only two cases to consider; either i 3 ≡ i 4 (mod n) or i 1 ≡ i 2 (mod n). Note that both cannot happen simultaneously, otherwise w i 3 w i 4 +1−n w i 4 +1 w i 1 gives a 4231 pattern.
The picture for the case where i 3 ≡ i 4 is given in Figure 6 . The picture for the other case can be obtained by turning Figure 6 upside-down. In either case
we have ℓ(w) − ℓ(x) = 2k + 3 and #R(x, w) = 2k + 4.
Note that Figure 6 represents the only possible interspersing arrangement in this case.
In particular, we must have w i 3 < w i 1 +n . Otherwise, w i 1 +n < w i 4 +k by Figure 4 , and In this case we do not flatten the affine permutation and use Bruhat pictures. Instead, we use the methods and notation from Section 4 to show directly that the Poincaré polynomial fails to be palindromic at degree 1. Fix β such that w β = max j≤i 3 {w j }. Hence, β ≤ i 3 < β + n.
Construct the graph G β , as in Section 4, and let e 1 , . . . , e r be the extra edges from Lemma 4.5.
By Proposition 2.14, we may assume w is not contained in a proper parabolic subgroup.
Hence, we need only show that |E β | > n. By Lemma 4.5, |E β | ≥ n so we need only show there exists one edge not in H β or in {e 1 , . . . , e r }. Suppose i 3 is a vertex in H i,β ⊂ G β .
There are three ways the 3412 pattern can occur in G β in this case.
(a) i 4 < i 3 + n.
If i 2 − i 3 < n, then γ = (i 3 , i 2 ) is an edge in G β , by Proposition 2.8. Otherwise, there exists some m ≥ 0 such that 0 < w i 3 − w i 2 +mn < n, in which case γ = (i 3 , i 2 + mn)
is an edge in G β . Since i 1 = i 4 + 1 and i 4 < i 3 + n, we also have i 1 < i 3 + n. Hence, there is a sequence i 3 = j 1 < j 2 < · · · < j p = i 1 , such that ℓ(wt jm,j m+1 ) = ℓ(w) − 1 for all 1 ≤ m < p, by Lemma 4.3 which gives us a path in G β from i 3 to i 1 . Let δ be the first edge in this path not contained entirely in H i,β . Since i 3 < i 4 < i 1 and w i 4 > w i 3 , i 3 and i 1 cannot both be in H i,β , we conclude such an edge δ exists. At most one of γ and δ can be the added edge e i and neither edge is in H β .
(b) i 4 ≥ i 3 + n and i 1 ≡ i 2 (mod n).
There exist u, v ≥ 0 such that 0 < w i 3 − w i 1 +un < n and 0 < w i 3 − w i 2 +vn < n.
By the way we have normalized the 3412 pattern, there is no i 3 < j < i 2 + vn with w i 2 +vn < w j < w i 3 , since w j−vn cannot be in the dotted region of Figure 3 . Hence,
To identify a second edge in G β , we must consider the different ways pt w (i 1 + un) and If i 2 − n is not a vertex in H i,β , then let δ be the first edge in the sequence from i 3 to i 2 − n that leaves H i,β . Otherwise, if i 2 − n is a vertex in H i,β , then let δ be the first edge in the sequence from i 2 − n to i 1 that leaves H i,β . In either case, δ is different from γ, since its right endpoint is smaller. At most one of γ and δ can be the added edge e i and neither edge is in H β .
(c) i 4 > i 3 + n and i 1 ≡ i 2 (mod n).
As in Case 1b, there exists some s ≥ 1 such that 0 < w i 3 − w i 1 +sn < n and the edge γ = (i 3 , i 1 + sn) is in G β . Since w i 4 > w i 2 = w i 1 +n , we have w i 4 −n > w i 1 . Since i 4 − i 3 > n, we must have w i 4 − w i 3 < n. In fact, by the normalization of the 3412 pattern, this forces w i 1 < w i 4 −n < w i 2 . There are two cases to consider.
If i 4 − n is not a vertex in H i,β , then let δ be the first edge in the sequence from i 3 to i 4 − n that leaves H i,β . If instead, i 4 − n is a vertex in H i,β , then let δ be the first edge in the sequence from i 4 − n to i 1 that leaves H i,β . In either case, δ if different from γ, since the right end point of δ is smaller than w i 2 . At most one of γ and δ can be the added edge e i and neither edge is in H β .
Case 2: Every normalized 3412 pattern has i 3 ≡ i 4 and i 1 ≡ i 2 (mod n).
We can assume that i 3 = i 4 − n and i 2 = i 1 + n. Then w is as in Figure 7 where region E is the rectangle with corners at (i 1 − n, w i 4 −2n ) and (i 4 , w i 1 +n ). Since w avoids 4231, either all of the values in region E are decreasing or E is empty. (a) Region E is nonempty.
There exists some i 1 − n < j < i 4 with w i 1 < w j < w i 1 +n . By the normalization process, w i 4 −n < w j+n < w i 1 +2n , since there is no i 1 < k < i 1 + n with w i 1 +n < w k < w i 4 −n .
Hence, w i 4 +rn < w i 1 +(r+1)n < w i 4 +(r−1)n for all r ∈ Z. Let x = wt i 4 −n,i 1 t i 4 ,i 1 . Replace Figure 9 . Region E is empty, but regions D and F are nonempty (k = 3, 4).
(c) Region E is empty, and exactly one of regions D and F is empty.
Note, one of them must be nonempty whenever n ≥ 3. Assume, D is nonempty, the other case being similar. Figure 10 .
For all k ≥ 1, we have ℓ(w) − ℓ(x) = 2k + 3 and #R(x, w) = 2k + 4. The picture for the case F is nonempty and contains an ascent can be obtained by turning Figure 10 upside-down.
Finally, if the values in region D are all decreasing, then the entries must be n − 1 consecutive values in consecutive positions, or else either region D or E will be nonempty since w is a bijection. In this case, we claim w is a twisted spiral permutation.
To prove the claim, let k ≥ 2 be the integer such that w i 1 +kn = w i 4 − 1. Then w · c(i 4 , k(n − 1)) = w 0 , using the notation from Section 2.5. Hence, by (2.3), w is a twisted spiral permutation.
Further Directions
Unlike rationally smooth Schubert varieties, there are only finitely many smooth Schubert varieties corresponding to affine permutations. In the proof of Theorem 3.1, we saw that any 3412 and 4231 avoiding affine permutation can be written in the form w = w ′ σ, with ℓ(w) = ℓ(w ′ ) + ℓ(σ). Both w ′ and σ are elements of a proper parabolic subgroup of S n , and hence ℓ(w ′ ), ℓ(σ) ≤ n 2 . Thus, we have the following corollary. Since the number of affine permutations of length at most 2 n 2 is finite, we would like to compute how many affine permutations in S n avoid both 3412 and 4231. Conjecturally, this is equivalent to the number of smooth affine Schubert varieties of type A n . Starting with n = 2, the first few terms of this sequence are 5, 31, 173, 891, 4373, which did not previously appear in Sloane's [33] .
In [6] 
