X-ray free-electron lasers deliver intense femtosecond pulses that promise to yield high resolution diffraction data of nanocrystals before the destruction of the sample by radiation damage. Diffraction intensities of lysozyme nanocrystals collected at the Linac Coherent Light Source using 2 keV photons were used for structure determination by molecular replacement and analyzed for radiation damage as a function of pulse length and fluence. Signatures of radiation damage are observed for pulses as short as 70 fs. Parametric scaling used in conventional crystallography does not account for the observed effects.
X-ray free-electron lasers deliver intense femtosecond pulses that promise to yield high resolution diffraction data of nanocrystals before the destruction of the sample by radiation damage. Diffraction intensities of lysozyme nanocrystals collected at the Linac Coherent Light Source using 2 keV photons were used for structure determination by molecular replacement and analyzed for radiation damage as a function of pulse length and fluence. Signatures of radiation damage are observed for pulses as short as 70 fs. Parametric scaling used in conventional crystallography does not account for the observed effects. The elucidation of macromolecular structures is an important step in the quest for understanding the chemical mechanisms underlying biological function. X-ray crystallography is a mature yet still advancing method that allows structure determination of molecules with any molecular weight. The ultimate structural resolution is limited only by the crystal quality (size and order of the lattice) and by radiation damage. In many cases, growing large crystals is extremely challenging-in particular for large macromolecular complexes and membrane proteins. Crystal size and radiation damage are entangled entities; a reduction in crystal size demands for higher fluence to sustain sufficient diffraction intensity, 1 increasing the extent of radiation damage.
Initial radiation damage inflicted by hard x-rays in the energy range up to about 20 keV is dominated by the photoelectric effect. Removing electrons from individual atoms leads to electronic [2] [3] [4] [5] and chemical changes [6] [7] [8] [9] and will ultimately decrease the overall scattering power of the sample. Crystals cooled to liquid nitrogen temperature tolerate a dose of 30 MGy. 10 It has been predicted that this dose 10, 11 can be increased significantly if the diffraction data is collected using intense femtosecond x-ray pulses, which are short enough to have passed the sample before significant electronic rearrangements and atomic displacements occur ("diffractionbefore-destruction" 12 ). The advent of free-electron lasers (FELs) provides femtosecond pulses with peak brilliances that are about nine orders of magnitude higher than those provided by third generation synchrotron sources. The newly commissioned FEL at SLAC National Accelerator Laboratory, the Linac Coherent Light Source (LCLS), 13 accesses the hard-x-ray regime. Recently, the concept of serial femtosecond crystallography (SFX) has been demonstrated on photosystem I (PSI) by injecting a stream of hydrated nanocrystals into the FEL interaction region, collecting diffraction patterns from single, randomly oriented crystals hit by the femtosecond x-ray pulses.
14 In SFX, due to the high intensity of the FEL, the crystal is destroyed and has to be replaced after each exposure. Here, we quantitatively analyze the quality of such data as a function of incident irradiance and FEL pulse length using lysozyme nanocrystals 15 as a model system. The experiments were performed at the LCLS 13 at the Atomic Molecular and Optical (AMO) beamline 16 in vacuo in the CFEL-ASG Multi-Purpose (CAMP) instrument. 17 Using a liquid microjet, 18 chemically cross-linked, monodisperse lysozyme crystals (0.4 × 0.4 × 0.8 μm 3 ) 19 immersed in a continuous stream of water that was 4 μm in diameter were introduced into the spatially coherent, monochromatic FEL beam. The maximum photon energy available at the AMO beamline (2 keV, 6.2Å wavelength) was used with nominal pulse durations between 70 fs and 400 fs and more than 10 12 photons/pulse (Table I ). The pulses were focused to a 10 μm 2 spot. 13 The crystals absorbed a dose of up to 3 GGy each (Table I) as calculated with the program RADDOSE. 20 Single-shot diffraction data were recorded using a pair of pnCCD detectors (Fig. 1) , 14, 17 operating at the 60 Hz repetition rate of the FEL. Detector halves were placed 66.0 mm and 68.6 mm downstream of the interaction region, covering angles between 4.1
• to 48
• . Offset-and common-mode corrections were applied to reduce the detector-based background in the diffraction patterns.
14 Bragg peaks in the individual diffraction patterns were identified and located by applying a discrimination algorithm based on a local threshold of four standard deviations above the mean. The local background around each peak was subtracted using a method similar to that implemented in DENZO. 21 Peak positions were corrected with respect to pulse-to-pulse wavelength variations in every individual diffraction pattern. After polarization correction, assuming 99% polarization in the horizontal plane, the indexing of diffraction patterns was reduced to a one-dimensional problem by combining the integrated Bragg peaks into a virtual powder pattern for each pulse length The intensities obtained were limited to 7.6Å resolution by the x-ray wavelength and the geometry of the experimental setup. The quality of the SFX-derived diffraction intensities was analyzed by comparison with conventional powder diffraction data collected at 10 keV at the Swiss Light Source from crystals of the same batch used in the SFX experiments. The correlation coefficients between intensities extracted by curve fitting from the SFX data and conventional powder diffraction data were between 84% and 93% for all pulse lengths to 10Å resolution after which the correlations degraded due to overlapping Debye-Scherrer rings. To analyze the quality of the SFX-derived data with respect to structure determination, we phased the SFX diffraction intensities by molecular replacement. A lysozyme model (PDB entry 1VDS) was randomly oriented and positioned in space, and a rotation and translation search was performed with the CCP4 program FSEARCH. 22 Diffraction data of all pulse lengths yielded molecular replacement solutions that were in Randomly oriented lysozyme nanocrystals (blue) were introduced into the focus of the x-ray beam (yellow) by a gas-focused water jet (gray) (Ref. 18) . Diffraction data (white spots) were collected using a pair of pnCCD detectors (black) (Refs. 14 and 17), set at different vertical distances with respect to the beam to cover high scattering angles. excellent agreement with the true orientation and position of the lysozyme molecule in the asymmetric unit, demonstrating that structure determination using SFX is feasible (Ref. 23 , Fig. S2 ).
Radiation damage processes start on the femtosecond time scale and may interfere with structure determination. In order to explore the influence of the pulse duration on the diffraction intensities, SFX data were collected using nominal pulse durations (Table I) of 70, 85, 100, 150, 200, 250, 300, 400 fs and 78 fs at the end to rule out systematic changes during the experiment. To enable a meaningful comparison of the various data sets, the effects of variations in the absolute number of crystals exposed in individual runs as well as in FEL pulse energy (Table I) were removed by normalizing all data sets to each other in the low resolution region (22-13Å) . This region is considered to be least affected by radiation damage and by photons scattered by the surrounding liquid jet, which affect the lowest scattering angles and could not fully be suppressed during the peak-finding process. Ignoring variations in irradiance for the various runs (Table I) , we first analyzed the quality of the data as a function of pulse length relative to the 70 fs data, assumed to be the least affected by damage. We found a systematic decrease of the intensities of high resolution reflections for pulse lengths longer than 100 fs [ Fig. 2(d) ]. The reduced apparent damage of the 400 fs data compared to that of the 300 fs data may be explained by the lower pulse energy of the 400 fs pulses.
The influence of irradiance could be observed not only by changing the beam parameters but also by analyzing the apparent intensity differences between individual diffraction patterns. The uniform size distribution of the crystals established by both TEM and by the Lorentzian shape of the diffraction peaks in the one-dimensional intensity profiles suggested that variation in the crystals was not the source of the observed intensity differences. Therefore, we assumed that high intensities were caused by diffraction from crystals that were located in the center of the approximately Gaussian FEL beam intensity profile and/or were hit by an intense FEL pulse. Indeed, using a subset of the data for all pulse lengths that had similar intensities for the highest intensity diffraction patterns of the 400 fs data showed that the 400 fs data set was damaged to a similar extent as the 300 fs data set (Ref. 23 , Fig. S4 ). To analyze the irradiance dependence of the data, diffraction patterns of each pulse duration were grouped into five classes according to their total diffracted intensities. 23 The analysis shown in Fig. 2(d) was repeated for each of the five classes, and the results are shown in Fig. 3 . Comparison of the resolution-dependent falloff of the different intensity classes shows that the highest-intensity data display the strongest decrease of Bragg intensity versus resolution with increasing pulse length. Accordingly, for weaker diffraction patterns, the falloff at longer pulse lengths is less pronounced, indicating a stronger contribution of less damaged crystals as expected in the weaker beam periphery and/or for lower pulse energies in agreement with models. 24 Importantly, the analysis of the diffraction patterns collected with 70 fs pulses showed a steeper decrease with resolution for high intensity diffraction patterns compared to the lowest-intensity patterns, indicating the presence of damage even in the 70 fs pulse length data (Fig. 3) .
The decay of the diffraction intensity as a function of resolution and dose is an effect that conventional crystallographic data-reduction programs model and compensate for using a falloff factor similar to an overall B-factor (SCALEPACK 21 ) or by resolution-dependent scale factors [XDS/XSCALE, 25 SCALA (CCP4)]. A similar approach may be expected for SFX data. A loss of electrons that is evenly distributed over the whole unit cell would result in an overall decrease of scattering power in the Bragg peaks. Analogously, an uncorrelated disorder in the crystalline lattice would result in an increase in the effective Wilson B-factor and diffuse scattering. 26 Therefore, we scaled the intensities of the different data sets in the standard way, established by Blake and Phillips 27 using a Wilson B-factor and an experimental linear scale factor k Fig. 2(d) . Intensities of all classes (different layers) and all pulse lengths are compared to the 70 fs data set of the lowest intensity class. The color encodes relative intensity. (Table I ). This assumed that the effect of the time dependence of the B factor could be neglected, which appears a reasonable first-order approximation. 23 However, despite this correction, a clear trend remains apparent: the R-factor between data sets increase when the pulse length difference between data sets increases. Again, the 400 fs data set remained an exception due to the low pulse energy [Ref. 23, Fig. S6(a) ]. Along the same lines and within experimental error, the R-factors between FEL data and synchrotron powder data showed strong resolution dependence whereas a much smaller one was observed between the different FEL data sets [Ref. 23 , Fig. S6(b) ]. Changes due to radiation damage that can not be corrected by parametric scaling with a few variables would be those rooted in nonuniform modifications of the electron density of the unit cell.
Radiation damage under the experimental conditions of irradiance is a complex process. The primary effect is K-shell photoionization of the atoms in the molecules. Within 5-10 fs, an excited low-Z atom relaxes through Auger decay. Auger-and photoelectrons generate electron cascades by electron-impact ionization. Collective dynamics have been predicted as ultrafast charge migration toward the center after "immediate" field ionization, 28 then resulting in a quasineutral core and a positively charged outer layer that may peel off by Coulomb repulsion. It has thus been proposed to embed the sample of interest within a "sacrificial tamper," leading to slower expansion dynamics of the sample. 29 In our experiment, the nanocrystals were surrounded by a water stream that served as a tamper. Water ionizes quickly due to the high cross sections for x-ray photoabsorption of oxygen and electron-impact ionization of hydrogen, efficiently providing electrons to neutralize the proposed positive center of the sample via charge migration. 29 These predicted ionization and thermalization processes are difficult to quantify. They affect the x-ray-scattering properties of the sample on several partly interdependent levels.
First, core ionization and Auger relaxation change the orbital occupancy and the "effective" atomic number Z(t) according to f (q,t) = f (q,0)Z(t)/Z, 29 and modify the q dependence of the atomic form factors f (q) in an exponential q 2 -dependent manner. 30 Second, ionization is a stochastic process leading to time-dependent changes in the electron density distribution ρ(t) that are averaged over all molecules analyzed, making damage apparently homogeneous. However, the different cross sections of the elements, the nonhomogeneous distribution of elements in molecules and the discrete distribution of molecules in the unit cell may result in an inhomogeneous damage response. Third, the damage-induced (most likely inhomogeneous 31 ) movements of atoms and ions in the molecule reduce the order of the crystalline lattice, resulting in a decrease in the intensity of Bragg peaks and an increase in diffuse scattering (Ref. 26 , Fig. S8 in Ref. 23 ).
The high-resolution part of the diffraction pattern is the most sensitive to even small disorder and therefore is affected first and accumulates less intensity compared to the low-resolution region (Ref. 23 , Fig. S5, Ref. 32) . Indeed, data sets collected with varying pulse lengths (Fig. 2) or incident irradiance (Fig. 3 ) differed in the ratio of lowto-high-resolution Bragg intensities across the measured q range, showing dose-and dose-rate-dependent effects. Unlike conventional crystallography in which damage usually accumulates during the collection of several-to-many diffraction images, allowing extrapolation of individual intensities to their zero-dose value, 33 in SFX, the damage accumulates on the femtosecond time scale within the single exposure possible for a given crystal.
It has been suggested that consideration of the average statistical properties of the ionization process may allow recovery of the diffraction intensity of the undamaged molecule in case of identical atom types while a sample consisting of different elements is more difficult 29 due to the uneven and structuredependent modification to the diffraction data, preventing simple rescaling 34 (see also Ref. 23 , Fig. S7 ). Computations have shown recently that the molecular electron density can be reconstructed when using an explicit damage model that predicts the electronic effects in the absence of nuclear motion and Auger effects by using 5 fs pulses. 34 This, together with recent calculations on hollow atoms 35 and our findings, suggests that very short pulses are required for high-resolution structure determination of nanocrystals at high doses. With the recent commissioning of further end stations at LCLS, providing 1.3Å wavelength, higher-resolution studies will be feasible in the near future, allowing to study the structural correspondent of the radiation-damage effects with atomic resolution. Nevertheless, since our detailed experimental analysis includes the intensity of each individual Bragg peak as a function of pulse duration and pulse energy (see Ref. 23) , it allows for the comparison of predicted displacements and thus the magnitude of the change of intensity of the individual Bragg peaks based on calculations using an atomic model of lysozyme. This should allow for the testing of different, specific damage models and the evaluation of their accuracy by comparing experimental and calculated Bragg intensities one by one. This exceeds the possibilities of a global Wilson-type analysis based on general mathematical considerations using electron-density distributions based on the compositions of C, O, N, H, and S, found generally in proteins. Our experiments were performed under conditions resulting in a very high dose (3 GGy), which might be difficult to achieve in the near future using hard x-rays. Eventually, however, such high doses are likely to be necessary for high-resolution studies of nanometersized crystals of bigger proteins consisting only of a small number of unit cells. Thus, despite the low resolution available, it is foreseeable that our data will be useful for quite some time to test specific models of damage occurring at very high dose.
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