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The main difference of this form, compared to the classical reliability (technical), consists in extension 
references from individual to team and in defining the limits of acceptability. This last term is vague but: we 
understand that we can only talk about the reliability of the human factor in the situation where data have 
acceptable limitations and conditions (variation margin) for the individual, team or organization. 
The first is the European regulation from 1986 (Embrey, 1987) release by the European Economic 
Community (EEC), which has adopted the following definition: “the body of knowledge on the prediction, 
analysis and reduce of human errors, focusing on the human role in an operational design, maintenance and 
development of the system”. 
The reliability approach occurred first in the technical field. Thus, as Blischke and Murthy (2000) shown, 
basic definitions of reliability and of most terms used in this analysis have appeared in the context of hardware. 
A significant part of these terms was transferred to the software reliability study, but the concepts are often 
interpreted in a different way and there is no unanimity regarding their significance in the context of software. 
Gradually, along with the evolution of computers, software reliability was established as a distinct branch of 
reliability, in the broadest sense. Evolution of software reliability continued and was build a new field of study - 
computer security (Leveson, 1995). In the development of software reliability, the research evolution has been 
spectacular, simply to invoke some of the most frequently cited contributions: Nelson (1978), Govil, (1984), 
Jelinski and Moranda (1972), Blischke and Murthy (2000). Evolution of research has resulted to the regulations 
by standards such as IEEE STD 730/1989: Standard for Software Quality Assurance crying, IEEE STD 
1044/1993: Standard for classification of software anomalies. IEEE STD 1059/1993: Guide for software 
verification and validation plans. 
Gradually, the attention of researchers turned to the source of non-reliability and the approach tries to 
separate the technical system reliability assessment (machine) from the human factor, representing now a new 
branch of research - human reliability (HR). In this area there are contributions in Romanian: Mihalache (1995), 
Iosif (1996), Isaic-Maniu & Voda (2002), Nitu (2009). After many disasters, especially nuclear and aviation 
catastrophe, were developed different research directions of human reliability, considering the identification, 
modeling and prevention of such errors which may cause accidents (Swain & Guttman, 1983; Cappelli, 
Gadomski, & Sepielli, 2011; Dhillon, 2009). For example, top 10 nuclear accidents indicate human factor errors 
that aggravated the incident, turning accidents in disasters (Chalk River, Canada 1952; Windscale Pile, Marea 
Britanie 1957; Kyshtym, Rusia 1957; Idaho, SUA 1961; Jaslovske Bohunice, Slovacia 1977; Three Mile Island, 
USA 1979; Cernobil, Ucraina 1986; Tomsk, Rusia 1993; Tokaimura, Japonia 1999; Fukushima, Japonia 2011). 
As a result, in human resource management strategy, was spurred the research into behavior risk assessment 
and of the impact of human error in managing incidents. In the 70, the studies on the safety of air traffic system 
indicated that human error contributed about 90% into the incidents of air traffic management system (Kinney 
& al., 1977). There is the belief that, by increasing degree of automation and computerization of flights, the 
human factor is an aggravating factor of safety, compared to less automated devices (Bowers, Deaton, Oser, 
Prince & Kolb, 1994; Lee & Moray, 1994; Jones 1999 Senders & Moray, 1991). Variability of human behavior 
is more than a technical system and appears as intra-individual variability (generated by various factors such as 
stress, fatigue, decreased attention, etc.), but as well as intra-team variability, obtained from combining these 
individual variability, or intra-organization. 
The human error approach was realized mainly on two directions: the psychological one and the 
ergonomically management, applicable to different types of technical and economic processes. 
From the psychological point of view, the error may be defined as a deviation or goal’s failure as a function 
of intention. This approach is supported by the analysis of cognitive mechanisms generating different types of 
errors, internal and external conditions facilitating the occurrence of errors. Among the remarkable 
psychological approaches to human error, Hollnagel (1998) deepens a particular type of human error: cognitive 
errors. The notion of cognitive error was introduced by Tversky & Kahneman (1981), which demonstrated that, 
in many cases, human judgment and decision deviates from rational choice theory. Ignatescu (2010) performed 
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a variant of classification and description of cognitive errors, similar Iosif (1996) performed another 
classification by criterion of operative interaction between humans and technical systems, and Wilson (1993) 
develop a methodology for analyzing human error. 
In the error management approach, Mihalache (1994), in a collection of essays entitled Chance to Fail, 
captures, in an original way, the issue of human reliability, which examines in terms of correlation with 
technology. He believes that reliability is a science of degradation systems law, independent of their nature. The 
central concept of reliability is the failure, defined by the author that is producing at least one of the system's 
performance stands outside the allowable values. In terms of this definition, the component "people", and its 
relationship with component "machine" is the source of failure of any flexible manufacturing system. 
Grabowski and Roberts (1996) develop human error issues in the large socio-technical systems, Reason, J. 
(1990) deals with issues of fundamental human error and Joseph & Marhan (2005) examines the human-
computer interaction from the point of view of human error. 
2. Human Reliability modeling 
Practical requirements imposed, research has solved and specialized literature today offers a wide range of 
statistical models for analyzing and predicting human reliability. Goel-Okumoto model is time-domain class, 
which is based on the idea of attaching the human factor to the system reliability and differs from data-domain 
class which acquires as main object the errors content. From the same class of models are also: homogeneous 
Markov models, that describe failures and their source, the errors, as chain dependent on each other, Jelinski-
Moranda model, that starts from the assumption that errors occur randomly and that all have the same meaning 
and consequences on system reliability and errors can be completely removed from the source towards the 
effect, the Littlewood model (1996) somewhat similar to Jelinski-Moranda, the difference being on how the 
errors are considered as having different importance and different trace on human-machine system reliability. 
The assumptions of Jelinski-Moranda model (Jelinski & Moranda, 1972) are the following: time intervals 
between successive failures are treated as random variables; Failures rate is proportional to the number of errors 
and depends on time; at each fall is running a proper action of negligible duration, which removes the error that 
generate that fall. The density of probability is: 
 
( ) ( ) ( )1, 1 exp 1 /i i if x N N i N i xθ θ θ− ª º= − + − − +¬ ¼                                  (1) 
where: θ  is the function parameter. 
There have been attempts to improve this model by introducing one hypothesis on the distribution of the 
errors. Thus, Schick & Wolverteon (1978) found a distribution of exponential type and Blischke & Murthy 
(2000) a Weibull type. Isaic-Maniu & Voda (2002) rebuilt the model for errors behavior after a generalized 
exponential distribution. In this latter case the shape is 
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Equation (2) for 1k =  leads to a classic exponential, and for 2k =  leads to a semi normal, so: 
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Note that for 1k = , version (3) becomes Jelinski-Moranda density, from (1). In version (3), human factor 
reliability appears as a renewal process with decreasing failure rate: for each failure, generated by a human 
error, this rate decreases, so it eliminates sequentially one error (the assumption of unrepeated errors). 
Goel – Okumato (1979) model assume that the error can be removed even without having to remove the 
latent error which caused the system to malfunction. The number of failures does not correspond with the 
number of errors removed. The likelihood of an error to be deleted is less than one, constant and we'll note as p. 
The failures process is considered separately as the elimination of errors. 
If we note with ( )dM t  the number of failures in the range (0,t) than the initial number of errors, the number 
of failures (which, in this case, it is no longer equal to the number of errors removed) and the number of 
remaining errors no longer satisfy the relation: ( ) ( )dN M t N t= + , but: 
 
( ) ( )cN M t N t= +                                                                                            (4) 
where ( )cM t  is the number of errors removed in the range (0,t). 
Either ( ) ( )r cP t P M t rª º= =¬ ¼  distribution of the number of errors removed in the range (0,t). Result, 
mathematically, that this distribution is an exponential distribution: 
( ) ( ) ( )1N r rr p t p tr NP t C e e−− Φ − Φ= −                                                            (5) 
with 1,2,...r N= . 
It is observed that p te− Φ  is the probability that a latent error may not be corrected in (0,t), and 1 p te− Φ−  is the 
probability that a latent error to be corrected within the range (0,t). 
So the distribution parameters are: N and 1 p te− Φ− . The average number of errors removed in the range (0,t) 
is: 
( ) ( )1 p tcH t N e− Φ= −                                                                 (6) 
From the number of errors corrected distribution expression is obtained, with ease, the number of errors 
remaining distribution: 
( ) ( ) ( ) ( )1k N kk p t p tk NQ t P N t k C e e −− Φ − Φ= = = −ª º¬ ¼                                                               (7) 
It is observed that the number of remaining errors is binomial distributed with the parameters N and 1 p te− Φ−
. As a result, the average number of remaining errors in the range (0,t) is: 
 
( )
p t
N tM N e
− Φ
= ⋅
                                                                          (8) 
The probability that, at time t, the number of remaining errors to be less than or equal to the default value A 
is: 
( ) ( ) ( ) ( )
0 0
1
A A k N kk p t p t
k N
k k
P N t A Q t C e e −− Φ − Φ
= =
≤ = = −ª º¬ ¼ ¦ ¦                                                        (9) 
The likelihood that all errors may be corrected (A=0) in the range (0,t) is: 
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( ) ( ) ( )0 0 1 Np tQ t P N t e− Φ= = = −ª º¬ ¼     (10) 
From last equation, can be calculated the required testing time, so that, with the probability 0Q , the system 
does not contain any error: 
0 1/
0
1 1ln
1Q N
t
p QΦ= ⋅ −        
The average time to remove all the errors is: 
( )
1 1 1
.........
1
D
Np N p pΦ Φ Φ
= + + +
−
    (11) 
As it was revealed, the number of failures ( )dM t  in (0,t) is equal to the number of noticeable errors in this 
range and is greater than the number of corrected errors ( )cM t for the same range (0,t). 
3. Case study - modeling errors in a flight simulator 
At a training center for pilots, an aviation company that purchases a new type of aircraft has run the 47 pilots 
at training and testing session. During the training program were committed 94 major errors, as the distribution 
in Table 1. 
Statistical indicators obtained on the basis of observation data: the mean is 2.426 major errors and for a 
single pilot the mean correspond of 2 errors; the variance 1.045; the standard deviance 2.534; the distribution 
shape Skewness 0.950; the excess -0.129; the quantiles Q1 =0, Q2= 2, Q3= 4, respectively P95 = 8. 
Table 1. The distribution of the major errors 
Number of major errors committed The frequency of errors 
0 28 
1 18 
2 12 
3 9 
4 7 
5 5 
6 6 
7 4 
8 3 
9 2 
Total errors 94 
As a result of testing the errors’ statistical distribution, none of the usual patterns of modeling and analysis 
was confirmed as valid. Through consecutive tests it was confirmed as a valid Johnson distribution model 
(Johnson, Kotz & Balakrishan, 1994). 
This class models the Johnson SB (Special Bounded) distribution with specified first 4 parameters (mean, 
SD, skewness, kurtosis): The Johnson family of distributions (Johnson, 1949), is a versatile model distribution. 
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It is based on a transformation of the standard normal variable, and includes 4 forms: 1. Unbounded: the set of 
distributions that go to infinity in both the upper or lower tail. 2. Bounded: the set of distributions that have a 
fixed boundary on either the upper or lower tail, or both. 3. Log Normal: a border between the Unbounded and 
Bounded distribution forms. 4. Normal: a special case of the unbounded form. The flexibility of Johnson family 
of distributions comes from the choice of form and fitting parameters which allows better fits data. The Johnson 
family involves a transformation of the raw variable to a Normal variable. This facilitates the estimates of the 
percentiles of the fitted distribution to be calculated from the Normal distribution percentiles. The Johnson 
bounded distribution has a range defined by the min and max parameters. Combined with its flexibility in 
shape, this makes it a viable alternative to the PERT, Triangular and Uniform distributions for modeling expert 
opinion. 
The Johnson SB distribution is related to the normal distribution. Four parameters are needed: Ȗ,į,Ȝ, ȟ. It is a 
continuous distribution defined on bounded range, and the distribution can be symmetric or asymmetric. 
Distribution is described by: 
• PDF-Probability density function :  
( ) ( )
2
1
exp ln
2 12 1
zf x
zz z
δ γ δ
λ π
§ ·§ ·§ ·¨ ¸= − +¨ ¸¨ ¸¨ ¸
−
− © ¹© ¹© ¹
   (12) 
where xz ξλ
−
= . 
• CDF - Cumulative distribution function 
( ) ln
1
zF x
z
γ δ§ ·= Φ +¨ ¸
−© ¹       (13) 
where xz ξλ
−
=  
• CDF-1 – Inverse function of cumulative distribution function 
( )
( )
( )
1
1
1
exp
1 exp
P
F P
P
γλ δ ξ
γ
δ
−
−
−
§ ·Φ −¨ ¸¨ ¸© ¹
= +§ ·Φ −
+ ¨ ¸¨ ¸© ¹
    (14) 
Four parameters , , ,γ λ δ ξ  are required. 0, 0δ λ> >  is cumulative distribution function of standard normal 
distribution. 
• Continuous distribution defined on bounded range xξ ξ λ≤ ≤ +  
• This distribution can be symmetric or asymmetric. 
Next, we apply the tests to verify the hypothesis distribution, Kolmogorov-Smirnov. This test is used to 
decide if a sample comes from a hypothesized continuous distribution. It is based on the empirical cumulative 
distribution function defined as: 
( )
1
1
i
n
n X x
i
F x I
n
≤
=
= ¦        
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where 
iX x
I ≤  is the indicator function, equal to 1 if iX x≤  and equal to 0 otherwise. The Kolmogorov-Smirnov 
statistic (D) is based on the largest vertical difference between the theoretical and the empirical cumulative 
distribution function Fn(x): 
( ) ( )supn n
x
D F x F x= −      (15) 
where sup
x
 is the supreme of the set of distances. In practice, the statistic requires a relatively large number of 
data points to properly reject the null hypothesis. The P-value, in contrast to fixed Į values, is calculated based 
on the test statistic, and denotes the threshold value of the significance level in the sense that the null hypothesis 
(H0) will be. The P-value can be useful; in particular, when the null hypothesis is rejected at all predefined 
significance levels, and you need to know at which level it could be accepted. The SDK calculates the P-values 
based on the Kolmogorov-Smirnov test statistics (D) for each fitted distribution. 
As a result computed value calculation of:  0.0= 15372
n
D  test, P-value = 0.021 for values Į = 0.01, 0.02, 
0.05, 0.1, and 0.2 is accepting the assumption Johnson SB distribution. 
To confirm the decision has been applied and the Anderson-Darling Test. This test procedure is a general 
test to compare the fit of an observed cumulative distribution function to an expected cumulative distribution 
function. This test gives more weight to the tails than the Kolmogorov-Smirnov test. The Anderson–Darling test 
assesses whether a sample comes from a specified distribution. It makes use of the fact that, when given a 
hypothesized underlying distribution and assuming the data does arise from this distribution, the data can be 
transformed to a Uniform distribution. The transformed sample data can be then tested for uniformity with a 
distance test). The formula for the test statistic A to assess if data { }1 ... nY Y< <  (note that the data must be put 
in order) comes from a distribution with cumulative distribution function (CDF) F is: 
2A n S= − − ,        
where 
( )( ) ( )( )1
1
2 1 ln ln 1
n
k n k
k
kS F Y F Y
n
+ −
=
− ª º= + −¬ ¼¦    (16) 
The test statistic can then be compared against the critical values of the theoretical distribution. Note that in 
this case no parameters are estimated in relation to the distribution function F. The null and the alternative 
hypotheses are: H0: the data follow the specified distribution; HA: the data do not follow the specified 
distribution.  
The hypothesis regarding the distributional form is rejected at the chosen significance level (Į) if the test 
statistic, A2, is greater than the critical value obtained from a table. The fixed values of (Į= 0.01, 0.05 etc.) are 
generally used to evaluate the null hypothesis (H0) at various significance levels. A value of 0.05 is typically 
used for most applications, however, in some critical industries .The test statistic result value 2.268 so Į = 0.01 
... 0. decision on the distribution to Johnson confirm. 
Finally apply a more powerful, test Ȥ2. The Chi-Squared test is used to determine if a sample comes from a 
population with a specific distribution. Although there is no optimal choice for the number of bins (k), there are 
several formulas which can be used to calculate this number based on the sample size (N). For example, the 
data can be grouped into intervals of equal probability or equal width. The first approach is generally more 
acceptable since it handles peaked data much better. The application value of the Ȥ2 test leads to calculated: 
( )22
1
2.5335
k
i i
c
i i
n np
np
χ
=
−
= =¦     (17) 
where: ni represent the experimental frequencies, n - frequency and total, pi – theoretical probabilities. The 
parameters of the distribution are the following: Ȗ=0.83283, =0.58402, =10.091, =-0.37879δ λ ξ . 
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On the basis of estimate indicators, was computed the probabilities of a certain number of errors (table 3 
include expected values of committing errors) for two assumptions (A1 and A2) determined by the values set 
for the x1 and x2 limits, these representing the number of errors that might occur. 
Table 2. Probability of committing a number of errors 
Hypotheses Hypothes A1 Hypothes A2 
X1=1 X2=2 X1=2 X2=5 
P(x<x1) 40.1 - 55.8 - 
P(x>x1) 59.6 - 44.2 - 
P(x<x2) - 55.8 - 81.8 
P(x1<x<x2) - 15.4 - 26.1 
P(x>x2) - 44.2 - 18.2 
P(x=x1)/P(x=x2) 0 0 0 0 
The data indicate that, as a result of the training and testing on the simulator, the pilots’ chance to commit 
less of a major error exceeds 40%, less than 2 errors is about 56%, and less than 5 errors in the cockpit is almost 
82%. It remains at the instructors’ discretion to assess and to fix the critical threshold of tolerated error in this 
class of gravity and, possibly, resume the training program. 
4. Conclusion 
The literature investigated indicate that, in recent years many studies have been carried out, on one hand they 
propose to explain the nature of human error and the cognitive mechanisms, that contribute to the production of 
various types of errors, and on the other hand to make predictions, with probabilities as high over the chances of 
committing errors, and possible prevention. Even more, it results the fact that the automated systems of error 
detection contain important limits, given that, in fact, these machines cannot identify precisely the causes and 
motivations that guide the behavior of the human operator. 
The increasingly higher concern, both scientifically and practically, in the field of errors management, 
generated a powerful stimulus for a new attitude to human error and for the role of human operator in the 
systems "man-machine" supervision. The human operator can play, in some situations, a positive role in 
bringing a system to normal condition and at an optimal level of safety after making an error. 
All developments in the field of errors management, and screening recovery methods, have failed to keep 
pace with research on the mechanisms underlying the production of human error. A policy of zero failing – the 
major objective of safety, has been interpreted as meaning zero error. Such an approach, as zero errors is 
difficult from a practical standpoint because it ignores the existence of a large diversity of human behavior, and 
some types of errors are difficult to remove. 
The case study presented has examined the behavior of pilots at the simulator and has reproduced, of all 
types of errors, those of the major class (eliminating the minor errors and critical ones). The estimations are 
more accurate in terms of identify and adapt the type of the distribution that describes the process of error 
producing, and stochastic calculations allow not only behavior reflection but also the prediction of committing a 
certain type of error, to managerial interfere in limiting their occurrence, both through further technical system 
protections, and by improving the staff training and selection. 
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