This paper studies integral input-to-state stability (iISS) of nonlinear impulsive systems with timedelay in both the continuous dynamics and the impulses. Several iISS results are established by using the method of Lyapunov-Krasovskii functionals. For impulsive systems with iISS continuous dynamics and destabilizing impulses, we derive two iISS criteria that guarantee the uniform iISS of the whole system provided that the time period between two successive impulse moments is appropriately bounded from below. Then we provide an iISS result for systems with unstable continuous dynamics and stabilizing impulses. For this scenario, it is shown that the iISS properties are guaranteed if the impulses occur frequently enough. For impulsive systems with stabilizing impulses and stable continuous dynamics for zero input, we obtain an iISS result which shows that the entire system is uniformly iISS over arbitrary impulse time sequences. As applications, iISS properties of a class of bilinear systems are studied in details with simulations to demonstrate the presented results.
Introduction
Impulsive system is a hybrid dynamical system that exhibits both continuous dynamics (modeled by differential equations) and discrete dynamics (or impulses which are state jumps or resets at a sequence of discrete moments). Due to the ubiquitous of time-delay, stability of time-delay systems with impulses has been studied extensively in the literature (see, e.g., [1, 2, 3, 4] ). It is natural to consider the time-delay effects in the impulses of a dynamical system when the state abrupt changes depend on the state at a history moment. For instance, it takes time to sample, process and transmit the impulse information in the impulsive controller which utilizes the impulses to control a dynamical system. In the past decade, great progress has been made in the study of stability properties of nonlinear systems with delay-dependent impulse effects and related control problems (see, e.g., [5, 6, 7, 8, 9, 10, 11] ).
The notion of input-to-state stability (ISS), introduced by Sontag in [12] , characterizes the impact of external inputs to the control system. The ISS notion roughly states that "the state must be bounded if the external inputs are uniformly bounded". Applications of ISS are now extensive, e.g., event-triggered control [13] , distributed source seeking [14] , robustification of observers [15] , formation maneuver [16] , predictive control [17] . However, the boundedness of the states cannot be reflected through the ISS property when the inputs are unbounded but have finite total energy (e.g., impulse inputs). Another drawback of the ISS property is that it cannot provide an ideal bound if the external inputs have an extremely large bound but finite total energy. To take into account of such inputs, an integral variant of ISS, called integral input-to-state stability (iISS), was introduced in [18] . Applications of iISS can be found in small-gain theorem [19] , tracking problems [20] , disturbance attenuation [21] , and so on. The concepts of ISS and iISS were subsequently extended to impulsive systems in [22, 23] and to hybrid impulsive and switching systems with time-delay in [24] . The ISS and iISS results were further improved in [25] for switching time-delay systems with impulses. Up to now, numerous researchers have investigated the ISS proerties of impulsive systems (see, e.g., [26, 27, 28] ). However, no delay effects have been considered in these impulses. In [29] , the effects of delay-dependent impulses were studied for the ISS properties of nonlinear delay-free systems for the first time. Recently, we investigated the ISS properties of nonlinear time-delay systems with delay-dependent impulses in [30] . Nevertheless, the iISS properties of such impulsive systems have not been studied yet.
Motivated by the above discussion, we study the integral input-to-state stability of nonlinear time-delay systems with delay-dependent impulses. The stability analysis is conducted by using the method of Lyapunov-Krasovskii functionals. In general, the Lyapunov candidate is broken into a function part and a functional part in order to follow the spirit of Lyapunov and Krasovskii and characterize the impulse effects simultaneously. To be more specific, the instantaneous state jumps can be captured through the function part of the Lyapunov candidate, while the functional part is indifferent to impulses. To our best knowledge, the time-delay effects are only considered in either the continuous dynamics or the impulses in the existing iISS results for impulsive systems (e.g., [23, 24, 25, 26, 27, 29] ). The main contribution of this research is that the iISS results are derived for impulsive systems with time-delay in both the continuous dynamics and the impulses.
Additionally, compared with the results in [24, 25] , some of our iISS criteria are less conservative when applied to time-delay systems with delay-free impulses (See Remark 2 for details).
The rest of this paper is organized as follows. Section 2 introduces some preliminaries. In section 3, we present our main results for iISS of nonlinear impulsive systems with time-delay in both the continuous and discrete dynamics. The iISS properties of a type of bilinear systems are investigated in section 4 and two illustrative examples are then provided in section 5 to demonstrate the obtained iISS criteria. Section 6 concludes the paper.
Preliminaries
This section introduces our notation and states the iISS problem of impulsive systems with time-delay.
Notation
Let N denote the set of positive integers, Z + the set of nonnegative integers, R the set of real numbers, R + the set of nonnegative reals, and R n the n-dimensional real space equipped with the Euclidean norm denoted by · . Let I denote the identity matrix. Given an n × n matrix A, we denote A the spectral norm of A. For a positive definite matrix P , let λ max (P ) and λ min (P ) represent the largest and smallest eigenvalues of P , respectively.
The following function classes are essential to our study of the iISS property. A continuous function α : R + → R is said to be of class K and we write α ∈ K, if α is strictly increasing and α(0) = 0. If α is also unbounded, we say that α is of class K ∞ and we write α ∈ K ∞ . A continuous function β : R + × R + → R + is said to be of class KL and we write β ∈ KL, if β(·, t) ∈ K for each t ∈ R + and β(s, t) decreases to 0 as t → ∞ for each s ∈ R + . PC([−r, ∞), R n ) and for each t ∈ R + , we define x t ∈ PC as x t (s) := x(t + s) for s ∈ [−r, 0].
Problem Formulation
Consider the following nonlinear time-delay impulsive system:
where x(t) ∈ R n is the system state; w ∈ PC([t 0 , ∞), R m ) is the input function; ϕ ∈ PC is the initial function; f, I k :
where
) and assume g satisfies all the necessary conditions in [31] so that, for any initial condition ϕ ∈ PC, system (1) has a unique solution x(t, t 0 , ϕ) that exists in a maximal
Now we state the iISS definition for system (1) which was originally introduced for hybrid impulsive and switching systems with time-delay in [24] .
Definition 1. System (1) is said to be uniformly integral input-to-state stable (iISS) over a certain class of admissible impulse time sequences, if there exist functions β ∈ KL and α, γ ∈ K ∞ , independent of the choice of the sequences in , such that, for each initial condition ϕ ∈ PC and input function w ∈ PC([t 0 , ∞), R m ), the corresponding solution to (1) exists globally and satisfies
To study the iISS properties of system (1), we apply the method of Lyapunov-Krasovskii functionals and require that the Lyapunov functional candidate contains a pure function portion which can be used to characterize the impulse effects on the whole Lyapunov candidate. Next we introduce two function classes related to such function part and the Lyapunov functional candidate, respectively.
+ is said to be of class ν 0 and we write v ∈ ν 0 , if, for each x ∈ PC(R + , R n ), the composite function t → v(t, x(t)) is also in PC(R + , R n ) and can be discontinuous at some t ∈ R + only when t is a discontinuity point of x.
To analyze the continuous dynamics of system (1), we introduce the upper right-hand derivative of the Lyapunov functional candidate V (t, x t ) with respect to system (1):
where x(t, φ) is a solution to (1) satisfying x t = φ.
Sufficient Conditions for iISS
In this section, we establish several iISS results for system (1) over three types of impulse time sequences. We first introduce two results for iISS of system (1) with stable continuous dynamics and destabilizing impulses on inf (δ), the class of impulse time sequences satisfying
Moreover, if one of the following conditions holds:
(a) ρ 1 ≥ 1 and ln ρ < µδ where ρ := ρ 1 + ρ 2 e µr > 1;
and ln ρ < µδ where
then system (1) is uniformly iISS over inf (δ).
Proof. Let's first prove this result under condition (a). There exists a small enough constant λ > 0 so that µ > λ and ρe −(µ−λ)δ ≤ 1. Let x be a solution of (1), and set v 1 (t) := V 1 (t, x(t)),
. By mathematical induction, we shall prove that
denote the right-hand side of (2) as u(t).
By multiplying both sides of the inequality in condition (ii) with exp(µt −
and then integrating from t k to t, we obtain
for t ∈ [t k , t k+1 ) and k ∈ Z + . In (3), we used the fact that exp(−µ(t − s) −
, multiplying both sides of (3) with e λ(t−t 0 ) and using condition (i) and the fact that µ > λ and ρ ≥ 1, we conclude that (2) holds for t ∈ [t 0 , t 1 ). Now suppose that (2) holds for t ∈ [t 0 , t m ) where m ≥ 1. We shall prove (2) is true on [t m , t m+1 ). To do this, we firstly conduct the following estimation:
We used (3) with t = t − m and then (2) with t = t m−1 in the first inequality of (4). For the second inequality of (4), we used the facts that t m − t m−1 ≥ δ, ρe −µδ < 1 and E(t m , t m−1 ) ≤ E(t m , t 0 ).
Next, we will show that (2) is true for t = t m . We start with making the claim that
Without loss of generality, we assume t m + s ≥ t 0 for all s ∈ [−r, 0], then, for a fixed s ∈ [−r, 0], there exists an integer j (0 ≤ j ≤ m − 1) such that t m + s ∈ [t j , t j+1 ). By using (3) with t = t − m + s and then (2) with t = t j , we obtain:
which implies (5) is true for all s ∈ [−r, 0]. In the first inequality, we used the fact t j+1 −t m −s ≤ r.
Combining (4) and (5) with condition (iii) and the fact that ρ 1 ≥ 1, we conclude that
which implies (2) holds for t = t m . We now prove that (2) is true on (t m , t m+1 ). For t ∈ (t m , t m+1 ),
we have
Here, we used (3) and then (2) with t = t m for the first inequality in (8) . For the second inequality, we used the facts that µ > λ and E(t, t 0 ) ≥ E(t, t m ). The last inequality in (8) holds because ρ ≥ 1.
By With condition (b), the proof is identical to the above discussion. The main difference is to replaced the following estimate of v(t m ) in (7):
where we used the condition v 2 (t) ≤ κ sup s∈[−r,0] {v 1 (t + s)}. The rest of the proof is omitted. When the impulses are stabilizing but the continuous dynamics is unstable, we introduce an iISS criterion for system (1) over sup (δ), the class of impulse time sequences satisfying sup k∈N {t k −
Theorem 2. Assume that there exist V 1 ∈ ν 0 , V 2 ∈ ν * 0 , functions α 1 , α 2 , α 3 , χ ∈ K ∞ and constants µ > 0, κ > 0, 1 > ρ 1 ≥ 0 and ρ 2 ≥ 0, such that, for all t ∈ R + , x ∈ R n , y ∈ R m , and φ ∈ PC,
then system (1) is uniformly iISS over sup (δ).
Proof. We conclude from condition (v) that there exists a positive constant λ close to zero so that
λr , then we have ρe (µ+λ)δ ≤ 1. Let M = e (µ+λ)δ and c = e µδ , then we shall show that
where α and E are the same as those in the proof of Theorem 1. Let u(t) represent the right-hand side of (9) . Similar to the estimate of (3), we can conclude from condition (ii) that
for t ∈ [t k , t k+1 ) and k ∈ Z + . Then, using (10) on [t 0 , t 1 ), we have
which means (9) holds on [t 0 , t 1 ). Now suppose (9) is true for t ∈ [t 0 , t m ) with m ≥ 1. We shall prove that (9) holds on [t m , t m+1 ). To do this, we start with proving that (9) is true for t = t m :
Here, we used conditions (iii) and (iv) in the first inequality of (12), and then (9) with the fact that 0] in the estimate of the fourth inequality. For t ∈ (t m , t m+1 ), we conclude from (10) and the fourth inequality of (12) that
i.e., (9) hold on (t m , t m+1 ). We used the facts that ρe (µ+λ)δ ≤ 1 and E(t, t m ) ≤ E(t, t 0 ) in the second inequality of (13) . By the method of induction, we conclude that (9) is true for all t ≥ t 0 .
The iISS estimate from (9) is similar to that in the proof of Theorem 1, and global existence of the solution to (1) follows from this estimate. [24, 25] , Theorem 2 is applicable to systems with delay-dependent impulses. Furthermore, when ρ 2 = 0 in condition (iii), Theorem 2 provides a less conservative iISS result for system (1) . Because the upper bound of δ,
Remark 2. Compared with the iISS results in
, is bigger than − ln(ρ 1 +κ) µ required in both Theorem 3.4 in [24] and Theorem 2 in [25] , that is, our result can be applied to iISS analysis of system (1) over a wider class of impulse sequences.
The last iISS result is for system (1) with both stable continuous and discrete dynamics, which shows that system (1) is uniformly iISS over all , the class of arbitrary impulse sequences.
Theorem 3. Assume that there exist V 1 ∈ ν 0 , V 2 ∈ ν * 0 , functions α 1 , α 2 , α 3 , χ ∈ K ∞ and constants µ ≥ 0, 1 ≥ ρ 1 ≥ 0 and ρ 2 ≥ 0, such that, for all t ∈ R + , x ∈ R n , y ∈ R m and φ ∈ PC, conditions 
then system (1) is uniformly iISS over all .
Proof. Let us first suppose condition (a) holds, then there exists a small enough constant λ > 0 such that µ > λ and ρ 1 + ρ 2 e λr ≤ 1. Similar to the proof of Theorem 1, we use mathematical induction to show (2) is true. The main difference lies in the estimate of (7):
The rest of the proof is identical to that of Theorem 1 and thus omitted.
If condition (b) holds, the result can be derived by letting µ go to zero in Theorem 2.
Remark 3. Theorem 3 provides sufficient conditions to guarantee the iISS of system (1) when either of the continuous dynamics or discrete dynamics (governing the impulses) is marginally stable with zero external input. To be more specific, condition (a) allows the continuous dynamics is iISS and the discrete dynamics can be marginally stable for zero input, while condition (b)
requires the continuous dynamics is marginally stable and the impulses mainly contribute to the iISS of the entire system.
iISS of a Class of Bilinear Systems
In this section, we use the obtained results to investigate the iISS properties of the following bilinear system:
where A, A i , B i (i = 1, ..., m), D, E are n × n matrices, C, F are n × m matrices, and r, d are the delays in the continuous dynamics and the impulses, respectively. The external input w is in R m and its components are
First, if A is Hurwitz, we construct the following iISS criterion for system (14) from Theorem 1 and Theorem 3.
Theorem 4. Suppose A is Hurwitz and P is the positive matrix such that
then system (14) is uniformly iISS over inf (δ).
(ii) If √ a + √ b < 1 (or a = 1 with b = 0), then system (14) is uniformly iISS over all .
Proof. We first prove (i). By (15), we can find a small enough ξ > 0 so that
and then there exists a positive ε close to zero such that ε < 1/3 and
.
then denote
We conclude from (16) that
• if ρ 1 ≥ 1, then
Consider the Lyapunov-Krasovskii functional V (t) = V 1 (t) + V 2 (t) with
then we can see that condition (i) of Theorem 1 is satisfied with
From the continuous dynamics of system (14), we obtaiṅ
From the impulse effects of system (14), we have
Furthermore, we have
We conclude from (19) , (20), (18) that conditions (ii),(iii),(a) of Theorem 1 hold with χ = max{χ 1 , χ 2 , χ 3 }, while (17) implies condition (b) of Theorem 1 is true. Therefore, system (14) is uniformly iISS over inf (δ).
To prove (ii), we can conclude directly from Theorem 3.
Next, we derive the following result from Theorem 2 when A is not a Hurwitz matrix.
Theorem 5. If A is not Hurwitz and
then system (14) is uniformly iISS over sup (δ).
Proof. It can be seen from (22) that there exists a small enough ξ > 0 so that
, then we can find a positive ε close to zero such that
Consider the following Lyapunov candidate V (t) = V 1 (t) + V 2 (t) with
then we can see that condition (i) of Theorem 2 is satisfied with α 1 ( x ) = α 2 ( x ) = x 2 and α 3 ( φ r ) = εr φ 2 r . Considering the continuous dynamics of systems (14) , it followṡ
For t = t k , we obtain from the impulses of system (14) that
Moreover, we can verify
We conclude from (25) , (26) , (27) and (23) that conditions (ii),(iii),(iv) and (v) of Theorem 2 hold.
Therefore, system (14) is uniformly iISS over sup (δ).
Remark 4. The iISS properties of system (14) without the impulse effects were initially studied in [32] . Then the iISS results were extended to system (14) with switchings in [24] . But no timedelay was considered in the impulses. Theorem 3.10 in [32] can be obtained from Theorem 4 when matrices D, E and F are zeros, and Theorem 4 and Theorem 5 reduce to Proposition 4.1 in [24] for system (14) without switchings when E = 0. Our results are more general in the sense that we have generalized the iISS results in [24, 32] to impulsive system (14) in which time-delay effects are considered in the impulses.
Illustrative Examples
In this section, two numerical examples of system (14) are presented to illustrate the previous iISS results. As a numerical example, we take t k+1 − t k = δ = 1 for all k ∈ N and the external input w as w 1 (t) = t −2 and w 2 (t) = e −2t . Simulation results for system (14) with the above given parameters are shown in Fig. 1 .
The following example is provided to show the effectiveness of Theorem 5. It can be seen that A is not Hurwitz. We conclude from Theorem 5 that system (14) with these parameters is uniformly iISS over sup (δ) with δ < 2 ln( I + D + E ) −λ max (A + A T ) = 0.2011.
In the simulations, we take t k+1 − t k = δ = 0.2 for all k ∈ N and the external input w the same as that in Example 1. Simulation results for Example 2 are shown in Fig. 2 . 
Conclusions
The method of Lyapunov-Krasovskii functionals has been used to study the iISS properties of impulsive systems with time-delay. The main contribution of this paper is that iISS criteria have been obtained for general nonlinear impulsive systems with time-delay in both the continuous dynamics and the impulses. The iISS properties of a class of bilinear systems have been investigated
in great details to demonstrate the effectiveness of our iISS results. Numerical simulations of two illustrative examples have been provided accordingly. An interesting topic of the current research is to study the event-triggered control applications of the obtained iISS results (see, e.g. [33] ).
