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Abstract: Consider a discrete-time remote estimation system formed by an encoder, a
transmission policy, a channel, and a remote estimator. The encoder assesses a random process
that the remote estimator seeks to estimate based on information sent to it by the encoder
via the channel. The channel is affected by Bernoulli drops. The instantaneous probability of
a drop is governed by a finite state machine (FSM). The state of the FSM is denoted as the
channel state. At each time step, the encoder decides whether to attempt a transmission through
the packet-drop link. The sequence of encoder decisions is the input to the FSM. This paper
seeks to design an encoder, transmission policy and remote estimator that minimize a finite-
horizon mean squared error cost. We present two structural results. The first result in which
we assume that the process to be estimated is white and Gaussian, we show that there is an
optimal transmission policy governed by a threshold on the estimation error. The second result
characterizes optimal symmetric transmission policies for the case when the measured process is
the state of a scalar linear time-invariant plant driven by white Gaussian noise. Use-dependent
packet-drop channels can be used to quantify the effect of transmission on channel quality when
the encoder is powered by energy harvesting. An application to a mixed initiative system in
which a human operator performs visual search tasks is also presented.
Keywords: State Estimation, Optimal Estimation, Dynamic Channel Assignment,
Communication Channel, Energy Management Systems, Channels with Memory
1. INTRODUCTION
Encoders often select varying channel modes to enhance
transmission performance in the presence of power and
energy constraints. For example, in battery-operated wire-
less communication systems with energy harvesting, the
decision of whether to attempt transmission must be made
time and again at each time-step. The charge-level of the
battery induces memory in the channel, which must be
monitored for use by the transmission policy. We define a
class of use-dependent packet-drop channels to model the
effect of attempted transmissions on current and future
performance, which in our case is quantified by the prob-
ability that an attempted transmission is dropped. The
memory in use-dependent packet-drop channels is modeled
by a finite state machine (FSM). The state of the FSM,
or channel state, determines the instantaneous probability
of drop. In our formulation the only relevant input to
the FSM is the time-sequence of decisions of whether to
attempt a transmission.
We consider a system formed by a remote estimator, a
transmission policy, a use-dependent packet-drop channel
and an encoder. The estimator produces an estimate of
the state of a linear time-invariant plant that is accessible
to the encoder. The estimate is based on information
transmitted from the encoder to the estimator via the
channel. The encoder and transmission policy also have
access to past transmission decisions and channel feed-
back on the realization of current and past drops. The
encoder determines what to transmit over the channel
and the transmission policy determines when to attempt a
transmission. The main goal of this paper is to investigate
encoders, transmission policies and remote estimators that
jointly minimize the mean squared state estimation error
over a finite time-horizon. Section 2 contains the problem
formulation.
1.1 Outline of the main results
The following are our two main results characterizing the
structure of optimal transmission policies for our problem.
In the first result, we assume that the process to be esti-
mated is white and Gaussian. We show that the optimal
transmission policy is of the threshold type, meaning that
the encoder chooses to attempt transmission when the
process takes values outside a certain interval [τ , τ¯ ]. The
characteristics of the use-dependent packet-drop channel
ar
X
iv
:1
60
5.
00
69
0v
1 
 [c
s.S
Y]
  2
 M
ay
 20
16
Un, En
Cn
Cn
Dn
Use-Dependent
Packet Drop
Channel
M
Xn
Rn
Rn = 1 - Attempt
transmission
Rn = 0 - Do not
transmit
Zn
Pn
Vn
Channel Feedback
Xˆn
Fig. 1. The problem under investigation is a remote
estimation problem over a packet-drop channel, whose
probability of drop Pn is governed by the Finite State
Machine M.
determine the values of τ¯ and τ . In general, τ¯ may not
equal −τ , even when the process is zero-mean.
In the second result, the process to be estimated is the
state of a scalar linear time-invariant plant driven by
white Gaussian noise, for which we seek to obtain an op-
timal symmetric transmission policy. We show that if the
channel performs satisfactorily in all channel states, then
there exists at least one symmetric threshold that, when
applied to the estimation error, leads to a transmission
policy that is optimal among all symmetric strategies. We
present a numerical example that illustrates, for specific
classes of use-dependent channels, that threshold policies
are optimal among all symmetric strategies, even when
there are no restrictions on the performance of the channel.
In section 2, the formal definition of use-dependent packet-
drop channels is given and the problem is formulated.
Section 3 presents the technical results. Section 4 outlines
two engineering applications of our formulation. The Ap-
pendix presents basic concepts on quasi-convex functions.
1.2 Related Literature
In Lipsa and Martins (2009) and Lipsa and Martins (2011),
an estimation problem over a packet drop channel with
communication costs is considered. In contrast to Lipsa
and Martins (2009) and Lipsa and Martins (2011), here
we introduce a channel state and do not consider explicit
communication costs. In our formulation, the channel
state, which depends on current and past transmission
decisions, and its impact on performance create an implicit
communication cost. For example, in the energy harvesting
application explained in section 4.1, there is no explicit
cost for attempting a transmission. However, attempting
a transmission reduces the energy available for future
transmissions, which causes performance degradation that
can be viewed as an implicit cost for attempting a trans-
mission.
Considering costly measurements (or transmissions) in
estimation and control problems has a long history and
has been modeled in many ways. In Athans (1972), one of
several possible measurements with different observation
costs is selected to minimize a combination of error and
observation cost. In Shamaiah et al. (2010), a subset of
the measurements is selected in order to minimize the
log-determinant of the error covariance. In Sinopoli et al.
(2004), the arrival of observations is a random process and
the convergence of the error covariance is studied. In Hajek
et al. (2008), the task is to locate a mobile agent and the
observation cost is the expected number of observations
that must be made to do so.
In Weissman (2010), the capacity of channels with action-
dependent states is studied. Although our problem formu-
lation is similar to that of Weissman (2010) in motivation,
it differs in several accounts. In contrast to Weissman
(2010), we consider finite time horizons, a mean-squared
error cost and a new class of packet-drop channels.
2. PROBLEM FORMULATION
2.1 Notation
We use calligraphic font (F) to denote deterministic func-
tions, capital letters (X) to represent random variables
and lower case letters (x) to represent realizations of the
random variables. Let N (0, σ2) denote the Gaussian dis-
tribution with zero mean and variance σ2. We use Qn to
denote the finite sequence {Q1, Q2, . . . Qn}. The real line
is denoted with R and a subset of R is denoted with double
barred font, such as A. The indicator function of a set A
is defined as
1A(x)
def
=
{
1 x ∈ A
0 otherwise.
The expectation operator is denoted with E[·]. By
limδ↓0 F(δ) we mean the limit of F(x) at 0 from the right.
2.2 Problem Formulation
Consider the following scalar linear time-invariant system
Xn+1 = aXn +Wn, n ≥ 0, X0 = x0,
where Xn is the state, a is a real constant, Wn is indepen-
dent and identically distributed Gaussian noise with zero
mean and variance σ2. The initial state xo ∈ R is known.
Observations are made by the encoder and transmitted
to the remote estimator over a use-dependent packet-drop
channel, which is defined below.
Definition 1. (Use-dependent packet-drop channels). Let
Ms : Q×{0, 1} → Q andMo : Q→ [0, 1] be given, where
Q = {1, . . . ,m} represents the set of possible states of a
finite state machine (FSM). The channel inputs are Zn and
Rn, which take values in R and {0, 1}, respectively. In this
model Zn represents the information to be transmitted,
while the decision to attempt a transmission (or not) is
represented by Rn = 1 (Rn = 0). The channel output Vn
takes values in R ∪ E and is determined as follows
Vn =
{
Zn if Ln = 1
E if Ln = 0,
where Ln
def
= RnCn. Here, Cn is a Bernoulli process
characterized by p(Cn = 0) = Mo(Qn), where Qn is the
state of the FSM updated by
Qn+1 =Ms(Qn, Rn).
The FSM’s initial state q1 ∈ Q is known. Here, Ms and
Mo model the effect of the input on the transitions among
channel states and the probability of drop as a function of
the channel state, respectively.
In figure 1, the dotted box represents the use-dependent
packet-drop channel. Section 4 discusses two applications
of use-dependent packet drop channels.
At time n, the transmission policy
Un : Rn × {0, 1}n−1 → {0, 1} determines whether a trans-
mission is attempted,
Rn = Un(Xn, Cn−1),
based on the plant history Xn and drop history Cn−1.
The remote estimator Dn : Rn×{0, 1}n → R produces the
state estimate,
Xˆn = Dn(V n, Rn),
based on the channel output history V n and the transmis-
sion history Rn. The encoder En : Rn × {0, 1}n−1 → R
determines what is transmitted,
Zn = En(Xn, Cn−1),
based on the plant history Xn and drop history Cn−1.
We seek to solve the following problem.
Problem 1. For finite N , solve
minimize
UN ,EN ,DN
N∑
n=1
E
[
(Xn − Xˆn)2
]
.
Remark 1. For any encoder and transmission policy,
the optimal remote estimator is the conditional mean,
Dn(V n, Rn) = E[Xn|V n, Rn]. Also, an optimal encoder
policy transmits only the current state, En(Xn, Cn−1) =
Xn. This is evident from the Markov nature of Xn and the
information already available to the remote estimator. The
channel drops can be calculated from (V n−1, Rn−1); thus,
the only new information to send the remote estimator is
Xn.
Because of Remark 1, Problem 1 is equivalent to the
following problem.
Problem 2. (Main Problem). For finite N , solve
minimize
UN
N∑
n=1
E
[
(Xn − Xˆn)2
]
,
where the optimal encoder, En(Xn, Cn−1) = Xn, and
optimal remote estimator, Dn(V n, Rn) = E[Xn|V n, Rn],
are used.
3. STRUCTURAL RESULTS
In this section, we present our technical results. We began
by defining threshold transmission policies.
3.1 Definitions
Estimation error is denoted as En
def
= Xn − Xˆn.
Definition 2. A function G : R → [0, 1] is a threshold
function if there are constants τ andτ¯ , such that:
G(e) =
{
1 if τ ≤ e ≤ τ¯
0 otherwise.
Definition 3. A function G : R → [0, 1] is a symmetric
threshold function if there is a constant τ , such that:
G(e) =
{
1 if |e| ≤ τ
0 otherwise.
Definition 4. A transmission policy T N is a threshold
policy if the decision to transmit depends only on the
current error and channel state (en, qn) in the following
manner
Tn(xn, cn−1) =
{
1 if τn(qn) ≤ en ≤ τ¯n(qn)
0 Otherwise,
for some τn(qn), τ¯n(qn) ∈ R.
Notice that the current channel state and error (en, qn) are
a function of the history (xn, cn−1) and previous policies
T n−1.
Definition 5. A transmission policy T N is a symmetric
threshold policy if the decision to transmit depends only on
the current error and channel state (en, qn) in the following
manner
Tn(xn, cn−1) =
{
1 if |en| ≤ τn(qn)
0 Otherwise,
for some τn(qn) ∈ R.
3.2 Optimal transmission policies are threshold when the
process is white and Gaussian (a = 0)
To investigate the structure of solutions to Problem 2, we
start with the case when a = 0. The system state becomes
Xn = Wn.
Since the estimation error is independent at each step,
there are optimal transmission policies that only depend
on the channel state and current error.
With a = 0, we reformulate Problem 2 as a dynamic pro-
gram to show that there are optimal transmission policies
of the threshold type, which may not be symmetric. An
optimal transmission policy that is not symmetric in the
estimation error is surprising since the cost function is
symmetric in the error and the random process is zero-
mean and symmetric.
We utilize the results in Vasconcelos and Martins (2013).
In Vasconcelos and Martins (2013), a single stage estima-
tion problem over a collision channel with two transmitters
is studied. If both transmit then the remote estimator
receives a collision symbol and if neither transmits a no-
transmission symbol is received. The result in Vasconcelos
and Martins (2013) states that the optimal policy for each
transmitter is of the threshold type.
Remark 2. In Problem 2, when a transmission is at-
tempted but is dropped, the remote estimator receives
(Vn = ∅, Rn = 1). This is distinguishable from when no
transmission is attempted (Vn = ∅, Rn = 0). In Vascon-
celos and Martins (2013), because the remote estimator
can distinguish between a collision and a no-transmission,
the optimal policies are of the threshold type and may
not be symmetric. Similarly for Problem 2, the remote
estimator’s ability to distinguish a failed transmission and
no transmission leads to optimal policies that are of the
threshold type and may not be symmetric.
Problem 2 is a sequential problem; distinguishing it from
Vasconcelos and Martins (2013), which is a static prob-
lem. Notice that our problem cannot be converted into
a sequence of static problems because the transmission
policies depend on the channel memory.
Following Vasconcelos and Martins (2013), the stage cost
at time n can be written as
E[(Xn − Xˆn)2] =E[(Xn − Xˆn)2|Ln = 0]p(Ln = 0)
=E[(Xn − Xˆ0n)2|Rn = 0]p(Rn = 0)
+ pnE[(Xn − Xˆ1n)2|Rn = 1]p(Rn = 1)
(1)
where pn
def
= Mo(qn), Xˆ0n def= E[Xn|Rn = 0] and Xˆ1n def=
E[Xn|Rn = 1].
Proposition 1. The stage cost at time n is a function of
only the current channel state Qn and transmission policy
Un.
Proof. From (1), note that E[(Xn− Xˆn)2] is a determin-
istic function of the channel state qn, the probability that
Rn = 1 and the distribution fXn|Rn . This distribution can
be written as
fXn|Rn(xn|rn) =
pRn|Xn(rn|xn)fXn(xn)
pRn(rn)
,
where pRn|Xn(rn|xn)
def
= p(Rn = rn|Xn = xn) and
pRn(rn)
def
= p(Rn = rn). Thus, (1) is a function of qn
and the probability mass function pRn|Xn=xn .
The transmission policy Un determines the distribution
pRn|Xn=xn . Therefore, the stage cost is a function of only
qn and Un.
With a = 0, Problem 2 can be written as a Markov
chain with Un as the input, (Xn, Cn) as the noise,
(Qn, X
n−1, Cn−1) as the state, and E[(Xn − Xˆn)2] as
the stage cost. Note the input is not rn, the decision to
transmit, as may have been expected. The transmission
policy Un is taken as the input because the distribution
fXn|Rn depends on the entire policy Un: not just the
specific decision rn.
Using Proposition 1 and the independence of the system
states over time, without loss of performance, we need to
consider only transmission policies that are functions of
the current system state and channel state, Un(Xn, Qn).
Consequently, the Markov decision process can be sim-
plified with Un as the input, Xn as the noise, Qn as the
state, and E[(Xn−Xˆn)2] as the stage cost. The associated
dynamic programming recursion is shown in (2) and (3)
on the next page.
Theorem 2. Let Xn be independent and identically dis-
tributed N (0, σ2). The optimal transmission policy for
Problem 2 is of the threshold type.
Proof. For an arbitrary transmission policy UN , we seek
a policy T N that outperforms it and is a threshold policy.
Note, all quantities associated with the policy T N have a
superscript T . Also, all quantities associated with policy
UN have a superscript U .
We expand our search for a policy T N to include ran-
domized transmission policies. For n ∈ {1, . . . , N} and
q ∈ Q, let T qn : R → [0, 1] be the probability of trans-
mitting, T qn (x) def= pT (Rn = 1|Xn = x, Qn = q). Also,
E[T qn (Xn)] = pT (Rn = 1|Qn = q).
For a specific n, consider a policy Tn that matches the
policy Un’s probability of transmitting,
pT (Rn = 1|Qn = qn) = pU (Rn = 1|Qn = qn). (6)
Also, let policy Tn be such that it produces estimates that
match those of policy Un,
T Xˆ0n =
UXˆ0n (7)
T Xˆ1n =
UXˆ1n. (8)
Since pT (Rn = 1|Qn = q) = pU (Rn = 1|Qn = q), we have
pT (Qn+1|Qn = q) = pU (Qn+1|Qn = q). All the quantities
in (3) are the same for both policies with the exception of
E[(Xn − Xˆin)2|Rn = i], for i = 1, 2. We will choose T qn to
reduce E[(Xn − Xˆin)2|Rn = i], for i = 1, 2.
In Vasconcelos and Martins (2013), minimizing E[(Xn −
Xˆin)
2|Rn = i] for i = 1, 2 subject to the constraints (6),
(7) and (8) was cleverly rewritten as a constrained moment
matching problem. It was shown that the optimal T qn was
a threshold function of Xn. Using this result, we have
constructed a threshold policy T qn that outperforms Uqn.
Thus, for every q ∈ Q and n ∈ {1, . . . , N}, we can
construct a threshold policy T qn that out forms Uqn. This
threshold policy T N outperforms UN .
3.3 Optimal Solutions within the class of symmetric
policies
We now investigate the structure of the best symmetric
transmission policies. We seek conditions under which the
optimal symmetric transmission policy is a symmetric
threshold policy. This is the case if the probability of
drop is sufficiently small for all channel states. Even if
the drop probabilities are not sufficiently small, symmetric
threshold policies may still be optimal. This is highlighted
by a numerical example, which suggests that there are
classes of channel dynamics for which symmetric threshold
policies are the best symmetric transmission policies. This
is the topic of future research.
Restricting to symmetric transmission policies, Problem
2 can be written as a dynamic program. We first show
that the cost-to-go functions are quasi-convex. In order
to accomplish this, we write the evolution of the error in
VN+1(qN+1) = 0 (2)
Vn(qn) = minUn
E[(Xn − Xˆ0n)2|Rn = 0]p(Rn = 0|qn) +
pnE[(Xn − Xˆ1n)2|Rn = 1]p(Rn = 1|qn) + E[Vn+1(qn+1)|qn], n ∈ {1, . . . , N} (3)
Vn(a(c+ δ) + w, q)− Vn(ac+ w, q)
(c+ δ)2 − c2 ≤
(a(c+ δ) + w)2 − (ac+ w)2
(c+ δ)2 − c2 +
hq
1
n+1(c+ δ + w/a)− hq
1
n+1(c+ w/a)
(c+ δ)2 − c2 (4)
≤ 2a2 + aω
x
+
hq
1
n+1(c+ δ + w/a)− hq
1
n+1(c+ w/a)
(c+ δ)2 − c2 (5)
a convenient manner. Definitions for quasi-convexity and
supporting results are presented in the appendix.
Lemma 3. If UN is a symmetric transmission policy, then
the error evolves according to
En+1 =
{
aEn +Wn if Ln+1 = 0
0 if Ln+1 = 1.
(9)
Proof. This is in principle equivalent to (Lipsa and Mar-
tins, 2009, Proposition 3.1). The difference is that here UN
is a symmetric policy; not a symmetric threshold policy as
in (Lipsa and Martins, 2009, Proposition 3.1). However,
the proof only relies on the symmetric nature of the policy.
The convenient form of the error evolution in (9) is possible
due to the symmetric assumption. For symmetric policies,
when Ln = 0 the optimal estimate Xˆn is the same
whether a transmission was attempted or not. The remote
estimator’s belief fXn|V n,Rn depends on the value of Rn;
however, its mean, which is the optimal estimate, does not.
The problem can be considered a Markov decision process
with state (En−1, Qn), input Rn, and noise (Wn−1, Cn).
The cost to be minimized is
N∑
n=1
E[E2n].
The associated dynamic programming recursion is given
by
VN+1(eN , qN+1) = e
2
N ,
Vn(en−1, qn) = min{C0n(en−1, qn), C1n(en−1, qn)}, (10)
for n = 1, . . . N with
C0n(e, q)
def
= e2 + EW [Vn+1(ae+W, q
0)]
C1n(e, q)
def
= pqe
2 + pqEW [Vn+1(ae+W, q
1)]
+(1− pq)EW [Vn+1(W, q1)],
and q0
def
= Ms(q, 0), q1 def= Ms(q, 1), pq def= Mo(q) and W
distributed N (0, σ2).
Lemma 4. For n ∈ {1, . . . , N + 1} and q ∈ Q, the cost-to-
go functions Vn(en−1, q) are quasi-convex and symmetric
in en−1. The minimum value is Vn(0, q).
Proof. We show that Vn(en−1, q) is a symmetric and non-
decreasing function in |en−1|. This implies Vn(en−1, q) is
quasi-convex by Lemma 8. The proof is by induction. The
claim holds for the initial case, VN+1(eN , qN+1) = e
2
N .
Assume Vn+1(en, qn+1) is symmetric and non-decreasing
in |en|. Vn(en−1, qn) is the minimum between C0n(en−1, qn)
and C1n(en−1, qn). By Lemma 10, EW [Vn+1(aen−1+W, q
i
n)]
is symmetric and non-decreasing in |en−1| for i = 0, 1.
C0n(en−1, qn) and C
1
n(en−1, qn) are symmetric and non-
decreasing in |en−1| because they are the sum of two such
functions. Thus by Lemma 9, Vn(en−1, qn) is symmetric
and non-decreasing in |en−1|.
Theorem 5. There exists a v > 0 such that if for all q ∈ Q
pq <
1
1 + v
,
then the optimal symmetric transmission policy is a
threshold policy.
Several lemmata will be presented to aid in the proof of
this theorem. Let hqn(e)
def
= EW [Vn(ae+W, q)]. Also define,
On(e, q) def= lim
δ↓0
hqn(e+ δ)− hqn(e)
(e+ δ)2 − e2 .
Lemma 6. For e ≥ 0 and q ∈ Q, if
pqOn+1(e, q1) < (1− pq) +On+1(e, q0), (11)
then the optimal symmetric transmission policy for stage
n is a threshold policy.
Proof. We show that if (11) holds, any non-threshold,
symmetric policy is not the optimal symmetric transmis-
sion policy.
For a non-threshold, symmetric policy Sn there exists a
q ∈ Q and c ≥ 0 such that Sn(c, q) = 1 but Sn(c+δ, q) = 0
for small δ > 0. Since Sn(c, q) = 1 from (10) we have
C0n(c, q) ≥ C1n(c, q). Also, since Sn(c + δ, q) = 0 we have
C0n(c+ δ, q) ≤ C1n(c+ δ, q). By subtracting these equations
we have C0n(c + δ, q) − C0n(c, q) ≤ C1n(c + δ, q) − C1n(c, q).
By rearranging terms this becomes
pq[h
q1
n+1(c+ δ)− hq
1
n+1(c)] ≥ (1− pq)[(c+ δ)2 − c2]
+hq
0
n+1(c+ δ)− hq
0
n+1(c).
Dividing by (c+ δ)2 − c2 and taking the limit δ ↓ 0 yields
pqOn+1(c, q1) ≥ (1− pq) +On+1(c, q0). (12)
Contradicting the assumption. Thus, the optimal policy is
a threshold policy.
Remark 3. The condition in Lemma 6, garuntees that
C0n increases more than C
1
n at every estimation error
e. Clearly, this is a condition that leads to threshold
transmission policies.
Fig. 2. FSM model for an energy harvesting channel. State
i represents the energy currently stored in the battery.
The arcs represent channel state transitions which
depend on whether a transmission is attempted.
Lemma 7. For all e ∈ R and q ∈ Q,
On(e, q) ≤ v′n,
with v′n
def
= 2a2(N + 1− n) + a2.
Proof. We show inductively that for all e ∈ R and
q ∈ Q, there exists a v′n such that On+i(e, q) ≤ v′n, for
i = 1 . . . (N + 1− n).
This property holds for N+1, since hqN+1 = a
2e2 +σ2 and
ON+1(e, q) = a2. Thus, v′N+1 = a2.
Assume the property holds for n + 1 with v′n+1. We will
show the property holds for n. For a specific e and ω, there
are two cases Vn(ae+ω, q) = C
0 or Vn(ae+ω, q) = C
1, see
(10). We prove the statement for the case when Vn(ae +
ω, q) = C0. The other case yields the same result and is
analogous.
Equation (4), on the previous page, is obtained for the case
using Vn(ae+ ω, q) = C
0 and using the bound
Vn(a(x+ δ) + ω, q)≤ (a(x+ δ) + ω)2
+ E[Vn+1(a(x+ δ) + ω, q
1)].
The right hand side of (4) is comprised of two terms. The
first term is upper bounded by a 2a2 + aωx .
Next, we take the expectation of (5) with respect to ω
and then the limit with respect to δ. Using the inductive
hypothesis to bound the second term by v′n+1, this yields
On(e, q) ≤ 2a2 + v′n+1.
Thus, with v′n = 2a
2 + v′n+1 the induction is complete. We
see that for all n, v′n = 2a
2(N + 1−n) +a2 is an adequate
bound.
Proof. [of Theorem 5] Using the bound v = v′1 from
Lemma 7, we proceed by contradiction. We show that any
non-threshold, symmetric transmission policy violates the
assumption pq <
1
1+v .
Following identical arguments as in Lemma 6, we have
from (12)
pqOn(e, q1)≥ (1− pq) +On(e, q0)
≥ 1− pq,
since On(e, q) ≥ 0 by Lemma 4. Rearanging and using the
bound on On(e, q1) gives
Time
Step, n
Current Estimation Error, En
Fig. 3. Optimal symmetric transmission policy while in
channel state 2 of the use-dependent packet-drop
channel as shown in figure 2. This transmission policy
was calculated using the values a = 1.1, σ = 1, and
N = 20 by approximating the value functions. For
errors less than the left black dots a transmission is
attempted. For errors greater than the right black
dots a transmission is attempted. Inside the gray
region, no transmission is sent.
pq ≥ 1
1 +On(e, q1) ≥
1
1 + v
.
Contradicting the assumption. Thus, the optimal policy is
a threshold policy.
4. APPLICATIONS
4.1 Energy harvesting channel application
A model of a wireless communication channel with energy
harvesting capabilities is presented in this section. This
channel is modeled with a use-dependent packet-drop
channel. Many different problem formulations addressing
remote estimation over a battery powered channel have
been considered: see Ulukus et al. (2015), Ozel et al. (2011)
and Nayyar et al. (2012) and the references therein.
Consider a battery operated channel with a capacity of
4 energy units. Assume energy is harvested deterministi-
cally, as in Ozel et al. (2011), at 1 energy unit per time
step. Transmitting requires 2 units of energy and no energy
is harvested during transmission. At each time step, the
decision of whether to transmit is made.
To model the battery dynamics, the FSM shown in figure 2
is used. The channel states are Q = {0, 1, 2, 3, 4}. Channel
state q denotes that the battery has q energy units. If
a transmission is attempted Rn = 1, then the battery
level is reduced by 2 energy units. Thus the channel state
state q transitions to state q − 2. If a transmission is not
attempted Rn = 0, then the battery level increases by 1
as long as the battery is not already at capacity. Thus,
the channel transitions from state q to state min{q+1, 4}.
Obviously, in states 0 and 1 transmitting is not allowed
due to insufficient energy.
The probability of drop for each state capable of transmit-
ting is 0.3. Transmission is not possible in states 0 and 1
but we assign a drop probability of 1 for consistency.
This energy harvesting channel is clearly a use-dependent
packet-drop channel. We assume that the encoder receives
acknowledgements of the transmissions and that the re-
mote estimator can distinguish between a drop and no
transmission attempt. Interestingly, from Theorem 2 we
have that the optimal transmission policy may not be
symmetric in the estimation error even though the cost
is symmetric in the estimation error and the noise is zero-
mean and symmetric.
Numerical example We numerically calculated the opti-
mal symmetric transmission policies for this example when
a = 1.1, σ = 1 and N = 20. The optimal symmetric
transmission policy for channel state 2 is shown in figure
6.
Notice that the optimal symmetric transmission policy is
a threshold policy, even though the conditions of Theorem
5 are not satisfied. In fact, every p2, p3, p4 ∈ [0, 1] that we
tested has an optimal symmetric transmission policy that
is a threshold policy. This suggests that for these chan-
nel dynamics, threshold transmission policies are optimal
among all symmetric strategies.
In Theorem 5, no assumptions were made about the size of
the channel state space or the channel state dynamics. For
specific channel dynamics or classes of channel dynamics
weakening the condition in Theorem 5 may be possible.
4.2 Operator task shedding
In this section, we seek to optimize a decision support
system for human operators tracking a dynamic target.
Consider a human operator managing multiple UAVs.
Tracking a dynamic target is one of operator’s many tasks.
A video feed is presented to the operator (see figure 4 for
an example of the video feed). The white region is drawn
on the video feed by the decision support system. The
operator’s task is to indicate if the target is inside this
region. If outside the region the operator is requested to
log the target’s current location; however, the operator
is allowed to not log the target’s location if other tasks
seem more vital. Schulte and Donath (2011a) perform
experiments in a similar setting.
We seek to dynamically optimize the white regions in order
to help the operator manage their time appropriately. If
the regions are large, the target’s location is not well
known. If the regions are small, then the target’s loca-
tion is frequently requested. This increases the operator’s
workload and the likelihood the operator will ignore the
request. The channel state is used to model operator work-
load. The optimal transmission policies define the optimal
white regions and manage the tradeoff between accuracy
and workload.
Yerkes-Dodson’s law quantifies the tradeoff between oper-
ator performance and workload, see Yerkes and Dodson
(1908). Yerkes-Dodson’s law states that the operator per-
forms poorly if the workload is very high or very low. Op-
timizing operator decision support systems using Yerkes-
Fig. 4. Example of a display presented to an operator
for the task shedding application. The target is the
black square. The visual search task consists of the
operator identifying if the target is inside the white
region and optionally logging its location if it is
outside the region. We seek to design the white regions
dynamically to help the operator manage their time.
Dodson’s law as an operator model is also investigated in
Savla and Frazzoli (2012) and Srivastava et al. (2012). In
Savla and Frazzoli (2012), the workload impacts the time
to complete tasks such that under high workload situations
the operator completes tasks slowly. The authors find
optimal policies specifying when to present the operator
with tasks in order to maximize throughput. In Srivastava
et al. (2012), not all tasks must be completed and the
questions of which tasks to assign, for how long, and with
how much rest in-between are addressed.
In contrast to Savla and Frazzoli (2012) and Srivas-
tava et al. (2012) and motivated by Schulte and Donath
(2011b), we assume that the operator workload impacts
the likelihood that the operator will ignore a request for
information.
We consider the operator’s workload a function of the
average number of requests over the last k time steps,
1
k
n∑
i=n−k
ri.
If the average is high, the operator is prone to shed tasks.
This workload model has memory and can be envisioned
as the finite state machine in figure 5. State q represents
q requests occurring in the last k steps.
To formulate this as a use-dependent packet-drop channel
we take the target’s location to be the system state, Xn.
The target being outside the white region represents an
attempted transmission Rn = 1. The transmission policy
Un defines the white region.
We have modeled this application as a use-dependent
packet-drop channel. By Theorem 5 if the operator is
unlikely to ignore requests, pn < 1/(1 + v), then the
optimal symmetric white regions are threshold policies.
This is desirable since non threshold policies represent
white regions that are not connected and may mislead
operators.
The numerical example below suggests that threshold
policies are the best symmetric policies even if the operator
is likely to ignore requests. We believe this is due to the
simple structure of the channel dynamics.
Fig. 5. FSM model for human operator workload. The
workload is a function of the average number of
requests over the last 4 time steps. State i represents
that i requests have occurred in that last 4 time steps.
The arcs represent transitions of the channel state
which depend on whether a transmission is requested.
Note in this example Xn is two dimensional; however, in
our formulation Xn is scalar. Under suitable independence
assumptions, the results are applicable to higher dimen-
sions.
Numerical example We numerically find optimal sym-
metric transmission policies for this example when a = 1.1,
σ = 1 and N = 20. The channel dynamics and drop
probabilities are shown in figure 5. The optimal symmetric
transmission policies are calculated by approximating the
value functions in (10). In figure 6, the optimal policies for
channel sstates 0 and 1 are shown. It can be seen that the
policies are symmetric. In fact, for all drop probabilities
p0, p1, p2, p3, p4 ∈ [0, 1] that were simulated, the optimal
transmission policies were threshold policies.
5. CONCLUSION
We investigated optimal transmission policies for a re-
mote estimation problem over a use-dependent packet-
drop channel. We presented structural results for the opti-
mal transmission policies under two different assumptions.
Also, two examples were presented. An example applica-
tion to energy harvesting channels and an example appli-
cation to mixed initiative teams with human operator’s
performing visual search tasks were discussed.
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Appendix A. QUASI-CONVEX FUNCTIONS
In this appendix, definitions and results related to quasi-
convex functions are presented.
Definition 6. A function f : R → R is quasi-convex if for
x, y ∈ R and λ ∈ [0, 1]
f(λx+ (1− λ)y) ≤ max{f(x), f(y)}.
Definition 7. A function f : R→ R is symmetric and non-
decreasing in |x| if for 0 ≤ x < y,
f(x) = f(−x) and
f(x)≤ f(y).
Lemma 8. If f : R → R is symmetric and non-decreasing
in |x| then f is quasi-convex.
Proof. For x, y ∈ R, without loss of generality let |y| >
|x|. Note f(y) ≥ f(x). For λ ∈ [0, 1], since |λx + (1 −
λ)y| ≤ |y|, we have f(λx+ (1− λ)y) ≤ f(y).
Lemma 9. Let f, g be symmetric and non-decreasing in
|x|. The function h(x) = min{f(x), g(x)} is symmetric and
non-decreasing in |x|.
Proof. First, we show h is symmetric. For x ∈ R,
h(−x) = min{f(−x), g(−x)}
= min{f(x), g(x)}
= h(x).
We now show h is non-decreasing. For 0 ≤ x < y,
h(x) = min{f(x), g(x)}
≤min{f(y), g(y)}
= h(y).
Lemma 10. Let f be a symmetric and non-decreasing in
|x|, W a random variable distributed N (0, σ2) and a ∈ R.
The function h(x) = EW [f(ax + W )] is symmetric and
non-decreasing in |x|.
Proof. First, we show h is symmetric. For x ∈ R,
h(−x) =
∫ ∞
−∞
f(−ax+ w)ηe−w
2
2σ2 dw
=
∫ ∞
−∞
f(−ax− w′)ηe−w
′2
2σ2 dw′
= h(x)
where η = 1√
2piσ2
. The second equality holds by change of
variables w′ = w.
We now show h is non-decreasing. Let 0 ≤ x < y. Using
the symmetry of f , with η
def
= 1√
2piσ2
, h(x) can be written,
h(x) =
∫ ∞
0
f(w)η[e
−(w−ax)2
2σ2 + e
−(−w−ax)2
2σ2 ]dw.
Consider
h(y)− h(x) =
∫ ∞
0
f(w)ηg(w)dw,
with
g(w)
def
= e
−(w−ay)2
2σ2 + e
−(−w−ay)2
2σ2
−
[
e
−(w−ax)2
2σ2 + e
−(−w−ax)2
2σ2
]
.
There exists a w¯ > 0 such that g(w) < 0 for 0 < w < w¯
and g(w) ≥ 0 for w ≥ w¯. So
h(y)− h(x) =
∫ w¯
0
f(w)ηg(w)dw +
∫ ∞
w¯
f(w)ηg(w)dw
≥ f(w¯)
∫ w¯
0
ηg(w)dw + f(w¯)
∫ ∞
w¯
ηg(w)dw
= f(w¯)[1− 1] = 0.
Thus, h(y) ≥ h(x).
