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1. INTRODUCTION
We describe the factors of the Shapovalov determinant for a class of
Kac]Moody algebras which we call ``generic.'' This class includes both
symmetrizable and nonsymmetrizable algebras. We expect that nongeneric
algebras are covered by specialization of our formula. At least, such is the
case for symmetrizable algebras. We, incidentally, provide a proof which
w xdiffers somewhat from that in 5, 6 for the known results in the symmetriz-
able case.
Among all Kac]Moody algebras symmetrizable algebras are a set of
measure zero. Even so, nearly all of the exciting theory and applications of
K]M algebras during the last 20 years have concentrated on symmetriz-
able algebras. It is our hope that the present paper represents a significant
step toward opening up the huge domain of nonsymmetrizable K]M
algebras.
Most of the applications of Lie algebras in physics and elsewhere
employ representations on highest-weight modules. Associated with the
 .Verma module M l with highest weight l, there is, apart from a constant
factor, a unique contra¨ariant bilinear form, the kernel of which is the
 .  .maximal proper submodule M9 l of M l . This form is widely called the
w xShapo¨alo¨ form because Shapovalov 7 first factored its determinant. The
 .  .Shapovalov determinant of M l is a product of determinants D l ofm
 .  .finite degree associated with the weight spaces M l of M l . Accord-lym
w x w xing to Jantzen 4 , it was Wong 9 who first used the term contra¨ariant as
applied to this form. The Shapovalov form and its determinant have been
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w xKac and Kazhdan 5 showed that for symmetrizable algebras, the
Shapovalov determinant can be expressed as a product of linear factors
indexed by the positive roots of the algebra and the positive integers.
Superficially, the final formula obtained by Kac and Kazhdan looks almost
identical to that obtained by Shapovalov for finite Lie algebras. However,
w xit follows from Singer's thesis 8 that the methods used by these authors,
presupposing as they do the existence of a Casimir operator, are not
appropriate for nonsymmetrizable algebras.
w xIn FSD-I 2 , two conjectures were advanced concerning the factors of
the Shapovalov determinant of an arbitrary Kac]Moody algebra over the
complex numbers. In this paper we prove a modified form of the first of
 .these conjectures Conjecture 2.1 below for algebras with nondegenerate
 .Cartan matrix. In a forthcoming article FSD-III , we explore conse-
quences of the conjectures and give an explicit algorithm for obtaining the
irreducible factors of the Shapovalov determinant.
This paper is organized as follows: In Section 2 we recall some basic
known facts about the Shapovalov determinant for symmetrizable
Kac]Moody algebras. In Section 3 we make two comments on the current
w xtreatments 5, 6 of the symmetrizable case, show that if an irreducible w
divides D it will also divide D if l - m, and obtain a formula giving thel m
nature of the factors of D for a ``generic'' algebra. In Section 4 wem
advance a new conjecture which associates a factor of D to a factor ofm
D , when m is a quasi-root ra and a is a primitive root. We give evidencea
for our so-called translation principle and point out that, if valid, it would
complete the proof of Conjecture 2.1. Section 5 lists a number of open
questions.
In subsequent work we shall attempt to exploit our results to throw light
on the structure of modules of nonsymmetrizable Kac]Moody algebras.
Already in the nonsymmetrizable world stretching beyond our current
view, we discern an infinite series of affine varieties of arbitrary degree in
an arbitrary number of variables which should exhibit fascinating proper-
ties of the associated Kac]Moody group.
2. SYMMETRIZABLE ALGEBRAS
Given a Lie algebra L, with Cartan subalgebra H, and canonical
anti-involution s , by making use of the Harish]Chandra homomorphism
w x w x  .described in 3, Sect. 7.4.3 , Shapovalov 7 defined a bilinear form F x, y
 .  .  .  .on U L = U L with values in U H , where U L denotes the universal
enveloping algebra of L. This so-called contra¨ariant form has the follow-
ing properties:
F x , y s F y , x s F 1, s y x g U H . 2.1 .  .  .  .  . .
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 4If L is generated by the Cartan algebra, H, and e , f , 1 F i F n, wherei i
w x  .n is the rank of L, and h [ e , f , then s is characterized by s e s f ,i i i i i
 .  .  4s f s e , s h s h for all h g H. We assume that H is spanned by hi i i
and therefore that the Cartan matrix has rank n. The action of s on L
 .  .  .  . 2 .can be extended uniquely to U L so that s xy s s y s x and s x
 .s x for all x, y g U L . We denote the simple roots, as usual, by a , buti
the fundamental weights by a i which we prefer to the usual notation.
Let l be an arbitrary element of H* specified by l s p a i, summed oni
i from 1 to n, where a i are the fundamental weights, first defined by
i . iCartan in 1913, such that a h s d . Here and throughout the paper wej j
adopt the Einstein summation convention in the form: A repeated index
which occurs as a subscript and superscript is summed o¨er its appropriate
w xrange. In the well-known Category O, defined on page 142 of 6 , we
 .consider a Verma module M l with highest weight l generated by the
 .single element ¨ such that e ¨ s 0 for all i. To M l we associate al i l
bilinear form F defined as follows. Recall that L s N [ H [ N , wherel y q
 < w x  .N is the direct sum of those root spaces, L s x g L h, x s a h xy a
4  .  .for h g H , for which a - 0. Then M l s U N ¨ . It follows from they l
 .definition of Verma modules that for x g U N , the mapping x ª x¨ isy l
 .  .bijective between U N and M l . Thus any two elements u , u ofy 1 2
 .M l can be expressed uniquely as u s x ¨ , u s x ¨ , where x , x g1 1 l 2 2 l 1 2
 .U N . We definey
F ¨ , ¨ [ 1 for x s x s 1, .l l l 1 2
2.2 .
otherwise, F u , u s F x ¨ , x ¨ [ F x , x l , .  .  .  .l 1 2 l 1 l 2 l 1 2
 .  .  . .   ..where for any polynomial, w h g U H , we interpret w h l as w l h .
Since ¨ is unique to within a constant factor, F is defined uniquely tol l
within a nonzero multiple.
 .  .  .  .If M9 l is the maximal proper submodule of M l , then M l rM9 l
 .  .  .is an irreducible U L -module. For x g U L and ¨ , w g M l , the basic
properties of F are:l
 .  .   . .a F x¨ , w s F ¨ , s x w ;l l
 .  .  .  .b F ¨ , w s 0 if ¨ g M l , w g M l , m / n ;l m n
 .   . <  .  .4c the kernel of F [ ¨ g M l F ¨ , w s 0 for all w g M l sl l
 .M9 l . 2.3 .
It is well known that for finite-dimensional semi-simple Lie algebras,
w xeach root space L is one dimensional and thus L , L is also onea a ya
dimensional. However, for Kac]Moody algebras, while real roots have unit
multiplicity there is no limit to the multiplicity of imaginary roots for
arbitrary algebras. Recall that the nonzero roots D s Dqj Dy. We denote
the multiplicity, dim L , of root a by m .a a
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DEFINITION 2.1. The Singer index S of the root a is defined asa
 < :w x w xS [ dim L , L s dim e, f e g L , f g L .a a ya a ya
wAs noted above m s 1 « S s 1. Also for symmetrizable algebras 6,a a
xRemark 3, p. 363 it is always true that S s 1. However, for nonsym-a
metrizable Kac]Moody algebras there are always a for which S ) 1.a
w xThis follows easily from the thesis and papers of Singer 8 . We thus have:
THEOREM 2.1. L is symmetrizable if and only if S s 1 for all a g D.a
The positive root lattice is defined by
q i < i iQ [ ka k G 0, k g Z . 4i
q  .For m g Q , the Kostant partition function, K m , is defined as the
number of distinct ways in which m can be expressed as a sum of positive
roots of L, where a g Dq may occur in the sum m times.a
 .It follows immediately from 2.3b that the determinant of F is al
 .  .product of the determinants D l of the restriction of F to the l y m -m l
 . qweight spaces, M l , where m g Q . These weight spaces are finitelym
dimensional since we are considering only L-modules in Category O.
i  .Throughout this paper we will represent l in the form p a . Thus D li m
 4can always be regarded as a function of p , . . . , p , indexed by the1 n
 .``depth,'' m, of the weight space in M l .
Pursuing the path blazed by Shapovalov, it was proved by Kac and
w xKazhdan 5 that
THEOREM 2.2. For symmetrizable algebras,
 .m K myraar
D l s l h q r h y a h . 2.4 .  .  .  .  .m a a a /q q 2agD , rgZ
w x n iHere, K is the Kostant partition function, h s e , f , and r [  aa a a is1
 .has the defining property r h s 1 for 1 F i F n. Since, for b / 0,i
 . qK b s 0 unless b g Q , there are only a finite number of factors in
 .2.4 , so the product is well defined. However, if S ) 1, there is no meansa
 .of associating a unique h to a so that the product in 2.4 would bea
w xundefined. It was Singer 8 who showed that for nonsymmetrizable
Kac]Moody algebras, there are always a for which S ) 1. This is a chiefa
source of complication in the study of nonsymmetrizable algebras.
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If we set
mar
F l s l h q r h y a h , 2.5 .  .  .  .  .a , r a a a2
 .then 2.4 takes the form
 .K myraD l s F l . 2.6 .  .  .m a , r
q qagD , rgZ
The first conjecture of FSD-I was
 .Conjecture 2.1. F l may be defined as a polynomial of degree ma , r a
 4  .in p , p , . . . , p , so that 2.6 is valid for arbitrary Kac]Moody algebras.1 2 n
In order to illuminate our subsequent argument, we present one of the
many examples we have studied with the help of MAPLE V. When a
Coxeter]Dynkin diagram is a tree, the corresponding algebra is necessarily
symmetrizable. Thus a nonsymmetrizable algebra will have rank 3 or more.
We baptized the following example as NS-1, Nonsymmetrizable 1!
EXAMPLE 2.1. As reported in FSD-I, we take L to be the simplest




With u s a q a q a , for which m s 2, by making use of MAPLE1 2 3 u
V, we find that
D l s p2 p2 p2 2 p q p q 2 p q p q 1 p q p q 1 .  .  .  .u 1 2 3 1 2 1 3 2 3
= 8 p2 q 3 p2 q 5p2 q 10 p p q 13 p p q 8 p p 1 2 3 1 2 1 3 2 3
q44 p q 27p q 35p q 60 ,.1 2 3
 .which certainly is of the form 2.6 , where
F l s 8 p2 q 3 p2 q 5p2 q 10 p p q 13 p p q 8 p p .u , 1 1 2 3 1 2 1 3 2 3
q 44 p q 27p q 35p q 60.1 2 3
 .Note that F l is a quadratic factor which is not the square of a linearu , 1
expression as would be obtained for a symmetrizable algebra.
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3. ARBITRARY ALGEBRAS
In this section we prove the main result of the paper which is a modified
form of Conjecture 2.1.
 .THEOREM 3.1. i For a generic algebra L with nondegenerate Cartan
matrix, to each h g Qq, we can associate a polynomial C such thath
 .K myhD l s C l . .  .m h
hFm
 .  .ii If F ?, ? is nondegenerate on N , the polynomial C will ha¨e degreey h
m . a
q qrash , agD , rgZ
 .Note that Theorem 3.1 ii implies that C will be a constant if h is not ah
quasi-root, that is, an integral multiple of a root.
The exact meaning of this theorem will not be apparent until Definition
3.4 in which we explain the term ``generic.'' In attempting to do this we
w xhope to throw new light on the current expositions in 5, 6 of the basic
 .result 2.4 for symmetrizable algebras.
 .We first recast 2.4 in a form relevant to this paper. Set
C s F , 3.1 .h a , r
rash
where the product is over all a g Dq and r g Zq. When h is not a
quasi-root let C s 1. We verify that, apart from a constant factor, ifh
i  i .a s ka is a primitive root i.e., the k are relatively prime and h s ra ,i
k
C l s Q l , 3.2 .  .  .h a , r
where
r
Q l s l h q r h y a ha 3.3 .  .  .  .  .a , r a a 2
and
k s m . 3.4 . a
rash
 .For example, if r s 6 s 2.3, F and F both occur in 3.1 . Buta , 6 2 a , 3
Q s 2Q . We thus see that, apart from a constant factor, C is a2 a , 3 a , 6 h
power of Q .a , 6
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 .Then 2.4 takes the form
 .K myhD l s C l . 3.5 .  .  .m h
hFm
 .  .Note that if a h / 0, for distinct h, the expressions 3.2 are relativelya
prime. It is this formulation of the Kac]Kazhdan result which we shall
 .generalize. But we first offer two observations on the proof of 2.4 as set
w x w xforth in 5, 6 . The treatment in 6 merely claims to be an exposition of the
w xargument in 5 but, in fact, goes beyond and completes it.
 .  . w xi Lemma 3.3 b of 5 and the equivalent Lemma 5 on page 550 of
w x  .6 justify the appearance of the Kostant partition function in 2.4 . The
point involved is crucial for our subsequent argument. The lemma is
correct as stated, but neither pair of authors remark that its hypothesis
cannot be satisfied if the relevant root, a say, is isotropic, that is, if
 .a h s 0. This, however, does not invalidate their argument. They firsta
 .obtain the formula 2.4 for the generic case in which there are no
isotropic roots. They then ¨erify that if the formula is specialized by
assuming that one or more roots a and associated quasi-roots are isotropic,
 .the corresponding factors in 2.4 give rise to the correct power of h ina
the leading term of D . This is accomplished by invoking the formulam
deg D s m K m y h . 3.6 .  . .  m a
hFm rash
w xThis, for m s 1, was first proved in Section 4 of 7 . For m G 1, it isa a
w x w xproved in 1 and as Lemma 2 in 6, p. 546 .
 . w x  .ii In 1 , Cao shows that the validity of 3.6 presupposes that the
 . q w xrestriction of F x, y to L for all a g D is nondegenerate. In 5 theya
w xreader is merely referred to 7 for the proof where only the situation
w xm s 1 is envisaged. However, 6 does provide a valid proof by making thea
discussion depend on the treatment in Chapter 4 of the nondegeneracy of
the invariant form which obtains for symmetrizable algebras and, ulti-
mately, on the Gabber]Kac theorem that the radical of L is trivial for
w xsymmetrizable algebras. For this see Proposition 5 on page 363 of 6 . All
 .this ensures that F x, y restricted to L is nondegenerate even thoughya
Moody and Pianzola do not emphasize this key fact.
EXAMPLE 3.1. In order to motivate the subsequent argument, we report
the following results obtained by means of MAPLE V for the algebra of
Example 2.1 with l s  p a i, which are typical of much further symbolici
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exploration which we have carried out:
m D l .m
a p1 1
a p2 2
a q a p p 2 p q p q 2 .1 2 1 2 1 2
u s a q a q a D l in Example 2.1 .1 2 3 u
 .  .Notice that, in this example, if h - m, D l divides D l . Further,h m
 .  .2 p q p q 2 is a factor of D l which does not appear in D l for1 2 a qa h1 2
h - a q a . We observed, similarly, that the quadratic factor in Example1 2
 .  .2.1 is the only irreducible factor of D l which does not appear in D lu h
for h - u . The key to the following argument is tracking these emergent
 .factors of D l as h increases, that is, as the weight l y h goes deeperh
 . qinto the Verma module M l . Thus, for each h g Q , we can associate an
emergent factor in this way.
DEFINITION 3.1. An irreducible factor of D which does not occur as am
factor of D for h - m will be called emergent at m. The product of suchh
emergent irreducible factors raised to the power at which they occur in Dm
will be denoted by C and will be referred to as the emergent factor at m.m
The emergent factor may not be irreducible. Modifying the Cartan
matrix of Example 2.1 by changing a to y1 gives a symmetrizable21
 .  .2algebra for which the emergent factor in D l is p q p q p q 2 ,u 1 2 3
again a quadratic factor but reducible. The emergent factor may even be a
product of several irreducible factors, as occurs in Example 4.1. In FSD-III
we give an algorithm for finding the emergent irreducible factors emergent
at m.
 .To prove Theorem 3.1, we first consider the algebraic set V D , that is,m
 .the subset of those l g H* such that D l s 0.m
 .  .THEOREM 3.2. h F m « V D ; V D .h m
 .  .Proof. Suppose l g V D . Thus D l s 0 and hence there is anh h
 .  .element of M l in a proper submodule of M l . But this is possible iflyh
 .and only if there is a Verma module M l y j , which is a submodule of
 .M l such that l y j G l y h or j F h. But then j F m and therefore
 .  .  .  .M l l M l y j / B, so D l s 0. This holds for all l g V D .lym m h
 .  .Therefore V D ; V D .h m
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COROLLARY 3.2. Irreducible factors of D are factors of D if h F m.h m
It is clear that D is a product of irreducible factors. But to whatm
powers? Why does the Kostant function appear in Theorem 3.1? The
answer to this question will emerge in the next stage of our argument
during which we shall finally give meaning to the key word ``generic'' in the
statement of the theorem. In this part of our argument, we shall invoke the
Jantzen filtration for the definition and properties of which we refer the
w xreader to the detailed discussion in Sections 2.9 and 6.6 of 6 .
THEOREM 3.3. If h F m, the emergent factors at h occur as factors of Dm
 .K  myh .in the term C l and D di¨ ides D .h h m
i  .Proof. For l s p a , suppose that w l is an irreducible nontriviali
emergent factor of D , so =w is not identically zero. Further, assume thath
 .  .  .  .  .h F m and that l is such that i w l s 0, ii =w l / 0, and iii except
 .for x s w, x l / 0 for all irreducible polynomials, x , which divide D .m
The set of l satisfying these conditions is dense in the zero manifold,
 .V w , of w.
In preparation for defining the Jantzen filtration, set
Äl s l q tz .
Choosing z such that z ? =w / 0, if the multiplicity of w as a factor of
Ä .D is k, then, since all other factors are nonzero at l, it follows that D lh h
is exactly divisible by t k since
Ä 2w l s tz ? =w l q O t . .  . .
 .Denote the maximal proper submodule of the Verma module M l by
 .  .  .M9 l and set N [ M l l M9 l .b lyb
The conditions we imposed on l imply that N s 0 if b - h, whereasb
N will be a nontrivial, finite-dimensional linear space consisting only ofh
 4top vectors. In other words, if ¨ g N , then e ¨ s 0 for all i g 1, 2, . . . , n .h i
w xAs described in 6 , the Jantzen filtration involves two sequences:
Ä 0 Ä Ä Ä1 Ä 2 Ä3M s M l > M > M > M > ??? , .
Ä i Ä Ä Ä i Ä Ä  . <  .  .4where M [ ¨ g M l F ¨ , w is divisible by t for all w g M l ; and
M l > M 1 > M 2 > M 3 > ??? , .
i Ä i 1w xwhere M is obtained by evaluating M at t s 0. As noted in 6 , M s
 .M9 l . Corresponding to the above filtration of the Verma module, there
 . iis a resulting filtration of finite length of M l . Let M havelyh lyh
wdimension s over C. Then it follows from Jantzen's basic result 6,i
 . xTheorem 4 i , p. 182 that k s  s .i i
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We have noted that N contains only top vectors and is of finiteh
dimension which we denote by s . We now impose an additional condition1
on l:
 .  .iv Assume that D l y h / 0 for 0 F b F m y h.b
This is equivalent to the nonvanishing of a finite set of polynomials in l.
 .However, it would be impossible to satisfy this requirement if w l s 0
 .forced D l y h to be identically zero. This finally leads us to explainb
what we mean by ``generic''!
DEFINITION 3.4. A Lie algebra is generic if its Cartan matrix is nonde-
generate and if the vanishing of an emergent irreducible factor at h never
 .implies that D l y h vanishes identically as a function of l for anyb
b G 0.
As a basis of N choose a set of s vectors, ¨ , such that s y s ofh 1 j i iq1
them are representatives of classes of M i rM iq1 . For weight spaces atlym lym
 .or above the level l y m, the maximal submodule of M l consists of
 .  .vectors in the union of Y [ U L ¨ . Notice that Y ( M l y h is aj y j j
 .  .  .submodule of M l and that condition iv implies that Y does notj lymqb
intersect any submodule of Y . It then follows that N is a direct sum ofj m
i  .  .subspaces of M , respectively of dimension s y s K m y h wherelym i iq1
K denotes the Kostant partition function. Invoking the Jantzen filtration, it
 .  .follows that w divides D with multiplicity K m y h  i s y s sm i iq1
 .kK m y h . This is greater than or equal to the power of w in D . Sinceh
this will be the case for every irreducible factor of D , it follows that ifh
h F m, D divides D .h m
We denoted by C the total emergent factor in D , that is, the producth h
to the appropriate power of all irreducible emergent factors in D .h
Applying the preceding argument to each emergent irreducible factor of
the Shapovalov determinant, we then have
 .K myhD l s C l . .  .m h
hFm
 .This completes the proof of Theorem 3.1 i .
For symmetrizable algebras it is known, as a consequence of the exis-
w xtence of an invariant bilinear form 5, 6 , that the nontrivial irreducible
 .factors are linear of type 3.3 . The Kac]Kazhdan formula in the form
 .3.5 follows immediately.
It is now relatively easy to complete the proof of Theorem 3.1. To this
end we must show that
deg C s m . 3.7 . . h a
q qrash , agD , rgZ
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 .Note that if this is correct, then deg C s 0 if h is not a root or ah
multiple of a root. This implies that C is nontrivial only when h is ah
quasi-root.
 .We first remark that the degree of D l is equal toh
m K h y ra . 3.8 .  . a
q qagD , rgZ
w xAs remarked above, this was proved in 1, 6 by an argument similar to that
w xof Section 4 of 7 but taking into account the multiplicity of the roots.
 .  .  .To prove 3.7 , we compare 3.8 with the formula of Theorem 3.1 i . It
 .is clear that 3.7 is valid if h s 0 or any simple root. We proceed by
induction. Notice that
D s C C K  myh . ,m m h
h-m
 .  .so, by 3.6 , since K 0 s 1,
m q m K m y ra s deg C q K m y h deg C . .  . .  .  a a m h
rasm ra-m h-m
Now, make use of the induction hypothesis for h - m, and observe that the
 .second terms on both sides are equal. This proves 3.7 .
It follows from this that if, for example, m s 2b where b is a primitive
 .root, then deg C would equal m q m . By a primiti¨ e root we meanm b 2 b
one which is not an integral multiple of another root.
4. TRANSLATION PRINCIPLE
Compare Theorem 3.1 with Conjecture 2.1. We know Conjecture 2.1 is
now equivalent to the following conjecture:
q  .Conjecture 4.1. For h g Q , C l can be further decomposed as ah
 .  .product of polynomials, F l ra s h of degree m , that is,a , r a
C l s F l . 4.1 .  .  .h a , r
q qrash , agD , rgZ
Although we have not obtained a general proof of Conjecture 4.1, we
give an example satisfying this conjecture.
EXAMPLE 4.1. Let L be the same algebra as in Example 2.1. We
observe a s 2a q 2a q 2a is a root of L of multiplicity 3, but it is1 2 3
also double the primitive root u s a q a q a . To verify Conjecture 4.1,1 2 3
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 .we need to show, in this case, that C l is a product of two polynomials:a
 .  .One is F l which is a quadratic; the other is F l which is a cubic.u , 2 a , 1
 .Using a method to be reported in FSD-III, we can calculate C la
 .directly without factoring D l . We obtaina
C l .a
s 8 p2 q 3 p2 q 5p2 q 10 p p q 13 p p q 8 p p 1 2 3 1 2 1 3 2 3
q49p q 30 p q 39p q 75.1 2 3
= 540 p3 q 121 p3 q 270 p3 q 996 p2 p q 1038 p p2 q 633 p p2 1 2 3 1 2 1 3 2 3
q1308 p2 p q 1601 p p p q 605p2 p q 484 p p21 3 1 2 3 2 1 3 2
q4803 p p q 4920 p2 q 1815p2 q 3114 p2 q 6013 p p2 3 1 2 3 1 2
q7894 p p q 14900 p q 9050 p q 11880 p q 15000.1 3 1 2 3
[ F p , p , p F p , p , p , .  .u , 2 1 2 3 a , 1 1 2 3
where F is quadratic and F is cubic. Thus we see that Conjecture 4.1u , 2 a , 1
is true for this example.
 .  .It is interesting to compare F l in Example 4.1 with F l s C inu , 2 u , 1 u
Example 2.1. We found that they are in the simple relation:
1F l s 4F l q r y r , 4.2 .  .  . .u , 2 u , 1 2
 .   1 2 34 .where r s 1, 1, 1 with respect to the standard basis a , a , a of H* .
 .We doubt that 4.2 is accidental. We conjecture that it exemplifies a
general principle. More precisely we advance
 .  .  .Conjecture 4.2 Translation principle . If w l is a factor of C l ,h
 .then the translate of w l ,
1
w l [ w l q r y r , 4.3 .  .  .r  /r
 .is a factor of C l .rh
We were led to this conjecture by noticing that in the symmetrizable
 .case, 2.5 , the following obtains:
1
mar F l q r y r s F l . .  .a , 1 a , r /r
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This implies that Conjecture 4.2 holds for all symmetrizable algebras. In
Example 4.1, the one relevant case we have been able to calculate, it also
holds for a nonsymmetrizable algebra.
Now we show that Conjecture 4.2 actually implies Conjecture 4.1 hence
.Conjecture 2.1 .
THEOREM 4.1. If Conjecture 4.2 is true, then for any root a , there exists a
 .family of polynomials F l of degree m , r s 1, 2, . . . , such that, for anya , r a
h g Qq,




maF l [ r F l q r y r . .  .a , r a , 1  /r
 maThe scalar multiple r merely cancels possible fractions in the expression for
 . . . .F 1rr l q r y r .a , 1
Proof. If a is primitive, by Theorem 3.6, we know that the degree of
 .  .C l is m . Thus, for a a primitive root, we can simply define F l toa a a , 1
 .be C l and seta
1
maF l [ r F l q r y r . .  .a , r a , 1  /r
Now we show the existence of F , r s 1, 2, . . . , for a nonprimitivea , r
root. Let b be a nonprimitive root. Without loss of generality, we suppose
b may be decomposed as a multiple of roots in two ways:
b s 1 = b s 2 = a ,
 .where a is a primitive root. Since a is primitive, F l , r s 1, 2, . . . ,a , r
 .have been well defined, and Conjecture 4.2 implies that F l , which isa , 2
 .  .of degree m , is a factor of C l s C l . Definea 2 a b
F l [ C l rF l . .  .  .b , 1 b a , 2
 .  .  .By 3.1 , C l has degree m q m ; thus F l will be a polynomial ofb a b b , 1
degree m . For r G 2, we setb
1
mbF l [ r F l q r y r . .  .b , r b , 1  /r
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A similar argument is valid for any other nonprimitive root. From the
construction we certainly have
C l s F l .  .h a , r
rash
qfor any h g Q .
5. CONCLUDING REMARKS
The authors feel that Conjecture 2.1 is correct. But if this is so there
remain many unsolved problems, such as:
 .1 In the case of nonsymmetrizable algebras, do the irreducible
emergent factors always appear in the first instance with multiplicity unity?
Such has been the case in the examples we have calculated. We suspect
that this will not always obtain, for example, in cases for which the
 .hypothesis in Theorem 3.1 ii fails.
 .2 If Conjecture 2.1 is correct, then for generic K]M algebras Fa , r
are irreducible. When the algebra is symmetrizable these factors are
m -powers of linear factors. Is there some intermediate possibility sucha
that a factor which is irreducible in the generic situation reduces to two or
more irreducible factors of differing degree when the Cartan matrix is
specialized? If so, characterize the associated Cartan matrix and weights.
 .3 We have observed that the coefficients of the factors we have
calculated are uniformly positive. Does this persist? In a private communi-
cation, S. Kumar has kindly pointed out that if this were the case it would
imply that the radical of a Kac]Moody algebra is generated by the Serre
relations}as has been widely surmised.
 .4 What relation, if any, does our translation principle have to the
BGG resolution of a highest-weight module?
 .  .5 What properties of the algebraic varieties, V w , reflect their
connection with the associated K]M group?
 .6 The quadratic factor which we exhibited for NS1 in Example 2.1
has nine independent coefficients. It is determined by the six off-diagonal
elements of the Cartan matrix and the three coefficients of the weight q .
But 9 s 6 q 3. Does this mean that the algebra and weight are deter-
mined by one irreducible factor of the Shapovalov determinant?
 .7 Are there generalizations to nonsymmetrizable K]M algebras of
the fascinating combinatorial results associated with symmetrizable alge-
bras?
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