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Abstract 
The eukaryotic, cytosolic chaperonin containing TCP-1 (CCT) is a protein folding 
nanomachine. CCT is a 1 MDa double-ring-structured ATPase which assists nascent 
polypeptides to reach their native conformational state. Obligate substrates include the 
cytoskeletal components actin and tubulin. Whilst significant structural studies have been 
conducted, relatively little is known about the dynamics of the ATP-dependent folding process. 
Total Internal Reflection Fluorescence (TIRF) microscopy is a high signal to noise, single 
molecule, microscopy technique which has been previously used to observe both protein 
dynamics and extract enzyme kinetics at the single molecule level. We have immobilised 
functional CCT onto silica surfaces in order to extract dwell times and kinetics of the folding 
process, as CCT captures, folds and releases actin from its unfolded state to the folded G-actin 
monomer. 
A method for the immobilisation of CCT, via a calmodulin protein, has been developed. Mutant 
CCT-6CBP has a calmodulin binding peptide tag inserted into the apical domain of the CCT6 
subunit and can be affinity captured via calmodulin immobilised to a borosilicate surface. The 
calmodulin-CCT interaction is calcium dependent and can be reversed allowing for 
discrimination between specific versus non-specific binding. 
ATP-dependent release of unfolded actin from CCT complexes immobilised to silica surfaces 
has proven to be problematic. Complexes can be specifically bound but subsequently seem to 
lose functional folding behaviour. Attempts to count the numbers of the stimulatory cofactor 
phosducin-like protein 2 (PLP2) and actin monomers bound to the CCT complex, utilising 
photobleaching, is described. A program for the analysis of single molecule traces was written. 
Incorporating a Chung-Kennedy non-linear filter, this program provides stoichiometric data 
consistent with spectrophotometric methods. Analysis of CCT-actin-PLP2 complexes was not 
possible due to time constraints. 
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Chapter 1 – Introduction 
This chapter can effectively be divided into two sections. In the first half, an introduction to 
single molecule techniques is presented (sections 1.1-1.3). This focuses principally on the 
techniques of confocal microscopy and TIRF microscopy as methods which enable the 
availability of information that has been hitherto hidden in ensemble averaged experiments. 
A short discussion on florescence and fluorescent labelling is also introduced, since single 
molecule fluorescence techniques require biomolecules to exhibit fluorescence for detection. 
In the second half, an overview of molecular chaperones as a class of proteins which assist 
the folding and transport of other polypeptides but are not themselves a part of the final 
functional structure is introduced (sections 1.4-1.6). With a particular focus on protein 
folding, the molecular chaperonins as a subclass of chaperone are discussed with particular 
emphasis placed on CCT, the group II chaperonin found in the cytosol of all eukaryotes. 
Essential for cell viability, CCT has been found to bind a wide number of substrates but has a 
specialised folding mechanism for key cytoskeletal proteins, actin and tubulin, via specific 
CCT subunits and ATP hydrolysis. Whilst much work has been done on the structural aspects 
of CCT and its folding cycle, via cryo-EM reconstruction work and a crystal structure, there 
is relatively little information available on the dynamics and time ordering of events within 
the CCT-actin folding cycle. This information is hard to access but the advent of single 
molecule approaches may enable this to finally be unlocked. 
It was the aim of this project to observe the dynamics of CCT-actin folding at the single 
molecule level using TIRF microscopy methods. It was hoped that temporal dynamics of the 
actin-CCT folding cycle could be elucidated by taking advantage of the recent advent of 
single molecule techniques. So that the reader might access the most pertinent information 
with greatest ease, they are directed towards section 1.2.4 for an introduction to TIRF 
microscopy, section 1.3.2 for a discussion on chemically tagging proteins with fluorescent 
dyes and section 1.6 for a general background on actin folding by CCT. Chapter 2 further 
explains the rationale for single molecule TIRF microscopy in this context. 
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1.1 Single molecule experiments 
Single molecule experiments come under a class of scientific investigation which attempt to 
detect, in some way, individual molecules. In most experiments, a signal emanating from 
billions or more molecules (in chemistry, one normally talks of molarities, with 1 mole = 
6.02x1023 molecules) is analysed over time e.g. temperature, colour, pressure, electric current 
etc. However, single molecule experiments detect properties of individual molecules. 
Examples of single molecule experiments can be found in patch clamp (Neher and Sakmann, 
1976), atomic force microscopy (Clausen-Schaumann et al., 2000), and fluorescence 
spectroscopy methods (Deniz et al., 1999). X-ray crystallography and cryo-electron 
microscopy do not strictly come under the single molecule class, despite their ability to 
resolve atomic structures at angstrom resolution, because they reconstruct molecular 
structures by averaging over many molecules. 
Whilst experiments which do not operate at the single molecule level have been, and continue 
to be, a very fruitful source of scientific endeavour, the ability to “watch” individual 
molecules operating in nature offers an exciting prospect for understanding biological, 
chemical and physical processes at new levels of resolution and in a manner not previously 
accessible. 
Patch clamp methods, which measure the passage of single ions through individual ion 
channels, are one example of single molecule detection. This has been developed in recent 
years with nanopore technology which detects current changes as proteins or DNA molecules 
translocate through individual nanopores. There is a current drive towards DNA sequencing 
using this method (Branton et al., 2008). 
Atomic force microscopy (AFM) has been used to perform force microscopy, whereby forces 
of individual molecules are analysed by stretching molecules attached to a substrate and then 
plotting the resulting force extension curves (Clausen-Schaumann et al., 2000). Optical 
tweezers and magnetic tweezers have also been used for single molecule force spectroscopy 
purposes in a similar fashion (Smith et al., 1996; Smith et al., 1992). Since then, a scanning 
ion conductance microscopy technique using a nanopipette has been developed. This can 
image cell surfaces non-invasively, at high resolutions, and can also control the deposition of 
individual single molecules (Ying et al., 2005). 
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Recently, there has been a move towards mass spectrometry in nanoelectromechanical 
systems which can operate close to the single molecule level (Naik et al., 2009). 
 
1.2 Single molecule fluorescence spectroscopy 
Arguably the most exciting area of single molecule experimental research of the past decade 
or so, has been the approach of single molecule fluorescence spectroscopy. This method is 
dependent on a fluorescent signal to detect single molecules. With various properties of this 
fluorescence (intensity, wavelength, lifetime and polarisation), imaging methodologies can be 
used to analyse these single molecules. 
In the context of single molecule fluorescence, the advantage of single molecule 
investigations over ensemble averaged experiments is clear. If individual single molecule 
events can be observed, then whatever variable is being measured can always be averaged 
(over many molecules) to yield the result that an ensemble averaged experiment would 
produce. Indeed, such an approach would give the experimenter confidence that the single 
molecules were behaving as observed in bulk previously. Thus, single molecule experiments 
do not lose information but have the potential to gain much, namely: 
1. If there exist multiple pathways in some “reaction” under observation, this can be 
elucidated using single molecule approaches. This would otherwise be averaged out in 
ensemble averaged investigations. 
2. A single molecule experiment does not necessarily have to be synchronised in time 
before the experiment starts (although in some cases it might still be desirable to do 
so). For example, if observing dissociation kinetics of a complex (A-B) of two 
molecules A and B in ensemble, the sample would have to be synchronised in time in 
the bound (A-B) state, and then “set off,” whilst a variable (or more) is monitored as 
the experiment advances (this variable could be fluorescence which is “on” when A-B 
is bound as a complex, and “off” when dissociation has occurred). Thus in ensemble 
the total fluorescence (from all molecules) over time would decay, after which the 
experiment would need to be repeated and from which dissociation constants could be 
extracted. In the single molecule experiment case however, no such synchronisation is 
required. An equilibrium of association and dissociation can be set up and allowed to 
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occur for an extended period, with binding and release of many individual, single A-B 
complexes observed over time. 
3. In cells, it has been found that many processes are controlled by very low copy 
numbers of proteins, in the order of tens of molecules (Cai et al., 2006). Thus, 
stochastic processes are very important in cellular function, and understanding single 
molecule effects will be essential in the next stages of understating the complexities 
of biology. 
 
1.2.1 Fluorescence 
Here is discussed the phenomenon of fluorescence, the means by which single molecules can 
be observed in single molecule spectroscopy. For an excellent review see Lakowicz (2006a). 
Fluorescence is a property of particular molecular structures, called fluorophores, whereby 
electrons can be excited, from a ground state to an excited singlet state, by photons of a 
specific wavelength (and thus energy). This wavelength depends on the molecular property of 
the fluorophore. This is why laser wavelengths are carefully chosen to be resonant at 
fluorophore excitation wavelengths for maximum fluorescence excitation. The excited singlet 
state electrons then relax back to their ground state, emitting a photon at a characteristic 
frequency which is lower than the excitation due to energy losses via phonon emission (see 
Figure 1). The wavelength of the emitted photon is also characteristic of the molecular 
fluorophore under excitation. With the use of optical filters, the excitation and emission 
channels can be sufficiently separated to enable the emission alone to be tracked. 
Figure 1 displays the central features of fluorescence. Each fluorophore will have ground and 
excited states within its molecular structure. Electrons can be excited from the electronic 
ground state to an available excited singlet state (spin and angular momentum must be 
conserved) if electromagnetic energy approximately equal to the energy gap separating the 
states is supplied (see Planck’s law, equation (1)). However, within these states there also 
exist vibrational energy states, so that when an electron is raised to an excited state it can also 
be raised to an excited vibrational state within the excited state. The electron will then relax 
to the ground vibrational state, in a process called internal conversion or vibrational 
relaxation, typically within 10-12s or less. During this relaxation, phonons are emitted. An 
electron will then decay electronically on the timescale of 10-9s or lower, emitting a photon. 
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Thus almost all vibrational relaxation occurs before an electron relaxes electronically. The 
time taken for electronic relaxation to occur is called the fluorescence lifetime. 
 𝐸 =
ℎ𝑐
𝜆
= ℎ𝑓 (1) 
Where 𝐸 is energy, ℎ is Planck’s constant, 𝑐 is the speed of light in a vacuum, 𝜆 is 
wavelength and 𝑓 is frequency. 
The photon emitted during electronic relaxation is detected as fluorescence emission in 
fluorescence spectroscopy. It should be noted that since the electronic relaxation occurs over 
a smaller energy gap than the excitation (due to vibrational energy state differences – see 
Figure 1), the emitted photons are of lower energy and thus longer wavelength – this is 
known as the Stokes shift. 
Another process which can occur is intersystem crossing from an excited state to an excited 
triplet state. This intersystem crossing will have a certain probability of occurring, depending 
on the electronic structure of the fluorophore. Essentially this process leads to two possible 
outcomes. Firstly, the electron can cross back to the excited singlet state and then relax 
electronically as described above. However, the extra time the electron spends in the excited 
triplet state will delay fluorescence emission leading to, what is commonly referred to as, 
dark states or blinking. A fluorophore essentially stops emitting fluorescence for milliseconds 
to seconds before suddenly resuming fluorescence emission. 
The other phenomenon which can occur after intersystem crossing to an excited triplet state is 
phosphorescence. This is also emission of a photon, due to electronic relaxation from the 
excited triplet state to the ground state, yet this can take on the timescale of seconds or more 
as this is strictly a forbidden quantum mechanical transition. However, there still remains a 
very small probability of this occurring, hence the very long timescale for relaxation. This 
also leads to dark states or blinking, as the fluorophore does not emit radiation until it has 
undergone phosphorescence and can then be re-excited by excitation radiation. What causes 
intersystem crossing and dark states has been described by Frantsuzov et al. (Frantsuzov et 
al., 2008) but is little understood. 
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Figure 1 A Jablonksi diagram showing the main processes of fluorescence. A fluorophore 
containing ground state S0, excited state S1 and triplet state T1 with another fluorophore 
added, containing states S’0 and S’1, to show potential energy transfer or quenching effects. 
 
Another process that can occur in fluorescence, shown in Figure 1, is quenching or energy 
transfer. Quenching, in its entirety, means the reduction in fluorescence emission intensity 
from a fluorophore caused by energy losses to surrounding molecules. This energy can be 
lost in a number of ways, by collisions or energy transfer to nearby molecular energy states. 
One very effective quencher is molecular oxygen, which is why oxygen scavengers are often 
employed in fluorescence spectroscopy, along with reducing agents, to reduce these effects as 
much as possible (Vogelsang et al., 2008; Aitken et al., 2008; Rasnik et al., 2006; Hubner et 
al., 2001). 
A final central process in fluorescence is that of photobleaching. Photobleaching is the 
sudden, irreversible loss of fluorescence from a fluorophore under excitation. It is caused, at 
least in part, by photochemical destruction of the fluorophore by excitation radiation 
(Greenbaum et al., 2000, Eggeling et al., 1998). Hence, higher excitation intensities and 
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exposure times increase the likelihood of photobleaching occurring. Normally this is an 
undesirable effect but can be useful if used to count the monomers in a complex (Ulbrich and 
Isacoff, 2007; Leake et al., 2006) or for verification of Forster Resonance Energy Transfer 
(FRET – see section 1.2.2 for more details). 
At this point it may be helpful to define a few terms frequently used in fluorescence 
spectroscopy studies: 
Quantum yield (QY) – the ratio of the number of photons emitted to those absorbed by a 
fluorophore. Most good fluorescent dyes have QY > 90%. 
Absorptivity (or Extinction coefficient) – the ability of a fluorophore to absorb a photon of 
a particular wavelength and polarisation. It is a function of the molecular cross-section. 
Photostability – the predominance of a fluorophore to display either blinking or dark state 
behaviour and is also dependent on the photobleaching rate of the fluorophore (at a given 
laser intensity). 
Brightness – a measure of the supposed “brightness” of a molecule and is essentially the 
product of the QY and extinction coefficient of a fluorophore. The photostability of the 
fluorophore may also be taken into account. 
Fluorescence intensity and wavelength from a source are typically the variables monitored in 
fluorescence spectroscopy but, as previously mentioned, polarisation can also be detected. 
Indeed, fluorescence excitation and emission are both polarisation-dependent effects. A 
fluorophore, which can be modelled as a dipole, is most likely to have an electron excited 
from the ground to the excited singlet state if the excitation radiation is polarised in the same 
(or similar) direction as the excitation dipole. Similarly, the radiation emitted after electronic 
relaxation will most likely be emitted with the same polarisation as the orientation of the 
dipole of the electronic states (in fact, the emission will be output in a cone of orientations 
centred about the dipole direction of the electronic states, since the process is probabilistic 
owing to the quantum nature of this phenomenon). This polarisation can be used to determine 
rotational dynamics of fluorophores (see Figure 2). The polarisation anisotropy (see equation 
(2)) is a measure of the correlation of the polarisation of emitted photons to those of the initial 
excitation, and it provides information on how quickly fluorophores can rotate. A fast de-
correlation implies that the molecule can rotate quickly, and a slow de-correlation the 
opposite. The rotational rate says something about the mass of the molecule to which the 
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fluorophore is attached, allowing for e.g. molecular complex formation or dissociation to be 
analysed (Rosenberg et al., 2005; Quinlan et al., 2005; Forkey et al., 2005; Forkey et al., 
2003; Forkey et al., 2000). 
 𝑟 =
𝑟0
1 + 𝜏 𝜙⁄
 (2) 
Where 𝑟 is the rotational anisotropy; 𝑟0 is the intrinsic anisotropy of the molecule; 𝜏 is the 
fluorescence lifetime; and 𝜙 is the rotational time constant. 
 
Figure 2 A schematic to demonstrate the principles of polarisation with respect to 
fluorescence. A, linearly polarised light will excite a fluorophore with a probabaility 
according to the relative angle between the polarisation vector and the dipole of the 
molecule. B, the excited molecule will emit fluorescence within a range of polarisation 
directions according to the dipole moment of the fluorophore. A polariser selects for 
polarisation of light according to the angle between the polarisation direction of the 
polariser and the light. Adapted from Joo et al. (2008). 
 
In addition to intensity, wavelength and polarisation, the fluorescence lifetime can also be 
analysed. Recent fluorescence lifetime imaging microscopy (FLIM) methodologies have been 
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developed (Becker et al., 2004; Lakowicz et al., 1992). FLIM has the advantage of being 
sensitive to the local environment of the fluorophore. However, it is technically difficult to 
build a FLIM imaging set-up as ultrafast laser systems, delay generators and gated optical 
intensifiers are required. This technique has not been employed in a single molecule capacity 
however. 
 
1.2.2 Förster resonance energy transfer (FRET) 
As has been previously mentioned, energy transfer of an excited singlet state electron to the 
excited singlet state of a nearby fluorophore is possible if they are sufficiently close and 
orientated. This particular resonant energy transfer to another fluorescent molecule is called 
Förster Resonant Energy Transfer (FRET), named after Theodor Förster. The probability of 
FRET is not only a function of the orientation and distance separation of the fluorophores, but 
also the extent of overlap of the emission spectrum of the donor (the fluorophore directly 
excited) and the excitation spectrum of the acceptor (the fluorophore to which the resonant 
energy transfer occurs). If it can be assumed that both fluorophores are able to rotate freely, 
then the orientation factor can be considered a constant (at least on average) leaving just the 
spectral overlap and distance dependence on the propensity for FRET. For two well-studied 
fluorophores, the spectral overlap would also be known so that the extent of donor excitation 
to cause fluorescence emission of a nearby acceptor fluorophore (which is not being excited) 
is a measure of their separation. Thus, information on fluorophore separation in biomolecules 
or complexes of molecules can be determined by FRET (see Figure 3). These changes in 
distance, with time, as conformational changes occur can be monitored and have been 
achieved in a number of cases, both at ensemble and single molecule levels (Michalet et al., 
2006; Kim et al., 2002; Jia et al., 1999; Ha et al., 1996). The equations for FRET are shown 
in equations (3) and (4). 
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Figure 3 FRET overview schematic. A, diagram of two fluorescent dyes, labelled as the 
donor (D) and acceptor (A), which are undergoing FRET. The donor is excited by incident 
radiation and can either emit fluorescence or transfer energy to the donor by FRET, causing 
the donor to emit fluorescence. B, a typical plot of energy transfer (the ratio of donor to 
acceptor emission) as the fluorophores are separated. C, a typical two-channel trace of a 
donor and acceptor pair. Adapted from Joo et al. (2008). 
 
 𝑟 = 𝑅0 √(
1
𝐸
− 1)
6
 (3) 
 𝑅0 ∝  𝜅2 (4) 
Where 𝑟 is the separation of the fluorophores,; 𝑅0 is the Förster distance; 𝐸 is the fraction of 
resonant energy transfer; 𝜅 is the dipole orientation factor which is approximated to be 2/3; 
and 𝐽 is the overlap integral of the emission spectrum of the donor and the excitation 
spectrum of the acceptor. 
Usually, the acceptor and donor emission are analysed as a ratio (this provides the estimation 
for 𝐸, the fraction of resonant energy transfer). 
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Finally, FRET can be combined with FLIM, to form FLIM-FRET. This technique records the 
changes in the fluorescence lifetime of fluorophores which are a result of FRET. The 
fluorescence lifetime of the donor is decreased when FRET occurs because there are more 
pathways by which the excited state electrons can relax. The advantage of FLIM-FRET over 
usual ratiometric FRET, is that it is insensitive to the concentrations of the species in the 
sample (Kumar et al., 2011). 
 
1.2.3 Confocal microscopy 
One major microscopy technique for single molecule spectroscopy is the confocal 
microscope. This set-up can be used for fluorescence intensity, FRET and polarisation studies 
at the single molecule level. 
 
 
Figure 4 A diagram to show how the pinhole aperture only selects light from a very small 
volume at the focal plane. Taken from Nikon MicroscopyU (2013). 
 
Confocal microscopy eliminates almost all background noise from scattering by imaging a 
very small, nanolitre volume. A pinhole is used to remove emission or scattering from 
regions outside the nanolitre excitation volume (Moerner and Fromm, 2003). Originally 
designed in 1957 by Marvin Minsky, light from outside the focal plane of the illumination 
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volume is blocked by the pinhole. In traditional epi-fluorescence microscopy, light is 
scattered and collected for imaging from the whole volume under illumination. The working 
principle of the confocal microscope set-up is demonstrated in Figure 4. 
 
1.2.3.1 Fluorescence correlation spectroscopy (FCS) 
There are two main ways in which confocal microscopy is used. The first is to allow single 
fluorescent molecules to diffuse in and out of the nanolitre, confocal volume and then 
perform statistical analysis on the fluorescence traces that result. This statistical analysis is 
known as fluorescence correlation spectroscopy, and enables the experimenter to determine 
diffusion coefficients (Maiti et al., 1997), single molecule size and fast reaction kinetics  
(Rajagopalan et al., 2011). FRET can also be combined with FCS (Kim et al., 2002). 
 
1.2.3.2 Super-resolution imaging techniques 
The other method employed by confocal microscopy, is to make high resolution images of 
live cells by scanning an area with the confocal volume. Strictly, this is not single molecule 
imaging, as images are typically acquired of cellular structures (which are fluorescent) rather 
than of single fluorescent molecules in cells. Essentially, this is because the resolution of the 
confocal microscope is determined by the wavelength of the light used for imaging, known as 
the diffraction limit. Very detailed images in 2D or 3D can be produced and scanning can 
also be performed, though this is limited by the time it takes to acquire images and scan the 
region of interest (Moerner and Fromm, 2003). However, recently so called super-resolution 
imaging techniques have been developed which ‘beat’ this diffraction limit and have 
subsequently led to single molecule detection. 
i. STED 
Stimulated emission depletion (STED) microscopy uses a high intensity, non-linear beam 
profile to image below the diffraction limit (Hell and Wichmann, 1994). It has since been 
used to visualise single molecules producing images at higher resolutions than achievable 
with confocal microscopy (Persson et al., 2011). 
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ii. STORM/PALM/FPALM 
Stochastic optical reconstruction microscopy (STORM), photoactivated localisation 
microscopy (PALM) and fluorescence photoactivated localisation microscopy (FPALM) 
are all techniques designed for the imaging of single molecules amongst populations of 
many fluorescent molecules. Photoactivatable dyes, which can be switched into active 
states for fluorescence by the application of low intensity light, are used. Each activation 
event only has a small probability of activating a given fluorophore so that each activation 
cycle only switches on a small subsection of the entire fluorescent population. Therefore 
individual molecules can be imaged amongst a large population of fluorescent molecules 
(Henriques et al., 2011). 
 
1.2.4 Total internal reflection fluorescence microscopy 
Total internal reflection fluorescence microscopy (TIRF) is another method for imaging 
single molecules and can be employed in conjunction with FRET and polarisation anisotropy 
as well as for the visualisation of single molecule position (Schneckenburger, 2005; 
Protasenko et al., 2005; Moerner and Fromm, 2003). 
TIRF is a fluorescence imaging technique which exploits a specific property of light upon 
total internal reflection (TIR). TIR occurs when light travels from a medium of higher 
refractive index to that of a lower refractive index. When the angle this incident radiation 
forms with the normal to the interface which separates two media of varying refractive index 
is sufficiently high, the radiation is reflected at the interface rather than penetrating into it 
(see Figure 5). The angle at, and above, which total internal reflection occurs is called the 
critical angle, and is defined in equations (5) and (6). 
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Figure 5 A picture describing the process of total internal reflection. When light makes an 
angle to the normal which is less than the critical angle, refraction takes place. However, 
when the incident radiation makes an angle to the normal which is greater than the critical 
angle, total internal reflection occurs. Note, the radiation must be going from a medium of 
refractive index, n1, which is greater than the refractive index of the medium into which the 
light is to penetrate, n2. 
 
The mathematical description of the process described above is shown below: 
Snell’s law of refraction states: 
 𝑛1 sin 𝜃1 = 𝑛2 sin 𝜃2 (5) 
Where 𝑛1 and 𝑛2 are the refractive indices of two media; and 𝜃1 and 𝜃2 are the angles light 
makes with the normal to the interface between these two media respectively. 
If 𝑛1 > 𝑛2, then there must be a 𝜃1 for which 𝜃2 = 90°. This is called the critical angle, 𝜃𝑐, 
and is given by: 
 𝜃𝑐 = sin
−1 (
𝑛2
𝑛1
) (6) 
A particular property of total internal reflection is that at the reflecting interface, an 
evanescent wave does actually penetrate beyond the interface, though it decays exponentially 
away from it (see equations (8) and (9)). This wave occurs as a result of quantum tunnelling; 
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photons have a small probability of penetrating the interface, due to the Heisenberg 
uncertainty principle which states that the position of a photon can only be known to within a 
certain error (see equation (7)). It is this evanescent wave which is exploited in TIRF 
microscopy. In essence, the evanescent wave, which penetrates to typically within 100 nm of 
the interface, acts by optically sectioning a volume at the surface. Any fluorescent molecules 
immobilised at the surface will be excited whilst the rest of the volume will remain in the 
absence of any excitation, thus reducing background scattering (see Figure 6). In Epi-
fluorescence imaging, where a whole volume is illuminated with excitation light, there is a 
great deal of scattering from molecules outside the imaging plane of the molecules under 
study. This is significantly reduced in TIRF and hence firmly places it within the high signal-
to-noise imaging methodologies. 
Heisenberg’s uncertainty principle states that: 
 Δ𝑥Δ𝑝 ≥ ℏ/2 (7) 
Where Δ𝑥 is the uncertainty in position; Δ𝑝 is the uncertainty in momentum; and ℏ is 
Planck’s constant divided by 2𝜋. 
The radiation intensity which penetrates into the media, from the interface to which total 
internal reflection occurs, is: 
 𝐼(𝑧) = 𝐼0𝑒
−𝑧
𝑑⁄  (8) 
Where 𝐼(𝑧) is the intensity at position 𝑧, which increases with perpendicular distance from 
the interface between the media; 𝐼0 is the intensity of the radiation at the interface; and 𝑑 is 
the characteristic penetration depth. 
 𝑑 =
𝜆0
2𝜋
(𝑛2
2sin2𝜃1 − 𝑛1
2)
−1 2⁄  (9) 
Where 𝜆0 is the wavelength of the light. 
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Figure 6 TIRF schematic. Excitation radiation is sent in at an angle to produce TIR. The 
resulting evanescent wave, which penetrates into the media, excites fluorophores in solution 
(green). Outside the evanescent wave region, fluorophores are not excited and neither is 
there any scattering off the media, both of which significantly reduce background noise. 
 
TIRF is a single molecule imaging technique because, despite being limited by the diffraction 
limit as with confocal microscopy (apart from super-resolution imaging), if molecules are 
immobilised to the glass coverslip surface at a low enough density then individual molecules 
can be visualised (in spite of the fact that these spots of fluorescence intensity correspond to 
~400-600 nm in extent). Indeed single fluorescent molecules in TIRF produce a Gaussian 
peak of size approximately equal to the wavelength of the imaging radiation, due to the 
diffraction limit (see Figure 7). Techniques such as fluorescent imaging with one nanometre 
accuracy (FIONA) can be used to localise a single molecule to within 1 nm (Kural et al., 
2005). This relies upon computer programs which fit Gaussian profiles to single molecule 
diffraction spots; the higher the intensity of the spots, the more accurate the fitting. 
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Figure 7 Gaussian profile (or point spread function) of a single molecule displayed using 
Image J software. 
 
There are two main approaches to TIRF single molecule imaging: objective- and prism-type 
TIRF (see Figure 8). In objective-type TIRF, the laser excitation is sent parallel to, but offset 
from, the optical axis, thus forming TIR at the glass coverslip-water interface. The lenses in 
the microscope objective deflect the excitation at an angle for TIR. In prism-type TIRF, a 
prism is put in contact with the glass-water interface and is used to create the necessary angle 
of the excitation beam with the glass-water interface. For the most part, objective-type TIRF 
is used as it is a more efficient use of space. 
Once the TIRF illumination has excited fluorophores immobilised at the glass surface, a 
combination of optical filters, to single out the emission, and a detector (charged-coupled 
device (CCD) camera) are used to collect the emission and project an image. 
TIRF microscopy has been used in a number of applications, which can be described as in 
vitro assays and in vivo assays. 
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Figure 8 Two diagrams outlining the working principles of prism- and objective-type TIRF. 
A, prism-type TIRF uses a prism above the sample to refract excitation light and generate 
TIR. B, objective-type TIRF uses the microscope objective itself to generate TIR by sending 
the excitation light up parallel, but away from, the optical axis. Blue line is excitation; green 
line is emission from fluorophores; P = prism; O = objective; D = dichroic mirror; F = 
emission filter. Taken from Moerner and Fromm (2003). 
 
1.2.4.1 In vitro assays 
Here, TIRF has been utilised in a number of ways for different purposes. These include single 
molecule dynamics of GroEL/GroES system (Kim et al., 2010; Frank et al., 2010; Taguchi et 
al., 2001), observing the rotations of the F1-ATPase (Adachi et al., 2000; Yasuda et al., 1998; 
Noji et al., 1997), observing myosin V walking on microtubules (Forkey et al., 2003), for 
single molecule DNA sequencing technology (Clarke et al., 2009; Bentley et al., 2008) and 
immunoassays at the single molecule level (Salehi-Reyhani et al., 2011; Jain et al., 2011). 
 
1.2.4.2 In vivo assays 
Here, TIRF is used to image live cells. Indeed, this is arguably the most common use for 
TIRF. Such has been its success, that many TIRF microscopes are now available to purchase 
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prebuilt and ready-to-use. In our case, we had to build a custom made microscope (see 
section 3.1). As TIRF can only image up to ~100 nm from the glass coverslip surface, 
fluorescent membrane proteins are the only molecules which can be feasibly imaged for in 
vivo studies. Single molecule TIRF imaging of cells has been used to track diffusion of 
membrane proteins (Mashanov et al., 2003), calculate protein complex stoichiometry 
(Ulbrich and Isacoff, 2007; Leake et al., 2006) and visualise membrane protein localisation 
(Snijder-Van As et al., 2009). 
 
1.2.5 Other single molecule fluorescence techniques 
There are in fact a number of other single molecule spectroscopic imaging methodologies and 
the list continues to grow as the field develops over time. Listed here are four main 
alternatives: 
High inclined and laminated optical sheet (HILO) microscopy is an imaging methodology 
closely related to TIRF. Rather than illuminating the sample with the evanescent wave 
resulting from TIR, the angle of the incident light to the normal at the interface is selected to 
be just below the critical angle. Hence, TIR does not occur but instead a thin slice of light 
penetrates the sample at an angle just above parallel to the interface. Effectively, this thin 
sheet optically sections the sample to within 20 µm but has reduced signal to noise resulting 
from the increased scatter in the larger illumination volume. This method can, nevertheless, 
be useful when wanting to image live cells below the membrane (Tokunaga et al., 2008). 
Selective plane illumination microscopy (SPIM) is designed for imaging in a TIRF-like 
manner but away from the glass coverslip surface. A thin illumination volume (around a few 
microns thick) is generated through the sample, and the fluorescence emission collected as 
per usual TIRF microscopy. The advantage is that the imaging slice can be placed wherever 
the experimenter desires, however it does produce reduced signal to noise resulting from the 
larger illumination volume and hence background light collection (Huisken et al., 2004). 
Fluorescence speckle microscopy (FSM) is a method to visualise single molecules even 
when high numbers of the biomolecule of interest are present and might reduce the ability to 
perform single molecule detection. The idea is to label only a small population of the 
biomolecule so that only a few molecules (the fluorescent ones) are visualised (Maddox et al., 
2003). 
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Two photon microscopy is an imaging methodology which is designed to image a very 
small volume. It does this by illuminating with a wavelength of light which is of half the 
energy required to cause excitation of an electron for fluorescence (Schwille et al., 1999; 
Denk et al., 1990). Therefore, the only way for fluorescence excitation to occur is for two 
photons to be absorbed together. There is only a very small probability of this happening and 
it is related to the density of photons in the region of the fluorophore, with more available 
photons making the two photon excitation more likely (probability of excitation is ∝ 
intensity2). Thus only in the high intensity region of the illumination beam does two photon 
excitation predominantly occur, and it is this small volume which acts as the illumination 
volume. Background scattering is filtered out because only the wavelength of emission from 
the fluorophore is selected and it is further from the excitation volume than would be the case 
had direct illumination occurred. When combined with confocal microscopy, fluorophores in 
the illuminated volume are distinguished from background light even more effectively. 
 
1.3 Fluorescent biomolecules 
As has been discussed thus far, the imaging of fluorescent single molecules can be performed 
in a number of ways. However, little has been mentioned about how single molecules are and 
can be fluorescent. There are, in fact, four ways this can occur and they are listed below. 
 
1.3.1 Intrinsic fluorescence 
Firstly, some biological single molecules have an intrinsic fluorescence (or autofluorescence). 
This is fluorescence which emanates from naturally occurring fluorophores in proteins or 
small molecules upon excitation by a higher frequency radiation. Examples of this include 
tryptophan residues, which absorb at around 180 and emit at around 300-350 nm. Tryptophan 
autofluorescence can be used to determine protein concentrations and the local environment 
of the protein, due to the fact tryptophan is a rare amino acid (typically only occurring at 1-
3% frequency in proteins) and that its fluorescence properties are dependent on local 
environmental effects including the hydrophobicity of the environment, often linked to the 
folded state of a protein (Chen and Barkley, 1998). For example, actin has four tryptophan 
residues which were used on intrinsic probes for CCT folding assays (Stuart et al., 2011). The 
other residues phenylalanine and tyrosine, also exhibit autofluorescence but have lower 
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quantum efficiency and absorptivity. They are also more predominantly quenched by nearby 
residues (Lakowicz, 2006b). 
 
Other small molecules also exhibit intrinsic fluorescence. The coenzyme Flavin adenine 
dinucleotide (FAD), chlorophyll and fluorescent proteins (FPs) e.g. green fluorescent protein 
(GFP) from the Aequorea victoria jellyfish, are the most prominent examples. FAD 
fluorescence has been used to determine the enzymatic turnover kinetics of single cholesterol 
oxidase molecules due to the fluorescent change in FAD emission upon oxidation (Lu et al., 
1998). Absorption spectroscopy for the determination of chlorophyll concentrations in 
plants/trees makes use of the naturally fluorescent properties of chlorophyll (Krause and 
Weis, 1991) which are instrumental in its operation as a converter of light into energy. Lastly, 
the fluorescent proteins, which are mainly derived from the Aequorea victoria jellyfish, have 
been used in single molecule spectroscopy experiments with the use of genetic tagging (see 
section 1.3.3) (Tsien, 1998). The fluorescent proteins come in a variety of derivatives, 
including other enhanced green fluorescent proteins. There are also a number of yellow, cyan 
and blue fluorescent proteins all derived by mutation from the original GFP (Shaner et al., 
2005). Other fluorescent proteins, particularly the red fluorescent proteins, are derived from 
the Discosoma striata and Heteractis crispa coral. Roger Y. Tsien, Martin Chalfie and 
Osamu Shimomura won the Nobel Prize for Chemistry in 2008 for their work on “the 
discovery and development of the green fluorescent protein,” such has been the significance 
of the FPs for cell imaging and single molecule spectroscopy. 
 
1.3.2 Chemical labelling 
If a molecule does not have sufficient intrinsic fluorescence, or if the fluorescence it does 
exhibit is not in the desired region of the electromagnetic spectrum, then fluorescent labels 
can be chemically attached instead. These fluorescent labels are typically synthesised in the 
laboratory and have been tested and refined to display favourable qualities, including high 
quantum efficiency and absorptivity, as well as low blinking and bleach rate. In addition to 
this, they typically come with an attached chemical group for labelling of specific residues in 
proteins. These are maleimides for labelling thiols in cysteines, and active esters for labelling 
amino groups in, for example, lysine. Others including amines are also available for aldehyde 
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and carboxylic acid group attachment. Typically, these fluorescent dyes are approximately a 
few hundred daltons in mass and so are relatively small in comparison to most proteins and 
unlikely to have a huge impact on biomolecular function unless situated at an active site. 
There are a number of commercially available fluorescent dye molecules, all of which have 
known quantum efficiency, extinction coefficient, brightness and quantum yield. These dyes 
are usually derived from a particular molecular structure e.g. Xanthene, Cyanine and 
Naphthalene derivatives which include the fluorescein and rhodamine dyes from Xanthene. 
Some of the main commercial dyes, with their trademark names, are Alexa Fluor, Atto and 
DyLite. Alexa Fluor dyes deserve a particular mention because, despite their high purchase 
cost, they are widely regarded as the best among the commercial dyes in terms of 
photostability, quantum yield and brightness (Ballard et al., 2007) (see Figure 9). 
 
Figure 9 A graph of emission spectra from Alexa Fluor dye range. The number, e.g. Alexa 
Fluor 488, refers to the excitation wavelength which generates the maximal excitation. Taken 
from Abcam (2013). 
 
One last type of dye which has been synthesised in the laboratory and can be exogenously 
attached to biomolecules of interest are the so-called “quantum dots.” These are semi-
conductor structures which display much higher brightness and photostability than the 
chemical dyes listed above. They may be on the order of 100 times more photostable than 
fluorescent dyes, making these labels excellent for long time scale imaging of single 
Fluorescence 
intensity (a.u.) 
Wavelength (nm) 
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molecules (Chan and Nie, 1998; Bruchez et al., 1998). Recent examples of quantum dots 
employed in single molecule experiments have been shown (Hohng and Ha, 2005). In vivo 
Toxicity is a potential drawback with the very high cost of quantum dot dyes. Similarly, 
quantum dots must be treated chemically to render them water-soluble (Liu et al., 2008). 
 
1.3.3 Genetic tagging 
The final main technique employed for the tagging of biomolecules with a fluorescent label is 
the genetic approach. Here, using recombinant gene technology, fluorescent proteins (FPs) 
are made by the cell’s own protein building machinery due to the insertion of the FP gene. 
These fluorescent proteins are naturally fluorescent i.e. they contain a fluorescent 
chromophore in their protein sequence. The hybrid protein nearly always involves the 
addition of a fluorescent protein to the N- or C-terminus of the protein of interest. This has 
two main advantages: 
1. The FPs are non-toxic to cells, unlike many dyes and quantum dots, allowing for in 
vivo investigations to be performed. In addition, getting dyes into cells for labelling 
(ignoring toxicity effects) is itself a potentially technically challenging task (Keppler 
et al., 2003). 
2. Even if the FP labelled protein is designed for in vitro experiments, the cellular 
viability of such proteins can still be assessed as a control before any experiments in 
the test tube are attempted. This is not possible with chemically tagged proteins and 
so in vitro controls have to be performed instead. 
However, the GFP, and its derivatives, is a large ~26 kDa, barrel-shaped, protein molecule 
(see Figure 10). This is very large compared to the molecular weight of most typical dyes or 
quantum dots (only ~100s Daltons in mass). Thus, these large additions to proteins are more 
likely to result in changes to normal protein function. 
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Figure 10 Crystal structure of the green fluorescent protein from Aequoria victoria. 
[PDB:1EMA]. 
 
In conclusion, fluorescent proteins have been very successfully employed for in vivo single 
molecule experiments (Ulbrich and Isacoff, 2007; Leake et al., 2006; Brock et al., 1999), but 
for in vitro investigation fluorescent dyes are typically used. 
 
1.4 Molecular chaperones 
Molecular chaperones are a class of protein which aid their substrates to a correctly folded 
state, transport across membranes, or compartmentalisation into degradation pathways. Ellis, 
who did much of the early work on molecular chaperones, describes them as: 
“a family of unrelated classes of protein that mediate the correct assembly of other 
polypeptides but that are not components of the functional assembled structures.” (Ellis and 
Hemmingsen, 1989) 
Thus chaperones, whilst interacting with unfolded or partially unfolded polypeptides, are not 
a part of the final structure or location of the substrate. Chaperones are a large family of 
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proteins, which are not related, but can nevertheless be divided into families. These main 
families are shown in Table 1. 
Chaperone family Main functions Prokaryotic 
examples* 
Eukaryotic examples 
Small heat shock 
proteins (Hsp) 
Aggregation 
prevention 
 Hsp20, Hsp25, Hsp27 
Hsp33 Prevention oxidative 
stress, protein 
folding/unfolding 
Hsp33  
Chaperonin ATPase, folding of 
nascent protein, 
unfolding/refolding of 
protein 
GroEL/GroES, 
Cpn60/Cpn10 
CCT, archaeal 
thermosome 
Hsp70 ATPase, cross-
membrane transport, 
heat shock response, 
protein 
unfolding/folding 
DnaK, DnaJ, GrpE Hsc/Hsp70, Hsp40 
Hsp90 ATPase, proteolysis, 
stabilisation, protein 
unfolding/folding 
HtpG, TRAP1 Hsp90 
Hsp100 ATPase, proteolysis, 
resolubalisation of 
aggregates, protein 
unfolding/folding 
ClpA, ClpX Hsp100, Hsp104 
ER lectin chaperones Protein folding, 
quality control 
- Calnexin, calreticulin 
ER folding catalysts Protein folding - PDI, PPI 
Prosequences Proteolysis Subtilisin, alpha-lytic 
endopeptidase 
 
Table 1 A table displaying the main chaperone families, their cellular functions and some 
prokaryotic and eukaryotic examples. Adapted from a slide show by Helen Saibil (2006). 
*includes endosymbiotic organelles 
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The heat shock proteins display elevated levels upon increased heat or cellular stress, and 
thus act to prevent protein aggregation. Many of these chaperones are essential for cell 
viability, even in unstressed conditions, although their levels are increased upon cell stress. 
 
1.4.1 Protein folding 
Almost all the chaperones listed in Table 1 are involved in protein folding/unfolding, or 
certainly prevention of protein aggregation, and thus a short discussion on protein folding is 
included here. 
 
1.4.1.1 Introduction 
The central dogma of molecular biology states that DNA is transcribed into RNA by RNA 
polymerase, followed by the translation of RNA into protein by the ribosome. The protein 
which is ‘built’ by the ribosome consists of a long chain of amino acids chemically linked 
together in a linear chain known as a random coil. The order of this linear chain is determined 
by the DNA sequence that coded for its production. However, as the protein is synthesised by 
the ribosome, the protein chain begins to ‘fold’ or conform into a shape which is determined 
by the charge characteristics of the protein sequence itself alongside the pH and temperature 
of the surrounding environment. The final conformational shape of a protein is essential for 
its capacity to carry out its required function (or functions) in the cell or organelle. The active 
site of a protein can be very small, yet its accessibility is determined by the conformational 
arrangement of the whole molecule. Thus misfolding can render a protein non-functional. 
Worse, exposed hydrophobic regions of proteins can aggregate with hydrophobic regions of 
other proteins, in an aqueous environment. Protein aggregation is linked to cell pathogenesis 
and death (Stefani and Dobson, 2003). Many neurodegenerative diseases, like Alzheimer’s 
and Huntington’s disease, are directly linked to the formation of large plaques of aggregated 
protein in the brain (Glenner and Wong, 1984). It seems the cell’s degradation machinery is, 
in these cases, unable to break down aggregates by proteases. Thus it is in cells’ interests to 
curb the dangers associated with protein production, including protein misfolding. This is 
what many molecular chaperones do, either by assisting folding, preventing aggregation 
(Horwich et al., 2007; Lin and Rye, 2006) or targeting misfolded proteins for the proteasome 
(Kriegenburg et al., 2012). 
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1.4.1.2 Protein folding theory 
The generally accepted model for protein folding, as it stands today, is based on energy 
minimisation (Anfinsen, 1973). In Levinthal’s days, a famous paradox had been posed 
(Levinthal, 1968): how, when so many possible conformations and trajectories of a 
polypeptide chain existed, could a protein ‘find’ the native state so quickly? This thinking 
was based on a random search concept, with the polypeptide accessing, with equal 
probability, all conformational states. However, statistical mechanics applied to protein 
chains has shown that a protein does not access all conformations randomly when folding, 
since some conformational states are more energetically favourable than others. Rather, the 
protein is ‘directed’ to the lowest energy state. 
According to the energy minimisation theory, as a protein chain folds it experiences 
instantaneous dipole-dipole interactions, electrostatic forces with nearby or distant charged 
amino acid residues, and interactions with its aqueous environment. All these forces can be 
related to a free energy surface, given by the Gibbs free energy function: 
 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (10) 
Where ∆𝐺 is the Gibbs free energy change, ∆𝐻 is the enthalpy change, 𝑇 is temperature and 
∆𝑆 is the entropy change. 
It is proposed that proteins can fold along this Gibbs free energy surface (see equation (10)), 
into more stable local minima, onto more unstable local maxima or onto points of inflexion. 
Folding intermediates could then represent local minima, and native state proteins may be 
found at the global minimum (see Figure 11): 
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Figure 11 A schematic to show the principles of protein folding along an energy landscape. 
The z-axis represents free energy and the x- and y-axes represent various protein 
conformations. The native state (N) is at the lowest energy point on the surface. Taken from 
Dill and Chan (1997). 
 
As Figure 11 shows, finding the conformational state can be likened to rolling a ball over a 
surface. Just as a ball will tend to find the lowest gravitational potential energy point, a 
protein will tend to find the lowest free energy point. 
Those protein which are vulnerable to misfolding, and/or aggregation, may have local 
minima (distinct from the global minima representing the native state) which are very stable. 
Aggregation formation may even represent new global minima of greater stability than the 
native state minimum for a protein monomer. 
 
1.4.1.3 Molecular chaperone protein folding theory 
Broadly, there are two theories as to how protein folding assistance by chaperones might 
function: 
1. Active folding/unfolding – this is where the chaperone physically manipulates the 
protein by folding/unfolding it, so it is in its native state or a state committed to fold to 
the native state (Priya et al., 2013; Shtilerman et al., 1999; Weissman et al., 1994; 
Todd et al., 1994). 
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2. Passive folding – this is where the chaperone simply sequesters the protein, from 
surrounding proteins it may tend to aggregate with, so that it can fold by itself to the 
native state. This is sometimes referred to as an Anfinsen’s cage (Saibil and Wood, 
1993). Measurements of folding of molecules encapsulated in artificial ‘cages’ have 
shown that these structures promote native state folding (Cannone et al., 2005; 
Campanini et al., 2005; Eggers and Valentine, 2001). 
In reality, of course, some chaperones may fold proteins by a combination of the processes 
listed above. 
 
1.5 Molecular chaperonins 
Within the large, and unrelated, group of molecular chaperones sits a subclass known as 
chaperonins. These are ring-structured ATPases and protein folding specialists, which can be 
further subdivided into two evolutionary groups; group I chaperonins found in prokaryotes 
and endosymbiotic organelles, and the group II chaperonins found in eukaryotes and 
archaeabacteria. These can all be found in the chaperonin group, in Table 1. For reviews on 
the chaperonins, see Yebenes et al. (Yebenes et al., 2011; Horwich et al., 2007). 
 
1.5.1 Prokaryotic chaperonins (group I) 
The prokaryotic chaperonins include not only bacterial chaperonins, but also those found in 
the endosymbiotic organelles of eukaryotes. For example, the Cpn60/Cpn10 chaperonin is 
found in mitochondria and chloroplasts. 
 
1.5.1.1 GroEL/GroES 
GroEL/GroES is the best characterised and understood of the chaperonins. Found in bacteria, 
it consists of two rings of seven identical subunits stacked back-to-back. X-ray and electron 
microscopy structures have been successfully produced (Shomura et al., 2004; Ranson et al., 
2001; Xu et al., 1997; Hunt et al., 1996; Braig et al., 1994) and GroEL is known to bind a 
vast number of substrates (Azia et al., 2012; Kerner et al., 2005; Houry et al., 1999), thus 
often being referred to as promiscuous, albeit with a limited role in the cell. It is an ATPase, 
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which binds ATP around its ring structure with a positive cooperativity, and a negative 
cooperativity for ATP binding to the other ring (Saibil et al., 2001). A co-chaperonin GroES 
acts as a cap over the cavity formed by the rings of subunits. Proteins are sequestered in the 
GroEL cavity. The inside of the GroEL ring is predominantly hydrophobic for binding to 
exposed hydrophobic surfaces in protein targets (Ashcroft et al., 2002; Kobayashi et al., 
1999; Chen and Sigler, 1999). It then presents a negatively charged inner wall environment 
upon GroES binding providing a folding environment for substrates (Horwich and Fenton, 
2009; Hartl and Hayer-Hartl, 2009). ATP binding, release, GroES binding and release all 
induce conformational changes in the GroEL/GroES structure and direct the folding cycle 
(Clare et al., 2012). 
 
1.5.1.2 Cpn60/Cpn10 
The Cpn60/Cpn10 chaperonin, found in chloroplasts and mitochondria, are homologues of 
the bacterial GroEL/GroES chaperonin. Deletion of Cpn60 in yeast and mice is lethal to cells 
(Christensen et al., 2010; Hallberg et al., 1993) as is its deletion in chloroplasts (Apuya et al., 
2001). This class of group I chaperonin have not been so well studied, since the purification 
of Cpn60/Cpn10 has proven a challenge (Viitanen et al., 1998). Nevertheless, in 
mitochondria Cpn60 consists of two heptameric rings stacked back-to-back, much like its 
homologue GroEL. Interestingly, mammalian-type Cpn60 is known to exist in monomeric, 
heptameric and tetradecameric form (Viitanen et al., 1992), in similar fashion to GroEL. 
Cpn60 has also be found outside the mitochondria in the cytosol, at cell membranes and even 
in the extracellular space (Cappello et al., 2008). It is becoming clear that these chaperones 
are more diversified than simply protein folding specialists. 
In chloroplasts, cpn60 also differs from the bacterial homologue GroEL by the fact that the 
heptameric ring structure in Cpn60 consists of two distinct subunits, α and β which have a 
~50 % sequence homology (Vitlin et al., 2011; Hemmingsen et al., 1988). 
 
1.5.2 Eukaryotic chaperonins (group II) 
The group II chaperonins include the chaperonin containing TCP-1 (CCT) and its homologue 
from archaeabacteria, the thermosome. This group II class of chaperonin is comparatively 
less well understood, but progress is being made. 
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1.5.2.1 CCT or TRiC 
The chaperonin containing TCP-1 (CCT), or the TCP-1 ring complex (TRiC) as it is 
sometimes known, is the subject of this report. Thus extensive details concerning this 
chaperonin are included in the rest of this introduction (see section 1.6). It is a cytosolic 
ATPase, which consists of a ring of eight different subunits (labelled α-θ, or 1-8 in yeast) 
stacked back-to-back. Each subunit is ~52-65 kDa in molecular weight, forming a ~1 MDa 
folding nanomachine. It is thought to be more substrate specific than GroEL/GroES, though 
CCT seems to bind a large number of substrates (Gong et al., 2009; Yam et al., 2008; Dekker 
et al., 2008). It folds the key cytoskeletal components actin and tubulin (Sternlicht et al., 
1993; Melki et al., 1993; Yaffe et al., 1992; Lewis et al., 1992; Frydman et al., 1992). 
 
1.5.2.2 Archaeal thermosome 
The archaeal thermosome from Thermosplasma acidophilum was the first structure to be 
solved (Ditzel et al., 1998). It revealed an 8-fold symmetric ring, as with CCT, stacked back-
to-back with an identical ring. However, rather than eight unique subunits, the thermosome 
contains two subunits, labelled α and β, which alternate around the ring. The discovery of the 
‘helical protrusion’ in each subunit, which caps the thermosome cavity (thus acting as a lid 
and replacing the role of GroES or Cpn10), has helped explain why there is no corresponding 
‘lid’ in the group II chaperonins (Lund, 2011; Zhang et al., 2010). Later crystal structure of 
the archaeal chaperonin from Methanococcus maripaludis in various nucleotide-bound states 
revealed a possible mechanism for subunit signalling upon ATP hydrolysis and the subunit 
conformational changes as the ATPase cycles (Pereira et al., 2012; Pereira et al., 2010). 
 
1.6 CCT 
The chaperonin containing TCP-1 (CCT), or the TCP-1 ring complex (TRiC), is the central 
protein system of interest in this thesis. An extensive review of the group II chaperonin CCT 
can be found here, with a particular focus on the CCT interaction with the cytoskeletal 
protein actin, another point of focus for this report. 
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1.6.1 Discovery 
The discovery of CCT began with the finding of the TCP-1 (tailless complex polypeptide-1) 
protein, part of a group of abundantly expressed protein in mouse testes. These TCP-1 
proteins were encoded by a particular genetic locus in chromosome 17 which had been 
associated with a defective tailless phenotype. Once the TCP-1 gene was successfully cloned 
(Willison et al., 1987; Willison et al., 1986), its sequence was analysed and displayed 
significant sequence homology to GroEL, the group I chaperonin found in prokaryotes 
(Gupta, 1990). Hence, it became the prevailing theory that this TCP-1 was the eukaryotic 
homologue of GroEL. Later, it would be shown that TCP-1 was in fact just one subunit of the 
CCT complex: CCTα and that CCT was a large, cytosolic multi-subunit complex, forming a 
ring with a folding cavity in the centre (Yaffe et al., 1992; Lewis et al., 1992; Gao et al., 
1992; Frydman et al., 1992). The other subunits CCTβ, CCTγ, CCTδ, CCTε, CCTζ-1, CCTζ-
2 (this is a subunit variant found only in testes (Hynes et al., 1995)), CCTη and CCTθ, which 
make up this multimeric ring, have now all been discovered and sequenced (Kubota et al., 
1997; Kubota et al., 1995; Kubota et al., 1994). The yeast subunits CCT1-8 have also been 
sequenced (Stoldt et al., 1996). 
 
1.6.2 Substrates 
The main substrates of CCT are the cytoskeletal proteins actin and tubulin. As early as 1991, 
there were published results suggesting that CCT, or at least TCP-1 (later found to be CCTα), 
was crucial in microtubule-associated processes (Ursic and Culbertson, 1991). By the mid-
1990s, numerous papers had been published showing that: CCT folded the proteins actin and 
tubulin; that both needed to be processed by CCT to fold correctly and thus form the thin 
filaments and microtubules of the cell; and that Mg2+ and ATP were required to release 
folded (or committed-to-fold) substrate (Brown et al., 1996; Vinh and Drubin, 1994; Ursic et 
al., 1994; Miklos et al., 1994; Melki and Cowan, 1994; Marco et al., 1994; Gao et al., 1994; 
Sternlicht et al., 1993; Rommelaere et al., 1993; Melki et al., 1993; Gao et al., 1993; Yaffe et 
al., 1992; Gao et al., 1992; Frydman et al., 1992). 
Before CCT folds either actin or tubulin these substrates are delivered to CCT by prefoldin 
(PFD) (Vainberg et al., 1998; Geissler et al., 1998). Prefoldin stabilises substrates using its 
six ‘tentacles’ and subsequently delivers substrate to the open cavity in CCT for productive 
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folding (Lundin et al., 2004; Martin-Benito et al., 2002; Siegert et al., 2000, Siegers et al., 
1999). CCT also binds phosducin-like proteins (PhLP) which aid actin and tubulin folding. 
Thus, prefoldin, CCT and PhLPs all cooperate along the actin and tubulin folding pathways 
in vivo (see section 1.6.4-1.6.5 for further details) (McCormack et al., 2009; Stirling et al., 
2007; Stirling et al., 2006; Lukov et al., 2006; Lacefield and Solomon, 2003; McLaughlin et 
al., 2002; Siegers et al., 1999; Hansen et al., 1999). 
Further substrates of CCT have also been identified, including the VHL tumour suppressor, 
septins and the cell cycle regulators Cdh1, Cdc20 and cyclin E (Dekker et al., 2008; Passmore 
et al., 2003; Camasses et al., 2003; Won et al., 1998). The Cdc20 and Cdh1 proteins are 
members of the WD40 repeat family. These WD40 repeat proteins contain a WD40 repeat 
motif which consists of 4-16 repeated amino acid sequence units with a Trp-Asp 
terminination (hence WD). This produces short anti-parallel β-sheets. These structures can 
form ‘blades’ which subsequently make up ‘propellers’ of a β-propeller structure (Wilson et 
al., 2005). CCT binds many proteins containing β-propeller motifs (Kubota et al., 2006; 
Spiess et al., 2004; Passmore et al., 2003; Camasses et al., 2003; Valpuesta et al., 2002). 
Other substrates include: the Gβ subunit of the G-protein receptor (Lukov et al., 2006; Lukov 
et al., 2005); cyclase-associated protein (Neirynck et al., 2006; McCormack et al., 2001b); 
Hsc70 (Cuellar et al., 2008); BAG3 co-chaperone (Fontanella et al., 2010); gelsolin (Brackley 
and Grantham, 2011); histone deacetylase (Guenther et al., 2002); sphingokinase 1 (Zebol et 
al., 2009); polo-like kinase 1 (Liu et al., 2005); protein phosphatase PP2A regulatory subunit 
(Siegers et al., 2003); and, chaperone-like BBSome (Bardet-Biedl syndrome) subunits BBS6, 
BBS8 and BBS10 (Seo et al., 2010). 
CCT, it seems, does not merely interact with its substrates as a whole complex. It has long 
been known that the CCT complex can dissociate, as well as associate (Liou and Willison, 
1997), and it has been discovered that individual subunits have their own binding partners 
apart from the rest of the CCT complex (Kabir et al., 2005). The main findings are listed in 
Table 2. In some studies, it may be difficult to assess whether each subunit is indeed 
‘moonlighting,’ i.e. acting as a stand-alone substrate, or whether it is functioning as a part of 
the CCT complex (Lee and Chan, 2012; Abe et al., 2009). 
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Table 2 A table listing the associations of individual subunits in CCT with binding proteins, 
biochemical pathways and/or cellular locations 
Subunit Binding partner, pathway and/or cellular localisation 
CCTα/1  Cell cycle arrest (Liu et al., 2005) 
 Cilia assembly and maintenance (Seixas et al., 2010) 
CCTβ/2  p90 and p70 ribosomal S6 kinase, Ras-MAPK and PI3K-mTOR 
pathways, insulin and growth factor signalling (Abe et al., 2009) 
 ER, mitochondria, cytoskeleton, proteasome, apoptome (Lin et al., 
2012) 
CCTγ/3  Q/N-rich sequences (Nadler-Holly et al., 2012) 
 p53, centrosomes (Lee and Chan, 2012) 
CCTδ/4  Cilia assembly and maintenance (Seixas et al., 2010) 
CCTε/5  Cell shape (Brackley and Grantham, 2010; Brackley and Grantham, 
2009) 
CCTζ/6  Inhibitor of colorectal carcinoma cell proliferation (Qian-Lin et al., 
2010) 
CCTη/7  Guanyl cyclase (Hanafy et al., 2004) 
 Cutaneous wound healing (Satish et al. 2010a) 
 Fibroblast motility and contractility (Satish et al., 2010b) 
CCTθ/8  Regulated by Ras pathway via ternery complex factors (Yamazaki 
et al., 2003) 
 
Thus what has emerged is a far more complex view of the CCT chaperonin, than that first 
envisioned a decade ago or more. CCT not only functions as a folding/unfolding chaperone 
complex but each subunit has unique roles to play outside its chaperoning function. 
Originally studies suggested that anywhere from 9 to 15% of newly synthesised proteins in 
vivo were processed by CCT (Thulasiraman et al., 1999), whilst others suggested CCT 
interacted with only ~1 % of cellular proteins (Grantham et al., 2006). It is difficult to 
determine those proteins which are obligate substrates of CCT, those which interact but not 
mandatorily e.g. kinetic partitioning, and those which associate non-specifically during the 
experimental procedure producing false positives. This is without mentioning those which 
fail to associate during the detection protocol and remain undetected. Nevertheless, more 
recent studies have shown CCT to interact with a wide range of proteins. Yeast CCT binding 
partners were determined by liquid chromatography electrospray ionisation mass 
spectrometry, and this found 72 protein-protein interactions between CCT and substrates 
(Dekker et al., 2008). Pulse chase analysis of newly synthesised proteins and separation by 
two-dimensional SDS PAGE indicated that CCT in fact interacted with a wide range of 
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substrates especially, those with multiple domains and large β-strands within their structures 
(Yam et al., 2008). This predictably challenged the high specificity viewpoint of CCT-
substrate interactions. More recently, an attempt to analyse the whole chaperone interactome 
was carried out by tandem affinity purification and mass spectrometry analysis on yeast 
lysate (Gong et al., 2009). This concluded that CCT had between 500-1000 interaction 
partners and 639 non-chaperone interaction partners, making it a promiscuous chaperone. 
This level of interaction estimates that CCT interacts with around 10 % of the total yeast 
proteome, in line with the 9 to 15 % estimation previously made (Thulasiraman et al., 1999). 
The current school of thought which has emerged, suggests that CCT may have numerous 
interactions with various substrates in the cellular environment, but that, unlike 
GroEL/GroES, is a specific folding machine i.e. it targets specific sites in its substrates (see 
section 1.6.7.1), particularly actin and tubulin, and has evolved to fold these proteins since 
they are obligate substrates for productive folding. This is consistent with the finding that 
CCT is not a stress-induced or heat-shock protein like most chaperones, that actin and tubulin 
biogenesis require CCT assistance and that GroEL cannot productively fold actin (Stemp et 
al., 2005). It seems that CCT may have evolved to overcome a specific folding problem in 
actin so that its function is a requirement throughout the cell lifecycle, and not just when the 
cell is prone to protein aggregation. 
 
1.6.3 CCT and disease 
CCT has many substrates, both as a complex and as individual subunits, as shown previously. 
Thus, CCT is also implicated in many disease processes. As a folder of the key cytoskeletal 
proteins actin and tubulin, it is essential for cell viability, and therefore it would be 
unsurprising should CCT be implicated in cellular deficiencies associated with cell cycle 
progression, cell growth and cell motility (Amit et al., 2010; Grantham et al., 2006; Liu et al., 
2005), either in a causative fashion or, instead, as a desired target for the instigation of 
aberrant cell death. For example, it has been shown that the poison arsenic inhibits CCT 
function (Pan et al., 2010). 
 
1.6.3.1 Cell carcinoma 
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CCT has been associated with cancer in a number of different studies. There have been a 
number of studies linking CCT, or CCT subunits, to colorectal (Qian-Lin et al., 2010; 
Coghlin et al., 2006; Yokota et al., 2001; Hynes et al., 1996), breast (Ooe et al., 2007; 
Charpentier et al., 2000) and liver (Nibbe et al., 2009) carcinoma. The Von Hippel Landau 
(VHL) tumour suppressor, a regulator of cell cycle growth and proliferation, is bound by 
CCT. VHL disease is caused by mutations in the gene encoding the VHL tumour suppressor 
protein and can present brain, retina, kidney and spinal cord cancers (Feldman et al., 2003; 
Feldman et al., 1999). 
More generally, CCT is involved in binding oncoproteins or pathways associated with 
tumourogenesis. CCTβ as a modulator of the oncoprotein p53 (Berns et al., 2004) and CCTγ 
phosphorylation as a part of a cell signalling network with p53 (Lee and Chan, 2012) are 
examples of how CCT is implicated with the function of many potential cancer-causing 
proteins. β-tubulin-CCTβ complexes have also been identified as potential chemotherapeutic 
targets (Lin et al., 2012; Lin et al., 2009). The p90 and p70 ribosomal S6 kinase has been 
linked to CCTβ phosphorylation, which connects CCT to the Ras-MAPK and PI3K-mTOR 
pathways, and insulin and growth factor signalling (Abe et al., 2009). 
 
1.6.3.2 Neurodegenerative disease 
CCT has been linked to the prevention of aggregation of proteins which are often associated 
with neurodegenerative disorders, like Huntington’s disease. A study by (Kitamura et al., 
2006) showed that CCT prevented aggregation of huntingtin-polyglutamine (Htt-polyQ) 
proteins in mammalian cells, which otherwise lead to cell toxicity and death. Huntingtin 
proteins can form amyloid aggregates when extended polyQ regions in the protein aggregate. 
This was followed up by work which showed that CCT specifically sequesters a short peptide 
sequence N-terminal to the polyQ region which is directly involved in rapid huntingtin 
aggregate formation (Tam et al., 2009). Since this, further work has shown that CCT3 inhibits 
glutamine- or asparagine-rich protein aggregation (Nadler-Holly et al., 2012) and that the 
apical domain of CCT1, which binds substrate, inhibits aggregation of Htt-polyQ proteins 
(Sontag et al., 2013). Additionally, it was demonstrated that exogenous delivery of these 
apical domain CCT1 peptides could reduce cellular phenotypes associated with Htt 
aggregation, highlighting CCT1 apical domains as of potential therapeutic benefit. Recently, 
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CCT has also been implicated in Kennedy’s disease, another neurodegenerative condition, 
via the androgen receptor (Pongtepaditep et al., 2012). 
 
1.6.3.3 Other diseases 
Studies suggest that CCTη may help differentiate scarless foetal healing from wound healing 
in adults (Satish et al., 2010a). CCT has also been implicated in Bardet-Biedl syndrome, a 
genetic disorder causing obesity, retinal degeneration, polydactyly and nephropathy (Lin et 
al., 2009), and the influenza virus A RNA polymerase subunit PB2 (Fislova et al., 2010). 
 
1.6.4 Key cytoskeletal substrates: actin and tubulin 
Two key proteins which are folded by CCT are actin and tubulin. In this section, some 
background information on actin and tubulin is provided. 
 
1.6.4.1 Actin 
Actin is a highly conserved, 42 kDa, monomeric protein which forms the microfilaments of 
the cytoskeleton and thin filaments of striated muscle. It is therefore involved in many 
cellular processes, including cell motility, cell morphology and cytokinesis. During 
biogenesis, it cannot reach its native state without being folded by CCT. Previous work has 
shown that if rabbit α-actin is denatured chemically, it unfolds into an intermediate I3 from 
which it becomes kinetically trapped. It can only be rescued from I3 back to the native state 
by CCT (Altschuler et al., 2005). This unfolding scheme is shown in Figure 12. 
 
Figure 12 Unfolding scheme of actin from the native ATP and Ca2+ bound state 
(N.ATP.Ca) to the folding intermediate I3. The states I1 and I2 result from Ca2+ and ATP 
dissociation respectively. Taken from Altschuler et al. (2005). 
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It is suggested that CCT rescues nascent actin from a similar folding intermediate by 
overcoming the free energy barrier associated with the stable I3 intermediate state (Altschuler 
and Willison, 2008). On the other hand, the nascent actin structure may contain significant 
differences to the chemically denatured form (Pappenberger et al., 2006). 
Actin consists of four subdomains, labelled 1-4, with subunits 1 and 2 making up the ‘small’ 
domain and 3 and 4 the ‘large’ domain (see Figure 13). In the ‘hinge’ region, where 
subdomains 1 and 3 cross, a divalent cation and ATP binds to stabilise the structure. These 
monomers then polymerise to form the F-actin filaments which, rotating around each other in 
a double helix-like manner, make up the microtubules of the cell (Holmes, 2009; Pollard and 
Borisy, 2003; Kabsch and Vandekerckhove, 1992). 
 
 
 
Actin is a highly conserved protein across all eukaryotic species. There is very high sequence 
conservation between human and protozoan actin proteins, with an approximately 95 % 
sequence homology. Actin in plants only contains approximately 10% sequence divergence 
from animal actin. There are different actin isoforms: 6 variations in humans, including three 
smooth muscle (α-, β-, γ-), one cardiac muscle (α-) and two cytoplasmic forms (β-, γ-). In 
Figure 13 Crystal structure of ATP and Ca2+ bound rabbit skeletal muscle actin. The 
actin is also DNase I bound for crystallisation purposes, but this has been removed from 
the image. Subdomains 1, 2, 3 and 4 are coloured violet, pink, red and light blue 
respectively. [PDB: 1ATN] 
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yeast, there is only one cytoplasmic isoform, denoted ACT1 (Altschuler, 2006; Rubenstein, 
1990). 
 
 
1.6.4.2 Tubulin 
Tubulin is a 55 kDa protein which polymerises to form the microtubules of cells. The 
microtubules are used by the dynein and kinesin motors for cellular transport and mobility. 
α– and β–tubulin form dimers within the microtubule structure. Tubulin must also be folded 
by CCT during biogenesis (Lopez-Fanarraga et al., 2001; Lewis et al., 1997). 
 
1.6.5 Role of the phosducin-like proteins (PhLPs) 
PhLPs are a class of small thioredoxin-fold proteins which contribute to G-protein signalling 
in cells. They also modulate CCT function, as has been previously mentioned. The PhLPs can 
be divided into three isoforms: PhLP1, PhLP2 and PhLP3. All the PhLPs regulate or are 
regulated by CCT (Stirling et al., 2007). 
PhLP1 has been shown to bind CCT competitively in place of substrate and, as such, 
potentially acts as an inhibitor to functional substrate folding by CCT (McLaughlin et al., 
2002) in mammals. An alternative view is that CCT regulates PhLP1 interactions with the G-
proteins, or is a cochaperone/cofactor for G-protein folding. This theory is supported by a 
study which suggests that PhLP1, CCT and nascent Gβ subunit can form a complex, for full 
Gβ folding and subsequent Gβγ assembly (Lukov et al., 2006; Lukov et al., 2005). Once 
phosphorylation of PhLP1 has occurred, CCT releases PhLP1. A cryo-EM structure of 
PhLP1-bound CCT indicated where PhLP1 interacts with the CCT complex (Martin-Benito 
et al., 2004). The structure indicated that both the N- and C-terminus of PhLP1 bind across 
the top of the CCT cavity, albeit in two different orientations. The CCT subunits involved in 
PhLP1 binding were also determined, but recent challenges to the CCT subunit order within 
the ring call this assignment into question (see section 1.6.6.2). 
PhLP3 (called PLP1 in yeast) has been implicated in β-tubulin formation and microtubule 
function (Ogawa et al., 2004; Lacefield and Solomon, 2003). It has also been shown that 
PhLP3 slightly inhibits CCT folding of actin and tubulin, but not by competitive binding 
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since a ternary complex of CCT-PhLP3-tubulin/actin was also formed (Stirling et al., 2006). 
In vivo, it was shown that PhLP3 and PFD potentially work together to form and regulate 
actin and tubulin folding by CCT. 
 
1.6.5.1 PLP2 as a stimulatory cofactor for actin folding 
PhLP2 (or PLP2 in yeast) is the least well understood of the PhLPs, but has recently been 
shown to be a stimulatory cofactor for actin folding by CCT (McCormack et al., 2009). It has 
been known that PLP2 is essential for cell growth but that PLP1 can be knocked-down in 
cells and remain viable (Lopez et al., 2003; Flanary et al., 2000). The PLP2 orthologue in 
humans, PDCL3, was shown to be an inhibitor of productive actin folding but PLP2 in yeast 
increases the actin yield from yeast CCT 30-fold (McCormack et al., 2009). It was also 
demonstrated that PLP2 binds subdomain 4 of actin and that amino acids 60-89 (from the N-
terminal end to the thioredoxin-fold) in PLP2 bind CCT. 
 
1.6.6 CCT structure 
Since the discovery of CCT as a multimeric, protein folding complex in 1992 (Yaffe et al., 
1992; Lewis et al., 1992; Frydman et al., 1992), there have been numerous structural studies 
of CCT to elucidate the structure of the complex. In this section, a summary of these studies 
in the literature is given. 
 
1.6.6.1 Structure of CCT complex and individual subunits 
Initial studies designed to elucidate the CCT structure were performed by electron 
microscopy (using uranyl acetate to stain) and revealed that CCT comprised a symmetric ring 
of eight subunits stacked back-to-back (Marco et al., 1994; Lewis et al., 1992). This is shown 
in Figure 14 and Figure 15: 
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Figure 14 Electron micrograph of average image of top-down view of CCT complexes. A is 
apo-CCT; B is β-actin bound CCT; C is CCT after addition of ATP and subsequent β-actin 
release. Scale bar = 10 nm. Taken from Marco et al. (1994). 
 
 
Figure 15 Electron micrograph of average image of side-on view of CCT complexes. A is 
apo-CCT; B is ATP bound CCT. Taken from Marco et al. (1994). 
 
Later, higher resolution cryo-electron microscopy and an X-ray crystal structure would reveal 
much more detail (see sections 1.6.6.2-1.6.6.3). Nevertheless, the overall barrel-like structure, 
formed of a symmetric ring of eight subunits stacked back-to-back would not change. A 
recent study, however, has shown that human CCT4 and CCT5 homo-oligomers, which are 
functioning protein folding ATPases, can form (Sergeeva et al., 2013). The diameter across 
the ring is ~150 Å and the height of the complex ~160 Å. 
Later studies would enable a general structure of CCT to be proposed. Each of the eight 
subunits of CCT contained three domains: an equatorial, intermediate and apical domain (see 
Figure 16 and Figure 17). At the equatorial domain, which is the most conserved region, the 
subunits are in contact with each other and contain conserved ATP binding domains. At the 
apical domains, which are highly diverged, the substrates bind (Kim et al., 1994). The 
intermediate domain mediates signalling between the binding and hydrolysis of ATP to apical 
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domain movements. Overall, the eight subunits display 30 % sequence homology, but with 
very high inter-species sequence homology. 
In the apical domain, a helical protrusion acts as a lid for the chaperonin and for binding 
substrate (see Figure 16 and Figure 17) (Meyer et al., 2003; Pappenberger et al., 2002). This 
is different, of course, to the group I chaperonins which have a 10 kDa co-chaperonin which 
binds to the barrel-like structure acting as a lid. 
 
Figure 16 3.8 Å X-ray crystal structure of side-on view of CCT. A, a single subunit with each 
domain assigned a different colour. B, the whole CCT structure, also with the three subunit 
domains of one subunit labelled as an example. Each subunit in the whole CCT complex is 
coloured a different colour. Taken from Dekker et al. (2011). 
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Figure 17 3.8 Å X-ray crystal structure of top-down view of apical domains of CCT in the 
‘closed’ conformation. The helical protrusions, which rotate to close off the top of the cavity, 
in the apical domains are labelled. Taken from Dekker et al. (2011). 
 
1.6.6.2 Intra-ring subunit orientation 
The first attempt to understand the intra-ring subunit arrangement or orientation of CCT was 
analysis of “micro-complexes,” groups of CCT subunit complexes (not as the complete CCT 
structure), which were found at low levels in mouse testes cells (Liou and Willison, 1997). 
These were probed with antibodies against each of the eight subunits in CCT to produce a 
putative CCT ring structure (shown in Figure 18). Analysis showed that certain subunits were 
always found together and some others never found together. This allowed a ring structure to 
be posited which was consistent with the micro-complex findings. The subsequent crystal 
structure (Dekker et al., 2011) would confirm this arrangement. 
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Figure 18 Putative CCT ring structure derived from micro-complex analysis. Taken from 
Liou and Willison (1997). 
 
However, other recent studies have called this intra-ring arrangement into question. Firstly, 
Cong et al. (2010) proposed a new subunit ring arrangement based on a 4.0 Å cryo-EM 
structure of bovine CCT, homology modelling from the thermosome and chemical 
crosslinking. After the release of Dekker et al. (2011) a year later, confirming the 
arrangement identified by Liou and Willison (1997), a third lab released a new proposed 
subunit intra-ring arrangement (different to the earlier paper by Cong et al. (2010) and that of 
Dekker et al. (2011)). This new structure from Kalisman et al. (2012) was based upon 
chemical crosslinking and mass spectrometry analysis. In a very recent development, the 
same lab which proposed a new putative structure in Cong et al. (2010), have done their own 
mass spectrometry and chemical crosslinking studies and produced the same arrangement as 
that in Kalisman et al. (2012), refuting their original paper at the same time. This agreement 
seems to indicate that the true intra-ring assembly may have finally been found. 
 
Dekker et al. 1/α 7/η 4/δ 8/θ 3/γ 2/β 6/ζ 5/ε 
(2011) 3/γ 8/θ 4/δ 7/η 1/α 5/ε 6/ζ 2/β 
         
Kalisman et al. 1/α 3/γ 6/ζ 8/θ 7/η 5/ε 2/β 4/δ 
(2012) 7/η 8/θ 6/ζ 3/γ 1/α 4/δ 2/β 5/ε 
Figure 19 A summary of the two currently proposed CCT intra- and inter-ring subunit 
arrangements. Since two studies have independently corroborated the Kalisman et al. 
arrangement (Leitner et al., 2012, Kalisman et al., 2012), it is suggested that this 
arrangement is now favoured over the Dekker et al. orientation. 
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Clearly, even structures at 3.8 Å resolution (Dekker et al., 2011) are not sufficiently high 
enough to make assertions about subunit assignment which contain, in places, high sequence 
homology. Nevertheless, the Dekker et al. (2011) study has many similarities to the new 
model. This combination of mass spectrometry, chemical crosslinking and modelling seems 
to have cleared up the confusion. A summary of the two intra-ring subunit arrangements 
currently proposed is listed in Figure 19. 
 
1.6.6.3 Inter-ring subunit orientation 
In a similar fashion to the intra-ring subunit arrangement, an initial structure was posited 
based on cryo-EM and antibody labelling against CCT subunits (Martin-Benito et al., 2007). 
This was later changed after the X-ray crystal structure of CCT was solved, which 
demonstrated how the subunits are twisted slightly (see Figure 16) (Dekker et al., 2011). 
However, this has been superseded again by the findings shown in Figure 19 (Leitner et al., 
2012; Kalisman et al., 2012). 
 
1.6.7 CCT-actin folding mechanism 
In this section, the means by which CCT folds actin and tubulin in particular are discussed, as 
well as the ATPase mechanism of the chaperonin. Finally, a summary on the function of the 
built-in lid in CCT is given. 
 
1.6.7.1 Substrate binding sites 
Much work has been done to elucidate the actin and tubulin binding sites in CCT. The 
question of whether CCT binds one or two substrates (CCT can bind substrate to each ring) 
was answered by (Melki et al., 1997) where it was shown that CCT could bind two 
substrates, at least in the absence of ATP or ADP and at relatively high saturating protein 
concentrations. Whether this happens in vivo is unknown, where the nascent actin or tubulin 
protein concentration is unknown and depends on the abundance of functioning CCT 
complexes. Cryo-EM work (Llorca et al., 2001b; Llorca et al., 2000; Llorca et al., 1999a) 
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suggested that only one actin or tubulin monomer could be bound to CCT regardless of the 
concentration of substrate added. 
 
Actin-CCT binding 
Much effort has been made looking into the mechanism of the actin-CCT interaction. Using 
truncated actin mutants and peptide mimetics, Rommelaere et al. (1999) were able to assign 
CCT binding regions in the actin monomer between residues 125-179, 244-285 and 340-375. 
Later, a cryo-EM reconstruction made of rabbit α-actin bound to the murine CCT complex 
(Llorca et al., 1999a). The image showed that actin bound two regions of CCT in a specific 
manner. It was determined that the small domain of actin binds CCTδ and the large domain to 
CCTβ or CCTε (these two determined using the Liou and Willison (1997) subunit 
arrangement). Nevertheless, it is clear that actin is in a quasi-native state upon CCT binding 
and that it interacts with specific CCT subunits (see Figure 20). Point mutational analysis has 
shown the importance of the opening of the hinge region in actin for productive CCT folding 
(McCormack et al., 2001a). Later analysis by docking of the actin structure to the cryo-EM 
reconstruction would lead to the identification of domains of interaction in actin with CCT 
which are also implicated in actin polymerisation (Llorca et al., 2001a). 
Finally, the recent X-ray crystal structure of α-actin bound to CCT (rabbit skeletal α-actin 
cannot be folded by CCT (Altschuler et al., 2009)) detected actin mass proximal to CCT4 (or 
CCTδ) as suggested by Llorca et al. (1999a). 
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Figure 20 A top-down view cryo-EM reconstruction of actin-bound CCT. The mass extended 
across the CCT ring is actin. Taken from Llorca et al. (1999a). 
 
Further biochemical analysis by 35S-β-actin in vitro translation and immunoprecipitation 
indicated that actin interacts with CCTα, CCTβ, CCTε and CCTθ (Hynes and Willison, 
2000), suggesting an interaction based on charged and polar amino acids and not hydrophobic 
regions, as with GroEL. This was supported by further work by (McCormack et al., 2001b). 
These findings were all in partial agreement (McCormack et al., 2001b; Llorca et al., 2001a; 
Hynes and Willison, 2000; Rommelaere et al., 1999). One explanation may lie with the fact 
that all studies except Llorca et al. (2001b) were performed in the presence of ATP allowing 
the possibility that as CCT folds/unfolds actin, it interacts with the substrate in a manner 
dependent on the ATPase state of the system. In particular, some C-terminal regions of actin 
are implicated in CCT binding but not according to the cryo-EM reconstruction work. 
Later cryo-EM reconstructions by the same group as in Llorca et al. (1999a) were able to 
show CCT-actin complexes with bound 5’-adenylyl-imido-diphosphate (AMP-PNP), a non-
hydrolysable analogue of ATP (Llorca et al., 2001b). This showed that ATP binding closes 
the lid of the CCT complex by rotation of the helical protrusions in the apical domains of all 
eight subunits. Docking analysis of the α-actin structure suggested that actin had progressed 
towards its native state from the open conformation across the cavity, which had been 
revealed in the actin-CCT (without ATP) structure (see Figure 20). 
Alanine scan mutants of actin were made to assess systematically the effects of the whole 
actin molecule in CCT binding and release (Neirynck et al., 2006). It was revealed that, 
whilst identifying similar CCT binding sequence regions including an initial binding site at 
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245-249 and mutations in the hinge region preventing productive folding, other regions when 
mutated can also prevent effective release from CCT. 
FRET work on β-actin-bound CCT was able to show that actin is stretched across the cavity 
when CCT is ADP bound, but that ATP-bound CCT (the non-hydrolysable AMP-PNP was 
used) actin is rearranged into a more compact structure (Villebeck et al., 2007b). Importantly, 
when the same studies were performed on GroEL for β-actin folding (GroEL can bind non-
native actin but not productively fold it), it was demonstrated that CCT specifically opens up 
the actin structure and that this step upon CCT binding is essential (Villebeck et al., 2007a). 
This clearly indicates that CCT plays an active role in actin folding. 
 
 
Figure 21 Two-step mechanism for actin folding by CCT, proposed by, and taken from Stuart 
et al. (2011). During step 1, actin is compacted as nucleotide binds to CCT and the lid closes. 
When actin is partially unfolded in EDTA the complex opens up. It is this expanded structure 
which is bound by CCT for productive folding. 
 
Work by Stuart et al. (2011) would later demonstrate a two-step folding mechanism by 
analysing wavelength shifts in acrylodan-labelled actin (an environmentally sensitive dye). 
This work found that actin folded 3-fold faster if actin-CCT-PLP2 complexes were formed in 
the presence of AMP-PNP with ATP added subsequently, in comparison to folding assays 
where ATP was added to actin-CCT-PLP2 complexes. This showed that there is a two-step 
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folding mechanism, shown in Figure 21, where: first, ATP binding closes the lid and 
compacts the open actin structure (this happens upon AMP-PNP binding) (Llorca et al., 
2001b); and second, ATP hydrolysis (the ATP first displaces the AMP-PNP) further folds the 
structure by packing the C-terminus into the rest of the structure and releases actin. 
 
Tubulin-CCT binding 
The first attempts to characterise the tubulin-CCT interaction were performed by adding 
truncated 35S-labelled α- and β-tubulin sequences to CCT and measuring binding 
(Rommelaere et al., 1999). Thus it was determined that the binding regions in these tubulins 
were an N-terminal region and between residues 260-321, which contains hydrophobic 
regions. Cryo-EM structures of α- and β-tubulin bound to CCT were reconstructed and 
showed that the tubulins interact with five of the eight CCT subunits (Llorca et al., 2000). 
The low resolution images coupled with biochemical analysis posited two possible tubulin 
interaction orientations, based on the Liou and Willison (1997) intra-ring subunit 
arrangement. This is shown in Figure 22. 
 
Figure 22 A schematic showing two possible α- and β-tubulin binding orientations to CCT. 
The tubulin crystal structure has been docked to the density over the cavity from cryo-EM 
reconstruction images. Taken from Llorca et al. (2000). 
 
It should be noted how the tubulin binding orientation is very different to the actin cryo-EM 
reconstruction analysis (see Llorca et al., (1999a), thus indicating the specific way in which 
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actin and tubulin interact with CCT. Later, more detailed docking analysis of the tubulin 
structure to the cryo-EM reconstructions of tubulin-bound CCT suggested that the tubulin 
binding sites are also sites for tubulin polymerisation into microfilaments and, as such, 
suggests that CCT may have evolved along with tubulin to counteract negative effects from 
polymerisation which could also favour aggregation in some circumstances (Llorca et al., 
2001a). Molecular dynamics simulations to model the tubulin-CCT3 subunit interaction 
further have also been performed (Jayasinghe et al., 2010). 
The cryo-EM reconstruction of β-tubulin-CCT in the presence of AMP-PNP was solved at 
the same time as for α-actin (Llorca et al., 1999a). This similarly indicated a closed lid upon 
ATP binding, and progression of tubulin towards its native state though it was still in contact 
with the apical domains and had not been released into the cavity. 
 
PhLP-CCT binding 
The CCT binding site of the PhLPs has also been attempted. A cryo-EM reconstruction, 
much like those done for actin and tubulin, was also performed on PLP1-CCT complexes 
(Martin-Benito et al., 2004). PLP1 is an inhibitor of CCT function, and analysis suggests it 
occludes the chaperonin cavity thus preventing substrate binding. There were two specific 
orientations of PLP1 found in the ring, 65 % in one orientation and 35 % in the other. Later 
work, looking at deletion mutants of PLP2 (a stimulatory cofactor for actin folding) 
concluded that amino acids 60-89 in PLP2 bind CCT and that PLP2 binds subdomain 4 of the 
actin complex (McCormack et al., 2009). 
 
Prefoldin-CCT and prefoldin-actin binding 
For prefoldin, similar cryo-EM reconstruction images were made (Martin-Benito et al., 
2002). This showed that PFD binds two subunits in each CCT ring and that two PFD can 
bind one CCT monomer. The cryo-EM reconstruction structure of PFD-actin also enabled the 
actin sites for PFD binding to be determined and these were in agreement with biochemical 
methods previously employed (Rommelaere et al., 2001). This structural study proposed that 
PFD binds nascent actin and delivers it to CCT in an almost folded conformation, but in a 
very similar orientation to the one in which it binds CCT. Thus PFD ensures delivery of actin 
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to CCT for productive folding. Figure 23 shows the actin-PFD and CCT-PFD structures. The 
‘jellyfish-like’ tentacles of PFD bind actin and also CCT. 
 
 
Figure 23 Cryo-EM reconstruction images of, A, actin-PFD structure and, B, CCT-PFD 
structure. The actin structure has been docked to the images in grey and the PFD structure in 
magenta. The red represents amino acid sequences in actin putatively involved in CCT 
binding; yellow, sequences associated with prefoldin binding; and green those implicated 
with both. Taken from Martin-Benito et al. (2002). 
 
1.6.7.2 ATP binding and hydrolysis mechanism 
In this section, the ATPase action of CCT is discussed. It has long been known that CCT 
requires Mg2+ and ATP to productively fold substrate and that CCT hydrolyses ATP to direct 
this folding. Although a recent study has shown that CCT can refold or stabilise freeze-
thawed denatured rhodanase without ATP (Priya et al., 2013), this is not thought to be the 
case for most substrates. It is known that this is not the case for either actin or tubulin. 
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Cryo-EM reconstruction work has confirmed the effects of ATP binding to the CCT complex 
(Llorca et al., 1999b; Llorca et al., 1998). These studies showed that apo-CCT comprises an 
open symmetric complex, for substrate binding, but that upon ATP addition the apical 
domains of the eight subunits rotate to occlude the cavity (see Figure 24). The equatorial 
domain also extends into the cavity as the apical domains rotate. 
 
Figure 24 Electron microscopy reconstruction images of CCT without bound nucleotide, but 
with the outline of CCT-ATP drawn on top in black. A, top-down view of CCT; B, side on, 
cross-sectional view of CCT; C, 35° tilted angle view of top ring of CCT. The blue arrows 
indicate the clockwise rotation of the CCT subunits upon ATP binding, and the red arrow the 
corresponding equatorial domain movement. Taken from Llorca et al. (1999b). 
 
This is additionally backed up by the cryo-EM reconstruction images of CCT-actin and CCT-
tubulin in the presence of ATP which were obtained soon afterwards (Llorca et al., 2001b). 
These showed how ATP had closed the lid across the cavity but that substrate, though held in 
more native-like state than when bound without ATP, was still bound to the apical domains 
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of the CCT subunits and not free to fold in the cavity. The fact that ATP binding alone cannot 
close the cavity (Meyer et al., 2003) and an expansion of the folding cavity upon ATP 
hydrolysis have been discovered from lidless CCT mutants and further cryo-EM analysis 
respectively (Cong et al., 2012). 
Aside from structural studies on the effects and mechanism of ATPase function of CCT, 
biochemical studies have been used to extract information on ATP binding to CCT. When 
ATP was added to CCT at increasing concentrations, it was discovered that, due to a 
bisigmoidal relationship between the ATP concentration added and the initial ATP hydrolysis 
rate, that CCT displayed positive intra-ring cooperativity but negative inter-ring cooperativity 
(Reissmann et al., 2007; Kafri et al., 2001). The negative inter-ring cooperativity was 
reportedly stronger in CCT than in GroEL, but the positive intra-ring cooperativity weaker. 
When the intra-ring and inter-ring cooperativities could be abolished by mutating G345D in 
CCT4, cells displayed defects in actin structures and cell shape indicating the crucial role this 
cooperativity plays in productive CCT function (Shimon et al., 2008). Finally, single 
molecule photobleaching of fluorescently labelled ADP molecules, as well as the hydrolysis 
transition state mimic ADP-AlFx, was performed in order to count the numbers of 
ADP/ADP-AlFx molecules per complex (Jiang et al., 2011). This confirmed the intra-ring 
and inter-ring ATP cooperativities and also revealed a positive cooperativity for ADP release 
from CCT, previously unknown. 
Within the positive intra-ring cooperativity for ATP binding, a sequential mechanism for 
binding has been proposed (Shimon et al., 2008; Rivenzon-Segal et al., 2005; Kafri and 
Horovitz, 2003; Lin and Sherman, 1997). This sequential mechanism could involve ATP 
binding around the ring in a clockwise or anti-clockwise direction, thus causing domain 
movements for actin manipulation bound to CCT in an ordered and directed manner. This is 
in stark contrast to GroEL which contains a concerted mechanism within the positive intra-
ring cooperativity. Genetic and mutational analysis (Lin and Sherman, 1997), ATP kinetics 
(Shimon et al., 2008; Kafri and Horovitz, 2003) and cryo-EM work (Rivenzon-Segal et al., 
2005) have all concluded that the allostery of ATP binding to CCT differs from that in GroEL 
and have posited a sequential mechanism in its place. Recent single molecule analysis has 
concluded that none of these models fits their data, though they are broadly similar (Jiang et 
al., 2011), and work by (Reissmann et al., 2012) has since shown that not all 8 ATP 
nucleotides need to bind the CCT ring for productive folding at physiological levels of ATP 
(they suggest only 4 ATPs are required). Furthermore, their data shows that on one side of the 
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CCT ring, subunits have a higher affinity for ATP than on the other, thus making CCT akin 
to an “asymmetric power stroke” folding nanomachine. This is, nevertheless, very similar to 
the sequential mechanism suggested previously. 
 
1.6.7.3 Lid closure mechanism – is substrate released into the cavity? 
This section on CCT is a small discussion on the role of the built-in lid, or apical domain 
helical protrusions, and whether substrate is released into the cavity during the folding cycle. 
Antibody occlusion of the folding cavity has been shown to not alter actin or tubulin folding 
rates, suggesting that, at least, for these substrates they are not released into the cavity for free 
folding (Grantham et al., 2000). Cryo-EM reconstructions of actin or tubulin bound CCT in 
the presence of AMP-PNP indicated a closed lid with substrate still in contact with the CCT 
subunits (Llorca et al., 2001b). Work by Meyer et al. (2003) showed that “lidless” CCT (the 
helical protrusions were proteolytically clipped) cannot productively fold actin and later 
studies revealed that this lidless CCT variant can bind actin and hydrolyse ATP but it cannot 
release folded substrate (Reissmann et al., 2007). Thus, the helical protrusions have a key role 
in the productive release of substrate. There is also evidence that ATP hydrolysis causes an 
expansion of the CCT folding volume via subunit conformational change (Cong et al., 2012). 
This suggests that some substrates may be folded in the cavity. Interestingly, CCT can fold 
substrate which is too large to fit into the central cavity (Russmann et al., 2012). Thus, either 
a particular domain of the protein is folded via direct contact with the subunits around the 
ring or potentially the domain folds in the cavity whilst the rest of the protein lies outside the 
complex, connected through a small opening in the iris at the centre of the closed lid 
conformation (Dekker et al., 2011) (see Figure 17). 
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Chapter 2 – Project Proposal 
This chapter provides the general direction of the project as envisioned at the time of funding 
application. In order to investigate actin folding by CCT, it was decided to use single 
molecule methods to access temporal information otherwise inaccessible to more traditional 
methods. TIRF microscopy was the modus operandi of choice because it was well suited to 
accessing long timescales (seconds to minutes), typical of actin folding by CCT. A CCT 
mutant was made with a CBP-tag insertion for surface immobilisation, essential for TIRF 
experiments, and a calmodulin mutant was made which could be, itself, surface immobilised 
so as to capture CCT at glass surfaces for TIRF microscopy investigations. 
 
2.1 Motivation 
As discussed in chapter 1, the dynamics of actin folding by CCT had not been well 
characterised or understood, despite much work on structural features of the CCT complex 
(see section 1.6.7). That said, recent work by Stuart et al. (2011) had demonstrated a two-step 
mechanism in actin folding by CCT. However, there still remained a paucity of information 
regarding PLP2 and its role in the actin folding process. For example, ensemble averaged 
experiments can miss multiple folding pathways that could potentially exist in CCT-actin 
dynamics. Additionally, there remained many interesting questions: how many PLP2 and 
actin molecules can bind CCT and be productively folded in each folding cycle? What is the 
time ordering of events in terms of actin and PLP2 binding to, and release from, CCT? How 
do PLP2 and actin influence productive actin folding and release? 
 
2.1.1 Suitability of single molecule techniques 
With the advent of single molecule techniques (much of which is discussed in the previous 
chapter) it was becoming increasingly possible to image biological systems at levels of detail 
which were unprecedented. Now biological molecules could not only be structurally 
determined at the nanometre scale, but imaging of individual molecules from nanosecond to 
minute timescales was possible. Both in vitro and in vivo single molecule imaging had been 
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demonstrated and was offering new and exciting possibilities in biology (Kapanidis and 
Strick, 2009; Ying, 2007; Moerner and Fromm, 2003; Weiss, 1999). 
 
2.1.2 TIRF single molecule approach as the most appropriate 
Single molecule imaging by Total Internal Reflection Fluorescence microscopy was the 
natural choice for probing the actin-CCT folding interaction due to the ‘long’ timescales 
(seconds to minutes) over which it could operate. It provided the possibility of attempting to 
answer some of the questions posed in section 2.1.1. Solution based single molecule 
approaches, like confocal microscopy, could probe very fast dynamics (on nano- to milli-
second timescales) but the ability to image CCT for seconds to minutes would be required to 
investigate actin folding dynamics at the single molecule level. As a result, TIRF microscopy 
was chosen as the imaging methodology for investigating CCT-actin folding dynamics. 
 
2.2 Calmodulin affinity capture system 
The decision to use TIRF microscopy to image CCT-actin folding required a method 
whereby CCT could be immobilised to a class coverslip (see section 1.2.4). Because CCT is a 
16 subunit ~1 MDa complex, site-specific labelling of CCT for surface immobilisation 
presented a challenge. Furthermore, for polarisation experiments it would be desirable to 
immobilise the chaperone complex in a known and reproducible orientation. A calmodulin 
affinity capture system, based on a calmodulin mutant from Drosophila melanogaster, had 
been previously developed which was ideal for this immobilisation and is described below. 
 
2.2.1 Calmodulin 
Calmodulin is a highly conserved, ~17 kDa protein found in eukaryotes and is of central 
importance in cellular signalling. As one of the best known calcium binding proteins, it acts 
as a calcium sensor in cells due to the conformational changes induced in calmodulin upon 
calcium binding and unbinding (Chin and Means, 2000). From this, calmodulin derives its 
name: calcium modulated protein. 
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Calmodulin has been implicated in many cellular processes, including: cell division and 
growth, metabolism, ion transport, apoptosis and smooth muscle contraction (Zayzafoon, 
2006; Kahl and Means, 2003; Means, 2000; Cheung, 1980). 
 
2.2.2 Calmodulin as a calcium sensor 
Calmodulin is found within a family of proteins which possess EF-hand motifs. An EF-hand 
motif consists of a sequence of an N-terminal helix, a calcium binding loop and then a C-
terminal helix. Calmodulin possesses four of these EF-hand motifs, two of which form the 
globular N-terminal region and the other two the globular C-terminal region. These two 
globular regions are separated by a short flexible linker (see Figure 25). 
 
 
To be a suitable calcium signalling protein, calmodulin has to respond to a range of cellular 
calcium concentrations (typically ~10-6-10-7 M) and does so due to the differing calcium 
affinities associated with the N- and C-terminal globular regions. The C-terminal region 
(which binds two calcium ions) has a three- to five-fold higher affinity for calcium than the 
Figure 25 NMR solution structure of apo-calmodulin [PDB: 1CDF] 
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N-terminal domain (which also binds two calcium ions). As a result, the overall calmodulin 
calcium binding is Ka ~ 106-107 M-1 (Liddington, 2002). Calcium binds electrostatically to 
carboxylate moieties in the calcium binding loops. 
Upon calcium binding, calmodulin undergoes conformational changes which expose non-
polar binding pockets in the N- and C-terminal regions. These exposed regions can then bind 
a range of non-polar binding motifs in other proteins and, hence, calmodulin binding to target 
sequences is modulated by calcium binding.  Before calcium binding, the helices in the N-
terminal region are packed together forming a ‘closed’ structure, with the C-terminal region 
displaying a ‘semi-open’ structure. This semi-open structure leaves a hydrophobic patch 
partially accessible to target proteins. Upon calcium binding, the N- and C-terminal globular 
regions both adopt ‘open’ conformations which fully expose the hydrophobic, methionine-
rich pockets for protein binding (Hoeflich and Ikura, 2002; Rhoads and Friedberg, 1997). The 
flexible linker is also transformed into a rigid helix (Zhang et al., 1995; Kretsing.Rh and 
Nockolds, 1973). This open conformation is sometimes referred to as the “dumbbell” 
structure due to the two globular regions separated by the now rigid helix, after calcium 
coordination (see Figure 26). 
Typically, the N- and C-terminal lobes ‘wrap around’ hydrophobic regions in proteins, 
typically helices, but they can bind a wide range of amino acid sequences and, as such, the 
binding mechanism somewhat depends upon the sequence presented. 
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2.2.3 CCT mutant (CBP3/6 tag) for calmodulin binding 
Originally for CCT affinity purification purposes, it was decided to insert a calmodulin 
binding peptide (CBP) into one of the CCT subunits. It was hoped that calmodulin beads 
could then be used to pull down CCT from lysate at high calcium levels, and be eluted from 
the beads through calcium chelation by EDTA or EGTA. The CBP-tag chosen was taken 
from the rabbit skeletal muscle myosin light chain kinase, and was inserted into CCT3 (and 
later a CCT6 variant was produced). The methods and successful outcome of this are 
published in (Pappenberger et al., 2006). A streptavidin tag was also inserted, as well as a 
His-tag, but these were later shown to be non-functioning (Rada et al., 2006). See Figure 27 
for images of the CBP-tag insertion and CBP-bound calmodulin. 
Figure 26 1 Å crystal structure of calcium bound calmodulin [PDB: 1EXR]. There are five 
calcium ions (green) as one ion mediated crystal formation. Notice how the flexible region 
has been transformed into a rigid helix and how the overall structure resembles that of a 
“dumbbell.” 
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The evidence of a working CBP-tag was demonstrated by the fact that calmodulin beads 
could indeed be used to purify CCT from lysate, using the calcium dependence to bind and 
elute. The CCT mutant containing the CBP-tag is denoted CCT-6CBP (for the CBP-tag 
inserted in subunit CCT6). 
 
2.2.4 Calmodulin mutant for surface immobilisation 
The final stage required for successful CCT immobilisation to glass surfaces, for single 
molecule TIRF experiments, was calmodulin which could itself be surface immobilised. 
Figure 27 A, crystal structure of the apical domain of CCTγ, taken from Pappenberger et 
al. (2002). The calmodulin binding peptide tag insertion site is shown. B, NMR solution 
structure of calmodulin (blue) bound to a calmodulin binding peptide tag (red) in the 
presence of calcium (green) [PDB: 2BBM]. 
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Since there were no naturally occurring cysteine residues in calmodulin from Drosophila 
melanogaster, and as thiol moieties are easily chemically modified, a cysteine was inserted at 
aspartic acid 78. Thus the calmodulin mutant is denoted CaMCys78 (or CaM4). The Cys78 
position was in the flexible linker region of the protein so as to have minimal effect on the 
peptide (or calcium) binding domains. The calmodulin mutant was initially shown to be 
functional by assays which tested for binding to CCT-3CBP complexes (with the CBP-tag 
insertion in subunit CCT3) (Rada et al., 2006). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
71 
 
Chapter 3 – Developing a Single Molecule 
Detection & Analysis Methodology 
In this chapter, the detection of single molecules is discussed. Namely, the TIRF microscope 
optical set-up itself; the design and testing of flow cell chambers as reaction volumes; the 
details surrounding, and the analysis of, single molecule image sequences. Different analysis 
tools are discussed and systematically tested. 
 
3.1 TIRF microscope set-up 
The basic TIRF microscope, set up by Dr. Gabriel Altschuler and Dr. Chris Barnett in 2008 is 
shown in Figure 28. This formed the basic structure to which modifications and replacements 
were later made. 
3.1.1 Optical configurations 
Additional alterations were made over time to this basic configuration. The continuous wave 
diode-pumped solid state laser was changed in 2010, from a 20 mW 473 nm Oxxius to a 50 
mW 473 nm MBL-III CW DPSS (both Laser 2000 UK). This was in response to the problem 
of maintaining power in the first laser. The larger laser power of the MBL-III gave more 
dynamic range for excitation intensities. However, in the last few months of this project, the 
laser began losing power until it was outputting only 500 µW power (only 1 % of its original 
output). This led to a new system being used, developed by the Proxomics Group (Imperial 
College London). This microscope system used a 25 mW Cobalt BluesTM 473 nm CW DPSS 
laser coupled via a fibre optic cable to a Nikon Eclipse Ti microscope with perfect focus 
system (PFS) and motorised stage. The PFS system uses an infrared beam in TIR to maintain 
the focus of the system. This was an improvement on the system without PFS which had a 
tendency to drift in focus and thus had to be constantly monitored and maintained by the 
experimenter. 
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Figure 28 A cartoon detailing the TIRF microscope set up inherited at the beginning of the 
project. The pinhole cleaned up the excitation beam, and the λ/4 waveplate changed the 
linearly polarised excitation beam to a circular polarisation. This ensured more fluorophores 
could be stimulated by the excitation light as excitation is polarisation dependent. The 
translatable lens was positioned so that the beam was focussed at the back focal plane of the 
Nikon 60x/1.49NA objective lens. The light was also positioned parallel to, but away from, 
the optical axis so as to produce TIR at the glass coverslip – water interface. The dichroic 
mirror allowed 473 nm light to pass through in one direction but reflected all light in the 
other direction. The dichroic mirror coupled to blue and green filters ensured only blue light 
(473 nm/10 nm bandwidth) excitation reached the imaging plane, and only green light (525 
nm/50 nm bandwidth) emission was collected by the EMCCD. 
 
An extra 4x lens was inserted between the EMCCD and microscope in late 2010 to change 
the magnification from 60x to 240x. This was done to enlarge the size of the single molecules 
being imaged, from approximately 2x2/3x3 pixels to 8x8 pixels (see Figure 29). Larger single 
molecules, whilst containing the same overall integrated intensity, are spread over more 
pixels and so are more distinguishable over background noise which occurs on single pixels 
at both magnifications. 
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Figure 29 A, 234x234 nm2 area per pixel magnification produces 2x2/3x3 pixel2 single 
molecules; and B, 59x59 nm2 area per pixel single molecules, produced by the addition of a 
4x lens for extra magnification, results in 8x8 pixel2 single molecules. Images represent 
average intensities over 10s exposure. Single molecules are Alexa Fluor 488 labelled CCT 
molecules. 
 
 
Figure 30 Improved single molecule TIRF set up. Improvements to the old set up include: 50 
mW 473 nm laser for excitation, translatable mirror and lens system allowing for movement 
between epi-fluorescence and TIRF more easily, and a 4x lens between the objective and 
EMCCD for more magnification. 
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The third lens for focusing onto the back focal plane of the objective was also changed. 
Originally, a tube lens (𝑓=100mm) had to be secured in place by a clamp, and also at a slight 
angle to ensure total internal reflection could be achieved. The tube lens could not translate 
laterally, relative to the optical axis, enough to get into TIRF, so the extra angling corrected 
for this. The only problem with this was that the clamp could be easily knocked placing the 
system out of alignment. It also was not able to be moved from epi-fluorescence to TIRF very 
effortlessly for easier alignment. Consequently, a new lens (𝑓=750 mm) was placed on a 
translatable stage, and at the same micrometer values as the translatable mirror, so both could 
be translated together accurately for movement between epi-fluorescence and TIRF (see 
Figure 30). This had the negative consequence of reducing the size of the TIRF spot, so lens 
2 was changed to return to a TIRF spot size 4 times smaller than originally set up. It was 
decided that this was large enough for the analysis needed and could not, in any case, be 
further enlarged easily as there was insufficient space on the optical bench. A larger TIRF 
spot reduces intensity variation across the field of view but also reduces single molecule 
intensity (see section 3.3.2). 
 
3.2 Flow cell chambers 
In order to perform TIRF experiments of immobilized single molecules to a glass or quartz 
coverslip, a reaction volume in which the aforementioned experiments could be performed 
needed to be built (Brewer and Bianco, 2008). These reaction volumes required a glass 
coverslip as a base and, in addition, needed to facilitate the injection and outflow of solutions 
so that binding phases and buffer exchanges could be performed. The basic requirements of 
these ‘flow cells’ were: 
 No leaking 
 Could be quickly cleaned and reused 
 Were compatible with chemically modified glass coverslips for surface 
immobilization 
 Buffer exchange could be effectively and reproducibly performed 
In the end, flow cells constructed using a glass microscope slide with inlet and outlet holes 
drilled through were used. PEEK tubing (Supelco) was fixed in place into these holes using 
Araldite. In order to hold the glass coverslip and microscope slide together, and at the same 
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time enclose a volume for reactions, 25 μl Gene Frame (Thermo Scientific) squares 
(originally designed for histological purposes) were found to be suitable. These have double 
sided sticky surfaces which can adhere to the microscope slide and coverslip simultaneously 
(see Figure 31). This seal was sufficiently strong, and tested by multiple flow-through 
experiments at increasing speed and pressure. 
 
 
 
Figure 31 A, a cartoon detailing the elements of the flow cells used as reaction chambers for 
TIRF experiments. B, a photograph showing one of these flow cells mounted to the 
microscope and connected to an inlet source and outlet waste. 
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For cleaning, the PEEK tubing inlet and outlets were washed through with 10 ml ethanol 
twice using a syringe, and then washed with two 10 ml MilliQ water washes. To clean the 
glass microscope slide, ethanol soaked tissue was used to scrub the surface exposed to 
previous reaction volumes. New Gene frame and glass coverslips were used for each TIRF 
experiment. 
 
3.2.1 Flow cell mixing time experiments 
As described in the previous section, the final requirement for a flow cell was effective and 
reproducible buffer exchange within the reaction volume (25 μl). Additionally, the mixing 
time of the PBS buffer (137 mM NaCl2, 10 mM phosphate, 27 mM KCl, pH 7.4) and folding 
buffer (75 mM KCl, 20 mM HEPES, 10 % glycerol, pH 8) within the reaction volume needed 
to be determined, as these were the two buffers used predominantly in folding assays and 
single molecule work. This is especially important as mixing times need to be factored into 
reaction times or rates extracted from single molecule studies. The difference in viscosities of 
the two buffers, due to 10 % glycerol present in folding buffer, was thus a concern. To test 
the mixing within the flow cells, experiments were devised whereby phosphate buffered 
saline or folding buffer, with or without red food dye, were added after one another. The 
microscope was set up in brightfield mode. Light was provided by a lamp from above the 
objective. The EMCCD collected this light as it passed from the lamp, through the sample 
volume, and into the camera. The green filter was kept in place. When red food colouring 
was in the sample volume, predominantly red light passed through the sample and was then 
blocked by the green filter. On the other hand, when the sample did not contain red food dye, 
the light passed through the sample largely unaltered spectrally, before the green part of this 
spectrum passed through the green filter. In short, this meant high light levels in the EMCCD 
corresponded to the presence of clear buffer in the flow cell volume, and darker levels of 
light with buffer containing red food colouring. This change in light level in the EMCCD was 
used to probe mixing times as PBS was added to PBS, folding buffer to folding buffer or 
folding buffer to PBS. 
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Figure 32 A, B and C showing the mixing of PBS to folding buffer (FB), folding buffer to 
PBS and folding buffer to folding buffer respectively in flow cell reaction chambers. In each 
case the folding buffer also contained red food dye (except FB to FB in which only the 
sample added did) producing a lower fluorescence intensity than the clear solution. This 
mixing was each time tested at the centre, between the centre and edge and at the edge of 
these flow cells. Results indicate that mixing is slower at the edges of the flow cell, but that 
almost complete displacement of solution from the flow cell is complete within 1-5 seconds 
(for both buffers) throughout the rest of the cell. 
 
As the graphs in Figure 32 show, mixing times of folding buffer into folding buffer are ~1-5 
seconds. This seemed to be true in all regions of the flow cell. Similar results were obtained 
for folding buffer added into PBS, or vice versa. However, at the edge of the flow cell in this 
case, mixing times took up to 100s for complete mixing to take place. Therefore, it was 
decided to use the central regions of the flow cell for experiments involving buffer 
exchanges. The ~1-5 second limit on mixing times also gave a lower bound for time scales 
that could be probed using these flow cells. This seemed an acceptable limit, as folding 
assays of CCT-actin folding (McCormack et al., 2009) indicate a folding time of 𝑡1/2 ~90s. 
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3.3 Image analysis 
The accurate detection of single molecules is an essential building block in any single 
molecule imaging assay. Thus a methodology for analysing single molecule frame sequences 
needed to be established. This means a methodology whereby individual molecules can be 
isolated and their properties accurately extracted. These properties may include: the total 
number of molecules present in a given frame; histograms of molecule dwell times (dwell 
time is the length of time a molecule is present in an image sequence) and off times (off time 
is the length of time between a molecule unbinding and binding at the same position); 
histograms of the number of fluorescent labels per molecule; histograms of the lifetime of 
fluorescent labels; histograms of intensities of molecules and fluorescent labels; and numbers 
of binding events and loss events (either bleaching or unbinding) for each frame. However, 
the extraction of all this information requires initial manipulation of the image sequences 
after they have been obtained, to offset unwanted image artefacts. 
 
3.3.1 Single molecule profile 
As previously discussed, the single molecules arising from a TIRF microscopy experiment 
yield circular spots of a Gaussian profile in a CCD detector. This Gaussian profile arises from 
the diffraction of a point source of light (in this instance, a fluorophore emitting photons 
under fluorescence excitation) through the lenses and filters of the microscope. This 
diffraction pattern or point spread function (PSF) is strictly a convolution of the point source 
of light (approximated to be a delta function) and the various lenses in the microscope 
objective and camera (modelled as step functions of widths equal to the diameter of the lens). 
As in astronomy, when imaging stars as distant point sources of light, this convolution results 
in an Airy disk, the central peak of which can be approximated to a Gaussian. The full-width 
half maximum (FWHM) of this Gaussian peak is ~ λ (based upon the numerical aperture 
(𝑁𝐴 = 1.49) of the microscope objective and 𝑑 = 1.22𝜆/𝑁𝐴, where 𝑑 is the diameter of the 
airy disk and 𝜆 is the wavelength of light). In this case then, when using Alexa Fluor 488, 
which emits at ~ 520 nm, Gaussian of FWHMs ~425 nm were detected for pixels sizes of 
234x234 or 59x59 nm2 at 60x and 240x magnifications (see next section 3.3.3). 
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3.3.2 TIRF spot profile 
The TIRF spot is the region at the glass-aqueous buffer interface at which total internal 
reflection occurs. It might be expected that this spot would be a circular shape, but it is in fact 
an oval shape because the circular cross sectioned illumination beam meets the glass surface 
at an angle 90° − 𝜃𝑖, where 𝜃𝑖 is the angle of incidence and is above the critical angle for 
total internal reflection. The TIRF spot is also not uniform in intensity, but most intense in the 
centre with a decreasing intensity moving away to the edges (see Figure 33). This presents a 
number of problems: 
 Background scatter and glass autofluorescence generates a varying background within 
the TIRF spot area 
o This is a problem because it makes the use of a threshold, as a method to 
select single molecules above background, unworkable as the threshold 
required would vary as the background varies 
 Single molecule intensity varies throughout the TIRF spot region due to varying 
excitation intensities 
Two solutions to these problems were found. The solution to the varying background 
exploited the non-varying background in the time domain. That is, although the TIRF spot 
varies spatially, it is essentially constant in time and this means a correction factor can be 
applied by dividing through each image by the average of all frames. A detailed instruction 
set of the protocol is listed below: 
1. The CCD background, measured to be 1000 a.u., is subtracted from each image 
2. The whole sequence of frames are averaged 
3. A median filter over a 10 pixel region is applied (this is large enough to exclude any 
contributions from single molecules of radius between 1-4 pixels, whilst retaining the 
average background profile) 
4. This image is then normalised i.e. divided by the largest pixel value 
5. This normalised background profile is divided through each frame (with background 
subtracted). 
The results of this process are shown in Figure 33 and Figure 34. 
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Figure 33 A and B are TIRF images of Alexa Fluor 488 labelled single-stranded DNA 
molecules. In A, no background correction has been performed. In B, the same image after 
background correction shows a much flatter background without losing the single molecule 
features. The radius=10 median filter smoothens the background without being influenced by 
single molecules present in the image. Images C and D are fluorescence intensity maps of 
smoothed images of a TIRF spot profile from a clean coverslip. In C, no background 
correction has been performed (except a 1000 a.u. dark current subtraction) and thus a clear 
oval shaped ridge in fluorescent intensity, typical of a TIRF spot, can be seen. In D, 
background correction, as detailed in the text above, has been performed and the flat 
distribution which results can be seen. This enables the more effective implementation of a 
threshold for detecting single molecules.  
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Figure 34 A graph showing how fluorescence intensity varies along a diagonal line, from the 
top left to the bottom right, across the images before (top left, Figure 33) and after 
background correction (top right, Figure 33). A much flatter profile after correction can be 
seen, but at the edges a lot more noise can also be seen as a result. 
 
Even after background correction, the single molecules left on the flat background will still 
vary in intensity and thus signal to noise ratio. Those molecules situated at the edge of the 
TIRF spot region will require a lower threshold to be detected than those situated near the 
centre. However as Figure 34 shows, the noise at the edges of the image after background 
correction is also much more pronounced. Therefore, the lower threshold risks detecting 
background fluctuating noise as a genuine single molecule signal. Images where there is a 
large variation in single molecule intensity should be analysed with this, and the background 
noise variation, in mind. Feasibly, only the central TIRF spot region should be selected for 
analysis, or up to the point where the single molecule intensity is too low. Alternatively, it 
may be possible to vary the optics so that the TIRF spot is made larger (see section 3.1). This 
reduces the power density inside the spot, but alternatively produces a narrower distribution 
of single molecule intensities. In some cases, the first approach was used, and in others the 
second depending on circumstances at the time. 
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3.3.3 EMCCD and sources of noise 
The EMCCD used was a back illuminated Andor iXon DV887DC-UVB (Andor 
Technologies). This camera is able to detect very low levels of light, with a quantum 
efficiency > 90 % according to the manufacturer’s instructions. EMCCDs produce pixelated 
grey-scale images. In the context of single molecule experiments, there are a number of 
sources of noise in EMCCD images: 
1. Thermal or dark noise 
2. Clock-induced-charge (CIC) noise 
3. Read noise 
4. Multiplicative noise 
5. ‘Shot’ noise from single molecules 
Thermal noise is a result of electrons spontaneously being created in the CCD potential wells 
as a result of random thermal fluctuations. To reduce this as far as possible, the camera is air 
cooled to -70 °C. However, there will still be some dark current present which will increase 
with EM gain and exposure time. 
CIC noise, or sometimes ‘spurious’ noise, is a result of the generation of electrons during 
charge shift in the CCD. Andor have designed the iXon DV887 UV EMCCD to minimise this 
noise as much as possible by minimising the vertical speed (charge shift time), from 0.4 to 
6µs. 
As the camera is an electron multiplying CCD (EMCCD) a charge multiplication stage 
occurs before the charge is read. Consequently, the small number of electrons generated as 
the current is read is dwarfed by as many as thousands of electrons which may have been 
multiplied or ‘gained’ from only one or two electrons generated from one or two photons 
(very low light imaging). In this way, EMCCDs effectively remove any read noise effects. To 
ensure this was the case, a gain of 190 was used at all times (see Figure 35). 
The charge multiplication stage also has its own source of noise. This noise proceeds from 
the probability that extra charge may be generated by impact ionisation during the charge 
multiplication process. This noise has been calculated to be ~√2 for EMCCDs 
(Andor_Technology, 2005). 
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Figure 35 Graph showing how the background fluorescence intensity in the EMCCD, and its 
associated standard deviation, varies with EM gain applied. The EMCCD camera shutter 
was either set as “open” or “closed” and images were obtained with 1s exposures. In this 
case, background light in the laboratory was higher than normal to exaggerate the effects of 
EM gain. The graph shows that the background noise in the camera stays constant at ~1000 
a.u. and only rises from around a 150 EM gain setting. In other words, the dark noise which 
contributes the ~1000 a.u. background is only dwarfed at EM gains of 150 or more, with high 
levels of background light. When the background light was removed, at all EM gain settings 
the background was ~1000 a.u. indicating that the background limiting noise factor in the 
camera is read noise. It could not be dark (or thermal) noise as the ~1000 a.u. background 
level was found to be independent of exposure time. An EM gain of 190 was the setting which 
was found to both maximise single molecule intensity whilst not increasing background noise. 
 
‘Shot’ noise is the intrinsic noise generated by a fluorophore under constant laser 
illumination. In fact the laser itself is limited by ‘shot’ noise, since the ‘particle’ nature of 
light requires that photons are distributed discretely within the laser beam. This noise is a 
result of the fact that the probability of an excited electron relaxing back to its ground state is 
constant per unit time, and is independent of past events. Thus it is said to follow Poisson 
statistics, or ‘shot’ noise. This noise cannot be altered as it represents a noise limit inbuilt into 
quantum mechanics itself. 
To calculate the actual size each EMCCD pixel corresponds to at the microscope imaging 
plane, a very simple calculation can be made. The size of each pixel 𝑙 × 𝑙 nm2 is given by: 
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 𝑙 =
𝑥
106 × 𝑀𝑜𝑏𝑗 × 𝑀𝑎𝑑𝑑
 (11) 
Where 𝑥, 𝑀𝑜𝑏𝑗, 𝑀𝑎𝑑𝑑 are: the length of the square CCD chip in mm; the magnification of the 
objective lens; and the magnification of any additional lens between the objective and 
camera, respectively. 
 
3.3.4 The detecting and tracking of single molecules and their properties 
For the success of any single molecule assay, the Gaussian spots which are generated in the 
EMCCD camera must be easily isolated and tracked (see section 1.1-1.2). This, however, is 
more difficult than may be initially apparent. EMCCD images result in a series of frames, 
each pixelated into 512x512 pixels. Depending on the magnification, in our case either 60x or 
240x, the area of each pixel is then ~234x234 or ~59x59 nm2 respectively. As each single 
molecule has a typical diameter ~λ, each single molecule roughly covers a 2x2/3x3 or 8x8 
pixel region. This means that, without any overlap, 65,536 of the 2x2 and 4,096 of the 8x8 
molecules can occupy the image region. This implies there should be at least hundreds of 
molecules per image region, and thus isolation and tracking by eye is not practical. Of course, 
in principle, one could design experiments where only tens of molecules were present in each 
image, but this would reduce experimental throughput considerably. 
Isolation by eye is not just impractical; it is also subject to bias. In any real experimental 
image, there may not be just fluorescently labelled single molecules. There may be impurities 
which are bound to the glass coverslip, which can be mistaken for bona fide labelled 
molecules. Some single molecules may be brighter than others (for a number of reasons 
including multiple labels, orientation, quenching or variation in the TIRF spot profile) which 
may encourage some molecules being chosen unfairly over others, especially if a certain 
experimental outcome is expected. In short, a systematic and unbiased algorithm needed to be 
developed to ensure fair and fast single molecule analysis. 
 
3.3.4.1 The need to simulate data for a systematic approach 
For the isolation of single molecules, there are a number of properties of labelled single 
molecule experiments which can be exploited to aid accurate detection: 
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 Single molecules have known spatial properties i.e. size ~ λ 
 Single molecules should share similar peak intensities per fluorescent label 
 Single molecules should be present for more than one frame 
Despite these criteria, it is there still possible for the algorithm to fail. Overall, there are three 
possible outcomes which can arise when running single molecule detection and tracking 
algorithms: 
1. Detection of bona fide labelled single molecules 
2. Missed events or, in other words, real single molecules not detected 
3. False positives, that is false events recorded as real single molecule events 
Clearly, the aim is to maximise the first and minimise the second and third. However, when 
assessing both programs available to researchers online and a program written in MATLAB 
(Mathworks, Inc.) (see section 3.3.5) by the author, it soon became apparent that a method for 
determining the veracity of any algorithm needed to be sought too. That is, how can the 
ability of a program, to accurately detect real molecules and also reject false events, be 
verified? Simply applying a program to a real data set gives no indication of any of the errors 
that may be present in the program and selection criteria chosen. Thus it was decided to 
design a program to generate data which looked as much like real data as possible, so that 
such a determination could be systematically made. 
 
How the data simulation program works 
A single molecule generation program was written in MATLAB (Mathworks Inc.). 
MATLAB was the natural choice for this task, since it is a matrix-based programming 
language with many built-in functions ready for use, including a wide range of statistical 
distributions and random number generators. MATLAB is particularly well suited to image 
processing, since a 512x512 pixel image can be easily represented as a 512x512 square 
matrix with matrix element values equal to the individual pixel values generated by an 
EMCCD. 
The program was designed to mimic real molecules detected in TIRF single molecule 
experiments. Initially, singly labelled molecules which bleach or unbind were modelled as the 
simplest case. The description that follows is for the modelling of these molecules (see Figure 
37): 
87 
 
The first task was to add a dark current background to each pixel with μ=1000 and σ=5. The 
μ and σ were determined from real data collected in the TIRF microscope (see Table 3). 
The next task was to set single molecules at either defined or random locations by choosing a 
single pixel in the matrix as the central position for a single molecule. These pixels were then 
given a fixed ‘intensity,’ chosen so that this would mirror experimental values once the whole 
image sequence was generated. 
It is known that the noise from a single molecule is Poissonian i.e. that the probability a 
fluorophore emits a photon under excitation is constant per unit time and is independent of 
past events. For this reason, single molecule ‘intensities’ were put through a Poissonian 
generator (this ‘intensity’ was set as λ, the mean and variance of a Poisson distribution) to 
generate accurate fluctuating intensities over time. 
The loss time of single molecules was also generated randomly from a uniform random 
number generator. To add to the realism, allowing for a loss during an image acquisition was 
considered too. This is a potential problem in real experiments, as it means that rather than a 
molecule being present in one frame and gone the next, it may instead disappear over three 
frames, being of a reduced intensity in the middle frame (the frame in which the molecule 
disappears during acquisition). This can happen due to unbinding or bleaching during a 
frame, though it is more likely to be a bleaching artefact especially if there is a considerable 
amount of time between frames relative to the acquisition time. To model this, the proportion 
of the time the molecule was present in the frame was multiplied by the total pixel intensity 
to generate the molecule intensity in the middle frame during a loss. 
Lastly, single molecules are unlikely to always be centred on a pixel, and could in fact be 
positioned anywhere inside a pixel region, and even at the boundary of 2 or 4 pixels. For this 
reason, two uniform random number generators were used to generate a random x and y 
position inside the pixel. From this, proportions of the intensity from the single molecule 
were shared amongst the surrounding pixels depending on where the single molecule was 
located (see Figure 36). The formulae used are shown in equation (12) below: 
 
𝐴1 = (1 − 𝑃𝑥)(1 − 𝑃𝑦)𝐴 
𝐴2 = 𝑃𝑥(1 − 𝑃𝑦)𝐴 
𝐴3 = (1 − 𝑃𝑥)𝑃𝑦𝐴 
(12) 
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𝐴4 = 𝑃𝑥𝑃𝑦𝐴 
Where 𝐴1, 𝐴2, 𝐴3, 𝐴4 are the final intensities of the pixels 1, 2, 3 and 4 respectively; 𝐴 is the 
original intensity of the pixel; and 𝑃𝑥, 𝑃𝑦 are the randomly generated x and y positions 
respectively of the single molecule within the pixel (these can vary from 0 to 0.5). 
 
Figure 36 Cartoon detailing how the simulation of single molecules not centred on a pixel 
was achieved. Consider a 4 pixel region A1, A2, A3 and A4. A single molecule can be situated 
anywhere in the top right quarter of pixel A1, with coordinates (Px,Py), where Px and Py can 
vary from 0 to 0.5. This position is generated randomly and uniformly; the intensity of the 
single molecule then being distributed amongst the pixels according to equation (12). Only 
pixel A1 need be considered, as the whole system has a rotational symmetry. 
 
Once all of this had been calculated, a Gaussian filter of pixel size and σ (see equation (13)), 
determined from real data, was used to smooth the single molecules into their appropriate 
size and shape. Then the images could be generated and tested. 
 𝐺(𝑥, 𝑦) = 𝐴 𝑒𝑥𝑝 [− (
(𝑥 − 𝑥0)
2
2𝜎𝑥
2
+
(𝑦 − 𝑦0)
2
2𝜎𝑦
2
)] (13) 
Where 𝐴 is the amplitude; 𝑥0 and 𝑦0 are the mean in the x- and y-directions, respectively; 
and, 𝜎𝑥 and 𝜎𝑦 are the standard deviation in the x- and y-directions, respectively. 
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Figure 37 A flow diagram representing the main steps in the program written to generate 
single molecules. Single molecules exhibit Poisson noise on top of a Gaussian background 
dark current.  The size and intensity of the single molecules can be chosen by the 
experimenter. Single molecules can also be spatially distributed in a random fashion, or 
placed in user defined positions to prevent molecules overlapping. 
 
The program could be easily modified to generate molecules which have random locations 
but varying numbers, molecules which bind and then unbind/bleach, and molecules which 
bleach several times due to multiple fluorescent labels (see Figure 37 and Figure 38). See 
Appendix for copies of the program script. 
 
Comparison with real single molecule data 
To ensure the simulated data resembled as closely as possible the real data already collected 
in previous TIRF microscopy experiments, a Gaussian fitting program was applied to twenty 
molecules isolated from real data from both 60x and 240x magnifications (see Table 3). 
Molecules of single and multiple labels were chosen in both of these data sets. 
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Table 3 A table detailing the results of a Gaussian fitting program written in MATLAB 
applied to a random selection of single molecules imaged in TIRF microscope. The fitting 
was done to single molecules of size ~8x8 and ~3x3 pixels2 (corresponding to 59x59 nm2 per 
pixel or 240x mag. and 234x234 nm2 per pixel or 60x mag. respectively). Averages are stated 
in bold. 
8x8 
molecule 
number 
Peak 
intensity 
(a.u.) 
x standard 
deviation 
y standard 
deviation 
3x3 
molecule 
number 
Peak 
intensity 
(a.u.) 
x 
standard 
deviation 
y 
standard 
deviation 
1 25.8 2.3 2.3 1 46.3 1.3 1.2 
2 20.9 -2.5 -2.3 2 21.3 1.1 1.0 
3 20.1 -2.5 -2.3 3 44.3 1.2 1.1 
4 24.1 -2.5 -2.2 4 44.9 1.2 1.2 
5 10.1 2.6 2.4 5 21.2 1.2 1.3 
6 28.7 2.4 2.4 6 35.0 1.0 1.2 
7 25.7 2.4 2.2 7 60.6 1.0 1.0 
8 22.5 2.4 2.3 8 53.8 1.0 1.3 
9 17.2 2.4 2.3 9 35.1 1.1 1.1 
10 27.4 2.1 2.1 10 67.8 1.8 1.3 
11 21.7 2.3 2.2 11 64.4 1.2 1.2 
12 27.6 -2.3 -2.3 12 41.7 1.2 1.0 
13 16.2 2.2 2.3 13 48.0 1.0 1.1 
14 18.3 2.2 2.4 14 42.9 1.7 1.6 
15 28.8 2.1 2.2 15 38.7 1.8 1.7 
16 19.6 -2.4 -2.8 16 29.9 1.7 2.5 
17 16.8 2.2 2.1 17 29.2 2.0 2.0 
18 27.7 2.3 2.3 18 87.3 1.0 1.0 
  2.3 2.3   1.3 1.3 
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The Gaussian program applies a Gaussian profile to the PSF and outputs a best fit amplitude, 
centroid position and x and y standard deviations. It uses the least squares curve fit function 
built into MATLAB to minimise the difference between the PSF and the Gaussian. This way, 
the typical amplitudes, and x, y standard deviations could be calculated for real data sets. 
Table 4 A table detailing single molecules created in MATLAB and then analysed by 
MATLAB, as with the real data, so outputs could be compared to real data and correlated to 
MATLAB inputs. This is performed for both 8x8 and 3x3 pixel2 single molecules. The 
Gaussian fitting program was applied to 9x9 grids of single molecules with known input 
intensities and x,y-standard deviation/sigma. The output sigma is average standard 
deviations in both directions and across all 81 molecules in the image sequence generated. 
8x8 
molecules 
Average 
pixel 
intensity 
(a.u.) 
Input 
sigma 
Output 
sigma 
3x3 
molecules 
Average 
pixel 
intensity 
(a.u.) 
Input 
sigma 
Output 
sigma 
 9.38 0.5 1.68  22.2 0.7 1.07 
 9.38 0.8 1.78  22.2 0.8 1.19 
 9.38 1.1 1.62  22.2 0.9 1.29 
 9.38 1.4 2.05  22.2 1.0 1.36 
 9.38 1.6 2.31  22.2 1.1 1.4 
 9.38 1.7 2.44  22.2 1.2 1.45 
 9.38 2.0 2.90  22.2 1.3 1.46 
 9.38 2.3 3.16  22.2 1.4 1.52 
        
 3.13 1.6 2.17  11.1 0.9 1.27 
 4.69 1.6 2.24  22.2 0.9 1.29 
 6.25 1.6 2.33  33.3 0.9 1.29 
 7.81 1.6 2.28  44.4 0.9 1.29 
 9.38 1.6 2.31     
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Once this data had been collected, data could be created using the data simulation program 
(see Figure 37). Here input variables like intensity, Gaussian filter size and Gaussian standard 
deviation could be varied to generate multiple single molecules. These could then be fitted by 
the Gaussian fitting program to output measured amplitudes and x, y standard deviations. 
These were then compared with the real data sets and the process repeated in an iterative 
fashion until a satisfactory correspondence had been reached (see Table 4). 
 
 
Figure 38 Example images of simulated data sets. A is a 9x9 grid of 8x8 pixel2 single 
molecules, B is a 9x9 grid of 3x3 pixel2 single molecules, and C is a random selection of 784 
8x8 pixel2 single molecules. These kinds of data sets were used for the systematic testing of 
freely available analysis programs and, later, a personally written analysis program in 
MATLAB. The idea for this method to systematically test single molecule detection was taken 
from Mashanov and Molloy (2007). 
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3.3.4.2 Testing Image J 
Image J is a freely available, open source, image analysis program, originally written by 
Wayne Rasband in Javascript. Wright Cell Imaging Facility (WCIF) Image J is another free 
online version of Image J, with the WCIF collections of plugins already added. These plugins 
are only collated by WCIF and were not written by them. There are over 1000 users who 
have written and updated plugins, and WCIF merely brought them together into one package. 
(Wright_Cell_Imaging_Facility, 2006). This program and its associated plugins are excellent 
for image analysis, and can be used to perform single molecule counting, via the “Analyse 
Particles” plugin. It is this particular functionality, which led to it being used to track the total 
number of molecules per frame in this project. It was especially useful for tracking binding or 
unbinding of single molecules in time, but could not be used to track individual single 
molecule properties, for example dwell time or lifetime histograms, or counting bleaching 
steps for the stoichiometry of fluorophore labelling to each molecule. 
WCIF Image J “Analyse Particles” plugin works using a very simple algorithm. Firstly, an 
intensity threshold is applied to each frame in an image sequence. Secondly, a particle size 
criterion (in pixels) and circularity criterion can be applied to pixels above the threshold. A 
pixel or group of pixels which are within the bounds set by these criteria are counted as a 
single molecule. The total number of single molecules above threshold per frame can then be 
outputted amongst a number of other options. 
Listed below, are the results of running simulated data through this program. This then 
enabled the limits of the program to be established and hence more accurate analysis of any 
real single molecule data to be performed. 
 
Applying a threshold 
The first aspect to be tested was the threshold criterion. This was tested by simulating 9x9 
grids of single molecules (see Figure 38), as detailed in section 3.3.4.1, and measuring the 
percentage of correctly counted molecules and the percentage of false positives as the 
intensity of the single molecules was increased. The results are shown below. 
As Figure 39 and Figure 40 show, Image J can correctly count the 81 molecules present, with 
a 3 sigma threshold (that is, a threshold of 3 standard deviations above the background 
mean), at around an average pixel intensity of 4 a.u. for 8x8 pixel2 (or 59x59 nm2 area per 
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pixel) single molecules. In fact, the 100 % correctly counted in Figure 39 is potentially a little 
misleading as it implies that all 81 single molecules are correctly identified, whereas in 
reality the 100 % means at least 81 molecules (after false positive subtraction – calculated 
from the number of single molecules counted when no single molecules were present in the 
data) were counted. Since the 100 % correctly counted, for a 3 sigma threshold, displayed at, 
for example, 9.4 a.u. average pixel intensity were 90 above the false positive background, 
some of these 90 molecules must be the same molecule counted twice (or more) when 
multiple spatially separated pixels are above threshold within the same single molecule. 
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Figure 39 A graph displaying the percentage of correctly counted single molecules using 
Image J, at different threshold values, as the average pixel intensity for single molecules is 
increased (for 59x59 nm2 per pixel in a 256x256 pixel image; single molecules occupy a 8x8 
pixel squared region). The sigma values represent the threshold chosen as a number of 
standard deviations above the background mean. There were 81 simulated single molecules 
present in the image sequence, which disappeared randomly according to a uniform 
probability distribution over 500 frames. Numbers of molecules were calculated as the 
average number present over the first 5 frames. 
 
These multiple counts are not seen in the 3x3 pixel2 data sets, but the same general patterns 
emerge. These are that, unsurprisingly, the higher threshold sigma chosen, the more intense 
single molecules need to be to be correctly identified. The downside of more intense single 
molecules, in practice, is that they are more likely to photobleach. When needing to observe 
single molecules for a considerable number of frames and exposures, this is obviously 
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something to be avoided. Typically, in data collected in single molecule studies, average 
pixel intensities at around 5 and 15 a.u. for 8x8 and 3x3 pixel2 molecules respectively were 
collected. 
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Figure 40 A graph displaying the percentage of correctly counted single molecules using 
Image J, at different threshold values, as the average pixel intensity for single molecules is 
increased (for 234x234 nm2 per pixel in a 256x256 pixel image; single molecules occupy a 
3x3 pixel squared region). The sigma values represent the threshold chosen as a number of 
standard deviations above the background mean. There were 81 simulated single molecules 
present in the image sequence, which disappeared randomly according to a uniform 
probability distribution over 500 frames. Numbers of molecules were calculated as the 
average number present over the first 5 frames. 
 
To be able to understand the data more fully however, plots of the false positive rate (that is, 
numbers or percentages of single molecules counted which are not really there) were also 
needed. These are shown in Figure 41 and Figure 42. What the data clearly shows is that 
whilst a 3 sigma threshold above background offers the lowest (of those shown) single 
molecule intensities that can still be detected in Image J, the false positive rate is 
unacceptably high across all single molecule intensities. The false positive rates predictably 
drop to 0 % with increasing single molecule intensity at 4 sigma and above, and also drop 
more quickly with increasing sigma (indeed, for 5 sigma and above the false positive rate is 0 
% at all single molecule intensities). For a 3 sigma threshold, the false positive rate drops to 
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around 40 % at around 2 and 5 a.u. for 8x8 and 3x3 pixels2 respectively, before then 
increasing to around 60 % across all intensities for both single molecule sizes. It is suggested 
this is because with increasing single molecule intensity, the probability of more than one 
pixel within the single molecule region being above threshold is increased, thus increasing 
the occurrences of single molecules being counted more than once. Clearly, thresholding 
alone does not produce a satisfactory single molecule detection fidelity. 
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Figure 41 A graph displaying the percentage of false positives counted using Image J, at 
different threshold values, as the average pixel intensity for single molecules is increased (for 
59x59 nm2 per pixel in a 256x256 pixel image; single molecules occupy a 8x8 pixel squared 
region). The sigma values represent the threshold chosen as a number of standard deviations 
above the background mean. There were 81 simulated single molecules present in the image 
sequence, which disappeared randomly according to a uniform probability distribution over 
500 frames. Numbers of molecules were calculated as the average number present over the 
first 5 frames. False positives were calculated as either the total count minus 81 (if the total 
count was above 81) or the total count minus the count when no molecules were present (if 
the total count was 81 or below). 
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Figure 42 A graph displaying the percentage of false positives counted using Image J, at 
different threshold values, as the average pixel intensity for single molecules is increased (for 
234x234 nm2 per pixel in a 256x256 pixel2 image; single molecules occupy a 3x3 pixel 
squared region). The sigma values represent the threshold chosen as a number of standard 
deviations above the background mean. There were 81 simulated single molecules present in 
the image sequence, which disappeared randomly according to a uniform probability 
distribution over 500 frames. Numbers of molecules were calculated as the average number 
present over the first 5 frames. False positives were calculated as either the total count minus 
81 (if the total count was above 81) or the total count minus the count when no molecules 
were present (if the total count was 81 or below). 
 
Size criterion 
Clearly, the use of a size criterion alongside a threshold may be able to reduce the numbers of 
the same molecules being counted more than once. A size criterion also makes use of more of 
the available information to detect single molecules, namely their expected size as well as 
intensity. Since background noise is on the scale of one pixel, a number of pixels bordering 
each other above threshold is much more unlikely and thus means a lower threshold could 
also be used in conjunction with a size criterion. 
A size criterion can be added in terms of the number of pixels per particle and so this was 
tested next. The results are shown in Figure 43 and Figure 44 below. The clearest 
improvement in adding a size criterion to a threshold is that single molecules can now be 
detected with a reasonably good fidelity above 5 and 15 a.u. average intensities for 8x8 and 
3x3 pixel2 molecules respectively for a 2 sigma threshold as well as a 3 sigma threshold. 
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Intuitively, with a lower threshold sigma, a larger size criterion is required to produce an 
accurate single molecule count with low false positive rates. For example, at a 5 a.u. average 
pixel intensity for 8x8 pixel2 single molecules, ~90 % of molecules can be correctly 
identified with a <5 % false positive rate when a 2σ threshold and >3 pixel size is demanded. 
Similar conclusions can be drawn for 3x3 pixel2 single molecules above 15 a.u. average pixel 
intensities. 
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Figure 43 A graph showing the percentage of the 81 molecules detected using Image J, from 
those present in the simulated data sets, as average pixel intensity across the single molecule 
spots is increased. The percentages of the total count of detected single molecules which are 
false positives are also plotted on the right hand axis. As expected, the number correctly 
identified increases as the average pixel intensity increases, and the proportion of false 
positives decreases at the same time. This graph concerns 8x8 pixel2 single molecules at 
varying thresholds and size criteria. 
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Figure 44 A graph showing the percentage of the 81 molecules detected using Image J, from 
those present in the simulated data sets, as average pixel intensity across the single molecule 
spots is increased. The percentages of the total count of detected single molecules which are 
false positives are also plotted on the right hand axis. As expected, the number correctly 
identified increases as the average pixel intensity increases, and the proportion of false 
positives decreases at the same time. This graph concerns 3x3 pixel2 single molecules at 
varying thresholds and size criteria. 
 
Detection fidelity as a function of single molecule number density 
Finally, the last limitation that needed to be probed when using Image J to count single 
molecules was the maximum number that could be counted in a given region. In this case, the 
region used for simulation was a 256x256 pixel2 area (in reality, a 512x512 pixel2 region was 
used in experiments so all results should be multiplied by 4 for comparisons to real data sets). 
Single molecules were randomly positioned within the 256x256 pixel2 region and run through 
the Image J software. A 7.8 and 27.8 a.u. average pixel intensity for 8x8 and 3x3 pixel2 
molecules respectively were used, as these had previously been shown to yield ~100 % 
correctly counted single molecules and ~0 % false positive rates when a 2σ threshold and >3 
particle size criteria were used (see Figure 43 and Figure 44). Results are shown in Figure 45. 
 
100 
 
0 2000 4000 6000 8000
0
200
400
600
800
1000
1200
N
o 
of
 m
ol
ec
ul
es
 c
ou
nt
ed
No of molecules present
 3x3 pixel squared area
 8x8 pixel squared area
 
Figure 45 A graph showing the number of molecules detected by the Image J program as the 
number of molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The single 
molecules were positioned randomly in the data simulation program. 7.8 and 27.8 a.u. 
average pixel intensity for 8x8 and 3x3 pixel2 single molecules respectively were used, with a 
2σ threshold and >3 pixel size criteria. 
 
Rather unsurprisingly, more 3x3 pixel2 molecules can be counted than 8x8 pixel2 molecules 
as they take up less space and so more can fit into a given space before they begin to overlap 
frequently. Overlapping molecules will be counted as one large molecule according to the 
Image J algorithm, so greater than 1000 or 2000 of the 8x8 or 3x3 pixel2 molecules 
respectively will see numbers less than 50 % of the present single molecules being counted. 
At even larger numbers, the numbers counted begin to fall as molecules overlap so much they 
become very large single molecules. 
 
Conclusion 
In conclusion, Image J was found to be an effective analysis tool for counting single 
molecules present in image frames within certain parameters. These parameters involve both 
threshold and particle size criteria, and can provide a >90 % detection fidelity and >5 % false 
positive rates for both 8x8 and 3x3 pixel2 sizes. Also, it was found that numbers of molecules 
of those present above 1000 or 2000 for 8x8 and 3x3 pixel2 respectively reduced the number 
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that could be counted to below 50 %. Overall, the testing of this analysis program has defined 
the limits within which Image J can be used for counting molecules, and would later prove to 
be very useful for binding and unbinding analysis, particularly when testing surface 
chemistries. Image J cannot, as has been previously mentioned, track individual single 
molecule properties and so another program was tested for this purpose. 
 
3.3.4.3 GMimPro 
GMimPro is a program made available by National Institute for Medical Research (NIMR) 
(Mashanov and Molloy, 2007). It is made available freely for academic and non-profit use. 
This is a much more sophisticated program designed, in particular, for single molecule 
analysis. It works by first running a low-pass filter over the image to reduce noise. An “edge-
detection” method is employed to detect single molecules and then a Prewitt or Sobel filter is 
applied which produces a differential of single molecule intensity images. From this, sudden 
increases or losses in intensity corresponding to binding or unbinding or photobleaching can 
be identified. 
GMimPro can analyse both immobilised and moving single molecules. It has the capability to 
output intensity histograms and dwell time histograms for single molecules, and can also fit 
step-wise drops in intensity to traces, essentially outputting the number of fluorophore per 
single molecule. There are no means to produce a histogram of this however, unless one 
manually collects and plots this oneself. It also cannot output the total number of molecules 
in time, histograms of off times (that is, the time in between single molecules binding to the 
same location) and a number of other parameters. However, it was a program well worth 
testing, since it could perform dwell time analysis, with the results of these tests displayed 
and discussed below. 
 
Threshold, pixel size and running window size 
In GMimPro, the selection criteria are different than in Image J, since the algorithm operates 
in a much different way. The main selection criteria are threshold, molecule size and running 
frame window size. Threshold sets a threshold for the size of drops or rises, molecule size 
looks for rise or drop events at the particular single molecule size specified and running 
window frame is the number of frames over which the differential analysis for detecting 
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events is applied (the longer the window, the higher the accuracy of detection, though a 
single molecule must be present for at least the window size). It was found that setting the 
threshold to 0 and altering the particle size and running frame window sizes only was 
sufficient to correctly identify the majority of molecules at experimental single molecule 
intensities previously recorded. When thresholds were applied, many single molecules were 
excluded. 
Figure 46 and Figure 47 clearly show that at a given average pixel intensity, slightly more 
single molecules can be correctly identified, but more remarkably, that false positives were 0 
% across all single molecule intensities for both 3x3 and 8x8 pixel2 sizes (for the parameters 
chosen: namely, 5x5 and 3x3 particle sizes and 10 or 4 frame running windows). At a 5 a.u. 
average pixel intensity for 8x8 pixel2 molecules, Image J could correctly count ~90 % 
compared to the ~95 % counted with GMimPro. At a 15 a.u. average pixel intensity for 3x3 
pixel2 molecules, Image J could correctly count ~70 % compared to ~85 % counted with 
GMimPro. The only downside of using the GMimPro program is that the speed of the 
program is a little slower than for the Image J analysis. 
0 1 2 3 4 5 6 7
0
20
40
60
80
100
 5x5, 10fr
 3x3, 10fr
 5x5, 10fr
 3x3, 10fr
Average intensity per pixel (a.u.)
%
 c
or
re
ct
ly
 c
ou
nt
ed
 s
in
gl
e 
m
ol
ec
ul
es
59x59 nm2 area per pixel
0
20
40
60
80
100
 %
 fa
ls
e 
po
si
tiv
es
 
Figure 46 A graph showing the percentage of the 81 molecules detected using GMimPro, 
from those present in the simulated data sets, as average pixel intensity across the single 
molecule spots is increased. The percentages of the total count of detected single molecules 
which are false positives are also plotted on the right hand axis. As expected, the number 
correctly identified increases as the average pixel intensity increases. Of particular note, are 
the complete lack of false positives across all intensities. This graph concerns 8x8 pixel2 
single molecules at varying size criteria. 
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Figure 47 A graph showing the percentage of the 81 molecules detected using GMimPro, 
from those present in the simulated data sets, as average pixel intensity across the single 
molecule spots is increased. The percentages of the total count of detected single molecules 
which are false positives are also plotted on the right hand axis. As expected, the number 
correctly identified increases as the average pixel intensity increases. Of particular note are 
the complete lack of false positives across all intensities. This graph concerns 3x3 pixel2 
single molecules at varying size criteria and running window frame sizes. 
 
“Gain and loss” and “multiple step loss” analysis 
The next stage was to test the additional single molecule detection tools available in 
GMimPro, namely, the rise and loss analysis, or “P-test”, and multiple step loss, or “MS-test” 
as they are referred to in the program. Gain and loss analysis is for analysing molecules 
which arrive after imaging begins and then unbind or bleach at some later time. The program 
fits a step function to the trace and outputs dwell times, that is the time the molecule was 
present in the image, as a histogram. Hence, gain and loss molecules were simulated in 
MATLAB and then tested in GMimPro. 
Similarly, for the multiple step loss analysis, the program looks for molecules which do not 
disappear in one step but rather in a series of steps (usually of the same size). This may be 
typical behaviour of multiply labelled single molecules which bleach sequentially. 
Unfortunately, for this analysis a histogram of numbers of steps per molecule is not an 
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available function. To perform this analysis, single molecules of two and three step sizes 
were simulated and then tested in GMimPro at a number of intensities. 
When testing the gain and loss analysis, it was found that essentially the capability to detect 
these molecules accurately mirrored the results found when testing simple single step loss 
molecules. Since the program detects rises and losses as a part of the single molecule 
recognition process, then the underlying programming for detection, it is assumed, must be 
very similar. However, for multiple step loss molecules, the results were much less helpful. 
The program did not seem capable of differentiating large drops to smaller ones (essentially 
confusing noise as stepwise drops) and rarely identified the correct drops or numbers of 
drops. 
 
Detection fidelity as a function of single molecule number density 
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Figure 48 A graph showing the number of molecules detected by the GMimPro program as 
the number of molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The 
single molecules were positioned randomly in the data simulation program. 7.8 and 27.8 a.u. 
average pixel intensity for 8x8 and 3x3 pixel2 single molecules respectively were used, with a 
3x3 size and 10 or 4 running frame window respectively. 
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In Figure 48, 27.8 a.u. average pixel intensity 3x3 pixel2 and 7.8 a.u. average pixel intensity 
8x8 pixel2 molecules were tested with a 3x3 size criterion with a 4 or 10 frame running 
window respectively, in order that the numbers of molecules that can be correctly counted in 
a 256x256 pixel2 region could be estimated. These criteria and intensities previously provided 
a 100 % correct single molecule identification with 0 % false positives (see Figure 46 and 
Figure 47). In comparison to the same tests done in Image J, GMimPro could successfully 
identify 5 times more 8x8 pixel2 and at least 3 times more 3x3 pixel2 single molecules than 
the Image J program. This is most likely because GMimPro uses a drop or rise image to find 
molecules and not just pixels above threshold in each frame as Image J uses. In other words, 
it looks for single loss or gain events in a particular frame which are correlated to a molecule 
size, rather than a molecule being present in a number of frames. Nevertheless, as the 
numbers of molecules increase, the percentage correctly identified falls. After 5000 8x8 
pixel2 molecules or 6000 3x3 pixel2 molecules (in a 256x256 pixel2 area), less than 50 % can 
be successfully identified. 
 
Conclusion 
In conclusion, GMimPro was found to be more effective than Image J as a single molecule 
analysis tool. It could count more single molecules across the range of intensities typically 
found in single molecule experiments performed in the TIRF system and was also very 
effective in rejecting false positives, making it a very attractive option for analysis. In 
addition, it can plot histograms of dwell times for single step bleaching with or without initial 
arrival of the molecule in the image sequence. The drawbacks to GMimPro were the 
increased computation time and ineffective multiple step bleaching tool. 
 
3.3.4.4 Other programs 
There are, in fact, a myriad of single molecule analysis programs available online for free or 
upon request from academics. Some of these include: Single molecule analysis research tool 
(SMART) (Greenfield et al., 2012), TwoTone (Holden et al., 2010) and smFRET from 
Taekjip Ha’s lab at University of Illiois at Urbana-Champaign. It would have taken too long 
and may have been of little value analysing every single one (many are designed for TIRF-
FRET studies). As the results above show, any program written by another person or group 
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for a particular set of experiments will probably not be entirely suited for experiments 
designed by someone else. Using a prebuilt program also makes understanding the algorithm 
as it is and how to make any desired improvements problematic and/or time consuming. It is 
crucial the experimenter has control and understanding of the data analysis, and so it was 
decided to write an analysis program specifically for this project. In light of this problem, 
SMART is an initiative to create software for experimenters so that each lab does not have to 
write their own software for single molecule experiments. Unfortunately, their work was first 
published in 2012 near the end of this project. 
 
3.3.5 MATLAB program for single molecule detection and analysis 
As previously mentioned, the need for a single molecule analysis program which could 
identify single molecules above background, and output a range of statistics that may be 
required for CCT-actin folding experiments, had not been satisfactorily found. Thus, using 
MATLAB once again, a program to do this was developed. For similar reasons listed in 
section 3.3.4.1, MATLAB was a natural choice for this endeavour. 
 
3.3.5.1 Single molecule detection program development 
The program took around 6 months to write, and was written in a step by step process. The 
first part to be written was the single molecule detection, which included a Gaussian fitting 
procedure using a least squares method to extract x- and y- sigma, centroid position and 
intensity. This was optimised, by varying thresholds and size criteria, before moving onto the 
single molecule analysis/tracking. 
Initially, gains and losses of single molecules were attributed to the events by which the 
single molecules were originally detected; namely, difference images of one frame taken 
from another or vice versa (see section 3.3.5.2 for more detail). However, vast improvement 
was found when, instead, average intensities across single molecules were used to find 
binding, unbinding or bleaching events. From this analysis all other desired variables could 
be extracted. 
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3.3.5.2 How the algorithm works 
The algorithm can be simply divided into two sections. Firstly, single molecule detection, 
then secondly single molecule analysis or tracking. A simple outline for how the algorithm 
works can be seen in Figure 49. 
 
 
Figure 49 A flow diagram outlining how the single molecule analysis program written in 
MATLAB functions. The full MATLAB code can be found in the Appendix. 
 
Essentially, the single molecule detection algorithm works using a differencing method. 
Differencing involves taking one frame from another, usually 2 frames apart to reduce the 
effect of single molecule loss during a frame exposure. These produce ‘gain’ and ‘loss’ 
images depending on the order the frames were subtracted from each other. It was found, 
however, that filtering the images first using an average filter mask of the same dimensions as 
the single molecules under investigation reduced background noise whilst largely preserving 
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the single molecule profiles. Then when differencing was performed afterwards, the images 
were less noisy. In effect, the average filter mask was acting as a low-pass filter. 
A threshold then had to be applied to these difference images, usually in terms of numbers of 
standard deviations above the mean of each difference frame. In addition, a minimum pixel 
size criterion was added, as had proven so effective in the previous Image J analysis (see 
section 3.3.4.2), particularly when large numbers of pixels within the same molecule are 
likely to be above the threshold. 
Finally, a Gaussian function of the form in equation (13) on page 88, was applied with a least 
squares minimisation to each pixel region above threshold, from the original images (usually 
an average of 5 frames before or after the loss or gain event respectively). Then intensities or 
standard deviations in either the x- or y-direction from the fitted Gaussian functions could be 
used as further criteria for selection or rejection, based on known single molecule properties 
(see Table 3). 
The next stage, designed to extract single molecule properties, firstly calculated the average 
intensity across the single molecules. The size of this window was determined by the known 
single molecule sizes expected, according to the magnification used. These traces were 
effectively “differentiated” by taking the difference between each frame in intensity and 
plotting that against time, for each single molecule intensity trace. A trace threshold could 
then be applied to find events (either gain or loss) in these “differentiated” intensity traces. 
From here, average intensity before and after this gain or loss event (up to whichever comes 
first of either: 1.the beginning or end of the trace; or 2. another event occurring before or after 
the gain or loss) were calculated. From this step sizes could be calculated and again a 
threshold applied. This threshold was typically around 50 % of the expected step size of the 
single molecules under investigation. Any step sizes which are deleted because they are 
found to be below threshold resulted in recalculation of the step sizes remaining in the trace. 
This process continued until all the step sizes were above threshold. 
Lastly, a range of properties could be trivially calculated for each single molecule. These 
were: 
 “On” and “off” times (i.e. the time a molecule is present, or the time in between a 
molecule leaving and another arriving at the same location) 
 Lifetimes and intensities of fluorophores (i.e. for photobleaching rate calculations) 
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 Number of drop events per molecule (i.e. labelling stoichiometry, assuming no 
unbinding) 
 Total numbers of molecules present in each frame 
 Total numbers of molecules bound at each frame (for binding curves) 
 Total numbers of molecules photobleached/unbound at each frame (i.e. for 
unbinding/photobleaching curves) 
 Sizes (in terms of x- and y-sigma from Gaussian function fitting) of single molecules 
to test for sample homogeneity 
 
3.3.5.3 Systematic testing 
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Figure 50 A graph showing the percentage of 81 molecules detected using author’s MATLAB 
analysis program, from those present in the simulated data sets, as average pixel intensity 
across the 8x8 pixel2 single molecule spots is increased. The percentages of the total count of 
detected single molecules which are false positives are also plotted on the right hand axis. 
Sigma refers to the intensity threshold applied, in numbers of standard deviations above the 
mean per frame; pixel size refers to the pixel size criterion applied to all regions above 
threshold; and step size refers to the criterion applied to single molecule traces at gain or 
loss events. 
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As Figure 50 and Figure 51 show, the MATLAB program was tested in the same manner as 
both the Image J and GMimPro programs had been. For 8x8 pixel2 single molecules, in 
Figure 50, the program can correctly identify more and has lower false positive rates (across 
single molecule intensities) than Image J, when a 3 sigma threshold, >11 pixel2 criteria and 
>1 step size criterion is applied. However, the GMimPro program does perform better in this 
respect than both the MATLAB and Image J programs. 
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Figure 51 A graph showing the percentage of 81 molecules detected using author’s MATLAB 
analysis program, from those present in the simulated data sets, as average pixel intensity 
across the 3x3 pixel2 single molecule spots is increased. The percentages of the total count of 
detected single molecules which are false positives are also plotted on the right hand axis. 
Sigma refers to the intensity threshold applied, in numbers of standard deviations above the 
mean per frame; pixel size refers to the pixel size criterion applied to all regions above 
threshold; and step size refers to the criterion applied to single molecule traces at gain or 
loss events. 
 
Figure 51, shows the same analysis but for 3x3 pixel2 single molecules. Here the program 
fares a little worse, actually performing less well than Image J, at 15 a.u average pixel 
intensity for example. Image J could achieve ~75 % correctly identified at 15 a.u. compared 
to the ~60 % for this program, with very similar false positive rates. Overall, however, the 
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performance is very similar to Image J, and worse than GMimPro. This is not surprising since 
the threshold and pixel size criteria approach used were very similar in both Image J and this 
program. In GMimPro an “edge detection” algorithm is used, after a low pass filter, to 
identify single molecules which have appeared or been lost between frames. An extended 
region around the molecules to remove background was also included. This “edge detection” 
algorithm is not explained clearly but nevertheless is more effective than applying a simple 
threshold and size criterion. 
Another massive drawback to this program is the huge computation time. For example, a 3 
sigma threshold analysis of a 256x256 pixel2 region could take 30-45 minutes to run, 
compared to ~5 minutes for GMimPro. As sigma increases, the computation time does 
decrease to around 5 minutes when a 5 sigma threshold is applied. 
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Figure 52 A graph showing the number of molecules detected by the MATLAB program as 
the number of molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The 
single molecules were positioned randomly in the data simulation program. 7.8 and 27.8 a.u. 
average pixel intensity for 8x8 and 3x3 pixel2 single molecules respectively were used. A 4 
sigma threshold, step size minimum >3 and no minimum pixel size was used for 8x8 pixel2 
single molecules and a 5 sigma threshold, step size minimum >11 and no minimum pixel size 
for 3x3 pixel2 single molecules. 
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The final test to be performed was to examine the number of single molecules that could be 
counted within a 256x256 pixel2 area. The results are shown in Figure 52. The program is not 
as good as Image J at lower numbers of single molecules (up to 2000 molecules) but 
performs better at higher numbers of single molecules (above 2000 molecules). For example, 
to enable >90 % of single molecules to be counted correctly, ~100 molecules in a 256x256 
pixel2 area, or ~400 in a 512x512 pixel2 region forms an upper limit. 
The single molecule program could also detect gains with the same correct identification and 
false positive rates as the losses tested above, since the methodology of detection was 
identical. Similarly, multiple step molecules could be detected, though later analysis would 
show that further improvements with this functionality would be required (further discussed 
in section 5.3.2). Nevertheless, this versatility is what made the program so valuable, despite 
the fact it has a slower processing time (especially at low initial intensity thresholds) and that, 
for 3x3 pixel2 molecules in particular, it requires a higher average intensity per pixel to reach 
around 90 % correct detection rates than both Image J and GMimPro. 
 
3.3.5.4 Conclusion 
In conclusion, a single molecule detection program for single molecule analysis has been 
written which can output many required variables not accessible in both Image J and 
GMimPro. It performs very similarly to Image J, in terms of rates of correctly identified 
single molecules, and in terms of numbers of single molecules which can be detected. 
GMimPro does perform the best in terms of rates of correct detection at a given single 
molecule intensity and in the numbers of molecules that can be detected in any one frame but 
does not have sufficient capabilities to output the data required for e.g. stoichiometric 
analysis or “on” and “off” times, potentially crucial in CCT-actin-PLP2 investigations. In 
short, the best program available for the purposes of each experiment could now be chosen, 
with care taken to ensure the numbers of molecules and single molecule intensities analysed 
are within the high-performance limits of the program used. 
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3.4 Summary 
To summarise, in this chapter a successful means to detect and analyse single molecules has 
been established. 
Firstly, the TIRF microscope set up was discussed and the various improvements made over 
time, including changes to the laser system for higher intensity imaging, and changes to the 
lens arrangement so that extra magnification of single molecules could be achieved. This, 
particularly, meant molecules of 8x8 pixel2 extent could be imaged instead of 2x2/3x3 pixel2, 
aiding single molecule detection. 
Secondly, the flow cell volumes in which single molecule experiments could be performed 
were introduced and tested to ensure that fast mixing took place, and that complete 
displacement of buffer was possible. This was demonstrated using buffers containing red 
food dye added to those without. 
Thirdly, image analysis itself was addressed. This included a discussion of how a background 
TIRF spot profile could be removed from images whilst not affecting the single molecules. A 
method was shown, demonstrating exactly this, and the increased noise at the edges of the 
TIRF spot was discussed. 
Fourthly, the need for systematic testing of any single molecule detection and analysis tool 
was argued. Consequently, the process of modelling real data was discussed and 
demonstrated using a combination of analysis of real data and then analysis of simulated data 
in an iterative fashion to arrive at realistic simulated single molecules. 
Fifthly, the freely available programs Image J and GMimPro were tested on simulated data to 
establish their efficacy at detecting and outputting single molecule information. It was found 
that GMimPro outperformed Image J in almost every respect (% correctly identified 
molecules and false positive rate at a given single molecule density or intensity), despite the 
fact that Image J runs a little faster. 
Lastly, a program was written in MATLAB to analyse single molecules which could output 
all the required properties for stoichiometric or folding rate analysis for CCT-actin-PLP2 
interactions. Whilst the program performed only as well as Image J, in terms of numbers of 
single molecules correctly identified at a given single molecule intensity and density, it could 
output the variables desired unlike any other programs available. 
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Chapter 4 – Building Functional Surface 
Attachment Protocols 
The processes and experimental directions explored in the development of a working surface 
attachment methodology for CCT to glass coverslips, for TIRF microscopy analysis, are 
detailed in this chapter. Firstly, the proteins and appropriate chemical modifications for 
surface immobilisation and visualisation respectively are discussed. Secondly, various glass 
coverslip modifications for surface immobilisation are tested. 
 
4.1 Expressing, purifying and labelling the components 
The protein components for CCT-actin-PLP2 single molecule experiments had to be 
expressed, purified and labelled as necessary. The next section describes the purification and 
labelling of CCT, actin, PLP2 and calmodulin. 
 
4.1.1 Mutant CCT 
Mutant yeast CCT-6CBP (Clare Hall, Cambridge) had a tag inserted into the apical domain 
of CCT6 at the homologous site in CCT3 (Rada et al., 2006). The amino acid sequence 
inserted between proline 373 and lysine 374 was: GSGSGWSHPQFEKGSG-
KRRWKKNFIAVSAANRFKKISSSGALGSGHHHHHHHHGSG. This sequence included 
an inactive strep-tag inserted alongside the calmodulin binding peptide (CBP). 
 
4.1.1.1 Purification 
Yeast CCT purification was carried out as previously reported (Pappenberger et al., 2006). 
CCT-6CBP was purified from yeast in two stages: first elution from a calmodulin resin, 
before further purification by separation over a sucrose gradient (10-37.5 %). The calmodulin 
resin bound CCT via its CBP-tag in the presence of calcium (thus proving a functioning 
CBP-tag in CCT6) and was then eluted from the resin by calcium chelation (via EGTA 
addition). When CCT was to be used for actin folding assays, the CCT was “nucleotide 
washed” whilst still bound on the calmodulin resin. It was incubated in 5mM ATP, 0.5 mM 
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ADP and 15 mM MgCl2 in order to remove any protein bound to CCT so that actin loading 
onto CCT would not be inhibited. 
Figure 53 shows how CCT-6CBP was concentrated from the sucrose gradient into 
predominantly three 1.5 ml fractions (from ~50 ml), from which CCT-6CBP could be further 
concentrated. The sucrose gradient step further purified CCT from the lysate. In the gel 
shown in Figure 53, fractions 8-10 were collected together for further concentration via a 100 
kDa molecular weight cut-off (MWCO) filter. The thick band in the gel corresponds to the 
52-65 kDa molecular weight of the 8 different CCT subunits. 
 
 
Figure 53 10 % SDS PAGE of successive 1.5 ml fractions collected from 10-37.5 % sucrose 
gradient (fraction 1 is ~37.5 % sucrose). CCT-6CBP had previously been purified from 
lysate over a calmodulin resin. It is clear from the Coomassie stain, that the CCT-6CBP is 
concentrated in fractions 8, 9 and 10 (shown in brackets). Each of the 8 CCT subunits runs at 
around 52-65 kDa as expected. From this 4.5 ml volume, CCT could be further concentrated 
using molecular weight cut-off (MWCO) filters. 
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4.1.1.2 Labelling 
For the assessment of CCT binding to glass coverslip surfaces in TIRF single molecule 
experiments, CCT was Alexa Fluor 488 labelled (CCTAF488). Since CCT is a large ~1 MDa 
complex, it was not possible to site specifically label CCT. As such, a maleimide-C5-AF488 
linker was incubated with CCT whilst calmodulin resin bound for ~2 hours at room 
temperature. The maleimide reacts predominantly with thiols so it is expected that surface 
exposed cysteines were labelled with the dye. The results of this labelling are shown in 
Figure 54. It seems as if all subunits in the 52-65 kDa band have been labelled with AF488. 
The number of labels per CCT molecule was difficult to assess. Analysis by Nanodrop® UV-
spectrophotometer suggested ~1.75 dye labels per CCT molecule (0.7 μM AF488 and 0.4 
mg/ml CCT). 
UV-spectrophotometry is based on the principle of UV absorption, at 280 nm, through a 
protein sample to determine the protein concentration. The molar extinction coefficient at 280 
nm and molecular weight of the sample are required to calculate the concentration. The 
spectrophotometer sends a beam of 280 nm beam of radiation through the protein sample of 
known thickness, and calculates the transmission/absorbance. It is from this, the 
concentration is determined.  A molar extinction coefficient of 320.24 x 103 M-1 cm-1 and a 
molecular weight of 963.99 Da were used for CCT, previously calculated using the ExPASy 
ProtParam in (McCormack et al., 2009). Essentially, the numbers of tyrosine, tryptophan and 
disulphide bond-linked cysteine residues must be known as these are the largest absorbers at 
280 nm. In order to calculate the Alexa Fluor 488 concentration, the Nanodrop® UV-
spectrophotometer already contains information regarding AF488 dye absorption at a 
particular wavelength. The ratio of concentrations can then be calculated for an average 
determination of the number of fluorescent dyes per monomer. 
Using photobleaching to look for step-wise drops in fluorescence is suggested as a more 
robust method for measuring labelling stoichiometry and, as such, is discussed in section 
5.3.1. 
Lastly, as the AF488 labelling was performed whilst CCT was calmodulin resin bound, it 
suggests that CCTAF488 should still be able to bind calmodulin. 
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Figure 54 A, Coomassie stained 10 % SDS PAGE gel and B, fluorescence image of same gel 
showing CCT-6CBP labelling with Alexa Fluor 488. The fluorescence image clearly shows 
the successful labelling of the thick CCT subunit band (52-65 kDa). Starting sample is the 
cell lysate, post resin the solution which was run over the resin but did not bind, and the 
elutions are the samples washed off the resin using imidazole. 
 
In summary, nucleotide washed CCT for actin folding assays had been successfully purified, 
and an AF488 labelled CCT species produced for TIRF single molecule experiments. This 
was designed to test for calmodulin binding on glass surfaces. 
 
4.1.2 Calmodulin CaMCys78 mutant 
Calmodulin binding was designed as the method by which CCT would be captured on glass 
coverslip surfaces. Via the CBP-tag in CCT, it was hoped that CCT could be bound to surface 
immobilised calmodulin for single molecule analysis of CCT-actin folding. Consequently 
calmodulin had to be purified and labelled for this purpose. 
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4.1.2.1 Expression and purification 
Mutant calmodulin from Drosophila melanogaster, with an N-terminal 6-His tag and D78C 
mutation, is denoted CaM4 or CaMCys78 (see section 2.2). The CaM4 nomenclature stems 
from a labelling system used in the laboratory originating from work done to insert the 
cysteine mutation into a range of 5 sites in calmodulin, each donated CaM1, CaM2 etc. The 
CaM4 mutation which corresponds to aspartic acid 78 to cysteine (also named CaMCys78 for 
obvious reasons) was the mutant selected for the purposes of the TIRF single molecule 
experiments. 
CaM4 was expressed in Escherichia coli, purified over a Ni-NTA column and then labelled 
with Alexa Fluor 488 or various biotin-PEG-maleimide linkers. Transformation of the E. coli 
cells with a pET11b vector was performed by Heather Rada. Cells were grown in L-broth and 
CaM4 production induced by the addition of 500 μM IPTG, before the cells were lysed by 
addition of Bugbuster® protein extraction reagent, 0.3 μl benzonase and 6µl lysozyme. 
 
Figure 55 A, Coomassie stained 12.5 % SDS PAGE of pre- and post-induction E. Coli cell 
lysate for calmodulin mutant CaM4 (or CaMCys78) production, and B, 12.5 % SDS PAGE 
showing CaM4 purification from a Ni-NTA column (His-Spin Miniprep). Large CaM4 mutant 
levels post-induction can be seen at around the expected calmodulin molecular weight (16.7 
kDa) and also in the gel lane after elution from the Ni-NTA column. 
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The 12.5 % SDS PAGE gels in Figure 55 show, left, the production of CaM4 (~17 kDa) in 
the total cell lysate after induction and, right, the successful purification of this CaM4 from 
lysate by Ni-NTA column. The 6-His tag in CaM4 binds the resin as the lysate is washed off, 
before the CaM4 is eluted from the resin by addition of imidazole which competitively binds 
Ni-NTA sites. 
 
4.1.2.2 Labelling 
In order to immobilise CaM4 to glass surfaces, further modification by the addition of linkers 
to CaM4 was essential. The obvious binding site for these linkers was Cys78 and so 
maleimide-linkers were used to target this site (see section 4.2.1). 
 
Alexa Fluor 488 labelling 
In some cases, however, Alexa Fluor 488 labelling of CaM4 (CaMAF488) was desired, 
especially when considering Ni-NTA glass surfaces (see section 4.2.2) for CaM4 
immobilisation. With these surfaces, the polyhistidine tag at the N-terminus was the surface 
attachment site but the AF488 label would enable the direct visualisation of CaM4 binding in 
TIRF single molecule images. The labelling was performed, as always, whilst CaM4 was Ni-
NTA resin bound for ~2 hours at room temperature before washing the dye away and then 
elution with the addition of imidazole. The results of this labelling are shown in Figure 56. 
Half of the two elutes from Ni-NTA columns were then buffer exchanged over a Zeba® 
Desalt Spin column to remove the 250 mM imidazole used to induce elution from the former 
column. As the CaMAF488 was designed to be added to Ni-NTA glass surfaces, the same 
chemistry as on the column for purification, presence of imidazole would prevent binding. 
Results from the successful buffer exchange into a 20 mM HEPES, 50 mM KCl, pH 8 buffer 
were also run in the gel and imaged under fluorescence. 
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Figure 56 A, Coomassie stained 10 % SDS PAGE of CaM4 elutes after Alexa Fluor 488 
labelling and B, the same gel imaged in fluorescence mode. “+” refers to CaMAF488 which 
was subsequently buffer exchanged to remove 250 mM imidazole. “-” refers to direct elution 
from Ni-NTA columns where 250 mM imidazole remained present in the elution from the 
column. The fluorescence image confirms successful AF488 labelling. 
 
SVA-PEG-biotin (525Da and 3,400Da) labelling 
The other linkers added to CaM4 at Cys78 were maleimide-PEG-biotin linkers for biotin-
avidin surface binding. At first a maleimide-PEG2-biotin linker was added in the same 
manner as with AF488 labelling – ~2 hours at room temperature as the CaM4 was Ni-NTA 
bound. The washed and eluted protein was run in 10 % SDS PAGE before Western blotting 
and probing with streptavidin alkaline phosphatase and substrate for alkaline phosphatase to 
show up biotinylated protein. The results are shown in Figure 57. The data confirms that 
CaM4 was successfully biotinylated. Although the protein is almost run off the gel in Figure 
57, left, it is noticeable that the CaM-biotin runs slightly higher than the free CaM, due to the 
linker mass (525Da). 
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Figure 57 A, Coomassie stained 10 % SDS PAGE of CaM4 elutions from Ni-NTA 
purification column after additional labelling with maleimide-PEG2-biotin prior to elution. B, 
the same gel after western blot, labelling with streptavidin alkaline phosphatase and then 
substrate for alkaline phosphatase to indicate biotinylation. The dark colour on the right at 
the CaM4 band position shows that the labelling was successful (see arrows in figure). 
 
Later on, it was decided that a longer maleimide-PEG3,400-biotin (3,400 refers to the 3.4 kDa 
mass of the linker and not the number of PEG monomers in the chain) was required. Hence, 
the process detailed above was retried with the longer linker. Results are shown in Figure 58. 
What is particularly interesting is the way the linker runs much higher in the gel than even the 
extra mass of the linker would suggest (~17 kDa + 3.4 kDa = ~20.4 kDa compared to a band 
at 22-23 kDa). It is proposed that the PEG chain itself runs at an apparently higher mass in 
SDS PAGE, as detailed in Dhara and Chatterji (1999), Zheng et al. (2007) and Kurfurst 
(1992), and that this may explain the discrepancy. The Western blot confirms that the higher 
band at 22-23 kDa is indeed biotinylated, but that the lower 17 kDa band is probably free 
CaM4. 
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Figure 58 A, Coomassie stained 12.5 % SDS PAGE of CaM4 elutions from Ni-NTA column 
after additional labelling with maleimide-PEG3,400-biotin prior to elution. B, the same gel 
after western blot, labelling with streptavidin alkaline phosphatase and then substrate for 
alkaline phosphatase to indicate biotinylation. The dark colour on the right at the CaMCys78 
band position shows that the labelling was successful (see arrows in figure). Interestingly, the 
biotinylated CaMCys78 protein band, which is labelled, runs at around 23 kDa, due to the 
extra 3.4 kDa molecular weight from the linker and the fact that PEG chains have been 
shown to run more slowly in PAGE (Zheng et al., 2007). 
 
Verifying the shift in the band using Alexa Fluor 488 labelled streptavidin 
To confirm the theory that the PEGylated CaM species ran slightly slower in PAGE than its 
mass suggests, and that therefore the 22-23 kDa band in Figure 58 was indeed biotin-
PEG3,400-CaM, was tested (Figure 59). CaM-PEG3,400-biotin was incubated with a fluorescein 
isothiocyanate (FITC) labelled calmodulin binding peptide (CBPFITC) in the presence of Ca2+ 
in the hope that the fluorescence from the CBPFITC would identify CaM-biotin and CaM4 
bands in the same sample. The results confirmed this suspicion, with both the higher and 
lower bands being CBPFITC bound, identifying them both as CaM but with the higher band 
representing biotin-CaM and the lower band free CaM. Interestingly, the final lane included 
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CaM-PEG3,400-biotin added with AF488-labelled streptavidin (streptavidinAF488). It is 
proposed that the top four bands correspond to 4, 3, 2 and 1 CaM-biotin bound streptavidin 
complexes (from top to bottom) as streptavidin is tetrameric, with each subunit containing 
one biotin binding pocket. The lowest band is probably free streptavidinAF488. 
 
 
Figure 59 A, Coomassie stained 12 % native PAGE gel of CaM-PEG3,400-biotin and CBPFITC 
incubations in the presence of Ca2+ or EDTA, and with streptavidinAF488. B, a fluorescence 
image of the same gel; the fluorescence originating from the FITC in CBP. The first lane 
confirmed that CaM-PEG3,400-biotin runs considerably higher than CaM4 (CaM-CBP-FITC 
runs higher than CaM as indicated in the gel) due to the extra molecular weight of the linker 
(3.4 kDa). The fifth lane confirmed that the CaM-PEG3,400-biotin linker could indeed bind 
CBP in a calcium dependent manner (note how the CaM-CBP-FITC band is not present 
when the incubation happens in the presence of EDTA) and the sixth lane demonstrated that 
the biotin was functional in binding streptavidin. Interestingly, it is suggested that the highest 
four bands (labelled CaM-Strep-AF488) correspond to 4, 3, 2 or 1 CaM-PEG3,400-biotin 
monomers bound to each streptavidin (from top to bottom) with the final large band free 
streptavidin. Streptavidin contains four biotin binding sites. 
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NHS-fluorescein labelling 
After CaM-PEG2-maleimide production, attempts were made to label the linker so it could be 
visualised in TIRF single molecule experiments. Since there were no sites available for 
specific labelling, it was decided that a fluorescein-NHS ester would be incubated with CaM 
and CaM-biotin in the hope that surface exposed Lysine amino acids would react with the 
NHS-ester. Both free and biotin labelled-CaM4 were incubated in a 1x, 5x or 10x molar 
excess of fluorescein-NHS ester for ~2 hours whilst Ni-NTA bound. Figure 60 shows the 
results of this labelling. The data clearly shows that CaM4 and CaM-biotin was successfully 
fluorescein labelled (CaMfluorescein and CaM-biotinfluorescein repectively). 
 
Figure 60 A, Coomassie stained 12.5 % SDS PAGE of CaM4 labelled with NHS-Fluorescein 
and with or without maleimide-PEG2-biotin (denoted CaM-biotin-Fluor or CaM-Fluor 
repectively). “x1,” “x5” and “x10” refer to a 1, 5 or 10-fold molar excess of NHS-
fluorescein to CaM4 during labelling. B and C are a western blot and fluorescence image 
respectively of the same gel in left. The images confirm that CaM4 was successfully 
biotinylated and fluorescein labelled. 
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4.1.2.3 Demonstrating that CCT-calmodulin interaction is functional 
These CaM-biotin-fluorescein molecules could then be used to demonstrate a working CCT-
CaM4 interaction by comparing the amounts of CCT-bound CaM and free CaM upon CCT 
incubation in the presence of 400µM CaCl2. In this way, the relative change in CCT-bound 
CaM to free CaM could be assessed. A 1:1 ratio of CCT:CaM was added and a control 
without CCT performed on the same sample. These were then run in 10 % native PAGE gels 
and probed for fluorescence with a Typhoon® fluorescence imager. The results are shown in 
Figure 61 and Figure 62. They demonstrate that CCT binds CaM in the presence of 400µM 
CaCl2. 
 
Figure 61 A, fluorescence image of 10 % Native PAGE comparing fluorescein-labelled 
CaM-PEG2-biotin (CaM-bio-Fl) when in the presence (denoted +CCT) and absence of CCT 
with 400 μM CaCl2 and B, a western blot of the same gel probing for biotin by using 
streptavidin alkaline phosphatase. 
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Figure 62 Bar chart of the fluorescence intensity in CCT and free CaM bands from the gel in 
Figure 61. The data clearly shows that CaM-PEG2-biotin binds CCT. 
 
Next, CCT was added to CaMfluorescein and CaM-biotinfluorescein in the presence of 400µM 
CaCl2 with or without 1 mM EDTA as a control. This was to test working release of CaM-
biotin molecules. These were run in a 6 % native PAGE gel and probed for fluorescence with 
a Typhoon® fluorescence imager, with the results shown in Figure 63 and Figure 64. In 
Figure 64, the fluorescence intensity coming from the CCT band position (from CaMfluorescein 
bound to CCT, and indicated on gel in Figure 63) is plotted in a bar graph (Figure 64). It is 
clear that when 1 mM EDTA was added as a control, in all cases the levels of CCT bound 
CaM were reduced relative to the identical sample without 1 mM EDTA. There was an 
approximately 65 % decrease in the CaM-fl x5 sample, 35 % decrease in the biotin-CaM-fl 
x1 sample, 20 % decrease in the biotin-CaM-fl x5 and 70 % decrease in the biotin-CaM-fl 
x10 when comparing fluorescent protein bound to CCT from buffers containing 400 μM 
CaCl2 to 1 mM EDTA. The fact this percentage change varies so much between samples is 
not surprising given the sample leakage across lanes noticed. Qualitatively, these experiments 
(Figure 61, Figure 62, Figure 63 and Figure 64) were able to show that CaM-biotin can still 
bind CCT when in a calcium rich environment and unbind when this calcium is removed. 
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Figure 63 A, Coomassie stained 6 % native PAGE showing CCT binding, in the presence or 
absence (denoted with EDTA) of calcium, to CaM-biotin-fluorescein (CaM-Bio-Fl) variants 
purified in Figure 60 and B, fluorescence image of the same gel. It is hard to see if the CaM-
PEG2-biotin does in fact bind CCT in a calcium dependent manner, so the results are better 
displayed in terms of fluorescence intensities from each band in Figure 64. 
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Figure 64 A bar chart of fluorescence intensities from the CCT bands in the gel in Figure 63. 
The results clearly show that when EDTA was added to chelate calcium (to 500 μM CaCl2 
present in other samples) that the levels of CCT bound fluorescein-labelled CaM-PEG2-
biotin in all cases were reduced. Hence, it can be concluded that CaM-PEG2-biotin binds 
CCT with calcium dependence. 
 
4.1.3 Yeast PLP2 
The phosducin-like protein PLP2 in yeast has recently been shown to be a stimulatory 
cofactor in CCT-actin folding (McCormack et al., 2009). Whilst not increasing actin loading 
rates onto CCT, its presence causes a 30-fold increase in folding yield compared to when 
absent. Hence, it would be an essential component in any CCT-actin folding assays. 
 
4.1.3.1 Expression and purification 
An N-terminal 6-His tagged yeast PLP2 mutant was kindly donated by Liz McCormack, 
having been purified from Escherichia coli. The method for purification is detailed in 
McCormack et al. (2009) or is similar to that of CaMCys78, in section 8.7.1.2. 
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4.1.3.2 Alexa Fluor 488 labelling 
The already purified PLP2 was added to Ni-NTA column as calmodulin had been. In the 
presence of nickel, the His-tagged PLP2 bound the resin. To this, AF488 was added for ~2 
hours at room temperature, washed 6 times to remove free dye and then eluted from the 
column using EGTA. The protein washed off the column was run in a denaturing 12.5 % 
SDS PAGE and imaged by Typhoon™ fluorescence imager with filters for AF488 excitation 
and emission collection. The results are shown in Figure 65. Protein at ~36 kDa 
corresponding to PLP2 can be seen. Both labelled (PLP2AF488) and unlabelled PLP2 provided 
the flexibility to image PLP2 as well as actin in CCT-actin folding assays if so desired. In 
principle, it meant it may be possible to explore actin and PLP2 dynamics in the CCT folding 
process. 
 
Figure 65 A, Coomassie stained 12.5 % SDS PAGE of PLP2 labelled with Alexa Fluor 488 
and B, a fluorescence image of the same gel. Purified PLP2-6His mutant was kindly donated 
by Liz McCormack (Institute of Cancer Research) which was incubated with maleimide-C5-
AF488 for 2 hours before purification on a Ni-NTA column (see boxes 1 and 2). The gel and 
fluorescence image confirm successful AF488 labelling of PLP2 (~36 kDa). 
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4.1.4 Yeast actin 
Yeast actin (ACT1) had to be purified and labelled for visualisation in TIRF microscopy 
application to CCT-actin folding. Previous results had shown that yeast actin cannot be 
refolded after denaturation (by heat, urea or divalent ion chelation) unless Alexa Fluor 488 
labelled (Altschuler et al., 2005). Fortunately, cysteine 374 located near the C-terminus could 
be used for site specific labelling by AF488 which subsequently stabilised the I3 intermediate 
during unfolding. Consequently, I3 ACT1 could then be refolded by CCT in folding assays, in 
this case designed to be applied to TIRF single molecule experiments. 
 
4.1.4.1 Expression 
Yeast actin (ACT1) was purified from lysate previously used to purify CCT (Clare Hall, 
Cambridge). The protocol for this purification had been previously determined (Goode, 
2002). 
 
4.1.4.2 Purification and labelling 
Actin was extracted from Saccharomyces cerevisiae lysate, first by purification over a DNase 
I column and then by separation over an ion-exchange column. Finally, the monomeric G-
actin was polymerised into F-actin filaments, dialysed and then de-polymerised. 
Figure 66 shows the results of 1 ml elutions from a DNase I column. Fractions 7-20 were sent 
for further purification over the ion-exchange column. Actin (which runs at ~43 kDa as 
expected) binds DNase I but can be eluted with the addition of high concentration formamide 
solution (50 % formamide). 
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Figure 66 Coomassie stained 10 % SDS PAGE of 1 ml fractions from DNase I column. 
Saccharomyces cerevisiae lysate was first run over a DNase I column which binds actin, 
before the actin was then run off with 50 % formamide. 1 ml Fractions were run in the gel 
and fractions 7-20 (shown in brackets) were then further purified by ion-exchange. The ion-
exchange column helped to purify cofilin from actin, which are eluted together from the 
DNase I column. 
 
It was necessary to further purify actin over an ion-exchange column as cofilin is eluted with 
actin from the DNase I column. After purification on the ion-exchange column, two distinct 
peaks could be identified corresponding to actin and cofilin. After polymerisation and de-
polymerisation, during which actin was labelled with maleimide-C5-AF488 linker, the actin 
was dialysed and concentrated. Actin was selectively labelled at cys374, located in a flexible 
region at the C-terminus. This result is shown in Figure 67. The fluorescence image shows 
the presence of a fluorescently labelled protein at ~43 kDa, corresponding to actin. Analysis 
by Nanodrop® UV-spectrophotometry predicted ~1:1 ratio protein to dye concentration (41.5 
μM ACT1 and 39.6 μM AF488). The UV-spectrophotometry used is based on average 
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protein absorbance at 290 nm, and is thus only an estimate. Nevertheless, actin for single 
molecule experiments had been successfully purified and labelled. AF488-labelled actin is 
denoted ACT1AF488. 
 
Figure 67 A, Coomassie stained 12.5 % SDS PAGE showing actin after labelling with AF488 
and purification. B, fluorescence image of the same gel. Actin runs at 45 kDa as expected. 
 
4.1.5 Summary 
In summary, all the biochemical components for CCT-actin folding have been expressed, 
purified and modified with linkers and fluorescent labels where appropriate. CCT, actin, 
PLP2 and calmodulin have all been shown to be functioning despite the modifications made. 
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4.2 Surface attachment approaches 
In order to perform TIRF single molecule experiments, a method whereby CCT-Actin 
complexes could be immobilised to glass coverslips had to be developed. It had already been 
established that a calmodulin mutant CaM4 (also CaMCys78) would be used to capture CCT 
mutants via its inserted calmodulin binding peptide (CBP) tag. Therefore, the attachment 
scheme essentially required the glass surface immobilisation of this calmodulin mutant, to 
which CCT could subsequently be attached in the presence of calcium ions. There were three 
main approaches attempted: the first was to covalently link the thiol in Cys78 to chemical 
groups attached to the glass coverslip; the second to link the 6x Histidine tag at the N-
terminus to chemical groups on the surface; and thirdly to attach a linker to the thiol in Cys78 
so that a moiety at the opposite end of the linker could bind chemical groups exposed on the 
glass surface. 
 
Figure 68 Schematic showing: above, the hydroxyl groups exposed on a clean glass surface 
to which covalent silane attachments can be made; and below, the same glass surface after a 
silane reagent with a generic functional group R has been attached. Typically, (3-
aminopropyl)-trimethoxysilane (APTS) or (3-Glycidoxypropyl)-triethoxysilane (GOPTS) 
were used, exposing an amine or epoxide respectively at the R position. 
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With this purpose in mind, it is essential that, first, a discussion of the glass coverslip surface 
and chemistry is carried out. Borosilicate glass coverslips were used in all single molecule 
experiments in this study and consist of a silica structure with boron oxide interspersed 
(ignoring other impurities) (Konijnendijk and Stevels, 1976). As Figure 68 shows, the 
predominant silica structure is an ordered, crystalline structure with hydroxyl groups exposed 
at the surface. It was to these hydroxyl groups that chemical modifications could be made for 
calmodulin attachment. 
One of the most common approaches used for glass surface modification is silanisation 
(Brzoska et al., 1994; Legrange et al., 1993). This involves the reaction of silane reagents 
linked to chemical groups (denoted generically as “R”) to the hydroxyl groups exposed on the 
glass surface so that these “R” groups are then the predominantly exposed moiety on the 
glass surface. Examples of these silane reagents include (3-aminopropyl)-trimethoxysilane, 
(3-glycidoxypropyl)-triethoxysilane and (3-mercaptopropyl)-triethoxysilane which result in 
amine, epoxy and thiol groups respectively exposed on the glass surfaces. Figure 68 shows 
the resulting structures at the surface after such attachments are made. Instructions for the 
successful implementation of these attachment methodologies were found in the literature 
(Benters et al., 2001; MacBeath et al., 1999; Jogikalmath et al., 1999) and then replicated. To 
confirm successful silanisation, a simple “drop test” was performed, whereby a ~5 μl drop of 
distilled water was pipetted onto the glass surface before and then after modification. Before 
modification, the hydroxyl surface makes the surface very hydrophilic so the water droplets 
would spread out flat and unevenly. After modification, the surface is considerably more 
hydrophobic so droplets became more rounded and taller to reduce the surface area of water 
contact with the glass-modified surface, thus confirming successful silanisation. 
Before silanisation could be performed however, it had be established that: one, the glass 
coverslip manufacturer chosen produced coverslips with minimal background artefacts; and 
two, a glass surface cleaning procedure was effectively implemented. In the second case, the 
cleaning procedure was previously developed by Dr. Gabriel Altschuler. It was found to be 
very effective in producing clean slides by following a procedure of acetone cleaning, 
isopropanol cleaning and calcination at 500 °C overnight.  
To test the best coverslip manufacturer, three different manufacturers were chosen: VWR, 
Corning and Menzel-Gläser. After cleaning each coverslip by the procedure detailed above, 
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slides were imaged in TIRF, with PBS buffer added to the flow cell, and the single molecule 
count made. They clearly showed that Corning coverslips consistently produced the lowest 
background single molecule count and so were used for all subsequent single molecule 
experiments. 
 
4.2.1 Covalent attachment via maleimides 
The first calmodulin attachment to glass coverslips attempted was a maleimide-thiol reaction 
via cysteine78 and a maleimide group attached to a linker which could bind amines. The 3-
maleimidopropionic acid N-hydroxysuccinimide ester (BMPS) linker is shown in Figure 69. 
This linker was added to coverslips treated with (3-aminopropyl)-trimethoxysilane (APTS) in 
order that the NHS-ester group in BMPS would react with the surface exposed amines thus 
producing a maleimide exposed coverslip surface. The cysteine78 inserted into CaM4 should 
then have reacted with the maleimide forming a stable carbon-sulphur bond. The reaction 
schemes for these two reactions are shown in Figure 70 and Figure 71. The advantage of this 
reaction was the covalent nature of the attachment, meaning that the immobilisation was not 
dependent on any ions present in the buffer when performing single molecule experiments 
and was permanent i.e. was not subject to association/dissociation rates which would have 
complicated single molecule experiments aimed at CCT-actin and not calmodulin-surface 
kinetics. 
For the reaction of BMPS to amine-functionalised glass coverslips, a protocol was adapted 
from methods described in the literature (MacBeath et al., 1999). Pre-derivatised maleimide 
slides purchased from Microsurfaces, Inc. were also tested. In order to assess whether the 
attachment method could be successful, calmodulin was added to maleimide prepared 
coverslips and then CCT-AF488 added to the purportedly calmodulin-bound surface. 
Controls missing out the calmodulin addition were used to evaluate whether CCTAF488 was 
binding calmodulin. Unfortunately, specific CCTAF488 binding was never observed. A range 
of pH’s of 7-8, varied incubation times from minutes to hours and the presence and absence 
of reducing agent TCEP were all tried when adding calmodulin to the surface, but all to no 
avail. 
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Figure 69 Chemical structure of 3-Maleimidopropionic acid N-hydroxysuccinimide ester 
(BMPS). This molecule was designed to link a thiol group in the cysteine of CaMCys78 to an 
amine from APTS, thus tethering the calmodulin to the glass surface for CCT capture. The 
NHS-ester readily reacts with the amine in anhydrous conditions. 
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Figure 70 Diagram showing the reaction pathway for NHS displacement by an amine with 
the formation of a stable amide bond. In this way, a link between groups R’ and R’’ can be 
established. Anhydrous conditions maximise the reaction efficiency as NHS-ester hydrolysis 
occurs readily. 
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Figure 71 Diagram showing the reaction of a thiol group with a maleimide to form a stable 
carbon-sulphur linkage. In this way, a link between groups R’ and R’’ can be established. 
The unsaturated imide readily reacts with hydroxyl, amine and thiol groups but at pH 8 has a 
1000-fold preference for thiols. 
 
There were a few considerations as to why the method had failed: 
1. A major shortfall of these experiments was the failure to systematically test where the 
attachment method was failing. Admittedly, the failure of the pre-derivatised slide 
experiments suggests that either calmodulin was not binding the surface or was unable 
to bind CCTAF488 once surface bound. Considering the short length of the linker (~30 
Å), calmodulin surface interactions leading to steric hindrance were certainly a 
possibility. However, that is no proof the maleimide surfaces prepared in the 
laboratory had indeed been successful in exposing maleimide groups from the glass 
coverslip surface in the first place. To test that stage of the experiment, Ellman’s 
analysis on β-mercaptoethanol, before and after addition to derivatised slides, would 
give an indirect measure of this. Since Ellman’s analysis gives a spectroscopic 
reading of available sulfhydryls in a sample solution, and β-mercaptoethanol reacts 
with maleimides via its thiol group, a reduction in the number of sulfhydryls in a β-
mercaptoethanol solution after incubation with a maleimide slide should reveal the 
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amount of β-mercaptoethanol that has reacted with available maleimides. Another 
approach may have been to purchase thiol-linked fluorescent dyes to test binding 
directly to the surfaces. These would also have ensured the pre-derivatised slides did 
indeed have surface exposed maleimides available for chemical reactions. 
2. There is also a relative paucity of literature detailing this approach, apart from work 
on gold surfaces (Houseman et al., 2003). There are papers on maleimide surfaces for 
protein microarrays but not for single molecule work (MacBeath and Schreiber, 2000; 
MacBeath et al., 1999). 
 
4.2.2 Electrostatic attachment via polyhistidine tag 
Following the failure of the maleimide-thiol attachment method, a new approach was 
attempted. This method was to bind the polyhistidine tag at the N-terminus of CaM4 to 
nitrilotriacetic acid exposed surfaces, which bind in the presence of e.g. nickel ions. This 
attachment was previously used for the purification and labelling of CaM4 and PLP2 (see 
sections 4.1.2.1 and 4.1.3.1). A Nα,Nα-Bis(carboxymethyl)-L-lysine (AB-NTA) linker was 
added to GOPTS prepared slides with the intention that the amine in the linker would react 
with surface exposed epoxy rings, thus resulting in nitrilotriacetic acid groups being 
presented from the glass coverslip surface. The linker structure is shown in Figure 72, and the 
mechanism of the amine-epoxide reaction is detailed in Figure 73. 
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Figure 72 Chemical structure of Nα,Nα-Bis(carboxymethyl)-L-lysine. The linker is designed 
to form a covalent bond with epoxide groups, by nucleophilic attack of the ring by an amine 
to form a stable carbon-amide bond. The nitriliotriacetic acid (NTA) group at the opposite 
end of the molecule can form a co-ordination complex with copper, calcium or nickel ions. 
This group, one metal ion-bound, can then bind polyhistidine sequences electrostatically. 
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Figure 73 Reaction schematic for epoxide ring opening by an amine. In this way, a link 
between groups R’ and R’’ can be established. The amine opens the ring and forms a stable 
carbon-amide bond. In this way, epoxy-terminated silanes, bound to glass surfaces, can then 
tether amine-terminated linkers such as Nα,Nα-Bis(carboxymethyl)-L-lysine for further metal 
chelation and polyhistidine attachment. 
 
The nitrilotriacetic acid (NTA) head group forms a co-ordination complex as it chelates metal 
ions, such as nickel or copper. The negative charge on polyhistidine peptide stretches is 
electrostatically attracted to the positive metal ion charge in the co-ordination complex, thus 
forming an electrostatic bond (Hochuli et al., 1987). It had been previously established that 
the polyhistidine tag was functional as it had been used to purify and label the CaM4 protein. 
One advantage of testing this attachment procedure, was that CaM4 could be labelled with 
AF488 at the Cys78 site and still bind the Ni-NTA surface. In other words, CCTAF488 binding 
was not required to test for the presence of CaM4. CaMAF488 was added to NTA slides treated 
with 10 mM NiCl2 and then, as a control, to slides which had not been incubated in the 
presence of Ni2+ ions. Frustratingly, no specific binding could be observed. To check that the 
AF488 label was not somehow inhibiting binding to the surface, the specific attachment of 
CaM4 was then tested using CCTAF488. Again, the results were negative. 
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Figure 74 Graph showing the successful Ni-NTA functionalization of glass coverslips by the 
nickel dependence on YFP-p47-His binding and imidazole induced unbinding. 700 pM His-
tagged Yellow Fluorescent Protein was added to Ni-NTA bound slides and a control slide of 
NTA without Nickel incubation. 100 mM imidazole or PBS buffer injections were performed 
after 20s. Average fluorescence intensities across the image region, rather than single 
molecule counts, were used as the density of binding was very high and the individual 
intensity of single molecules low. In the presence of nickel, the initial average fluorescence 
intensity was ~4-fold higher than in the “– nickel” cases indicating a nickel ion dependence 
on binding. When the 100 mM imidazole was added, the signal dropped, within 20s, to the “– 
nickel” control fluorescence intensity levels. This can be contrasted with the PBS addition 
control where the signal drops off more slowly due to photobleaching. Images were taken 
with a 1s exposure within a 2s interval. 
 
The methodology for surface treatment and then nickel ion incubation were taken from the 
literature (Nagy et al., 2005; Adachi et al., 2000). It was noticed that despite a 10 mM sodium 
bicarbonate buffer at pH 10 being suggested for the AB-NTA binding phase, the pH would 
typically drop to an acidic level. These experiments were then abandoned in favour of other 
attachment methods, though the details of this observation were later used to get the surface 
treatment working. Collaborative work with Aino-Maija Maskuniity (Imperial College 
London), who wanted to attach a polyhistidine tagged 3C protease to glass coverslips for 
TIRF single molecule experiments, required that the Ni-NTA surfaces were retried. It was 
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decided to increase the buffer concentration of the sodium bicarbonate buffer to 100mM, 
from 10mM. When the surfaces were tested with polyhistidine tagged yellow fluorescent 
protein-p47 (YFP-p47), specific binding was observed. The results are shown in Figure 74. 
The results show that binding of 700 pM YFP-p47 was Ni2+ dependent, by virtue of the fact 
that binding only occurred when Ni2+ was present on the surface and that by the addition of 
imidazole, which binds Ni-NTA with a higher affinity than polyhistidine sequences, YFP-p47 
could be induced to unbind. Average fluorescence intensities were used in this case, as 
opposed to single molecule counts, as the density of single molecules was too high for 
accurate counts and the single molecule intensities were much reduced, due to laser power 
problems at the time, which would have been below the detection limit of the single molecule 
counting programs (see sections 3.3.4.2 - 3.3.5). Nevertheless, demonstration of working a 
Ni-NTA surface was still evident. 
In hindsight, since the affinity for polyhistidine tags to Ni-NTA surfaces has Kd~10-6 (Nieba 
et al., 1997), this would probably have significantly introduced unwanted CaM4-surface 
kinetics into any CCT-actin kinetic studies. For example, experiments where polyhistidine 
tags have been used have tended to involve large complexes with multiple polyhistidine tags 
(Noji et al., 1997). 
 
4.2.3 Biotin-streptavidin interaction attachment 
The next approach chosen was to make use of the interaction between biotin (also vitamin H) 
and avidin proteins. This is one of the strongest known non-covalent interactions in nature, 
with Kd~10-14 (Green, 1990), and has been used extensively in molecular biology and single 
molecule experiments (Jain et al., 2011; Kim et al., 2010). Biotin can be easily attached to 
proteins using standard labelling methods, in a process commonly referred to as biotinylation. 
 
4.2.3.1 Biotinylated Bovine Serum Albumin surface treatment 
The first biotin-streptavidin surface attachment tried was to simply adsorb biotinylated 
Bovine Serum Albumin (biotin-BSA) onto cleaned glass coverslips. Streptavidin was then 
added to this surface, which should bind the biotin sites exposed in the BSA. Calmodulin 
mutant, CaM4, had been labelled with a maleimide-PEG2-biotin linker making use of the 
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same chemistry as when CaM4 had been AF488 labelled at Cys78 (see section 4.1.2.2). To 
this biotinylated CaM4 was added streptavidin on biotin-BSA, and then CCTAF488 added for 
single molecule visualisation. A control missing out either the streptavidin or CaM-biotin 
binding phase was performed in order to assess specific binding. Results of one such 
experiment in Figure 75, involving a “– streptavidin” control confirms the specific binding of 
CCTAF488 to the surface. However, the level of background single molecules was very high. 
In Figure 75, ~200 molecules were non-specifically bound to the glass coverslip, implying 
that as much as 50 % of the ~400 molecules CCTAF488 bound in the “+ streptavidin” case 
were, in fact, non-specific background. These levels proved to be the case consistently with 
these surfaces, and in some cases no specific binding was observed. Usually using fresh 
protein stocks and solutions remedied the problem, but overall the approach exhibited 
problems with reproducibility. As the biotin-BSA was non-specifically adsorbed onto the 
glass coverslip, it seems likely that regions of bare glass were left exposed to which CCTAF488 
could bind. The biotin-BSA, in being adsorbed onto the surface, would also have undergone 
constant binding and unbinding to the surface, predominantly unbinding once biotin-BSA 
was no longer in the solution in the flow cell. Hence, the probabilities of non-specific 
CCTAF488 interactions with the glass were high. Controls were performed using BSA to 
ensure CCTAF488 was not simply binding BSA. 
Later, another control involving CaM-biotin-fluorescein added to biotin-BSA in the presence 
and lack of streptavidin added further evidence of specific immobilisation to glass surfaces 
(results not shown). Additionally, controls in which biotin was added after streptavidin 
incubation, designed to block available streptavidin binding sites, prevented biotin-CaM 
binding to the surface as expected. 
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Figure 75 Graph showing the specific binding of 4 nM CCTAF488 molecules to CaM-PEG2-
biotin bound to biotin-BSA coated coverslips via streptavidin. CCTAF488 injection into the 
flow cell begins at the first frame. A control, missing the streptavidin addition, is also shown. 
The graph shows that in the presence of streptavidin, ~400 molecules were bound compared 
to ~200 in the control case. The high non-specific binding levels, of ~200 molecules in this 
case, were typical of this attachment methodology. 
 
Testing calcium dependency 
Despite the high background levels, Ca2+ dependency on the CCTAF488 surface interaction 
was tested by the addition of 10 mM EDTA to the flow cell. The EDTA, in chelating calcium 
ions, should have induced CCTAF488 release from surface-bound CaM-biotin, as is the case 
with the calmodulin resin used for CCT purification (see section 4.1.1.1). However, no 
EDTA induced release was ever observed. Controls involving buffer injection (without 
EDTA) were performed so that any washing effects of buffer introduction into the cell could 
be taken into account. These effects, it turned out, were minimal. 
To explain this lack of EDTA-induced release, it is suggested that either the CCTAF488 once 
bound to calmodulin sites subsequently became adsorbed to regions of bare glass nearby. 
This is quite possible since the CCTAF488 would have been very close to the glass surface 
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region (the typical dimensions of BSA protein is 14x4x4 nm3 (Wright and Thompson, 1975) 
and a streptavidin molecule 2.5x11x11 nm3 (Neish et al., 2002), compared to 15x15x16 nm3 
for CCT). Hence any release of calmodulin would not have induced CCTAF488 release from 
the surface. Of course, the CCTAF488 may have instead become bound to streptavidin or BSA 
on the surface after being held in close proximity to these molecules, increasing the 
probability of non-specific interaction. CCT is a molecular chaperone and can thus be 
attracted to hydrophobic regions of proteins (Nadler-Holly et al., 2012; Tam et al., 2009) 
rendering it potentially “sticky”. 
Finally, it has been suggested that BSA-biotin surfaces are not ideal for protein assays as the 
proteins have a tendency to become non-functional on such surfaces (Selvin and Ha, 2008). 
The calcium dependent release of CCTAF488 from calmodulin certainly seemed to have been 
rendered non-functioning on biotin-BSA surfaces. 
 
4.2.3.2 PEG-biotin/PEG-methyl surface treatment 
In light of the successes and failures of the biotin-BSA approach, a new surface treatment 
was devised yet retaining the biotin-streptavidin interaction for surface attachment. 
Polyethylene glycol (PEG) as a surface passivation agent had been proven to be very 
effective in a number of single molecule TIRF experiments (Jain et al., 2011; Kim et al., 
2010; Ha et al., 2002). PEG is a hydrophilic chain which, as a result, should less disrupt the 
function of proteins in the vicinity. 
A ratio of 1:99 of biotin-PEG-NHS (or biotin-PEG-SVA) to methyl-PEG-NHS (or methyl-
PEG-SVA) was reacted with amine silanised coverslip surfaces. The NHS-ester reacted with 
the amines as previously detailed (see section 4.2.1 and Figure 70) leaving methyl and biotin 
head groups exposed. The methyl groups served as a blocking agent and the biotin group site 
for streptavidin attachment and subsequent biotin-CaM attachment. The structure of the 
biotin-PEGn-NHS ester molecule is shown in Figure 76. The masses of the methyl-PEG-NHS 
and biotin-PEG-NHS were ~5 kDa. 
Once coverslip surfaces had been bound with 1:99 biotin-PEG:methyl-PEG, streptavidin was 
added and then CaM-biotin as previously with the biotin-BSA experiments. However, at first 
streptavidinAF488 was added at increasing concentrations to PEGylated surfaces to assess the 
concentration of streptavidin that would lead to surface saturation and a desirable CCT-
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AF488 density. 200 nM streptavidin was found to be the optimal concentration for 
streptavidin binding. Next, CaM-biotinfluorescein and biotin-ssDNAAF488 were added to PEG 
surfaces after 200 nM streptavidin addition to determine the required CaM concentration for 
optimal CCTAF488 binding. This was also determined to be 200 nM, with an optimal coverage 
of ~500 molecules in a 256x256 nm2 region. 
 
 
Figure 76 Diagram showing the structure of biotin-PEGn-NHS ester. The NHS-ester can 
react with amines as previously detailed. The biotin moiety (also vitamin H) binds avidin 
proteins with affinity Kd ~ 10-14. This is the strongest known non-covalent bond in nature. 
 
The same procedure for assessing the specificity of CCTAF488 binding to CaM-biotin 
immobilised to glass coverslips was followed as with previous experiments listed above. The 
results are shown in Figure 77. The biggest difference with this methodology was in the 
density of specifically bound molecules, and the relatively lower levels of non-specific 
background binding. In Figure 77, binding reached ~700 molecules and was still rising, 
whereas the background levels of binding remained stable at around 50 molecules, a quarter 
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of the number counted in the biotin-BSA experiment. Hence, the results confirmed the 
assertions that PEG passivated surfaces induce less non-specific background binding. 
However, whilst EDTA release of CCTAF488 from the surface was observed on a couple of 
occasions, it could not be satisfactorily reproduced. 
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Figure 77 A graph contrasting the specific and non-specific binding of 4 nM CCTAF488 to 
biotin-PEG5,000 treated coverslips, via streptavidin and CaM-PEG2-biotin. In the control, no 
CaM-PEG2-biotin was added. The results clearly show that specific binding of CCTAF488 to 
calmodulin, via Ca2+, was successful. Notice how the non-specific binding levels of ~50 
molecules are only 25 % level found in biotin-BSA coated slides. 
 
It was proposed that one reason the EDTA release of CCTAF488 from the surface had so often 
not occurred was due to the fact that CCT was still too close in proximity to the glass surface 
or PEG layer at least. Was the CaM potentially experiencing steric hindrance by its close 
proximity to the PEG surface? Inspired by work recently published (Kim et al., 2010) in 
which similar TIRF single molecule experiments had been performed on GroEL/GroES, the 
prokaryotic homologue to CCT, a longer biotin-PEG-maleimide linker for CaM biotinylation 
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was purchased. This new linker had a molecular weight of 3.4 kDa, compared to 525 Da for 
the biotin-PEG2-linker previously used, and would thus keep the CCTAF488 and CaM further 
from the PEG surface. 
Figure 78 shows how this new linker bound to CaM could bind CCTAF488 in a specific 
manner, similar to experiments with the shorter linker. 
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Figure 78 A graph contrasting the specific and non-specific binding of 4 nM CCTAF488 to 
biotin-PEG5,000 treated coverslips, via NeutrAvidin and CaM-PEG3,400-biotin. In the control, 
no CaM-PEG3,400-biotin was added. The results clearly show that specific binding of 
CCTAF488 to calmodulin, via Ca2+, was working. Notice again how the non-specific binding 
levels are around ~50 molecules. 
 
Testing calcium dependency 
When this longer biotin linker, attached via Cys78 in CaM, was tested for calcium dependent 
release, the results were much more promising. As Figure 79 shows, in this case for CCT-
ACT1AF488-PLP2 complexes, when 10 mM EDTA is added to the flow cell CCT molecules 
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leave the surface due to the Ca2+ nature of the CaM-CCT interaction. This release was 
compared to a control of a buffer injection which could have washed molecules off the 
surface (this effect was found to be minimal) and bleaching of the single molecules which 
was more pronounced. Figure 79, imaged at a 30s frame rate to reduce the effects of 
photobleaching, showed that 90 % of the surface bound CCT molecules were released within 
90s of the EDTA addition. Overall, from other experiments, anywhere from 50-90 % of CCT 
molecules would be released upon calcium chelation from the buffer. The fact the EDTA 
release was working meant that: 
1. There was more confidence that CCT, when immobilised, was in an environment 
which would not severely impede its normal functioning. 
2. If multiple actin binding and release steps could be observed on one molecule, EDTA 
release at the end of the experiment could potentially be used to identify CCT 
molecules immobilised to fully functioning CaM molecules. In other words, CCT 
molecules likely to be functioning normally and thus not being unduly influenced by 
the nearby PEG surface could be recognised. 
 
Additional controls were performed in order to ensure the CCT-CaM interaction on the 
surfaces was via CBP in CCT6. A FITC labelled CBP peptide (CBPFITC) was ordered from 
Biomatik and used to test CaM on PEG surfaces. FITC has a lower brightness than Alexa 
Fluor 488 (Invitrogen, 2013) but could nonetheless be detected in single molecule TIRF 
experiments. It also photobleaches more quickly. The results of adding the CBPFITC to PEG 
surfaces with and without CaM-PEG3,400-biotin being added are shown in Figure 80. 30 nM 
CBPFITC was added at the 20 frame mark, to slides with and without a prior CaM-PEG3,400-
biotin incubation. The results show that the fluorescence intensity at the surface is increased 
by 30-35 a.u. in comparison to 5 a.u. in the control, within 1s CBPFITC addition. The initial 
fluorescent intensity corresponds to the approximate levels of binding, as the signal proceeds 
to decay after CBPFITC addition despite further binding of CBP. Therefore, it can be 
concluded that the photobleaching rate far outstripped the binding rate. The lack of decay in 
the control experiment suggests that most of the intensity increase following CBPFITC 
addition is fluorescence from the buffer near the glass surface. 
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Figure 79 A graph demonstrating the Ca2+ dependence on CCT-ACT1AF488-PLP2 binding to 
CaM-PEG3,400-biotin. Here, after incubation with 40 nM CCT-ACT1AF488-PLP2, a buffer 
exchange was made after 20s (between frame 1 and 2) and then afterwards an injection of 10 
mM EDTA in the buffer. The EDTA chelates calcium from the calmodulin. As the graph 
shows, the number of molecules drops rapidly from ~1000 molecules to ~100 molecules 
within 100s when 10 mM EDTA was added; much faster than the rate of apparent molecule 
loss in the buffer exchange experiment. The large interval time of 30s helps to display the 
EDTA induced unbinding, which had previously been more closely competing with 
photobleaching in higher image acquisition rates. 
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Figure 80 A graph providing further proof that CCT has been binding CaM-PEG3,400-biotin 
via its inserted calmodulin binding peptide (CBP). In this instance, 30 nM CBPFITC was 
purchased and added to CaM-PEG3,400-biotin on biotin-PEG treated coverslips via 
streptavidin. A control, without the CaM-PEG3,400-biotin addition was performed. Although 
the signal bleaches very quickly, specific binding can be clearly seen with comparison to the 
control. 
 
As the bleaching rate was so fast, performing EDTA additions to test for CBPFITC release 
from the surface had to be performed in a different manner to that previously. Instead, by 
inspection of the average fluorescence intensity at different surface regions after additions of 
CBPFITC, PBS buffer and 10 mM EDTA, the levels of bound CBPFITC could be determined. 
The results of this are shown in Figure 81. The results show that after PBS buffer injection, 
the fluorescence level at the surface falls by ~10 %, but that after 10 mM EDTA addition this 
falls by ~85 % strongly suggesting working calcium-mediated CBP-CaM binding at the 
surface. 
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Figure 81 A graph to demonstrate that the CBPFITC binding to CaM-PEG3,400-biotin is Ca2+ 
dependent. Initial average fluorescence intensity was measured across the image region as 
the signal decayed very quickly due to photobleaching. Unsurprisingly, as the concentration 
of CBPFITC was increased from 3 to 30 nM the amount of bound CBPFITC also increased. Of 
particular note however, is that when a buffer exchange was made the signal fell ~15 % but 
that upon the 10 mM EDTA addition it decreased by 90 %. This indicated a clear Ca2+ 
dependency, as expected. 
 
4.2.4 Surface homogeneity 
The surface homogeneity was a constant concern when performing single molecule 
experiments. It was possible to check that the region under TIRF illumination was typical of 
the surface elsewhere in the flow cell by moving the objective and imaging in a number of 
regions. In many cases, the surfaces did prove to be consistent. However, there were also 
times this was not the case. 
One possible solution to this problem was to make use of the “stitch scan” – a functionality 
on the motorised-stage TIRF system (Nikon Eclipse Ti) used in the last 6 months of the 
project (see section 3.1.1). This functionality could image areas of the surface adjacent to 
each other, in grids of 10x10 for example, and then “stitch” the images together afterwards to 
produce an image of the wider region. This proved useful in imaging more extensive regions 
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of the glass surface and, indeed, in many cases there was a constant single molecule density 
indicative of a homogenous surface chemistry and protein immobilisation. 
Despite this, there were never any experiments completed to systematically assess the surface 
consistency at all levels of surface treatment, from silanisation through to CCTAF488 or CCT-
actin addition. One possibility may have been to perform Atomic Force Microscopy (AFM) 
experiments on CCTAF488 immobilised surfaces and even on PEG surfaces to assess the 
uniformity of surface coverage (see section 7.1.1 for further details). 
 
4.2.5 Final configuration for CCT immobilisation 
Therefore, a final configuration for CCT immobilisation to glass surfaces, for single molecule 
TIRF analysis purposes, had been developed. It is shown in Figure 82. This methodology was 
has been used extensively in the literature (Jain et al., 2011; Kim et al., 2010; Ha et al., 2002), 
displayed the most consistent binding characteristics and also reduced non-specific 
background binding the most effectively. Additionally, the work on producing PEGylated 
glass surfaces described above was adopted by colleagues in the Single Cell Proteomics 
group at Imperial College London (Salehi-Reyhani et al., 2013) for successful single 
molecule counting assays. 
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Figure 82 A cartoon illustrating the final attachment scheme for functional CCT-actin 
studies. This arrangement methodology was found to be both the most reproducible and 
displayed the lowest levels of background non-specific binding. 
 
4.2.6 Conclusions 
In summary, a method for consistent CCT immobilisation to glass coverslips was found and 
it is shown as a schematic in Figure 82. Despite initially using streptavidin to characterise the 
surfaces, it was decided to use NeutrAvidin, a deglycosylated form of avidin, due to the 
suggestion that its use reduces background protein binding (Thermo_Scientific, 2013). 
CCT was designed to be immobilised via the CBP-tag in CCT6, in a Ca2+ dependent fashion, 
and as such depended on the successful and functioning immobilisation of calmodulin to 
glass coverslip surfaces. Despite early failures with maleimide surfaces, designed to 
immobilise calmodulin to the surface via the thiol in cysteine78 to surface maleimides, and 
Ni-NTA surfaces (which were successfully created later on), CCT immobilisation was 
secured via the biotin-avidin interaction. After limited success with biotinylated-BSA 
adsorption onto glass surfaces, a move to surface PEGylation followed after persistent 
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reproducibility and high background non-specific binding problems. PEGylated glass 
surfaces were found to be more reliable and also displayed reduced levels of background non-
specific binding. However, calcium-mediated loss of CCT from surfaces could not be 
consistently observed until a longer maleimide-PEG-biotin linker was used for coupling 
calmodulin. It is suggested that this longer linker kept calmodulin further from the glass 
surface and thus was more likely to retain its CBP binding functionality. Experiments with a 
CBPFITC labelled protein helped to confirm that calmodulin immobilised to glass surfaces was 
effective for CCT binding. 
As a consequence, suitable surfaces for CCT-actin-PLP2 experiments have been found and 
functioning CCT-actin experiments could proceed. 
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Chapter 5 – Functional CCT-PLP2-Actin 
Analysis 
In the first part of this chapter, functional CCT-actin folding is investigated, both in bulk and 
at the single molecule level. Stoichiometric analysis is then attempted, in the second half of 
the chapter, by using photobleaching to count molecules bound to the CCT complex. 
 
5.1 Functional CCT-actin folding analysis 
Once the single molecule detection methodology had been developed (Chapter 3) and a 
methodology for immobilising CCT-actin-PLP2 complexes to glass surfaces had been 
achieved (Chapter 4), the analysis of CCT-actin-PLP2 folding at the single molecule level 
could be attempted. In all, there were four combinations of complexes which were available 
for analysis of ATP dependent release: CCT-ACT1AF488 (without the presence of PLP2), 
CCT-ACT1AF488-PLP2, CCT-ACT1AF488-PLP2AF488 and CCT-PLP2AF488 (without the 
presence of ACT1). CCT-PLP2AF488-ACT1 experiments were not a possibility, since actin 
unfolding to the intermediate state by EDTA could only be performed with Alexa Fluor 488 
labelled actin (Altschuler et al., 2005). In retrospect, ACT1AF488 could have been pre-
bleached and then CCT-ACT1-PLP2AF488 complexes could have been tested. Additionally, 
there were a number of approaches to ATP dependent release that could be tried in single 
molecule TIRF: 
1. Complexes could be pre-assembled in bulk and added to biotin-PEG surface. ATP 
induced release could then be initiated by injecting ATP in folding buffer into the 
flow cell. 
2. Complexes could be assembled at the surface. CCT could be added to biotin-PEG 
surfaces and then actin and PLP2, or both, could be added to CCT on the surface. 
 
Once again, however, further controls had to be performed before single molecule analysis 
could be attempted. Firstly, that the complexes could be shown to be functional in ensemble, 
i.e. analysed in gel; secondly, that complexes could be assembled, kept on ice for up to five 
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days and then ATP release of actin could still be induced (this was to improve experimental 
throughput); and thirdly, that CCT bound to CaM-PEG-biotin and NeutrAvidin was still 
functional. Finally, once all these conditions had been met, single molecule analysis could be 
investigated. 
 
5.1.1 Control: Bulk analysis in gels 
The first control to be performed was for TIRF single molecule experiments where 
ACT1AF488 was to be unfolded, in EDTA, and then added to CCT complexes on the surface 
for binding assays. ATP could then potentially be added for release. In this case, the 
necessary control was a gel demonstrating that ACT1AF488 could indeed be unfolded, added to 
CCT and bind. 
ACT1AF488 had been shown to unfold in the presence of EDTA, which chelates calcium in the 
actin binding pocket, causing an unfolding from the native state to an intermediate, I1. 
Subsequent dissociation of ATP from actin causes further unfolding to another intermediate 
I2, from which actin cannot refold without being processed by CCT (Altschuler et al., 2005). 
It was on these findings that the experimental procedure was based. 
200 nM ACT1AF488 was unfolded in 10 mM Tris pH 7.7, 0.2 mM CaCl2, 2 mM ATP and 1 
mM EDTA for 1 hour, in the dark, at room temperature. These were the conditions suggested 
in Altschuler et al. (2005) which ensured that actin had enough time to unfold but also not 
enough to begin aggregating (something unfolded actin has a tendency to do). The low 
concentration of actin used also helped to reduce the rate of aggregation. 
At the same time as the actin was unfolding, ~450 nM CCT was added to ~360 nM PLP2 in 
folding buffer for 1 hour, at room temperature. Half of each of the samples (CCT-PLP2 and 
ACT1AF488) were mixed and allowed to bind for a further hour, in the dark and at room 
temperature. A 6 % native PAGE was then run with samples of the folded ACT1AF488, the 
unfolded actin, CCT-PLP2 mix and the unfolded actin allowed to incubate with the CCT-
PLP2. The results are shown in Figure 83. 
There are two things of note in the gel in Figure 83. First, that unfolded actin runs in a 6 % 
native gel leaving these thick bands further up the gel (from the actin band) in a ladder-like 
formation. These are actin aggregates and have been previously noted in McCormack et al. 
(2009). Second, and more importantly, the unfolded actin has indeed bound the CCT which 
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can be seen in the fourth lane of Figure 83. Therefore, there could be confidence that if 
unfolded actin prepared in the same way were added to CCT on glass surfaces, we should in 
principle be able to observe actin binding. See section 5.2.1 for such experiments. 
 
 
Figure 83 Fluorescence image of 6 % native PAGE gel demonstrating that unfolded 
ACT1AF488 binds to CCT. This is shown in the fourth lane from the left. In the first lane from 
the left native ACT1AF488 was run. In the adjacent lane, the actin was unfolded in 1 mM 
EDTA for 1 hour at room temperature before addition to the gel. In the 3rd and 4th lanes in 
the gel from the left, a CCT control and CCT incubated with unfolded actin for a further hour 
were added, respectively. 
 
5.1.2 Control: Actin folding assay 
The next control which needed to be performed in bulk was an actin folding assay. Here 0.7 
μM ACT1AF488 was unfolded in the presence of 0.7 μM CCT and 0.7 μM PLP2, in folding 
buffer with 10 mM EDTA, so that CCT-PLP2-ACT1AF488 complexes would form. The 
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unfolding of actin, and binding to CCT, was allowed to occur for 3 hours at room temperature 
in the dark. A sample of the complex volume was taken to be run in 6 % native PAGE, and 
then the CCT-PLP2-ACT1AF488 complexes were put into folding buffer with final 
concentrations of 5 mM ATP and 10 mM MgCl2. Again, these concentrations were chosen as 
recommended in McCormack et al. (2009). At 5, 10, 20 and 30 minute intervals, further 
samples were taken and added to folding buffer with excess CaCl2 and put on ice in order to 
stop the folding process. An additional 30 minute sample was taken so that DNase I could be 
added. DNase I binds folded actin (Kron et al., 1992) and, as such, acts as a useful test for 
folded actin species due to the shift in PAGE gels that results from actin-DNase I binding. 
The results from this experiment are shown in Figure 84 and Figure 85. 
 
Figure 84 Fluorescence image of 6 % native PAGE gel of actin release from CCT (in the 
presence of PLP2) upon 2 mM ATP and 10 mM MgCl2 addition. DNAse I binds folded actin 
and this is shown in the 6th lane. In the control, actin was incubated for three hours with CCT 
and PLP2 in the absence of EDTA. 
 
The gel in Figure 84 shows the folded actin band appearing after 5 minutes of ATP 
incubation with CCT-PLP2-ACT1AF488 complexes. As Figure 85 indicates, most of the folded 
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actin is released within the first 5 minutes of the ATP addition. The average fluorescence 
intensity count across the actin band increases by approximately 500 % within 5 minutes and 
only increases by a further 100 % (above the signal before ATP addition), at 20 minutes, to 
~14,000 a.u. counts. The DNase I shift is also clearly visible, indicating folded actin species 
released from CCT. Again, a working assay meant that complexes could be assembled in the 
same way and then tested in single molecule TIRF. 
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Figure 85 Bar graph of average fluorescence intensity in the CCT-ACT1-AF488 and ACT1-
AF488 bands in the gel in Figure 84. The majority of the ACT1-AF488 release occurs in the 
first 5 minutes of ATP incubation. 
 
One final experiment with ACT1AF488 release from CCT-PLP2 was required. In order to have 
a maximum experimental throughput for single molecule TIRF experiments, it was desirable 
to have the option of assembling actin-CCT-PLP2 complexes and then be able to store the 
complexes for some days. This was so that repeat experiments could be performed on the 
same sample for only one complex assembly procedure and then testing by native PAGE 
analysis. For convenience, it was decided that a 5 day storage should be tested. Complexes 
were made up in a similar fashion as that described above and then kept on ice, at 4 °C, in the 
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dark. The same folding assay as in Figure 84 was then run after 5 days (without the DNase I 
step) and the results are shown in Figure 86. 
The 6 % native PAGE in Figure 86, shows that, even after 5 days storage, samples of CCT-
PLP2-ACT1AF488 were active and functioning in the same manner as the samples tested 
immediately after actin-CCT complex formation (compare Figure 84 with Figure 86). This 
meant that many of the single molecule TIRF experiments below were performed throughout 
the week (or 5 day period) from the same sample; samples were always kept on ice at 4 °C. 
 
Figure 86 Fluorescence image of 6 % native PAGE gel of ACT1AF488 release from CCT upon 
5 mM ATP addition, after 5 days incubation on ice at 4 °C. CCT-PLP2-ACT1AF488 complexes 
were stored for up to 5 days in a cold room on ice, after incubation for 3 hours at room 
temperature in the presence of 1.2 mM EDTA to unfold ACT1AF488. 
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5.1.3 Control: ATP dependent PLP2 release from CCT 
The next complex to test was CCT-PLP2AF488, and PLP2AF488 release from CCT upon ATP 
addition. It had been previously shown that PLP2 acts as a stimulatory cofactor for 
productive actin folding by CCT (McCormack et al., 2009) and that PLP2 is released from 
the CCT complex upon ATP addition, though is, itself, not folded. Observing PLP2 release 
from CCT could then be compared to actin release, at the single molecule level, and thus the 
time ordering of release events could potentially be unpicked. 
The CCT-PLP2AF488 complexes were assembled according to the same protocol as that listed 
in section 5.1.2, but without the ACT1AF488 addition and with an equivalent concentration of 
PLP2AF488 in place of the PLP2. The release assay was performed and run in 6 % native 
PAGE, which can be seen in Figure 87. At the bulk level, it is clear that most of the PLP2 is, 
once again, released within the first five minutes of ATP incubation. This is most clearly 
shown in  
Figure 88 which quantifies the fluorescent signal from each band in the gel. 
 
Figure 87 Fluorescence image of 6 % native PAGE gel of PLP2 release from CCT upon 5 
mM ATP and 10 mM MgCl2 addition, in the absence of actin. CCT was incubated with 
PLP2AF488 and then released with ATP in the same manner as in Figure 86. 
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Figure 88 A bar graph showing the average fluorescence intensity in the CCT-PLP2-AF488 
and PLP2-AF488 lanes of the gel in Figure 87. The data clearly shows PLP2 unbinding from 
CCT upon ATP addition, with most of the release occurring in the first 5 minutes as with 
actin release. 
 
5.1.4 Control: Labelled actin and labelled PLP2 release from CCT 
The final control which needed to be demonstrated was the release of ACT1AF488 and 
PLP2AF488 from CCT upon ATP addition. The protocol was once again identical as that in 
section 5.1.2, but with an equal concentration of PLP2AF488 in place of PLP2. This assay was 
also run, performed in the presence of CaM-PEG3,400-biotin and NeutrAvidin, to show that 
when CCT is CaM-PEG-biotin and NeutrAvidin bound, it is still functional. A repeat of the 
actin folding assay with unlabelled PLP2 (see section 5.1.2) was also repeated for the 
purposes of testing the effects of CaM-PEG-biotin and NeutrAvidin on actin-CCT folding. 
Thus both 6 % native PAGE folding assays are shown in Figure 89. 
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Figure 89 Fluorescence images of two 6 % native PAGE gels of ATP release of ACT1AF488 
from CCT, in the presence of unlabelled (A) and labelled (B) PLP2. Actin was unfolded in 1.2 
mM EDTA and incubated with CCT and PLP2 (+/- AF488) for 3 hours. 5 mM ATP and 10 
mM MgCl2 were added to initiate folding and release of actin (500µM CaCl2, CaM-PEG3,400-
biotin and NeutrAvidin were also added to replicate single molecule experimental conditions 
on glass coverslips). Samples were taken at 5 minute intervals and run in the gels. The 
sample at 0 minutes was taken before ATP addition. 
 
The gel on the left in Figure 89, the actin folding assay with unlabelled PLP2, shows that 
when CCT is CaM-PEG-biotin and NeutrAvidin bound, it is still functional. This gave 
reassurances that CCT bound to CaM and NeutrAvidin on glass surfaces should not, in 
principle, be a problem. The gel on the right, however, is not totally conclusive with respect 
to demonstrating a working folding and release system. The actin and PLP2 bands both run in 
at about the same location in the gel (see right, Figure 89) and so establishing that both had 
been properly released from CCT was difficult to conclude. Therefore, an additional assay 
was developed which was designed to separate the actin and PLP2 bands. 
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Figure 90 Fluorescence images of 6 % native PAGE gels demonstrating ACT1AF488 and 
PLP2AF488 release from CCT, in the presence of DNase I in order to separate the free ACT1 
and PLP2 bands. The gel on the left demonstrates the ATP release of ACT1AF488 and 
PLP2AF488 release, with samples taken every 5 minutes. Samples taken at 0 minutes were just 
before ATP addition. Across all lanes, a “+” indicates the presence and a “-” an absence of 
DNase I which binds native actin. The gel on the right serves as a control for testing actin 
and PLP2 interactions with DNase I. All PLP2 and ACT1 labels in the gel are for AF488 
labelled actin and PLP2. 
 
The method to separate the actin and PLP2 bands in a 6 % native PAGE was simple. DNase 
I, which binds actin, would be added to the release samples. The binding of DNase I to actin 
had been previously shown to shift actin up the gel (see Figure 84). As a result, the folding 
assay in Figure 89 was repeated, this time without the CaM-PEG-biotin and NeutrAvidin, but 
with DNase I added to the samples taken from the reaction volume at each time interval. The 
resulting gel in shown on the left in Figure 90. On the right, controls representing ACT1AF488, 
PLP2AF488 and a mixture of ACT1AF488 and PLP2AF488 were all run with and without DNase I. 
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This was to establish how DNaseI potentially affected PLP2. As Figure 90 shows, indeed 
PLP2AF488 does indeed seem to be shifted by DNAse I, indicating some sort of binding 
between the two. It is unknown whether this is a direct PLP2-DNase I interaction, or a result 
of the Alexa Fluor 488 label on PLP2. Nevertheless, this shift does separate the actin and 
PLP2 bands sufficiently to see that both are released upon ATP addition, and most of this 
release occurs within the first 5 minutes. This is consistent with previous findings that stated 
an average folding time of 90s for actin release. The graph in Figure 91 shows the 
fluorescence from the actin-DNase I band over time, with much of the release occurring 
within the first five minutes. The experiments which produced an average folding time of 90s 
were performed at 37 °C, whereas these were performed at room temperature (~21 °C), so a 
slightly slower folding time would be expected in this case (McCormack et al., 2009). 
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Figure 91 Bar graph showing average fluorescence intensity present in the CCT-ACT1-
AF488 and ACT1-AF488-DNAse I lanes of the gel (left) in Figure 90. The DNAse I, which 
binds ACT1, was used to separate the PLP2 and ACT1 lanes in the gel. 
 
Once it had been determined that all the necessary controls had been performed, the single 
molecule TIRF experiments for actin-CCT folding could be attempted. 
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5.2 Single molecule actin folding assays 
5.2.1 Addition of unfolded actin onto CCT complexes to glass coverslip surfaces 
ACT1AF488 addition to CCT bound to CaM-PEG-biotin on biotin-PEG slides, via 
NeutrAvidin, was attempted first. ACT1AF488 was unfolded in 1.2 mM EDTA for 1 hour at 
room temperature and then added, in a range of concentrations from ~200 pM-20 nM, to 
CCT-PLP2 complexes on biotin-PEG coverslips. 20-200 nM CCT-PLP2 had been allowed to 
incubate for 3 hours at room temperature before being added to biotin-PEG slides which had 
been incubated with NeutrAvidin and CaM-PEG-biotin (see section 8.9.2.1 for details). As 
the unfolded ACT1AF488 was added to the CCT-PLP2 on the glass coverslip surface, images 
were acquired with varying exposure and interval times. As a control, unfolded ACT1AF488 
was added to slides without CCT-PLP2. After binding had been allowed to occur for 5 
minutes to 30 minutes, 5 mM ATP with 10 mM MgCl2 in folding buffer additions were made 
to initiate actin release from CCT. Again, a control consisting of a folding buffer addition 
was performed for comparison. There were more bound actin molecules when actin was 
added to CCT than in control experiments when CCT was not present. This is shown in 
Figure 92 as images captured in the EMCCD, because in these image acquisitions there was 
some x-y drift of the coverslip which made single molecule analysis problematic. These 
results were reproducible and show that CCT was functional in terms of binding unfolding 
actin, even when surface bound. The background binding was high however (see Figure 92). 
In Figure 92, the larger fluorescent spots (much larger than the single molecules) are actin 
aggregates. It has been known for some time that unfolded actin aggregates over time, 
forming an energetically favourable state. 
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Figure 92 A, 5 frame averaged image after 72.6 seconds of 20 nM unfolded ACT1AF488 
addition to immobilised CCT-PLP2. B, 5 frame averaged image after 72.6 seconds of 20 nM 
unfolded ACT1AF488 addition to biotin-PEG slides with NeutrAvidin and CaM-PEG-biotin, 
but no CCT as a control. 
 
Another experiment was attempted, which tried to assess whether the presence of PLP2 made 
any difference to actin binding to CCT. It was, unfortunately, only performed once but 
suggested that there was no PLP2 dependence on actin loading onto CCT (though it has been 
shown that PLP2 does act as a stimulatory cofactor with respect to actin folding (McCormack 
et al., 2009)). More repeats would be needed to confirm this. 
Finally, ATP release of actin was attempted a few times after actin binding had been imaged. 
A control involving a folding buffer addition was used as a comparison. No significant ATP 
dependent release was observed, and it is suggested that this may have been because the 
CCT-PLP2-ACT1AF488 complexes had typically been in contact with the surface for 30 
minutes or longer and that this may have caused CCT to become bound to exposed areas of 
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glass, hence hindering productive actin folding. The other possibility is that CCT, in 
becoming attached to the glass surface or embedded in the PEG layer, had ATP binding sites 
which were inaccessible. Thus, it was decided to test actin release from premade CCT-actin 
complexes, which had had as little as possible exposure to the surface to which it was 
immobilised before release was attempted. 
 
5.2.2 ATP dependent release of actin from CCT-PLP2-ACT1AF488 complexes 
Approximately 2-50 nM CCT-PLP2-ACT1AF488 was added to biotin-PEG surfaces (according 
to the method described in section 8.9.2.2) at a range of single molecule densities (from a 
~800 molecules to tens of thousands of molecules in a 512x512 pixel2 region). The samples 
were prepared and tested by PAGE as described in section 5.1.2, and added to CaM-PEG3,400-
biotin (in the presence of 500 μM CaCl2) which had bound NeutrAvidin on biotin-PEG 
slides. Firstly, a folding buffer addition, as a control, was performed before 5 mM ATP and 
10 mM MgCl2 (from recommendations in McCormack et al. (2009)) were added in folding 
buffer to initiate actin release. These experiments performed at a low single molecule density 
could be accurately analysed using the MATLAB program. For those at higher densities, 
such that single molecules were hard to resolve, the average fluorescence intensity signal was 
analysed over time as a means to detect changing levels of bound fluorescent protein. 
Frustratingly, despite numerous repeats, varying ATP and MgCl2 levels and varied time over 
which actin loss was analysed (from 10 minutes to 1 hour), no actin release from CCT was 
observed. In other words, there was no significant difference in the number of molecules or 
average fluorescent intensity signal with time between the control and ATP additions. This in 
spite of the PAGE folding assay analysis which had confirmed the complexes were 
functional. A number of reasons for this failure are suggested below: 
 The PEG coverage of the glass coverslip surface was not sufficient such that CCT was 
still binding to the sticky glass surface and in the process encountering a steric 
hindrance for productive actin folding and release. 
 That CCT was instead becoming imbedded in the PEG layer and possibly the coiled 
PEG chain from the biotin-PEG-CaM which was causing some kind of steric 
hindrance. Although PEG is thought to be an effective passivation agent, there have 
been results showing that protein can become embedded in PEG layers (Sheth and 
Leckband, 1997). 
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 That rather than blaming a steric hindrance of CCT, the ATP binding sites were not 
accessible for binding and subsequent hydrolysis – a crucial step in the folding and 
release process (Yaffe et al., 1992; Lewis et al., 1992; Gao et al., 1992; Frydman et 
al., 1992). This could be a result of surface bound or PEG-embedded CCT. 
 A final suggestion is that the local pH near the glass surface was acidic due to the OH- 
groups and corresponding negative charge of the glass. Similarly, calmodulin is an 
acidic protein (pI = 3.9-4.3) (Crouch and Klee, 1980; Lin et al., 1974) so the local pH 
may have been lower than the global pH 8 of the buffer. If CCT is particularly pH 
sensitive, then this may have rendered CCT inactive. Alternatively, this pH difference 
may have caused lower MgATP-2 concentrations in solution for ATP hydrolysis of 
CCT (Storer and Cornish-Bowden, 1976). 
 
Interestingly, FITC dyes are very pH sensitive whereas Alexa Fluor 488 is relatively pH 
insensitive. When experiments with FITC were performed (see  
Figure 80 A graph providing further proof that CCT has been binding CaM-PEG3,400-
biotin via its inserted calmodulin binding peptide (CBP). In this instance, 30 nM 
CBPFITC was purchased and added to CaM-PEG3,400-biotin on biotin-PEG treated 
coverslips via streptavidin. A control, without the CaM-PEG3,400-biotin addition was 
performed. Although the signal bleaches very quickly, specific binding can be clearly 
seen with comparison to the control. 
) the brightness of the FITC was much lower than AF488 as well as displaying a faster 
bleaching rate. FITC brightness is highest at pH 9 and drops significantly over the pH 9-5 
range (Invitrogen, 2013). Further experiments and controls would be needed to establish 
whether pH was indeed a factor. 
 
5.2.3 ATP dependent release of actin from CCT-PLP2AF488-ACT1AF488 complexes 
CCT-PLP2AF488-ACT1AF488 complexes were also tested, in an identical manner to that 
described in the paragraph above. Single molecule and average fluorescence intensity 
analysis was performed as with the CCT-PLP2-ACT1AF488 release experiments. Once again, 
no significant differences were noted in the single molecule analysis with the MATLAB 
program between ATP and folding buffer addition controls. Similarly, there was no 
significant loss seen with the high density single molecule coverage (where an average 
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fluorescence across the image was analysed). The same reasons as those listed above to 
explain this lack of ATP dependent release are suggested for this case too. 
Unfortunately, there was not enough time to perform CCT-PLP2AF488 release experiments. 
These would have shed more light on the CCT-PLP2AF488-ACT1AF488 experiments described 
above. 
 
5.3 Single molecule photobleaching to count CCT-PLP2-ACT1 binding 
stoichiometry 
5.3.1 Introduction 
Photobleaching (see section 1.2.1) is, in most cases, a phenomenon in fluorescence 
spectroscopy to be avoided as much as possible. For example, when performing actin-CCT 
release experiments (see section 5.2) an imaging rate of 2 acquisitions per minute was used 
for exactly this purpose. A photobleaching event cannot be distinguished from an unbinding 
event, and so the former must be reduced to get the most accurate information on the latter. 
This is done by reducing either the excitation intensity or exposure time. On the other hand, 
reduced intensity produces single molecules which have a lower signal to noise ratio above 
background making detection an issue. In the end, a compromise between the two competing 
effects has to be found.  
When a fluorophore photobleaches, it is thought an excited electron in the triplet state forms a 
new bond with other quantum states rather than relaxing into the ground state for further re-
excitation. The understanding of what exactly causes photobleaching in each case is not well 
understood, though a number of pathways have been suggested, but it is known that these 
chemical modifications render the fluorophore unable to fluoresce (Eggeling et al., 1998). 
Typically, during photobleaching, the fluorophore suddenly stops emitting light causing a 
‘step-wise’ drop in the fluorescence intensity signal (see Figure 93). Since photobleaching is 
an effect independent of any other fluorescent dyes that might be in the vicinity, the number 
of ‘step-wise’ drops in a signal indicates the number of fluorophores present in that single 
molecule. It is this information that can be extracted when single molecules are intentionally 
photobleached. 
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As each ‘step-wise’ drop in the intensity signal should be of similar intensity, the total 
intensity of a single molecule may also be a good measure of the total number of dyes 
present, if divided by an average single fluorophore fluorescence intensity. However, it is 
suggested that counting the number of steps in a signal is a more robust method than merely 
measuring the total intensities of single molecules, as the intensity of a fluorophore will vary 
according to a number of factors: 
1. Variations in the TIRF spot profile 
2. Quenching by nearby fluorophores 
3. Orientation of the fluorophore relative to the polarisation of the excitation 
Indeed, detecting step-wise drops in single molecule intensity traces has been used to 
determine binding stoichiometry in a number of cases (Jain et al., 2011; Reyes-Lamothe et 
al., 2010; Ulbrich and Isacoff, 2007; Leake et al., 2006). Sometimes, the total single molecule 
intensities were used for further verification. 
Figure 93 Single molecule trace for doubly-labelled CCTAF488. The ‘step-wise’ drop in the 
intensity at around 30 and 50 frames are both ~ 15 a.u, indicating two fluorophores on CCT 
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This single molecule method for determining labelling stoichiometry is more effective than 
standard absorption methods (see section 4.1.1.2) since it can output not just the average 
number of labels per dye but the distributions of numbers of labels per dye in the sample. 
Thus it contains more information. 
 
5.3.2 Necessary MATLAB program improvements 
It was decided that photobleaching could be applied to the actin-CCT-PLP2 system in order 
to ascertain the numbers of actin and PLP2 molecules that can bind CCT with various actin, 
PLP2 or CCT molar excesses in combination. 
In order to analyse photobleaching data for actin-CCT-PLP2 complexes, the MATLAB 
program for single molecule isolation and analysis had to be systematically tested for 
accuracy in assigning drop steps to traces in simulated data sequences. However, when this 
was done (double and singly labelled single molecules were generated in 9x9 grids) it was 
found that the program, whilst effective in detecting single molecules, did not in many cases 
assign the number of drops (or fluorophores) correctly. Thus further improvements had to be 
made to the program, principally focussed on identifying genuine drops in the data from 
background noise fluctuations. A non-linear filter developed by Chung and Kennedy (Haran, 
2004; Chung and Kennedy, 1991) proved ideal for this purpose, since it was designed to 
smooth out noise in data whilst preserving any fast changes. Typically, smoothing filters 
reduce noise but also smooth out rapid changes in the data sequence. The Chung-Kennedy 
non-linear filter for a signal 𝑦(𝑘), is shown in equations (14), (15) and (16). 
 
 
 
 
?̂?𝑖
𝑓
=
1
𝑖
(𝑦(𝑘 − 𝑖) + 𝑦(𝑘 − 𝑖 + 1) + ⋯ + 𝑦(𝑘 − 𝑖 + (𝑖 − 1))) 
?̂?𝑖
𝑏 =
1
𝑖
(𝑦(𝑘 + 𝑖) + 𝑦(𝑘 + 𝑖 − 1) + ⋯ + 𝑦(𝑘 + 𝑖 − (𝑖 − 1))) 
𝑤ℎ𝑒𝑟𝑒 𝑖 ≥ 1, ∈ 
(14) 
 
 
 
?̂?(𝑘) = ∑ [𝑓𝑖(𝑘)?̂?𝑖
𝑓
(𝑘) + 𝑏𝑖(𝑘)?̂?𝑖
𝑏(𝑘)]
𝐾
𝑖=1
 (15) 
175 
 
 
𝑓𝑖(𝑘) ∝ { ∑ (𝑦(𝑘 − 𝑗) + ?̂?𝑖
𝑓
(𝑘 − 𝑗))
2
𝑀−1
𝑗=0
}
−𝑝
  ; 
   𝑏𝑖(𝑘) ∝ { ∑ (𝑦(𝑘 + 𝑗) + ?̂?𝑖
𝑏(𝑘 + 𝑗))
2
𝑀−1
𝑗=0
}
−𝑝
 
𝑤ℎ𝑒𝑟𝑒 𝑗 ≥ 0, ∈ ℤ 
 ∑ 𝑓𝑖(𝑘)
𝐾
𝑖=1
+ ∑ 𝑏𝑖(𝑘)
𝐾
𝑖=1
= 1 (16) 
 
The filter works by running forward (𝑓𝑖(𝑘)) and backward (𝑏𝑖(𝑘)) time average running 
windows (of varying size) which are biased in weight according to the prevalence of those 
particular time windows to contain large variation, with more deviation taking bias away 
from those windows. 
A MATLAB code for performing this non-linear filtering was written and can be found in the 
Appendix. It was incorporated into the MATLAB program written and developed previously 
(see section 3.3.5). The variables M, p and K (see equations (14), (15) and (16)) were 
systematically tested on single molecule traces. The optimal parameters found were M=10, p 
= 70 and K=5, as these provided the best balance between preserving the sudden changes in 
the signal and smoothing out noise. For further discussion on how these parameters can 
change signal traces, please see Chung and Kennedy (1991). An example of how the Chung-
Kennedy filter alters data sequences can be seen in Figure 94. 
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Figure 94 Original and after the Chung-Kennedy (C-K) filter has been applied to a single 
molecule intensity trace. The parameters chosen here were M=10, K=5 and p=70. Note how 
the noise is greatly reduced but the sudden drop at 75 frames remains as sharp. 
 
To assess how effective the Chung-Kennedy change had been, molecules were simulated in 
9x9 grids, as before, for single, double and triple labelled molecules at varying intensities. 
These were run through the MATLAB program and the results are displayed in Table 5 
below. For each single molecule intensity, it is clear that molecules with more drops are less 
likely to be correctly assigned than single or double labelled molecules. It is suggested, this is 
because when detecting a drop in a data set there exists a certain probability of this being 
missed (due to the ‘step-wise’ loss being too small) and molecules with more losses are more 
likely to have one or more of these drops missed. The detection of drops was still based on a 
simple drop size detection by subtracting the average fluorescence intensity at a given frame 
away from the intensity associated with the previous frame. The Chung-Kennedy filter, in 
reducing the noise, increases the fidelity in distinguishing genuine drops from noise. 
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Table 5 A Table demonstrating the detection accuracy of the MATLAB program, now 
containing the Chung-Kennedy filter. Single, double and triple labelled molecules were 
simulated and tested. 
8x8 pixel2 Fluorescence 
intensity per drop per 
pixel (a.u.) 
Number of drops 
per molecule 
% correctly 
assigned 
 3.13 1 100.0 
 3.13 2 61.4 
 3.13 3 63.3 
 4.69 1 100.0 
 4.69 2 98.4 
 4.69 3 84.3 
3x3 pixel2    
 11.1 1 100.0 
 11.1 2 87.5 
 11.1 3 66.7 
 16.7 1 100.0 
 16.7 2 93.2 
 16.7 3 80.0 
 22.2 1 96.1 
 22.2 2 95.4 
 22.2 3 87.9 
 
Nevertheless, the percentages of detection, even for three drops associated with a single 
molecule, are above 80 % except in the case of 11.1 a.u. for 3x3 molecules and 3.13 a.u. for 
8x8 molecules. These intensities were below the typical single molecule intensities obtained 
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in TIRF single molecule experiments which were typically around 15 and 5 a.u. for 3x3 and 
8x8 molecules respectively. 
 
5.3.3 Experimental results 
Once the MATLAB program had been developed, data could be collected by photobleaching 
CCT-actin-PLP2 complexes. Four different complexes were analysed: CCT-ACT1AF488-
PLP2, CCT-ACT1AF488-PLP2AF488, CCT-ACT1AF488 and CCT-PLP2AF488, made up into 3:3:1, 
1:1:1, 1:1:3 ratios for the first two listed, and 3:1, 1:1, 1:3 for the latter two. These are 
summarised in Table 6, with corresponding volumes used for complex formation. Complexes 
were made up as before (see sections 5.1 - 5.2) in 100 μl reaction volumes containing folding 
buffer, and left to incubate for 3 hours, at room temperature, in the dark. They were then kept 
on ice at 4 °C until used (they were stored no longer than 5 days). ~50 nM CCT complexes 
were added to biotin-PEG slides after NeutrAvidin and CaM-PEG-biotin addition. They were 
left to bind for 5 minutes, before a 600 μl folding buffer wash was performed. A region of the 
flow cell was chosen at random and imaged at, firstly, a 1s exposure every 10s, and then, 
secondly, a constant illumination with 500ms image collection time. The latter was repeated a 
further two times. Images were acquired until most molecules had bleached. 
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Complex 
 
Molar 
Ratio 
Volume 13.7 
mg/ml CCT 
(in μl) 
Volume 0.2 
mg/ml 
PLP2AF488 
(in μl) 
Volume 1.4 
mg/ml PLP2 
(in μl) 
Volume 2.5 
mg/ml 
ACT1AF488 
(in μl) 
CCT-
ACT1AF488 
3:1 3.3 - - 0.25 
 1:1 3.3 - - 0.75 
 1:3 3.3 - - 2.25 
CCT-
PLP2AF488 
3:1 
 
1.1 0.84 - - 
 1:1 1.1 2.52 - - 
 1:3 1.1 7.56 - - 
CCT-
ACT1AF488-
PLP2AF488 
3:3:1 3.3 1.51* - 0.26 
 1:1:1 3.3 1.51* - 0.79 
 1:1:3 3.3 1.51* - 2.37 
CCT-
ACT1AF488-
PLP2 
3:3:1 3.3 - 1.08 0.26 
 1:1:1 3.3 - 1.08 0.79 
 1:1:3 3.3 - 1.08 2.37 
 
Table 6 A table to show the volumes of CCT, ACT1AF488, PLP2 and PLP2AF488 which were 
used to assemble complexes of varying molar ratio for photobleaching analysis. Samples 
were made up to a volume of 100 μl with folding buffer, 1 mM TCEP and 1.2 mM EDTA. 
*these volumes were used for PLP2AF488 samples of concentration 1.0 mg/ml 
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There was insufficient time to develop these studies, but preliminary results are nevertheless 
displayed and explained here. The MATLAB program was run over the complexes described 
in Table 6, and also over some controls previously performed on single stranded DNA-biotin 
(with one AF488) and double stranded DNA-biotin (with two AF488) on biotin-PEG slides. 
For details of how these experiments were performed, see section 8.9.3. Similarly, CCTAF488, 
made previously in section 4.1.1.2, was also attached to biotin-PEG and bleached as a means 
to determine the binding stoichiometry of the Alexa Fluor 488 dye to CCT. 
The first molecules to be analysed were the ssDNAAF488 (one label) and dsDNAAF488 (two 
labels) samples as controls. The MATLAB program was run over both ssDNAAF488 and 
dsDNAAF488 samples. The results are shown in Figure 95. 
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Figure 95 A bar graph showing the number of drops counted from samples of singly labelled 
ssDNAAF488 and doubly labelled dsDNAAF488, which were bleached on biotin-PEG slides and 
analysed by the MATLAB program. Presented here is the sum of counts from three separate 
bleaching runs for each of the ssDNAAF488 and dsDNAAF488 samples. 
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Table 7 A table showing how the single molecule density affects the ability of the MATLAB 
program to accurately assign drops to singly labelled molecules in this case. Each molecule 
was randomly assigned a position and bleached at a randomly assigned time. 
 Number of simulated 3x3 pixel2 molecules in 256x256 pixel2 area 
No. drops 
detected 
196 400 784 2916 7921 
1 42 134 174 263 173 
2 1 4 16 54 112 
3    2 6 
 
 
Number of simulated 8x8 pixel2 molecules in 256x256 pixel2 area 
No. drops 
detected 
196 400 784 2916  
1 119 56 99 48  
2 1 13 56 84  
3  1 13 99  
4   1 62  
5   1 26  
6    12  
7    1  
 
What is clear from Figure 95 is that dsDNAAF488 has comparatively more of, as a proportion, 
double labels than the singly labelled ssDNAAF488 samples. However, the results are not as 
clear as expected or hoped. For example, both samples have more singly labelled single 
molecules than any other number. In the case of the dsDNAAF488, this may have been because 
some of the AF488 dyes may have bleached before imaging. The samples would have had to 
have been exposed to light during preparation and storage, which may have caused some 
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bleaching. This could not be tested unless more dsDNAAF488 was ordered and great care was 
taken with the samples to reduce exposure to light. 
Another concern that required investigation was the fact that the density of the dsDNAAF488 
samples was much higher than in the ssDNAAF488 samples. Could molecules have been 
overlapping, thus producing the high numbers of 3, 4 and 5 label counts, especially in the 
dsDNAAF488 case? It is possible some of the multiple counts in the ssDNAAF488 and 
dsDNAAF488 samples were due to aggregation of DNA samples, although DNA tends to 
aggregate much less than protein. In any case, more controls where the effects of single 
molecule density on the assignment of single molecule counts were performed. Thus, single 
molecules (one label) of increasing number in the same 256x256 pixel2 region were 
simulated and analysed by the MATLAB program. These results are shown in Table 7. 
The data in Table 7 shows that with increasing single molecule density, the program has a 
tendency to overestimate the number of labels per molecule because two or more molecules 
have an increasing probability of being within such a close proximity that they are deemed to 
be the same molecule. For example, when 2916 8x8 molecules with a single drop were 
simulated and analysed by the MATLAB program, it estimated there were more molecules 
with three fluorescent labels than any other number. As the density in the case of the 
dsDNAAF488 control experiment was high (similar to simulated data with ~3969 8x8 
molecules) this explains the high numbers of 3, 4, 5 etc. labelled molecules that were 
counted. Only with new ssDNAAF488 and dsDNAAF488 samples, as well as new experiments 
with much lower single molecule densities, could this photobleaching data be scrutinised 
with the expectation of clear and reliable findings. 
Unfortunately, by this point, the CCT-ACT1-PLP2 (all combinations) bleaching experiments 
had already been performed, many of which were at similarly high levels of single molecule 
density. As a result, drawing any meaningful conclusions from the data set was not possible. 
Had there been more time, performing the bleaching experiments again with much lower 
single molecule densities would have been the obvious next step. 
Lastly, bleaching experiments on CCTAF488 complexes were performed, and at a single 
molecule density low enough for accurate single molecule analysis. The density of the 
CCTAF488 molecules analysed was ~400 in a 256x256pixel2 area, giving, according to the 
control experiments, an error of assignment of approximately 20 % (see Figure 51). The 
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results of this bleaching analysis is shown in Table 8 below. It provides an average labelling 
of 1.85±0.19 AF488 dye molecules per CCT complex. 
This 1.85±0.19 AF488 dye molecules per CCT monomer can be contrasted with the 1.75 dye 
molecule estimate provided by the Nanodrop UV-spectrophotometer (see section 4.1.1.2). 
This is in very close agreement with the findings here and suggests that at lower single 
molecule densities, this is a method which is accurate for determining labelling 
stoichiometry. 
 
Table 8 Results from CCTAF488 bleaching experiments. An average of 1.85±0.19 labels per 
CCT monomer was found. 
No. of drops Frequency No. of labels 
1 263 263 
2 108 216 
3 41 123 
4 14 56 
5 12 60 
6 1 6 
7 2 14 
8 9 72 
9 3 27 
Total 453 837 
Average no. labels per 
monomer 
 
1.85 
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Other problems that were encountered with this bleaching method included: 
 An x-y movement over time of the flow cell (caused by forces from tubing connected 
to the flow cell) which resulted in molecules slowly drifting from their starting 
positions in images. This made single molecule tracking inaccurate. When this was 
observed, experiments had to be repeated. 
 Blinking is a phenomenon which can cause a molecule to stop fluorescing for a 
period. It is a reversible process which occurs anywhere over timescales of 
milliseconds to seconds (Basche et al., 1995; Bernard et al., 1993). The fluorophore 
does not emit light whilst in this ‘dark state’ and so gives the impression of having 
unbound and a new molecule having bound in its place. To reduce this, oxygen 
scavengers (e.g. glucose oxidase, catalase, photcatechuic acid, photochatecuate-3,4-
dioxygenase) can be used to reduce the probability of blinking behaviour (Rasnik et 
al., 2006; Hubner et al., 2001). Nevertheless, this was, in general, not found to be a 
significant problem. Interestingly, reducing agents have been found to increase the 
probability of blinking of fluorescent dyes (Aitken et al., 2008). In the case of Alexa 
Fluor 488, TCEP shortens the initial fluorescence lifetime (before the first blinking 
event occurs), blinking rates overall are increased and the signal to noise ratio of 
emission is decreased. However, the presence of TCEP is essential for maintaining the 
integrity of the CCT complex. 
 
5.4 Summary 
In conclusion, an attempt to perform functional actin-CCT-PLP2 experiments was made. This 
was done, firstly, in ensemble by PAGE and, secondly, at the single molecule level. Chapters 
3 and 4 had developed the single molecule TIRF methodology, including a single molecule 
analysis toolkit, and produced all the biochemical components for actin folding by CCT, as 
well as the chemical modification of glass coverslips, respectively. 
In this chapter, various actin folding assays were explored. ACT1AF488 was unfolded in 
EDTA and then bound to CCT to demonstrate that unfolded actin could bind CCT. This was 
shown by native PAGE. The same actin binding was then successfully demonstrated in TIRF 
at the single molecule level when unfolded actin bound surface immobilised CCT. Controls 
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without CCT at the surface bound far fewer unfolded actin monomers. However, subsequent 
ATP dependent release of actin bound to CCT could not be initiated. 
Next, premade CCT-PLP2-ACT1AF488 complexes were successfully prepared and folding 
assays of actin release from these complexes was demonstrated by native PAGE. When these 
complexes were added to glass coverslips, no ATP dependent release could be reproduced as 
in the native PAGE. It is suggested that this must have been because CCT was still somehow 
interacting with the local surface environment (either the glass or possibly the PEG layer) 
which was either causing a steric hindrance of CCT or blocking ATP binding pockets. The 
same effects were seen when CCT-PLP2AF488-ACT1AF488 complexes were tested in an 
identical manner. In the native PAGE analysis, the addition of DNase I, which binds folded 
actin, was used to demonstrate that PLP2 is released from CCT at a similar time as actin. Due 
to the failure of the single molecule approach, the time ordering of this was never unpicked. 
Lastly, photobleaching analysis was used in an attempt to access stoichiometric information 
regarding ACT1 and PLP2 monomers which bind CCT. This required further development of 
the MATLAB program developed in section 3.3.5 which involved the addition of a Chung-
Kennedy non-linear filter to single molecule traces to reduce noise but preserve the 
characteristic sudden drops in signal associated with photobleaching. Disappointingly, the 
single molecule density of most of the first runs of these experiments was much too high for 
accurate assignment of the number of drops per molecule. The first runs were not able to be 
repeated at a lower density because of time constraints. However, CCTAF488 bleaching 
experiments gave confidence that the method was indeed accurate when the single molecule 
density is sufficiently low enough. This was demonstrated by comparing the average number 
of fluorescent dyes per monomer predicted by a UV-spectrophotometer and the single 
molecule bleaching. 
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Chapter 6 – Summary and Conclusions 
In this chapter, a summary of the experimental findings, from chapters 2 to 5, are presented. 
 
6.1 Summary and conclusions 
In chapter 2, the project proposal was established for the body of work which follows in 
chapters 3 to 5. The establishment of the plan to build a TIRF single molecule assay to 
investigate CCT-actin folding in real time was presented. The advantages of single molecule 
methods meant that potentially hidden pathways in CCT-actin folding kinetics studies done in 
ensemble could be uncovered and the time ordering of events with respect to actin and PLP2 
could be unpicked. Additionally, the calmodulin adaptor system was introduced which was 
the plan to make use of the CBP-tag inserted in the CCT3, or CCT6, subunit as the means to 
immobilise CCT to glass coverslip interfaces. Calmodulin, which binds this CBP-tag in the 
presence of calmodulin and was successfully demonstrated in the purification of CCT which 
makes use of calmodulin beads, also had to be immobilised. The insertion of Cys78 in place 
of Asp78 (forming the CaMCys78 mutant) provided a site for chemical modification exactly 
for this purpose of immobilisation. 
In chapter 3, the development of the optical set-up for the TIRF system was discussed, 
including either replacements of or improvements to the laser and lens systems used over 
time. The failure of the laser at the end of the project and the transfer to the TIRF system 
kindly permitted by the Single Cell Proteomics Group, was also mentioned. This included the 
use of a perfect focus system (PFS) which made focus drift much less of an issue than it had 
previously been. 
Next, the development of a flow cell system for the addition and washing away of buffers for 
1. glass coverslip treatment for immobilisation of CCT and 2. a working reaction volume 
suitable for single molecule kinetics was developed. This flow cell was tested for mixing 
times and found to demonstrate complete mixing within one second except at the very edges 
of the cell. 
Lastly, a systematic testing of software or programs for single molecule analysis was 
performed. ImageJ an open source imaging software, GMimPro a single molecule detection 
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and tracking program developed by Mashanov and Molloy (2007) at the National Institute of 
Medical Research and a program written by the author in MATLAB were all tested. Single 
molecules were first simulated in MATLAB, and designed to mimic the images of real 
molecules at both 60x and 240x magnifications. Gaussian fitting results on real molecules 
were used to model the simulated data. Details of how this program was written were 
described. This data was then run through ImageJ, GMimPro and detection software written 
in MATLAB. Again, the MATLAB detection program methodology was described and the 
code can be found in the Appendix. In summary, GMimPro was found to be better than 
ImageJ in terms of successful single molecule detection and reduced false positive rate at 
single molecule intensities typically imaged in the TIRF set-up. It did however, have a longer 
computation time. The MATLAB program was developed, despite the successes of the 
GMimPro program, because it was not possible to customise the other programs for 
outputting variables that might be desired for single molecule analysis e.g. number of bound 
molecules, number of molecules vs. time or a working count of the number of labels per 
molecule (by analysis of step-wise drops in single molecule traces). However, the MATLAB 
program was still not as effective at detecting single molecules for a given intensity compared 
to GMimPro (though it displayed the same low false positive rate), and also had a much 
higher computation time but could nevertheless output the desired variables listed above. 
In chapter 4, the biochemical components of the single molecule assay were purified and 
labelled. The successful purification of CCT, actin (which was also labelled with AlexaFluor 
488 at the same time) and CaMCys78 was performed. The AlexaFluor 488 labelling of CCT, 
PLP2, CaMCys78 was demonstrated. Further labelling of CaMCys78 was also performed 
including NHS-fluorescein and biotin-PEG-maleimide labelling (both 525 and 3,400 Da 
variants). This was demonstrated by PAGE and western blot, marking for biotin. Finally, the 
successful binding of CaMCys78 (both fluorescein and biotin-PEG bound) to CCT was 
demonstrated by fluorescence imaging of native PAGE gel and western blot with a marker 
for biotin. 
Next, a working surface attachment methodology had to be built which could successfully 
immobilise CCT molecules onto a glass substrate surface. As had already been established, 
CaMCys78 was to be used for CCT capture, so a combination of surface chemistry 
approaches to the glass surface and labelling strategies of CaMCys78 were implemented. 
These were, in order: maleimide modification of glass surface for direct cysteine coupling in 
CaMCys78; nitrilotriacetic acid with nickel chelation modification on the glass substrate for 
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binding to polyhistidine tag in CaMCys78 (inserted at the N-terminus); biotin-
streptavidin/NeutrAvidin modification to the glass surface with a biotin-PEG-maleimide 
labelling of Cys78. The maleimide approach proved unsuccessful, and so was abandoned 
before the NTA-Ni2+ surfaces were tried. These also proved unsuccessful with respect to 
CCT immobilisation but later improvements to the surface chemistry protocol resulted in 
successful YFP-Hisx6 attachment to these surfaces. The biotin functionalisation proved to be 
successful when biotin-BSA and then, later, a biotin-PEG layer was used. The biotin-BSA 
approach confirmed specific CCT immobilisation via CaM-PEG2-biotin (525Da linker) but 
demonstrated high levels of non-specific binding and was often inconsistent. The later biotin-
PEG approach (5,000Da PEG chains) was much more consistent and prevented more non-
specific binding than the biotinylated BSA had done. Despite successful CCT immobilisation 
via CaM4, the calcium dependency of such an interaction could not be used to initiate release 
from the surface – suggesting that after immobilisation the CCT became non-specifically 
bound to the surface. Thus a longer biotin-PEG3,400-maleimide linker (3,400Da) was used for 
the labelling of CaM4, and as a result, anywhere from 50-90 % of the CCT molecules could 
be released upon calcium chelation from the solution. 
Chapter 5 began the work on functional CCT-actin experiments, once there had been 
satisfactory single molecule immobilisation demonstrated in chapter 4. This began with the 
demonstration of working CCT-ACT1-PLP2 (labelled ACT1 alone; labelled PLP2 and 
labelled ACT1) assays in ensemble, with folding shown by native PAGE. Samples taken 
before and then at 5 minute intervals after ATP addition showed folded actin release. Most 
actin was released within the first 5 minutes of ATP addition (assays were done at room 
temperature), consistent with a release t1/2 of 90s when performed at 37 °C (McCormack et 
al., 2009). DNase I was utilised, due to its tendency to bind folded actin, in order to observe 
PLP2 release from CCT upon ATP addition. This was also predominantly released within the 
first 5 minutes. The CCT-ACT1-PLP2 complexes which were assembled and tested by native 
PAGE for active folding proclivity were then able to be tested in single molecule TIRF. One 
final control performed before this, however, was to assemble the complexes and store them 
on ice at 4 °C for 5 days and test whether they could indeed productively fold actin after such 
a storage time. Experiments confirmed they could, and so complexes could be stored in the 
manner described for 5 days allowing for TIRF single molecule experiments on these 
complexes over the 5 day period and preventing the need for complexes to be made up every 
day or so. 
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Finally, TIRF single molecule experiments could be performed on CCT-ACT1-PLP2 
complexes. Experiments where both actin and PLP2 were labelled as well as experiments in 
which just actin was labelled were performed. Pre-made complexes were added to biotin-
PEG slides, with NeutrAvidin and CaM-PEG3,400-biotin in the sandwich, and 5 mM ATP 
with 10 mM MgCl2 were added to induce release. However, no release was observed when 
compared to controls in which a folding buffer exchange was made. It was suggested that for 
some reason CCT complexes must have been experiencing steric hindrance by their local 
environment which was preventing actin release. One other possibility may have been an 
inability for ATP to bind at all the ATP binding sites around the ring – thus halting 
productive actin folding and release. 
The other experiments attempted in the TIRF single molecule set-up were photobleaching 
experiments designed to count the number of labels by the step-wise drops in single molecule 
intensity traces associated with single fluorescent dye molecules. However, before this could 
be attempted, the single molecule program in MATLAB was tested for its efficacy of 
detection of the number of drops per molecule using simulated data. It was found that the 
program was not as accurate as desired and so further improvements to the program were 
made. This involved the addition of the Chung-Kennedy non-linear filter (Chung and 
Kennedy, 1991) to single molecule traces so as to reduce noise but retain the step-wise drops 
in intensity associated with photobleaching. This filter did indeed improve the accuracy with 
which the program could accurately assign drops, with >80 % detection fidelity. 
This analysis was then applied to complexes which were made in excesses of CCT-PLP2, 
equal molar concentrations or excesses of ACT1 (with all combinations of labelled and 
unlabelled) which were assembled, added to glass coverslips via the usual method and then 
photobleached. Unfortunately, the single molecule densities on the glass coverslips were too 
high for accurate single molecule analysis, and there was insufficient time for repeating the 
experiments. However, successful CCTAF488 bleaching stoichiometries determined by this 
photobleaching and analysis by MATLAB method was in agreement with labelling 
estimations done in ensemble by UV-spectrophotometry. 
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Chapter 7 – Future Work 
In this chapter, a discussion regarding the possible future directions of the project is 
presented. In light of the results and conclusions drawn in previous chapters, a number of 
lines of enquiry are explored. 
 
7.1 Further single molecule TIRF experiments 
The first stages of any further works that would extend the work presented in this report 
would involve the redoing of the photobleaching experiments in section 5.3.3 to determine 
the stoichiometry of actin and PLP2 binding to CCT. Successful determination of the number 
of AF488 dyes bound to CCT in CCTAF488 experiments means confidence can be placed in 
this method, if the CCT complexes are at a sufficiently low density for accurate single 
molecule detection and assignment. 
The next step would be to do further work to attempt to prepare the CCT-PLP2-ACT1 
complexes so that they still are functioning actin folding machines once immobilised. Since 
the complexes have been shown to be functioning in bulk, it is suggested that the problem 
lies in the surface attachment and surrounding environment to which any such immobilised 
molecule is likely to be exposed. As such, improvements to the surface chemistry of the glass 
coverslip would need investigation. 
 
7.1.1 Improved surface characterisation 
The first manner in which the surface treatment could be improved would be to perform 
experiments designed to improve the working knowledge of how the surface is performing. 
In other words, how effective was the PEG coverage of the glass coverslips? Were there 
regions of bare glass left exposed? How homogenous was the surface after treatment? There 
are two main methods which could have been explored in this case, which are listed below: 
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7.1.1.1 Atomic force microscopy 
One means by which surfaces can be characterised is atomic force microscopy (Garcia and 
Perez, 2002; Binnig et al., 1986). This technique has been used to characterise PEGylated 
surfaces previously (Schlapak et al., 2006; Benters et al., 2001; Yang et al., 1999) and also to 
characterise single molecules (Roiter and Minko, 2005). AFM works by moving a cantilever 
across a region in very close proximity to the surface under study. The cantilever can either 
be moved across the surface (known as contact mode), undergoing deflection as it meets 
varying surface artefacts, or can be oscillated above the surface (known as tapping mode), 
whereby the local van der Waal’s forces and electrostatic interactions alter the vibrational 
frequency which relay information about the surface. Typically, it produces images of nm 
resolution. In Figure 96, a typical AFM image of a PEGylated slide is shown. Such an 
approach would allow determination of the quality and homogeneity of PEGylated slides 
produced by the methods used in section 4.2.3.2. It would also allow determination of how 
far from the glass surface a typical CCT molecule might be. Indeed, it is even possible that 
CCT bound surfaces could be imaged by AFM. 
 
 
 
 
 
 
 
 
 
Figure 96 An example of AFM images and height profles of: (A) silanised glass slides before 
modification; and (B and C) after modification with a PEG-diamine linker (MW=2kDa) 
using CHCl3 and K2SO4 as buffers respectively. Taken from Schlapak et al. (2006). The 
arrows indicate raised regions which are putatively assigned as aggregates of 
glycidoxypropyl trimethoxysilane acquired during the silanisation stage. 
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7.1.1.2 Contact angle experiments 
Another method to characterise surfaces is contact angle measurements (Kwok and 
Neumann, 1999). This technique cannot produce high resolution images and, as such, would 
not be preferred over AFM, but can nevertheless provide information on the hydrophobicity 
or polarity of the solid surface. A water droplet is placed at various points on the surface and 
a camera acquires images of the drops from the plane of the surface so that the angle the 
water droplet makes with the surface can be determined. It is this angle that provides 
information on the hydrophobicity (or hydrophilicity) of the surface. Since this method lacks 
the nanometre resolution, AFM would be preferred, but nevertheless this method could 
provide information on the homogeneity of the surface at least across the whole slide area (in 
comparison to AFM for which this would be a slow process). 
 
7.1.2 Alternative surface attachment methodologies 
Once characterisation of the surface had been determined, or indeed even if not, further 
improvements to the surface chemistry approach for immobilising CCT would be essential 
for attempts to produce actin folding CCT molecules at the surface. 
 
7.1.2.1 Multiple PEGylation steps 
The first suggestion is to simply prepare the PEGylation procedure more than once on each 
slide. If there are any regions where the PEG density is lower, systematically undertaking the 
PEGylation procedure on surfaces once or twice more would increase the probability of 
ensuring a total coverage. Simply increasing the PEG concentration in the surface treatment 
process is not an option, as the 25 % (w/v) used is very close to the solubility limit. 
 
7.1.2.2 Star-shaped PEG 
Recently, a star-shaped PEG monomer (see Figure 97) has been synthesised which may 
reduce non-specific binding more than the mPEG molecules (Heyes et al., 2007; Groll et al., 
2005; Heyes et al., 2004). It is suggested that the reactive endgroups of the star-shaped PEG 
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interlock as they bind to the surface forming a much denser coverage. Unfortunately, this 
species is not available for purchase at the time of writing. 
A    B    C 
 
Figure 97 A diagram showing how a star-shaped PEG monomer (A) is more effective at 
reducing non-specific adsorption of insulin (red) and lysozyme (green) in comparsion to 
more traditional 5 and 30 kDa methyl-terminated PEG chains (B and C). The star-shaped 
PEG covers the surface more densely and reduces the likelihood of protein interactions with 
the glass surface. Taken from Groll et al. (2005). 
 
7.1.2.3 Vesicle encapsulation 
Another technique which has been recently applied to TIRF single molecule methods is 
vesicle encapsulation of the molecule under study (Okumus et al., 2004; Rhoades et al., 
2003). Here, the idea is to immobilise lipid bilayer vesicles, inside which the protein under 
study can be kept in solution and away from the TIRF surface. The challenge is in the 
encapsulation of the protein molecule and, in the context of this study, would promote 
significant technical challenge in being able to control the addition of ATP to CCT 
complexes within lipid bilayer vesicles, not to mention the CCT complex encapsulation itself. 
Pores can be incorporated into the lipid bilayer, from which the vesicles are formed, allowing 
ATP diffusion into and out of the vesicle. 
 
7.1.2.4 Lipid bilayers 
Finally, another approach to single molecule TIRF experiments is to use a lipid bilayer as the 
surface coverage rather than a surface chemistry methodology (Graneli et al., 2006). This has 
been used to passivate fused silica surfaces instead of PEG, with the advantage that lipid 
bilayers are structures which exist in living cells, thus mimicking in vivo conditions more 
closely for single molecule experiments. In this case, DNA molecules were attached to 
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NeutrAvidin which had been non-specifically adsorbed to the glass coverslip surface. DOPC 
(1,2-Dioleoyl-sn-glycero-3-phosphocholine) liposomes had then been added which rupture 
on contact with the surface and form regions of bilayer coverage. Any regions left bare were 
blocked with BSA. 
 
7.1.3 Further potential CCT-actin experiments 
Here are listed experiments which it is suggested could be attempted once working actin 
folding assays were accomplished. These are variants on the actin folding assays to elucidate 
different information regarding the folding process. 
 
7.1.3.1 Two colour experiments 
Two colour experiments involve labelling of different protein species with different 
fluorescent dyes with non-overlapping excitation or emission peaks. Using a beam splitter 
and differing filters to image in two channels, the binding and release of, PLP2 and ACT1 for 
example, could be monitored in real time. Two excitation sources would probably be needed 
too. Two colour experiments have been previously performed (Pertsinidis et al., 2010; 
Koyama-Honda et al., 2005; Li et al., 2003). 
 
7.1.3.2 Labelled ATP experiments 
Actin folding by CCT is an ATP dependent process, and so monitoring the behaviour of ATP 
during the folding process, using ATPAF488 for example could be a possibility. However, ATP 
binding dynamics has been investigated by use of a novel means to electrokinetically trap 
CCT in solution (Jiang et al., 2011). In this case, the ADP was bleached to count the number 
of ATP molecules bound to a CCT ring, revealing a highly cooperative release process. When 
the hydrolysis transition state mimic AlFx-ADP was used, except at low concentrations, there 
were 8 ADP molecules per CCT monomer. It is suggested that, in a working TIRF system, 
binding of ATP and release dynamics could be monitored in conjunction with ACT1 release 
using the two colour scheme discussed in section 7.1.3.1. This would provide unprecedented 
temporal dynamics for the CCT folding system. 
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7.1.3.3 FRET methods or environment sensitive dyes for studies on conformational 
change 
FRET (see section 1.2.2) can be used to measure distance changes in single molecule 
experiments (Deniz et al., 1999; Stryer and Haugland, 1967), which could be applied to CCT-
actin folding. Resonance energy transfer between fluorescent dyes is distance dependent, 
typically over ~100 Å. However, work by Dr. Sarah Stuart (Institute of Cancer Research) 
found that successful FRET labelling of actin was difficult and no successful FRET was 
achieved. Instead an acrylodan dye, which is environment sensitive, was used to extract 
dynamic information on actin folding by CCT (Stuart et al., 2011). This could be applied to a 
working TIRF system where a diminishing in the single molecule signal signified a 
conformational change in actin. This could also be used in conjunction with two colour 
fluorescence imaging. 
 
7.1.3.4 Testing the effects of macromolecular crowding 
An interesting consideration when performing single molecule experiments is that the 
environment in which the biochemical experiment is taking place is not necessarily akin to 
that found in the cytosol of a cell. Firstly, the temperature of a cell at typically 37 °C is not 
the same as room temperature. Consequently, folding kinetics is often tested at 37 °C, at least 
in ensemble. Performing this in single molecule experiments is more difficult. The other 
respect in which the environment of single molecule assays typically varies from the reality 
in the cytosol is macromolecular crowding, or the lack thereof in in vitro assays. Excellent 
reviews and articles on the effects of macromolecular crowding can be found (Minton, 2001; 
Ellis, 2001; van den Berg et al., 1999; Zimmerman and Minton, 1993; Minton, 1983) and it 
would be interesting to test CCT-actin folding dynamics in a crowded environment. The 
thermodynamic effects on protein folding are bound to be interesting in a crowded 
environment. Crowding agents like haemoglobin, BSA, dextran and PEG can be used to 
mimic crowding effects. 
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7.1.3.5 Looking into CCT mutants 
Finally, work by Amit et al. (2010) investigating CCT mutants could be extended to single 
molecule experiments. CCT mutants could be analysed in the single molecule TIRF set-up 
and changes in folding behaviour reported and possibly linked with the cellular phenotypes 
found with the various CCT subunit mutations. 
 
7.2 Single molecule alternatives to TIRF 
Lastly, the most radical changes or improvements would be to move away from TIRF as a 
method to perform single molecule investigations on CCT. 
 
7.2.1 Electrokinetic “ABEL” trap 
Recent work by Cohen and Moerner (2006) has revealed a new single molecule technique 
which can immobilise a protein for imaging longer timescale biochemical reactions (such as 
that required for CCT) whilst at the same time holding the protein away from a glass surface. 
This is achieved by trapping the protein electrokinetically, and thus has the acronym ABEL 
(anti-Brownian electrokinetic) trap. It works by confining the nanoscale molecule in the z-
direction by the walls of the 750 nm channel in which the molecule is confined, and is held in 
place in the x- and y-direction by the application of electric fields which respond to changes 
in the position of the molecule. The position of the molecule is monitored by a rotating beam 
which can monitor changes in position and feedback this information to the electrodes which 
act to counteract the x-y drift detected. The electric field has an electrophoretic effect. This 
method was then recently used to count Cy3-ADP molecules bound to CCT (Jiang et al., 
2011). Such a system may enable single molecule investigations of large complexes which 
interact over long time scales and which seem to be non-functional when attached to solid 
interfaces. 
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Chapter 8 - Materials and Methods 
All reagents were purchased from Sigma-Aldrich unless otherwise stated. Sequencing grade, 
glacial acetic acid was purchased from Fisher Scientific. Acrylamide (40 %) and bis-
acrylamide (2 %) were purchased from Severn Biotech Ltd. 
Ultrapure MilliQ water was purified by 18.2MΩ·cm, 0.22 μm MilliQ® Direct-QTM system 
(Millipore). 
 
8.1 Buffers 
There were two main buffers used throughout the experiments described in this chapter. 
These were: 
1. Phosphate buffered saline (PBS): 137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 2 
mM KH2PO4, pH 7.4 
2. Folding buffer (FB): 10 % glycerol, 75 mM KCl, 20 mM HEPES, pH 8 
The phosphate buffered saline (Sigma Aldrich) was purchased as a powder which could be 
made up to a solution by the addition of MilliQ water. 
The folding buffer was made up by adding 100 ml glycerol (Fisher), 75 ml 1M KCl, 20 ml 
1M HEPES pH 8.3. 805 ml MilliQ water was added to this to make up 1L folding buffer. The 
pH 8.3 HEPES makes a pH 8 buffer once diluted into the 1L volume. The pH 8.3 HEPES 
buffer was made up separately. To 1M HEPES was added 800 ml MilliQ water. The solution 
was then adjusted to pH 8.3 with NaOH, before being made up to a 1L volume. 
 
8.2 Polyacrylamide gel electrophoresis 
Polyacrylamide gel electrophoresis (PAGE) was carried out on the Hoeffer® SE245 Mighty 
Small system. 
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8.2.1 SDS PAGE 
Denaturing gels were run in 10 or 12.5 % polyacrylamide and made up according to the 
recipes in Table 9. Before loading onto the gels, samples were added to an equal volume of 
gel loading buffer (10 % 1M Tris pH 6.8, 10 % 2M dithiothreitol (DTT), 4 % sodium dodecyl 
sulphate (SDS), 20 % glycerol and bromophenol blue to colour) and boiled for 3 minutes. 
Thin gels were run at 20 mA, current limiting, and 200 V for 50 minutes or until gel had 
sufficiently migrated. Thick gels were run at 25 mA, current limiting, and 200 V. Gels were 
stained in Coomassie Brilliant Blue staining solution (46 % MeOH, 7.7 % AcOH and 0.08 % 
(w/v) Brilliant Blue R) for thirty minutes on shaker and then placed in destain solution (7 % 
AcOH and 30 % MeOH) overnight. Fluorescent protein samples were imaged using either a 
9410 TyphoonTM Variable Mode Imager (GE Healthcare) or an EttanTM DIGE Imager (GE 
Healthcare - thanks go to Dr. Antonios Konitsiotis, Imperial College, for kindly offering the 
use of this imager) before Coomassie staining. “SDS7” (14-66 kDa) or “SDS6H2” (30-200 
kDa) molecular weight markers were used as appropriate. Fluorescent protein samples were 
run under foil. 
 
Table 9 Recipes for SDS PAGE 
Reagent 10 % resolving gel 12.5 % resolving gel Stacking gel 
Acrylamide (40 %) 25.0 % 31.3 % 10.0 % 
Bis-acrylamide (2 %) 13.5 % 16.5 % 5.0 % 
1M Tris pH 8.8 37.5 % 37.5 % - 
1M Tris pH 6.8 - - 12.5 % 
SDS (20 %) 0.5 % 0.5 % 0.5 % 
TEMED 0.1 % 0.1 % 0.1 % 
APS (10 %) 1.0 % 1.0 % 1.0 % 
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8.2.2 Native PAGE 
Native gels were run in 6 or 10 % polyacrylamide and made up according to the recipes in 
Table 10. Before loading onto the gels, gel loading buffer (12.7 % Tris-HCl pH 8.8, 33.6 % 
glycerol, 3.3 % water and bromophenol blue to colour) was added to the loading sample at 
~10 % of the loading sample volume. Gels were run at 20 mA current limiting and 90-110 V 
at 4 °C for ~2.5 hours or until gel had sufficiently migrated. Gels were stained in Coomassie 
Brilliant Blue staining solution for thirty minutes on shaker and then placed in destain 
solution overnight. Fluorescent protein samples were imaged using either a 9410 TyphoonTM 
Variable Mode Imager (GE Healthcare) or an EttanTM DIGE Imager (GE Healthcare) before 
Coomassie staining. Fluorescent protein samples were run under foil. 
 
Table 10 Recipes for native PAGE 
 6 % resolving gel 10 % resolving gel Stacking gel 
Acrylamide (40 %) 15.0 % 25.0 % 8 % 
Bis-acrylamide (2 %) 7.4 % 12.3 % 6 % 
1M Tris pH 8.8 37.1 % 37.1 % 5.7 % 
TEMED 0.1 % 0.1 % 0.1 % 
APS (10 %) 1.0 % 1.0 % 1.5 % 
 
8.3 Western blotting 
Western blotting was performed on a Hoeffer® TE Series Electrophoresis Unit. Protein was 
transferred from the gel to a nitrocellulose membrane (GE Healthcare) whilst suspended in 
Tris-buffered saline Tween®20 (TBST) (25 mM Tris-HCl, 136.9 mM NaCl, 5 mM KCl, pH 
7.4, 0.1 % (v/v) Tween 20). Transfer was performed at 400 mA for 1 hour at 4 °C, or at 110 
mA overnight at 4 °C. The membrane was then stained in Ponceau S solution in order to 
identify protein bands in the gel, which were marked on with a pencil lightly. De-staining 
was then performed by repeated washes with PBS. The membrane was blocked with 1 hour 
incubation in TBST under gentle shaking. This blocking solution was then discarded. To test 
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for biotinylation, 6µl Streptavidin Alkaline Phosphatase (Promega) in 1.5 ml TBST was 
added to membrane for 2.5 hours on shaker. Further washes were then performed: Two 1 
minute washes with TBST and then two 1 minute washes with water. Then 3 ml Substrate for 
Alkaline Phosphatase (Promega) was added to the membrane to identify biotinylated protein 
bands. This was removed, and washed with water once sufficient staining had occurred. 
 
8.4 TIRF microscope 
An objective-type TIRF microscope was set up to analyse fluorescent protein immobilisation 
on glass coverslips (see Figure 28, Figure 30 and Figure 98). Lenses were purchased from 
Thorlabs, Inc. A Nikon Eclipse TE2000-U inverted microscope, with a Nikon Apo TIRF 
60x/1.49 objective lens was used. Firstly, an Oxxius, 473 nm 20 mW DPSS laser (Laser 2000 
UK) and subsequently (from early 2010) an MBL-III, 473 nm 50 mW DPSS laser (Laser 
2000 UK) was used for excitation. A spatial filter and quarter wave-plate were used to clean 
up the laser profile and circularly polarise the laser excitation respectively. The latter was 
essential, since fluorescence excitation is polarisation dependent and circularly polarised light 
accesses more polarisation directions than the linearly polarised excitation beam output by 
the laser. The incident laser radiation was further cleaned up by a Z473/10x filter (Chroma) 
and 473rdc (Chroma) dichroic mirror. Emission from the focal plane was filtered by an 
Hq525/50m filter (Chroma), spanning the same spectral region as the emission peak of 
AlexaFluor488, and collected by an Andor iXon EMCCD camera. An extra 4x lens (Nikon) 
was inserted between the EMCCD and microscope in late 2010 to change the magnification 
from 60x to 240x. Images from the camera were displayed and analysed on Andor IQ (Andor 
Technology) bioimaging software. A mirror and a lens tube were placed on a translatable 
stage, so the system could be easily transformed from an Epi-fluorescence to TIRF mode by 
translating the stage. 
A computer-controlled shutter, built by Dr. Chris Barnett (Imperial College London), could 
be used to control exposure times and imaging rate. 
Power at the objective (in Epi-fluorescence mode), as determined by a visible power meter 
UX92 (Coherent Inc.), was ~4.6 mW for the 50 mW MBL-III laser. This corresponded to a 
power density of ~190W/cm2. The r.m.s. noise in the power output from the 50 mW MBL-III 
laser, as quoted by the supplier Laser 2000 UK, was 10 %. There were 0.1, 0.2, 0.3, 0.4, 0.5, 
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0.6, 0.8, 1.0, 1.1, 1.2, 1.6, 2.0, 3.0 and 4.0 ND filters (the values correspond to the log10 of the 
power transmission ratio) which provided a large dynamic range in power density achievable 
at the objective (from 190W/cm2 to 480μW/cm2). Over time this power fell, but was not 
documented or recorded until the effect became very appreciable, at which point it was noted. 
Another laser system was also used, when the laser power fell to too low a level to perform 
experiments, thanks to the Proxomics Group (Imperial College London). This microscope 
system used a 25 mW Cobalt BluesTM 473 nm CW DPSS laser coupled, via a fibre optic 
cable, to a Nikon Eclipse Ti microscope with perfect focus system (PFS) and motorised stage. 
The PFS system uses an IR beam in TIR to maintain the focus of the system. Image 
acquisition was performed with Andor iXon+ EMCCD camera (Andor Technologies) and 
NIS elements software (Nikon). 
A spatial filter and quarter wave plate were not necessary since the single-mode optical fibre 
depolarises the incident laser beam and also filters the beam mode. 
 
Figure 98 Photographs of the upgraded TIRF system (clockwise from bottom left); showing 
the 50 mW laser and shutter, the microscope body, translatable lens and mirror which allows 
for simple conversion between TIRF and epi-fluorescence, and ND filters for varying laser 
power. 
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8.4.1 EM gain experiments 
These experiments were performed by turning on the EMCCD camera and acquiring 1 
second exposure image sequences at varying EM gains, with the EMCCD shutter both open 
and closed. Background light was supplied by a nearby lamp, with the position and intensity 
of the lamp kept constant throughout the experiment. Average pixel intensity and standard 
deviation across the images was calulated using WCIF ImageJ (Wright Cell Imaging Facility) 
software. 
 
8.5 Flow chambers 
8.5.1 Flow chamber construction 
The flow cells used consisted of a microscope slide, microscope coverslip (0.13 mm 
thickness) and 25 μl Gene Frame® (Thermo Scientific). Two holes, an inlet and outlet, were 
drilled into the microscope slide and PEEK tubing was glued in place in the holes using 
Araldite® (Vantico). PEEK fingertight fitting connectors (Supelco) were used to connect 
tubing to flow cell. The seals were tested for any leaks before use (see Figure 31). 
For each use of the flow cell, a Gene Frame® square was adhered to the microscope slide and 
the microscope coverslip to the opposite side of the frame. This provided a 25 μl volume in 
which buffers and proteins could be injected via the inlet and outlet pipes. Samples were 
injected into the flow cell by a Myjector insulin syringe (Terumo-Europe) and TFE Teflon® 
tubing (Supelco). 
After use, the microscope coverslip and frame were removed from the microscope slide by a 
scalpel. The coverslip and frame were discarded and the microscope slide and tubing was 
cleaned thoroughly with ethanol and MilliQ water for further use. 
 
8.5.2 Flow cell volume mixing determination 
Red food colouring (kindly donated by Joe Kaplinsky, then Imperial College) was dissolved 
in PBS buffer. PBS was injected into a flow cell and was imaged using the EMCCD camera 
under brightfield-mode, with the green filter for TIRF still in place, so that fewer photons 
emanating from the red-PBS were detected at the EMCCD than with the clear PBS. This 
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produced a darker signal across the image from the EMCCD camera when red-PBS was 
present relative to clear PBS. Background ambient light was adjusted so that there was a 
detectable difference between PBS and red-PBS in the chamber. Different regions of the flow 
cells (the centre, the edge and off-centre/between the centre and the edge of the flow cell) 
were analysed for fluorescence intensity changes in time as PBS and red-PBS were added and 
displaced by each other. Images from 1s exposures with 100ms intervals were collected. 
Average fluorescence intensity across the whole image region was plotted vs. time. 
 
8.6 Image sequence analysis 
Data was collected on Andor IQ Bioimaging software and saved for further analysis. 
 
8.6.1 Background correction 
Images were initially analysed in WCIF ImageJ (Wright_Cell_Imaging_Facility, 2006). It is 
an open source, Java program developed at the National Institutes of Health, which is updated 
by over 1000 users and developers. 
Image sequences were background corrected, to remove the varying intensity characteristic of 
the TIRF spot illumination across the image, by averaging across all images and smoothing 
out the profile over a ten pixel radius by taking the median. The image was then divided by 
the maximum pixel intensity to create a normalised image, and this then divided through the 
original image stack. 
The following protocol was followed to implement this correction procedure: 
File → Open → e.g. “image.tif” 
Plugins → Stacks – Z-functions → Grouped ZProjector → Group size = no of frames in 
sequence; Projection Type = Average Intensity 
Image → Type → 32-bit 
Process → Filters → Median → Radius = 10 
Analyse → Measure → note down the value under “max” 
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Process → Math → Divide → Select all images → Value = number noted down under “max” 
(see last step) 
Process → Image Calculator → Image 1 = original image sequence; Operation = Divide; 
Image 2 = manipulated image from previous steps; select “Create 32-bit result”; select 
“Create New Window” 
 
8.6.2 Single molecule data simulation 
Single molecules were simulated in MATLAB so that programs for single molecule detection 
and analysis could be tested for efficacy. This was based on a method presented in the 
literature (Mashanov and Molloy, 2007). The MATLAB code for this program can be found 
in the Appendix. Molecules arriving, disappearing, and displaying multiple step 
photobleaching were all generated. Molecules of random location were also generated for 
tests with varying single molecule densities (or numbers). 
Eighteen 3x3 and eighteen 8x8 pixel2 molecules were randomly selected from data previously 
collected. A Gaussian fitting program (from the “gaussian.m” program) was used to compute 
an average x and y standard deviation and amplitude of the molecules. 9x9 grids of simulated 
single molecules were then made with varying amplitude and standard deviations. These 
simulated image sequences were then analysed using the same “gaussian.m“ program until 
the x and y standard deviations and amplitudes output were consistent with fitting to genuine 
single molecule data. This was used to determine the input amplitudes and standard 
deviations that generated single molecules which best replicated the data typically collected 
in the TIRF system. 
For the 9x9 grids of single molecules, the positions of each molecule were at integer 
multiples of 25 (in pixel position) in the x and y direction. This enabled checking whether 
identified single molecules in either ImageJ or GMimPro were bona fide. Similarly, the same 
applied when testing the MATLAB code. 
 
8.6.3 ImageJ and GmimPro testing 
Both ImageJ and GMimPro programs were selected for testing to assess the ability of these 
programs to correctly detect and track, in time not space, single molecules. Image sequences 
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were simulated, as described above, according to input parameters determined to best 
replicate genuine single molecule TIRF data. 
For ImageJ, MATLAB-generated image sequences were systematically tested across varying 
single molecule intensities. The selection criteria in ImageJ systematically tested were the 
pixel threshold level (in terms of the number of standard deviations above the mean pixel 
count) and the size of regions above threshold (in numbers of pixels). These parameters are 
set in the “Threshold” and “Analyse Particles” functions, and the single molecule counting in 
the “Analyse Particles” directory. The circularity criterion was kept at “0.00-1.00” at all 
times. 
For GMimPro, MATLAB-generated image sequences were systematically tested across 
varying single molecule intensities. The selection criteria in GMimPro systematically tested 
were the “window size” (in numbers of frames) and the “molecule size” (in pixels). 
Thresholds were always set to zero. The “S-test” was used to count single step loss events, 
“P-test” was used to detect rises and losses, and the “MS-test” was used to detect multiple 
step losses i.e. for multiply labelled single molecules. 
Before images could be analysed in GMimPro, “.tiff” files generated by the MATLAB 
program (images sequences collected in the Andor iXon EMCCD from TIRF experiments 
were also “.tiff” files) had to be converted to “.gmv” files. This was performed by, firstly, 
converting “.tiff” files to “.raw” files in ImageJ. Then, using the “Import Data” directory 
images could be converted to “.gmv” files by inputting the pixel size, pixel scale (nm/pixel) 
and the time interval between images (in milliseconds).”2 bytes per pixel” was also selected 
before “.gmv” creation. 
 
8.6.4 MATLAB program and testing 
Finally, a program was written in MATLAB for single molecule detection and tracking. The 
program code can be found in the Appendix. Again, single molecule image sequences 
generated by the MATLAB code were systematically run through the detection and tracking 
program in MATLAB across varying single molecule intensities (and for both single 
molecule sizes). The parameters altered in the detection and tracking program were: pixel 
threshold above the mean (in numbers of standard deviations); pixel area above threshold; 
area over which the average intensity is extracted from an identified single molecule; trace 
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threshold to search for drop or rise events; and, single molecule trace step size for drops or 
rises. 
Later, a Chung-Kennedy filter (Chung and Kennedy, 1991) was applied to the detection and 
tracking program and generated “multiple step” single molecules were tested against this. 
The code for this function is listed in the Appendix. The same parameters were tested as 
above. Additionally, the parameters p, M and K, in the Chung-Kennedy filter, were tested for 
their effects. M = 10, p = 70 and K = 5 were found to be optimal in terms of reducing the 
noise of the single molecule traces whilst preserving the sharpness of drop or rise events. 
 
8.7 Protein expression, purification and labelling 
8.7.1 CaMCys78 
8.7.1.1 Expression 
BL21 (DE3) bacterial Escherichia Coli cells (Stratagene) were transformed with a pET11b-
CaMCys78 vector by Heather Rada. The pET11b vector (Novagen) carries ampicillin 
resistance. The BL21 (DE3) transformed E. Coli cells were grown in L-Broth and 100 µg/ml 
ampicillin in a 4200 Innova Incubator Shaker (New Brunswick Scientific), at 37 °C for 15 
hours. Two 1 ml samples of the cells were spun down at 3000 rpm for two minutes and the 
excess L-broth cells mixture was discarded. The cell pellet was re-suspended in 50 ml L-
Broth and 100 μg/ml ampicillin, and incubated at 37 °C in the incubator shaker for 2 hours. 
500 μM IPTG was added to the remaining cell mixture to induce calmodulin production. This 
was incubated, as before, for a further 2 hours. 10 x 1.5 ml aliquots of L-broth and 
calmodulin-induced cells were spun at 13000 rpm for 1 minute, the supernatant was removed, 
and then frozen at -20 °C overnight. 
 
8.7.1.2 Purification 
300 μl Bugbuster® Protein Extraction Reagent (Novagen), 0.3 μl Benzonase and 6 μl 
lysozyme were added to 2 of the 1.5 ml frozen E. Coli cell pellets. This was pulse spun for 1 
minute and then placed on a mixing wheel for 30 minutes. The mixture was spun for 15 
minutes at 13000 rpm and the supernatant was retained. 
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The soluble protein sample was purified on a His-Spin Protein MiniprepTM (Zymo Research) 
Ni-NTA affinity column according to the instructions provided. The protein was eluted in 
His-Elution buffer (50 mM sodium phosphate buffer pH 7.7, 300 mM NaCl and 250 mM 
imidazole). Samples were quantified using a Nanodrop® ND-100 UV-vis spectrophotometer 
(Labtech International Ltd). Aliquots of the purified calmodulin were separated into 20 μl 
samples and snap frozen in liquid nitrogen before being stored at -80 °C. 
 
8.7.1.3 Alexa Fluor 488 labelling 
Purified calmodulin was labelled with Alexa Fluor 488-C5-maleimide (Invitrogen) via the 
free Asp to Cys 78 mutation. The purification process was identical to that listed above, 
except that during the His-Spin Protein MiniprepTM step, Alexa Fluor 488-C5-maleimide 
(AF488) was added as the calmodulin was bound to the column (6 μl 0.5 mM AF488 added 
to 400 μl His-binding buffer containing 50 mM sodium phosphate buffer pH 7.7, 300 mM 
NaCl, 10 mM imidazole, 0.03 % Triton X-100) and incubated for 2 hours on a mixing wheel 
under foil. The protein was then washed and eluted according to the instructions provided. 
As the labelled calmodulin was intended to be immobilised to a Ni-NTA functionalised glass 
coverslip, a buffer exchange step was necessary to remove the imidazole in the elution which 
would otherwise prevent the attachment. For this, a ZebaTM Desalt Spin Column (Pierce) was 
used according to the instructions provided.  The calmodulin was eluted in 20 mM HEPES 
and 50 mM KCl, pH 8 buffer. All the steps were performed under foil where possible. 
Samples were analysed by SDS-PAGE, using Nanodrop® ND-100 UV-vis spectrometer and 
by 9410 TyphoonTM Variable Mode Imager (GE Healthcare). Finally, samples were divided 
into 10µl aliquots, snap frozen in liquid nitrogen and stored at -80 °C. 
 
8.7.1.4 Maleimide-PEG-biotin labelling 
This labelling process for maleimide-PEG-biotin was identical to that listed above in section 
for Alexa Fluor 488, except for the 8 μl 20 mM biotin-PEG2-maleimide linker (Pierce) which 
was added in place of the Alexa Fluor 488 dye. To determine whether the calmodulin had 
been successfully biotinylated, a sample was analysed by Western Blot, using streptavidin 
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alkaline phosphase (Promega) and then probing with substrate for alkaline phosphatase 
(Promega) to highlight biotinylated protein bands. Samples were then aliquoted, snap frozen 
in liquid nitrogen and stored at -80 °C until further use. 
This process was then later repeated with a 3.4 kDa biotin-PEG3,400-malemide linker (Laysan 
Bio., Inc.). The labelling, purification, identification and storage protocol was identical to that 
previously listed for biotin-PEG2-maleimide (Pierce) above. 
 
8.7.1.5 Fluorescein labelling 
To determine whether the biotinylated calmodulin was still functional, calmodulin was 
labelled at an unknown number of available amine-containing residues by 5-
carboxyfluorescein succinimidyl ester (Pierce), also fluorescein-NHS ester, kindly donated 
by Aino-Maija Maskuniitty (Imperial College London). Again the labelling process was 
identical to that listed above, except that fluorescein-NHS ester was added along with the 
biotin-PEG2-maleimide reagent. The reaction was also carried out in sodium phosphate buffer 
(28 mM NaH2PO4, 72 mM Na2HPO4, 150 mM NaCl, pH 7.2) rather than His-binding buffer. 
Fluorescein-NHS ester was added at ~1x, ~5x and ~10x molar excess of calmodulin, 
estimated from previous quantification of calmodulin purifications. Samples were analysed 
by Western blot, by fluorescence gel and protein absorbance assay (as previously described) 
before being aliquoted, snap frozen in liquid nitrogen and stored at -80 °C. 
 
8.7.1.6 Verifying shift in band with CaM-PEG-biotin using CBPFITC 
CBP-FITC was ordered from Biomatik. The peptide sequence consisted of: 
KRRWKKNFIAVSAANRFKKISSSGA. A FITC label was attached at the N-terminus. 
In the first sample, 1 μl CaM-PEG3,400-biotin was incubated with 9 μl PBS and 500 μM CaCl2 
for one hour at room temperature. In the second and third samples, 1 μl CaM-PEG3,400-biotin 
was incubated with 1 μl 0.1 mg/ml CBPFITC and 8 μl PBS for one hour at room temperature. 
The second and third samples contained 500 μM CaCl2 or 1 mM EDTA respectively. The 
fourth sample, consisted of 1 μl CaM-PEG3,400-biotin incubated with 1 μl 1 mg/ml 
StreptavidinAF488 (Invitrogen), 8 μl PBS and 500 μM CaCl2 for one hour at room temperature. 
These samples were then added to 12 % native PAGE after addition of 1.5 μl native gel 
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loading buffer. The gel was run at 4 °C for 2 hours at 110V 20mA. Gels were then imaged by 
Ettan DIGE imager and Coomassie stained. 
 
8.7.2 Mutant yeast CCT-6CBP 
8.7.2.1 Purification 
CCT purification was carried out as previously reported (Pappenberger et al., 2006). Mutant 
yeast CCT-6CBP has a tag inserted into the apical domain of CCT6 at the homologous site in 
CCT3 (Rada et al., 2006). The amino acid sequence, inserted between proline 373 and lysine 
374, is: GSGSGWSHPQFEKGSGKRRWKKNFIAVSAANRFKKISSSGAL- 
GSGHHHHHHHHGSG 
“Cal-eq” (20 mM HEPES pH 8, 1M NaCl, 2 mM CaCl2, 1 mM TCEP, 0.01 % LDAO, 20 % 
glycerol), “Cal-wash” (20 mM HEPES pH 8, 150 mM KCl, 0.2 mM CaCl2, 1 mM TCEP, 
0.01 % LDAO, 20 % glycerol), “Cal-elute” (20 mM HEPES pH 8, 150 mM KCl, 2 mM 
EGTA, 1 mM TCEP, 0.01 % LDAO, 20 % glycerol) and “BioFocus buffer A” (20 mM 
HEPES pH 8, 150 mM KCl, 1 mM TCEP, 0.01 % LDAO, 15 % glycerol) were made up and 
0.22 μm filtered. Sucrose gradients were poured, from 37.5 % sucrose to 10 % sucrose in 2.5 
% sucrose steps (10-37.5 % sucrose, 20 mM HEPES pH 8, 150 mM KCl, 0.01 % LDAO, 15 
% glycerol), and frozen at -80 °C until further use. 
Protein samples and all the following processes described were performed at 4 °C or on ice 
where possible. 
Mutant CCT-6CBP yeast lysate from Clare Hall (Cancer Research UK) was thawed and 
protease inhibitor EDTA-free (Roche), 0.2 % 1000x CLAP (41 μM chymostatin, 54 μM 
leupeptin, 41 μM antipain, 36 μM pepstatin A), 430 μM aprotonin, 1 mM EDTA, 2 mM DTT 
and 0.01 % LDAO were added. This was spun at 4000 rpm, 4 °C for 1 hour. 
5 ml 50 % Calmodulin affinity resin (Stratagene) per 50 ml lysate was prepared as instructed. 
The resin was mixed for 5 minutes before the storage buffer was removed after centrifugation 
and replaced with 6 ml Cal-eq buffer. This was mixed for 2 minutes and then removed after 
centrifugation (1300 rpm, 2 minutes) and repeated a further two times. The free yeast cell 
lysate was then added to the treated calmodulin resin and left mixing overnight at 4 °C. 
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The sucrose gradients were defrosted. The lysate and calmodulin resin was centrifuged (1300 
rpm, 2 minutes) and the free (unbound) lysate removed. This was washed with Cal-eq buffer 
for 15 minutes and centrifuged as before. This was then repeated three times. The resin was 
then washed with Cal-wash buffer for 15 minutes and centrifuged before Cal-elute buffer was 
added. This was left to mix at 4 °C for 45 minutes. The supernatant was collected and a 
second and third elution was performed. The second and third elutions were concentrated 
using a 15 ml 100k MWCO Amicon Ultra Filter (Millipore). The elutions were then added to 
sucrose gradients and run at 25,000 rpm, 4 °C for 64-68 hours. Once spun, 1.5 ml fractions 
were collected from the sucrose gradients and then run on 10 % SDS PAGE to determine in 
which fractions the CCT-6CBP had collected. 
The fractions containing CCT-6CBP were concentrated in a 15 ml 100k MWCO Amicon 
Ultra Filter (Millipore). When down to 1 ml protein left, 10 ml biofocus buffer A was added 
to wash and spun down. This was repeated a further two times. The protein was then 
quantified using Nanodrop® ND-100 UV-vis spectrometer before samples were snap frozen 
in liquid nitrogen and stored at -80 °C. 
 
8.7.2.2 Alexa Fluor 488 labelling 
10 μl CCT-6CBP (~10-15 mg/ml) was added to 290 μl folding buffer which maintains CCT 
as a complex. 4 μl 0.5 mM Alexa Fluor 488-C5-maleimide was added, and the solution was 
left on a mixer for 1 hour under foil. CCT-6CBP was then purified by affinity purification on 
a Calmodulin Affinity Resin (Stratagene) according to the instructions. The CCT-6CBP was 
eluted in a buffer containing 20 mM HEPES pH 8, 75 mM KCl, 2 mM EGTA, 1 mM TCEP, 
0.01 % LDAO and 20 % glycerol. Samples were then analysed by SDS-PAGE and native 
PAGE. Gels were also viewed under a 9410 TyphoonTM Variable Mode Imager. Labelled 
CCT6-CBP was snap frozen in liquid nitrogen and stored at -80 °C until further use. 
 
8.7.2.3 CCT-calmodulin interaction assays 
CCT-6CBP or CCT-6CBPAF488 was incubated with a range of calmodulin variants (free 
CaMCys78, CaMAF488, CaM-biotin, CaMfluorescein, biotin-CaMfluorescein etc) in folding buffer 
containing 400 μM CaCl2, or 1 mM EDTA as a control. A 10:1 molar ratio of calmodulin to 
CCT was added to the required buffer and allowed to bind for 15 minutes. Samples were then 
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run on 6 or 10 % native gels and analysed by Western blot, by fluorescence imaging or by 
Coomassie stain. 
 
8.7.3 Phosducin-like Protein 2 (PLP2) 
Yeast PLP2 was kindly donated by Liz McCormack (Institute of Cancer Research). It had 
been purified from Escherichia coli by affinity purification via an N-terminal 6xHis tag 
inserted into PLP2 (McCormack et al., 2009). 
 
8.7.3.1 Alexa Fluor 488 labelling 
PLP2 samples, from Saccharomyces cerevisiae, were labelled in the same manner as 
CaMCys78, since both contained a 6xHis-tag ideal for His-resin attachment. 200µl 1.4 
mg·ml-1 PLP2 was loaded onto a His-column from a His-Spin Protein MiniprepTM (Zymo 
Research). This was done after His-affinity gel had been added to the column and the excess 
buffer removed by centrifugation. Two His-affinity buffer washes were then performed, 
before 400µl His-binding buffer was added with 6µl 5 mM AF488. This was left to mix on a 
mixing wheel for ~2 hours under foil at room temperature. Six 200µl His-binding buffer 
washes were performed to remove the free dye, before two elutes were collected using 150µl 
His-elution buffer each time. Samples were run on 12.5 % SDS PAGE and imaged using a 
9410 TyphoonTM Variable Mode Imager, before Coomassie staining. Samples were analysed 
by a Nanodrop® ND-100 UV-vis spectrometer and then 10µl elutes of the labelled PLP2 were 
snap frozen in liquid nitrogen and stored at -80 °C. 
 
8.7.4 Yeast actin (ACT1) 
8.7.4.1 Purification 
G-Actin was purified from Saccharomyces cerevisiae yeast lysate, kindly donated by Heather 
Rada. The donation was a post calmodulin affinity resin lysate from a previous CCT 
purification. The following ACT1 purification has been outlined in the literature 
(McCormack et al., 2009). 
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The donated lysate was spun in a cooled Optima L-100 XP Ultracentrifuge (Beckman 
Coulter) at 27500 rpm for 3 hours at 4 °C. The supernatant was retained and the pellet 
discarded. The supernatant was then purified over a DNaseI affinity column. The column was 
equilibrated with “buffer G” (10 mM Tris pH 7.5, 0.2 mM DTT, 0.2 mM CaCl2, 0.5 mM 
ATP) and then the supernatant was added to the column. Once all the supernatant had flowed 
over the column, the column was washed with buffer G, “buffer G + 10 % formamide” and 
“buffer G + 0.2M ammonium chloride.” The actin was then eluted in “buffer G + 50 % 
formamide.” 1 ml samples were collected and analysed on blotting paper with Coomassie 
stain (3 μl samples from each 1 ml elution were dotted onto blotting paper and then stained). 
This was because running SDS-PAGE would take too long, especially as actin denatures in 
formamide. Samples were also taken, frozen and run in SDS-PAGE the next day. 
The samples high in protein content, determined by the blotting paper analysis, were run over 
a MonoQ (GE Healthcare) anion exchange column on an FPLC ÄKTATM Purifier (GE 
Healthcare). UV traces were analysed on a UNICORN program. “Buffer G2” (10 mM Tris 
pH 7.5, 0.2M CaCl2, 0.05 mM ATP) and “buffer G2 + 1M KCl” were made up and degassed. 
The desired samples from the DNaseI column were loaded onto the MonoQ column. The 
column was flushed through with buffer G2, and then 10 % buffer G2 + 1M KCl. The actin 
was then eluted over a 10-30 % buffer G2 + 1M KCl gradient over a 25 minute period. 
Samples that were eluted over the actin peak were run under SDS-PAGE analysis. The 
samples containing most protein, as determined by SDS-PAGE, were pooled and analysed on 
a Nanodrop® ND-100 UV-vis Spectrophotometer. 
 
8.7.4.2 Alexa Fluor 488 labelling 
The pooled MonoQ G-actin was polymerised into F-Actin overnight at 4 °C by adding 1 mM 
ATP, 2 mM MgCl2 and ~1 μM AF488 dye. 
“Buffer G3” (10 mM Tris pH 7.5, 0.2 mM DTT, 0.2 mM CaCl2, 30 μM ATP) was made up 
for dialysis and de-polymerisation of F-actin. The pooled MonoQ + AF488 sample was 
centrifuged in a TLS-55 Rotor (Beckman) at 48000 rpm for 2 hours at 4 °C. The supernatant 
was discarded and the pellet was resuspended in 200µl buffer G3. The sample was then 
dialysed in a MWCO 12-14 kDa, D-Tube Dialyzer Mini (Novagen) according to the 
instructions in the packet. The dialyser was placed in a float and then in buffer G3. This was 
performed overnight (~12 hours) at 4 °C with a magnetic stirrer, and under foil. 
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Approximately 170µl of the sample was removed from the dialyser, and made up to 200µl 
with buffer G3. This was centrifuged in a TLS-55 rotor at 48000 rpm for 2 hours at 4 °C. The 
supernatant was removed and analysed in the Nanodrop ND-100 UV-vis spectrophotometer, 
by SDS-PAGE and the 9410 TyphoonTM Variable Mode Imager. The pellet was discarded. 
The sample was snap frozen in liquid nitrogen and stored at -80 °C. 
 
8.8 Glass coverslip derivatization 
Borosilicate glass coverslips, dimensions 24 x 50 mm and 0.13 mm thickness, were 
purchased from VWR international. 
 
8.8.1 Cleaning glass coverslips 
Borosilicate glass coverslips were cleaned before derivatisation for protein attachment and 
imaging. Impurities on unclean glass coverslips were found to produce large bright, 
fluorescent spots on the surface which made imaging other fluorescent molecules difficult. 
Furthermore, these impurities can impair specific attachment of fluorescent molecules to the 
surface. 
First, the reaction containers were cleaned. The reaction containers were sonicated in 1M 
NaOH for 30 minutes and then rinsed three times by MilliQ® 18.2MΩ, 0.22 μm ultrapure 
water. They were then sonicated in MeOH for 30 minutes and rinsed three times in MeOH. 
The glass coverslips were placed in the cleaned reaction containers (glass coplin jars), 
immersed in acetone and sonicated for 30 minutes. The coverslips were immersed in IPA and 
sonicated for 30 minutes. Finally, the coverslips were placed in a clean petri dish and then 
calcined at 500 °C overnight. This protocol was found to produce the cleanest surfaces (Dr. 
Xiaoe Li, Imperial College, unpublished results). 
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8.8.1.1 Comparing glass coverslip slide manufacturers 
Glass coverslips were purchased from VWR, Corning and Menzel-Gläser with a thickness of 
0.13-0.16 mm for Corning slides and 0.16-0.19 mm for VWR and Menzel-Gläser. All slides 
had dimensions 50x22mm2. These slides were cleaned as the protocol above describes. Slides 
were assembled into flow cell chambers, PBS buffer was added to the flow cell and then the 
slides were imaged in TIRF. These image sequences (1 second exposures, 1100ms intervals, 
100 frames) were then processed by WCIF ImageJ using the “Analyse particles” function. 
Average numbers of particles per frame detected were calculated and plotted. 
 
8.8.2 Surface functionalisation 
8.8.2.1 Epoxide functionalisation 
A 1 % (v/v) GOPTS solution in toluene was made up in a cleaned reaction vessel. Cleaned 
glass coverslips were incubated in the solution for 10 minutes, sonicated for 1 minute, and 
then incubated for a further 10 minutes. The coverslips were then rinsed three times by 
toluene, dried under nitrogen or argon gas and stored in a dark, dry environment until further 
use. 
 
8.8.2.2 Amine functionalisation 
A 2 % (v/v) APTS solution in MeOH, EtOH or toluene (with 5 % (v/v) acetic acid) was made 
up in a cleaned reaction vessel. Cleaned glass coverslips were incubated in the solution for 10 
minutes, sonicated for 1 minute, and then incubated for a further 10 minutes. The coverslips 
were then rinsed three times by MeOH, EtOH or toluene (consistent with the solvent which 
was used for silanisation) and dried under nitrogen or argon gas. Coverslips were stored in a 
dark, dry environment until further use. No difference in performance was noted when 
different solvent was used, or the acetic acid removed. 
 
8.8.2.3 Maleimide functionalisation 
This protocol was adapted from information from Pierce on protein crosslinking of primary 
amines with sulfhydryls and from other work in the literature (Zimmermann et al., 2010; 
215 
 
MacBeath et al., 1999). 3-(Maleimido) propionic acid N-hydroxysuccinimide ester (BMPS) 
was stored at -20 °C under nitrogen gas. The BMPS was dissolved in DMF to 200 mM and 
was then added to a PBS buffer (0.1M NaH2PO4, 0.15M NaCl, pH 7, 0.22µm filtered) or 
sodium bicarbonate buffer (50mM, pH 8.3, 0.22µm filtered) to a final concentration of 
20mM. 50µl BMPS solution was dropped onto an amine functionalised coverslip. Another 
coverslip was placed on top forming a sandwich. This was incubated for 3 hours in a humid 
environment at room temperature. Slides were disassembled and washed with copious 
amounts of MilliQ water. Slides were dried under nitrogen or argon gas and stored in a dry, 
dark environment until further use. 
Low density, pre-derivatised slides were also purchased from Microsurfaces, Inc. They were 
stored at -20 °C until opened, after which they were stored in a dry, dark environment at 
room temperature. 
 
8.8.2.4 AB-NTA functionalisation and nickel chelation 
This protocol was adapted and taken from the literature (Nagy et al., 2005; Adachi et al., 
2000). 2 % Nα,Nα-Bis(carboxymethyl)-L-lysine hydrate was added to a 100 mM sodium 
carbonate buffer (initial attempts used 10 mM sodium carbonate buffer as advised in the 
literature, but these failed) and adjusted to pH 10. 50µl 2 % Nα,Nα-Bis(carboxymethyl)-L-
lysine hydrate was dropped onto an epoxy functionalised coverslip. Another coverslip was 
placed on top forming a sandwich. This was incubated for 16 hours in a sealed, humid 
environment at 60 °C. Slides were disassembled and washed with copious amounts of MilliQ 
water. Slides were dried under nitrogen or argon gas and stored under vacuum until further 
use. NTA functionalised slides were then incubated in a nickel chloride buffer (10 mM NiCl2, 
5 mM glycine, pH 8) for 2 hours at room temperature. Slides were either left in the nickel 
chloride buffer or washed with MilliQ water and dried with nitrogen. These slides were then 
stored in a dry, dark environment. 
 
8.8.2.5 Biotin functionalisation: Biotin-BSA surfaces 
Biotinylated-Bovine Serum Albumin (8-16 biotin per BSA monomer) was dissolved in PBS 
buffer to 1 mg/ml. This solution was added to a cleaned glass coverslip, through the flow cell, 
and allowed to incubate for anything from 10 mins at room temperature to 15 hours at 4 °C. 
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The biotinylated-BSA binds non-specifically with the clean glass surface (Choi et al., 2010; 
Edel et al., 2007; Ha, 2001). Controls were performed by adding equivalent concentrations of 
BSA. 
 
8.8.2.6 Biotin functionalisation: PEG-biotin surfaces 
This protocol was taken from numerous publications (Mickler et al., 2009; Elenko et al., 
2009; Moerner, 2007; Cisse et al., 2007; Ha et al., 2002). 5 kDa biotin-PEG-SVA and 5 kDa 
methyl-PEG-SVA (Laysan Bio, Inc.) samples were stored at -80 °C in approximately 10mg 
and 50mg aliquots respectively. 25 % w/v NHS-PEG-biotin/methyl mix (varying from 0-4 % 
biotin:methyl ratio) was added to a fresh 100 mM sodium bicarbonate buffer (pH 8.6, 0.2µm 
filtered). 50µl of the solution was dropped onto an amine functionalised coverslip. Another 
coverslip was then placed on top forming a sandwich. This was incubated in the dark for 3 
hours, in a humid environment and at room temperature. Slides were disassembled and 
washed with copious amounts of MilliQ water. Slides were dried by nitrogen gas and stored 
in a dry, dark environment until further use. 
 
8.9 Protein immobilisation for single molecule analysis 
8.9.1 Testing binding specificity to glass coverslips in TIRF 
The slides were attached to cleaned flow cells as previously described (section 8.5.1). Images 
were either taken with 1000ms exposure and 1100ms intervals or at 1000ms exposure and 
5000ms intervals. A power density of 15W/cm2 was used, unless otherwise stated. Image 
sequences were analysed in WCIF ImageJ (see section 8.6). 
 
8.9.1.1 Maleimide slides 
CaMCys78 was added in PBS buffer pH 7.2, pH 8 or folding buffer (10 % glycerol, 75 mM 
KCl, 20 mM HEPES, 500 μM CaCl2, 1 mM TCEP, pH 8), before CCT-6CBPAF488 was added 
at various concentrations (~100 pM-200 nM range) in folding buffer. As a control, CCT was 
added directly to maleimide slides and binding levels were compared. For calcium dependent 
release experiments, folding buffer with 2 mM EGTA or 10 mM EDTA was added to CCT-
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6CBPAF488 bound to slides. As a control, folding buffer was added to test for release not 
dependent on decreased calcium ion availability. 
 
8.9.1.2 Nickel chelate slides 
CaMCys78AF488 was added at various concentrations (~1-500 nM) in PBS buffer pH 7.2, pH 
8 or folding buffer. For nickel ion dependent release experiments, buffer containing 10 mM 
EDTA or imidazole was added to CaMCys78AF488 bound to slides. As a control, buffer was 
added to test for release not dependent on decreased nickel ion availability. CaMCys78AF488 
was also added to NTA slides which had not been incubated with nickel to compare 
CaMCys78AF488 binding levels to nickel incubated slides. 
Later experiments were performed with yellow fluorescent protein-p47 (YFP-p47) with an N-
terminal 6x poly-histidine tag. The YFP-p47 was kindly provided by Dr. James Sudlow, 
Imperial College London. The YFP-p47 was purchased as a shuttle vector from Eurofins 
MWG. The vector was chopped out using BamH1 and EcoR1 enzymes and ligated into a 
pProEx vector which added the histidine tag at the N-terminus (details provided by Dr. James 
Sudlow.) 
YFP-p47 was added to PBS buffer at varying concentrations (70-700 pM) and added to Ni-
NTA slides. The average fluorescence intensity across the field of view was taken as a 
measure of binding levels since the laser power was by this point very low, at ~500μW, 
which made single molecule resolution difficult. 100 mM imidazole was added to induce 
unbinding. This was monitored using average fluorescence and a control was performed 
whereby PBS without imidazole was added. A further control was performed on slides which 
had not been incubated with nickel chloride, by repeating the steps listed above. 
 
8.9.1.3 Biotin-BSA slides 
200 μl 4 μM streptavidin in PBS was added to the flow cell chamber and allowed to incubate 
for 10 minutes. Three 200 μl PBS washes were performed before 200 μl ~50 nM CaMCys78-
biotin was added and allowed to bind for 15 minutes. Three 200 μl folding buffer washes 
were then performed, before CCT-6CBPAF488 in folding buffer (varying concentrations) was 
allowed to bind to the slide. For calcium dependent release experiments, folding buffer with 2 
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mM EGTA or 10 mM EDTA was added. As a control, folding buffer additions were 
performed to test for release not dependent on decreased calcium ion availability. 
ssDNAAF488 (kindly donated by Dr. Gabriel Altschuler) experiments at varying 
concentrations (1 pM-10 nM), in PBS buffer pH 7.2, were also performed on streptavidin on 
biotin-BSA surfaces. In other experiments, fluorescein-labelled CaMCys78-biotin was added 
in PBS (~90 pM-90 nM) to streptavidin on biotin-BSA surfaces as a determination for 
available biotin binding sites and so that the calmodulin concentration could be titred. 
 
Further controls to block the streptavidin bound on the surface were performed by the 
addition of 800 nM biotin in PBS, after the 4 μM streptavidin incubation. Then CaMCys78-
biotin was injected into the flow cell and allowed to bind for 5 minutes. Finally CCT-
6CBPAF488 was added and the numbers of bound molecules analysed. 
 
8.9.1.4 Biotin-PEG slides 
200 μl 100 nM streptavidin or NeutrAvidin in PBS was added to the flow cell chamber and 
allowed to incubate for 10 minutes. Three 200 μl PBS washes were performed before 200 μl 
~50 nM CaMCys78-biotin was added and allowed to bind for 15 minutes. Three 200 μl 
folding buffer washes were then performed, before CCT-6CBP-AF488 in folding buffer 
(varying concentrations from ~100 pM-200 nM) was allowed to bind to the slide. For 
calcium dependent release experiments, folding buffer with 2 mM EGTA or 10 mM EDTA 
was added. As a control, folding buffer additions were performed to test for release not 
dependent on decreased calcium ion availability. 
Surfaces were also tested with the addition of CBPFITC to CaMCys78-biotin bound slides. 3-
30 nM CBPFITC (Biomatik; see section 8.7.1.6) was injected into the flow cell and the average 
fluorescence intensity measured across the field of view. 10 mM EDTA (in PBS) was then 
added, after a PBS flow through for control purposes, with changes in the fluorescence level 
monitored as the buffer exchanges were made. 
 
219 
 
8.9.2 CCT-Actin-PLP2 folding assays 
In this section, relevant controls which were performed in PAGE are described first before 
the single molecule TIRF experiments. 
 
8.9.2.1 ACT1AF488 binding to CCT-PLP2 
Experiments to test ACT1AF488 binding to CCT complexes were performed by first unfolding 
2 μl 2.5 mg/ml ACT1AF488 in a volume made up to 500 μl of 10 mM Tris pH 7.7 with 200 μM 
CaCl2, 2 mM ATP and 1 mM EDTA for 1 hour at room temperature, in the dark. Another 
identical sample was prepared, but without 1 mM EDTA. At the same time, CCT-PLP2 
complexes were assembled by incubating 3.9 μl 11.7 mg/ml CCT with 0.93 μl 1.4 mg/ml 
PLP2 made up to a 100 μl volume with folding buffer with 1 mM TCEP. This was also 
incubated for 1 hour at room temperature. Next, 50 μl of the unfolding ACT1AF488 sample 
was added to 50 μl of the CCT-PLP2. This was allowed to incubate for 1 hour, at room 
temperature, in the dark. Finally, a 10 μl sample of the unfolded ACT1AF488, the control 
ACT1AF488 without EDTA, the CCT-PLP2 complex mix and the unfolded ACT1AF488 with 
the CCT-PLP2 were all run in 6 % native PAGE, after 1.5 μl native gel loading buffer was 
added to each sample. The gel was imaged using Ettan DIGE imager. 
Actin binding to immobilised CCT was tested in the TIRF system. Biotin-PEG slides were 
prepared as described previously (see section 8.8.2.6). 4µM NeutrAvidin in PBS was added 
to the flow cell and allowed to bind for 5 min. The flow cell was then washed with PBS with 
three 200µl washes. Then 200 µl ~50 nM CaMCys78-biotin was added to the flow cell and 
allowed to bind for 10 min. Again three 200µl PBS washes were then performed. Next, 20-
200 nM CCT-PLP2 (prepared as described above) was added to the flow cell (in folding 
buffer with 500µM CaCl2) and allowed to bind for 5 min. Finally, ~200 pM-20 nM unfolded 
ACT1AF488 prepared as described above was added to the flow cell (in folding buffer) and 
binding imaged using EMCCD. Image sequences were then analysed using WCIF ImageJ or 
the MATLAB program. Controls without the CCT binding step were also performed and 
compared with the unfolded ACT1AF488 binding to CCT experiments. A final variation 
included adding the ACT1AF488 in folding buffer with 5 mM ATP and 10 mM MgCl2, in the 
hope of observing binding and release of actin. 
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8.9.2.2 ACT1AF488 release from CCT-PLP2 upon ATP addition 
0.7 μM ACT1AF488 was loaded onto 0.7 μM yeast CCT-6CBP (nucleotide washed and kindly 
donated by Dr. Sarah Stuart, Institute of Cancer Research – samples were purified by the 
author in all other cases), in the presence of 0.7 μM yeast PLP2. The protein samples were 
added in folding buffer (10 % glycerol, 75 mM KCl, 20 mM HEPES, 1 mM TCEP, pH 8) 
with 10 mM EDTA to unfold the ACT1AF488. A control loading was performed in folding 
buffer without the presence of 10 mM EDTA. These samples were wrapped in foil, to prevent 
photobleaching of the AF488 dye, and incubated at room temperature for three hours. 5 μl 
aliquots were snap frozen in liquid nitrogen and stored at -80 °C. 
For the release assay, loaded ACT1AF488 on CCT-6CBP with PLP2 was added to folding 
buffer containing 10 mM MgCl2 and 2 mM ATP to initiate release (in all other cases, 5 mM 
ATP was used). The release reaction was performed at room temperature. Starting samples, 
and then samples at 5, 10, 20 and 30 min were taken and added to buffer containing 10 % 
glycerol, 20 mM HEPES, 1 mM CaCl2, pH 8 (in a ~1:5 ratio) and put on ice to halt the 
release reaction. A second sample was also taken at 30 min and added to buffer containing 10 
% glycerol, 20 mM HEPES, 1 mM CaCl2, pH 8 and 0.5 μM DNase I. A total of ~30ng ACT1 
per lane was required to be resolved on 6 % native gel. The 6 % native gel contained 1 mM 
ATP in both the stacking and resolving gel, as well as 0.1 mM ATP in the 1x electrophoresis 
running buffer. The gel was analysed using a 9410 TyphoonTM Variable Mode Imager. 
In experiments performed to test complex functionality after 5 days on ice (and for all other 
CCT-ACT1AF488-PLP2 folding experiments), samples were made up as follows: 3.9 μl 11.7 
mg/ml CCT was incubated with 0.93 μl 1.4 mg/ml PLP2, 0.63 μl 1.0 mg/ml ACT1AF488, then 
made up to a 100 μl volume with folding buffer with 1.2 mM EDTA and 1 mM TCEP. These 
samples were left at room temperature, wrapped in foil to keep light out, for 3 hours. Samples 
were then kept on ice for 5 days at 4 °C in a cold room. 6 % native PAGE was then run as 
above (without the DNaseI) and imaged using an Ettan DIGE Imager. However, in this case 
release was performed with 10 mM MgCl2 and 5 mM ATP. 
Actin release from immobilised CCT-PLP2, upon ATP addition, was tested in the TIRF 
system. Biotin-PEG slides were prepared as described previously (see section 8.8.2.6). 4µM 
NeutrAvidin in PBS was added to the flow cell and allowed to bind for 5 min. The flow cell 
was then washed with PBS with three 200µl washes. Then 200 µl ~50 nM CaMCys78-biotin 
was added to the flow cell and allowed to bind for 10 min. Again three 200µl PBS washes 
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were performed. Next, 2-50 nM CCT-PLP2-ACT1AF488 (prepared as described above) was 
added to the flow cell (in folding buffer with 500µM CaCl2) and allowed to bind for 5 min 
(concentrations and times of binding were varied to alter the density of single molecules). 
Three 200 μl folding buffer washes were then performed. Image acquisition began, using the 
EMCCD, as a 200 μl folding buffer and then 200 μl folding buffer with 5 mM ATP and 10 
mM MgCl2 was added. After each addition, typically 10 to 30 min of images were taken, 
with intervals as high as 30 seconds (with 1s exposures) to reduce bleaching. Image 
sequences were then analysed using WCIF ImageJ or the MATLAB program. Controls 
without the CaMCy78-biotin binding step were also performed and compared with the 
ACT1AF488 release from CCT experiments. 
 
8.9.2.3 ACT1AF488 release from CCT-PLP2AF488 upon ATP addition 
The same protocol was followed as described above for labelled actin and labelled PLP2 
experiments. 3.9 μl 11.7 mg/ml CCT, 6.5 μl 0.2 mg/ml PLP2AF488 and 0.63 μl ACT1AF488 was 
made up to a 100 μl volume with folding buffer, 1.2 mM EDTA and 1 mM TCEP. Samples 
were incubated at room temperature, in the dark, for 3 hours. Then samples were placed on 
ice at 4 °C until use. Samples were never kept for more than 5 days. 
Release was performed with 10 mM MgCl2 and 5 mM ATP, with samples taken at 0, 5, 10, 
15 and 30 min intervals. Samples were placed on ice, before addition of native gel loading 
buffer and the samples were run on 6 % native gels with 1 mM ATP in the gel mix and 0.1 
mM ATP in the running buffer. Gels were imaged using Ettan DIGE imager. 
In order to separate the ACT1AF488 band from the PLP2AF488 band in native gels, DNase I (?) 
was added to the usual CCT release protocol described above and gels were re-run. 
Specifically, 0.2 μl 1 mg/ml DNase I was added to each sample taken at 0, 5, 10, 15 and 30 
min during the folding process. As controls, ACT1AF488 with and without 0.2 μl 1 mg/ml 
DNase I; PLP2AF488 with and without 0.2 μl 1 mg/ml DNase I; and ACT1AF488 + PLP2AF488 
with and without 0.2 μl 1 mg/ml DNase I were also run. The amounts of ACT1AF488 and 
PLP2AF488 added in these controls were equal to those in the folding assay. 1 μl native gel 
loading buffer was added to each sample, and the 6 % native gel was run as previously 
explained. Gels were imaged in Ettan DIGE imager. 
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Actin release from immobilised CCT-PLP2AF488, upon ATP addition, was tested in the TIRF 
system. Biotin-PEG slides were prepared as described previously (see section 8.8.2.6). 4µM 
NeutrAvidin in PBS was added to the flow cell and allowed to bind for 5 min. The flow cell 
was then washed with PBS with three 200µl washes. Then 200 µl ~50 nM CaMCys78-biotin 
was added to the flow cell and allowed to bind for 10 min. Again three 200µl PBS washes 
were performed. Next, 2-50 nM CCT-PLP2AF488-ACT1AF488 (prepared as described above) 
was added to the flow cell (in folding buffer with 500µM CaCl2) and allowed to bind for 5 
min (concentrations and times of binding were varied to alter the density of single 
molecules). Three 200 μl folding buffer washes were then performed. Image acquisition 
began, using the EMCCD, as a 200 μl folding buffer and then 200 μl folding buffer with 5 
mM ATP and 10 mM MgCl2 was added. After each addition, typically 10 to 30 min of 
images were taken, with intervals as high as 30 seconds (with 1s exposures) to reduce 
bleaching. Image sequences were then analysed using WCIF ImageJ or the MATLAB 
program. Controls without the CaMCys78-biotin binding step were also performed and 
compared with the ACT1AF488 release from CCT experiments. 
 
8.9.2.4 PLP2AF488 release from CCT upon ATP addition 
3.9 μl 11.7 mg/ml CCT and 6.5 μl 0.2 mg/ml PLP2AF488 was made up to a 100 μl volume with 
folding buffer, 1.2 mM EDTA and 1 mM TCEP. Samples were incubated at room 
temperature, in the dark, for 3 hours. Then samples were placed on ice at 4 °C until use. 
Samples were never kept for more than 5 days. 
Release was performed with 10 mM MgCl2 and 5 mM ATP, with samples taken at 0, 5, 10, 
15 and 30 min intervals. Samples were placed on ice, before addition of native gel loading 
buffer and the samples were run on 6 % native gels with 1 mM ATP in the gel mix and 0.1 
mM ATP in the running buffer. 
 
8.9.3 Single molecule TIRF experiments utilising photobleaching to determine 
CCT binding stoichiometry 
Photobleaching was performed on CCT-ACT1AF488, CCT-PLP2AF488, CCT-ACT1AF488-PLP2 
and CCT-ACT1AF488-PLP2AF488 complexes. These complexes were assembled as described 
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previously in section 8.9.2. The varying CCT, ACT1AF488 and PLP2/PLP2AF488 volumes and 
concentrations used to make these complexes are displayed in Table 6. Samples were made 
up to a volume of 100µl with folding buffer, 1 mM TCEP and 1.2 mM EDTA. Samples were 
wrapped in foil and allowed to incubate for 3 hours at room temperature. Samples were then 
stored on ice at 4 °C until use. Samples were kept for a maximum of 5 days. 
Biotin-PEG slides were prepared as described in section 8.8.2.6. ~50 nM CCT complexes 
were added in FB with 500µM CaCl2 to the flow cells and allowed to bind for 5 min. Three 
200µl folding buffer injections for washing purposes were made before imaging began. The 
images were acquired using the Nikon Ti perfect focus system and 473 nm 25 mW Cobalt 
Blues laser system. Slides were then imaged at 1s exposure with a 10s delay for 30 min, 
before three sets of 500ms exposure, no delay, images were acquired. Each image sequence 
was acquired at a new region of the slide surface, which had not been imaged previously. The 
times and exposures selected were chosen so that almost all molecules had bleached by the 
end of the acquisition sequence. 
Control bleaching experiments were performed with CCTAF488 (purified and labelled in 
section 8.7.2.2), double-stranded DNA (with two Alexa Fluor 488 labels) and single-stranded 
DNA (with one Alexa Fluor 488 label). CCTAF488 was added to surfaces prepared according 
to the instructions in the previous paragraph (the shorter CaM-PEG2-biotin linker was used). 
400 pM CCTAF488 was added in folding buffer with 500 μM CaCl2. Then the flow cell was 
washed with 600µl folding buffer and imaged with a 300ms exposure and 2s interval. No ND 
filter, ND 0.1, ND 0.2, ND 0.4 and ND 1 were each used in separate imaging runs (a new 
region of glass was chosen for each new image sequence). In the case of the dsDNAAF488 and 
ssDNAAF488 controls, 100 pM dsDNAAF488 or ssDNAAF488 was added to streptavidin on 
biotin-PEG surfaces (made up as detailed in section 8.8.2.6). Samples were bleached with 1s 
exposures with 1.1s interval with a variety of ND filters in place (0, 0.1, 0.2, and 0.3). The 
ssDNA sequence (Eurofins Genomics) consisted of a 3’ biotin and 5’ AF488 with a 5’-TTC 
GAT AGT AGA GTG CTT CTA TCA TCG ATA A-3’ sequence. This was called 3’biotin-
(rev)ARC-5’AF488. The reverse sequence was also purchased with a 5’ AF488, consisting of 
the sequence 5’-TTA TCG ATG ATA GAA GCA CTC TAC TAT CGA A-3’. This was 
called 5’AF488-(for)ARC-3’. The dsDNAAF488 was made by annealing 25 μM 3’biotin-
(rev)ARC-5’AF488 with 25 μM 5’AF488-(for)ARC-3’ in 50 mM Tris, 10 mM MgCl2, 100 
mM NaCl, pH 7.5 for 30 min at room temperature. 
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Images were analysed using the MATLAB program written, according to the details listed in 
section 8.6.4. 
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List of Abbreviations 
A, Ala Alanine 
ABEL Anti-brownian electrokinetic 
AB-NTA Nα,Nα-Bis(carboxymethyl)-L-lysine hydrate 
AcOH Acetone 
ACT1 Actin, from Saccharomyces cerevisiae 
ADP Adenosine diphosphate 
AF488 AlexaFluor®488 
AFM Atomic force microscopy 
AlFx-ADP Aminofluoride-ADP, ATP hydrolysis transition state mimic 
AMP-PNP 5’-adenylyl-imido-diphosphate, non-hydrolysable analogue of ATP 
APS Ammonium persulphate 
APTS (3-Aminopropyl)-trimethoxysilane 
ATP Adenosine triphosphate 
a.u. Arbitrary unit 
bio Biotin 
BMPS 3-Maleimidiopropionic acid N-hydroxysuccinimide ester 
BSA Bovine serum albumin 
C, Cys Cysteine 
CaM Calmodulin 
CaMCys78 / CaM4 Calmodulin mutant, from Drospophila melanogaster, with Cys78 
insertion 
CBP Calmodulin binding peptide 
CCD Charge coupled device 
CCT Chaperonin containing TCP-1 
CCT-6CBP CCT, from Saccharomyces cerevisiae, with CBP-tag insertion at CCT6 
subunit 
CIC Clock-induced charge 
C-K Chung-Kennedy 
Cryo-EM Cryo-electron microscopy 
Cy3 Cyanine 3 fluorescent dye 
D, Asp Aspartic acid 
DMF Dimethylformamide 
DNA Deoxyribonucleic acid 
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DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine 
DPSS Diode-pumped solid state 
dsDNA Double-stranded DNA 
DTT Dithiothreitol 
E, Glu Glutamic acid 
EDTA Ethylenediaminetetraacetic acid 
EGTA Ethyleneglycoltetraacetic acid 
EMCCD Electron-multiplying charge coupled device 
ER Endoplasmic reticulum 
EtOH Ethanol 
F, Phe Phenylalanine 
FAD Flavin adenine dinucleotide 
FB Folding buffer (10 % glycerol, 75 ml KCl, 20 mM HEPES, pH 8) 
FCS Fluorescence correlation spectroscopy 
FIONA Fluorescence imaging with one nanometre accuracy 
FITC Fluorescein isothiocyanate 
Fl Fluorescein 
FLIM Fluorescence lifetime imaging 
FLIM-FRET A method to detect FRET by changes in donor fluorescence lifetime 
FP Fluorescent protein 
FPALM Fluorescence photoactivated localisation microscopy 
FRET Förster resonance energy transfer 
FSM Fluorescence speckle microscopy 
FWHM Full width at half maximum 
G, Gly Glycine 
GFP Green fluorescent protein 
GOPTS (3-Gylcidoxypropyl)-triethoxysilane 
H, His Histidine 
HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulphonic acid 
HILO High inclined and laminated optical sheet 
Hsp Heat shock protein 
Htt Huntingtin 
I, Ile Isoleucine 
IPA Isopropan-2-ol 
IPTG Isopropyl β-D-1-thiogalactopyranoside 
K, Lys Lysine 
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L, Leu Leucine 
LDAO Lauryldimethylamine oxide 
maleimide-PEG2-
biotin 
525Da PEG chain linker, with a maleimide at one terminus and a biotin at 
the other 
maleimide-PEG3,400-
biotin 
3.4 kDa PEG chain linker, with a maleimide at one terminus and a biotin 
at the other 
MeOH Methanol 
MilliQ Water purified by 18.2MΩ·cm, 0.22 μm MilliQ® Direct-QTM system 
MWCO Molecular weight cut-off 
N, Asn Asparagine 
ND Neutral Density 
NHS N-hydroxysuccinimide 
Ni-NTA Nickel-bound NTA 
NTA Nitrilotriacetic acid 
P, Pro Proline 
PAGE Polyacrylamide gel electrophoresis 
PALM Photoactivated localisation microscopy 
PBS Phosphate buffered saline 
PEEK Polyether ether ketone 
PEG Polyethylene glycol 
PFS Perfect focus system 
PhLP Phosducin-like protein 
PLP2 Phosducin-like protein 2 
PSF Point spread function 
Q, Gln Glutamine 
QY Quantum yield 
R, Arg Arginine 
S, Ser Serine 
SDS Sodium dodecyl sulphate 
SMART Single molecule analysis research tool 
SPIM Selective plane illumination microscopy 
ssDNA Single-stranded DNA 
STED Stimulated emission depletion 
STORM Stochastic optical reconstruction microscopy 
SVA Succinimidyl valerate 
TCEP Tris(2-carboxyethyl)phosphine 
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TEMED N,N,N’,N’-tetramethyl-ethylenediamine 
TFE Tetrafluoroethylene 
TIR Total internal reflection 
TIRF Total internal reflection fluorescence 
TRiC TCP-1 ring complex 
Tris Tris(hydroxymethyl)aminomethane 
UV Ultraviolet 
V, Val Valine 
VHL Von Hippel Landau 
W, Trp Tryptophan 
WCIF Wright Cell Imaging Facility 
YFP Yellow fluorescent protein 
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Figure 1 A Jablonksi diagram showing the main processes of fluorescence. A fluorophore containing ground 
state S0, excited state S1 and triplet state T1 with another fluorophore added, containing states S’0 and S’1, to 
show potential energy transfer or quenching effects. _____________________________________________ 15 
Figure 2 A schematic to demonstrate the principles of polarisation with respect to fluorescence. A, linearly 
polarised light will excite a fluorophore with a probabaility according to the relative angle between the 
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polarisation of light according to the angle between the polarisation direction of the polariser and the light. 
Adapted from Joo et al. (2008). _____________________________________________________________ 17 
Figure 3 FRET overview schematic. A, diagram of two fluorescent dyes, labelled as the donor (D) and acceptor 
(A), which are undergoing FRET. The donor is excited by incident radiation and can either emit fluorescence or 
transfer energy to the donor by FRET, causing the donor to emit fluorescence. B, a typical plot of energy 
transfer (the ratio of donor to acceptor emission) as the fluorophores are separated. C, a typical two-channel 
trace of a donor and acceptor pair. Adapted from Joo et al. (2008). _________________________________ 19 
Figure 4 A diagram to show how the pinhole aperture only selects light from a very small volume at the focal 
plane. Taken from Nikon MicroscopyU (2013). _________________________________________________ 20 
Figure 5 A picture describing the process of total internal reflection. When light makes an angle to the normal 
which is less than the critical angle, refraction takes place. However, when the incident radiation makes an 
angle to the normal which is greater than the critical angle, total internal reflection occurs. Note, the radiation 
must be going from a medium of refractive index, n1, which is greater than the refractive index of the medium 
into which the light is to penetrate, n2. ________________________________________________________ 23 
Figure 6 TIRF schematic. Excitation radiation is sent in at an angle to produce TIR. The resulting evanescent 
wave, which penetrates into the media, excites fluorophores in solution (green). Outside the evanescent wave 
region, fluorophores are not excited and neither is there any scattering off the media, both of which significantly 
reduce background noise. __________________________________________________________________ 25 
Figure 7 Gaussian profile (or point spread function) of a single molecule displayed using Image J software. 26 
Figure 8 Two diagrams outlining the working principles of prism- and objective-type TIRF. A, prism-type TIRF 
uses a prism above the sample to refract excitation light and generate TIR. B, objective-type TIRF uses the 
microscope objective itself to generate TIR by sending the excitation light up parallel, but away from, the 
optical axis. Blue line is excitation; green line is emission from fluorophores; P = prism; O = objective; D = 
dichroic mirror; F = emission filter. Taken from Moerner and Fromm (2003). ________________________ 27 
Figure 9 A graph of emission spectra from Alexa Fluor dye range. The number, e.g. Alexa Fluor 488, refers to 
the excitation wavelength which generates the maximal excitation. Taken from Abcam (2013). ____________ 31 
Figure 10 Crystal structure of the green fluorescent protein from Aequoria victoria. [PDB:1EMA]. _______ 33 
Figure 11 A schematic to show the principles of protein folding along an energy landscape. The z-axis 
represents free energy and the x- and y-axes represent various protein conformations. The native state (N) is at 
the lowest energy point on the surface. Taken from Dill and Chan (1997). ____________________________ 37 
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Figure 12 Unfolding scheme of actin from the native ATP and Ca2+ bound state (N.ATP.Ca) to the folding 
intermediate I3. The states I1 and I2 result from Ca2+ and ATP dissociation respectively. Taken from Altschuler 
et al. (2005). ____________________________________________________________________________ 46 
Figure 13 Crystal structure of ATP and Ca2+ bound rabbit skeletal muscle actin. The actin is also DNase I 
bound for crystallisation purposes, but this has been removed from the image. Subdomains 1, 2, 3 and 4 are 
coloured violet, pink, red and light blue respectively. [PDB: 1ATN] _________________________________ 47 
Figure 14 Electron micrograph of average image of top-down view of CCT complexes. A is apo-CCT; B is β-
actin bound CCT; C is CCT after addition of ATP and subsequent β-actin release. Scale bar = 10 nm. Taken 
from Marco et al. (1994). __________________________________________________________________ 50 
Figure 15 Electron micrograph of average image of side-on view of CCT complexes. A is apo-CCT; B is ATP 
bound CCT. Taken from Marco et al. (1994). __________________________________________________ 50 
Figure 16 3.8 Å X-ray crystal structure of side-on view of CCT. A, a single subunit with each domain assigned a 
different colour. B, the whole CCT structure, also with the three subunit domains of one subunit labelled as an 
example. Each subunit in the whole CCT complex is coloured a different colour. Taken from Dekker et al. 
(2011). ________________________________________________________________________________ 51 
Figure 17 3.8 Å X-ray crystal structure of top-down view of apical domains of CCT in the ‘closed’ 
conformation. The helical protrusions, which rotate to close off the top of the cavity, in the apical domains are 
labelled. Taken from Dekker et al. (2011). _____________________________________________________ 52 
Figure 18 Putative CCT ring structure derived from micro-complex analysis. Taken from Liou and Willison 
(1997). ________________________________________________________________________________ 53 
Figure 19 A summary of the two currently proposed CCT intra- and inter-ring subunit arrangements. Since two 
studies have independently corroborated the Kalisman et al. arrangement (Leitner et al., 2012, Kalisman et al., 
2012), it is suggested that this arrangement is now favoured over the Dekker et al. orientation. ___________ 53 
Figure 20 A top-down view cryo-EM reconstruction of actin-bound CCT. The mass extended across the CCT 
ring is actin. Taken from Llorca et al. (1999a). _________________________________________________ 56 
Figure 21 Two-step mechanism for actin folding by CCT, proposed by, and taken from Stuart et al. (2011). 
During step 1, actin is compacted as nucleotide binds to CCT and the lid closes. When actin is partially 
unfolded in EDTA the complex opens up. It is this expanded structure which is bound by CCT for productive 
folding. ________________________________________________________________________________ 57 
Figure 22 A schematic showing two possible α- and β-tubulin binding orientations to CCT. The tubulin crystal 
structure has been docked to the density over the cavity from cryo-EM reconstruction images. Taken from 
Llorca et al. (2000). ______________________________________________________________________ 58 
Figure 23 Cryo-EM reconstruction images of, A, actin-PFD structure and, B, CCT-PFD structure. The actin 
structure has been docked to the images in grey and the PFD structure in magenta. The red represents amino 
acid sequences in actin putatively involved in CCT binding; yellow, sequences associated with prefoldin 
binding; and green those implicated with both. Taken from Martin-Benito et al. (2002). _________________ 60 
Figure 24 Electron microscopy reconstruction images of CCT without bound nucleotide, but with the outline of 
CCT-ATP drawn on top in black. A, top-down view of CCT; B, side on, cross-sectional view of CCT; C, 35° 
tilted angle view of top ring of CCT. The blue arrows indicate the clockwise rotation of the CCT subunits upon 
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ATP binding, and the red arrow the corresponding equatorial domain movement. Taken from Llorca et al. 
(1999b). _______________________________________________________________________________ 61 
Figure 25 NMR solution structure of apo-calmodulin [PDB: 1CDF] ________________________________ 66 
Figure 26 1 Å crystal structure of calcium bound calmodulin [PDB: 1EXR]. There are five calcium ions (green) 
as one ion mediated crystal formation. Notice how the flexible region has been transformed into a rigid helix 
and how the overall structure resembles that of a “dumbbell.” _____________________________________ 68 
Figure 27 A, crystal structure of the apical domain of CCTγ, taken from Pappenberger et al. (2002). The 
calmodulin binding peptide tag insertion site is shown. B, NMR solution structure of calmodulin (blue) bound to 
a calmodulin binding peptide tag (red) in the presence of calcium (green) [PDB: 2BBM]. _______________ 69 
Figure 28 A cartoon detailing the TIRF microscope set up inherited at the beginning of the project. The pinhole 
cleaned up the excitation beam, and the λ/4 waveplate changed the linearly polarised excitation beam to a 
circular polarisation. This ensured more fluorophores could be stimulated by the excitation light as excitation is 
polarisation dependent. The translatable lens was positioned so that the beam was focussed at the back focal 
plane of the Nikon 60x/1.49NA objective lens. The light was also positioned parallel to, but away from, the 
optical axis so as to produce TIR at the glass coverslip – water interface. The dichroic mirror allowed 473 nm 
light to pass through in one direction but reflected all light in the other direction. The dichroic mirror coupled 
to blue and green filters ensured only blue light (473 nm/10 nm bandwidth) excitation reached the imaging 
plane, and only green light (525 nm/50 nm bandwidth) emission was collected by the EMCCD. ___________ 72 
Figure 29 A, 234x234 nm2 area per pixel magnification produces 2x2/3x3 pixel2 single molecules; and B, 59x59 
nm2 area per pixel single molecules, produced by the addition of a 4x lens for extra magnification, results in 8x8 
pixel2 single molecules. Images represent average intensities over 10s exposure. Single molecules are Alexa 
Fluor 488 labelled CCT molecules. __________________________________________________________ 73 
Figure 30 Improved single molecule TIRF set up. Improvements to the old set up include: 50 mW 473 nm laser 
for excitation, translatable mirror and lens system allowing for movement between epi-fluorescence and TIRF 
more easily, and a 4x lens between the objective and EMCCD for more magnification. __________________ 73 
Figure 31 A, a cartoon detailing the elements of the flow cells used as reaction chambers for TIRF experiments. 
B, a photograph showing one of these flow cells mounted to the microscope and connected to an inlet source 
and outlet waste. _________________________________________________________________________ 75 
Figure 32 A, B and C showing the mixing of PBS to folding buffer (FB), folding buffer to PBS and folding buffer 
to folding buffer respectively in flow cell reaction chambers. In each case the folding buffer also contained red 
food dye (except FB to FB in which only the sample added did) producing a lower fluorescence intensity than 
the clear solution. This mixing was each time tested at the centre, between the centre and edge and at the edge 
of these flow cells. Results indicate that mixing is slower at the edges of the flow cell, but that almost complete 
displacement of solution from the flow cell is complete within 1-5 seconds (for both buffers) throughout the rest 
of the cell. ______________________________________________________________________________ 78 
Figure 33 A and B are TIRF images of Alexa Fluor 488 labelled single-stranded DNA molecules. In A, no 
background correction has been performed. In B, the same image after background correction shows a much 
flatter background without losing the single molecule features. The radius=10 median filter smoothens the 
background without being influenced by single molecules present in the image. Images C and D are 
fluorescence intensity maps of smoothed images of a TIRF spot profile from a clean coverslip. In C, no 
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background correction has been performed (except a 1000 a.u. dark current subtraction) and thus a clear oval 
shaped ridge in fluorescent intensity, typical of a TIRF spot, can be seen. In D, background correction, as 
detailed in the text above, has been performed and the flat distribution which results can be seen. This enables 
the more effective implementation of a threshold for detecting single molecules. _______________________ 81 
Figure 34 A graph showing how fluorescence intensity varies along a diagonal line, from the top left to the 
bottom right, across the images before (top left, Figure 33) and after background correction (top right, Figure 
33). A much flatter profile after correction can be seen, but at the edges a lot more noise can also be seen as a 
result. _________________________________________________________________________________ 82 
Figure 35 Graph showing how the background fluorescence intensity in the EMCCD, and its associated 
standard deviation, varies with EM gain applied. The EMCCD camera shutter was either set as “open” or 
“closed” and images were obtained with 1s exposures. In this case, background light in the laboratory was 
higher than normal to exaggerate the effects of EM gain. The graph shows that the background noise in the 
camera stays constant at ~1000 a.u. and only rises from around a 150 EM gain setting. In other words, the dark 
noise which contributes the ~1000 a.u. background is only dwarfed at EM gains of 150 or more, with high levels 
of background light. When the background light was removed, at all EM gain settings the background was 
~1000 a.u. indicating that the background limiting noise factor in the camera is read noise. It could not be dark 
(or thermal) noise as the ~1000 a.u. background level was found to be independent of exposure time. An EM 
gain of 190 was the setting which was found to both maximise single molecule intensity whilst not increasing 
background noise. ________________________________________________________________________ 84 
Figure 36 Cartoon detailing how the simulation of single molecules not centred on a pixel was achieved. 
Consider a 4 pixel region A1, A2, A3 and A4. A single molecule can be situated anywhere in the top right quarter 
of pixel A1, with coordinates (Px,Py), where Px and Py can vary from 0 to 0.5. This position is generated 
randomly and uniformly; the intensity of the single molecule then being distributed amongst the pixels 
according to equation (12). Only pixel A1 need be considered, as the whole system has a rotational symmetry. 88 
Figure 37 A flow diagram representing the main steps in the program written to generate single molecules. 
Single molecules exhibit Poisson noise on top of a Gaussian background dark current.  The size and intensity of 
the single molecules can be chosen by the experimenter. Single molecules can also be spatially distributed in a 
random fashion, or placed in user defined positions to prevent molecules overlapping. __________________ 89 
Figure 38 Example images of simulated data sets. A is a 9x9 grid of 8x8 pixel2 single molecules, B is a 9x9 grid 
of 3x3 pixel2 single molecules, and C is a random selection of 784 8x8 pixel2 single molecules. These kinds of 
data sets were used for the systematic testing of freely available analysis programs and, later, a personally 
written analysis program in MATLAB. The idea for this method to systematically test single molecule detection 
was taken from Mashanov and Molloy (2007). _________________________________________________ 92 
Figure 39 A graph displaying the percentage of correctly counted single molecules using Image J, at different 
threshold values, as the average pixel intensity for single molecules is increased (for 59x59 nm2 per pixel in a 
256x256 pixel image; single molecules occupy a 8x8 pixel squared region). The sigma values represent the 
threshold chosen as a number of standard deviations above the background mean. There were 81 simulated 
single molecules present in the image sequence, which disappeared randomly according to a uniform 
probability distribution over 500 frames. Numbers of molecules were calculated as the average number present 
over the first 5 frames. ____________________________________________________________________ 94 
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Figure 40 A graph displaying the percentage of correctly counted single molecules using Image J, at different 
threshold values, as the average pixel intensity for single molecules is increased (for 234x234 nm2 per pixel in a 
256x256 pixel image; single molecules occupy a 3x3 pixel squared region). The sigma values represent the 
threshold chosen as a number of standard deviations above the background mean. There were 81 simulated 
single molecules present in the image sequence, which disappeared randomly according to a uniform 
probability distribution over 500 frames. Numbers of molecules were calculated as the average number present 
over the first 5 frames. ____________________________________________________________________ 95 
Figure 41 A graph displaying the percentage of false positives counted using Image J, at different threshold 
values, as the average pixel intensity for single molecules is increased (for 59x59 nm2 per pixel in a 256x256 
pixel image; single molecules occupy a 8x8 pixel squared region). The sigma values represent the threshold 
chosen as a number of standard deviations above the background mean. There were 81 simulated single 
molecules present in the image sequence, which disappeared randomly according to a uniform probability 
distribution over 500 frames. Numbers of molecules were calculated as the average number present over the 
first 5 frames. False positives were calculated as either the total count minus 81 (if the total count was above 
81) or the total count minus the count when no molecules were present (if the total count was 81 or below). _ 96 
Figure 42 A graph displaying the percentage of false positives counted using Image J, at different threshold 
values, as the average pixel intensity for single molecules is increased (for 234x234 nm2 per pixel in a 256x256 
pixel2 image; single molecules occupy a 3x3 pixel squared region). The sigma values represent the threshold 
chosen as a number of standard deviations above the background mean. There were 81 simulated single 
molecules present in the image sequence, which disappeared randomly according to a uniform probability 
distribution over 500 frames. Numbers of molecules were calculated as the average number present over the 
first 5 frames. False positives were calculated as either the total count minus 81 (if the total count was above 
81) or the total count minus the count when no molecules were present (if the total count was 81 or below). _ 97 
Figure 43 A graph showing the percentage of the 81 molecules detected using Image J, from those present in 
the simulated data sets, as average pixel intensity across the single molecule spots is increased. The percentages 
of the total count of detected single molecules which are false positives are also plotted on the right hand axis. 
As expected, the number correctly identified increases as the average pixel intensity increases, and the 
proportion of false positives decreases at the same time. This graph concerns 8x8 pixel2 single molecules at 
varying thresholds and size criteria.__________________________________________________________ 98 
Figure 44 A graph showing the percentage of the 81 molecules detected using Image J, from those present in 
the simulated data sets, as average pixel intensity across the single molecule spots is increased. The percentages 
of the total count of detected single molecules which are false positives are also plotted on the right hand axis. 
As expected, the number correctly identified increases as the average pixel intensity increases, and the 
proportion of false positives decreases at the same time. This graph concerns 3x3 pixel2 single molecules at 
varying thresholds and size criteria.__________________________________________________________ 99 
Figure 45 A graph showing the number of molecules detected by the Image J program as the number of 
molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The single molecules were positioned 
randomly in the data simulation program. 7.8 and 27.8 a.u. average pixel intensity for 8x8 and 3x3 pixel2 single 
molecules respectively were used, with a 2σ threshold and >3 pixel size criteria. _____________________ 100 
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Figure 46 A graph showing the percentage of the 81 molecules detected using GMimPro, from those present in 
the simulated data sets, as average pixel intensity across the single molecule spots is increased. The percentages 
of the total count of detected single molecules which are false positives are also plotted on the right hand axis. 
As expected, the number correctly identified increases as the average pixel intensity increases. Of particular 
note, are the complete lack of false positives across all intensities. This graph concerns 8x8 pixel2 single 
molecules at varying size criteria. __________________________________________________________ 102 
Figure 47 A graph showing the percentage of the 81 molecules detected using GMimPro, from those present in 
the simulated data sets, as average pixel intensity across the single molecule spots is increased. The percentages 
of the total count of detected single molecules which are false positives are also plotted on the right hand axis. 
As expected, the number correctly identified increases as the average pixel intensity increases. Of particular 
note are the complete lack of false positives across all intensities. This graph concerns 3x3 pixel2 single 
molecules at varying size criteria and running window frame sizes. ________________________________ 103 
Figure 48 A graph showing the number of molecules detected by the GMimPro program as the number of 
molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The single molecules were positioned 
randomly in the data simulation program. 7.8 and 27.8 a.u. average pixel intensity for 8x8 and 3x3 pixel2 single 
molecules respectively were used, with a 3x3 size and 10 or 4 running frame window respectively. _______ 104 
Figure 49 A flow diagram outlining how the single molecule analysis program written in MATLAB functions. 
The full MATLAB code can be found in the Appendix. ___________________________________________ 107 
Figure 50 A graph showing the percentage of 81 molecules detected using author’s MATLAB analysis program, 
from those present in the simulated data sets, as average pixel intensity across the 8x8 pixel2 single molecule 
spots is increased. The percentages of the total count of detected single molecules which are false positives are 
also plotted on the right hand axis. Sigma refers to the intensity threshold applied, in numbers of standard 
deviations above the mean per frame; pixel size refers to the pixel size criterion applied to all regions above 
threshold; and step size refers to the criterion applied to single molecule traces at gain or loss events. ____ 109 
Figure 51 A graph showing the percentage of 81 molecules detected using author’s MATLAB analysis program, 
from those present in the simulated data sets, as average pixel intensity across the 3x3 pixel2 single molecule 
spots is increased. The percentages of the total count of detected single molecules which are false positives are 
also plotted on the right hand axis. Sigma refers to the intensity threshold applied, in numbers of standard 
deviations above the mean per frame; pixel size refers to the pixel size criterion applied to all regions above 
threshold; and step size refers to the criterion applied to single molecule traces at gain or loss events. ____ 110 
Figure 52 A graph showing the number of molecules detected by the MATLAB program as the number of 
molecules present is increased, for both 8x8 and 3x3 pixel2 molecules. The single molecules were positioned 
randomly in the data simulation program. 7.8 and 27.8 a.u. average pixel intensity for 8x8 and 3x3 pixel2 single 
molecules respectively were used. A 4 sigma threshold, step size minimum >3 and no minimum pixel size was 
used for 8x8 pixel2 single molecules and a 5 sigma threshold, step size minimum >11 and no minimum pixel size 
for 3x3 pixel2 single molecules. ____________________________________________________________ 111 
Figure 53 10 % SDS PAGE of successive 1.5 ml fractions collected from 10-37.5 % sucrose gradient (fraction 1 
is ~37.5 % sucrose). CCT-6CBP had previously been purified from lysate over a calmodulin resin. It is clear 
from the Coomassie stain, that the CCT-6CBP is concentrated in fractions 8, 9 and 10 (shown in brackets). 
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Each of the 8 CCT subunits runs at around 52-65 kDa as expected. From this 4.5 ml volume, CCT could be 
further concentrated using molecular weight cut-off (MWCO) filters. _______________________________ 115 
Figure 54 A, Coomassie stained 10 % SDS PAGE gel and B, fluorescence image of same gel showing CCT-
6CBP labelling with Alexa Fluor 488. The fluorescence image clearly shows the successful labelling of the thick 
CCT subunit band (52-65 kDa). Starting sample is the cell lysate, post resin the solution which was run over the 
resin but did not bind, and the elutions are the samples washed off the resin using imidazole. ____________ 117 
Figure 55 A, Coomassie stained 12.5 % SDS PAGE of pre- and post-induction E. Coli cell lysate for calmodulin 
mutant CaM4 (or CaMCys78) production, and B, 12.5 % SDS PAGE showing CaM4 purification from a Ni-
NTA column (His-Spin Miniprep). Large CaM4 mutant levels post-induction can be seen at around the expected 
calmodulin molecular weight (16.7 kDa) and also in the gel lane after elution from the Ni-NTA column. ___ 118 
Figure 56 A, Coomassie stained 10 % SDS PAGE of CaM4 elutes after Alexa Fluor 488 labelling and B, the 
same gel imaged in fluorescence mode. “+” refers to CaMAF488 which was subsequently buffer exchanged to 
remove 250 mM imidazole. “-” refers to direct elution from Ni-NTA columns where 250 mM imidazole 
remained present in the elution from the column. The fluorescence image confirms successful AF488 labelling.
 _____________________________________________________________________________________ 120 
Figure 57 A, Coomassie stained 10 % SDS PAGE of CaM4 elutions from Ni-NTA purification column after 
additional labelling with maleimide-PEG2-biotin prior to elution. B, the same gel after western blot, labelling 
with streptavidin alkaline phosphatase and then substrate for alkaline phosphatase to indicate biotinylation. The 
dark colour on the right at the CaM4 band position shows that the labelling was successful (see arrows in 
figure). _______________________________________________________________________________ 121 
Figure 58 A, Coomassie stained 12.5 % SDS PAGE of CaM4 elutions from Ni-NTA column after additional 
labelling with maleimide-PEG3,400-biotin prior to elution. B, the same gel after western blot, labelling with 
streptavidin alkaline phosphatase and then substrate for alkaline phosphatase to indicate biotinylation. The 
dark colour on the right at the CaMCys78 band position shows that the labelling was successful (see arrows in 
figure). Interestingly, the biotinylated CaMCys78 protein band, which is labelled, runs at around 23 kDa, due to 
the extra 3.4 kDa molecular weight from the linker and the fact that PEG chains have been shown to run more 
slowly in PAGE (Zheng et al., 2007). ________________________________________________________ 122 
Figure 59 A, Coomassie stained 12 % native PAGE gel of CaM-PEG3,400-biotin and CBPFITC incubations in the 
presence of Ca2+ or EDTA, and with streptavidinAF488. B, a fluorescence image of the same gel; the fluorescence 
originating from the FITC in CBP. The first lane confirmed that CaM-PEG3,400-biotin runs considerably higher 
than CaM4 (CaM-CBP-FITC runs higher than CaM as indicated in the gel) due to the extra molecular weight 
of the linker (3.4 kDa). The fifth lane confirmed that the CaM-PEG3,400-biotin linker could indeed bind CBP in a 
calcium dependent manner (note how the CaM-CBP-FITC band is not present when the incubation happens in 
the presence of EDTA) and the sixth lane demonstrated that the biotin was functional in binding streptavidin. 
Interestingly, it is suggested that the highest four bands (labelled CaM-Strep-AF488) correspond to 4, 3, 2 or 1 
CaM-PEG3,400-biotin monomers bound to each streptavidin (from top to bottom) with the final large band free 
streptavidin. Streptavidin contains four biotin binding sites. ______________________________________ 123 
Figure 60 A, Coomassie stained 12.5 % SDS PAGE of CaM4 labelled with NHS-Fluorescein and with or 
without maleimide-PEG2-biotin (denoted CaM-biotin-Fluor or CaM-Fluor repectively). “x1,” “x5” and “x10” 
refer to a 1, 5 or 10-fold molar excess of NHS-fluorescein to CaM4 during labelling. B and C are a western blot 
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and fluorescence image respectively of the same gel in left. The images confirm that CaM4 was successfully 
biotinylated and fluorescein labelled. ________________________________________________________ 124 
Figure 61 A, fluorescence image of 10 % Native PAGE comparing fluorescein-labelled CaM-PEG2-biotin 
(CaM-bio-Fl) when in the presence (denoted +CCT) and absence of CCT with 400 μM CaCl2 and B, a western 
blot of the same gel probing for biotin by using streptavidin alkaline phosphatase. ____________________ 125 
Figure 62 Bar chart of the fluorescence intensity in CCT and free CaM bands from the gel in Figure 61. The 
data clearly shows that CaM-PEG2-biotin binds CCT. __________________________________________ 126 
Figure 63 A, Coomassie stained 6 % native PAGE showing CCT binding, in the presence or absence (denoted 
with EDTA) of calcium, to CaM-biotin-fluorescein (CaM-Bio-Fl) variants purified in Figure 60 and B, 
fluorescence image of the same gel. It is hard to see if the CaM-PEG2-biotin does in fact bind CCT in a calcium 
dependent manner, so the results are better displayed in terms of fluorescence intensities from each band in 
Figure 64. _____________________________________________________________________________ 127 
Figure 64 A bar chart of fluorescence intensities from the CCT bands in the gel in Figure 63. The results 
clearly show that when EDTA was added to chelate calcium (to 500 μM CaCl2 present in other samples) that the 
levels of CCT bound fluorescein-labelled CaM-PEG2-biotin in all cases were reduced. Hence, it can be 
concluded that CaM-PEG2-biotin binds CCT with calcium dependence. ____________________________ 128 
Figure 65 A, Coomassie stained 12.5 % SDS PAGE of PLP2 labelled with Alexa Fluor 488 and B, a 
fluorescence image of the same gel. Purified PLP2-6His mutant was kindly donated by Liz McCormack 
(Institute of Cancer Research) which was incubated with maleimide-C5-AF488 for 2 hours before purification 
on a Ni-NTA column (see boxes 1 and 2). The gel and fluorescence image confirm successful AF488 labelling of 
PLP2 (~36 kDa). ________________________________________________________________________ 129 
Figure 66 Coomassie stained 10 % SDS PAGE of 1 ml fractions from DNase I column. Saccharomyces 
cerevisiae lysate was first run over a DNase I column which binds actin, before the actin was then run off with 
50 % formamide. 1 ml Fractions were run in the gel and fractions 7-20 (shown in brackets) were then further 
purified by ion-exchange. The ion-exchange column helped to purify cofilin from actin, which are eluted 
together from the DNase I column. __________________________________________________________ 131 
Figure 67 A, Coomassie stained 12.5 % SDS PAGE showing actin after labelling with AF488 and purification. 
B, fluorescence image of the same gel. Actin runs at 45 kDa as expected. ___________________________ 132 
Figure 68 Schematic showing: above, the hydroxyl groups exposed on a clean glass surface to which covalent 
silane attachments can be made; and below, the same glass surface after a silane reagent with a generic 
functional group R has been attached. Typically, (3-aminopropyl)-trimethoxysilane (APTS) or (3-
Glycidoxypropyl)-triethoxysilane (GOPTS) were used, exposing an amine or epoxide respectively at the R 
position. ______________________________________________________________________________ 133 
Figure 69 Chemical structure of 3-Maleimidopropionic acid N-hydroxysuccinimide ester (BMPS). This 
molecule was designed to link a thiol group in the cysteine of CaMCys78 to an amine from APTS, thus tethering 
the calmodulin to the glass surface for CCT capture. The NHS-ester readily reacts with the amine in anhydrous 
conditions. ____________________________________________________________________________ 136 
Figure 70 Diagram showing the reaction pathway for NHS displacement by an amine with the formation of a 
stable amide bond. In this way, a link between groups R’ and R’’ can be established. Anhydrous conditions 
maximise the reaction efficiency as NHS-ester hydrolysis occurs readily. ____________________________ 137 
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Figure 71 Diagram showing the reaction of a thiol group with a maleimide to form a stable carbon-sulphur 
linkage. In this way, a link between groups R’ and R’’ can be established. The unsaturated imide readily reacts 
with hydroxyl, amine and thiol groups but at pH 8 has a 1000-fold preference for thiols. _______________ 138 
Figure 72 Chemical structure of Nα,Nα-Bis(carboxymethyl)-L-lysine. The linker is designed to form a covalent 
bond with epoxide groups, by nucleophilic attack of the ring by an amine to form a stable carbon-amide bond. 
The nitriliotriacetic acid (NTA) group at the opposite end of the molecule can form a co-ordination complex 
with copper, calcium or nickel ions. This group, one metal ion-bound, can then bind polyhistidine sequences 
electrostatically. ________________________________________________________________________ 140 
Figure 73 Reaction schematic for epoxide ring opening by an amine. In this way, a link between groups R’ and 
R’’ can be established. The amine opens the ring and forms a stable carbon-amide bond. In this way, epoxy-
terminated silanes, bound to glass surfaces, can then tether amine-terminated linkers such as Nα,Nα-
Bis(carboxymethyl)-L-lysine for further metal chelation and polyhistidine attachment. _________________ 141 
Figure 74 Graph showing the successful Ni-NTA functionalization of glass coverslips by the nickel dependence 
on YFP-p47-His binding and imidazole induced unbinding. 700 pM His-tagged Yellow Fluorescent Protein was 
added to Ni-NTA bound slides and a control slide of NTA without Nickel incubation. 100 mM imidazole or PBS 
buffer injections were performed after 20s. Average fluorescence intensities across the image region, rather 
than single molecule counts, were used as the density of binding was very high and the individual intensity of 
single molecules low. In the presence of nickel, the initial average fluorescence intensity was ~4-fold higher 
than in the “– nickel” cases indicating a nickel ion dependence on binding. When the 100 mM imidazole was 
added, the signal dropped, within 20s, to the “– nickel” control fluorescence intensity levels. This can be 
contrasted with the PBS addition control where the signal drops off more slowly due to photobleaching. Images 
were taken with a 1s exposure within a 2s interval. _____________________________________________ 142 
Figure 75 Graph showing the specific binding of 4 nM CCTAF488 molecules to CaM-PEG2-biotin bound to 
biotin-BSA coated coverslips via streptavidin. CCTAF488 injection into the flow cell begins at the first frame. A 
control, missing the streptavidin addition, is also shown. The graph shows that in the presence of streptavidin, 
~400 molecules were bound compared to ~200 in the control case. The high non-specific binding levels, of ~200 
molecules in this case, were typical of this attachment methodology. _______________________________ 145 
Figure 76 Diagram showing the structure of biotin-PEGn-NHS ester. The NHS-ester can react with amines as 
previously detailed. The biotin moiety (also vitamin H) binds avidin proteins with affinity Kd ~ 10-14. This is the 
strongest known non-covalent bond in nature. _________________________________________________ 147 
Figure 77 A graph contrasting the specific and non-specific binding of 4 nM CCTAF488 to biotin-PEG5,000 treated 
coverslips, via streptavidin and CaM-PEG2-biotin. In the control, no CaM-PEG2-biotin was added. The results 
clearly show that specific binding of CCTAF488 to calmodulin, via Ca2+, was successful. Notice how the non-
specific binding levels of ~50 molecules are only 25 % level found in biotin-BSA coated slides. __________ 148 
Figure 78 A graph contrasting the specific and non-specific binding of 4 nM CCTAF488 to biotin-PEG5,000 treated 
coverslips, via NeutrAvidin and CaM-PEG3,400-biotin. In the control, no CaM-PEG3,400-biotin was added. The 
results clearly show that specific binding of CCTAF488 to calmodulin, via Ca2+, was working. Notice again how 
the non-specific binding levels are around ~50 molecules. _______________________________________ 149 
Figure 79 A graph demonstrating the Ca2+ dependence on CCT-ACT1AF488-PLP2 binding to CaM-PEG3,400-
biotin. Here, after incubation with 40 nM CCT-ACT1AF488-PLP2, a buffer exchange was made after 20s 
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(between frame 1 and 2) and then afterwards an injection of 10 mM EDTA in the buffer. The EDTA chelates 
calcium from the calmodulin. As the graph shows, the number of molecules drops rapidly from ~1000 molecules 
to ~100 molecules within 100s when 10 mM EDTA was added; much faster than the rate of apparent molecule 
loss in the buffer exchange experiment. The large interval time of 30s helps to display the EDTA induced 
unbinding, which had previously been more closely competing with photobleaching in higher image acquisition 
rates. _________________________________________________________________________________ 151 
Figure 80 A graph providing further proof that CCT has been binding CaM-PEG3,400-biotin via its inserted 
calmodulin binding peptide (CBP). In this instance, 30 nM CBPFITC was purchased and added to CaM-
PEG3,400-biotin on biotin-PEG treated coverslips via streptavidin. A control, without the CaM-PEG3,400-biotin 
addition was performed. Although the signal bleaches very quickly, specific binding can be clearly seen with 
comparison to the control. ________________________________________________________________ 152 
Figure 81 A graph to demonstrate that the CBPFITC binding to CaM-PEG3,400-biotin is Ca2+ dependent. Initial 
average fluorescence intensity was measured across the image region as the signal decayed very quickly due to 
photobleaching. Unsurprisingly, as the concentration of CBPFITC was increased from 3 to 30 nM the amount of 
bound CBPFITC also increased. Of particular note however, is that when a buffer exchange was made the signal 
fell ~15 % but that upon the 10 mM EDTA addition it decreased by 90 %. This indicated a clear Ca2+ 
dependency, as expected. _________________________________________________________________ 153 
Figure 82 A cartoon illustrating the final attachment scheme for functional CCT-actin studies. This 
arrangement methodology was found to be both the most reproducible and displayed the lowest levels of 
background non-specific binding.___________________________________________________________ 155 
Figure 83 Fluorescence image of 6 % native PAGE gel demonstrating that unfolded ACT1AF488 binds to CCT. 
This is shown in the fourth lane from the left. In the first lane from the left native ACT1AF488 was run. In the 
adjacent lane, the actin was unfolded in 1 mM EDTA for 1 hour at room temperature before addition to the gel. 
In the 3rd and 4th lanes in the gel from the left, a CCT control and CCT incubated with unfolded actin for a 
further hour were added, respectively. _______________________________________________________ 159 
Figure 84 Fluorescence image of 6 % native PAGE gel of actin release from CCT (in the presence of PLP2) 
upon 2 mM ATP and 10 mM MgCl2 addition. DNAse I binds folded actin and this is shown in the 6th lane. In the 
control, actin was incubated for three hours with CCT and PLP2 in the absence of EDTA. ______________ 160 
Figure 85 Bar graph of average fluorescence intensity in the CCT-ACT1-AF488 and ACT1-AF488 bands in the 
gel in Figure 84. The majority of the ACT1-AF488 release occurs in the first 5 minutes of ATP incubation. _ 161 
Figure 86 Fluorescence image of 6 % native PAGE gel of ACT1AF488 release from CCT upon 5 mM ATP 
addition, after 5 days incubation on ice at 4 °C. CCT-PLP2-ACT1AF488 complexes were stored for up to 5 days 
in a cold room on ice, after incubation for 3 hours at room temperature in the presence of 1.2 mM EDTA to 
unfold ACT1AF488. _______________________________________________________________________ 162 
Figure 87 Fluorescence image of 6 % native PAGE gel of PLP2 release from CCT upon 5 mM ATP and 10 mM 
MgCl2 addition, in the absence of actin. CCT was incubated with PLP2AF488 and then released with ATP in the 
same manner as in Figure 86. _____________________________________________________________ 163 
Figure 88 A bar graph showing the average fluorescence intensity in the CCT-PLP2-AF488 and PLP2-AF488 
lanes of the gel in Figure 87. The data clearly shows PLP2 unbinding from CCT upon ATP addition, with most 
of the release occurring in the first 5 minutes as with actin release. ________________________________ 164 
239 
 
Figure 89 Fluorescence images of two 6 % native PAGE gels of ATP release of ACT1AF488 from CCT, in the 
presence of unlabelled (A) and labelled (B) PLP2. Actin was unfolded in 1.2 mM EDTA and incubated with 
CCT and PLP2 (+/- AF488) for 3 hours. 5 mM ATP and 10 mM MgCl2 were added to initiate folding and 
release of actin (500µM CaCl2, CaM-PEG3,400-biotin and NeutrAvidin were also added to replicate single 
molecule experimental conditions on glass coverslips). Samples were taken at 5 minute intervals and run in the 
gels. The sample at 0 minutes was taken before ATP addition. ____________________________________ 165 
Figure 90 Fluorescence images of 6 % native PAGE gels demonstrating ACT1AF488 and PLP2AF488 release from 
CCT, in the presence of DNase I in order to separate the free ACT1 and PLP2 bands. The gel on the left 
demonstrates the ATP release of ACT1AF488 and PLP2AF488 release, with samples taken every 5 minutes. Samples 
taken at 0 minutes were just before ATP addition. Across all lanes, a “+” indicates the presence and a “-” an 
absence of DNase I which binds native actin. The gel on the right serves as a control for testing actin and PLP2 
interactions with DNase I. All PLP2 and ACT1 labels in the gel are for AF488 labelled actin and PLP2. ___ 166 
Figure 91 Bar graph showing average fluorescence intensity present in the CCT-ACT1-AF488 and ACT1-
AF488-DNAse I lanes of the gel (left) in Figure 90. The DNAse I, which binds ACT1, was used to separate the 
PLP2 and ACT1 lanes in the gel. ___________________________________________________________ 167 
Figure 92 A, 5 frame averaged image after 72.6 seconds of 20 nM unfolded ACT1AF488 addition to immobilised 
CCT-PLP2. B, 5 frame averaged image after 72.6 seconds of 20 nM unfolded ACT1AF488 addition to biotin-PEG 
slides with NeutrAvidin and CaM-PEG-biotin, but no CCT as a control. ____________________________ 169 
Figure 93 Single molecule trace for doubly-labelled CCTAF488. The ‘step-wise’ drop in the intensity at around 
30 and 50 frames are both ~ 15 a.u, indicating two fluorophores on CCT ___________________________ 173 
Figure 94 Original and after the Chung-Kennedy (C-K) filter has been applied to a single molecule intensity 
trace. The parameters chosen here were M=10, K=5 and p=70. Note how the noise is greatly reduced but the 
sudden drop at 75 frames remains as sharp. __________________________________________________ 176 
Figure 95 A bar graph showing the number of drops counted from samples of singly labelled ssDNAAF488 and 
doubly labelled dsDNAAF488, which were bleached on biotin-PEG slides and analysed by the MATLAB program. 
Presented here is the sum of counts from three separate bleaching runs for each of the ssDNAAF488 and 
dsDNAAF488 samples. _____________________________________________________________________ 180 
Figure 96 An example of AFM images and height profles of: (A) silanised glass slides before modification; and 
(B and C) after modification with a PEG-diamine linker (MW=2kDa) using CHCl3 and K2SO4 as buffers 
respectively. Taken from Schlapak et al. (2006). The arrows indicate raised regions which are putatively 
assigned as aggregates of glycidoxypropyl trimethoxysilane acquired during the silanisation stage. ______ 191 
Figure 97 A diagram showing how a star-shaped PEG monomer (A) is more effective at reducing non-specific 
adsorption of insulin (red) and lysozyme (green) in comparsion to more traditional 5 and 30 kDa methyl-
terminated PEG chains (B and C). The star-shaped PEG covers the surface more densely and reduces the 
likelihood of protein interactions with the glass surface. Taken from Groll et al. (2005). ________________ 193 
Figure 98 Photographs of the upgraded TIRF system (clockwise from bottom left); showing the 50 mW laser 
and shutter, the microscope body, translatable lens and mirror which allows for simple conversion between 
TIRF and epi-fluorescence, and ND filters for varying laser power. ________________________________ 201 
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Appendix 
 
 
I. GAUSSIAN FITTING FUNCTION 
 
function [cc] = gaussian(max_x, max_y, min_x, min_y) 
  
%GAUSSIAN fits a gaussian profile to a PSF, finding the best fit amplitude,  
%centroid position and standard deviation. 
  
%Thanks go to Per Sundqvist from mathkb.com for code structure. 
  
global B; 
  
n = max_y - min_y + 5; 
m = max_x - min_x + 5; 
h = m.*n; 
x = zeros(h,2); 
[X,Y] = meshgrid(min_x-2:max_x+2, min_y-2:max_y+2); %your x-y coordinates 
x(:,1) = Y(:);    % y = first column 
x(:,2) = X(:);    % x = second column 
e = B(min_y-2:max_y+2, min_x-2:max_x+2); 
f = e(:);   % data f(x,y) (in column vector) 
%--- now define the function in terms of x 
%--- where you use x(:,1)=X and x(:,2)=Y 
g = @(c,x) c(1)+c(2)*exp(-((x(:,2)-c(3))./c(4)).^2-((x(:,1)-
c(5))./c(6)).^2); 
%--- now solve with lsqcurvefit 
options=optimset('MaxIter',1e8,'MaxFunEvals',600); 
a = (min_x + max_x)./2; 
b = (min_y + max_y)./2; 
c0 = [0 10 a 1 b 1];    %start-guess here 
cc = lsqcurvefit(g,c0,x,f,[],[],options); 
%Ifit = g(cc,x); %fitted gaussian in vector 
%Ifit = reshape(Ifit,[n m]); %gaussian reshaped as matrix 
%original = B(min_y-2:max_y+2, min_x-2:max_x+2); 
%surf(X,Y,Ifit) 
%hold on 
%surf(X,Y,original) %plot data 
  
end 
 
 
II. DATA CREATOR PROGRAM – 9x9 GRIDS OF SINGLY LABELLED MOLECULES 
 
clc 
clear all 
close all 
  
int = 350; 
B = zeros(256,256,500); 
DC = randn(256,256,500); %Dark current modelled as gaussian 
DC = 1001 + 5.*DC; %mean = 1001 and sigma = 5 
Gaussian_filter = fspecial('gaussian', [3 3], 0.9); 
options = 'replicate'; 
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N = 9; 
T = rand(N); 
m = 1; 
  
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = T(n,m) * 500; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I + 1 
                B(k,j,i) = poissrnd(int*K); 
            elseif i > I + 1 
                B(k,j,i) = 0; 
            else B(k,j,i) = poissrnd(int); %delta function as point source 
of light displays poissonian statistics 
            end 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
%Allow for molecules not centred on a pixel 
P_x = rand(N)./2; 
P_y = rand(N)./2; 
m = 1; 
  
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        for i = 1:500 
            B(k,j,i) = (1-P_x(n,m)).*(1-P_y(n,m)).*B(k,j,i); 
            B(k,j+1,i) = (1-P_y(n,m)).*P_x(n,m).*B(k,j,i); 
            B(k+1,j,i) = (1-P_x(n,m)).*P_y(n,m).*B(k,j,i); 
            B(k+1,j+1,i) = (P_y(n,m).*P_x(n,m).*B(k+1,j,i)); 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
  
for i = 1:500 
    B(:,:,i) = imfilter(B(:,:,i), Gaussian_filter, options); %filter point 
source with gaussian filter to produce gaussian spot profile 
    %A = 9 + 6*exp(-i/70); %background decays approx. exponentially with A 
= 6 and t = 70 frames 
    B(:,:,i) = B(:,:,i) + DC(:,:,i); %+ poissrnd(A, [256,256]); %total 
image is sum of dark current, background noise and single molecules 
end 
  
B = uint16(B); 
DC = uint16(DC); 
  
for i = 1:500 
    imwrite(B(:,:,i), '3x3 molecules 350 int 0.9 sigma.tiff', 'tiff', 
'Compression', 'none', 'Resolution', [256 256], 'writemode', 'append'); 
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end 
 
 
III. DATA CREATOR PROGRAM – 9x9 GRIDS OF SINGLY LABELLED MOLECULES 
WHICH APPEAR AND DISAPPEAR 
 
clc 
clear all 
close all 
  
int = 200; 
B = zeros(256,256,500); 
DC = randn(256,256,500); %Dark current modelled as gaussian 
DC = 1001 + 5.*DC; %mean = 1001 and sigma = 5 
Gaussian_filter = fspecial('gaussian', [3 3], 0.9); 
options = 'replicate'; 
  
N = 9; 
T = rand(N); 
m = 1; 
  
%rises 
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = (T(n,m) * 250)+1; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I - 1 
                B(k,j,i) = poissrnd(int*K); 
            elseif i < I - 1 
                B(k,j,i) = 0; 
            else B(k,j,i) = poissrnd(int); %delta function as point source 
of light displays poissonian statistics 
            end 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
m = 1; 
  
%losses 
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = T(n,m) * 500; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I + 1 
                B(k,j,i) = poissrnd(int*K); 
            elseif i > I + 1 
                B(k,j,i) = 0; 
            end 
        end 
        n = n + 1; 
    end 
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    m = m + 1; 
end 
  
%Allow for molecules not centred on a pixel 
P_x = rand(N)./2; 
P_y = rand(N)./2; 
m = 1; 
  
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        for i = 1:500 
            B(k,j,i) = (1-P_x(n,m)).*(1-P_y(n,m)).*B(k,j,i); 
            B(k,j+1,i) = (1-P_y(n,m)).*P_x(n,m).*B(k,j,i); 
            B(k+1,j,i) = (1-P_x(n,m)).*P_y(n,m).*B(k,j,i); 
            B(k+1,j+1,i) = (P_y(n,m).*P_x(n,m).*B(k+1,j,i)); 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
  
for i = 1:500 
    B(:,:,i) = imfilter(B(:,:,i), Gaussian_filter, options); %filter point 
source with gaussian filter to produce gaussian spot profile 
    %A = 9 + 6*exp(-i/70); %background decays approx. exponentially with A 
= 6 and t = 70 frames 
    B(:,:,i) = B(:,:,i) + DC(:,:,i); %+ poissrnd(A, [256,256]); %total 
image is sum of dark current, background noise and single molecules 
end 
  
B = uint16(B); 
DC = uint16(DC); 
  
for i = 1:500 
    imwrite(B(:,:,i), '3x3 P-test molecules 200 int 0.9 sigma.tiff', 
'tiff', 'Compression', 'none', 'Resolution', [256 256], 'writemode', 
'append'); 
end 
 
 
IV. DATA CREATOR PROGRAM – 9X9 GRIDS OF MULTIPLY LABELLED SINGLE 
MOLECULES WHICH PHOTOBLEACH 
 
clc 
clear all 
close all 
  
int = 600; 
B = zeros(256,256,500); 
DC = randn(256,256,500); %Dark current modelled as gaussian 
DC = 1001 + 5.*DC; %mean = 1001 and sigma = 5 
Gaussian_filter = fspecial('gaussian', [3 3], 0.9); 
options = 'replicate'; 
  
N = 9; 
T = rand(N); 
m = 1; 
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%loss 1 
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = T(n,m) * 250; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I + 1 
                B(k,j,i) = poissrnd((int*K)+(int*2/3)); 
            elseif i > I + 1 
                B(k,j,i) = poissrnd(int*2/3); 
            else B(k,j,i) = poissrnd(int); 
            end 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
m = 1; 
  
%loss 2 
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = T(n,m) * 333; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I + 1 
                B(k,j,i) = poissrnd((int*K)+(int*1/3)); 
            elseif i > I + 1 
                B(k,j,i) = poissrnd(int*1/3); 
            end 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
m = 1; 
  
%loss 3 
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        J = T(n,m) * 500; 
        I = round(J); 
        K = abs(J - I); % This allows for loss during an exposure! 
        for i = 1:500 
            if i == I + 1 
                B(k,j,i) = poissrnd(int*K); 
            elseif i > I + 1 
                B(k,j,i) = 0; 
            end 
        end 
        n = n + 1; 
    end 
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    m = m + 1; 
end 
  
%Allow for molecules not centred on a pixel 
P_x = rand(N)./2; 
P_y = rand(N)./2; 
m = 1; 
  
for k = 25:25:225 
    n = 1; 
    for j = 25:25:225 
        for i = 1:500 
            B(k,j,i) = (1-P_x(n,m)).*(1-P_y(n,m)).*B(k,j,i); 
            B(k,j+1,i) = (1-P_y(n,m)).*P_x(n,m).*B(k,j,i); 
            B(k+1,j,i) = (1-P_x(n,m)).*P_y(n,m).*B(k,j,i); 
            B(k+1,j+1,i) = (P_y(n,m).*P_x(n,m).*B(k+1,j,i)); 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
  
for i = 1:500 
    B(:,:,i) = imfilter(B(:,:,i), Gaussian_filter, options); %filter point 
source with gaussian filter to produce gaussian spot profile 
    %A = 9 + 6*exp(-i/70); %background decays approx. exponentially with A 
= 6 and t = 70 frames 
    B(:,:,i) = B(:,:,i) + DC(:,:,i); %+ poissrnd(A, [256,256]); %total 
image is sum of dark current, background noise and single molecules 
end 
  
B = uint16(B); 
DC = uint16(DC); 
  
for i = 1:500 
    imwrite(B(:,:,i), '3x3 MS-test x3 molecules 600 int 0.9 sigma.tiff', 
'tiff', 'Compression', 'none', 'Resolution', [256 256], 'writemode', 
'append'); 
end 
 
 
 
V. DATA CREATOR PROGRAM – SINGLY LABELLED MOLECULES WITH RANDOM 
LOCATION 
 
clc 
clear all 
close all 
  
int = 500; 
B = zeros(256,256,500); 
DC = randn(256,256,500); %Dark current modelled as gaussian 
DC = 1001 + 5.*DC; %mean = 1001 and sigma = 5 
Gaussian_filter = fspecial('gaussian', [8 8], 1.6); 
options = 'replicate'; 
  
N = 89; 
no_mols = N*N; 
T = rand(N); 
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x_pos = round((rand(N)*254)+1); %to prevent rounding to 0, or to 256 and 
then adding 1 row/column during decentralising position within pixel 
y_pos = round((rand(N)*254)+1); 
m = 1; 
  
  
for a = 1:N 
    n = 1; 
    for b = 1:N 
        J = T(n,m) * 500; 
        I = round(J); 
        K = J - I; % This allows for loss during an exposure 
        j = x_pos(a,b); 
        k = y_pos(a,b); 
        for i = 1:I 
            if i == I + 1 
                B(k,j,i) = poissrnd(int*K(n,m)); 
            else B(k,j,i) = poissrnd(int); %delta function as point source 
of light displays poissonian statistics 
            end 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
%Allow for molecules not centred on a pixel 
P_x = rand(N)./2; 
P_y = rand(N)./2; 
m = 1; 
  
for a = 1:N 
    n = 1; 
    for b = 1:N 
        j = x_pos(a,b); 
        k = y_pos(a,b); 
        for i = 1:500 
            B(k,j,i) = (1-P_x(n,m)).*(1-P_y(n,m)).*B(k,j,i); 
            B(k,j+1,i) = (1-P_y(n,m)).*P_x(n,m).*B(k,j,i); 
            B(k+1,j,i) = (1-P_x(n,m)).*P_y(n,m).*B(k,j,i); 
            B(k+1,j+1,i) = (P_y(n,m).*P_x(n,m).*B(k+1,j,i)); 
        end 
        n = n + 1; 
    end 
    m = m + 1; 
end 
  
  
for i = 1:500 
    B(:,:,i) = imfilter(B(:,:,i), Gaussian_filter, options); %filter point 
source with gaussian filter to produce gaussian spot profile 
    %A = 9 + 6*exp(-i/70); %background decays approx. exponentially with A 
= 6 and t = 70 frames 
    B(:,:,i) = B(:,:,i) + DC(:,:,i); %+ poissrnd(A, [256,256]); %total 
image is sum of dark current, background noise and single molecules 
end 
  
B = uint16(B); 
DC = uint16(DC); 
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for i = 1:500 
    imwrite(B(:,:,i), '7921 random mols 8x8 size 500 int 1.6 sigma.tiff', 
'tiff', 'Compression', 'none', 'Resolution', [256 256], 'writemode', 
'append'); 
end 
 
 
VI. MATLAB SINGLE MOLECULE DETECTION PROGRAM 
 
clc 
clear all 
close all 
tic 
  
global B; 
global Av_int_rises; 
global Av_int_drops; 
global no_frames; 
  
%Parameters for single molecule detection 
int_threshold = 3.5; %in no. of st dvs above the mean 
min_pixel_size = 2; %min no. of pixels above threshold in one molecule 
max_size = 2.5; %in var from gaussian fit 
min_size = 0.5; %in var from gaussian fit 
max_peak = 100; %from gaussian fit 
min_peak = 0; %from gaussian fit 
window_size = 5; %for gaussian fit 
int_window = 1; %in no. of var from gaussian fit for intensity trace 
rise_condition = 2; %in average level before rise (ideally 0) 
drop_condition = 2; %in average level after drop (ideally 0) 
step_size_min = 5; %step size min for drop or rise 
step_size_max = 100; %step size max for drop or rise 
%st_dv_before_max = 10; %st dv of trace before drop or rise max 
%st_dv_after_max = 10; %st dv of trace after drop or rise max 
trace_threshold = 3; %Threshold for drops or rises in d_dt_Av_int_traces 
nbins = 10; %no. bins for histogram output of drop step sizes 
  
%Imports the data 
no_frames = 478; 
x_pixs = 256; 
y_pixs = 256; 
  
%Defining variables outside loops to speed up the algorithm 
A = cell(1,no_frames); 
A_med = zeros(1,no_frames); 
%A_med_norm = zeros(1,no_frames); 
A_filtered = cell(1,no_frames); 
%rises = cell(1,no_frames - 1); 
%drops = cell(1,no_frames - 1); 
rises_filtered = cell(1,no_frames - 1); 
drops_filtered = cell(1,no_frames - 1); 
mu_r = zeros(1,no_frames - 1); 
mu_d = zeros(1,no_frames - 1); 
stdv_r = zeros(1,no_frames - 1); 
stdv_d = zeros(1,no_frames - 1); 
rises_filtered_thresh = cell(1,no_frames - 1); 
drops_filtered_thresh = cell(1,no_frames - 1); 
clusters_rises = cell(1,no_frames - 1); 
clusters_drops = cell(1,no_frames - 1); 
x_max_rises = cell(1,no_frames - 1); 
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y_max_rises = cell(1,no_frames - 1); 
x_min_rises = cell(1,no_frames - 1); 
y_min_rises = cell(1,no_frames - 1); 
x_max_drops = cell(1,no_frames - 1); 
y_max_drops = cell(1,no_frames - 1); 
x_min_drops = cell(1,no_frames - 1); 
y_min_drops = cell(1,no_frames - 1); 
no_molecules_rises = zeros(1,no_frames - 1); 
no_molecules_drops = zeros(1,no_frames - 1); 
F_rises = cell(1,no_frames - 1); 
F_drops = cell(1,no_frames - 1); 
Av_int_rises = cell(1,no_frames - 1); 
Av_int_drops = cell(1,no_frames - 1); 
Av_int_drops_CK = cell(1,no_frames - 1); 
Av_int_rises_CK = cell(1,no_frames - 1); 
level_r = zeros(1,no_frames - 1); 
level_d = zeros(1,no_frames - 1); 
p_max_rises = zeros(1,no_frames - 1); 
p_max_drops = zeros(1,no_frames - 1); 
ind_r = cell(1,no_frames - 1); 
ind_d = cell(1,no_frames - 1); 
initial_rises = [0 0]; 
initial_drops = [0 0]; 
d_dt_Av_int_rises = cell(1,no_frames-1); 
d_dt_Av_int_drops = cell(1,no_frames-1); 
traces_r = cell(1,1000); 
traces_d = cell(1,1000); 
no_drops = zeros(30,1); 
change_no_molecules = zeros(1,no_frames); 
no_molecules = zeros(1,no_frames); 
fl_vs_t = zeros(1,no_frames); 
binding_vs_t = zeros(1,no_frames); 
S_N_R = zeros(1,1000); 
z = 1; 
  
%L_filter = [0 1 1 1 1 1 0; 1 1 1 1 1 1 1; 1 1 1 1 1 1 1; 1 1 1 1 1 1 1; 1 
1 1 1 1 1 1; 1 1 1 1 1 1 1; 0 1 1 1 1 1 0]./45; 
%L_filter = [0 1 1 1 1 1 1 0; 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 
1 1; 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 1 1; 1 1 1 1 1 1 1 1; 0 1 1 1 1 1 1 
0]./60; 
L_filter = [0 1 0; 1 1 1; 0 1 0]./5; 
options = 'replicate'; 
  
%Imports data 
for i = 1:no_frames 
    A{i} = imread('1-1-1 CCT-PLP2f-ACT1f CONTROL 500ms exp no delay001 
256x256.tif', i); 
    A{i} = double(A{i}); 
    %A{i} = A{i} - 1000; 
    %A_med(i) = median(A{i}(:)); 
    A_filtered{i} = imfilter(A{i}, L_filter, options); 
    %A_filtered{i} = medfilt2(A{i}, [3 3]); 
end 
  
%A_med_norm = A_med./max(A_med(:)); 
  
%Takes difference images and applies smoothing filter 
for k =3:no_frames 
    %rises{k-2} = A{k}-A{k-2}; 
    %drops{k-2} = A{k-2}-A{k}; 
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    rises_filtered{k-2} = A_filtered{k}-A_filtered{k-2}; 
    drops_filtered{k-2} = A_filtered{k-2}-A_filtered{k}; 
    %rises_filtered{k-2} = imfilter(rises{k-2}, L_filter, options); 
    %drops_filtered{k-2} = imfilter(drops{k-2}, L_filter, options); 
    mu_r(k-2) = mean2(rises_filtered{k-2}(:)); 
    mu_d(k-2) = mean2(drops_filtered{k-2}(:)); 
    stdv_r(k-2) = std(rises_filtered{k-2}(:)); 
    stdv_d(k-2) = std(drops_filtered{k-2}(:)); 
    level_r(k-2) = (mu_r(k-2) + int_threshold.*stdv_r(k-2)); 
    level_d(k-2) = (mu_d(k-2) + int_threshold.*stdv_d(k-2)); 
end 
  
%Finding single molecule gains 
for k = 3:no_frames - window_size 
  
ind_r{k-2} = rises_filtered{k-2}(:) < level_r(k-2); 
rises_filtered_thresh{k-2} = rises_filtered{k-2}; 
rises_filtered_thresh{k-2}(ind_r{k-2}) = 0; 
  
clusters_rises{k-2} = bwboundaries(rises_filtered_thresh{k-2}); 
  
%If no molecules can be found, stop and go to next k; else carry on. 
if isempty(clusters_rises{k-2}) == 1 
    continue 
else 
end 
  
no_molecules_rises(k-2) = max(size(clusters_rises{k-2})); 
  
%Discounts molecules too close to the edges for the gaussian fitting 
adj = 0; 
  
for n = 1:no_molecules_rises(k-2) 
  
if n - adj > no_molecules_rises(k-2) 
    break 
end 
  
a = max(clusters_rises{k-2}{n-adj}(:,2)); 
b = max(clusters_rises{k-2}{n-adj}(:,1)); 
c = min(clusters_rises{k-2}{n-adj}(:,2)); 
d = min(clusters_rises{k-2}{n-adj}(:,1)); 
  
if a > x_pixs - 4 
    clusters_rises{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
    continue 
elseif b > y_pixs - 4 
    clusters_rises{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
    continue 
elseif c < 5 
    clusters_rises{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
    continue 
elseif d < 5 
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    clusters_rises{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
end 
  
end 
  
if isempty(clusters_rises{k-2}) == 1 
    continue 
else 
end 
  
%Removes molecules below min pixel size above threshold 
S = size(clusters_rises{k-2}); 
n = S(1); 
n_adj = 0; 
for y = 1:n 
    X = size(clusters_rises{k-2}{n-n_adj}); 
    X = X(1); 
    if X <= min_pixel_size 
        clusters_rises{k-2}{n-n_adj} = []; 
        n_adj = n_adj + 1; 
        no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
    else continue 
    end 
end 
  
%Finds min and max x and y coordinates for candidate single molecules 
for n = 1:no_molecules_rises(k-2) 
x_max_rises{k-2}(n) = max(clusters_rises{k-2}{n}(:,2)); 
y_max_rises{k-2}(n) = max(clusters_rises{k-2}{n}(:,1)); 
x_min_rises{k-2}(n) = min(clusters_rises{k-2}{n}(:,2)); 
y_min_rises{k-2}(n) = min(clusters_rises{k-2}{n}(:,1)); 
end 
  
%Applies the gaussian fitting to each single molecule 
%B = rises_filtered{k-2}; 
B = zeros(y_pixs,x_pixs); 
for y = k:k+window_size-1 
    B = B + (A{y} - A_med(y)); 
    %B = B + (A{y}./A_med_norm(y)); 
    %B = B + A{y}; 
end 
B = B/window_size; 
%{ 
C = zeros(y_pixs,x_pixs); 
for y = k-window_size:k-1 
    %C = C + (A{y} - A_med(y)); 
    C = C + A{y}; 
end 
C = C/window_size; 
B = B./C; 
%} 
for n = 1:no_molecules_rises(k-2) 
    F_rises{k-2}(:,n) = gaussian(x_max_rises{k-2}(n),y_max_rises{k-
2}(n),x_min_rises{k-2}(n),y_min_rises{k-2}(n)); 
    F_rises{k-2}(4,n) = abs(F_rises{k-2}(4,n)); 
    F_rises{k-2}(6,n) = abs(F_rises{k-2}(6,n)); 
end 
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%{ 
%For outputting stats from gaussian fit 
  
    if k >= 500 
        continue 
    elseif isempty(F_rises{k}) == 1 
        continue 
    else 
    end 
    N = size(F_rises{k}); 
    N = N(2); 
    for n = 1:N 
        A_1(z) = F_rises{k}(4,n); 
        A_2(z) = F_rises{k}(6,n); 
        %A_3(z) = F_rises{k}(7,n); 
        A_4(z) = A_1(z)/A_2(z); 
        z = z+1; 
    end 
%} 
initial_rises = initial_rises + size(F_rises{k-2}); 
  
%Deletes single molecules with variances larger than max_size or smaller 
%than min_size and molecules with peak intensities aboove or below max_peak 
%and min_peak respectively 
adj = 0; 
  
for n = 1:no_molecules_rises(k-2) 
  
if n - adj > no_molecules_rises(k-2) 
    break 
end 
  
if isempty(F_rises{k-2}) == 1 
    continue 
else 
end 
  
if F_rises{k-2}(4,n-adj) > max_size 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
elseif F_rises{k-2}(4,n-adj) < min_size 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
elseif F_rises{k-2}(6,n-adj) > max_size 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
elseif F_rises{k-2}(6,n-adj) < min_size 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
elseif F_rises{k-2}(2,n-adj) > max_peak 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
elseif F_rises{k-2}(2,n-adj) < min_peak 
    F_rises{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
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    no_molecules_rises(k-2) = no_molecules_rises(k-2) - 1; 
end 
  
end 
end 
  
%Finding single molecule losses 
for k = window_size+2:no_frames 
  
ind_d{k-2} = drops_filtered{k-2}(:) < level_d(k-2); 
drops_filtered_thresh{k-2} = drops_filtered{k-2}; 
drops_filtered_thresh{k-2}(ind_d{k-2}) = 0; 
  
clusters_drops{k-2} = bwboundaries(drops_filtered_thresh{k-2}); 
  
%If no molecules can be found, stop and go to next k; else carry on. 
  
if isempty(clusters_drops{k-2}) == 1 
    continue 
else 
end 
  
no_molecules_drops(k-2) = max(size(clusters_drops{k-2})); 
  
%Discounts molecules too close to the edges for the gaussian fitting 
adj = 0; 
  
for n = 1:no_molecules_drops(k-2) 
  
if n - adj > no_molecules_drops(k-2) 
    break 
end 
  
a = max(clusters_drops{k-2}{n-adj}(:,2)); 
b = max(clusters_drops{k-2}{n-adj}(:,1)); 
c = min(clusters_drops{k-2}{n-adj}(:,2)); 
d = min(clusters_drops{k-2}{n-adj}(:,1)); 
  
if a > x_pixs - 4 
    clusters_drops{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
    continue 
elseif b > y_pixs - 4 
    clusters_drops{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
    continue 
elseif c < 5 
    clusters_drops{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
    continue 
elseif d < 5 
    clusters_drops{k-2}(n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
end 
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end 
  
if isempty(clusters_drops{k-2}) == 1 
    continue 
else 
end 
  
%Removes molecules below min pixel size above threshold 
S = size(clusters_drops{k-2}); 
n = S(1); 
n_adj = 0; 
for y = 1:n 
    X = size(clusters_drops{k-2}{n-n_adj}); 
    X = X(1); 
    if X <= min_pixel_size 
        clusters_drops{k-2}{n-n_adj} = []; 
        n_adj = n_adj + 1; 
        no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
    else continue 
    end 
end 
  
%Finds min and max x and y coordinates for candidate single molecules 
for n = 1:no_molecules_drops(k-2) 
x_max_drops{k-2}(n) = max(clusters_drops{k-2}{n}(:,2)); 
y_max_drops{k-2}(n) = max(clusters_drops{k-2}{n}(:,1)); 
x_min_drops{k-2}(n) = min(clusters_drops{k-2}{n}(:,2)); 
y_min_drops{k-2}(n) = min(clusters_drops{k-2}{n}(:,1)); 
end 
  
%Applies the gaussian fitting to each single molecule 
%B = drops_filtered{k-2}; 
B = zeros(y_pixs,x_pixs); 
for y = k-window_size-1:k-2 
    B = B + (A{y} - A_med(y)); 
    %B = B + (A{y}./A_med_norm(y)); 
    %B = B + A{y}; 
end 
B = B/window_size; 
%{ 
C = zeros(y_pixs,x_pixs); 
for y = k:k+window_size-1 
    %C = C + (A{y} - A_med(y)); 
    C = C + A{y}; 
end 
C = C/window_size; 
B = B./C; 
%} 
for n = 1:no_molecules_drops(k-2) 
    F_drops{k-2}(:,n) = gaussian(x_max_drops{k-2}(n),y_max_drops{k-
2}(n),x_min_drops{k-2}(n),y_min_drops{k-2}(n)); 
    F_drops{k-2}(4,n) = abs(F_drops{k-2}(4,n)); 
    F_drops{k-2}(6,n) = abs(F_drops{k-2}(6,n)); 
end 
  
%{ 
%For outputting stats from gaussian fit 
  
    if k >= 500 
        continue 
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    elseif isempty(F_drops{k}) == 1 
        continue 
    else 
    end 
    N = size(F_drops{k}); 
    N = N(2); 
    for n = 1:N 
        A_1(z) = F_drops{k}(4,n); 
        A_2(z) = F_drops{k}(6,n); 
        %A_3(j) = F_drops{k}(7,n); 
        A_4(z_2) = A_1(z)/A_2(z); 
        z = z+1; 
    end 
%} 
  
initial_drops = initial_drops + size(F_drops{k-2}); 
  
%Deletes single molecules with variances larger than max_size or smaller 
%than min_size and molecules with peak intensities aboove or below max_peak 
%and min_peak respectively 
adj = 0; 
  
for n = 1:no_molecules_drops(k-2) 
  
if n - adj > no_molecules_drops(k-2) 
    break 
end 
  
if isempty(F_drops{k-2}) == 1 
    continue 
else 
end 
  
if F_drops{k-2}(4,n-adj) > max_size 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
elseif F_drops{k-2}(4,n-adj) < min_size 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
elseif F_drops{k-2}(6,n-adj) > max_size 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
elseif F_drops{k-2}(6,n-adj) < min_size 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
elseif F_drops{k-2}(2,n-adj) > max_peak 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
elseif F_drops{k-2}(2,n-adj) < min_peak 
    F_drops{k-2}(:,n-adj) = []; 
    adj = adj + 1; 
    no_molecules_drops(k-2) = no_molecules_drops(k-2) - 1; 
end 
  
end 
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end 
  
%Reduce multiple molecules sharing the same location to one 
s_adj = 0; 
t_adj = 0; 
for k = 1:no_frames-2 
     
    if isempty(F_rises{k}) == 1 
        continue 
    else 
    end 
     
    X = size(F_rises{k}); 
    X = X(2); 
     
    for n = 1:no_frames-2 
            
       if isempty(F_rises{n}) == 1 
           continue 
       elseif isempty(F_rises{k}) == 1 
           break 
       elseif n < k 
           continue 
       else 
       end 
             
       Y = size(F_rises{n}); 
       Y = Y(2); 
     
        for s = 1:X 
         
            X_adj = size(F_rises{k}); 
            X_adj = X_adj(2); 
         
            if s-s_adj > X_adj 
                s_adj = 0; 
                break 
            elseif s-s_adj == 0 
                s_adj = 0; 
                break 
            else 
            end 
             
            for t = 1:Y 
                 
                Y_adj = size(F_rises{n}); 
                Y_adj = Y_adj(2); 
                X_adj = size(F_rises{k}); 
                X_adj = X_adj(2); 
                 
                if (n == k) && (s-s_adj == t-t_adj) 
                    continue 
                elseif t-t_adj > Y_adj 
                    t_adj = 0; 
                    break 
                elseif s-s_adj > X_adj 
                    s_adj = 0; 
                    break 
                elseif s-s_adj == 0 
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                    break 
                elseif t-t_adj == 0 
                    t_adj = 0; 
                    break 
                else 
                end 
                 
                if (abs(F_rises{k}(3,s-s_adj) - F_rises{n}(3,t-t_adj)) < 2) 
&& (abs(F_rises{k}(5,s-s_adj) - F_rises{n}(5,t-t_adj)) < 2) 
                    if F_rises{k}(2,s-s_adj) < F_rises{n}(2,t-t_adj) 
                        F_rises{k}(:,s-s_adj) = []; 
                        s_adj = s_adj + 1; 
                        no_molecules_rises(k) = no_molecules_rises(k) - 1; 
                    else F_rises{n}(:,t-t_adj) = []; 
                        t_adj = t_adj + 1; 
                        no_molecules_rises(k) = no_molecules_rises(k) - 1; 
                    end 
                else continue 
                end 
                 
            end 
            t_adj = 0; 
        end 
        s_adj = 0; 
    end 
end 
  
s_adj = 0; 
t_adj = 0; 
for k = 1:no_frames-2 
     
    if isempty(F_drops{k}) == 1 
        continue 
    else 
    end 
     
    X = size(F_drops{k}); 
    X = X(2); 
     
    for n = 1:no_frames-2 
            
       if isempty(F_drops{n}) == 1 
           continue 
       elseif isempty(F_drops{k}) == 1 
           break 
       elseif n < k 
           continue 
       else 
       end 
             
       Y = size(F_drops{n}); 
       Y = Y(2); 
     
        for s = 1:X 
         
            X_adj = size(F_drops{k}); 
            X_adj = X_adj(2); 
         
            if s-s_adj > X_adj 
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                s_adj = 0; 
                break 
            elseif s-s_adj == 0 
                s_adj = 0; 
                break 
            else 
            end 
             
            for t = 1:Y 
                 
                Y_adj = size(F_drops{n}); 
                Y_adj = Y_adj(2); 
                X_adj = size(F_drops{k}); 
                X_adj = X_adj(2); 
                 
                if (n == k) && (s-s_adj == t-t_adj) 
                    continue 
                elseif t-t_adj > Y_adj 
                    t_adj = 0; 
                    break 
                elseif s-s_adj > X_adj 
                    s_adj = 0; 
                    break 
                elseif s-s_adj == 0 
                    break 
                elseif t-t_adj == 0 
                    t_adj = 0; 
                    break 
                else 
                end 
                 
                if (abs(F_drops{k}(3,s-s_adj) - F_drops{n}(3,t-t_adj)) < 3) 
&& (abs(F_drops{k}(5,s-s_adj) - F_drops{n}(5,t-t_adj)) < 3) 
                    if F_drops{k}(2,s-s_adj) < F_drops{n}(2,t-t_adj) 
                        F_drops{k}(:,s-s_adj) = []; 
                        s_adj = s_adj + 1; 
                        no_molecules_drops(k) = no_molecules_drops(k) - 1; 
                    else F_drops{n}(:,t-t_adj) = []; 
                        t_adj = t_adj + 1; 
                        no_molecules_drops(k) = no_molecules_drops(k) - 1; 
                    end 
                else continue 
                end 
                 
            end 
            t_adj = 0; 
        end 
        s_adj = 0; 
    end 
end 
  
s_adj = 0; 
t_adj = 0; 
for k = 1:no_frames-2 
     
    if isempty(F_rises{k}) == 1 
        continue 
    else 
    end 
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    X = size(F_rises{k}); 
    X = X(2); 
     
    for n = 1:no_frames-2 
            
        if isempty(F_drops{n}) == 1 
            continue 
        elseif isempty(F_rises{k}) == 1 
            break 
        else 
        end 
             
        Y = size(F_drops{n}); 
        Y = Y(2); 
     
        for s = 1:X 
         
            X_adj = size(F_rises{k}); 
            X_adj = X_adj(2); 
         
            if s-s_adj > X_adj 
                s_adj = 0; 
                break 
            elseif s-s_adj == 0 
                s_adj = 0; 
                break 
            else 
            end 
             
            for t = 1:Y 
                 
                Y_adj = size(F_drops{n}); 
                Y_adj = Y_adj(2); 
                X_adj = size(F_rises{k}); 
                X_adj = X_adj(2); 
                 
                if t-t_adj > Y_adj 
                    t_adj = 0; 
                    break 
                elseif s-s_adj > X_adj 
                    s_adj = 0; 
                    break 
                elseif s-s_adj == 0 
                    break 
                elseif t-t_adj == 0 
                    t_adj = 0; 
                    break 
                else 
                end 
                 
                if (abs(F_rises{k}(3,s-s_adj) - F_drops{n}(3,t-t_adj)) < 3) 
&& (abs(F_rises{k}(5,s-s_adj) - F_drops{n}(5,t-t_adj)) < 3) 
                    if F_rises{k}(2,s-s_adj) < F_drops{n}(2,t-t_adj) 
                        F_rises{k}(:,s-s_adj) = []; 
                        s_adj = s_adj + 1; 
                        no_molecules_rises(k) = no_molecules_rises(k) - 1; 
                    else F_drops{n}(:,t-t_adj) = []; 
                        t_adj = t_adj + 1; 
                        no_molecules_drops(k) = no_molecules_drops(k) - 1; 
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                    end 
                else continue 
                end 
                 
            end 
            t_adj = 0; 
        end 
        s_adj = 0; 
    end 
end 
  
  
%Extract single molecule traces in time as average intensity per pixel 
for k = 3:no_frames 
  
if isempty(F_rises{k-2}) == 1 
    continue 
else 
end 
  
p_max_rises(k-2) = max(size(F_rises{k-2}(1,:))); 
adj_p = 0; 
  
if p_max_rises(k-2) == 0 
    continue 
else 
end 
  
Av_int_rises{k-2} = zeros(p_max_rises(k-2),no_frames); 
  
for p=1:p_max_rises(k-2) 
     
if p > p_max_rises(k-2) - adj_p 
    continue 
else 
end 
  
low_x_rises = round(F_rises{k-2}(3,p-adj_p) - int_window*F_rises{k-2}(4,p-
adj_p)); 
high_x_rises = round(F_rises{k-2}(3,p-adj_p) + int_window*F_rises{k-2}(4,p-
adj_p)); 
low_y_rises = round(F_rises{k-2}(5,p-adj_p) - int_window*F_rises{k-2}(6,p-
adj_p)); 
high_y_rises = round(F_rises{k-2}(5,p-adj_p) + int_window*F_rises{k-2}(6,p-
adj_p)); 
  
if low_x_rises < 1 
    F_rises{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
elseif low_y_rises < 1 
    F_rises{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
elseif high_x_rises > x_pixs 
    F_rises{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
elseif high_y_rises > y_pixs 
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    F_rises{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
else 
end 
  
diff_x_rises = high_x_rises - low_x_rises + 1; 
diff_y_rises = high_y_rises - low_y_rises + 1; 
  
for j=1:no_frames 
    for h=low_y_rises:1:high_y_rises 
        for i=low_x_rises:1:high_x_rises 
        Av_int_rises{k-2}(p-adj_p,j) = Av_int_rises{k-2}(p-adj_p,j) + 
(A{j}(h,i) - A_med(j))./(diff_x_rises.*diff_y_rises); 
        %Av_int_rises{k-2}(p-adj_p,j) = Av_int_rises{k-2}(p-adj_p,j) + 
(A{j}(h,i)./A_med(j))./(diff_x_rises.*diff_y_rises); 
        end 
    end 
end 
end 
end 
  
for k = 3:no_frames 
  
if isempty(F_drops{k-2}) == 1 
    continue 
else 
end 
  
p_max_drops(k-2) = max(size(F_drops{k-2}(1,:))); 
adj_p = 0; 
  
if p_max_drops(k-2) == 0 
    continue 
else 
end 
  
Av_int_drops{k-2} = zeros(p_max_drops(k-2),no_frames); 
  
for p=1:p_max_drops(k-2) 
  
if p > p_max_drops(k-2) - adj_p 
    continue 
else 
end 
     
low_x_drops = round(F_drops{k-2}(3,p-adj_p) - int_window*F_drops{k-2}(4,p-
adj_p)); 
high_x_drops = round(F_drops{k-2}(3,p-adj_p) + int_window*F_drops{k-2}(4,p-
adj_p)); 
low_y_drops = round(F_drops{k-2}(5,p-adj_p) - int_window*F_drops{k-2}(6,p-
adj_p)); 
high_y_drops = round(F_drops{k-2}(5,p-adj_p) + int_window*F_drops{k-2}(6,p-
adj_p)); 
  
if low_x_drops < 1 
    F_drops{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
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elseif low_y_drops < 1 
    F_drops{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
elseif high_x_drops > x_pixs 
    F_drops{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
elseif high_y_drops > y_pixs 
    F_drops{k-2}(:,p-adj_p) = []; 
    adj_p = adj_p + 1; 
    continue 
else 
end 
  
diff_x_drops = high_x_drops - low_x_drops + 1; 
diff_y_drops = high_y_drops - low_y_drops + 1; 
  
for j=1:no_frames 
    for h=low_y_drops:1:high_y_drops 
        for i=low_x_drops:1:high_x_drops 
        Av_int_drops{k-2}(p-adj_p,j) = Av_int_drops{k-2}(p-adj_p,j) + 
(A{j}(h,i) - A_med(j))./(diff_x_drops.*diff_y_drops); 
        %Av_int_drops{k-2}(p-adj_p,j) = Av_int_drops{k-2}(p-adj_p,j) + 
(A{j}(h,i)./A_med(j))./(diff_x_drops.*diff_y_drops); 
        end 
    end 
end 
end 
end 
  
%xlswrite('3x3 0 int filter before diff 3,5 thr 5 ws with deletion and 2 
step.xls', F_drops); 
%{ 
no_mols = 0; 
no_mols_vs_t = zeros(2,no_frames-1); 
  
for n = 1:no_frames-1 
     
    no_mols_vs_t(1,n) = n; 
    no_mols_vs_t(2,n) = no_mols; 
     
    if isempty(F_drops{n}) == 1 
        continue 
    else 
    end 
     
    N = size(F_drops{n}); 
    N=N(2); 
    no_mols = no_mols + N; 
    no_mols_vs_t(2,n) = no_mols; 
     
end 
%} 
%xlswrite('7921 mols vs time 8x8 300 int 1.7 sigma.xls', no_mols_vs_t); 
  
clear A 
clear A_med 
clear rises 
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clear drops 
clear rises_filtered 
clear drops_filtered 
clear mu_r 
clear mu_d 
clear stdv_r 
clear stdv_d 
clear rises_filtered_thresh 
clear drops_filtered_thresh 
clear clusters_rises 
clear clusters_drops 
clear x_max_rises 
clear y_max_rises 
clear x_min_rises 
clear y_min_rises 
clear x_max_drops 
clear y_max_drops 
clear x_min_drops 
clear y_min_drops 
clear no_molecules_rises 
clear no_molecules_drops 
clear level_r 
clear level_d 
clear p_max_rises 
clear p_max_drops 
clear ind_r 
clear ind_d 
  
%Apply Chung-Kennedy to Av_int_drops and Av_int_rises 
for k=1:no_frames-1 
     
    M = size(Av_int_drops{k}); 
    M = M(1); 
     
    if isempty(Av_int_drops{k}) == 1 
        continue 
    else 
    end 
     
    Av_int_drops_CK{k}(M,:) = Chung_Kennedy_drops(k,M); 
     
end 
  
for k=1:no_frames-1 
     
    M = size(Av_int_rises{k}); 
    M = M(1); 
     
    if isempty(Av_int_rises{k}) == 1 
        continue 
    else 
    end 
     
    Av_int_rises_CK{k}(M,:) = Chung_Kennedy_rises(k,M); 
     
end 
  
% Take derivative of Av_int_CK traces 
q = 1; 
286 
 
u = 2; 
  
for k = 1:no_frames-1 
     
    N = size(Av_int_rises_CK{k}); 
    N = N(1); 
     
    if isempty(Av_int_rises_CK{k}) == 1 
        continue 
    else 
    end 
     
    for p = 1:N  
        for j = 2:no_frames 
            d_dt_Av_int_rises{k}(p,j) = Av_int_rises_CK{k}(p,j) - 
Av_int_rises_CK{k}(p,j-1); 
        end 
    end 
     
    for p = 1:N 
        for j = 2:no_frames 
            if d_dt_Av_int_rises{k}(p,j) > trace_threshold; 
                 traces_r{q}(1,:) = [k p 0 0 0 0 0 0 0 0]; 
                 traces_r{q}(u,:) = [j -1 0 0 0 0 0 0 0 0]; 
                 u = u + 1; 
            elseif d_dt_Av_int_rises{k}(p,j) < (-1*trace_threshold); 
                 traces_r{q}(1,:) = [k p 0 0 0 0 0 0 0 0]; 
                 traces_r{q}(u,:) = [j 1 0 0 0 0 0 0 0 0]; 
                 u = u + 1; 
            else 
            end 
        end 
        u = 2; 
        q = q + 1; 
    end 
     
end 
  
u = 2; 
q = 1; 
  
for k = 1:no_frames-1 
     
    N = size(Av_int_drops_CK{k}); 
    N = N(1); 
     
    if isempty(Av_int_drops_CK{k}) == 1 
        continue 
    else 
    end 
     
    for p = 1:N  
        for j = 2:no_frames 
            d_dt_Av_int_drops{k}(p,j) = Av_int_drops_CK{k}(p,j) - 
Av_int_drops_CK{k}(p,j-1); 
        end 
    end 
     
    for p = 1:N 
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        for j = 2:no_frames 
            if d_dt_Av_int_drops{k}(p,j) > trace_threshold; 
                 traces_d{q}(1,:) = [k p 0 0 0 0 0 0 0 0]; 
                 traces_d{q}(u,:) = [j -1 0 0 0 0 0 0 0 0]; 
                 u = u + 1; 
            elseif  d_dt_Av_int_drops{k}(p,j) < (-1*trace_threshold); 
                 traces_d{q}(1,:) = [k p 0 0 0 0 0 0 0 0]; 
                 traces_d{q}(u,:) = [j 1 0 0 0 0 0 0 0 0]; 
                 u = u + 1; 
            else 
            end 
        end 
        u = 2; 
        q = q + 1; 
    end 
     
end 
  
%Outputting mean, stdv and drop/rise size of drops/rises 
M = size(traces_r); 
M = M(2); 
  
for a = 1:M 
     
    N = size(traces_r{a}); 
    N = N(1); 
    s = 1; 
     
    for b = 2:N+1 
         
        k = traces_r{a}(1,1); 
        j = traces_r{a}(1,2); 
         
        if b <= N 
            f = traces_r{a}(b,1); 
        elseif b > N 
            f = no_frames; 
        else 
        end 
         
        if b == 2 
            s = 1; 
        else s = traces_r{a}(b-1,1); 
        end 
         
        mean = mean2(Av_int_rises_CK{k}(j,s:f)); 
        st_dv = std(Av_int_rises_CK{k}(j,s:f)); 
        traces_r{a}(b-1,3) = mean; 
        traces_r{a}(b-1,4) = st_dv; 
         
        if b-2 <= 0 
            continue 
        else traces_r{a}(b-1,5) = traces_r{a}(b-2,3) - traces_r{a}(b-1,3); 
        end 
    end 
end 
  
M = size(traces_d); 
M = M(2); 
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for a = 1:M 
     
    N = size(traces_d{a}); 
    N = N(1); 
    s = 1; 
     
    for b = 2:N+1 
         
        k = traces_d{a}(1,1); 
        j = traces_d{a}(1,2); 
         
        if b <= N 
            f = traces_d{a}(b,1); 
        elseif b > N 
            f = no_frames; 
        else 
        end 
         
        if b == 2 
            s = 1; 
        else s = traces_d{a}(b-1,1); 
        end 
         
        mean = mean2(Av_int_drops_CK{k}(j,s:f)); 
        st_dv = std(Av_int_drops_CK{k}(j,s:f)); 
        traces_d{a}(b-1,3) = mean; 
        traces_d{a}(b-1,4) = st_dv; 
         
        if b == 2 
            continue 
        else traces_d{a}(b-1,5) = traces_d{a}(b-2,3) - traces_d{a}(b-1,3); 
        end 
    end 
end 
  
%Double drops and rises (in consecutive frames) made into single drops and 
%rises of magnitude = sum of drops or rises. These occur at the frame of 
%the second event. Rise and then drops or visa versa (in consecutive 
%frames) made into either a drop or rise - the larger being chosen. 
  
M = size(traces_d); 
M = M(2); 
  
for m = 1:M 
    adj_n = 0; 
    N = size(traces_d{m}); 
    N = N(1); 
     
    if N < 3 
        continue 
    else 
    end 
     
    for n = 3:N 
        if (((traces_d{m}(n-adj_n,1) - traces_d{m}(n-adj_n-1,1)) == 1) && 
(traces_d{m}(n-adj_n,2) == traces_d{m}(n-adj_n-1,2))) 
            traces_d{m}(n-adj_n-1,:) = []; 
            adj_n = adj_n + 1; 
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            k = traces_d{m}(1,1); 
            j = traces_d{m}(1,2); 
             
            if n-adj_n == 2 
                s = 1; 
            else s = traces_d{m}(n-adj_n-1,1); 
            end 
             
            if n == N 
                f = no_frames; 
            else f = traces_d{m}(n-adj_n,1); 
            end 
             
            traces_d{m}(n-adj_n-1,3) = mean2(Av_int_drops_CK{k}(j,s:f)); 
            traces_d{m}(n-adj_n-1,4) = std2(Av_int_drops_CK{k}(j,s:f)); 
             
            if n-adj_n == 2 
                traces_d{m}(n-adj_n-1,5) = 0; 
            else traces_d{m}(n-adj_n-1,5) = traces_d{m}(n-adj_n-2,3) - 
traces_d{m}(n-adj_n-1,3); 
            end 
             
            if n == N 
                continue 
            else traces_d{m}(n-adj_n,5) = traces_d{m}(n-adj_n-1,3) - 
traces_d{m}(n-adj_n,3); 
            end 
             
        elseif (((traces_d{m}(n-adj_n,1) - traces_d{m}(n-adj_n-1,1)) == 1) 
&& (traces_d{m}(n-adj_n,2) ~= traces_d{m}(n-adj_n-1,2))) 
            if traces_d{m}(n-adj_n-1,:) < traces_d{m}(n-adj_n,:); 
                traces_d{m}(n-adj_n-1,:) = []; 
            else traces_d{m}(n-adj_n,:) = []; 
            end 
             
            adj_n = adj_n + 1; 
            k = traces_d{m}(1,1); 
            j = traces_d{m}(1,2); 
             
            if n-adj_n == 2 
                s = 1; 
            else s = traces_d{m}(n-adj_n-1,1); 
            end 
             
            if n == N 
                f = no_frames; 
            else f = traces_d{m}(n-adj_n,1); 
            end 
             
            traces_d{m}(n-adj_n-1,3) = mean2(Av_int_drops_CK{k}(j,s:f)); 
            traces_d{m}(n-adj_n-1,4) = std2(Av_int_drops_CK{k}(j,s:f)); 
             
            if n-adj_n == 2 
                traces_d{m}(n-adj_n-1,5) = 0; 
            else traces_d{m}(n-adj_n-1,5) = traces_d{m}(n-adj_n-2,3) - 
traces_d{m}(n-adj_n-1,3); 
            end 
             
            if n == N 
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                continue 
            else traces_d{m}(n-adj_n,5) = traces_d{m}(n-adj_n-1,3) - 
traces_d{m}(n-adj_n,3); 
            end 
        else 
        end 
    end 
end 
  
adj_m = 0; 
  
for m = 1:M 
     
    A = size(traces_d{m-adj_m}); 
    A = A(1); 
     
    if A == 1 
        traces_d(m-adj_m) = []; 
        adj_m = adj_m + 1; 
    else 
    end 
     
end 
  
M = size(traces_r); 
M = M(2); 
  
for m = 1:M 
    adj_n = 0; 
    N = size(traces_r{m}); 
    N = N(1); 
     
    if N < 3 
        continue 
    else 
    end 
     
    for n = 3:N 
         
        if (((traces_r{m}(n-adj_n,1) - traces_r{m}(n-adj_n-1,1)) == 1) && 
(traces_r{m}(n-adj_n,2) == traces_r{m}(n-adj_n-1,2))) 
            traces_r{m}(n-adj_n-1,:) = []; 
            adj_n = adj_n + 1; 
            k = traces_r{m}(1,1); 
            j = traces_r{m}(1,2); 
             
            if n-adj_n == 2 
                s = 1; 
            else s = traces_r{m}(n-adj_n-1,1); 
            end 
             
            if n == N 
                f = no_frames; 
            else f = traces_r{m}(n-adj_n,1); 
            end 
             
            traces_r{m}(n-adj_n-1,3) = mean2(Av_int_rises_CK{k}(j,s:f)); 
            traces_r{m}(n-adj_n-1,4) = std2(Av_int_rises_CK{k}(j,s:f)); 
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            if n-adj_n == 2 
                traces_r{m}(n-adj_n-1,5) = 0; 
            else traces_r{m}(n-adj_n-1,5) = traces_r{m}(n-adj_n-2,3) - 
traces_r{m}(n-adj_n-1,3); 
            end 
             
            if n == N 
                continue 
            else traces_r{m}(n-adj_n,5) = traces_r{m}(n-adj_n-1,3) - 
traces_r{m}(n-adj_n,3); 
            end 
             
        elseif (((traces_r{m}(n-adj_n,1) - traces_r{m}(n-adj_n-1,1)) == 1) 
&& (traces_r{m}(n-adj_n,2) ~= traces_r{m}(n-adj_n-1,2))) 
            if traces_r{m}(n-adj_n-1,:) < traces_r{m}(n-adj_n,:); 
                traces_r{m}(n-adj_n-1,:) = []; 
            else traces_r{m}(n-adj_n,:) = []; 
            end 
             
            adj_n = adj_n + 1; 
            k = traces_r{m}(1,1); 
            j = traces_r{m}(1,2); 
             
            if n-adj_n == 2 
                s = 1; 
            else s = traces_r{m}(n-adj_n-1,1); 
            end 
             
            if n == N 
                f = no_frames; 
            else f = traces_r{m}(n-adj_n,1); 
            end 
             
            traces_r{m}(n-adj_n-1,3) = mean2(Av_int_rises_CK{k}(j,s:f)); 
            traces_r{m}(n-adj_n-1,4) = std2(Av_int_rises_CK{k}(j,s:f)); 
             
            if n-adj_n == 2 
                traces_r{m}(n-adj_n-1,5) = 0; 
            else traces_r{m}(n-adj_n-1,5) = traces_r{m}(n-adj_n-2,3) - 
traces_r{m}(n-adj_n-1,3); 
            end 
             
            if n == N 
                continue 
            else traces_r{m}(n-adj_n,5) = traces_r{m}(n-adj_n-1,3) - 
traces_r{m}(n-adj_n,3); 
            end 
             
        else 
        end 
    end 
end 
  
adj_m = 0; 
  
for m = 1:M 
     
    A = size(traces_r{m-adj_m}); 
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    A = A(1); 
     
    if A == 1 
        traces_r(m-adj_m) = []; 
        adj_m = adj_m + 1; 
    else 
    end 
     
end 
%{ 
% Delete drops or rises which do not correspond to step sizes for 
% drops (+ve) and rises (-ve) respectively. 
M = size(traces_r); 
M = M(2); 
adj_b = 0; 
  
for a = 1:M 
     
    N = size(traces_r{a}); 
    N = N(1); 
     
    for b = 2:N 
        if (traces_r{a}(b-adj_b,2) == 1) && (traces_r{a}(b-adj_b,5) < 0) 
            traces_r{a}(b-adj_b,:) = []; 
            adj_b = adj_b + 1; 
        elseif (traces_r{a}(b-adj_b,2) == -1) && (traces_r{a}(b-adj_b,5) > 
0) 
            traces_r{a}(b-adj_b,:) = []; 
            adj_b = adj_b + 1; 
        else 
        end 
    end 
end 
  
M = size(traces_d); 
M = M(2); 
adj_b = 0; 
  
for a = 1:M 
     
    N = size(traces_d{a}); 
    N = N(1); 
     
    for b = 2:N 
        if (traces_d{a}(b-adj_b,2) == 1) && (traces_d{a}(b-adj_b,5) < 0) 
            traces_d{a}(b-adj_b,:) = []; 
            adj_b = adj_b + 1; 
        elseif (traces_d{a}(b-adj_b,2) == -1) && (traces_d{a}(b-adj_b,5) > 
0) 
            traces_d{a}(b-adj_b,:) = []; 
            adj_b = adj_b + 1; 
        else 
        end 
    end 
end 
%} 
%Remove drops of too small or large a magnitude. Recalculation 
%of mean and st_dv between drops and rises. 
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M = size(traces_d); 
M = M(2); 
  
for m = 1:M 
     
    N = size(traces_d{m}); 
    N = N(1); 
    n = 2; 
    adj_n = 0; 
     
    while n <= N 
            if (abs(traces_d{m}(n-adj_n,5)) < step_size_min) || 
(abs(traces_d{m}(n-adj_n,5)) > step_size_max); 
                traces_d{m}(n-adj_n,:) = []; 
                k = traces_d{m}(1,1); 
                j = traces_d{m}(1,2); 
             
                if n-adj_n == 2 
                    s = 1; 
                else s = traces_d{m}(n-adj_n-1,1); 
                end 
             
                if n == N 
                    f = no_frames; 
                else f = traces_d{m}(n-adj_n,1); 
                end 
             
                traces_d{m}(n-adj_n-1,3) = 
mean2(Av_int_drops_CK{k}(j,s:f)); 
                traces_d{m}(n-adj_n-1,4) = std2(Av_int_drops_CK{k}(j,s:f)); 
             
                if n-adj_n == 2 
                    traces_d{m}(n-adj_n-1,5) = 0; 
                else traces_d{m}(n-adj_n-1,5) = traces_d{m}(n-adj_n-2,3) - 
traces_d{m}(n-adj_n-1,3); 
                end 
             
                if n == N 
                    n = n + 1; 
                    continue 
                else traces_d{m}(n-adj_n,5) = traces_d{m}(n-adj_n-1,3) - 
traces_d{m}(n-adj_n,3); 
                end 
                 
                adj_n = adj_n + 1; 
                n = adj_n + 2; 
            else n = n + 1; 
            end 
    end 
end 
  
adj_m = 0; 
  
for m = 1:M 
     
    A = size(traces_d{m-adj_m}); 
    A = A(1); 
     
    if A == 1 
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        traces_d(m-adj_m) = []; 
        adj_m = adj_m + 1; 
    else 
    end 
     
end 
  
M = size(traces_r); 
M = M(2); 
  
for m = 1:M 
     
    N = size(traces_r{m}); 
    N = N(1); 
    n = 2; 
    adj_n = 0; 
     
    while n <= N 
            if (abs(traces_r{m}(n-adj_n,5)) < step_size_min) || 
(abs(traces_r{m}(n-adj_n,5)) > step_size_max); 
                traces_r{m}(n-adj_n,:) = []; 
                k = traces_r{m}(1,1); 
                j = traces_r{m}(1,2); 
             
                if n-adj_n == 2 
                    s = 1; 
                else s = traces_r{m}(n-adj_n-1,1); 
                end 
             
                if n == N 
                    f = no_frames; 
                else f = traces_r{m}(n-adj_n,1); 
                end 
             
                traces_r{m}(n-adj_n-1,3) = 
mean2(Av_int_rises_CK{k}(j,s:f)); 
                traces_r{m}(n-adj_n-1,4) = std2(Av_int_rises_CK{k}(j,s:f)); 
             
                if n-adj_n == 2 
                    traces_r{m}(n-adj_n-1,5) = 0; 
                else traces_r{m}(n-adj_n-1,5) = traces_r{m}(n-adj_n-2,3) - 
traces_r{m}(n-adj_n-1,3); 
                end 
             
                if n == N 
                    n = n + 1; 
                    continue 
                else traces_r{m}(n-adj_n,5) = traces_r{m}(n-adj_n-1,3) - 
traces_r{m}(n-adj_n,3); 
                end 
                 
                adj_n = adj_n + 1; 
                n = adj_n + 2; 
            else n = n + 1; 
            end 
    end 
end 
  
adj_m = 0; 
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for m = 1:M 
     
    A = size(traces_r{m-adj_m}); 
    A = A(1); 
     
    if A == 1 
        traces_r(m-adj_m) = []; 
        adj_m = adj_m + 1; 
    else 
    end 
     
end 
  
%Correct drops and rises so they correspond to the step size calculated 
M = size(traces_r); 
M = M(2); 
  
for a = 1:M 
     
    N = size(traces_r{a}); 
    N = N(1); 
     
    for b = 2:N 
        if (traces_r{a}(b,2) == 1) && (traces_r{a}(b,5) < 0) 
            traces_r{a}(b,2) = -1; 
        elseif (traces_r{a}(b,2) == -1) && (traces_r{a}(b,5) > 0) 
            traces_r{a}(b,2) = 1; 
        else 
        end 
    end 
end 
  
M = size(traces_d); 
M = M(2); 
  
for a = 1:M 
     
    N = size(traces_d{a}); 
    N = N(1); 
     
    for b = 2:N 
        if (traces_d{a}(b,2) == 1) && (traces_d{a}(b,5) < 0) 
            traces_d{a}(b,2) = -1; 
        elseif (traces_d{a}(b,2) == -1) && (traces_d{a}(b,5) > 0) 
            traces_d{a}(b,2) = 1; 
        else 
        end 
    end 
end 
  
%To help determine whether a trace is real or a false positive, record its  
%position & gaussian size & intensity 
i = 1; 
h = 1; 
M = size(traces_r); 
M = M(2); 
for m = 1:M 
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    if isempty(traces_r{m}) == 1 
        continue 
    else 
    end 
     
    k = traces_r{m}(1,1); 
    j = traces_r{m}(1,2); 
    traces_r{m}(1,8) = F_rises{k}(2,j); 
    traces_r{m}(1,9) = F_rises{k}(3,j); 
    traces_r{m}(1,10) = F_rises{k}(5,j); 
    traces_r{m}(2,9) = F_rises{k}(4,j); 
    traces_r{m}(2,10) = F_rises{k}(6,j); 
    sizes(i) = traces_r{m}(2,9); 
    sizes(i+1) = traces_r{m}(2,10); 
    i = i + 2; 
    intensity(h) = F_rises{k}(2,j); 
    h = h + 1; 
end 
  
M = size(traces_d); 
M = M(2); 
for m = 1:M 
     
    if isempty(traces_d{m}) == 1 
        continue 
    else 
    end 
     
    k = traces_d{m}(1,1); 
    j = traces_d{m}(1,2); 
     
    traces_d{m}(1,8) = F_drops{k}(2,j); 
    traces_d{m}(1,9) = F_drops{k}(3,j); 
    traces_d{m}(1,10) = F_drops{k}(5,j); 
    traces_d{m}(2,9) = F_drops{k}(4,j); 
    traces_d{m}(2,10) = F_drops{k}(6,j); 
    sizes(i) = traces_d{m}(2,9); 
    sizes(i+1) = traces_d{m}(2,10); 
    i = i + 2; 
    intensity(h) = F_drops{k}(2,j); 
    h = h + 1; 
end 
  
%Merge traces_d and traces_r into one cell array - 'traces'. 
M = size(traces_r); 
M = M(2); 
N = size(traces_d); 
N = N(2); 
traces = cell(1,M+N); 
  
for a = 1:M 
    traces{a} = traces_r{a}; 
end 
  
for a = M+1:M+N 
    traces{a} = traces_d{a-M}; 
end 
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clear traces_r 
clear traces_d 
  
%Delete traces with NaN in average before, after and step size 
M = size(traces); 
M = M(2); 
a_adj = 0; 
for a=1:M 
    if a > M - a_adj 
        continue 
    elseif isempty(traces{a-a_adj}) == 1 
        continue 
    elseif isnan(traces{a-a_adj}(2,3)) == 1 && isnan(traces{a-a_adj}(2,4)) 
== 1 && isnan(traces{a-a_adj}(2,5)) == 1 
        traces{a} = []; 
        a_adj = a_adj + 1; 
    else 
    end 
end 
  
%Organisation into drops, rises, drops and rises. Extraction of step sizes 
%for histogram, no of drops per molecule, dwell times, no molecules vs time 
  
%Dwell times (on and off of single molecules and lifetime of fluorophores) 
  
M = size(traces); 
M = M(2); 
adj_m = 0; 
  
for m = 1:M 
     
    N = size(traces{m-adj_m}); 
    N = N(1); 
    q = 1; 
    p = 1; 
     
    for n = 2:N 
        if traces{m-adj_m}(n,5) > 0 
            traces{m-adj_m}(n,6) = q; 
            traces{m-adj_m}(n,7) = p; 
            p = p + 1; 
        elseif n == 2 
            traces{m-adj_m}(n,6) = q; 
        else q = q + 1; 
            traces{m-adj_m}(n,6) = q; 
            p = 1; 
        end 
         
        %this step deletes the multiple rise 
        if n == 2 || n == 3 
            continue 
        elseif (traces{m-adj_m}(n,6) - traces{m-adj_m}(n-1,6) == 1) && 
(traces{m-adj_m}(n-1,6) - traces{m-adj_m}(n-2,6) == 1) 
            traces(m-adj_m) = []; 
            adj_m = adj_m + 1; 
            break 
        else 
        end 
    end 
end 
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%Molecule on and off times (dwell_times) 
M = size(traces); 
M = M(2); 
i = 1; 
j = 1; 
adj_m = 0; 
  
for m = 1:M 
    N = size(traces{m-adj_m}); 
    N = N(1); 
    t_on = 2; 
    t_off = 2; 
     
    for n = 2:N 
        if (traces{m-adj_m}(n,7) == 0) && (n == 2) 
            t_on = traces{m-adj_m}(n,1); 
            %off_time(j) = (t_on - 1) - t_off; 
            %j = j + 1; 
        elseif (traces{m-adj_m}(n,7) == 1) && (traces{m-adj_m}(n-1,7) == 0) 
&& (n == 2) 
            t_off = traces{m-adj_m}(n,1); 
            dwell_times(i) = t_off - t_on; 
            i = i + 1; 
        elseif (traces{m-adj_m}(n,7) == 0) && (traces{m-adj_m}(n-1,7) > 1) 
%&& (traces{m-adj_m}(n,3) < rise_condition)          
            t_off = traces{m-adj_m}(n-1,1); 
            dwell_times(i) = t_off - t_on; 
            i = i + 1; 
            t_on = traces{m-adj_m}(n,1); 
            off_time(j) = (t_on - 1) - t_off ; 
            j = j + 1; 
        elseif (traces{m-adj_m}(n,7) == 0) && (traces{m-adj_m}(n-1,7) > 1) 
%&& (traces{m-adj_m}(n,3) > rise_condition) 
            traces(m-adj_m) = []; 
            adj_m = adj_m + 1; 
            break 
        elseif (n == N) %&& (traces{m-adj_m}(n,3) < drop_condition) 
            t_off = traces{m-adj_m}(n,1); 
            dwell_times(i) = t_off - t_on; 
            i = i + 1; 
        else 
        end 
    end 
end 
  
%Fluorophore lifetime (fl_lt) 
M = size(traces); 
M = M(2); 
i = 1; 
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
    t_on = 2; 
    for n = 2:N 
        if (traces{m}(n,6) > 0) && (traces{m}(n,7) > 0) 
            t_off = traces{m}(n,1); 
            fl_lt(i) = t_off - t_on; 
            i = i + 1; 
        elseif traces{m}(n,7) == 0 
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            t_on = traces{m}(n,1); 
            continue 
        else 
        end 
    end 
end 
  
%No_drops 
M = size(traces); 
M = M(2); 
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
    for n = 2:N 
        if (n == N) && (traces{m}(n,7) > 0) %&& (traces{m}(n,3) < 
drop_condition) 
            p = traces{m}(n,7); 
            no_drops(p) = no_drops(p) + 1; 
        elseif (traces{m}(n,7) == 0) && (n < N) && (traces{m}(n+1,7) == 0) 
            continue 
        elseif (n == 2) && (n < N) && (traces{m}(n+1,7) == 0) 
            p = traces{m}(n,7); 
            no_drops(p) = no_drops(p) + 1; 
        elseif (n > 2) && (traces{m}(n,7) == 0) && (traces{m}(n-1,7) > 0) 
            p = traces{m}(n-1,7); 
            no_drops(p) = no_drops(p) + 1; 
        else continue 
        end 
    end 
end 
  
%No molecules vs time 
M = size(traces); 
M = M(2); 
q = 0; 
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
    for n = 2:N 
         
        if (n == 2) && (traces{m}(n,7) == 1) 
            q = q + 1; 
        else 
        end 
         
        if (n == 2) && (traces{m}(n,7) == 0) 
            p = traces{m}(n,1); 
            change_no_molecules(p) = change_no_molecules(p) + 1; 
        elseif (n > 2) && (traces{m}(n,7) == 0) && (traces{m}(n-1,7) > 0)          
            p = traces{m}(n-1,1); 
            change_no_molecules(p) = change_no_molecules(p) - 1; 
            p = traces{m}(n,1); 
            change_no_molecules(p) = change_no_molecules(p) + 1; 
        elseif (n == N) && (traces{m}(n,7) > 0) %&& (traces{m}(n,3) < 
drop_condition)  
            p = traces{m}(n,1); 
            change_no_molecules(p) = change_no_molecules(p) - 1; 
        else 
        end      
    end 
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end 
  
no_molecules(1) = q; 
for n = 2:no_frames 
    no_molecules(n) = no_molecules(n-1) + change_no_molecules(n); 
end 
  
%Number of binding events vs time and no of fluorophores vs time 
M = size(traces); 
M = M(2); 
  
for m = 1:M 
     
    if isempty(traces{m}) == 1 
        continue 
    else 
    end 
     
    N = size(traces{m}); 
    N = N(1); 
    s = 1; 
     
    for n = 2:N 
         
        if (traces{m}(n,6) > 0) && (traces{m}(n,7) == 0) 
            j = traces{m}(n,1); 
            s = j; 
            binding_vs_t(j:no_frames) = binding_vs_t(j:no_frames) + 1; 
        elseif (traces{m}(n,6) > 0) && (traces{m}(n,7) > 0) 
            j = traces{m}(n,1); 
            fl_vs_t(s:j) = fl_vs_t(s:j) + 1; 
        else 
        end         
    end     
end 
  
%Histogram of step_sizes (rises and drops) 
M = size(traces); 
M = M(2); 
i = 1; 
  
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
    for n = 2:N 
        Y(i) = abs(traces{m}(n,5)); 
        i = i + 1; 
    end 
end 
  
%Calculation of SNR for traces and collection in S_N_R for analysis 
M = size(traces); 
M = M(2); 
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
     
    for n = 2:N 
        if traces{m}(n,7) == 0 
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            traces{m}(n-1,8) = 0; 
            traces{m}(n,8) = traces{m}(n,3) ./ traces{m}(n,4); 
        elseif (n == N) && (traces{m}(n,7) > 0) %&& (abs(traces{m}(n,3)) < 
drop_condition) 
            traces{m}(n,8) = 0; 
            traces{m}(n-1,8) = traces{m}(n-1,3) ./ traces{m}(n-1,4); 
        elseif (n == 2) && (traces{m}(n,7) > 0) 
            traces{m}(n-1,8) = traces{m}(n-1,3) ./ traces{m}(n-1,4); 
        elseif (n ~= N) && (traces{m}(n,7) > 0) 
            traces{m}(n,8) = traces{m}(n,3) ./ traces{m}(n,4); 
        else traces{m}(n,8) = -1; 
        end 
    end 
end 
  
q = 1; 
for m = 1:M 
    N = size(traces{m}); 
    N = N(1); 
     
    for n = 1:N 
         
        if traces{m}(n,8) == 0 
            continue 
        else 
        end 
         
       S_N_R(q) = traces{m}(n,8); 
       q = q + 1; 
    end 
end 
  
M = size(S_N_R); 
M = M(2); 
adj_m = 0; 
for m = 1:M 
    if S_N_R(m-adj_m) == 0 
        S_N_R(m-adj_m) = []; 
        adj_m = adj_m + 1; 
    else 
    end 
end 
  
initial_rises = initial_rises(2); 
initial_drops = initial_drops(2); 
  
toc 
 
 
VII. CHUNG_KENNEDY FUNCTION 
 
function [X] = Chung_Kennedy_drops(a,b) 
  
%Applies a Chung-Kennedy non-linear filter to single molecule traces. See 
%Chung and Kennedy (1991) Journal of Neuroscience Methods 40, 71-86 for  
%further details 
 
%For Chung_Kennedy_rises the program is the same except it uses 
Av_int_rises in place of Av_int_drops 
302 
 
  
%{ 
clc 
clear all 
close all 
tic 
  
%imports data 
A = xlsread('single molecule trace.xlsx'); 
%} 
  
global Av_int_drops; 
global no_frames; 
  
%select parameters 
%no_frames = 500; 
p = 70; 
M = 10; 
K = 5; 
%no_frames_CK = no_frames-2; 
A = Av_int_drops{a}(b,:); 
  
%define some variables 
x_i_f = cell(1,K); 
x_i_b = cell(1,K); 
f_i = cell(1,K); 
b_i = cell(1,K); 
f_i_Norm = zeros(1,no_frames); 
b_i_Norm = zeros(1,no_frames); 
Norm = zeros(1,no_frames); 
C_K = zeros(1,no_frames); 
  
  
%create x_i_b and x_i_f 
for i=1:K 
    x_i_f{i} = zeros(1,no_frames); 
    x_i_b{i} = zeros(1,no_frames); 
    f_i{i} = zeros(1,no_frames); 
    b_i{i} = zeros(1,no_frames); 
end 
  
  
%run program 
for k=1:no_frames 
    %calculate x_i_f and x_i_b for all i for a given k 
    for i=1:K 
         
        if k-i <= 0 
            if i == 1 
                x_i_b{i}(k) = (1/i)*(A(k+i)); 
                continue 
            else x_i_b{i}(k) = (1/i)*(A(k+i)+((i-1)*(x_i_b{i-1}(k)))); 
            end 
                 
        elseif k+i > no_frames 
             if i == 1 
                x_i_f{i}(k) = (1/i)*(A(k-i)); 
                continue 
             else x_i_f{i}(k) = (1/i)*(A(k-i)+((i-1)*(x_i_f{i-1}(k)))); 
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             end 
             
        elseif i == 1 
            x_i_f{i}(k) = (1/i)*(A(k-i)); 
            x_i_b{i}(k) = (1/i)*(A(k+i)); 
            continue 
        else x_i_f{i}(k) = (1/i)*(A(k-i)+((i-1)*(x_i_f{i-1}(k)))); 
             x_i_b{i}(k) = (1/i)*(A(k+i)+((i-1)*(x_i_b{i-1}(k)))); 
        end 
    end 
end 
         
for k=1:no_frames 
    %calculate f_i and b_i for all j for a given i 
    for i=1:K 
        for j = 0:M-1 
                 
            if k-j <= 0 
                b_i{i}(k) = ((A(k+j)-x_i_b{i}(k+j)).^2) + b_i{i}(k);    
                continue 
            elseif k+j > no_frames 
                f_i{i}(k) = ((A(k-j)-x_i_f{i}(k-j)).^2) + f_i{i}(k); 
                continue 
            elseif x_i_b{i}(k+j) == 0 
                f_i{i}(k) = ((A(k-j)-x_i_f{i}(k-j)).^2) + f_i{i}(k); 
                continue 
            elseif x_i_f{i}(k-j) == 0 
                b_i{i}(k) = ((A(k+j)-x_i_b{i}(k+j)).^2) + b_i{i}(k); 
                continue 
            else f_i{i}(k) = ((A(k-j)-x_i_f{i}(k-j)).^2) + f_i{i}(k); 
                b_i{i}(k) = ((A(k+j)-x_i_b{i}(k+j)).^2) + b_i{i}(k); 
            end 
        end 
         
        if f_i{i}(k) == 0 
            b_i{i}(k) = (1/(2*K))*(b_i{i}(k).^-p); 
            continue 
        elseif b_i{i}(k) == 0 
            f_i{i}(k) = (1/(2*K))*(f_i{i}(k).^-p); 
            continue 
        else f_i{i}(k) = (1/(2*K))*(f_i{i}(k).^-p); 
             b_i{i}(k) = (1/(2*K))*(b_i{i}(k).^-p); 
        end 
         
    end 
     
    %calculate normalisation factor and apply to f_i and b_i 
    for i=1:K 
         
        f_i_Norm(k) = f_i{i}(k) + f_i_Norm(k); 
        b_i_Norm(k) = b_i{i}(k) + b_i_Norm(k); 
          
    end 
end 
  
Norm = f_i_Norm + b_i_Norm; 
  
%calculate chung-kennedy 
for k=1:no_frames 
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    for i=1:K 
        C_K(k) = ((f_i{i}(k).*x_i_f{i}(k))+(b_i{i}(k).*x_i_b{i}(k))) + 
C_K(k); 
    end 
end 
  
C_K = C_K./Norm; 
X = C_K; 
  
%toc 
end 
 
