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AMERICAN OPTIONS UNDER PERIODIC EXERCISE OPPORTUNITIES
JOSE´-LUIS PE´REZ∗ AND KAZUTOSHI YAMAZAKI†
ABSTRACT. In this paper, we study a version of the perpetual American call/put option where exercise opportunities
arrive only periodically. Focusing on the exponential Le´vy models with i.i.d. exponentially-distributed exercise inter-
vals, we show the optimality of a barrier strategy that exercises at the first exercise opportunity at which the asset price
is above/below a given barrier. Explicit solutions are obtained for the cases where the underlying Le´vy process has only
one-sided jumps.
AMS 2010 Subject Classifications: 60G40, 60J75, 91G80
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1. INTRODUCTION
The valuation of the perpetual American put/call options has been considered in many papers. This can be used
as an approximation to the finite maturity case, and also used in various real option models (see, e.g., Dixit and
Pindyck [6]). Unlike the finite maturity case that commonly requires numerical approaches, the perpetual case
typically admits a simple analytical solution. In particular, when the underlying process is an exponential Le´vy
process, the optimal stopping time is known to be of barrier-type: it is optimal to exercise as soon as the process
goes above or below a certain barrier, which can be written concisely using the Wiener-Hopf factors (see Remark
2.1). We refer the readers to the seminal papers by Mordecki [10] and Alili and Kyprianou [2], in this context.
In this paper, we consider a variant where exercise opportunities arrive only periodically. While most of the
continuous-time models assume that one can exercise the option instantaneously at any time, in reality one can
monitor the underlying process only at intervals. Motivated by this, we consider the case in which one can exercise
only at the jump times of an independent Poisson process. This can be seen as a modification of Bermudan options
where the constant exercise intervals are replaced by i.i.d. exponential random variables.
We consider both put- and call-type payoffs. The objective of this paper is twofold.
First, for a general underlying Le´vy process, we show the optimality of the periodic barrier strategy that exer-
cises at the first exercise opportunity at which the underlying process is below/above a suitably chosen barrier.
Second, we focus on the spectrally one-sided Le´vy case (where jumps are one-sided) and obtain the optimal
solution explicitly using the scale function. The expected value under a periodic barrier strategy can be directly
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computed using the results in Albrecher et al. [1]. We obtain the optimal barriers and derive explicit forms of the
optimal value function.
In order to confirm the analytical results, we also give numerical results using spectrally one-sided Le´vy pro-
cesses consisting of a Brownian motion with i.i.d. exponential-size jumps. We confirm the optimality, and also
study the behavior of the optimal solutions with respect to the rate of Poisson arrivals.
This paper is motivated by recent developments on the optimal dividend problem where one wants to maximize
the total discounted dividends until ruin, with an extra restriction that the dividend payment opportunities arrive
only periodically. It has recently been shown, for the case of exponential interarrival times, that a periodic barrier
strategy is optimal when the underlying process is a spectrally one-sided Le´vy process (see [3, 12, 13]). This
current paper can be seen as its optimal stopping version. Other related research includes Parisian ruin/reflection
(see, e.g., [5, 14]); when the (Parisian) delays are exponential random variables, many fluctuation identities can be
written semi-analytically in terms of the scale function, similarly to what we discuss in this paper for the case of a
spectrally negative Le´vy process.
The rest of the paper is organized as follows. Section 2 gives a mathematical formulation of the problem. Section
3 shows, for a general Le´vy case, the optimality of a periodic barrier strategy. We then obtain optimal solutions
explicitly for the spectrally one-sided case in Section 4. We conclude with numerical results in Section 5.
2. OUR PROBLEM
Let X be a Le´vy process and S = expX the price of a stock. For s > 0, we denote by Ps the law of S when
it starts at s (X0 = log s) and write for convenience P in place of P1. Accordingly, we shall write Es and E for
the associated expectation operators. We define T := {T1, T2, . . .} as the jump times of an independent Poisson
process N with rate λ > 0. Let F be the filtration generated by (X,N) and T the set of F-stopping times. The set
of strategies is given by T ∪ {∞}-valued stopping times:
A := {τ ∈ T : τ ∈ T ∪ {∞} a.s.}.
We consider American-type put/call options:
Vi(s) = sup
τ∈A
Es[e−rτGi(Sτ )1{τ<∞}], i = p, c,(2.1)
for
Gp(s) := (K − s)+ and Gc(s) := (s−K)+,
for a given discount factor r > 0 and strike price K > 0.
In order to obtain a nontrivial solution, we assume the following for the call option.
Assumption 2.1. For the call option Vc, we assume that ES1 < er.
Remark 2.1 (Classical case). The classical case with the set of admissible strategies A replaced by T has been
solved by [10, 2]. (i) In the classical put case, it is optimal to stop as soon as S goes below the level
A∗p,∞ := KE[exp(Xer)],
AMERICAN OPTIONS UNDER PERIODIC EXERCISE OPPORTUNITIES 3
where X is the running infimum process of X and er is an independent exponential random variable with param-
eter r. (ii) In the classical call case, under Assumption 2.1, it is optimal to stop as soon as S goes above
B∗c,∞ := KE[exp(Xer)],
where X is the running supremum process of X .
3. OPTIMALITY OF PERIODIC BARRIER STRATEGIES
In this section, we show that the optimal stopping times are of the form
τ−A := inf{T ∈ T : ST ≤ A} and τ+B := inf{T ∈ T : ST ≥ B}(3.1)
for suitably chosen barriers A and B. Here and throughout, we let inf ∅ =∞.
Let A¯ := {τ ∈ T : τ ∈ T¯ ∪ {∞} a.s.} with T¯ := T ∪ {0}. Define the value function of an auxiliary problem
where immediate stopping is also allowed:
V¯i(s) = sup
τ∈A¯
Es[e−rτGi(Sτ )1{τ<∞}], i = p, c, s > 0.(3.2)
By the strong Markov property,
Vi(s) = Es[e−rT1 V¯i(ST1)], i = p, c, s > 0.
If (3.2) is solved by
τ¯−A := inf{T ∈ T¯ : ST ≤ A} and τ¯+B := inf{T ∈ T¯ : ST ≥ B},
it is clear that (2.1) is solved by (3.1) for the same values of A and B. Hence, we shall analyze V¯i below.
Define the value function of an auxiliary finite-maturity problem:
V¯ Ni,n(s) := sup
τ∈An,N
E[e−r(τ−Tn)Gi(Sτ )|STn = s], 0 ≤ n ≤ N, i = p, c, s > 0,
where
An,N := {τ ∈ A¯ : Tn ≤ τ ≤ TN a.s.}, 0 ≤ n ≤ N,
with T0 := 0. This is the expected value on condition that STn = s and the controller has not stopped before Tn.
Similarly, we define
V¯i,n(s) := sup
τ∈An
E[e−r(τ−Tn)Gi(Sτ )1{τ<∞}|STn = s], i = p, c, s > 0,
where
An := {τ ∈ A¯ : τ ≥ Tn a.s.}, n ≥ 0.
It is clear that, for all n ≥ 0 and s > 0,
V¯ Ni,n(s) = V¯
N−n
i,0 (s), N ≥ n, and V¯i,n(s) = V¯i(s).(3.3)
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For the call case, by Assumption 2.1, with α := logES1 < r,
0 ≤ V¯c(s)− V¯ Nc,0(s) ≤ es
∞∑
n=N+1
E[e−rTnSTn ] = es
∞∑
n=N+1
E[E[e−rTnSTn |Tn]] = es
∞∑
n=N+1
E[e−(r−α)Tn ]
= es
∞∑
n=N+1
(E[e−(r−α)T1 ])n = es
∞∑
n=N+1
( λ
λ+ r − α
)n
.
Hence, for s > 0,
0 ≤ V¯p(s)− V¯ Np,0(s) ≤ Es[ sup
t≥TN
e−rtK] N↑∞−−−→ 0,
0 ≤ V¯c(s)− V¯ Nc,0(s) ≤ es
∞∑
n=N+1
( λ
λ+ r − α
)n N↑∞−−−→ 0.(3.4)
By backward induction (similarly to the case of discrete-time stochastic dynamic programming), we can show
the following.
Proposition 3.1. The mappings s 7→ V¯p(s) and s 7→ V¯c(s) are convex on (0,∞).
Proof. We focus on the put case; the proof for the call case is similar. First, we have V¯ Np,N (s) = (K − s)+, which
is convex. By the dynamic programming principle (see, e.g., (1.1.53) of Peskir and Shiryaev [15]), we have
V¯ Np,n(s) = max
(
(K − s)+,Es[e−rT1 V¯ Np,n+1(ST1)]
)
, 0 ≤ n ≤ N − 1.(3.5)
Suppose V¯ Np,n+1 is convex. Then,
Es[e−rT1 V¯ Np,n+1(ST1)] = λ
∫ ∞
0
e−λtE[e−rtV¯ Np,n+1(s exp(Xt))]dt = λ
∫ ∞
0
e−(λ+r)t
∫ ∞
−∞
V¯ Np,n+1(se
x)P(Xt ∈ dx)dt,
is also convex in s. Hence, V¯ Np,n is also convex by (3.5). By induction, V¯
N
p,0 is convex. Finally, by the convergence
(3.4), V¯p is convex as well.

Theorem 3.1. There exist K > A∗p ≥ A∗p,∞ and K < B∗c ≤ B∗c,∞ such that τ−A∗p and τ
+
B∗c
solve (2.1) for i = p and
i = c, respectively.
Proof. We only prove for the put case; the proof for the call case is similar. We consider the auxiliary problem
(3.2). Immediate stopping gives (K − s)+ and hence, we must have V¯p(s) ≥ (K − s)+.
Suppose Vp,∞ is the value function in the classical case as in [10, 2]. Then because A ⊂ T, we must have
V¯p(s) ≤ Vp,∞(s) for all s > 0. In particular, because for s < A∗p,∞ < K (see Remark 2.1), we have Vp,∞(s) =
(K − s)+ = K − s and hence we must have V¯p(s) = (K − s)+ = K − s as well. By this and the convexity as
in Proposition 3.1, we have {s > 0 : V¯p(s) = K − s} = (0, A∗p] for some A∗p ∈ [A∗p,∞,∞]. In order to show that
A∗p < K and {s > 0 : V¯p(s) = (K − s)+} = (0, A∗p], it suffices to show V¯p(s) > 0 for all s. Indeed, this holds
because the payoff function is nonnegative and S can reach any level below K with a positive probability. Now,
by the dynamic programming principle (see, e.g. Theorem 1.11 of Peskir and Shiryaev [15]), we have
V¯p(s) = max
(
(K − s)+,Es[e−rT1 V¯p(ST1)]
)
, s > 0,
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and inf{T ∈ T¯ : V¯p(ST ) = (K−ST )+} = inf{T ∈ T¯ : ST ≤ A∗p} = τ¯−A∗p is the optimal strategy for the problem
(3.2). Hence τ−A∗p is optimal for (2.1).

4. SPECTRALLY ONE-SIDED CASE
By Theorem 3.1, solving (2.1) reduces to finding the best periodic barrier. Here, we explicitly obtain it for the
case of spectrally negative/positive Le´vy processes (that do not have monotone paths a.s.). We refer to Section 8
of Kyprianou [11] for a comprehensive review.
Let P˜x = Pexp(x) be the probability measure under which S0 = ex. Also define the stopping times
τ˜−a := τ
−
exp(a) = inf{T ∈ T : XT ≤ a} and τ˜+b := τ+exp(b) = inf{T ∈ T : XT ≥ b}.(4.1)
4.1. Spectrally negative Le´vy case. Suppose X is a spectrally negative Le´vy process with Laplace exponent:
ψ(θ) := logE
[
Sθ1
]
= logE
[
eθX1
]
, θ ≥ 0,
with its right-inverse
Φ(p) := sup{s ≥ 0 : ψ(s) = p}, p > 0.(4.2)
We use W (r) for the r-scale function of X . This is the mapping from R to [0,∞) that takes value zero on the
negative half-line, while on the positive half-line it is a continuous and strictly increasing function defined by∫ ∞
0
e−θxW (r)(x)dx =
1
ψ(θ)− r , θ > Φ(r).(4.3)
The (r + λ)-scale function W (r+λ) is defined analogously. Define also
Z(r)(x, θ) := eθx
(
1 + (r − ψ(θ))
∫ x
0
e−θzW (r)(z)dz
)
, x ∈ R, θ ≥ 0.
In particular, for x ∈ R, we let Z(r)(x) = Z(r)(x, 0) and, for λ > 0,
Z(r)(x,Φ(r + λ)) = eΦ(r+λ)x
(
1− λ
∫ x
0
e−Φ(r+λ)zW (r)(z)dz
)
,
Z(r+λ)(x,Φ(r)) = eΦ(r)x
(
1 + λ
∫ x
0
e−Φ(r)zW (r+λ)(z)dz
)
.
By equation (14) of Theorem 3.1 in [1], for θ ≥ 0,
E˜x
[
e
−rτ˜−a +θXτ˜−a 1{τ˜−a <∞}
]
= eθaE˜x−a
[
e
−rτ˜−0 +θXτ˜−0 1{τ˜−0 <∞}
]
=
λeθa
λ+ r − ψ(θ)
(
Z(r)(x− a, θ)− Z(r)(x− a,Φ(r + λ))ψ(θ)− r
λ
Φ(r + λ)− Φ(r)
θ − Φ(r)
)
,
(4.4)
where the cases λ+ r = ψ(θ) and r = ψ(θ) are interpreted as the limiting cases.
Lemma 4.1 (Extension of equation (16) of [1]). For x, b ∈ R and θ ≥ 0, we have
E˜x
[
e
−rτ˜+b −θ(Xτ˜+
b
−b)
1{τ˜+b <∞}
]
=
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
Z(r+λ)(x− b,Φ(r))− λ
∫ x−b
0
e−θyW (r+λ)(x− b− y)dy.
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Proof. Let u(x) be the expectation on the left-hand side. By equation (16) of [1], for all x ≤ b,
u(x) =
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
e−Φ(r)(b−x).(4.5)
For x > b, by the strong Markov property and the memoryless property of the exponential random variable, with
σ−b := inf{t > 0 : Xt < b},
u(x) = E˜x
[
e−rσ
−
b u(Xσ−b
)1{T1>σ−b }
]
+ E˜x
[
e−rT1−θ(XT1−b)1{T1<σ−b }
]
.(4.6)
Here, by (4.5) and identity (3.19) in [4],
E˜x
[
e−rσ
−
b u(Xσ−b
)1{T1>σ−b }
]
=
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
E˜x
[
e
−rσ−b +Φ(r)(Xσ−
b
−b)
1{T1>σ−b }
]
=
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
E˜x
[
e
−(r+λ)σ−b +Φ(r)(Xσ−
b
−b)
1{σ−b <∞}
]
=
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
(
Z(r+λ)(x− b,Φ(r))− λW
(r+λ)(x− b)
Φ(r + λ)− Φ(r)
)
.
On the other hand, by Corollary 8.8 of [11],
E˜x
[
e−rT1−θ(XT1−b)1{T1<σ−b }
]
= E˜x
[
λ
∫ σ−b
0
e−(r+λ)t−θ(Xt−b)dt
]
= E˜x−b
[
λ
∫ σ−0
0
e−(r+λ)t−θXtdt
]
= λ
∫ ∞
0
e−θy
(
e−Φ(r+λ)yW (r+λ)(x− b)−W (r+λ)(x− b− y)
)
dy
=
λW (r+λ)(x− b)
Φ(r + λ) + θ
− λ
∫ x−b
0
e−θyW (r+λ)(x− b− y)dy.
Substituting these in (4.6) and after simplification, we have the claim. 
4.1.1. Put case. Define, for x ∈ R and a < logK,
vSNp (x; a) := Eexp(x)
[
e
−rτ−
exp(a)(K − Sτ−
exp(a)
)1{τ−
exp(a)
<∞}
]
= E˜x
[
e−rτ˜
−
a (K − eXτ˜−a )1{τ˜−a <∞}
]
.
Then, by Theorem 3.1, there exists aSNp < logK such that
Vp(s) = v
SN
p (log s; a
SN
p ) = sup
a∈(−∞,logK)
vSNp (log s; a), s ∈ R.
By (4.4), we can write
vSNp (x; a) =
λK
λ+ r
(
Z(r)(x− a)− Z(r)(x− a,Φ(r + λ))r(Φ(r + λ)− Φ(r))
λΦ(r)
)
− λe
a
λ+ r − ψ(1)
(
Z(r)(x− a, 1)− Z(r)(x− a,Φ(r + λ))ψ(1)− r
λ
Φ(r + λ)− Φ(r)
1− Φ(r)
)
,
(4.7)
where in particular, for x ≤ a,
vSNp (x; a) =
λK
λ+ r
(
1− eΦ(r+λ)(x−a) r(Φ(r + λ)− Φ(r))
λΦ(r)
)
− λ
λ+ r − ψ(1)
(
ex − ea(1−Φ(r+λ))eΦ(r+λ)xψ(1)− r
λ
Φ(r + λ)− Φ(r)
1− Φ(r)
)
.
(4.8)
AMERICAN OPTIONS UNDER PERIODIC EXERCISE OPPORTUNITIES 7
The maximizer aSNp can be identified by the first order condition for (4.8). For x < a, we have
∂
∂a
vSNp (x; a) = e
Φ(r+λ)(x−a)f(a; 1)(4.9)
where
f(a; θ) := C0 − C1(θ)ea.(4.10)
Here, for all θ ∈ R such that ψ(θ) exists,
C0 :=
K
λ+ r
Φ(r + λ)
r(Φ(r + λ)− Φ(r))
Φ(r)
> 0,
C1(θ) :=
Φ(r + λ)− θ
λ+ r − ψ(θ)
ψ(θ)− r
θ − Φ(r)(Φ(r + λ)− Φ(r)),
where the cases λ+ r = ψ(θ) and r = ψ(θ) are interpreted as the limiting cases.
By ψ(0) = 0 and the convexity of ψ on [0,∞), we have that ψ(1) > s if and only if 1 > Φ(s) for all s > 0,
and therefore
ψ(1)− s
1− Φ(s) > 0, s > 0.(4.11)
Hence, C1(1) > 0. This means, f ′(a; 1) = −C1(1)ea < 0 and therefore a 7→ f(a; 1) is continuous and strictly
decreasing. Finally, lima↓−∞ f(a; 1) = C0 > 0 and lima↑∞ f(a; 1) = −∞. Hence, there exists a unique root of
f(·; 1) = 0 and it becomes the optimal barrier aSNp .
Using that f(aSNp ; 1) = 0 in (4.7), simple algebra gives
vSNp (x; a
SN
p ) =
λK
λ+ r
Z(r)(x− aSNp )−
λea
SN
p
λ+ r − ψ(1)Z
(r)(x− aSNp , 1)
+
Z(r)(x− aSNp ,Φ(r + λ))
Φ(r + λ)
ψ(1)− r
λ+ r − ψ(1)
Φ(r + λ)− Φ(r)
1− Φ(r) e
aSNp .
4.1.2. Call case. First, Assumption 2.1 is equivalent to ψ(1) < r, and hence (by (4.11)),
Φ(r + λ) > Φ(r) > 1.(4.12)
By Lemma 4.1, extended to the case θ = −1 by analytic continuation by (4.12), we have
vSNc (x; b) := Eexp(x)
[
e
−rτ+
exp(b)(Sτ+
exp(b)
−K)1{τ+
exp(b)
<∞}
]
= E˜x
[
e−rτ˜
+
b (exp(Xτ˜+b
)−K)1{τ˜+b <∞}
]
= eb
(Φ(λ+ r)− Φ(r)
Φ(λ+ r)− 1 Z
(r+λ)(x− b,Φ(r))− λ
∫ x−b
0
eyW (r+λ)(x− b− y)dy
)
−K
(Φ(λ+ r)− Φ(r)
Φ(λ+ r)
Z(r+λ)(x− b,Φ(r))− λW (r+λ)(x− b)
)
,
(4.13)
where W (r+λ)(z) :=
∫ z
0 W
(r+λ)(y)dy for z ∈ R. In particular, for x ≤ b,
vSNc (x; b) = e
Φ(r)x
[Φ(λ+ r)− Φ(r)
Φ(λ+ r)− 1 e
−(Φ(r)−1)b −KΦ(λ+ r)− Φ(r)
Φ(λ+ r)
e−Φ(r)b
]
.(4.14)
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Similarly to the put case, we obtain the maximizer bSNc by the first order condition for (4.14). We have
∂
∂b
vSNc (x; b) = e
Φ(r)(x−b)g(b;−1), b ∈ R, x < b,
where, for θ 6= −Φ(λ+ r),
g(b; θ) := KΦ(r)
Φ(λ+ r)− Φ(r)
Φ(λ+ r)
− (Φ(r) + θ)Φ(λ+ r)− Φ(r)
Φ(λ+ r) + θ
eb.(4.15)
By (4.12), b 7→ g(b;−1) is continuous and monotonically strictly decreasing with limb↓−∞ g(b;−1) > 0 and
limb↑∞ g(b;−1) = −∞. Hence, its unique root becomes the optimal barrier bSNc .
Applying that g(bSNc ;−1) = 0 in (4.13), we have
vSNc (x; b
SN
c ) = e
bSNc
( 1
Φ(r)
Φ(λ+ r)− Φ(r)
Φ(λ+ r)− 1 Z
(r+λ)(x− bSNc ,Φ(r))− λ
∫ x−bSNc
0
eyW (r+λ)(x− bSNc − y)dy
)
+KλW
(r+λ)
(x− bSNc ).
4.2. Spectrally positive Le´vy case. We now suppose that X is a spectrally positive Le´vy process. Then, its dual
Y = −X becomes a spectrally negative Le´vy process. Let Pˆy be the probability where Y0 = y and τˆ be the
crossing times for Y defined analogously to (4.1). Let ψ, Φ, and W denote the Laplace exponent, its inverse, and
the scale function, respectively, for the process Y .
4.2.1. Put case. By Lemma 4.1, for a < log(K) and x ∈ R,
vSPp (x; a) := Eexp(x)
[
e
−rτ−
exp(a)(K − Sτ−
exp(a)
)1{τ−
exp(a)
<∞}
]
= Eˆ−x
[
e−rτˆ
+
−a(K − exp(−Yτˆ+−a))1{τˆ+−a<∞}
]
= K
(Φ(λ+ r)− Φ(r)
Φ(λ+ r)
Z(r+λ)(a− x,Φ(r))− λW (r+λ)(a− x)
)
− ea
(Φ(λ+ r)− Φ(r)
Φ(λ+ r) + 1
Z(r+λ)(a− x,Φ(r))− λ
∫ a−x
0
e−yW (r+λ)(a− x− y)dy
)
.
(4.16)
In particular, for x ≥ a,
vSPp (x; a) = e
−Φ(r)x
[
K
Φ(λ+ r)− Φ(r)
Φ(λ+ r)
eΦ(r)a − Φ(λ+ r)− Φ(r)
Φ(λ+ r) + 1
e(Φ(r)+1)a
]
.
Differentiating this, we have (using g defined in (4.15))
∂
∂a
vSPp (x; a) = e
−Φ(r)(x−a)g(a; 1), x > a.
Because Φ(λ+r) > Φ(r) > 0, the function g(·; 1) is continuous and strictly decreasing with lima↓−∞ g(a; 1) > 0
and lima↑∞ g(a; 1) = −∞. Hence, its unique root becomes the optimal barrier aSPp .
Applying that g(aSPp ; 1) = 0 in (4.16), we have
vSPp (x; a
SP
p ) = e
aSPp
( 1
Φ(r)
Φ(λ+ r)− Φ(r)
Φ(λ+ r) + 1
Z(r+λ)(aSPp − x,Φ(r)) + λ
∫ aSPp −x
0
e−yW (r+λ)(aSPp − x− y)dy
)
−KλW (r+λ)(aSPp − x).
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4.2.2. Call case. Under Assumption 2.1, the domain of the Laplace exponent ψ can be extended to [−1,∞) and
logES1 = logE[e−Y1 ] = ψ(−1) < r.(4.17)
For b > log(K) and x ∈ R, define
vSPc (x; b) := Eexp(x)
[
e
−rτ+
exp(b)(Sτ+
exp(b)
−K)1{τ+
exp(b)
<∞}
]
= Eˆ−x
[
e−rτˆ
−
−b(exp(−Yτˆ−−b)−K)1{τˆ−−b<∞}
]
.
By (4.4) (with X replaced by Y ) which holds for θ = −1 by analytic continuation using (4.17), we can write
vSPc (x; b) =
λeb
λ+ r − ψ(−1)
(
Z(r)(b− x,−1)− Z(r)(b− x,Φ(r + λ))ψ(−1)− r
λ
Φ(r + λ)− Φ(r)
−1− Φ(r)
)
− λK
λ+ r
(
Z(r)(b− x)− Z(r)(b− x,Φ(r + λ))r(Φ(r + λ)− Φ(r))
λΦ(r)
)
,
(4.18)
where in particular, for x ≥ b,
vSPc (x; b) =
λ
λ+ r − ψ(−1)
(
ex − eb(1+Φ(r+λ))e−Φ(r+λ)xψ(−1)− r
λ
Φ(r + λ)− Φ(r)
−1− Φ(r)
)
− λK
λ+ r
(
1− eΦ(r+λ)(b−x) r(Φ(r + λ)− Φ(r))
λΦ(r)
)
.
Differentiating this and using f as in (4.10),
∂
∂b
vSPc (x; b) = e
Φ(r+λ)(b−x)f(b;−1), x > b,
Here,
C1(−1) = Φ(r + λ) + 1
λ+ r − ψ(−1)
r − ψ(−1)
1 + Φ(r)
(Φ(r + λ)− Φ(r)),
which is strictly positive by (4.17). Hence, as in the case of f(·; 1), we can obtain bSPc as the unique root of
f(·;−1) = 0. Applying that f(bSPc ;−1) = 0 in (4.18), we have
vSPc (x; b
SP
c ) = −
λK
λ+ r
Z(r)(bSPc − x) +
λeb
SP
c
λ+ r − ψ(−1)Z
(r)(bSPc − x,−1)
+
Z(r)(bSPc − x,Φ(r + λ))
Φ(r + λ)
ψ(−1)− r
λ+ r − ψ(−1)
Φ(r + λ)− Φ(r)
−1− Φ(r) e
bSPc .
5. NUMERICAL RESULTS
We conclude the paper with numerical examples, using spectrally negative and positive Le´vy processes con-
sisting of a Brownian motion and i.i.d. exponential-size jumps. These are special cases of the double exponential
jump diffusion of Kou [8]. The scale functions W (r) and W (r+λ) can be obtained explicitly as in [7, 9].
For the spectrally negative case, we assume
(5.1) Xt −X0 = ct+ 0.2Bt −
Nt∑
n=1
Zn, 0 ≤ t <∞,
where B = (Bt; t ≥ 0) is a standard Brownian motion, N = (Nt; t ≥ 0) is a Poisson process with arrival rate 1,
and Z = (Zn;n = 1, 2, . . .) is an i.i.d. sequence of exponential random variables with parameter 2. The processes
B, N , and Z are assumed mutually independent. For the spectrally positive case, we set X to be the negative of
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(5.1). The value c is chosen so that e−(r−δ)St is a martingale for δ = 0.03. By this, Assumption 2.1 is satisfied.
For other parameters, we set K = 50, r = 0.05, and λ = 1, unless stated otherwise.
Figures 1 and 2 show, respectively, the value functions Vp(s) and Vc(s) in comparison to the expected values
under other barrier strategies. It can be confirmed that the obtained value functions dominate suboptimal value
functions uniformly in the starting value s. Also, it is observed that our choice of the optimal barrier is such that
the value function becomes convex and also smooth at the barrier.
In Figures 3 and 4, we show Vp(s) and Vc(s) for various choices of the Poisson arrival rate λ along with the
classical case as in Remark 2.1. The value functions are increasing in λ uniformly in s and converge to the classical
ones as λ ↑ ∞. On the other hand, as λ ↓ 0, they decrease to zero. The optimal barriers converge to the ones in the
classical case as λ ↑ ∞ and to the strike price K as λ ↓ 0.
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FIGURE 1. The results for the put case. (Left) V SNp (s) = vSNp (log s; aSNp ) along with vSNp (log s; a) for exp(a) =
exp(aSNp )/3, 2 exp(a
SN
p )/3, (exp(a
SN
p ) +K)/2,K. (Right) V SPp (s) = vSPp (log s; aSPp ) along with vSPp (log s; a)
for exp(a) = exp(aSPp )/3, 2 exp(aSPp )/3, (exp(aSPp ) + K)/2,K. The values at aSNp and aSPp are indicated by
squares. Those at the suboptimal barriers a are indicated by triangles.
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FIGURE 4. Plots of Vc (dotted) for λ = 0.001, 0.002, . . ., 0.009, 0.01, 0.02, . . ., 0.09, 0.1, 0.2, . . ., 0.9, 1, 2, . . .,
9, 10, 20, . . ., 190, 200 along with Vc,∞ (solid). The points at the optimal barriers are indicated by squares.
