Abstract-As autonomous cars are rolled out into new environments, their ability to solve the simultaneous localization and mapping (SLAM) problem becomes critical. In order to tackle this problem, autonomous vehicles rely on sensor suites that provide them with information about their operating environment. When large scale production is taken into consideration, a trade-off between an acceptable sensor suite cost and its resulting performance characteristics arises. Furthermore, guaranteeing the system's performance requires a resilient sensor network design. This work seeks to address such trade-offs by introducing a method that takes into account the performance, cost, and resiliency of distinct sensor selections. As a result, this method is able to offer sensor combination recommendations based on the vehicle's operating environment. It is found that the structure of the environment influences sensor placement, and that the design of a resilient sensor network involves careful consideration of both environmental attributes such as landmark density and location, as well as the available types of complimentary sensors. Demonstration of the proposed approach is shown by evaluating it using sequences from the KITTI Benchmark Suite.
I. INTRODUCTION AND RELATED WORK
In recent years, research and development efforts around autonomous cars have shifted towards producing certifiable systems capable of being deployed into multiple environments [1] . Naturally, sensors play a primordial role within this system by enabling the vehicle to interact with and to account for the ever-changing operational scenarios. Unfortunately, the plethora of available sensor types [2] , in addition to their possible multiplicity and physical location within the vehicle's system, lead to a combinatorial number of possible sensor suite designs from which to choose. This poses both a design and a testing problem, since it becomes monetarily infeasible to iterate through all possible physical prototypes and computationally intractable to account for every combination in driving simulations [3] .
Amongst the most important metrics to consider when choosing an appropriate set of sensors with which to outfit an autonomous vehicle are performance [4] , reliability [5] , and cost [6] . The quality of the SLAM solution has a direct impact on the behavior of the car, since its output is utilized by the planning and control module for essential guidance tasks [4] . In addition to preserving the warranted performance requirements, the sensor suite of choice must be resilient; it needs to guarantee safe operations in new and unknown environments [7] , as well as robustness against This work was partially supported by Hitachi Autonomotive Systems America, Inc., and CONACyT, México.
All authors are with the Department of Aeronautics and Astronautics, Massachusetts Institute of Technology, Cambridge, MA 02139 USA {acollin,teran}@mit.edu hardware failures and loss of measurements (e.g., unavailable GPS information in certain urban settings) [8] . Moreover, for autonomous cars to become a viable solution, they need to satisfactorily reach the aforementioned system-level performance while maintaining competitive costs in order to successfully rival traditional alternative transportation systems (e.g., private autos, public transportation) [9] , [6] .
Recent advances in smoothing techniques and optimization of submodular functions have encouraged the development of design methods to improve SLAM solutions, resulting in task-specific approaches geared towards resourceconstrained systems. It has been shown that for a given sensor budget, optimization over an LQG-control performance metric yields a method to consciously choose which sensors to toggle during real-time operations to reduce uncertainty [10] . On the other hand, alternative routes have opted to work directly with sensor information; by optimizing for accuracy when selecting features for visual odometry [11] or by exploiting notions such as anticipation to prune irrelevant visual cues in visual-inertial navigation [12] , performance can be targeted.
However, to the knowledge of the authors, there exists a gap within the application space of such methods to help guide and inform the sensor choice and placement on autonomous vehicles, and to aid in the quantification of the tradespace between performance and non-uniform sensor costs. Initial efforts that make use of similar techniques have been presented [13] , but they still lack a systematic strategy to tackle the sensor combination enumeration. Furthermore, none of these advances consider the resiliency of sensor networks.
This work presents a method to concurrently address the multiple trade-offs posed by autonomous vehicle's system requirements through the use of greedy enumeration strategies paired with submodularity concepts. The main contributions of the proposed sensor selection strategy are answering the following: i) how to best address the sensor selection problem while satisfying the system's constraints; ii) how to develop a quantitative mapping of the relevant tradespace; and iii) how to introduce the concept of resiliency into the selection process.
The paper comprises the following sections: Section II provides the insight and motivation behind the chosen inference methods and algorithms; the problem statement and formulation is presented in Section III; Section IV describes the proposed approach; experimental results are shown in Sections V and VI; concluding remarks are presented in Section VII.
II. BACKGROUND INFORMATION AND PRELIMINARIES
SLAM systems are typically broken down into a back-end component in charge of inference, and a front-end component that handles the perception and data association aspect of the problem [14] . We therefore do not consider the increased difficulty in data association with certain sensor types. This work focuses on the inference aspect of SLAM, and how a solution is affected by the information that is chosen. Factor graphs are chosen as the framework with which to carry out such inferences.
Factor graphs are undirected graphical models that represent joint probability distributions in such a way that conditional independencies can be leveraged to exploit the inherent sparsity of a problem [14] .
It is well known how the nonlinear least squares formulation that emerges from the factor graph modeling technique can be transfomed, through a series of linearizations and whitening processes, into the standard least squares problem [15] θ * = arg min
where θ ∈ R n is the vector containing all pose and landmark variables of interest from X, the set of all vehicles states, and L, the set of all landmarks, A ∈ R m×n is the sparse measurement Jacobian with m measurement rows, and b ∈ R m the right-hand side vector. Furthermore, a QR factorization of the matrix A = Q [R 0] can be performed in order to extract the system's square root information matrix √ Λ = R ∈ R n×n , which allows for the efficient computation of the SLAM solution through simple back-substitution as Rθ
. Factor graph models constitute a resource for sensor combination performance evaluation. As far as sensor enumeration is concerned, choosing a set of sensors that maximizes a sensing objective, such as the log-determinant of the information matrix, under cardinality constraints, is usually NP-hard [17] . Solutions include solving a convex relaxation of the problem [18] , or leveraging the diminishing returns property, called submodularity, of the objective function to design a greedy algorithm, guiding the search through the design space [19] .
Several performance criteria can be chosen to evaluate the quality of the SLAM estimate. The log determinant of the covariance matrix, which represents the volume of the uncertainty ellipse around the estimate [18] , is selected for this work. It has been proven to be a valid evaluation metric for SLAM [20] . Additionally, with the covariance matrix Σ = Λ −1 , and since the R matrix is upper triangular, we have
Thus, this evaluation does not impose a computationally prohibitive overhead to the SLAM problem resolution.
III. PROBLEM FORMULATION AND STATEMENT
The available pool of sensors with which to equip an autonomous vehicle can be expressed as a set S. The subset s ⊆ S is denoted as the vehicle's current sensor suite, which gathers a collection of measurements Z as it interacts with its environment. From Section II, it is clear how the measurement Jacobian matrix A is a direct function of the set of acquired measurements Z, yielding an information matrix Λ(s) that varies with respect to the chosen sensor suite s.
The objective becomes finding a suitable subset of sensors s such that the system's requirements are satisfactorily met. In order to maximize performance, it is desired to minimize the uncertainty of the SLAM solution, which is posed as
subject to the budget constraint Cost(s) = B, where B represents the available amount of money that can be spent on the sensor architecture.
IV. SENSOR SELECTION METHODOLOGY
In order to develop the proposed approach, a sensor library to act as the pool of available sensors S was crafted using data from real hardware. Due to the combinatorial nature of the problem, a greedy algorithm is chosen to direct the search within S for a near-optimal sensor combination.
A. Sensor Library
Since different types of sensors lead to different measurement noise characteristics, four types of sensors are considered herein: radars, LiDARs, stereo, and monocular cameras. To generate comparisons, a sensor library encompassing the original LiDAR and cameras used in the KITTI dataset [21] , as well as commercially available sensors, is built; sensor details are presented in Table I .
The output of all sensors is taken to be a range and bearing measurement to a landmark. Each sensor is characterized by their range and field of view (FOV) attributes, and a Gaussian noise model is assumed for their produced measurements. Manufacturer specifications are used to describe the sensors attributes, except for when a more detailed study is available.
The main characteristics for each sensor type are:
• LiDARs have a 360
• FOV, with a long range. Empirical data is employed to choose noise characteristics for the long-range LiDAR [22] , with the experimental Root Mean Square Error (RMSE) taken as the standard deviation for the noise model; bearing residuals were found to be lower than the manufacturer's specification.
• Radars have the longest range, but a very narrow FOV of only several degrees. Their noise characteristics are comparable to the LiDAR's, but are much cheaper.
• Stereo cameras have measurement noise models that depend on their intrinsic and extrinsic parameters. The standard deviation for bearing is taken to be the same as for mono cameras. An additional parameter to account for the depth-dependent range errors is utilized. We use the following accuracy formula as the standard deviation for range measurements:
where z is the distance to the object, f is the focal length, b is the stereo baseline and σ d is the pixel disparity error.
Sensor placement is also taken into account: LiDARs can be placed on top of the car, and the rest along 12 evenly spaced angles around the car. Therefore, with different models for each sensor type, a library with 62 elements is obtained (5 × 12 for radar and cameras, plus two LiDARs). A measurement is obtained by one of the sensors if the corresponding landmark is within its sensing cone defined by the range and FOV.
B. Sensor Architectures Enumeration and Evaluation
With a cardinality of N for the desired sensor suite size, an exhaustive comparison of architectures would need to evaluate To prevent a full factorial enumeration, the greedy strategy dictates which sensor combination to evaluate next in the following manner: each entry s i in the library S is evaluated, and the item that led to the highest value of the objective function J = log det(Λ(s i )) is added to the sensor suite s. Subsequently, each remaining item in the library is evaluated in conjunction with the previously chosen items -that is J = log det(Λ(s ∪ s i )) -to determine which one to pick next. The previous steps are then repeated until the cardinality constraint is satisfied. The strategy is summarized in Algorithm 1.
For evaluation purposes, sequences 03 and 00 of the KITTI benchmark suite are employed. Sequence 03 consists of a relatively linear course resembling a typical suburban scenario. Conversely, sequence 00 contains many turns and loop closures, which resembles more closely operations within an urban scenario. The ground truth for both scenarios is shown in Figure 1 . s ← {} start with empty selection 3: while Cost(s) < B do 4:
for each s i ∈ S do 6:
J max ← J
10:
s ← s ∪ s *
11:
S ← S \ s *
12:
return s Using the methodology presented in this section, the following sensor recommendation is made to improve SLAM performance:
• Greedy03: long-range LiDAR, long range radar at 12, 2, 6, and 11 o'clock, wide-angle stereo-cams at 6 oclock, HD2K stereo-cam at 0 and 5 oclock for sequence 03, with a cost of $109, 860.00.
• Greedy00: long-range LiDAR, HD2K stereo-cams at 6 and 12 o'clock, a mid-range radar at 12 o'clock, and long-range radars at 2, 7, 8, and 12 o'clock for sequence 00, with a cost of $109, 700.00. These results show that the proposed methodology captures the impact of the environment on an ideal sensor combination. In sequence 03, most landmarks are situated in the front or back of the car, and at a close range, leading to the selection of only one LiDAR and stereo cameras facing the front and back of the car. With landmarks situated further away and the car experiencing more turns, in addition to the stereo cameras, the LiDAR is combined with radars facing front, right, back, and left for sequence 00.
Regardless of the performance level exhibited by these sensor combinations within their respective environments, there may be cheaper combinations that yield slightly higher, but still acceptable, levels of uncertainty in the MAP estimates. Additionally, if the long-range LiDAR fails for all or part of the trajectory, the performance greatly decreases in both sequences. Section V elaborates on how this methodology can be adapted to understand the link between cost and SLAM performance, and Section VI adds to the quality of the design by proposing resilient sensor selections.
V. COST-PERFORMANCE TRADESPACE QUANTIFICATION
The proposed greedy algorithm yields one single architecture point; the one with the lowest uncertainty in the estimate. However, designers might be interested in understanding how additional investment in the sensor suite reduces this uncertainty. Hence, in order to generate more points in the tradespace, two modifications to the current strategy are made.
Firstly, the performance of each intermediate combination below the cardinality constraint is recorded. Secondly, the objective function used by the greedy algorithm is adapted to take into account cost, by dividing performance by sensor cost, thus generating architectures at different cost levels. This way, several greedy algorithms are operated in parallel, using the following objectives:
• uniform: J = log det(Λ(s)) • cost-benefit: J = log det(Λ(s))/Cost(s) Figure 2 shows the tradespace mapping results for sequence 03. The most expensive architectures cost more than $100,000, and contain the long range LiDAR. However, there are architectures costing about $27,000, which achieve about 99% of the highest performance. These architectures contain mostly stereo cameras, and the cheaper LiDAR, meaning that with the sensor attributes chosen here, visual odometry combined with a higher noise LiDAR leads to a level of uncertainty almost as low as systems using expensive LiDARs, for a much lower hardware cost.
VI. DESIGNING FOR RESILIENCE
Many adverse events can disrupt the correct operation of car sensors during operation. Hardware can permanently fail, or sensor data can become corrupted during certain periods of time, e.g., due to harsh reflections from buildings or mist for the LiDAR, or rainy scenes lowering the quality of a camera's vision output [27] . Therefore, in order to select resilient sensor combinations, the following worst-case scenario is considered: by dividing the vehicle's route into smaller time periods, the sensor providing the most useful information at each particular time step is assumed to fail.
The algorithm proposed by [28] is employed here within the autonomous vehicle design context and shown in Algorithm 2. The strategy consists in, for each time period, s res ← {} start with empty selection 3: s fail ← {} start with empty selection 4:
S ← S \ s best 7:
s ← GETGREEDYARCHITECTURE(S, B)
9:
return s res evaluating each sensor individually using the problem's factor graph in order to identify the most critical sensor and its placement; it is the one assumed to fail. The rest of the selection is carried out through the proposed greedy algorithm, after the critical sensor s + has been removed from the library of available components (S \ s + ). The allocated budget remains $110,000 for the total sensor selection, including the failing sensor. The method is ran for every time period in the sequence; in this case, a time period corresponds to several seconds. Because of this assumption, the selection is now performed online, meaning that sensors can be turned on or off along the route. Figure 3 shows the sensor selection for each time period, with the failing sensors marked as red, and active sensors in green. The selection for the sequence 03 -represented in the upper grid of the figure -is firstly analyzed. Each block represents a sensor type, and within each block are sensor placements. For example, 26 represents the mid-range radar placed facing 6 o'clock, the back of the car.
As per the algorithm's choice, the long range LiDAR, Plot   10  11  110  111  12  13  14  15  16  17  18  19  20  21  210  211  22  23  24  25  26  27  28  29  30  40  50  51  510  511  52  53  54  55  56  57  58  59  60  61  610  611  62  63  64  65  66  67  68  69  70  71  710  711  72  73  74  75  76  77  78 the sensor that would have provided the most information throughout the trajectory, is designated as inoperative. To compensate for this loss, the mid range LiDAR is now part of the selection for every time period. With both LiDARs selected, only $6,000 remain in the budget. For most time periods, they are consumed by two wide-angle stereo cameras placed alternatively in the front or in the back of the car, or for one time period, many HD stereo cameras facing different directions on the right side of the car. The frontback axis remains salient in this selection. Whereas the value of our performance metric for the non resilient selection is 865.40 if the long-range LiDAR fails, the robust selection obtains a score of 1011.58; a performance improvement of about 17 %.
With the same budget, designing for resilience, rather than for performance in Greedy03, therefore leads to selecting the second LiDAR and the absence of radars.
For the longer KITTI sequence 00 -shown in the lower grid of figure 3 -the most useful sensor is also the long-range LiDAR, and the same strategy for resilience emerges; the mid-range LiDAR is selected at every time period. However, the difference between resilient selections for both environment lies in the use of radars; in KITTI 00, the long-range radar is employed in many different directions. As it is twice cheaper than the wide-angle stereo camera, more HD stereo cameras can be used, also in various directions. The frontback preference does not appear here, which is not surprising, as the track of sequence 00 provides much more landmarks in different directions, whereas 03 is more unidirectional. Because landmarks are, on average, further away from the car, the long-range radar provides more information than the wide-angle stereo camera in this instance.
A comparison of the final SLAM performance for the worst-case scenarios of Greedy03 and the Resilient03 is shown in Figure 4 . The estimated trajectory and landmark positions are displayed, which portray the robustness levels of both sensing architectures. In the non resilient case, the estimation error grows, reaching more than 5 meters per position and landmark, whereas the resilient combination provides an accurate estimate throughout the trajectory.
This section shows that different types of sensors have to be installed on the vehicle to guarantee an acceptable level of performance in case of failures or adverse scenarios. For those settings, a LiDAR with higher noise levels and a shorter range is chosen to compensate for the best LiDAR, combined with stereo cameras, especially facing directions towards where most landmarks are located, and radars when landmarks are located far away from the car.
VII. CONCLUSION
Several lessons can be drawn from the different experiments presented in this paper. Firstly, if the landmark density is predominantly at close ranges with respect to the vehicle, a combination of strategically placed stereo cameras with a low-cost LiDAR can provide as low of a SLAM uncertainty as combinations of fewer sensors that involve the use of a high-end LiDAR. Secondly, landmark positions in the environment relative to the car, as well as their number, influence the type of sensor choice and its placement within the vehicle.
The resulting added value for resiliency of complementary sensor types emerges as an output of the proposed methodology, and is quantified for the first time. It is found that the design of a resilient sensor selection warrants a different sensor set, but the quantification of resiliency enables designers to make informed decisions on the sensor choices.
This paper provides a sensor selection recommendation in a widely used setting, with realistic sensor attributes, considering different figures of merit for the design; SLAM performance, cost, and resiliency. Future work involves including data association risks when considering sensors, as well as translating driving practices or regulations in design requirements for the uncertainty in SLAM systems, in order to understand which regions of the Pareto front are acceptable.
