Abstract. For some non-metrizable scattered K compacta, constructed as in [4] under the assumption of the Ostaszewski's ♣-principle, we study the geometry of the Banach spaces of the form C(M × K) where M is a countable compact metric space. In particular, we classify up to isomorphism all the complemented subspaces of C([0, ω] × K) and C([0, ω ω ] × K).
Basic terminology and notation
For a compact Hausdorff space K, we denote by C(K) the Banach space of all continuous functions f : K → R, equipped with the norm: f = sup x∈K f (x) . For a locally compact Hausdorff space L, if K = L ∪ {∞} denotes its one-point Aleksandrov compactification, then C 0 (L) denotes the subspace of C(K) consisting of all functions f satisfying f (∞) = 0, that is, C 0 (L) is the space of all continuous functions f : K → R which vanish at infinity, endowed with the supremum norm.
For locally compact Hausdorff spaces L 1 , L 2 , if K 1 = L 1 ∪ {∞ 1 } and K 2 = L 2 ∪ {∞ 2 } denote respectively their one-point compactifications and K 1 × K 2 is endowed with the product topology, then C 0 (L 1 × L 2 ) can be identified with the subspace of C(K 1 × K 2 ) consisting of all the functions f : K 1 × K 2 → R such that f (x, ∞ 2 ) = f (∞ 1 , y) = 0 for each (x, y) ∈ K 1 × K 2 . The topological dual of the space C(K 1 × K 2 ) is identified with M (K 1 × K 2 ), the space of all signed Radon measures on K 1 × K 2 of finite variation endowed with the norm of variation. If |µ| denotes the variation of a measure µ, then it is standard to check that the dual space C 0 (L 1 × L 2 ) * can be identified with the subspace of M (K 1 ×K 2 ) consisting of all measures µ ∈ M (K 1 × K 2 ) such that |µ|((K 1 × {∞ 2 }) ∪ ({∞ 1 } × K 2 )) = 0.
For functions f : K 1 → R and g : K 2 → R, f ⊗ g : K 1 × K 2 → R denotes function given by f ⊗ g(x, y) = f (x) · g(y) for each (x, y) ∈ K 1 × K 2 . If X is a subspace of C 0 (L 1 ) and Y is a subspace of C 0 (L 2 ), we denote by X ⊗ ε Y the linear span of {f ⊗ g : f ∈ X, g ∈ Y } endowed with the norm from C 0 (L 1 × L 2 ) and denote by X ⊗ ε Y its closure in C 0 (L 1 × L 2 ). The space X ⊗ ε Y is the injective tensor product of X and Y . We observe that
For a Banach space X and n ∈ N we denote X n the direct sum of n copies of X, that is, X n = X⊕ n . . . ⊕X. Lower case Greek letters will always denote an ordinal number, in particular, ω denotes the least infinite ordinal and ω 1 denotes the least uncountable ordinal. By abuse of notation, we will also denote the least infinite cardinal by ω and the least uncountable cardinal as ω 1 . An ordinal α, as a topological space, is always endowed with its usual order topology unless c 0 (ω 1 ) which denotes the space C 0 (Γ ) where Γ is a discrete space of cardinality |Γ | = ω 1 . The ordinal spaces α and α + 1 can also be denoted by [0, α) and [0, α] respectively.
For a topological space K we denote by K (1) the set of all its non-isolated points. For an ordinal number α, we define α-Cantor-Bendixson derivative of K, K (α) , by transfinite induction as follows: K (0) = K and (1) if α = β + 1;
β<α K (β) if α is a limit ordinal. We recall that a topological space K is said to be scattered if every nonempty subset A ⊂ K has an isolated point in A. In this case, there will be an ordinal number α such that K (α) = ∅ and we call the least such ordinal as the height of K.
If K = L ∪ {∞} is the one-point compactification of a scattered locally compact Hausdorff space L, then, since C([0, α] × K) is isometric to C([0, α]) ⊗ ε C(K), we see that C([0, α]×K) is isomorphic to C 0 (α×L). Since [0, α] × K is scattered, by a classical result of W. Rudin [19] , M ([0, α] × K) is isometric to ℓ 1 ([0, α]× K), then for each µ ∈ M ([0, α]× K), we will denote by supp(µ) the countable set {z ∈ [0, α] × K : µ({z}) = 0}.
A bijective bounded linear map between Banach spaces is called isomorphism. We will write X ∼ Y if X and Y are isomorphic, that is, if there exists an isomorphism T : X → Y . If the isomorphism also satisfies T (u) = u for each u ∈ X, then we say that X is isometric to Y and we denote X ≡ Y .
Introduction
Knowing which operators must necessarily exist on a Banach space and in which subspaces a Banach space can be decomposed are natural questions in Functional Analysis, especially for the Banach spaces of the form C (K) .
In recent years, there have been many captivating researches on this topic, for example the following result that can be found at [10] .
Theorem 2.1 (P. Koszmider 2004) . Under the assumption of the continuum hypothesis there is a connected Hausdorff compactum K so that any linear bounded operator T : C(K) → C(K) is of the form g · I + S where g ∈ C(K), I denotes the identity operator and S is a weakly compact linear operator on C(K) or equivalently (in C(K) spaces) strictly singular.
We observe that G. Plebanek later extended the previous result with another construction that does not depend on the continuum hypothesis, see [17] .
These questions are also interesting in the context of the Asplund spaces C (K) , that is, when K is a scattered compactum. We highlight the following contribution of P. Koszmider in this direction, see [12] .
Theorem 2.2 (P. Koszmider 2005) . Under the assumption of the continuum hypothesis or the Martin's axiom there is a compact scattered Hausdorff space K such that every operator T : C(K) → C(K) is of the form T = a · I + S where a is a fixed real number and S has its range included in a copy of c 0 . Moreover, if C(K) ∼ A ⊕ B where A and B are infinitedimensional Banach spaces then A ∼ C(K) and B ∼ c 0 , or vice versa.
As far as we know, no such construction is known by dropping the extra set-theoretic assumptions. This leads to the fascinating problem of finding other similar constructions under other extra set-theoretic assumptions. The following result can be found in [11] . . Under the assumption of Ostaszewski's ♣-principle there is a scattered compactum K such that every operator T : C(K) → C(K) is of the form T = a · I + S where a ∈ R is a constant, S has separable image included in a complemented subspace of c 0 or c 0 (ω ω ). Moreover, if C(K) ∼ A ⊕ B where A and B are infinitedimensional Banach spaces then A ∼ C(K) and B ∼ c 0 or B ∼ C 0 (ω ω ), or vice versa.
In this paper we investigate the same types of questions as above for spaces of the form C([0, α]×K), where K = L∪{∞} in the Aleksandrov onepoint compactification of a particular scattered locally compact Hausdorff space L that is inspired in a recent construction under ♣, see [4, Proposition 3.1] . These spaces induce interesting geometric properties to the C(K n ) spaces, see [4] .
In the Section 3 we will introduce the concept of 3-diverse at boundary spaces and the class D 3 of specific locally compact Hausdorff spaces which play a crucial role in this paper, in the Section 4 we establish some auxiliary results on linear operators
where L is a member of the class D 3 , in particular, given an operator R :
The main result of that section is the following: Theorem 2.4. Under the assumption of Ostaszewski's ♣-principle there is a non-metrizable scattered locally compact Hausdorff space L so that if
is a bounded linear operator, then there is a unique bounded linear operator R : C 0 (α) → C 0 (β) and a unique bounded linear operator with separable image S :
In honor of the mathematicians who classificated up to isomorphism all the Banach spaces C(M ) for compact metric spaces M , Bessaga-Pe lcziński [3] , and Milutin [15] , we propose the following definition: Definition 2.5. A compact space K has the BPM property if for any infinite metric compacta M 1 and M 2 , we have
It is clear that [0, ω] has the BPM property and the real interval [0, 1] has not. It follows from [9, Theorem 5.2] that βω, the Stone-Čech compactification of ω has the BPM property.
By applying the Theorem 2.4 we can prove the following:
Theorem 2.6. Under the assumption of Ostaszewski's ♣-principle there is a non-metrizable scattered Hausdorff compactum possessing the BPM property.
Moreover, for our construction, it is possible to prove that for each n, m ∈ N, C(K) n ∼ C(K) m if and only if n = m. It would be interesting to know if the ordinal space ω 1 + 1 has the BPM property.
In the Section 5, in the same spirit of [11] and [12] , we describe the geometry of C([0, α] × K) for a countable ordinal α and this particular compact space K, the main result is as follows:
Theorem 2.7. Under the assumption of Ostaszewski's ♣-principle there is a non-metrizable scattered Hausdorff compactum K such that if α is a countable ordinal, then X is isomorphic to a complemented subspace of
We have the following corollary:
Corollary 2.8. Under the assumption of Ostaszewski's ♣-principle there is a non-metrizable scattered Hausdorff compactum K such that, X is isomorphic to a complemented subspace of
if and only if X is either isomorphic to R m , for some m ∈ N, or c 0 , or
Diversity at the boundary
Based on the construction from [4] and the main results from [11] , we isolate a new property that we give below (Definition 3.1), before we enunciate it, we need to enrich our terminology. As before, in this section K = L∪{∞} always denotes the one-point compactification of the locally compact Hausdorff space L.
We will say that points (x 1 , . . . , x n ) ∈ K n and (
such that all coordinates of x 3 are ∞ and all coordinates of x i are equal for i = 1, 2. Next, we isolate some other desirable interesting properties for a scattered space L, we denote by S the class of all locally compact Hausdorff spaces L such that there is a finite-to-one continuous surjection of L onto [0, ω 1 ). We recall that a function ϕ :
We deduce that each compact subset of L is countable, L is first-countable and each function of C 0 (α × L) has countable support for any α < ω 1 . If K = L ∪ {∞} denotes the Aleksandrov one-point compactification of L, we deduce that any countable subset of K has countable closure.
We recall that a topological space K is ℵ 0 -monolithic if for any countable subset A ⊆ K the closure A has a countable network, see [2, Ch. II, §6] , that is, there is a countable family C of subsets of A such that, any open set in A is the union of some subfamily of C. Therefore, if L ∈ S then K = L ∪ {∞} is ℵ 0 -monolithic. Because K is scattered, the weak topology of C(K) coincides with the pointwise convergence topology on the bounded sets. Therefore, C(K) is weakly Lindelöf and only if C p (K) (the space C(K) endowed with the pointwise convergence topology) is Lindelöf. Since K is ℵ 0 -monolithic, if K (ω 1 ) = ∅, it follows from a result of G. A. Sokolov [20, Theorem 2.3 ] that C p (K) is Lindelöf. We conclude that if L ∈ S and L has countable height, then C 0 (L) is weakly Lindelöf.
The next result will give the main ingredient of this paper:
There exists a locally compact Hausdorff space in S, 3-diverse at the boundary of height ω.
Proof. We consider L the locally compact Hausdorff space constructed in [4, Proposition 3.1] with n = 2, and let K = L ∪ {∞} be its one-point compactification. From that construction we know that L ∈ S and and L has height ω. To check that L is 3-diverse at the boundary we pick non-zero numbers m 1 , m 2 , m 3 ∈ N and consider an uncountable set {( We will denote by D 3 the class of all locally compact Hausdorff spaces from S that are 3-diverse at the boundary of height ω. It is important to observe that such spaces cannot be obtained in ZFC without assuming some extra set-theoretic principles. Indeed, by assuming the Ostaszewski
has density ω 1 and also C(K) has a subspace isomorphic to c 0 (ω 1 ), by assuming MM (Martin's Maximum), according to [8, Corollary 4.7] , C(K ×K) has a complemented copy of c 0 (ω 1 ) which means that D 3 = ∅.
Operators on
Before proving Theorems 2.4 and 2.6, we derive a number of propositions on operators T : C 0 (α×L) → C 0 (β×L). The following table describes where each proposition will be used. Propositions 4.5 and 4.6 do not appear in the table because they are needed for establishing the existence of the operator R L from Theorem 2.4.
Proposition 4.1. Let L ∈ S, α and β be countable ordinals and T :
Proof. Towards a contradiction assume that there is a countable set
Since A 0 is countable, there is x 0 ∈ α×A 0 such that T * (δ z )({x 0 }) = 0 for uncountably many z ∈ D 0 . It follows that there is ǫ > 0 and an uncountable set
Since α × L is first countable, we may fix a countable clopen basis
Since E 0 is uncountable and V x 0 is countable, without loss of generality, we may assume that for some V ∈ V x 0 we have
A contradiction because T (χ V ) must have countable support.
Proposition 4.2. Let {r s : s ∈ S} ⊂ R be a bounded set. Assume that S is uncountable and for each r ∈ R and for any countable S 0 ⊆ S there is s ∈ S \ S 0 such that r s = r. Then, there exist rational numbers p < q and disjoint uncountable sets A, B ⊂ S, such that whenever a ∈ A and b ∈ B, we have r b < p < q < r a Proof. Let M > 0 such that |r s | < M/2 for every s ∈ S and for rational numbers −M < p, q < M define Λ q = {a ∈ S : r a > q}, Γ p = {b ∈ S : r b < p} and fix
It is clear that −M < p 0 , q 0 < M . In the case that p 0 = q 0 = ρ we may fix sequences (p n ) n∈N , (q n ) n∈N in (−M, M ) ∩ Q such that p n < ρ < q n and q n − p n < 1/n for all n ∈ N. Therefore, the following set is countable:
By hypothesis, there is s ∈ S \S 0 such that r s = ρ, however, since s / ∈ S 0 , p n < r s < q n for all n ∈ N and we deduce that r s = ρ, a contradiction.
If q 0 < p 0 let ρ ∈ Q be such that q 0 < ρ < p 0 . It follows that Λ ρ is countable and therefore, the set {a ∈ S : r a ≤ ρ} is uncountable. Given any m ∈ N such that ρ + 1/m < p 0 we have that Γ ρ+1/m is uncountable which is a contradiction.
We conclude that p 0 < q 0 and if we pick any rationals p, q such that p 0 ≤ p < q ≤ q 0 we have that Λ q ∩ Γ p = ∅. We are done by defining A = Λ q and B = Γ p . Proposition 4.3. Let L ∈ D 3 , α and β be countable ordinals and T :
Proof. Let η ∈ [0, α] and ξ ∈ [0, β] and by contradiction assume that for every r ∈ R and for every countable set A 0 ⊆ L, there is y ∈ L \ A 0 such that T * (δ (ξ,y) )({(η, y)}) = r. According to Proposition 4.2, there are rational numbers p < q and uncountable sets A and B so that, whenever x ∈ A and y ∈ B, we have:
We will construct uncountable sets {x λ : λ < ω 1 } and {y λ : λ < ω 1 } of points of A and B respectively and uncountable sets {G λ : λ < ω 1 } and {H λ : λ < ω 1 } of pairwise disjoint finite subsets of L such that G λ ∩ H ρ = ∅ for each λ, ρ < ω 1 and so that:
(
In order to make the notation simple, for each x ∈ L we denote
We proceed by induction as follows. Given λ < ω 1 assume that we have obtained sets {x ρ : ρ < λ}, {y ρ : ρ < λ}, {G ρ : ρ < λ}, {H ρ : ρ < λ}, satisfying the requirements above and let
Since Ω λ is countable, by Proposition 4.1 we may pick
By regularity and since Radon measures in scattered spaces are atomic, we may fix a finite set
Consider the countable set Ω ′ λ = Ω λ ∪G λ ∪S x λ . According to Proposition 4.1 we may pick y λ ∈ B \ Ω λ such that
Once more, by regularity and since Radon measures in scattered spaces are atomic, we pick a finite set
and this completes the construction of the sequences. Since α is first countable, locally compact and zero-dimensional, we may fix a countable local basis V η for η consisting of compact clopen sets. For each λ < ω 1 , by the regularity of the measures, we may fix V λ ∈ V η such that
Since V η is countable we may assume that V λ = V for each λ < ω 1 . Next, by passing to an uncountable subset if necessary, we may assume that |G λ | = m 1 + 1 and |H λ | = m 2 + 1 for each λ < ω 1 and denote
By the construction of the sets G λ s and H λ s we can form
. We observe that the points of Z are pairwise disjoint when seen as points of K 2+m 1 +m 2 . Since K is 3-diverse at the boundary, this set has a cluster point
)} i∈I be a net in Z converging to u. We fix a clopen neighborhood U of z such that U ∩{z, w, ∞} = {z} and by passing to a subnet if necessary, we may assume that
Recalling the clopen neighborhood of η fixed above, V , it follows for each i ∈ I:
We have
Since both nets {x λ i } i∈I and {y λ i } i∈I converge to z, the continuity of the function T (χ V ×U ) and the above inequalities imply
which is a contradiction.
, α and β be countable ordinals and T :
Proof. Towards a contradiction, assume that there are η ∈ α and ξ ∈ β such that for every countable set A ⊂ L, there are y, x ∈ L \ A such that x = y and T * (δ (ξ,y) )({(η, x)}) = 0. We then may fix an uncountable set {(x λ , y λ ) : λ < ω 1 } of pairwise disjoint points of K 2 such that, for each λ < ω 1 , x λ = y λ and |T * (δ (ξ,y λ ) )({(η, x λ )})| = 0.
By passing to an uncountable subset if necessary we may assume that there is ǫ > 0 such that |T * (δ (ξ,y λ ) )({(η, x λ )})| ≥ ǫ for all λ < ω 1 .
Since Radon measures in scattered spaces are atomic, for each λ < ω 1 we may fix a finite set G λ ⊆ K such that x λ , y λ ∈ G λ and
By applying the ∆-system Lemma we may assume that {G λ : λ < ω 1 } constitutes a ∆-system with root ∆ and According to Proposition 4.1, (α × ∆) ∩ supp(T * (δ (ξ,y λ ) )) = ∅ at most for countably many λs. Therefore, without loss of generality, we may assume that ∆ = ∅.
Since α is first countable, locally compact and zero-dimensional, we may fix a countable local basis V η for η consisting of compact clopen sets. By regularity, for each λ < ω 1 we may fix V λ ∈ V η such that
and because V η is countable we may assume that V λ = V for all λ < ω.
By passing to a further uncountable subset if necessary we may assume |G λ | = m + 2 for all λ < ω 1 . We denote G λ = {x λ , y λ , a λ 1 . . . , a λ m } and form W = {((x λ ), (a λ 1 . . . , a λ m ), (y λ )) : λ < ω 1 } that is an uncountable set consisting of pairwise disjoint points of K(1, m, 1). Since K is 3-diverse at the boundary, W admits an accumulation point u = (z, w, . . . , w, ∞) in ∆ (1, m, 1) .
Let {((x λ i ), (a λ i 1 , . . . , a λ i m ), (y λ i ))} i∈I be a net in W converging to u and let U be a clopen neighbourhood of z such that U ∩ {z, w, ∞} = {z}. By passing to a subset if necessary, we may assume that U ∩ G λ i = {x λ i } for each i ∈ I.
We then have:
Since (y λ i ) i∈I converges to ∞, from the previous relation we deduce that
Proposition 4.5. Let L ∈ S, α be a countable ordinal and let (y n ) n∈N be a sequence in L converging to y ∈ L. Then, for any f
Proof. Towards a contradiction, assume that there is f ∈ C 0 (α × L) such that (f ↾ [0,α]×{yn} ) n∈N does not converge to f ↾ [0,α]×{y} . Then, there is ǫ > 0 so that for each i ∈ N, there is n i ≥ i and
Since [0, α] is metrizable and compact, (x n i ) i admits a subsequence converging to a point x. By abuse of notation, we may assume that x n i converges to x. For each i ∈ N we have:
Recalling that f ∈ C 0 (α×L) we may find N 0 ∈ N such that whenever i ≥ N 0 it holds |f (x n i , y n i ) − f (x, y)| < ǫ 2 e |f (x, y) − f (x n i , y)| < ǫ 2 and we deduce that |f (x n i , y n i )−f (x n i , y)| < ǫ for all i ≥ N 0 , a contradiction. Proposition 4.6. Let L ∈ S, α and β countable ordinals and R :
Proof. Given f ∈ C 0 (α), we consider the function R L (f ) : [0, β]×K → R given by the expression above. We prove first that
Given (x, y) ∈ [0, β] × K we distinguish two cases:
Since L is first countable and [0, β] is metrizable, in order to prove that R L (f ) is continuous in (x, y), we need to prove that whenever {(x n , y n )} n∈N is a sequence converging to (x, y), then {R L (f )(x n , y n )} n∈N is a sequence converging to R L (f )(x, y).
Suppose that (x n , y n ) → (x, y) and pick ǫ > 0. Since x n → x and R(f ↾ [0,α]×{y} ) is continuous there is N 0 such that whenever n ≥ N 0 , we have
Since y n → y, according to Proposition4.5 there is N 1 ∈ N such that whenever n ≥ N 1 , it holds
.
|f (x, y γ )|.
We form the net {a γ } γ∈Γ by setting a γ = sup x∈[0,α] |f (x, y γ )| for each γ ∈ Γ and we prove that a γ → 0.
By contradiction, assume that the net {a γ } γ∈Γ does not converge to zero. By taking a subnet if necessary, we may assume that there is ǫ > 0 such that a γ = sup x∈[0,α] |f (x, y γ )| ≥ 2ǫ for all γ ∈ Γ .
For each γ ∈ Γ we may fix z γ ∈ [0, α] such that |f (z γ , y γ )| ≥ ǫ and form the net {(z γ , y γ )} γ∈Γ . Since [0, α] is compact, the net {z γ } γ∈Γ admits a subnet converging for some z ∈ [0, α]. Since {y γ } γ∈Γ converges to ∞, each of its subnets also converges to ∞ and then, by abuse of notation, we may assume that {(z γ , y γ )} γ∈Γ converges to (z, ∞). Since f is continuous, {f (z γ , y γ )} γ∈Γ converges to f (z, ∞) = 0, but this is a contradiction since |f (z γ , y γ )| ≥ ǫ for each γ ∈ Γ .
We deduce that R L is a well defined function from C 0 (α×L) to C 0 (β×L) and it is standard to check that R L is also linear and bounded with R L ≤ R . To see that R ≤ R L we fix ǫ > 0 and a function g ∈ C 0 (α) such that g ≤ 1 and R < R(g) + ǫ. Then we fix a point y ∈ L and a function h ∈ C 0 (L) such that 0 ≤ h ≤ 1 = h(y). Note that the function
Since ǫ is arbitrary, we deduce that R L ≥ R . Proposition 4.7. Let L ∈ S, α be a countable ordinal and let X be a closed separable subspace of C 0 (α × L). There is a countable set A ⊆ L such that, for each f ∈ X, f (x, y) = 0 whenever (x, y)
Proof. Let D = {g n : n ∈ N} be a countable dense subset of X. Since each g n has countable support we may fix a countable set A ⊂ L, such that g n (x, y) = 0 for each (x, y)
Given f ∈ X and (x, y)
We deduce that |f (x, y)| ≤ ǫ for each ǫ > 0, i.e., f (x, y) = 0.
has separable image if and only if R is the null operator.
Proof. Assume that R L has separable image. According to Proposition 4.7 there is a countable set A ⊆ L such that, for each f
Let y 0 ∈ L \ A be an isolated point. Given an arbitrary function h ∈ C 0 (α), if χ {y 0 } : K → R denotes the characteristic funtion of {y 0 }, define
Then R(h) = 0 and we deduce that R is the null operator.
We are now in position of proving one of our main results.
Proof of Theorem 2.4. By Proposition 4.3, for any η ∈ [0, α] and ξ ∈ [0, β] there is r ξ,η ∈ R and a countable set A ξ,η ⊂ L such that
We define the function ψ :
and since A is countable we may fix an isolated point y 0 in L \ A.
For each h ∈ C 0 (α) and ξ ∈ [0, β] we have:
We define R : C 0 (α) → C 0 (β) by setting:
We observe that, since T is bounded and continuous, R is a well defined bounded linear operator. Recalling the operator R L from Proposition 4.6 we have:
Since L ∈ S, we may fix a continuous finite-to-one surjection ϕ :
which is a clopen set on L. We will prove that the operator S = T − R L has separable range Claim. There is λ < ω 1 so that S[C 0 (α×L)] is isomorphic to a subspace
We fix for each λ < ω 1 the set
It is clear that each C λ is isomorphic to C 0 (α × L λ ). By contradiction we assume that for each λ < ω 1 
Without loss of generality, we may assume that y λ 1 = y λ 2 whenever λ 1 = λ 2 and ξ λ = ξ for all λ. Since
we may fix for each λ < ω 1 , (η λ , x λ ) ∈ α×L so that S * (δ (ξ,y λ ) )({(η λ , x λ )}) = 0. Recalling Proposition 4.1, we may assume that x λ 1 = x λ 2 whenever λ 1 = λ 2 and η λ = η for all λ. If x λ = y λ for uncountable many λ's we have by Proposition 4.4 that S * (δ (ξ,y λ ) )({(η, x λ )}) = 0 for uncountably many λ's and this is a contradiction. Hence, we assume x λ = y λ for all but countable many λ's. Let λ 0 < ω 1 greater than the supremum of {λ < ω 1 : x λ = y λ } and such that y λ 0 ∈ L \ A, we have:
and this is a contradiction.
To establish the uniqueness of the decomposition, assume that there is an operator R ′ : C 0 (α) → C 0 (β) and an operator S ′ :
By Proposition 4.8 it follows that R ′ = R and consequently, S ′ = S.
be a bounded linear operator. According to Theorem 2.4, there is a bounded linear operator R : C 0 (α) → C 0 (β) and a bounded linear operator S :
with separable range such that T = R L + S. We have the following: Proposition 4.9. If T is an isomorphism, then R is an isomorphism.
Proof. We prove first that there is A > 0, such that R(f ) ≥ A f for each f ∈ C 0 (α). Suppose that there is a sequence (f n ) n such that f n = 1 and R(f n ) → 0. For each y isolated point in L we define f n,y = f n ⊗ χ {y} and observe that f n,y ∈ C 0 (α × L).
Since S[C 0 (α × L)] is separable, for each n ∈ N, there are y n and y ′ n such that y n = y ′ n and S(f n,yn ) − S(f n,y ′ n ) < 1 n . For each n ∈ N fix h n = f n,yn −f n,y ′ n . Since h n ∈ C 0 (α×L) and h n = 1 for each n ∈ N we have:
Thus, T is not an isomorphism. We deduce by contrapositive argument that if T is an isomorphism, then
We prove next that R is surjective. Let g be an arbitrary function in
is not a scattered compact space, then M 2 ×K is also not scattered, see [5, Theorem 1.5] . We deduce that M 2 is an uncountable metric compacta, see [21, Proposition 8.6.10] . By Mijutin theorem, C(M 2 ) ∼ C([0, 1]) and we are done.
Assume now that M 1 and M 2 are countable. Then, according to a result of Mazurkiewicz and Sierpiński, see [13] 
Since L is scattered, we deduce that
Moreover, by Theorem 4.9, R is an isomorphism. Therefore,
The geometry of C([0, α] × K)
In this section, if not mentioned differently, α denotes a fixed countable ordinal number, L a fixed element of D 3 , that is, a locally compact Hausdorff space from S that is 3-diverse at the boundary of height ω, and K = L ∪ {∞} its one-point compactification. We always consider a fixed finite-to-one continuous surjection ϕ : L → [0, ω 1 ) and for each 0 ≤ ρ < ξ < ω 1 we define
, which are clopen subspaces of L, and we denote by
because these spaces are isometric. For 0 ≤ ρ < ξ < ω 1 we define:
In order to prove the Theorem 2.7, we need a number of auxiliary results. The following table will help to understand where each proposition is being used. Proposition 5.1. For each 0 ≤ ρ < ξ < ω 1 , the spaces C 0 (L ρ,ξ ) and C 0 (L ρ ) are complemented in C 0 (L) and isomorphic to complemented subspaces of C 0 (ω ω ).
Proof. Define a function I ρ,ξ : K → K by I ρ,ξ (x) = x for x ∈ L ρ,ξ and I ρ,ξ (x) = ∞ for otherwise. It follows that I ρ,ξ : K → K is a continuous retraction such that
Since C 0 (L ρ,ξ ) is isomorphic to C(K ρ,ξ ) and K ρ,ξ is a countable compactum, by a classical result due to Mazurkiewicz-Sierpiński [21, Theorem 8.6.10], K ρ,ξ is homeomorphic to an ordinal space [0, ω λ n], where n < ω and λ < ω 1 . Since K has height ω + 1, then K ρ,ξ has height at most ω + 1 and we deduce that C 0 (L ρ,ξ ) is isomorphic to a complemented subspace of C 0 (ω ω ). The proof for C 0 (L ρ ) can be done by a similar argument.
For the next proposition, recall that a space K is said to have countable tightness (or is said to be countable tight) if for each A ⊂ K and for each x ∈ A, there exists a countable B ⊂ A such that x ∈ B.
Proposition 5.2. Let L be a scattered topological space of infinite height and let {L ξ : ξ < ω 1 } be a collection of closed subspaces L such that L ξ ⊆ L ρ whenever ξ < ρ and L = ξ<ω 1 L ξ . If L has countable tightness, then there is ξ < ω 1 such that L ξ has infinite height.
Proof. Since L has infinite height, we may pick
and L is countable tight, there is a countable set
By induction, we obtain a collection {X n : n < ω} of countable sets such that X n ⊆ X (1) n+1 for each n < ω. Consider X = n<ω 1 X n+1 . We see that X is countable, moreover, given m < ω,
Therefore, x 0 ∈ m<ω X (m) = X (ω) Since X is countable and L = ξ<ω 1 L ξ , there is ξ < ω 1 such that X ⊆ L ξ and it follows that L ξ has infinite height.
Proof. Since L ∈ S and has countable height, it follows that C 0 (L) is weakly Lindelöf (see Section 3), then, from [11, Lemma 2.1], C 0 (L \ L ρ ) is weakly Lindelöf for each ρ < ω 1 . Since L is also 3-diverse at the boundary, K = L ∪ {∞} is in particular 3-diverse (see [4, Definition 1.5] ) and then, from [4, Theorem 1.7] we deduce that C 0 (L) and therefore C 0 (L \ L ρ ) have no complemented copy of c 0 (ω 1 ). We deduce from [11, Theorem 2.8 ] that L \ L ρ has height ω for any given ρ < ω 1 .
By [11, Lemma 2.3] , K \ L ρ has countable tightness, then according to the Proposition 5.2 there must exists ξ < ρ such that the height of L ρ,ξ is ω. For such ξ, according to the Mazurkiewicz-Sierpiński theorem [21, Theorem 8.6 .10], for some n < ω, K ρ,ξ = L ρ,ξ ∪ {∞} is homeomorphic to the ordinal space [0,
Remark 5.4. By applying Proposition 5.2 we can pick some ρ < ω 1 so that C 0 (L ρ ) is isomorphic to C 0 (ω ω ). We deduce that C 0 (ω ω ) is isomorphic to a complemented subspace of C 0 (L). Moreover, by the previous proposition
Proposition 5.5. Each separable complemented subspace of C 0 (α × L) is either isomorphic to a complemented subspace of C 0 (ω ω ) or isomorphic to a complemented subspace of of C 0 (α).
Proof. Let X be a separable complemented subspace of C 0 (α × L). Then, there exists ρ < ω 1 such that X ⊂ A ρ (α) and we deduce that X is complemented in A ρ (α). We have the following classification:
. From Proposition 5.1, the space C 0 (L ρ ) is isomorphic to a complemented subspace of C 0 (ω ω ) and from [18, Corollary 5.10] we have that C 0 (L ρ ) is either isomorphic to R m , for some m ∈ N, or c 0 (ω) or C 0 (ω ω ). Therefore, one of the following situations may occur:
According to the Bessaga and Pe lczyński classification theorem, see [3] , if ω ≤ ξ < η < ω 1 then C 0 (η) is isomorphic to C 0 (ξ) if and only if η < ξ ω . We deduce that if α < ω then A ρ (α) is either isomorphic to R m , for some m ∈ N, or c 0 (ω) or C 0 (ω ω ) which establishes (a). If ω ≤ α < ω 1 , define γ = sup{η : ω ω η ≤ α} and note that
According to [1, Lemma 2.4] we have that the height of
. By a similar argument, noting that the height of ω ω γ × ω is ω γ + 1 and applying the Bessaga and Pe lczyński classification theorem we deduce that
, by Bessaga and Pe lczyński classification theorem we have A ρ (α) ∼ C 0 (ω ω γ ) ∼ C 0 (α) and we are done with (b) and (c).
By the classification above it follows that if α < ω ω then A ρ (α) is isomorphic to complemented subspace of C 0 (ω ω ), hence, by [18, Corollary 5.10] , X is isomorphic to a complemented subspace of C 0 (ω ω ). If α ≥ ω ω , then A ρ (α) ∼ C 0 (α) and we deduce that X is isomorphic to a complemented subspace of C 0 (α).
For the next propositions we recall that given a bounded linear operator
To check the opposite inclusion, we fix
Proof. We first observe that
We define S ′ = R L • S + S • R L + S 2 − S that has separable range. Suppose that there exists ǫ > 0 and f ∈ C 0 (α) such that R 2 (f ) − R(f ) ≥ ǫ and for each isolated point y ∈ L define g y = f ⊗ χ {y} . Clearly, g y ∈ C 0 (α × L), moreover since S ′ has separable range, there are distinct isolated points y 0 and y 1 in L, such that S ′ (g y 0 ) − S ′ (g y 1 ) = S ′ (g y 0 − g y 1 ) < 
And we deduce that R
and it follows that T cannot be a projection. We deduce that if T 2 = T , then R 2 = R.
Proposition 5.8. Let S : C 0 (α × L) → C 0 (α × L) be a bounded linear operator with separable image. There is ρ 0 < ω 1 such that S[B ρ 0 (α)] is the null subspace.
Proof. Towards a contradiction, assume that for each ξ < ω 1 there is f ξ ∈ B ξ (α) such that S(f ξ ) = 0. Then, for each ξ < ω 1 there is (x ξ , y ξ ) ∈ [0, α] × K such that S(f ξ )(x ξ , y ξ ) = 0. Since S has separable image, by Proposition 4.7 and since {L ρ : ρ < ω 1 } constitutes a clopen cover for L, then there is ρ 0 < ω 1 such that S[C 0 (α × L)] ⊆ A ρ 0 (α).
We then may assume that for some (x, y) ∈ [0, α] × K, S(f ξ )(x, y) = 0 for each ξ < ω 1 . Since K is scattered, S * (δ (x,y) ) is atomic and has countable support. We fix ξ < ω 1 so that α × (L \ L ξ ) ∩ supp(S * (δ (x,y) )) = ∅.
Thus, since f ξ (z) = 0 for each z ∈ α × L ξ , S(f ξ )(x, y) = f ξ dS * (δ (x,y) ) =
Proposition 5.9. Let P : C 0 (α × L) → C 0 (α × L) be a bounded linear projection. Then, there is a bounded linear projection R : C 0 (α) → C 0 (α) and ρ < ω 1 such that
Proof. According to Proposition 2.4 there is a unique bounded linear operator R : C 0 (α × L) → C 0 (α × L) and a unique bounded linear operator with separable image S : C 0 (α × L) → C 0 (α × L) such that P = R L + S. According to Proposition 5.7, R : C 0 (α) → C 0 (α) is also projection.
By applying Proposition 5.8 we may pick ρ ∈ L so that S[C 0 (α × L)] ⊆ A ρ (α) and S[B ρ (α)] is the null subspace.
Since P [C 0 (α × L)] is closed, it follows that
there is a sequence (f n ) n∈N in B ρ (α) such that R L (f n ) converges to g. Given x ∈ α and y ∈ L ρ we have:
g(x, y) = lim n→∞ R L (f n )(x, y) = lim n→∞ R(f n ↾ [0,α]×{y} )(x) = 0.
If g ∈ P [A ρ (α)], there is a sequence (h n ) n∈N in A ρ (α) such that P (h n ) converges to g. Given x ∈ α and y ∈ L \ L ρ we have:
g(x, y) = lim n→∞ P (h n )(x, y) = lim n→∞ R(h n ↾ [0,α]×{y} )(x) + S(h n )(x, y) = 0.
A ⊗ ǫ C(K) ∼ Y ⊕C 0 (ω ω ). Because B is a complemented subspace of C 0 (ω ω ), by [18, Corollary 5.10] , B is either isomorphic to R m , for some m ∈ N, or c 0 or C 0 (ω ω ). In any case C 0 (ω ω ) ⊕ B ∼ C 0 (ω ω ) and we have:
Since A is a complemented subspace of C 0 (ω ω ), by [18, Corollary 5.10] , A is either isomorphic to R n , for some n ∈ N, or c 0 or C 0 (ω ω ). We deduce that either X ∼ R n ⊗ ǫ C 0 (L) ∼ C(K) n , for some n ∈ N, or
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