Leakage power is one of the most critical issues for ultra-deep submicron technology. Subthreshold leakage depends exponentially on linewidth, and consequently variation in linewidth translates to a large leakage variation. A significant fraction of variation in linewidth occurs due to systematic variations involving focus and pitch. In this paper we propose a new leakage estimation methodology that accounts for focus-dependent variation in linewidth. The ideas presented in this paper significantly improve leakage estimation and can be used in existing leakage reduction techniques to improve their efficacy. We modify the previously proposed gate length biasing technique of [9] to consider systematic variations in linewidth and further reduce leakage power. Our method reduces the leakage spread between worst and best process corners by up to 62%. Defocus awareness improves leakage reduction from gate length biasing by up to 7%.
INTRODUCTION
Leakage power is one of the most critical design concerns in sub100nm technology nodes. Decreased supply voltage (and consequently threshold voltage) combined with aggressive clock gating reduces dynamic power, but increases leakage power causing the leakage share of total power to increase. Leakage is composed of three major components: (1) subthreshold leakage, (2) gate leakage, and (3) reverse biased drain substrate and source-substrate junction band-to-band-tunneling leakage [2] . At room temperature, subthreshold leakage is the dominant contributor to total leakage at the 90nm technology node and will continue to contribute significantly at least through the 65nm node (25nm L e f f ) [2] .
Runtime leakage reduction techniques explore design tradeoffs within performance constraints by identifying candidate devices for optimization using leakage power estimates. Inaccurate estimation of leakage power can degrade the results of leakage reduction, and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. hence accurate estimation of leakage is important. Leakage power increases exponentially with decrease in linewidth. For example, with 90nm BPTM devices models [1, 4] , we observe over a 5× and 2.5× increase in leakage for PMOS and NMOS devices respectively when the drawn gate length reduces from 100nm to 90nm.
Traditional leakage optimization techniques are either oblivious to across-chip linewidth variation (ACLV) or model it as a random variable resulting in very pessimistic guardbanding and consequently over-design. In reality, ACLV is partly systematic and can be modeled. A significant fraction of ACLV occurs due to systematic interactions between focus and pitch. Line pitch is dependent on the layout topology and focus depends primarily on optical column parameters in the wafer stepper. Pitch-dependent linewidth variation is accounted for at nominal focus conditions during optical proximity correction (OPC). At focus conditions other than nominal, however, linewidth variation can be large, i.e., variation in focus leads to pitch-dependent linewidth variation. Sources of focus variation, also referred to as defocus, include wafer topography variation, lens aberrations, tilt of wafer stage during processing, etc. [5] . Among different sources of defocus, topography and lens aberrations are systematic and can be modeled.
In this paper, we first assess the improvements in leakage estimation that can be obtained by modeling of systematic variations in linewidth. Toward this end we simulate pitches by test patterns of parallel gate polys with varying spacing and analyze their linewidth variation after performing optical proximity correction (OPC) and lithography simulation at different defocus levels. To predict the leakage of a design, we analyze its layout to compute the pitches of all devices in it and take the defocus map of the design as an input. We use the defocus and pitch information along with our observations from the lithography simulation of test patterns to predict linewidths of all devices in the design. The predicted linewidths are then used to determine device leakages and the circuit leakage.
We also add defocus awareness to enhance a recently proposed leakage reduction technique, gate length biasing [9] Gate length biasing selectively increases the gate length of devices (which has an effect of making the device slower but less leaky) in cells that are not on timing-critical paths. Defocus awareness inclines gate length biasing to bias cells, devices of which are likely to print with a smaller gate length and be extremely leaky. With our modifications, gate length biasing achieves improved leakage reduction. In summary, the main contributions of our work are:
1. Modeling of pitch-and defocus-dependent systematic components of linewidth variation to better predict leakage. 2. Defocus aware gate length biasing that models systematic linewidth variation for improved leakage reduction.
The remainder of this paper is organized as follows. In Section 2 we present background on ACLV, summarize the role of topography in defocus, and discuss topography simulation. Section 3 describes our defocus-aware leakage estimation methodology and gives experimental results. Defocus-aware gate length biasing methodology and results are presented in Section 4. Section 5 concludes with a brief description of ongoing research.
BACKGROUND
Across-chip linewidth variation is one of the most significant contributors to leakage power variability and timing uncertainty. Sources of ACLV include variations due to pitch, focus, exposure and random fluctuations (e.g., dopant density variation and gate oxide thickness variation).
OPC enables control of variations due to pitch and focus and is mandatory before mask manufacturing in VLSI design flows at present technology nodes. OPC controls printed shapes on wafer by applying corrections to design features based on proximity effects at nominal defocus conditions. Though OPC is extremely effective in linewidth control at nominal defocus conditions, it can result in significant linewidth variation at other defocus conditions. This variation, caused by defocus and pitch is systematic and can be modeled and the predicted and compensated.
Systematic ACLV
The Bossung plot in Figure 1 shows the variation of post-OPC printed linewidth at different pitch and defocus conditions. We observe that dense lines tend to "smile" with defocus, while isolated lines "frown". The decrease in linewidth for isolated patterns is greater than the increase in linewidth for dense patterns over the same range of defocus despite the use of scattering bars (assist features) in our OPC recipes. Hence, isolated lines tend to become more leaky than their dense counterparts. Defocus is caused due to several sources, such as variation in shallow trench isolation (STI) layer thickness during chemical mechanical planarization (CMP), lens aberrations, wafer stage misalignment and resist thickness variation. Linewidth variation caused by defocus due to thickness variation can be modeled systematically by layout density analysis. For a particular value of defocus, linewidth increases for dense pitches and decreases for isolated pitches respectively, due to the presence or absence of proximity effect.
Topography Simulation
A schematic of topography-dependent defocus during lithography is shown in Figure 2 . If the image plane of the reticle and lens system coincides with the wafer plane, the image prints with high resolution. However, in the regime of topography variation, caused predominantly by erosion and dishing effects during CMP, image prints out of focus leading to topography-dependent linewidth. Other optical and mechanical effects such as wafer stage misalignment, substrate flatness, and field tilt variation result in additional variations that are random or difficult to model. Topography simulation has been the focus of several recent works [12, 11] . An analytical model of post-CMP oxide thickness based on layout density is described in [12] . The paper defines a parameter called "planarization length" that characterizes a CMP process. Planarization length is modeled as a function of long-range CMP pad deformation and pressure distribution during CMP. A pattern-density dependent analytical model is used to predict timedependent oxide thickness evolution over different regions of the chip. CMP simulators based on the methods described in this paper can be used to analyze topographies of complex layouts. Since CMP simulation is a detailed procedure in itself, we assume that chip-level topography map is given as input for use in leakage estimation.
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DEFOCUS-AWARE LEAKAGE ESTIMATION
In this section we describe our defocus-aware leakage estimation methodology, explain our experimental setup, and present results. Figure 3 illustrates our leakage estimation methodology. We use the following two flows depending on the availability of die topography information.
Methodology
• Defocus-aware, topography-oblivious flow. We do not rely on a CMP simulator and assume the defocus (due to topography and other sources) to be random. In this flow, we use the fact that linewidth variation is more only for devices with dense or sparse pitches. Devices that have medium pitch, or high pitch on one side and sparse pitch on another print with lesser linewidth variation.
• Defocus-aware, topography-aware flow. In this flow, we consider a topography map from a CMP simulator. Since topography is a significant contributor to defocus variation, improved topography prediction leads to improved defocus prediction and consequently better leakage estimation. Both our flows find the pitch of each device in the given design and use it with the defocus level (assumed completely or partly random depending on the flow) at that device location to predict its linewidth. The predicted linewidths are then used for leakage estimation of each cell and then of the entire design. The main components of our flow are: (1) Bossung lookup table (LUT) generation, (2) layout analysis for pitch calculation, and (3) cell leakage estimation.
Bossung
Bossung LUT Creation
The Bossung LUT captures systematic variations in linewidth due to pitch and defocus. We use it to predict linewidth at a certain pitch and defocus. Bossung LUT creation is an offline process that needs to be redone only when OPC or lithography simulation recipes change. To create the LUT, we construct line-and-space patterns of gate poly with different spacings to simulate different pitches. The linewidth of gate poly in each pattern is fixed at 100nm which corresponds to the gate length of TSMC 90nm technology. Line pitch is varied from 250nm (the minimum spacing at this technology node) to 850nm in steps of 100nm. In each pattern, there is one gate poly feature that we call the poly of interest with two identical neighbors on each side at various spacings, to get a total of five features in each pattern. Next, for each pattern, neighbors that are away from the poly of interest by more than 800nm are removed. It is safe to discard distant neighbors because the 193nm steppers used for patterning features in the 90nm technology node have an optical radius (radius of influence) of approximately 600nm (i.e., features separated by more than 600nm have negligible impact on each others printing). We conservatively use 800nm as the optical radius for all our experiments. We utilize symmetry of patterns to significantly cut down their number to a total of 153. After the creation of line-and-space patterns, we perform OPC of the patterns with zero defocus using Calibre OPC. To measure linewidth variation due to defocus, we then perform lithography simulation at different defocus levels for all the patterns. We choose defocus values in the range of (−200nm, 200nm) in steps of 20nm. Poly linewidth values are then extracted from all simulated printed images at each defocus level. Resist models for each defocus level are generated with a numerical aperture (NA) of 0.7 in Calibre WorkBench and we set the resist threshold to 0.38; both values fall in their standard ranges.
Our Bossung LUT contains rows corresponding to patterns and columns corresponding to defocus levels. Entries in the table give printed linewidth values for the feature of interest in the pattern. Linewidth variation with defocus for different patterns is illustrated in Figure 1 . For dense patterns, we observe the linewidth to increase by up to 2nm. For sparse or isolated patterns, on the other hand, we observe a reduction in linewidth of up to 6nm. These observations are in line with previously reported trends [8] .
Pitch Calculation
We use the design's standard-cell placement along with the position of devices within each cell instance to compute pitches. We use three measurements: (1) spacing between the cell and its neighbors (inter-cell spacing), (2) orientation of the cell and its neighbors, and (3) spacings between each device and the boundaries of the cell that contains the device (device-to-boundary spacing). Figure 4 illustrates three neighboring cells with inter-cell and deviceto-boundary distances shown. Spacing between devices of a cell can be easily computed by taking the difference between their respective device-to-boundary spacings for a given boundary. We note that spacings between devices that belong to the same cell need to computed only once for each standard cell master (cell type). Spacing computation between devices of different cells involves adding the inter-cell distance between the two cells and the distance of the two devices from their corresponding cell boundaries, with careful consideration of the cell orientations. 
Cell Leakage Estimation
Our cell leakage estimation methodology is identical to [13] . We pre-characterize leakage values using SPICE simulations for PMOS and NMOS devices of unit-width for all linewidths we are likely to encounter (60nm to 140nm). To find the cell leakage, we first compute the average leakage of each device in it over all input patterns of the cell, and then add the average leakages of all devices. The average leakage of a device is the pre-characterized leakage of a unit width device with the same gate length, multiplied by the fraction of patterns in which the device leaks. The fraction of patterns in which a device leaks is found by propagation of logic values inside the cell. Patterns for which a device is turned off and has different logic values on its drain and source terminals are assumed to cause leakage in that device. We ignore the leakage of stacked devices since it is orders of magnitude less than non-stacked devices due to self reverse-biasing of stacked devices [10] . If state-dependent leakage estimation is desired, our cell leakage estimation approach be can easily modified to weight the device leakages for different input patterns by state probabilities. To compute the design leakage, we sum up leakages of all cells.
Experimental Setup
We validate our leakage estimation flow on c5315 (2,077 cells), c6288 (4,776 cells), and c7752 (3,155 cells) from the ISCAS'85 test suite, as well as alu128 (11,724 cells) from opencores.org. The designs were synthesized using Synopsys Design Compiler v2003.06 − SP1 using a small standard cell library of 20 cells under tight delay constraints. Our library is composed of the 20 most frequently used cells in our test cases 1 . To create the Bossung LUT, we use Mentor Calibre v9.3 5.9 for OPC and lithography simulation. Our industry-strength OPC and lithography simulation recipes are for 100nm linewidths using 193nm stepper. We insert scattering bars (assist features) to improve the process window. We use Synopsys HSPICE vU2003.09 for all our SPICE simulations and Cadence SignalStorm v4.1 for library characterization with BPTM BSIM3 SPICE models [1, 4] . We place the designs with Cadence SOC Encounter v3.2.
For the defocus-aware, topography-aware flow, we assume the topography of Figure 5 as an input. The topography height is 100nm at the center of the die and quadratically reduces with distance from the center to become −100nm at the die corners. A topography variation of ±100nm is well within the defocus tolerance and expected to exist. In practice, the topography should be predicted by a CMP simulator that models STI layer planarization (STI-CMP simulator).
In addition to the observed variation in linewidth of −6nm to 2nm due to defocus, we assume an additional random variation of ±8nm to get a linewidth range from 86nm to 110nm. 2 Our assumptions are in line with the findings of [7] . In the defocus-aware, topography-aware leakage estimation flow, we assume that only half of the variation in defocus is due to topography and that the other half is Gaussian-random. For our defocus-aware, topographyoblivious leakage estimation flow, we assume the defocus variation to be completely Gaussian-random. Table 1 shows the leakage estimation at worst, nominal and best process corners using: (1) traditional, (2) the proposed defocusaware, topography-oblivious, and (3) the proposed defocus-aware, topography-aware leakage estimation flows. Traditional leakage estimation assumes all devices to have a linewidth of 86nm for the worst, 100nm for the nominal, and 110nm for the best process corners. In defocus-aware, topography-oblivious leakage estimation, we assume random defocus between −200nm and 200nm. The defocus value is used with pitch information for the devices in the standard cell to predict linewidths at worst, nominal and best process corners for all devices. For defocus-aware, topography-aware leakage estimation, we use the topography height as the nominal defocus and add −100nm to 100nm random variation in defocus to compute the corner-case leakages. A variation of −8nm, 0nm, or 8nm due to random sources is then added to the linewidth for worst case, nominal and best case leakage estimation respectively.
Results
In addition to accurate design leakage estimation, our methodology predicts the individual cell (or device) leakages for each cell (or device) more accurately. Figure 6 shows the distribution of the difference between cell leakage predicted by traditional estimation and our methodology at nominal process conditions for test case c6288 when the topography map of Figure 5 is used. We observe cell leakage estimation errors in the range of −29% to 124%. While there is large error in cell leakage estimation at nominal process conditions, we note that the error in overall circuit leakage estimation is only −1.86%. Our improved cell leakage prediction can be used to improve the quality of leakage reduction techniques that selectively optimize the cells (or devices) with high leakage, such as input-vector control, V th assignment and gate length biasing. Estimated leakage at worst, nominal and best process corners using (1) traditional, (2) topography-oblivious, defocus-aware,  and (3) topography-aware (assuming the topography of Figure 5) 
DEFOCUS-AWARE GATE LENGTH BIASING
In this section, we begin with a primer on the previously proposed technique of gate length biasing for runtime leakage and its variability reduction [9] . We then describe our methodology to add defocus awareness to gate length biasing and present results.
Traditional Gate Length Biasing
Gate-length biasing exploits the fact that leakage reduces exponentially while delay increases only linearly with increase in gate length. To have minimal impact on circuit delay, the technique selectively biases only the devices that belong to cells that are not on timing-critical paths. Biasing a cell increases its delay and may cause some non-critical paths to become critical and consequently prevent other cells on the new critical paths from getting biased. The authors use a sensitivity-based greedy solution in which cells are iteratively biased in the order of their decreasing sensitivity. The sensitivity is defined as the ratio of leakage reduction and delay increase of a cell caused by biasing. If biasing a cell causes a timing violation, the cell is unbiased (i.e., its gate length is set back to nominal). The algorithm continues until no more cells can be biased. Sensitivity-based algorithms have also been used for V th assignment [14] and gate width sizing [6] . We add defocus awareness by using the leakage estimated by our defocus-aware leakage estimation methodology in the sensitivity computation done by gate length biasing.
Methodology
We use the following terminology to explain our modifications to the sensitivity function for gate length biasing.
• L p represents the leakage of cell instance p, L n p its leakage at the nominal process corner, and L p its expected leakage.
• L pt represents the leakage of the t th device of cell instance p, and L n pt and L n pt are its nominal process corner and expected leakages, respectively. (L p = ∑ i L pt , where the summation is taken over all devices of the cell.)
• ∆L n p and ∆ L p represent the change in nominal and expected leakages due to biasing cell instance p (i.e., biasing all devices in cell instance p).
• ∆d p is the change in delay of cell instance p after biasing it at the nominal process corner.
The sensitivity S p in traditional gate length biasing is the ratio between leakage reduction and delay increase of cell p upon biasing, and is given by:
The sensitivity in defocus-aware leakage estimation is given by:
To compute the expected leakage, we have two flows that are similar to the flows used for defocus-aware leakage estimation and depend on the availability of topography simulation. For the defocusaware, topography-aware flow, we assume defocus to be a Gaussian random variable centered at the topography height given as an input from the STI-CMP simulator and with a 3σ of 100nm (50% of our defocus variation budget). For the defocus-aware, topographyoblivious flow, we consider defocus variation to be completely Gaussian random with a mean of 0nm and 3σ of 200nm. We model leakage as a function of linewidth, which in turn is a function of pitch and defocus. Therefore,
where, D pt and P pt are respectively the defocus and pitch for device t of cell p, and (D pt , P pt ) represents its linewidth. We may now write the expected leakage as:
where P (D pt ) is the probability that D pt is the defocus value.
Results
A comparison between traditional and defocus-aware (topographyaware) gate length biasing is presented in Table 2 . While we assume only defocus to be random during optimization (to exploit the systematic dependence of linewidth on defocus and pitch), we present results for the three process corners as described in Section 3. The delay penalty for gate length biasing is set to 0% (i.e., circuit delay does not increase after biasing). The runtime penalty due to defocus awareness is under 10% for all our test cases. Our results show modest leakage reductions for all three process corners from 1.63% to 6.98%. However, given that we have made only minor changes to only the sensitivity function of gate length biasing, we consider these results encouraging. Our approach may be used with several other leakage optimization approaches that rely on identifying candidate cells or devices to make tradeoffs. Significantly larger leakage reductions are expected when the impact of systematic linewidth variations on gate delays is also considered during optimization.
CONCLUSIONS
Due to the exponential dependence of leakage on linewidth, pessimism in linewidth translates to large leakage pessimism and overdesign. There is a need to model systematic components of linewidth variation for improved leakage estimation.
Our leakage estimation methodology models the pitch-and defocusdependent systematic components of linewidth variation. We analyze a layout to calculate device pitches and use them with defocus and a pre-characterized Bossung lookup table to predict printed linewidths and to estimate leakage with increased accuracy. Our defocus-aware, topography-oblivious flow does not rely on an STI-CMP simulator and assumes defocus variations to be random. It considers device pitches to predict linewidth and consequently leakage with improved accuracy. The defocus-aware, topography-aware flow uses STI-CMP simulation to better predict defocus variation to further improve leakage estimation. Our methodology reduces the spread between leakage estimation at worst and best process corners by over half, and can estimate leakages of individual devices with improved accuracy.
Leakage optimization techniques that rely on leakage estimation of individual cells or devices can benefit from the defocus-aware leakage estimation flow. We enhance the previously proposed gate length biasing methodology that relies on leakage estimation of individual cells to determine the order in which cells are biased. Defocus-aware gate length biasing has larger leakage reductions than traditional gate length biasing by up to 7%.
Our ongoing work explores several ways to improve leakage estimation accuracy and to apply improved leakage estimation to enhance other leakage reduction techniques. For example, defocus variation has a significant systematic component arising from lens aberrations during wafer processing stage [7] . Lens aberrations are machine-dependent and modeling them requires details of lens parameters. Depending on the size of the die, lens aberrations can lead to inter-die or intra-die variations. Chips that are larger than 2.0cm on a side (e.g., processors) span lengths that are greater than the field length of wafer stepper, resulting in inter-die variations. For smaller chips, lens aberrations lead to inter-die variations and modeling them will reduce pessimism in leakage estimation.
