The activity of cortical neurons in sensory areas covaries with perceptual decisions, a relationship often quantified by choice probabilities. While choice probabilities have been measured extensively, their interpretation has remained fraught with difficulty. Here, we derive the mathematical relationship between choice probabilities, read-out weights and noise correlations within the standard neural decision making model. Our solution allows us to prove and generalize earlier observations based on numerical simulations, and to derive novel predictions. Importantly, we show how the read-out weight profile, or decoding strategy, can be inferred from experimentally measurable quantities. Furthermore, we present a test to decide whether the decoding weights of individual neurons are optimal, even without knowing the underlying noise correlations. We confirm the practical feasibility of our approach using simulated data from a realistic population model. Our work thus provides the theoretical foundation for a growing body of experimental results on choice probabilities and correlations.
Introduction
Understanding how external stimuli give rise to sensory percepts and how individual sensory neurons support this process remain central questions of systems neuroscience. One of the crucial requirements for the claim that a particular group of neurons plays a critical role in the generation of a perceptual event is that "Fluctuations in the firing of some set of the candidate neurons to the repeated presentation of identical external stimuli should be predictive of the observer's judgement on individual stimulus presentations" ( [29] ). Such correlations between the noise fluctuations in a single neuron's firing rate and the subject's perceptual decision have been found in many areas (e.g. V1: [15] , V2: [25] , IT: [35] , MT: [3, 11, 12, 15, 20, 21, 28, 30, 34] , MST: [5] , VIP: [11] ). They are usually quantified as choice probabilities ( [3] ). The quantitative interpretation of choice probabilities has been problematic, however, since their connection to the read-out weight of a neuron is confounded by correlations among the sensory neurons ( [31] ). For instance, a neuron that itself is not The weighted activity of a pool of sensory neurons with stimulus-tuned responses and correlated noise is summed linearly by the decision area. At the time of the decision, a choice is triggered depending on the accumulated evidence. Right side adapted from [14] .
directly involved in a decision, i.e. has a read-out weight of zero, might display a significant choice probability purely due to the fact that it is correlated with another sensory neuron that does directly contribute to the decision, i.e. that has a non-zero read-out weight ( [10] ). This indicates the importance of correlated noise and in particular its structure, something that had been recognized early on ( [31] ) and was highlighted again more recently in a review by [24] . A central challenge for all studies of choice probability to date is that this relationship between correlation structure and choice probabilities has not been characterized analytically. Therefore all previous studies are based on numerical simulations in which the key parameter, the correlation matrix, is very high-dimensional -quadratic in the number of neurons in the considered population. This makes it infeasible to exhaustively explore the behavior of the system, fit it to empirical data, draw conclusions about the incompatibility of a particular model with a set of data, or indeed acquire a deep understanding of the relationship between choice probabilities, sensory encoding and decision-making.
Here, we mathematically derive the relationship between noise correlations, choice probabilities and read-out weights. We find surprisingly simple relationships that make explicit which aspects of the correlation matrix affect choice probabilities and in what way. This allows us to analytically prove earlier numerical results as well as a recent conjecture by [24] about how choice probabilities depend on correlations in a special case. Further, we apply our framework to two correlation structuresa simplified one that modelers have used extensively in the past and one that is based on empirical observations -and show how choice probabilities and decoding weights are linked. Notably, we show how our analytical framework allows us to invert this relationship in order to compute the decoding weight profile from empirically observed neuronal correlations and choice probabilities.
Finally, we derive a test for whether the read-out mechanism is optimal -even in the absence of any knowledge about noise correlations.
Results

Analytical link between choice probabilities, noise correlations and read-out weights
We start by describing the mathematical framework for computing choice probabilities from readout weights and noise correlations. We follow previous studies in modeling the decision-making circuit by assuming that a decision-making area linearly reads out and accumulates the activity of Sensory response distributions only for those trials in which the subject selected choice 1 and 2, respectively. They are obtained by a point-wise multiplication of the total distribution (black) with cumulative Gaussians (shown in dashed). B: Comparison of choice probability (CP) computed from eq (1) with its first-order approximation eq (2) . The dotted line is the identity line. C: CP is shown as a function of the number of neurons n, for different levels c 0, 0.05, 0.1, 0.15, 0.2 , the difference between the correlations within and across decision pools, respectively. CP n 0.5 c ⌥ a population of neurons in a sensory area ( [14, 24, 31] ). Our setup is illustrated in Figure 1 . On the left we illustrate the representation of a stimulus s by a population of sensory neurons k 1..n with tuning functions f k s . Their activity is weighted by read-out weights ⇥ k and accumulated over time. A decision is made at time T , depending on the final value of the accumulated activity (formulas provided in Online Methods). We assume the sensory responses to be variable and that this variability is correlated, as observed in cortex. We model this correlated variability by a multivariate
Gaussian distribution with covariance matrix C, where C jk is the covariance between the responses of neuron j and neuron k, and C kk is the variance of neuron k. C is also called the noise covariance matrix, and, when normalized by the variance, the noise correlation matrix.
Consider now the case of an ambiguous stimulus, one that contains equal evidence for either decision. Examples may be a stimulus consisting of moving dots, with equal numbers in the two directions that are to be distinguished ( [3, 23] ); or a stereo image with as much evidence in favor of the stimulus being behind as being in front of the fixation point ( [25, 26] ). Each sensory neuron will fire with a mean firing rate determined by its tuning function and a certain variability which we model as Gaussian distributed. If we split the trials into two groups -those that led to decision 1 and those that led to decision 2 -and determine the distribution of firing rates, we may find that they are slightly different for each group. One is shifted to lower, and the other shifted to higher firing rates (see Figure 2A) . Such an effect has been observed in several sensory areas in cortex (for a review see [24] ) and its strength is usually quantified as "choice probability" ( [3] ). More precisely, choice probability is defined as the probability that a random sample from the red distribution is indeed larger than a random sample from the blue distribution. It is 0.5 if both distributions are identical and increases up to 1 as they are more and more separated. Since the stimulus contains only negligible evidence, or equal evidence for either choice, the stimuli eliciting the responses in either group are essentially identical, i.e. they are not responsible for the differential firing distributions.
It is tempting to link this separation, i.e. choice probability, to the read-out weight assigned to this neuron. In fact, in the absence of any noise correlations, that link would be straightforward. We could infer the read-out weight for a particular neuron from its choice probability alone: the larger the choice probability, the larger the neuron's read-out weight. However, in the presence of noise correlations, this is no longer true: a neuron might be assigned a zero read-out weight and show a large choice probability only because it is correlated with a neuron with non-zero read-out weight.
We have derived an analytical relationship linking choice probabilities and read-out weights in the presence of arbitrary correlations, and find that it has a surprisingly simple form (see Methods):
Here, CP k is the choice probability of neuron k, which depends on the high-dimensional noise covariance matrix only through three numbers:
C kk : the response variance of neuron k
the sum over all covariances of neuron k with all other neurons, weighted by their read-out weights
the total variance summed across all neurons, weighted with the respective read-out weights.
A simplification to eq. (1), allowing for an easier intuition, is given by its first order approximation 1 :
The error incurred by this approximation is very small -ranging from zero at CP 1 2 to 5% for CP 1. For clarity of exposition we will use this approximation to present our results for the CP in various scenarios below. The actual computations for the figures will be performed by using the exact result in eq. (1) . Figure 2B compares the choice probability as computed according to equations (1) and (2) and shows the negligible error due to the approximation. Eq (2) exposes the intrinsic linearity of the relationship.
C is simply a normalization constant that affects the overall magnitude of the CPs in a population, but does not affect individual neurons differentially. This means that the CPs, after subtracting 1/2 and adjusting them for the intrinsic response variability C kk of each neuron, is given by the covariance matrix C times the read-out weights vector . This means that in addition to its own weight and response variance, the CP of any neuron depends on its covariance with all the other neurons in the population and their weights.
It also follows immediately from the fact that only 1 of n terms in the sum C k n j 1 C jk ⇥ j contains ⇥ k , that as the number n of neurons in a positively correlated population increases, its own read-out weight has less and less influence on the CP of a neuron.
Choice probabilities for special cases
We first apply our result to the most widely discussed model in the literature, that of [31] . It assumes that the population of sensory neurons consists of two groups of neurons with opposing stimulus preferences. The activity within each group is averaged before the two means are subtracted from each other. In our terms this corresponds to constant weights of 1 for n 2 of the neurons, and -1 for the other n 2 neurons. The noise correlation between neurons within each pool is assumed to be c and between neurons of opposing pools c . Evaluating eqs (1 and 2) now simply involves summing over entries in the noise covariance matrix to yield (see Methods):
We find that the CP of a neuron only depends on the number of neurons involved in the decision and the difference between the mean correlations within a pool, c , and across pools, c . Figure 2C shows the CP as a function of the number of neurons and c . Numerically, this relationship was first reported by [31] for the special case of zero correlations between neurons in different pools, however its parametric form had not been known. Our result also shows that a recent conjecture by [24] -again based on numerical simulations -that CPs depend on the correlation structure only through c c is true for large neuronal populations. For small numbers of neurons the correction shown in eq. (3) needs to be applied. Based on our analytical relationship, it is easy to generalize these findings to arbitrary correlation structures simply replacing c and c by their averages c and c .
For the rest of this paper we present our results in the context of the classic motion discrimination task ( [23] ) in which a subject has to decide whether the net motion in a random dot kinematogram is in one or the opposite direction. Our neuronal population consists of n neurons with preferred directions between 0 and 2⌥. Our convention will be that the two to-be-discriminated directions are ⌥ 2 and 3⌥ 2. This implies that neurons with preferred direction 0 ⌥ are in one pool, and neurons with ⌥ 2⌥ are in the other pool.
In Figure 3 we illustrate the relationship between read-out weights and CPs for two different noise correlation structures. In both cases we assume random weights within each pool (shown in panel A). First, we posit constant correlations within and across pools ( from its CP. However, the slope of the lines in Figure 3D increases with the number of neurons in the population. This means that for very large pool sizes, all neurons within a pool have identical
CPs, regardless of their actual weight, i.e. even if zero, just as found by [10] (based on numerical simulations.) This means that for large neuronal populations and constant correlations within and across pools, it is in principle impossible to reconstruct the read-out weights. However, if we assume a more realistic correlations structure ( Fig. 3C ), based on the one reported by [9] , this convergence of CPs regardless of read-out weight does not happen (see Suppl Materials, Fig. 8 ). Even so, knowledge of the correlation structure is crucial for inferring the weights from the CPs: in Figure   3E we show the relationship between CPs and weights based on the correlation structure shown in Figure 3C . Without accounting for noise correlations, the relationship between CPs and weights is very weak, and becomes even more so as the number of neurons increases (n 256 for the case shown here).
To summarize: inferring the read-out weights from the CPs is generally impossible in large neuronal populations if the correlations are constant within and across pools. However, for a realistic correlations structure, reconstructing the weights is possible, provided the correlations are known. In the next section we will describe how.
Reconstruction of read-out weights
If the correlation structure is known in addition to the choice probabilities, we can invert eqs (2) and deduce the read-out weights associated with individual neurons directly. We find (see methods):
where C is the noise covariance matrix of the population. Essentially, the vector of read-out weights is the vector of choice probabilities multiplied with the inverse of the correlation matrix. From this follows immediately that if the noise correlations between the neurons are zero, the weights are directly proportional to the CPs. (For more details and the precise version of eq (4) based on eq (1) see eq (14) in the Methods.) Figure 4 illustrates this framework. Panel A shows the noise correlations depending on the difference in preferred orientation of any two neurons separated by whether they belong to the same pool (solid line) or different pools (dashed lines). The noise correlations we use are linear fits to the data in [9] . For this example we investigate two different read-out weight profiles: constant weights within each pool (blue lines in panel B) and the optimal weights implied by the correlation structure (red lines). For the case of optimal decoding, within each pool, neurons far away from the decision direction are subtracted from those whose preferred direction is close to the decision direction.
This improves decision-making by subtracting (positively correlated) noise while leaving the signal largely unchanged ( [6] ). Panel C shows the implied CPs for all the neurons in our model. For both cases -constant and optimal weights -the magnitude of the CPs of those neurons close to a decision direction are largest, while those close to the decision boundaries at 0 and ⌥ are smallest. (Since both pools and their results are symmetric with respect to each other, we will only discuss the left pool with 0 ⌥.) More importantly, the CPs are different for the two cases, allowing us to differentiate between the two scenarios based on empirical data. The difference in CP between the two decoding strategies is largest for neurons close to a decision boundary: while constant weights imply choice probabilities larger than 0.5, the optimal read-out scheme forces them to be exactly 0.5 at the decision-boundary. This implies that empirical data about the neurons closest to a decision boundary is going to be the most informative for distinguishing between constant and optimal read-out weights. From this figure we again see that the relationship between CPs and weights is far from trivial: CPs greater than 0.5 do not necessarily indicate a positive contribution to the decision, but the neuron may in fact have negative weights (optimal weight profile). At the same time, neurons differing in CPs may have identical weights (constant weight profile). But most importantly, and in contrast to the case of constant correlations within and across pools, CPs are not independent of the read-out weights, so that the read-out weights can be reconstructed from the CPs given knowledge about the underlying noise correlations. Figure 4D shows how the weights are correctly reconstructed from the CPs in panel C using eq 4.
After having gained a better conceptual understanding, we now put our framework to test in the more scenario of a non-smooth covariance matrix and heterogeneous tuning curves, i.e. neurons with differing response properties. As before, we use a correlation structure similar to the one reported by [9] . But instead of assuming that any variability in correlation coefficients at a given difference in preferred orientation is due to measurement noise, we allow for an actual underlying variability among the correlation coefficients -illustrated in Figure 5A . Its entries are sampled around a mean that corresponds to Figure 4A and 3C. In order to increase visibility, only 128 neurons in the simulated population are displayed in panels A-C of this figure. Furthermore, we assumed a high degree of tuning curve variability in terms of response amplitude and -through a Poisson-like mean-variance relationship -response variability (details in Methods). Panel B shows the weights for the two models that we consider here. One set of weights (in blue) has been sampled from a Gaussian distribution around a constant mean for each pool (mean shown in blue in Fig. 3B ). The other set of weights (in red) are the optimal weights implied by the particular correlation matrix in Figure 5A and the particular tuning curves. The large variability among the optimal weights is due to the variability in correlation coefficients and particularly in tuning curves for nearby neurons.
Those two sets of weights imply CPs as shown in Figure 5C . They vary around the CPs implied by the homogenous case discussed above, however with less variability around their mean than found among the weights themselves. While a precise reconstruction of every individual weight is possible in cases where every neuron in the population can be recorded from, this is not realistic in cortex given current technology. Instead, we demonstrate in the following how measurements from a small subset of observed neurons can be used to reconstruct an "average model". The central idea is to reconstruct an "averaged" weight profile which explains the observed mean correlations and the observed mean CPs. First, we fit a smooth correlation function to the measured data. For this demonstration, we use 64 "recorded" pairs of neurons (out of 1024 for the entire population) assuming that the correlation coefficients only depend on the difference in preferred orientation ( [9] ). Next, we fit a smooth function to the observed CPs in order to extrapolate from our sparse measurements to the entire population (for our example we fit polynomials to the CPs in each pool, assumed to be symmetric round ⌥ -shown as dashed lines in Figure 5C ). We can now use the smooth approximations to correlation matrix and CPs to reconstruct the weights profile -results shown in Figure 5D . The profile reconstructed from the noisy constant weights (in thick blue) is itself largely constant across almost the entire range of directions, with noteworthy deviations only very close to the decision boundaries. These deviations are an illustration of the fact that the reconstructed weights are particularly sensitive to approximation errors close to the decision-boundaries (or generally discontinuities in the system) and therefore need to be interpreted with care. The weight profile reconstructed for the system with optimal weights (Fig. 5D in thick red) is very similar to the optimal profile based on the observed means of the noisy correlation matrix in A with its characteristic negative weights close to the decision-boundary (compare with 'ground truth' in Fig. 4B&D ). This means that even for a very large heterogenous population of neurons, measurements of only a small fraction of the neurons can be used to reconstruct the decoding weight profile. Figure 5 also illustrates another point: the CPs observed for the optimal weights are much smaller in the heterogenous case than the homogenous situation (see Fig. 4 ). Based on the homogenous case, the peak CPs is over 0.6 while in the heterogenous case, it is about 0.55 for the optimal weights.
The solid lines in Figure 6A replot the smooth fits to the actual CPs for the heterogenous case from Figure 5C . For comparison, we have now computed the CPs implied by the smooth reconstructed weights shown in Figure 5D -shown as dashed lines in Figure 6A . We find that the CPs implied by an averaged, or smooth, model are much larger than those that would actually be observed. The reason for the discrepancy is the C term in the denominator of the CP formula (2) . Averaging away variability in the typically decreases C . For the amount of heterogeneity assumed in our simulation, C decreases by a factor of roughly 5 when calculated from the averaged weights (for details see Methods). This means that the CPs in our averaged system, based on the averaged correlations and averaged weights, would be larger than actually observed by a factor of about 5 2.2 (eq. (4)). Note that the CP profile is unchanged, only the magnitude is greater. It also does not mean that the reconstruction is wrong, it simply implies that we need to take the underlying neuronal heterogeneity into account to explain the (simulated) data. Empirical data from [10] is overlaid in black in Figure 6A . This data was measured concurrent to the correlation data underlying our simulation ( [9] ). Without taking the underlying neuronal variability into account, a model based only on the data means would not be able to bring the measured correlations into agreement with the measured CPs -at least not without invoking an additional noise term at the decision stage that would have to be more influential than all the sensory evidence together. To summarize: we have just shown that CPs are not only determined by the absolute magnitude of the correlations, but also the variability in the underlying read-out weights, which in turn may depend on the variability in response properties (as for an optimal read-out). Furthermore, based on the data from [9, 10] we conclude that this variability is likely to be crucial for explaining existing empirical data.
Optimality test
We now show how to use our framework to answer the question whether the weights are optimal, even if the correlation structure is not known. This is possible because the mathematical formula that relates optimal weights to the correlation structure is very similar to the one relating CPs to the correlation structure. The optimal weights for a linear discriminator are given by the inverse of the covariance matrix multiplied by the difference between the responses to the two stimuli, s 1 and s 2 , that are to be distinguished ( [2] ):
At the same time, from eqs. (2 & 4) it follows that the actual read-out weights are essentially the inverse of the covariance matrix multiplied by the CPs. Hence, optimal read-out weights predict that the CPs are proportional to the difference between the population responses to the two stimuli that are to be distinguished: : Application to empirical data: A: CP data from [10] in black (errorbars represent 1 standard error of the mean). CPs based on constant weights in blue, based on the optimal linear decoding weights in red. The solid red line corresponds to the actual CPs that would be measured in the heterogenous case considered above. The dashed red line is the CP prediction based on the averaged 'data' from the same simulation. B: Optimality test from eq. (5) applied to the simulated data in Figure 5 . In blue the data based on a model with weights sampled randomly around a constant within each pool. In red the data for a model with optimal weights. C: Optimality test applied to average data from [10] . Dotted black line indicates proportionality.
In words: for a single neuron k, the CP minus 0.5 should be proportional to the difference between its neuronal responses to the two stimuli, divided by the square root of its response variance. This relationship is shown for our model case in panel F of Figure 5 . The correlation is perfect for the optimal linear decoder weights (red) and has characteristic deviations for the constant weights case (blue). The beauty of this relationship is that it involves only quantities that can easily be measured by traditional techniques (e.g. individual extracellular recordings).
In Figure 6B we apply eq. (5) to the results from our realistic simulation in the previous section.
We see that despite the significant neuron-to-neuron variability in terms of tuning curves, response variance, and correlation coefficients, the data based on a mode with optimal weights form a perfectly straight line (red). If the underlying weights are roughly constant, however, the relationship shows characteristic deviations from a straight line (blue). In panel C of the same figure we re-plot the averaged data underlying panel A in the same form as for panel B. The data is not significantly different from the proportionality line implying that optimality cannot be statistically excluded. Remember, however, that we found in the previous section, that the published average data cannot rule out constant weights either. We emphasize also that applying eq. (5) to averaged data ignores the main power of the test which applies to individual neurons, taking their individual tuning curves and response variability into consideration. These quantities have not always been published, probably in part because of the questions concerning their interpretation. However, most existing studies on CPs will have recorded these values for each of their neurons so that testing the hypothesis of an optimal read-out scheme with respect to amplitude and variability should be possible in many of them.
The discovery of [3] that the response of individual sensory neurons is correlated with the animal's behavior even when there is no signal in the stimulus has since been replicated for different decision paradigms and in different sensory cortices ( [3, 5, 11, 12, 12, 15, 20, 21, 25, 28, 30, 34, 35 ] with reviews in [14, 24] ). Over the same time, the appreciation has grown for the crucial role of noise correlations in the brain for our understanding of sensory coding ( [1, 8] ). With this study we link those two concepts in an analytical framework. We show how choice probabilities, noise correlations and read-out weights are related and how fixing two of these quantities determines the third one. There are clear benefits of an analytical framework over numerical simulations (as used in previous studies): it allows us to fit parameters, to investigate much larger and realistic populations sizes by cutting computation time by several magnitudes, to mathematically extrapolate to arbitrarily large populations and to make rigorous statements about which types of models may or may not be compatible with the data.
We furthermore used our framework to derive a test for whether the read-out of sensory neurons is optimal with respect to tuning curves, response variability and noise correlations -without requiring knowledge of noise correlations that are difficult to measure. We find that on the basis of existing data that has only been published in an averaged form, it is not possible to distinguish between two major hypotheses about sensory read-out: constant weights within each pool, and linearly optimal weights. Applying this test to already existing datasets in their raw form should reveal whether decision neurons 'know' about tuning curves, response variability and noise correlations of their input neurons and account for them when pooling sensory information.
At this point there is little data available that combines a measurement of interneuronal correlations with choice probabilities in a decision-making task ( [9, 10, 17] ). However, with the increased use of population recording techniques ( [4, 19, 33] ), we expect more such data to become available very soon and our framework will be readily applicable to infer decoding weights and shed light on the decoding strategies of the brain in various contexts.
Model assumptions
Our analytical framework assumes a population of sensory neurons whose responses are variable, correlated, and linearly read out -assumptions that it shares with most previous studies on perceptual decision-making (reviews in [14, 24] ). We furthermore assume that the noise is additive and Gaussian. Since in the scenario that we model, spike rates are approximately constant from trial to trial (although not from neuron to neuron), any observed mean-dependent response variance of cortical neurons (e.g. Poisson) is covered by our model. It only breaks down when spike counts over the timespan during which the decision is made are very low. Our framework implies few assumptions about the temporal integration process and our findings hold even if the integration is not perfect and weights effectively change over the time of the integration, as in integration-to-bound ( [14] ) or attractor-based read-out models ( [36] ). In both cases, only the overall magnitude of the weight profile might change over time, or from trial to trial, something to which choice probability is invariant to.
Role of correlations
A topic of recent debate has been the origin of choice probabilities ( [24] ). We emphasize that while our model appears explicitly bottom-up or feedforward, it is in fact agnostic about the source of its main ingredient, noise correlations. While some noise correlation structures have traditionally been explained in a bottom-up way ( [32] ), correlations that depend on whether neurons belong to the same or to different pools, might more plausibly be explained by top-down influences like fluctuations in attention-like processes ( [9] ). On the other hand, collective processes like attractor dynamics within a sensory area might also contribute to the correlations within a sensory area.
Arguably, the most remarkable result of our study is that choice probabilities are useful at all in inferring read-out weights in very large populations of neurons. This appeared impossible after [10] demonstrated that choice probabilities for a group of neurons with zero weights, and those for a group of neurons with positive weights, converged to the same value as the overall number of neurons became very large. This seemed to imply that it would be practically impossible to reconstruct which of the neurons contributed to a decision and which did not. The difference between our case and the one previously studied numerically, is that [10] for their simulation assumed a quadrant-wise constant correlation structure, while we work with one that is not. Our analytical equations apply to all correlations structures, of course. However, quadrant-wise constant correlations define a mapping from weights to choice probabilities that is not invertible in the limit of infinitely many neurons.
For our reconstruction we averaged over all neuronal dimensions other than preferred direction and only reconstruct average weights along those "averaged" dimensions. This means that we, too, cannot distinguish between neurons of different weights but same preferred direction. However, since our correlation matrix along the dimension of interest -preferred direction -is not constant, but has a profile that implies an invertible mapping for arbitrarily many neurons, it is possible to reconstruct the decoding strategy by inverting eq (1). Such a non-constant relationship between sensory dimension and noise correlation has been found by many empirical studies (usually reported as a relationship between signal correlations and noise correlations -reviewed in [8] ) in addition to [9] on whose data our examples were based. Generally, our work implies that in any dimension in which the empirical correlation matrix is invertible for infinitely many neurons, one can recover the weight profile from the choice probabilities. While originally noise correlations were primarily seen as a complicating factor in inferring read-out weights from choice probabilities, our work implies that it is only because of their presence and their observed structure, that we can infer read-out weights at all.
Neuronal heterogeneity
Physiologists have long known that response properties of sensory neurons are very heterogenous.
Our work shows that accounting for this heterogeneity in theoretical models is important. The magnitude of the observed choice probabilities depends strongly on the amount of heterogeneity in the underlying weights. Simply averaging over variability in the data will lead to models that are not self-consistent. The main drivers for the discrepancy in our model are the number of neurons in the population and the variability in their tuning curve amplitudes divided by the square root of their response variability. Since the latter quantities are easily accessible empirically (and are likely already available in existing studies), quantitatively fitting a model to data even holds the promise of determining the size of the pool of sensory neurons contributing to the decision. Our study adds to a growing body of literature that emphasizes the importance of reporting and modeling that heterogeneity -for understanding low-level function ( [22] ), sensory ( [13, 27] ) and motor ( [7] )
circuits. This heterogeneity is usually discarded in favor of summary statistics most relevant to the focus of the particular study. Our findings -both with respect to weight reconstruction as well as with respect to the optimality test -emphasize that valuable information and understanding can be gained by reporting on and modeling that underlying variability.
Optimality test
The right hand side of eq (5) is sometimes called neuronal sensitivity and a positive correlation between choice probabilities and neuronal sensitivity has been observed in several studies ( [3, 5, 16, 28, 30] ). It was alternatively attributed to increased correlations between the most sensitive neurons ( [31] ) or to a preferential read-out of the most informative neurons based on intuition and numerical simulations (e.g. [18, 20] ). Here we derive this relationship mathematically for the case of an optimal read-out code. Comparing predictions for a model with constant weights and those for a model with optimal weights we find that the correlation between neuronal sensitivity and choice probability is positive in both cases. If the correlation coefficient is 1, the read-out weights are optimal, and vice versa: optimal weights imply a correlation of 1. Surprisingly, a positive correlation of less than 1 cannot be taken as evidence that more sensitive neurons are weighted preferentially as has previously been assumed ( [18] ) since even an indiscriminate pooling model implies a positive correlation (Fig.   6B ). However, it is likely that an increased correlation between sensitivity and choice probabilities, given unchanged noise correlations, (e.g. over time as in [20] ) is indicative of a more selective weighting based on sensitivities, but whether this is always true needs to be investigated in more detail. By providing the exact relationship expected from an optimal read-out code, we provide the basis not only for rigorous statistical tests, but also for addressing the question of whether decision neurons take into account response amplitude, response variability, and/or correlations when reading out sensory neurons.
Notation, assumptions and derivation
We assume that the decision is based on a linear combination of the responses r r 1 , .., r n of a population of n sensory neurons:
where ⇥ 1 , ..⇥ n are the weights with which neurons 1..n contribute to the decision. We assume that the decision is unbiased and that a stimulus that does not contain any evidence, or equal amounts of evidence for both choices, implies D 0. Our convention is that if D 0, choice 1 is elicited, if D 0, choice 2 is initiated.
We further assume that the neuronal responses can be modeled as a multivariate Normal distribution whose means are given by the neuron's tuning functions r k f k s . We assume that the neuronal responses can be correlated and denote the noise covariance matrix with C. C kk is the response variance of neuron k and C jk is the covariance between the responses of neuron j and neuron k.
Based on these assumption, we can now derive the choice-conditioned stimulus distribution P r k D 0 for choice 1, and P r k D 0 for choice 2. Since
and P D 0 P D 0 1 2 (assuming unbiased decision-making) it follows:
and similarly for P r k D 0 . Since we assumed the r k to be normally distributed, D also is, and therefore D 0 r k . Applying the formula for the mean and variance of conditional Gaussians, we find:
In the above, x : x , var x is the probability density function of the Normal distribution and ⌅r k r k f k s is the deviation of the response of neuron k from its mean across all trials and choices. Denoting with the cumulative Normal distribution function we obtain:
where
are as verbally described in the main text. Eq. (10) represents a skew-normal distribution (generally defined as P x 2 x x where is a scalar determining the shape) -see Figure 2A for an example.
Having derived the general choice-triggered response distribution (eq. (10)), we can now compute the choice probability according to the following formula ( [3] ):
In the following we sketch the solution restricting ourselves to the major steps. Defining :
it follows from eqs (10) and (11)
where zero mean and unit variance have been omitted from and for brevity. Partially integrating both terms we obtain
We perform the integral on the right F : dx x x 2 by differentiation and integrate to find:
The homogenous part of this differential equation implies F 1 leading to the ansatz F g . Substituting this into eq. (13) and integrating yields
where c is an integration constant. Substituting g back into F , and F into eq (12) , and choosing c appropriately, we arrive at
which, after substituting in , yields our central result in eq (1) in the main text.
Details for reconstruction of weights
In order to derive eq (4) from eq (2), we assume, without loss of generality, that C 1. This is possible since C n k,l 1 ⇥ k ⇥ l C kl scales with the square of the overall scale of so that it can always be chosen such that C 1. Such a scaling implies no loss of generality since the overall scale of the weights is irrelevant for the behavior of the system: multiplying all weights by the same factor changes neither neuronal responses nor decisions. On the other hand, not every set of ⇥ k obtained from eq (4) is guaranteed to obey the condition C 1. Given C 1, eq 2 becomes a linear equation in that can be inverted to yield eq (4). This inversion is always possible since C, being a covariance matrix, is invertible. Linearly scaling from the CP k to ⇤ k we obtain:
For a valid to exist, C 1 1 needs to hold. If we had actually measured all the CPs, and all the pairwise correlations C ij , and C 1 were not 1, then this would imply that our model is wrong, or not incorporating some essential aspects of reality. However, if we have observed only a small subset of neurons in the population and hence measured only a small set of ⇥ k and C jk , then the first candidate for the mismatch may be the way we extrapolated from the few measured neurons to the entire population. In particular, variability in the underlying weights and/or noise correlations will lead to variability in the CPs. If this variability is not accounted for, but averaged away, then this will bias C to values larger or smaller than 1. For instance, adding variability to the ⇥ will generally increase C . This means that an extrapolation that averages away unobserved variability will lead to C 1 and hence imply CPs that are larger than those that are actually observed. Fortunately, such a bias will only affect the magnitude of the implied CPs, and would not affect the structure of the read-out weights, i.e. the decoding strategy.
In order to reconstruct the weights one needs to make an assumption about the number of sensory neurons n, which typically would be unknown. However, we find that given the data-based correlation structure we use, CPs asymptote as the number of neurons increases. This happens as n approaches several hundred (see Fig. 2C for an illustration of the saturation based on different average correlation values). This means that for sufficiently large n, the reconstruction equation yields virtually identical weight profiles, and the actual number of neurons is irrelevant for reconstructing the weight profile as long as its large enough. In Suppl Figure 7 we illustrate the effect of using a range of n for the reconstruction for the case of our heterogenous population. We find that the corresponding weight profiles are indistinguishable away from the decision boundaries, and very similar close to them.
Instead of basing the inversion on the first-order approximation eq (2), it can also be based on the exact equation for the CP, eq (1), to yield:
However, the improvement in accuracy is small for realistic values of CP (see also Figure 2B ).
Simulation details
For all simulations, the optimal weight profile was constructed from the correlation matrix and the difference in population response for the two stimuli that were to be discriminated ( [2] ):
where r is the population response to stimuli s 1 and s 2 , respectively. For Figure 4 we assumed a population of identical direction-selective neurons only differing in their preferred direction for the random-dot task. We assumed van-Mises tuning curves with width ⌃ 3. In the case of zero signal (zero motion coherence) in the stimulus, the one considered by us, all neurons are assumed to have the same mean response and same variability.
For our realistic simulation shown in Figure 5 we used a heterogenous population of van-Mises tuning curves whose amplitude was drawn from a Poisson distribution with mean 20. Furthermore, we assumed response variability to be proportional to the mean response. The correlation matrix was based on linear fits (separate in each quadrant) to the data reported by [9] (see Fig. 4A ) with noise with variance 0.01 added independently to each entry (while keeping C symmetrical and positive definite). For the average model, the simulated data from the subset of 64 neuron pairs was fit by linear functions to obtain the average correlation matrix, and by polynomials of degree 8 to obtain the average CP profile. Figure 7 shows the reconstructed weight profile depending on the assumed number of neurons in the population n. We find that the reconstructed weights profile is largely independent of the assumed population size. Other than in the number of neurons (4096 instead of 8192), this example is identical to the one used in the main text ( Figure 5 ). Figure 8 illustrates why the reconstruction of read-out weights is virtually impossible in large neuronal populations while the same is not true for a more realistic correlation structure (shown in Fig   8 , equivalent to the one used in the main text part of the paper). Fig 8 shows the two sets of weights that we compare: in blue are pool-wise constant weights that correspond to a simple average over the responses of all neurons within a pool. The profile in red corresponds to a read-out that only considers a small fraction of the neurons -those that are aligned with the task (i.e. the neurons that are typically the most informative for the task). In Fig 8 the Figure 4 . B: Two sets of weights shown: simple average across all neurons within each pool (blue) and average over a small subset of neurons whose preferred direction is aligned with the task (red). C: Implied CPs for correlation structure shown in A (blue and red) and for zero correlations (cyan and magenta). D: Absolute difference in implied CPs for both weight profiles -averaged across all neurons. structure in that the implied CPs for different values of correlations in the quadrants will differ by a constant offset. The magenta line in Fig 8 shows the mean absolute difference between the cyan and the magenta lines in panel C depending on the pool size n. For n , the magenta line tends to 0 which means that in large populations the CPs implied by the blue weights in panel B and by the red weights in panel C become identical, making it impossible to infer which of the two profiles the brain is using. On the other hand, the black line in Fig 8, which shows the mean absolute difference between the red and the blue line in panel C, asymptotes at a positive value. This means that even in arbitrarily large populations, their will be an appreciable difference between the CP profiles allowing us to infer which profile is used by the brain. As this example indicates, the implied difference in CP may be quite small. However, since the CP profile that we need to reconstruct is only one-dimensional, a realistic amount of data (on the order of 100 neurons) is able to distinguish between the red and the blue line in Fig 8C - especially, when the symmetries of the task are taken into consideration reducing the problem to one in which the difference between the CPs only for the range 0 ⇤ ⇥ 2 need to be considered.
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