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In this article, we consider the problem of estimating a p-variate (p >/ 3) normal 
mean vector in a decision-theoretic setup. Using a simple property of the noncentral 
chi-square distribution, we have produced a sequence of smooth estimators 
dominating the James-Stein estimator and each improved estimator is better than 
the previous one. It is also shown by using a technique of Kubokawa ((1991). 
J. Multivariate Anal. 36 121-126) that our smooth estimators can be dominated 
by non-smooth estimators. 0 1992 Academic press, Inc. 
1. INTRODUCTION 
Let X = (X,, X,, . . . . X,)’ be a p-variate random vector and X N N,(C), I,), 
6~ Rp. We consider the problem of estimating 9 under the quadratic loss 
function 
~(6,8)=116-8112=(6-8)‘(6-8), (1.1) 
where 0 is estimated by 6 =6(X). The performance of an estimator 6 is 
evaluated by its risk function defined as 
~(6, e) = E[L(G, e)]. 
The standard estimator (MLE as well as the best location equivariant 
estimator) of 8 is 
60=X, (l-2) 
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which is admissible for p < 2. Stein [6] and James and Stein [4] showed 
that 6’ is inadmissible for p > 3 and it is dominated by 
(1.3) 
Since this pioneering work, many shrinkage estimators which dominate 6’ 
have been proposed. Baranchik [ 1,2] and Efron and Morris [3] showed 
that the positive part estimator 
(1.4) 
is uniformly better than the James-Stein estimator 6l, where for a real 
number c, c + = max{O, c}. Note that &‘+ is non-smooth and hence inad- 
missible. Recently, Kubokawa [S] constructed a sequence of non-smooth 
estimators (dominating 6l) where each estimator is better than the 
previous one and the sequence converges to an admissible estimator. 
In this paper, we have constructed a sequence of smooth improved 
estimators providing successive improvements over 6’. Each of these 
improved estimators again, in turn, can be dominated by using a technique 
of Kubokawa [S]. In Section 2, such improved estimators are derived. 
Though there are some questions left unanswered, the main spirit of this 
article is to stimulate further research interest in this direction. 
In Section 3, we have generalized the above results when X - N,(O, Z), 
where the covariance matrix Z is either fully unknown or Z = 0~1, for some 
unknown scalar 0’ > 0. 
2. IMPROVED ESTIMATORS DOMINATING 6' 
Consider a sequence of estimators of the form 
6”= K,X, n = 1, 2, 3, . ..) (2-l 1 
where K, = K,(X) is a suitable function of X. We choose K, = 
(1 - (p-2)/llXl12) to make S’ the first element of the sequence (6”). Our 
goal is to construct 6”, n > 2, such that for any integer n 2 1 and p > 3, 
R(S” + I, e) G R(6”, 0) ve E IRP. (2.2) 
To dominate the estimator 6” for any n > 1, define IS”+’ as 
6 n+‘=&‘+r,*X; i.e., K,+,=K,+r,*, (2.3) 
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where r,* = r,*(X) is a suitable real valued function. Let rn = r,* . X. Define 
the risk difference (RD) between R(&“+l, 0) and R(6”, 6) as 
RD(n + 1, n) = R(&‘+‘, 0) - R(6”, 0) 
=E f: r;;+2 i r,i(6;-di) 1 , (2.4) i= 1 ICI 
where S;, fIi, and rni denote the ith elements of I!?‘, 8, and r,,, respectively. 
The second term of (2.4) can be simplified as 
;$, r,,(C@;) = i E[Ir,;(#,X;-@;)l 1 i= I 
= 2 E[r,;(K,X;- Xi) + r,;(X;-- e,)] 
r=l 
=i+ 
a 
K- llrniXi+Grni 
1 
. (2.5) 
i=l 
The expression (2.5) is obtained by using Stein’s normal identity assuming 
that r,,ls (i= 1, 2, . . . . p) satisfy all the regularity conditions of the identity. 
Combining (2.4) and (2.5) we get 
RD(n + 1, n) = i E 
a 
rzi + 2(K, - 1) r,Ji + 2 ax, rni 1 . (2.6) i=l 
We now look for suitable rn = rn *.X such that RD(n+l,n)<O Vn>,l. 
Before we derive the general result, let us look at some special cases. 
Special Cases 
(1) When n = 1, i.e., we are trying to dominate 6l (James-Stein), take 
r,*=c, llXll-(2+a’), where 01~ > 0 and c1 is a suitable constant. It is easy to 
see that 
2 f Lr,i= 2c,(P-(2+%)). 
is 1 axi IlXll 
2+a1 ’ 
and 2(4-l) i lr , r .x,= -2cl(p-2) IIXII 2+a1 . 
i=l 
Therefore, from (2.6) one can easily get 
RD(2,l)=E 2c14 &-- , Tl + 110 1 (2.7) 
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where T= llXl/’ N noncentral $(A), I = jl@ll 2. It is well known that T can 
be treated as a mixture of central xi+2U and U- Poisson(A/2). Let 
flu= U+p/2, then 
RD(2, l)=; c:2-(‘+“) 
WC/- (1 + al)) 
W”) 
42c,a,2-“+“1/2’ UPC/- (I+ @l/2)) 1 mu) . (2.8) 
To make RD(2, 1) < 0, it is enough to have the expression inside [ ] in 
(2.8) ~0 for all U, U = 0, 1,2, . . . . Hence, the condition on c, is 
o<c,<a12-(L+1,,2)P(Bu-(~+al/2)) 
nB”- (1 +a1)) 
for U=O, 1, 2, . . . . 
Let 
E,(p, a,) = min UP,- (I+ @l/2)) 
u mu-(l+a,)) . 
(2.9) 
Then a sufficient condition on ci is 
o<c, <a,2l+9(p, a1) (2.10) 
provided p > 2( 1 + ~1~). In fact, the optimal value of ci which minimizes the 
quadratic expression inside [ ] in (2.8) for all U is 
cy = a1 242 E1(p, aA. (2.11) 
It will be proved later as a part of a more general result that the minimum 
in (2.9) is attained at U= 0, i.e., /?” = p/2. The condition that p > 2( 1 + a,) 
is necessary to ensure that all the expectations exist. The following result is 
immediate from the above derivation. 
PROPOSITION 2.1. The estimator 15~ = 6’ + (c~/llXl12 + “I) X with a, > 0 
dominates 15~ (James-Stein) uniformly under the quadratic loss (1.1) provided 
p>2(1 +a,). 
Remark 2.1. It is interesting to look at various choices of a1 in the 
above proposition. 
(a) If 0 < aI -C 0.5, then 62 dominates 6’ for p > 3. 
(b) If a,= 1, then ~~(p,a,)=T((p-3)/2)/f((p-4)/2). Hence, 
h2 = 6’ + fi E,(P, a,) X dominates 6’ whenever p > 4. 
(c) If a1 = 2, then cI(p, al) = (p-6). In this case, 6l is uniformly 
dominated by S2=(1-(p-2)/~~Xl12+2(p-6)/~~X~)4)X forp>6. 
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(2) When n=2, and we want to dominate h2 = K2X, where K, = 
(1-(p-2)/IIX112+~1/IJX112fa’), choose ~.~=c~/(IXI(~+~~, wherea,>a,>O 
and c2 is a suitable constant. Similar to the case n = 1, RD(3,2) can be 
derived from (2.6) as 
RD(3,2)= E A+ 2c, c2 2C2E2 -- 
T’ + (al +a2)/2 1 T’f42 ’ 
Following the earlier approach, a sufficient condition for RD(3,2) Q 0 is 
o<c, <a221+“%2(p, a,, a,), (2.12) 
where 
E~(P, a,, a,)=min 
r(P,-(l +a,/211 
CJ WJ, - (1 + a2)) 
( 
-12-a,,2 WU- (I+ (aI + a2)/2)) x 1-c,a, 
UBu- (1 +a2/2)) )I ’ 
provided that p > 2( 1 + a2). Again, the optimal value of c2 is 
ci = a2 za212 c2(p7 al, a2). 
In general, consider the estimator 6” (in (2.1)) with 
(2.13) 
where a,-,>a,-,> ... >a, >O and O<cj<aj2’+qi2 &/(p, a1, . . . . aj-,), 
j= 1, 2, . ..) n- 1. Take r,* = c,/IIXII~+~~, where a,, > a,- i and c, is a suitable 
constant. Similar to the special cases n = 1,2, one can easily get 
-2c a 2e(1+^./2’l.(/?U-( 1 +:))I}. n n (2.14) 
All the expectations in (2.14) exist provided p > 2(1+ a,,). Define 
G(P, aI, . . . . a,) as 
1 
QPu- (1 +a,P)) 
( 
n-1 
.sn(p, aI, . . . . a,) = rn? 
UBLi- (1 + a,)) 
1 - 1 cja;‘2-“JJ2 
j=l 
' 
Qu- (1 + (aj+%)P)) 
Wu-(l +a,P)) >) ' 
(2.15) 
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Then a sufficient condition for 6” + ’ dominating over 6” is 
0 < c, < a,2l +an’2.sn(p, a,, . . . . an), 
and the optimal value of c, is 
c”, = a,2*n’*c,(p, a,, . . . . a,). 
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(2.16) 
The minimum in (2.15) is attained at U = 0 and this is proved in 
Appendix A.l. We now state the main theorem of this section. 
THEOREM 2.1. An estimator 6” of the form (2.13) is uniformly dominated 
by 6 “+‘=i5n+(C,/IIXII*+a~ ) X provided p > 2( 1 + a,) and c, satisfies the 
condition (2.16). 
Remark 2.2. Note that the functions rni, i = 1, 2, . . . . p, satisfy the 
regularity conditions of Stein’s normal identity which enables us to derive 
(2.14). 
If we choose O<a, <a*< ... <a,<a,+l< ... cO.5, then we get (I!?‘}, 
a sequence of improved estimators giving successive improvements for 
pa3 (since, 2(1+a,)<3 Vn>l). 
Similar to the James-Stein estimator 6l, our improved estimators P’+ ‘, 
n > 1, provide maximum risk improvements near 8 = 0. The risks of these 
estimators at 0 = 0 can be derived from the following recursive relations: 
R ,,+I = R@“+‘, 0) 
n-1 
and 
R, = R(i?, 0) = R(i5’, 0)- (p-2)* E,,,(l/llX1)2)=2. (2.17) 
In Tables I and II, some numerical results are provided where we com- 
pute the risks of a”, n 2 1 at 8 =0 for pa 3. The value of a, is taken as 
a, = 0.5( 1 - q”), where 0 < rl< 1. Note that {a,} is an increasing sequence 
strictly between 0 and 0.5. We also compute cz, n 2 1 which are used in the 
improved estimators. The efficiency (E,) of 6”, n 2 1 is defined as 
E 
n 
(%)=(Rn-l- Rn), lo()o/ 
k-1 
0. 
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Remark 2.3. The limiting value of {c:} is hard to find analytically due 
to the complicated structure of cz (see (2.15)). Hence, the problem of finding 
the close form of the limiting estimator of the sequence {IS”) still remains 
open. 
Remark 2.4. From the tables it is evident that cf and E, decrease 
steadily (possibly to 0) as n increases. Also it seems that the efficiency goes 
down as the dimension (p) increases and >4. 
Further Improvement by Nonsmooth Estimators 
Consider the sequence of improved estimators derived above. We now 
extend a technique used by Kubokawa [S] to dominate each 6”. Recall 
that 
6”= l-~+;g:+)x, ( I (2.18) 
where c~,-,>u,-,> ... >cc,>O and O<C~<O~~~~+~J/~E~ (p,alr . . . . aj), 
j= 1, 2, . . . . n - 1. To dominate 6”, we propose a rival estimator of the form 
iY(d,,, r) = 
x 
if IIXII * 6 r, 
(2.19) 
I 6” if llXII’> r. 
Under the quadratic loss (l.l), the risk of 6”(d,, r) is 
R(Vd,,, r), 0) = E{ IIS” - fill* ZCIIW12 > rl> 
+E 
d 
‘-pi+ 
. 
The risk R(&“(d,, r), 0) is quadratic with respect to d,, and is minimized at 
d,, = d,(r, A) = 
E{{((X(I-*X’(X-9)+C’j~: Cj ((X((-(2+‘i)} I[I(X((*<r]) 
~~II~lI~2~CII~I12~~l~ 
~~Ill~ll~*~‘~~-~~~Cll~ll*~~1} 
~{II~II~*~CIl~II*~~1} 
+nflc,E{IIXII- (2+a~i)Z[lIXI12<r]} 
j=l ’ ~~II~II~2~CII~l12~~I} 
= A + B (say). 
Let f,( t; 2) be the noncentral Chi-square density with p degrees of freedom 
68314212-10 
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and the noncentrality parameter A. It was shown by Kubokawa [S, 
pp. 122-1231 that 
A<(p-2)- 2fp(r) j;, t-l&(f) d?' (2.20) 
where f,(t)=f,(r; 0) is the central Chi-square density with p degrees of 
freedom. We now find an upper bound for B which is free from 1. Observe 
that 
where W-h,(o) = o-IfJo, A)/!; w-‘f,(w; A) on (0, r]. Since n(o)= 
h,(o)/h,,,(o) = (constant) fp(o; A.)/fJo) is increasing in o and W-‘J’~ is 
a decreasing function, 
EA( W-“I’~) ,< El=,( W-“J’~). 
Therefore, 
(2.21) 
Combining (2.20) and (2.21) we get 
W, 1) < (p - 2) - 2f,(r) - C;: i cj J+h t-(’ + rJ’2’fp(t) d = d *  (say). 
(2 22) 
j;, t-tf,(t)dz n *  
Also note that, d,* < (p - 2) if and only if 
and this implies the following theorem. 
THEOREM 2.2. Choose r > 0 such that (2.23) holds. Then the estimator 
6”(d,*, r) dominates 6” uniformly under the loss (1.1). 
Proof: Equation (2.23) implies that for all 2, d,* is closer to the mini- 
mizing value of the risk R(G”(d,,(r, A), 0) than is (p - 2) and this proves the 
theorem. 
Remark 2.5. If we take n = 1, then (2.23) holds (the left hand side is 0) 
for any r > 0 and in that case, 6’ is dominated by 6l(d,*, r) for any r > 0. 
Kubokawa [S] extended this further and derived a smooth admissible 
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estimator dominating 6’. But in general (n> 2), we may not be able to 
improve 6”(d,*, r) any further because of the fact that (2.23) does not hold 
for large values of r. 
3. THE CASES OF UNKNOWN COVARIANCE MATRICES 
In this section, we extend the results derived in Section 2 to the cases 
where the covariance matrix Z of X is either completely unknown or 
Z = (r21,, a2 > 0 unknown. 
Case (i). E=a’l, (cr’>O). Let X and S be independent observations 
with Xi&#, a’l,)and S-‘CS~X~. Here we want 
loss function 
to estimate 8 under the 
L(6, 9) = 116 -8)1*/d. 
Again the usual estimator is 6’= X and the 
dominating 6’ is 
( (P-2) s lil= l-&+2) llXlj2 1 x. 
(3.1) 
James-Stein estimator 
(3.2) 
We construct the sequence (6”) of improved estimators as follows. Let 
6” = K,, . X, where 
( (P-2) s ‘--l cis1+a”2 Kn= l- (k+2) ,,x,,2+ j;, I\xI1*+“J ) ’ 
c? n-1 >anm2> ... >u,>O, (3.3) 
and 
ii “+1=&n+r,=6”+r,*X. 
Then, 
RD(n + 1, n) = R(Pf 1, e) - R(iY, e) 
=-$E[ fy ‘ii+ 2 i r,,(cy! - Oi) 
i=l i=l 1 
=-$E{f {’ a rni + 2( K, - 1) rniXj + 2~’ ax, rni . 13.4) 
I=1 
The last expression follows from Stein’s normal identity assuming that all 
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the expectations exist. By taking r,’ = c,,S’ + an/2/((XI( 2 + ‘I, where c, is a 
suitable constant and a,, > a, _ , > a, _ z . . . > a, > 0, one can easily get 
RD(n+l,n)=-$E 
S 2 + 3” S I + 42 
IIXII 
* + Ia, + 2a2c”(P - (2 + &I)) T  
IIXII ” 
-2c (p-2) SZ+aJ2 
n (k+2) JJXl)2+aJ* 
n-l 
+2c,s’+4 c c. 
s ’ + q/2 
‘=I ’ llxl12+~J+*n I 
where T= IIX\I*/a* N noncentral xi(A) with A= [161i2/a2, (S/o*) N xi and 
they are independent. Similar to our earlier section a sufficient condition 
for RD(n + 1, n) GO is 
(k+p) 
0 KC, < CL, (k + 2) GAP1 aI, . ..T %?h (3.5) 
where 
%(P, al, ***, 4 = 
I-(p/2-l -a,/2)r(k/2+ 1 +a,/2) 1 2(k+2) 
T(p/2 - 1 - a,)) T(k/2 + I+ a,)) - a,,& + P) 
“- ’ 
x c Ci 
T(k/2 + 2 + (aj + a,)/2) T(p/2 - 1 - (aI + cr,)/2) 
j=l T(k/2 + 1+ a,/2) r(p/2 - 1 - 42) . 
(3.6) 
The optimal value of c, is ci = a,(k + p)/(2(k + 2)) c,(p, aI, . . . . a,). 
THEOREM 3.1. Assume p > 2( 1+ a,). Then the estimator ii” + ’ = 6” + 
(c,S’ ‘“‘*/11x11 2+an) X is uniformIy better than 6” (see (3.3)) under the loss 
(3.1) ptooided (3.5) is satisfied. 
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The above theorem gives us the sequence (6”) of improved estimators 
dominating 15~. 
Case (ii). Z is an unknown p.d. matrix. Let X and S be independent 
where X N N,(lJ, 1) and S,,, N Wishart(X 1 k). Here we estimate 0 under 
the loss function 
L(6,6) = (6 - 6)’ z-y6 - 6). (3.7) 
The James-Stein estimator dominating the usual estimator 6’ = X is 
“= 
(P-2) 
1-(k-p+3)(X’s-LX) (3.8) 
Again, the difference in risks of 6” and 6” + * = 6” + r,, is 
RD(n+l,n)=E[r:,~:-‘r,+2r:,~-‘(6”-8)] 
=E[r~~-1r,+2r~~:-‘(6”-X)+2r:,~-1(X-8)]. (3.9) 
Let 6” = K,X, where 
(P-2) 
n-1 
1-(k-p+3)(XrS-1X)+jCI (Xrs-?X)l+aj 
and 
r, = r,* . X = 
( 
(x~s-cl;c)l+.n x3 
i 
a,-, >anpz> ... >a, >O. 
(3.10) 
Also, define Y = X-‘/*X, 8, = Z-‘/*0 and S, = Z-1’2SI:-“2. Then, 
E[r:,Z-‘(X - 6)] = E 
=E 
where Yi ( -iV(O,i, 1)) is the ith element of Y. Applying Stein’s normal 
identity in (3.1 l), we get 
E[r:,Z-‘(X-@)]=E cn yi 
(Y’s*‘Y)‘+=~ . 
(3.12) 
From (3.9) and (3.12), 
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RD(n+l,n)=E r:,E-‘r,,+2r:,Et’(iY-X) 
+ 2c, (p(Y’S,‘Y) - 2( 1 + aJ(Y’S,‘Y)} 
(Y’s*‘Y)2+“n 1 
=E (P-2) 
(k-p+3)(X’Sp1X) 
Note that given X, the conditional distribution of (X’Z -‘X)/(X’S-‘X) is 
IlLp+l which is free from X. So unconditionally (X’Z:-‘X)/(X’,!-‘X) is 
xk--p+L and this is independent of (XY’X). Therefore, 
RW+Ln)=E 
(P-2) 
-2cn~k-p+3~ (X/E:-IX)-‘l+“” 
Let 
(P-2) 
A1=2(k-p+3) 
2’+““,2mk-P+%)/2) 
mk-P+1)/W 
A2=2’+“3 T((k-p+3+2a,)/2) 
f((k-p+ 1)/2) ’ 
A =21+(1+..)/2(p-2-25L~)f(~(k~~~~);;):2) 
3 (3.13) 
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and 
B,=c,2’+(“,+“~),2r((k-P+3+aj+a”)/2) 
I 3 
U(k-P+ 1)/2) . 
Then, 
RD(n+l,n)=E c~A2(X’~-‘x)-(‘+*“.)-c,(A,-A,)(X’~-’X)-(’+””’ 
[ 
n-1 
+c, 1 Bj(x’r’x)-(‘+2a~) . 
j=l 1 
Since (XY’X)-noncentral xi(n) with 2 = @‘I:-‘8, we choose c, by using 
earlier technique as 
where A,, A,, A,, and Bis are given in (3.13). The following result 
summarizes the above derivation. 
THEOREM 3.2. Assume p > (1 + 2aJ. The estimator 6”+’ = 6” + r,, (see 
(3.10)) dominates 6” uniformly under the loss (3.7). As a result, .this gives a 
sequence { 6”) of improved estimators dominating 6l. 
Remark 3.1. Similar to the case I: = I,, we can develop Kubokawa-type 
non-smooth estimators to dominate each 6”, n > 1 when Z is either 
completely unknown or =e21P, 02>0 unknown. The steps are identical 
and hence omitted. Here also the question of convergence of {S”} remains 
open. 
APPENDIX 
A.l. Simplification ofen(p, a,, . . . . a,) in (2.15) 
Let 1> a > 1. Define R(1, a) = r(l - a)/r(l), where r(. ) is the usual 
gamma function. We first study the function R(I, a) where I + co over the 
set L,= (6, /I+ 1, /?+2, . ..} for some real fl>a. 
LEMMA 1. (a) R(I, a) is decreasing as I increases over L,, and 
(b) R(l,a)+O as I+ co. 
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ProojI (a) Note that R(l+ 1, a)/R(I, a)= f(f-a+ 1) r(l)/I(l+ 1) 
r(l-a)=l-a/l<l. So, R(I+l,a)<R(Z,a), VIEL~. 
(b) Now we show that lim,,, R(f, a) =O, where I+ co over L,. It 
is known that 
f(l- a) f(a) 
f(f) 
=Beta(l-a, a)=[] xlea--l(l -x)‘-l dx. 
0 
Let g,(x) = x’-‘- ‘( 1 -x)‘-‘. Since R(f, a) = (T(a))-’ 1: g,(x) dx, it is 
enough to show that lim,,, R(I, a) = 0. Observe that for any 0 < E < 1, 
j; g,fx)dx= j; g,(x)dx+ j'-'g,(x)dx+ jl'-. g,(x)dx 
c 
=A, +A,+A, (say). 
Obviously, A I < ji dx = E. Similarly, A3 < E. For the expression A,, note 
that E c x < 1 - E; i.e., E < (1 -x) < 1 -E. Therefore, 
A,< j’-‘(1-E)~-.-~(I_E).-~=j’--i(l_E)i-2<(1--E)~-i, 
E E 
As O<(l -E)< 1, 31,~L, (fo~P)31>1,=>(1 -&)‘-‘<a Hence, Z>Z,+ 
f: g,(x) dx < 3.7. Since E > 0 is arbitrary, the result follows immediately. 
Using the above lemma, note that 
WkU +an/Wfm 
WJu- (I+ 4) 
and 
Wu-(l +(aj+a,)/2))10 
Wu - (I+ h/2)) 
as jjc/+oo 
over the set (p/t, (p/2) + 1, (p/2)+ 2, . ..}. Therefore, in expression (2.15), 
the minimum is attained at U =O, i.e., flu= p/2. 
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