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ABSTRACT
Advances in technology have allowed robots to be equipped with powerful sensors, complex
actuators, computers with high processing capabilities, and high bandwidth communication
links. This trend has enabled the development of sophisticated algorithms and systems to
solve tasks such as navigation, patrolling, coverage, tracking, and counting. However, these
systems have to deal with issues such as dynamical system identification, sensor calibration,
and computation of powerful filters for state-feedback policies.
This thesis presents novel techniques for tackling the above mentioned tasks. Our methods
differ from traditional approaches since they do not require system identification, geometric
map building, or state estimation. Instead, we follow a minimalist approach that takes
advantage of the wild motions of bodies in their environment. The bodies move within
regions connected by gates that enforce specific flows or provide simple sensor feedback.
More specifically, five types of gates are proposed: 1) static gates, in which the flow direction
of bodies cannot be changed during execution; 2) pliant gates, whose flow directions can be
changed by gate-body collisions; 3) controllable gates, whose flow directions can be changed
by powered actuators and sensor feedback; 4) virtual gates, in which the flow is affected by
robot sensing and do not represent a physical obstruction; and 5) directional detection gates
that do not change the flow of bodies, but simply detect bodies’ transitions from region to
region.
We show that the proposed methods lead to low-cost and easily deployable systems. More-
over, they use efficient and simple algorithms that in most cases do not depend on the number
of bodies. In order to demonstrate the practical feasibility of our ideas, we experimentally
evaluate all five gates in various setups. First, we used static, pliant, and controllable gates
in a series of experiments that manipulate the flow of Weasel Balls (without the weasels)
and Hexbug Nano vibrating bugs. Second, we used inexpensive mobile robots and virtual
gates to solve complex tasks, such as patrolling, disentanglement, and navigation. Finally, a
low-cost hardware implementation of directional detection gates was developed for tracking
and counting mobile bodies.
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Chapter 1
INTRODUCTION
1.1 Motivation
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.1: Examples of mobile robots: a) General Atomics MQ-9 Reaper [1]; b) Kiva
Warehouse fulfillment system [2]; c) Home Robotics platform PR2 [3]; d) AQUA robot
developed in McGill University [4]; e) KUKA YouBot mobile manipulator [5]; f) Google
self-driving car [6]; g) Tango E5 autonomous lawn mower [7]; and h) Mars exploration
Rover [8].
Mobile robotics is already making a major impact to important areas such as health care,
agriculture, manufacturing, and security. From factories to homes, from aquatic robots to
flying drones, and from navigating roads to exploring outer space, mobile robots are currently
found in a myriad of environments (See Figure 1.1). There is strong evidence of industry
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acceptance and commercial success of robotic platforms, and more applications are yet to
come. Some of many examples are:
• The Kiva Fulfillment System is used in warehouse automation by several organizations.
The company was recently bought by Amazon for $775 million.
• The Google Driverless Car has autonomously driven more than 300,000 miles in the
state of California. This project continued the technological developments started in
the DARPA Grand Challenge.
• The Tango E5 robot lawnmower is an autonomous vehicle that cuts the grass within
marked boundaries. It is an example of the potential applications in the area of agri-
cultural robotics.
1.2 Challenges and Existing Approaches
Despite the striking variety of scenarios for mobile robots, there are some similarities among
these systems: They are all equipped with rich sensors, powerful high-performance comput-
ers, high-bandwidth communication links, and precise actuators. Using these components,
most mobile robots implement highly sophisticated algorithms for tasks such as localiza-
tion, mapping [12], navigation, exploration, patrolling, coverage [13], target counting, and
tracking [14]. The most common steps to solve robotic tasks are the following:
1. Mechanical Design and System Modeling: The first step when developing a
mobile robot is making sure that the vehicle is stable and that it correctly responds to
commands. Most often, equations of motion x˙ = f(x, u) should be found either from
first principles or by using system identification [15].
2. Mapping: Once a robot is properly engineered, it requires a representation of its envi-
ronment. This can be given a priori or it can be built by the robot using sophisticated
sensors such as LIDARs or high resolution cameras. Mapping is a vast area in Mobile
robotics and different approaches have been proposed. These include geometric maps,
grid based representations, and topological maps. A detailed discussion of this subject
can be found in [12, 16, 17].
3. Localization: After obtaining a representation of its environment, information from
sensors such as GPS, compass, accelerometer, and gyroscope is combined to determine
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the robot’s location in its environment. For instance, the environment can be repre-
sented as a polygon P and the robot’s position (x, y, θ) is in the polygon’s interior.
Most localization methods rely on metric information and the use of powerful sensors.
The reader is referred to [16, 17] for details on localization methods.
4. Path Planning and Control: Equipped with the representation of the environment
and its location, the robot looks for a collision-free trajectory to reach its destination.
These is commonly known as the Piano Mover’s Problem which is extensively treated
in [16, 18]. The computational complexity of this problem ranges from polynomial
algorithms for a point robot and a planar environment, to PSPACE-hard for the gen-
eral motion planning problem [19]. Once an obstacle-free trajectory is found, sensor
feedback is used to ensure that the robot follows the desired trajectory.
5. Coordination Strategies: Further complications arise in the case of multiple robots:
collision avoidance algorithms must be developed along with coordination and commu-
nication strategies that in some cases require a centralized controller.
Similar steps are taken by methods for tracking multiple moving bodies. Most tracking
methods attempt to estimate the exact position of agents in a continuous space [14, 20, 21].
In these methods, tracking is done using Bayesian filters such as the Kalman filter and
particle filters. These techniques, however, require agent motion modeling and reasonably
good sensor measurements of he moving agents’ location.
Some commonalities can be observed in most guidance and filtering methods for multiple
bodies: 1) heavy use of sensors, 2) the need for accurate dynamical models, 3) attempting
to accurately estimate the state, and 4) high computational requirements.
Besides high monetary and computational costs, information-rich approaches lead to a sig-
nificant modeling burden which includes system identification, sensor calibration, geometric
modeling of the environment, and statistical assumptions about motion errors and sensor
noise.
1.3 Proposed Approach
This thesis proposes methods to solve nontrivial robotics tasks while avoiding traditional
issues. Although the most common trend in robotics is to use sensor rich, information
intensive methods for solving tasks, there are several important reasons to study minimalist
alternatives:
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1. Solutions that use minimal resources will allow us to manufacture robust and inexpen-
sive systems with low energy consumption. This is important when a large number of
robots or sensor nodes is required. Furthermore, minimalist systems can also reduce
the engineering costs associated with sensor calibration.
2. A simple minimalist solution leads to a small code base and simple communication pro-
tocols that can be formally verified, reducing the complexity of the associated software
engineering process [22].
3. Minimalism encourages us to find the least amount of information necessary to solve a
task. This can provide insights into the task’s inherent complexity in terms of sensing,
computation, communication, and storage requirements.
4. Obtaining precise dynamical system models can be hard, even for simple mechanical
systems when obstacles, contacts, and friction come into play. In most cases, it in-
volves time consuming data collection and statistical analysis [15]. Some models make
assumptions such as system linearity or Gaussian distributed noise that are not always
accurate.
5. Sensors can be limited by the environment in which they are used. For example, GPS
units will not work properly in indoor environments. Lighting conditions can affect
the performance of computer vision based approaches. In addition, privacy concerns
may prevent the use of some sensors. For example, in the case of assisted living
communities or certain public spaces where the use of cameras may be frowned upon.
Security concerns can also limit the use of sensors, as communication might have to
be kept at a minimum.
6. In some settings, especially micro and nanorobotics, sensors, actuators, and system
models are all limited. Insights from effectively controlling robots in a larger scale, but
with weak components, may be used to achieve tasks in these difficult settings.
1.3.1 Inspiring Philosophies
To propose alternative paradigms for mobile robot tasks, we find inspiration in robotics
minimalism, which attempts to find, for a given task, the simplest resource configuration that
can solve it [23]. An earlier example of this philosophy is the work of Blum and Kozen [24]
that showed how the task of maze searching can be performed using only logarithmic space,
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as opposed to requiring linear space. Mason and Erdmann emphasized the importance of
finding the minimal information requirements necessary to achieve tasks in the context of
manipulation [25]. Another motivating example is the work of Canny and Goldberg [26],
who proposed a method for creating complex robotics systems from simple actuation and
sensing elements.
Closely related to robotics minimalism is the study of the interplay between sensing, actu-
ation, computation, and communication requirements to solve a task. Blum and Kozen [24]
proved that the task of maze searching by an automaton can be solved by three different
configurations: an automaton with a counter, an automaton with a pebble, or two automata
with communication capabilities. This highlights that sensing, actuation, computation, and
communication can be rearranged to obtain equally powerful systems for solving a task.
Also, Donald [27] expands these ideas and provides a framework based on information in-
variants to compare sensor systems by addition, deletion, and reallocation of computation,
sensing, actuation, and communication resources.
The search for the information requirements of robotics tasks has led to the study of
information spaces as an alternative approach for finding solutions. State estimation is
avoided by studying the space of all histories of actions and sensing observations of a robot
(see Chapters 11 and 12 of [16] for more details and [28] for several illustrative examples).
This leads to a better understanding of a problem and enable us to find solutions that involve
minimal sensing. A motivating example can be found in [29], where a simple four state finite
automaton can solve the task of deciding if two agents moving in 3 rooms are together or
separated. Other examples of the use of information spaces to solve robotic tasks can be
found in [30, 31].
Once information spaces are carefully studied, minimalist combinatorial filters can be
used to maintain just enough information to solve the task. Combinatorial filters were
recently introduced in [29] as a minimalist counterpart to the popular recursive Bayesian
filters [32] such as the Kalman filter [33] and its extensions or particle filters [34]. Bayesian
filters are among the most widely used tools in Robotics and Control to keep an estimate
of state variables such as position and velocity. These filters represent the state uncertainty
through probability distributions or histograms, and update uncertainty using a state transi-
tion model and an observation model. Combinatorial filters, in contrast, handle uncertainty
in discrete spaces that represent the essential information to solve a task. Recent examples
of the use of combinatorial filters can be found in [29, 35].
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1.3.2 Motivating Examples
Everyday life provides several examples of independently moving objects that are corralled
into behaving in a specific way without precise state estimation. For instance, when the
breakfast area closes in a hotel, the door can be locked from the outside so that no one else
can enter, but people inside can finish and leave. “Doggie doors”, squirrel traps, and bug
traps allow only one direction of motion for animals. In subway systems, turnstiles cause
people to flow in prescribed directions to ensure that proper fares are paid (Figure 1.2).
Inexpensive toys such as the Nano Hexbugs can explore a habitat composed of cells and
tracks.
(a) (b)
(c) (d)
Figure 1.2: Mechanisms to gently guide moving bodies: a) turnstiles; b) doggie and cat
doors, c) squirrel traps, and d) virtual fences used to guide cattle [9].
These and many other scenarios share the following principles:
1. Each body moves independently in a way that seems to exhaustively explore a region
in its environment.
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2. The bodies are controlled without any system identification, state estimation, or di-
rectly actuating them.
We propose solutions to robotic tasks inspired by these examples and these two principles.
Each body can be a robot, a simple mechanical automaton, an animal, or a person. We
would like their behavior to be wild, systematic, or random so that it will exhaustively
explore its location (this will be discussed in detail in the next chapter). Instead of tightly
manipulating them, we exploit the wild trajectory of each body to create control strategies
that guide them into desired states.
We are interested in solving tasks, such as navigation, patrolling, coverage, tracking, and
counting. Our approach is to divide the workspace into a finite set of regions. Bodies are
constrained to move within a region, but can transition from region to region using a gate.
The following chapters present several types of gates to guide and filter bodies.
1.3.3 Main Themes
This thesis proposes methods for guiding and filtering bodies in their environments that do
not rely on state estimation, system identification, or geometric map building. All of the
proposed techniques share the following characteristics that distinguish our approach from
prior work.
• Unmodelled behavior: Instead of tightly modeling, estimating, and controlling bod-
ies (humans, robots, simple mechanical devices, or animals), we do not have any strong
assumption on their motion. The only high level condition required is that when con-
fined to a region, a body will densely explore its boundaries. This condition will be
explained in more detail in the coming chapters. This high-level behavior can be
achieved in several ways. For example, a simple mechanical device that repeatedly hits
all places of the region’s boundary. We can also program an inexpensive mobile robot
with a touch sensor to achieve a similar behavior. Another alternative, in the case of
autonomous bodies such as animals or humans, is to rely on their exhaustive behavior
to explore a region.
• Gates: We place gates that partition the environment into a finite set of regions,
creating a discrete abstraction for the body’s motion. These gates enforce specific
rules of passage between regions and can provide sensor feedback.
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• Information spaces and combinatorial filters: We avoid estimating the full state
space of the moving bodies. Instead, we work in a reduced information space that
is adequate for a given task. This help us to construct combinatorial filters that
only keep track of small pieces of information about the system and that have a low
computational cost.
• Implementation: All proposed methods are demonstrated in inexpensive experimen-
tal setups showing the practical feasibility of our ideas.
1.4 Thesis Organization and Contributions
In the following chapters, we illustrate the proposed approach through five different types of
gates. In Chapter 2, we introduce 1) static gates, in which the flow direction of the bodies
cannot be changed during execution; 2) pliant gates, whose flow directions can be changed
by gate-body collisions; and 3) controllable gates whose flow directions can be changed by
powered actuators and information feedback.
Then, in Chapter 3, virtual gates are introduced; with this type of gate, the flow is affected
by robot sensing and the gate does not represent a physical obstruction. Chapter 4 introduces
directional detection gates that do not affect the flow of bodies, but attempt to reconstruct
individual paths as accurately as possible. Chapter 5 concludes and discusses directions for
future work.
The main contributions of this thesis are:
Physical Gates
• A manipulation paradigm based on placing wildly moving bodies into a complicated
environment and then gently guiding them using static, pliant, and controllable gates.
• A methodology that enables complicated, high-level tasks to be executed using simple
feedback and control.
• A framework to model and control the limiting distributions of bodies in regions using
simple gate designs and a simplified motion model.
• We demonstrate the feasibility of our approach through several experiments for Weasel
balls and Hexbug Nanos performing tasks such as navigation, patrolling, and coverage.
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Virtual Gates
• An approach to control multiple robots without system identification, map building,
localization or precise state estimation. The key idea is to let the robots behave wildly
and guide them through the use of virtual gates.
• We demonstrate the approach by solving tasks such as patrolling, disentanglement and
basic navigation using inexpensive robots with a color sensor and a contact sensor.
• We propose and implement algorithms to guide a group of robots in a decentralized
way using local communication and minimal information. These algorithms were im-
plemented and tested in simulation and physical deployments.
Directional Detection Gates
• Using a simple network of directional beams, we proposed several methods to recon-
struct individual paths up to combinatorial information about the route taken.
• We present modifications to help narrow down the set of hypotheses and extend the
usability of the tracking method to solve other tasks.
• We designed and implemented a low-cost, low energy consumption hardware architec-
ture to demonstrate the practicality of our approach.
• We tested our algorithms with data from people moving in buildings and created a
prototype wireless architecture.
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Chapter 2
PHYSICAL GATES
In this chapter, we will introduce a series of mechanisms to manipulate bodies: 1) static
gates that are configured in advance and allow one direction of motion; 2) pliant gates whose
configurations change based on the body motion; and 3) controllable gates that are actuated
by a microcontroller and incorporate sensor feedback to make decisions.
Before presenting a mathematical formulation and results for each type of gate, we first
discuss related work and motivation. Then, we formulate a framework based on Lineal
Temporal Logic to translate high-level plans to gate motions for controlling a group of
bodies. Next, we present ideas to model and control the limiting distributions of bodies
in regions using gates and a simplified motion model. We end the chapter by providing
conclusions and directions of future work. This chapter includes results from our previous
publications [36, 37, 38]1.
2.1 Motivation and Related Work
In contrast to most approaches in robotics, we start with a “wildly behaving” body whose
precise equations of motion are unknown; it is far from stable, and has little or no sensing and
computation capabilities. Our initial vehicle of study for this chapter is a $4 weasel ball (see
Figure 2.1), which has no sensors, no computation, and one motor oscillating continously at
about 2 Hz.
In our approach, the particular choice of body is not critical. We instead care only about
its high-level motion properties. We informally consider a body to be wild if when placed
into a bounded region r ⊂ R2, it moves along a trajectory that strikes every open interval
1The author also acknowledges the help of Oscar Sanchez on technical details and the Linear Temporal
Logic formulas presented in Section 2.5. Katrina Gossman provided help with the experiments on static and
pliant gates presented in Section 2.2 and Section 2.3 and developed the initial simulation code [39]. Justin
Czarnowski provided help with the controlable gate experiments [40] in Section 2.4. Dan Gierl was part of
the development of the ideas, simulations, and experiments presented in Section 2.6
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(a) (b)
Figure 2.1: a) One of our vehicles of study is a $4 weasel ball; b) it consists entirely of a
battery and slowly oscillating motor mounted to a plastic shell.
along the boundary of r infinitely often. This concept relates to the notion of topological
transitivity in dynamical billiards [41], a branch of dynamical systems that study constant
velocity particles that alternate between straight line motions and specular bounces against
the boundary. The initial motivation for the study of billiards comes from Mechanics and
Optics.
An example of a dynamical billard is presented in Figure 2.2, which can be imagined as a
billiard ball that bounces off of the table sides forever. A strong system property that arises
in that work and achieves our required wild behavior is ergodicity.2 It has been proven that
the space of all simple polygons (including nonconvex) and all initial configurations for the
body, the resulting trajectory is ergodic except for cases that belong to a set of measure zero
[42, 43, 44, 45].
A novel aspect of our approach is that we embed simple mechanisms in the environment
to force bodies to achieve goals while remaining wild. To control each body, we design gates
that appear only along region boundaries and connect two or more regions. When a body
strikes a gate, the gate induces a desired behavior, which might be either to remain in the
region or transition to another region. In this sense, the gate “gently guides” the body.
The gates themselves have configurations that determine what type of passage is allowed
between connected regions. The gates can be fixed in advance (static gates), can have their
configurations changed mechanically by absorbing energy from the bodies (pliant gates), or
2In this context, ergodicity does not necessarily have anything to do with probabilities, as in the more
commonly seen case of ergodicity in Markov chains.
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Figure 2.2: The Bunimovich stadium is a well-known example of an ergodic system [10].
The “hockey puck” will strike every open set along the boundary as it travels forever.
(Figure courtesy of Wikipedia.)
can have actuators that change configurations (controllable gates) based on sensor data.
Our ideas are closely related to nonprehensile manipulation. In this area, instead of
precisely grasping an object, motions such as pushing, throwing, and flipping are executed
to reduce uncertainty. Examples of these ideas were given by Mason and Erdmann, who
proposed a system to orient parts through tiling motions [25]. Another example was done
by Goldberg [46] where a sensorless strategy for orienting parts using two parallel grippers
was discussed. Also related is the use of vibrating plates that orient and translate parts [47,
48, 49]. Even more closely related are using virtual fences to control herds of cows [9] and
designing fire evacuation strategies to safely “herd” humans out of a burning building [50].
In addition to research in nonprehensile manipulation, our approach has some similarity
to behavior-based robotics in which teams of agents can achieve complex tasks by composing
several simple behaviors [51]. However, in our case we exploit one constant “behavior”: The
wild, systematic motions of a body. Also related is the design of robot systems with ergodic
dynamics by Shell et al. [52].
The use of wild motions is connected to the use of randomization in robotics by Erd-
mann [53]. In that work, several advantages of randomization are mentioned, including
making up for imprecise sensing and models while reducing costs. The examples provided
by Erdmann were mostly in the context of manipulation whereas our work is centered on
mobile bodies.
In order to control these wild systems, we are also inspired by the abstractions used in
hybrid systems [54, 55, 56, 57, 58, 59, 60]. In these approaches, the workspace is usually
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partitioned into a finite set of regions over which a discrete transition system is defined.
Whereas it is common in hybrid system approaches to derive state-feedback control laws
while the vehicles are inside continuous regions [55, 61, 62, 63, 64], we simply let our vehicle
behave wildly.
We are also motivated by the family of work that converts high-level specifications to low-
level control laws for a hybrid system [65, 66, 67]. In particular, we use the Linear Temporal
Logic (LTL) framework that has been developed in several recent works [68, 69, 70, 61, 62,
71, 72, 73, 74, 75, 63, 64, 76]. The central idea is to express a complicated task using a logical
formula and then converting the specification into a control law that satisfies the formula,
thereby accomplishing the task.
2.2 Static Gates
2.2.1 Mathematical Formulation
Consider a planar workspace R2 partitioned into an obstacle set O and a finite set of bounded
cells each of which is either a region or a gate; Figure 2.3 shows a simple example. We impose
the following two conditions: 1) No region shares a boundary with any other region; 2) no
gate shares a boundary with any other gate; 3) every region shares a boundary with at least
one gate; and 4) if a gate and a region share a boundary, then the boundary is a connected
curve (rather than being a point or being disconnected). Let R denote the set of all regions
and G denote the set of all gates.
Now place a body, b, into the workspace. The body is assumed to be “small” with respect to
the sizes of regions, gates, and their shared boundaries. It is, therefore, modeled geometrically
as a point even though it may have complicated kinematics and dynamics. For any region
r ∈ R, it is assumed that b moves “wildly” as previously defined.
The precise locations or configurations of b do not need to be measured in our work. The
only information that is used for design and analysis is which region or gate contains the
body. Therefore, we can immediately obtain a combinatorial description of the states and
state transitions.
We define a bipartite graph G with a set of vertices V = R∪G. The edge set E corresponds
to every region-gate pair that shares a boundary. Due to the constraints on regions and gates,
note that G is bipartite: There are no edges between regions and none between gates.
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Figure 2.3: a) A simple arrangement of five regions and four gates; b) the corresponding
bipartite graph.
Each gate has the ability to manipulate the body b, sending it from one of the gate’s
adjacent regions to another. The simplest gate behavior is assumed in this section, but more
sophisticated gates are introduced in later sections. Let each pair (r, g) of adjacent regions
and gates be called an interface. For each interface, a direction is associated: 1) incoming,
which means that a body approaching the common boundary from r is sent into g; however,
it cannot enter r from g. 2) outgoing, which means that a body approaching the common
boundary from g is sent into r. The gates in this section are considered static, meaning that
once their directions are set they cannot be changed during execution.
2.2.2 Implementation
In order to develop an implementation, it would be ideal to design bodies that have “wild”
behavior (this will be explored in Chapter 3); in this subsection, we instead borrowed some
existing low-cost mechanical systems that have similar properties. For most experiments, we
used a Weasel Ball (Figure 2.1).
For other experiments, we used the Hexbug Nano (Figure 2.4), which is a cheap (around
$9 US) vibrating toy that looks like the end of a toothbrush with rubberized bristles and a
vibrating motor mounted on top; this robot can also be built from stratch using these two
components. This highly popular toy has been demonstrated to explore complex habitats
with regions and gates.
We place these bodies into planar environments for which obstacles are formed using bricks
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(a) (b)
Figure 2.4: a) The vibrating Hexbug Nano toy also has wild motion properties and is
useful for our experiments; b) it in fact comes equipped with a “habitat” that it nicely
explores.
and cinder blocks. The only part remaining is to design directional gates. A simple way to
achieve this is illustrated in Figure 2.5(a). A body moving from the bottom region to the
top region can pass through the right side by bending the paper; a body moving in the other
direction is blocked. This simple setup is proved to reliably implement the static gate in
multiple experiments. Using these experimental components, we solve the following tasks.
2.2.3 Solving Tasks
Suppose that an environment is given with regions, gates, and a body. We have the ability
to set the direction of every interface to enforce a desirable behavior. In this subsection, we
demonstrate two tasks: 1) navigation to a specified region; and 2) traveling along a cyclic
patrolling route without termination.
Navigation to a specified region
The task here is to force the body to a particular region, rgoal, regardless of its starting
point. This can be accomplished by following the classical “funneling” approach in which
in each vertex (region or gate) the body is forced into another vertex that brings it closer
to the goal [77, 78, 79]. We simply set all of the interfaces so that all discrete flows in G
lead into rgoal. This can be computed in time linear in the size of G by a simple wavefront
propagation algorithm (see Chapter 8 of [16]) or Breadth First Search (BFS). Alternatively,
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(a) (b)
Figure 2.5: a) A static, directional gate can be implemented making a flexible “door” from
a stack of paper; in this case, the body can transition only from the bottom region to the
top; b) this works much like a “doggie door”.
Dijkstra’s algorithm can be used if weighted edges are considered. This results in a discrete
navigation function for which the cost-to-go decreases from vertex to vertex until the goal is
reached. The interface edge directions are then set to point from the higher-cost vertex to
the lower-cost vertex. Figure 2.6 shows an example for 5 regions.
We implemented the navigation approach for a weasel ball in an environment of approx-
imately 2 by 3 meters and six gates; see Figure 2.7. The gate directions were set so that
the body is led from the region in the upper right to that in the lower left. The body was
allowed to achieve this by traveling along the top chain of regions or along the bottom; in
this particular run it chose the bottom.
We then tried the method for multiple bodies moving together. This should work provided
that the bodies do not interfere with each others’ motions and they do not interfere with
the gate’s operation. We designed an environment with three gates and six weasel balls (see
Figure 2.8) and set up the gate configuration to lead the bodies from the bottom right to
the upper right region.
To illustrate the navigation task on another platform, four Hexbug Nanos were placed in
an environment with three regions; see Figure 2.9.
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(a) (b)
Figure 2.6: a) An example of five regions connected using 4 gates; b) The gates direct all
the flow to r5.
A cyclic patrolling route
As opposed to reaching a particular goal, various forms of patrolling can be performed. In
this case, the directions are set in G to make directed cycles that the bodies traverse without
termination.
We implemented patrolling by creating an environment with seven regions, seven gates
and five weasel balls (Figure 2.10).
50 bodies
In another experiment, shown in Figure 2.11, 50 weasel balls are guided from a starting to
a goal region, in an environment with 6 regions and 6 gates. The regions are complicated
shapes, some with interior obstacles, and the gates are narrow. It took around 40 minutes
for all 50 balls to arrive in the goal despite complicated regions, small gates, and a long tail
distribution on arrival times.
2.3 Pliant Gates
2.3.1 Mathematical Formulation
In the previous subsection, every gate was configured at the beginning and remained fixed
during execution. In this section, we introduce pliant gates, which change their behavior
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(a) (b)
(c) (d)
Figure 2.7: A basic navigation experiment: a) The weasel ball is placed initially in the
upper right corner; b) after 25 seconds it changes regions; c) after 32 it changes again; d)
after 45 seconds it reaches its destination.
(a) (b)
(c) (d)
Figure 2.8: Navigation with multiple balls: a) Six weasel balls are started in the lower
right; b) after 20 seconds some progress is made; c) after 45 seconds one ball has arrived in
the destination region in the upper right; after 120 seconds, all six balls have arrived.
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(a) (b)
(c) (d)
Figure 2.9: Navigation of Nanos: a) Initially, all the four Nanos are together in the left
region; b) after 10 seconds one Nano changes regions; c) after 17 seconds one Nano crosses
from the second region to the third; d) after 70 seconds all Nanos are in the third region.
(a) (b)
(c) (d)
Figure 2.10: Patrolling with multiple bodies: a) Five balls are initially in one region; b) 20
seconds later, two balls have advanced two regions; c) after 105 seconds one ball has
already returned to the starting region; d) after 165 seconds several have returned, and the
patrolling continues.
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Figure 2.11: In this experiment, 50 weasel balls were successfully manipulated from a
source region into a destination region.
while interacting with bodies, thereby having their own internal state. These changes are
caused entirely by the motion of bodies, rather than being induced from external forces. The
gates passively configure themselves based on interactions with bodies.
A wide variety of mechanisms can achieve this, leaving many interesting, open design
issues. Each gate g has an associated discrete mode space M(g). Based on its mode m ∈
M(g), transitions between its neighboring regions are allowed or prohibited. In terms of
G from Section 2.2, imagine that the edge directions for all neighboring edges of g are
determined as a function of m. Furthermore, a mode transition equation is made for each
gate: m′ = f(m, r), which indicates that the gate enters mode m′, when it starts in mode m
and a body enters from region r.
Implementation
To illustrate this principle, we designed the gate shown in Figure 2.12. An “L” shaped door
is attached to hinges on a vertical post. It can rotate 90 degrees back and forth, depending
on forces from induced the body. The gate has two modes. In one mode, the body is allowed
to pass from left to right, but is blocked in the other direction. In the other mode, it is
instead permitted from right to left, but blocked from left to right. Furthermore, when a
20
(a) (b)
Figure 2.12: A gate with two modes: a) a ball can pass from left to right, but its blocked
the other way; b) a ball can only pass from right to left.
body passes through the gate in either direction, its mode is forced to change.
2.3.2 Solving Tasks
Maintaining fixed coverage
We use the designed gate to solve tasks. For a single body, this gate has the effect of allowing
it to go back and forth on its course. If there are multiple bodies, then the gate keeps the
number of bodies per adjacent room roughly constant. Two bodies are not allowed to pass
sequentially through the gate; the second one must wait for a body to pass in the other
direction. Figure 2.13 shows an experiment that illustrates this gate for five weasel balls.
We also designed and implemented a four-way revolving door, which is a pliant gate that
has four adjacent regions. It is only allowed to rotate up to 90 degrees and alternates between
two modes: 1) Allowing a clockwise transfer and 2) allowing a counterclockwise transfer. An
experiment with five weasel balls is presented in Figure 2.14.
Our final pliant gate design is shown in Figure 2.15. In this case, the gate configuration
determines which region will receive the body, which alternates after each transition. If there
are 2n bodies in the initial region, then this gate would place n bodies in each destination
region.
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(a) (b)
(c) (d)
Figure 2.13: a) Initially, two balls are in the right region and three are in the left; the gate
mode allows a right to left transition; b) after 18 seconds have passed, a body crosses right
to left, changing the gate mode; c) after 40 seconds a body moves left to right, changing
the gate mode again; d) number of bodies in each region alternates between two and three
for the rest of the experiment.
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(a) (b)
(c) (d)
Figure 2.14: a) Initially, the five balls are together in one region and only clockwise
transfers are allowed; b) after 20 seconds a ball changes regions and counterclockwise
transfers are allowed; c) 5 seconds later a ball changes regions; d) after 92 seconds, the
balls occupy all four regions
(a) (b)
(c) (d)
Figure 2.15: This pliant gate alternates between the destination regions by using a
rotating “T” shape. a) Initially, two bodies are in one region; b) the gate transfers the first
body to the upper region; c) the gate then transfers the second body to the lower region;
d) both bodies become trapped in separate regions. If there are 2n bodies in the initial
region, then this gate would place n bodies in each destination region.
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2.4 Controllable Gates
2.4.1 Mathematical Formulation
In this section, we propose actuating the gates as opposed to passively allowing gate modes
to change as in Section 2.3. We now have the ability to set the mode at will during execution;
however, a crucial issue arises:
What information will be used during execution to change gate modes?
Let M be the composite mode space, obtained as the |G|-fold Cartesian product of M(g)
for every g ∈ G. A plan or control law can generally be expressed as a mapping pi : I →M ,
in which I is an information space that takes into account actuation histories and sensor
observation histories (see Chapter 11 of [16]).
A common approach is to let I represent the full state space and design powerful sensors
and filters to estimate the state (all gate and body configurations) at all times. We instead
take a minimalist approach and control the gates using as little sensing information as
possible.
One approach is to simply time the switching of the gates. Let T = [0, t] be the execution
time interval. We let I = T and a plan is represented as pi : T → M . In this case, the
expected behavior of the body or bodies needs to be carefully measured so that the gates
are switched at the best times. We will use time-based feedback policies in Section 2.6.
Besides using time feedback, we can use simple sensors that can detect whether one or more
bodies have crossed part of a region or has traveled through a gate. This allows strategies
based on sensor feedback. In this case, let Y denote the set of all sensor outputs. A plan in
this case is expressed as pi : Y → M .
2.4.2 Implementation
Our controllable gate is made from a piece of acrylic in the form of a ramp. By tilting the
ramp, the direction of the gate is altered, and we can obtain three gate configurations to
execute the gate actions, as seen in Figure 2.16.
The gate configurations, M(g) for each gate g, are the following:
1. Allow left to right passage only (Figure 2.16 (a))
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(a) (b) (c)
Figure 2.16: The three gate configurations of the controllable gate: a) the gate allows a
body to cross in the left to right direction; b) the gate prevents bodies from crossing in
either direction; and; c) the gate allows a body to cross in the right to left direction.
2. Block all passage (Figure 2.16 (b))
3. Allow right to left passage only (Figure 2.16 (c))
The acrylic ramp element is attached to Futaba S3003 servo motors using standard servo
horns. Servo motors were chosen for this application because they are inexpensive (around
$8 US each) and allow precise control of output angle by the use of negative feedback.
Additionally, the only control input required is a Pulse-Width Modulation (PWM) signal,
which is easily generated by most micro-controllers.
Simple sensor feedback is provided to the gate. A body crossing is detected through the use
of optical emitter-detector pairs. Laser pointers were chosen because they are inexpensive
(about $3 US each) and easily aimed. The laser pointers were modified to run on external
battery packs and held in place by simple armature mounts (about $3 US each). Simple
photo-diodes (about $2 US each) were mounted on the opposite side to detect the laser
beams.
A change in voltage is observed when a body crosses the beam, thereby blocking the
laser beam from reaching the photo-detector. As seen in Figure 2.17, the laser beam/photo-
detector pairs are placed so that only a body which has just crossed a gate causes a beam
crossing.
As previously mentioned, the ramp-type gates are implemented using servo motors. The
angular position of these servo motors is determined by the duty cycle of the PWM signal
they receive. For this purpose, we used an Arduino Mega micro-controller board based on
the Atmel ATmega1280 micro-controller. This platform was chosen because it is easy to
configure and inexpensive (about $35 US). Additionally, Arduino documentation and code
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(a) (b)
Figure 2.17: a) A ball that has just crossed the gate interrupts the laser beam, while b) a
body simply moving within a region does not interrupt the laser beam, which is visible just
above the ball in the picture.
examples are plentiful. We present one example of a task that involves using both time and
sensor feedback and present further examples in the next section.
Navigation using time intervals
Suppose that we want to solve the following task: “Two bodies should simultaneously visit
regions r0 (upper-right), r2 (upper-left) and r3 (lower-right) in that order and spend at least
two minutes in each region”. We can easily execute tasks like this by simply maintaining a
given configuration for a certain amount of time. This can be implemented through the use
of the internal clock of the micro-controller and the emitter-detector pairs. The solution of
this task is presented in Figure 2.18.
2.5 Solving High-Level Tasks with Controllable Gates
Controllable gates allow us to solve a larger set of tasks than static gates. In this section,
we explore the use of a high level language to specify tasks that can be implemented by
controllable gates.
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(a) (b)
(c) (d)
Figure 2.18: Navigation using time intervals: a) Two bodies begin together in the
upper-right region and are guaranteed to spend at least two minutes there; b) after 137
seconds both bodies transition to the top left region and will spend at least two minutes
there; c) after 390 seconds the two balls are in the lower left region and will spend at least
two minutes in this configuration as shown in d).
2.5.1 Specifying Tasks in LTL
We want to specify tasks in a high-level way, possibly starting from structured English or
a simple logic. We choose Linear Temporal Logic (LTL) due to its increasing popularity
and available toolkits; see [80] for more details on LTL. The syntax includes a set Π of
atomic propositions, propositional logic symbols, and temporal operators. Formulas φ are
constructed from atomic propositions pi ∈ Π using the following syntax [81]:
φ ::= True | pi | ¬φ | (φ ∨ φ′) | © φ | φUφ′,
in which U and © are temporal operators meaning until and next, respectively. A formula
is considered true or is said to hold based on the truth values of the propositions at each
state and time and the semantic rules of the various logic symbols and operators. The full
specification of LTL semantics is not presented here, for details the reader is refered to [81].
For φUφ′ to hold, it means that there is a state at which φ′ holds and φ holds at every state
before it. For ©φ to hold, it means that φ holds at the next state.
Other operators and logic symbols can be derived from the grammar; using negation (¬)
and disjunction (∨), we can derived the following operators [71]: True (True = φ ∨ ¬φ),
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False (False = ¬True), conjunction ∧ ( φ ∧ φ′ = ¬(¬φ′ ∨ ¬φ)), implication ⇒ (φ ⇒ φ′ =
¬φ ∨ φ′), and equivalence ⇔ ( φ ⇔ φ′ = (φ ⇒ φ′) ∧ (φ′ ⇒ φ)). Using U and © the
following temporal operators can be derived: eventually ♦ (♦φ = TrueUφ) and always 
(φ = ¬♦¬φ).
We want to express tasks in terms of the regions that are visited by the body. Therefore,
let Π = {pi1, pi2, ..., pin} be a set of Boolean propositions for which pii is true if and only if the
body is in ri ∈ R. Examples of task specifications are [74]:
• Navigation: ♦pi1
• Sequencing: ♦(pi1 ∧ ♦(pi2 ∧ ♦(pi3 ∧ · · ·♦pik) · · · )
• Coverage: ♦pi1 ∧ ♦pi2 ∧ · · ·♦pik
• Regions avoidance: ¬(pi1 ∨ pi2 · · · ∨ pik)Upifinal
• Patrolling: (♦pi1 ∧ ♦pi2 ∧ . . .♦pik).
In navigation, the path of the body should eventually reach r1. Sequencing means that
the body should visit r1, r2, . . . , rk in that specific order. Coverage requires the body to
eventually visit r1, r2, . . . , rk though not necessarily in that order. In regions avoidance, the
robot must reach rfinal while avoiding regions r1, r2, . . . , rk. Patroling makes the body go
infinitely often through the set of regions r1, r2, . . . , rk.
We use LTL to specify task for wild bodies. We first present a framework for translating
high-level specifications for one body into motions of controllable gates, then we present an
extension for multiple bodies.
2.5.2 Controlling One Wild Body
Discrete abstraction of motion
In order to use LTL, we first define a discrete transition system:
S1 = (R, r0,→1), (2.1)
in which r0 is the initial region and R is the set of system states. Since we are considering
only one body, R is the set of regions. This discrete transition system can be thought of as a
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directed graph in which paths or walks are possible system trajectories. The set of vertices
is R and an edge from r to r′ exists if the transition relation r →1 r
′ is true. There is an edge
from r to r′ if and only if there exists a gate gi ∈ G with r, r
′ ∈ R(gi). S1 can be thought as
representing a maximal flow graph in the sense that it includes as many directed edges as
possible, based only on regions that are adjacent through some gate. The central idea of our
approach, which is discussed next, is to determine which particular transitions are needed
to obtain a region sequence that satisfies a desired LTL formula φ.
2.5.3 Single Body: From High-Level Specifications to Gate Motions
Suppose that an environment contains a set R of regions and that an LTL formula φ expresses
the task in terms of the region-based propositions in Π. The approach is summarized as
follows:
1. Design a body that is wild with respect to every region in R.
2. Start the system with the body in r0.
3. Apply a standard model-checking algorithm to φ to determine a (possibly infinite)
region sequence r˜ = (r0, r1, . . .) that satisfies φ.
4. Ensure that each transition from ri to ri+1 occurs by setting the global gate configu-
ration appropriately. The resulting execution will satisfy φ.
In the step 3, widely available model checking software, such as NuSMV [82] or SPIN [83],
can be used to produce r˜.
The central problem is what gate changes are needed to ensure that r˜ is executed. Suppose
that a transition from ri to ri+1 must occur and g is the gate through which they are adjacent.
If it is known that the body has arrived in ri, then the local gate configuration m ∈ M(g)
should be set so that the flow graph contains an edge from ri to ri+1 and there is no edge
from ri to any other region, this ensures that the transition from ri to ri+1 is executed. Since
we use an emitter detector pair for directional feedback, the system is able to detect when a
body transitions from ri to ri+1.
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(a) (b)
(c) (d)
Figure 2.19: A coverage task: a) The body crosses into the upper-left region; b) after 15
seconds, the body crosses into the lower-right region, completing the coverage; c) after 50
seconds, the body crosses into the upper-left region on the return trip; d) after 240 seconds,
the body returns to the upper-right region.
2.5.4 Single-body Experiments
Figure 2.19 shows an example in which regions must be visited in a particular sequence.
Suppose that we want a subsequence of r˜ to visit regions in the following order: r0 (upper
right), r1 (upper left), r2 (lower left), r3 (lower right), r2, r1, r0. An LTL formula that
achieves this is
φ = ♦(pi0 ∧ ♦(pi1 ∧ ♦(pi2 ∧ ♦(pi3 ∧ ♦(pi2 ∧ ♦(pi1 ∧ ♦pi0)))))). (2.2)
The experiment for this example appears in Figure 2.19.
Finally, Figure 2.20 shows a more complicated example. The LTL formula that describes
the task is:
φ =pi1 ∧©(¬pi1 ∧ ♦pi2 ∧ ♦pi3 ∧ (pi5 →©pi4)∧
∀j 6=4(((pi4 ∧©pij)→ ¬♦(pij ∧©pi4))
∧ ((pij ∧©pi4)→ ¬♦(pi4 ∧©pij))))
(2.3)
Starting in r1, we want the robot to patrol r2 and r3, requiring that the body moves to r5
after being in r4 (and not reversed), and all flows incident to r4 are constrained to move in
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r4r3
r5
Figure 2.20: An example that involves 5 regions and 8 gates.
one direction for all time ; moreover, r1 must be avoided once it is visited. In 0.031 seconds,
the NuSMV package (running under Ubuntu 10.04 on a PC with Intel Core 2 Quad 2.4GHz
processor and 4GB of memory) returned the infinite sequence
r˜ = r1(r5r4r2r5r4r3)
+ (2.4)
in which + denotes that the subsequence repeats forever. This was by far the longest running
time of any applications of NuSMV to our LTL formulas for a single body. The policy was
successfully implemented in simulation, see Figure 2.21 for details on the execution of this
experiment.
2.5.5 Controlling Multiple Wild Bodies
Now we extend the ideas of Section 2.5.2 to control multiple bodies. The bodies are not able
to communicate or coordinate with each other. However, they are allowed to collide with
each other and each body is assumed to be wild in each region despite these collisions. We
have observed in our experiments that interference with other bodies does not prevent them
from contacting the boundary and becoming wild; however, in theory this depends on the
particular mechanics of the body.
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(a) (b)
(c) (d)
Figure 2.21: A more complicated LTL task: a) The body starts in region r1 (upper-left
region); b) after 41 seconds, the body transitions to r5; c) after 139 seconds, the body has
already visited r2 and r4 and is about to enter again r5; d) after 217 seconds, the body
returns to r5 after visiting r4 and r3.
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Discrete abstraction for multiple bodies
One of the main issues with multiple bodies is distinguishability. To model various cases, a
collection B = {b1, . . . , bk} of k bodies can be assigned labels by a function λ : B → L. For
example, L could be a set of colors, L = {blue, red, yellow, green}.
At one extreme, the bodies could be completely distinguishable. In this case, λ is one-
to-one, yielding a unique labeling for every body. Each body can then be controlled inde-
pendently by using the concepts from Section 2.5.2. An LTL formula φi is defined for each
bi ∈ B. This yields a region sequence r˜i that satisfies φi. The execution goes as follows: at
any time, there are k flow graphs, one for each body bi. If it is possible to design discriminat-
ing gates which allow only bi to pass then each body has its own associated gates and will be
blocked by all others, allowing every bi to be handled independently by its own gates. If the
gates are shared between bodies, however, then conflict occurs in cases in which bodies b and
b′ are in some region r: b must transition to r′, and b′ must transition to another region. The
gate between r and r′ must allow b to pass, but block b′. The gate’s local configuration space
could be designed to generate this behavior; however, the implementation may be difficult
and it is likely that more complex sensing modalities need to be used. Section 2.7 presents
initial work on mechanisms for distinguishable bodies.
At the other extreme, the bodies can be completely indistinguishable. In this case, λ
assigns the same label to all bodies and there is no need for the gates to discriminate bodies.
Tasks are then described in terms of the number of bodies in each region. Let a distribution,
d, of bodies be a n-dimensional vector d = (c1, . . . , cn), in which each component ci is a
nonnegative integer representing the count (number of bodies) in each region. For k bodies
and n regions, note that c1 + · · ·+ cn = k. Let Dk be the set of all possible distributions for
a given k (n is assumed to be fixed well in advance). The size of Dk is
(
n+k−1
k
)
, which from
combinatorics is the number of ways to place k balls (bodies) into n boxes or urns (regions).
Once the graph of regions and gates is defined, a discrete transition system of the form
Sk = (Dk, d0,→k) (2.5)
naturally captures the possible transitions between distributions of k bodies.
The relation d →k d
′ is true if and only if d′ can be obtained from d by the passage of a
single body through a gate. This uses region adjacency constraints as in the case of S1 from
Section 2.5.2. For example, suppose there are n = 4 regions and k = 12 bodies. Suppose
d = (2, 3, 5, 2) and d′ = (2, 4, 5, 1). For d →k d
′ to be true, there must be a gate between
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the second and fourth regions, which allows a body to transition from the fourth region to
the second. For each transition, exactly two components of the distribution are allowed to
change: One is incremented by one and the other is decremented by one.
It is possible to extend the transition systems to the case of partially distinguishable bodies,
which could correspond to assigning them nonunique colors. In the limiting case, each
body is assigned a unique color, making them fully distinguishable. To make a transition
system for k bodies, the state space would be Rk, which is the k-fold Cartesian product
of R. The transitions can be assigned in a standard way if the gates are independent;
however, it becomes more complicated if gates are shared between different types of bodies,
as mentioned above. If there are i bodies of the same color, then the corresponding i
components in Rk are replaced by Di to express the distribution of i bodies, due to their
mutual indistinguishability. These extensions lead to interesting open questions and some
initial implementations are presented in the conclusions; however, we restrict the remainder
of the section to the completely indistinguishable case.
Multiple Bodies: From high-level specifications to gate motions
Assume that the initial distribution is given. To express tasks in LTL, let Π be the set of all
propositions of the form pid for every d ∈ Dk. An LTL formula φ can be defined to express
any task that involves distributions of bodies across the regions. The method follows in
the same way as in Section 2.5.5, which yields a distribution sequence d˜ = (d0, d1, . . .) that
satisfies φ instead of a region sequence r˜. To ensure that the execution follows d˜, each gate
must be aware of the current distribution to allow the transition, if appropriate. Each time
a transition occurs, the count for the adjacent regions is incrementally modified.
A simple example
For the case of completely indistinguishable bodies, Figure 2.22(a) shows an example that
has three regions R = {r1, r2, r3} and three gates G = {a, b, c}. Suppose that each gate
allows the bodies to transition in either direction, depending on its configuration. The
discrete transition system S2 is given by (2.5) for k = 2. A distribution sequence d˜ for S2
corresponds to a walk through the graph shown in Figure 2.22(b). Each edge is labeled with
the gate that is crossed by the body that caused the transition.
Consider the following task. Suppose that both bodies are initially in r1, as shown in Figure
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Figure 2.22: a) An example with three regions, three gates, and two bodies; b) a graph
that for which the vertices are D2, the set of possible distributions, and the edges
correspond to possible transitions.
2.22(a). The task is to bring them to r3, then r2, and then return to r1. A corresponding
LTL formula is
♦(pi(2,0,0) ∧ ♦(pi(0,0,2) ∧ ♦(pi(0,2,0) ∧ ♦pi(2,0,0)))). (2.6)
A possible solution trajectory for S2 is depicted in Figure 2.23 as a sequence of body distri-
butions for which transitions are caused by setting gate directions.
2.5.6 Multiple-body experiments
The experiment in this section apply the method of Section 2.5.5. The controllable gate
setup shown in Figures 2.16 and 2.17 is sufficient to implement any sequence of body distri-
butions produced by a model checker. Using the controllable gates, we implemented several
tasks, such as: “Starting with all four bodies in r0 (upper-right), cover all four regions
simultaneously and then meet again in r3 (lower-right)”. One way to achieve this is to define
φ = ♦(pi(1,1,1,1) ∧ ♦pi(0,0,0,4)). (2.7)
See Figure 2.24 for the implementation.
The second experiment involves two bodies in the environment shown in Figure 2.20. For
this task, we want the bodies to meet in all of the outer regions (r1, r2, r3, r4) for dual
patrolling (two at a time in a region) of each region; r5 is constrained to have space for only
one body at a time; moreover, after r1 is visited, at least one body has to be there until r4 is
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Figure 2.23: An example sequence d˜ = (d0, . . . , d6) of distributions that satisfies the LTL
formula given in (2.6).
(a) (b)
(c) (d)
Figure 2.24: A group splitting and coverage example: a) 4 bodies begin together in the
upper-right region; b) after 37 seconds the bodies begin to split; c) after 45 seconds bodies
have split completely into independent regions; d) after 240 seconds bodies reconvene in
the lower-left region.
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(c) (d)
Figure 2.25: An example of a complicated LTL formula: a) 2 bodies begin together in r1;
b) after 37 seconds one body is already in r4 and the gate allowing transition from r1 to r5
is opened; c) after 103 seconds both bodies are together in r4; d) after 111 seconds both
bodies reunite at r3.
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visited; the same restriction holds for regions r3 and r2, respectively. Also, after any of the
bodies visits r5, it must move to r4. The corresponding LTL formula is
φ =(¬pi(0,0,0,0,2) ∧ ♦pi(2,0,0,0,0) ∧ ♦pi(0,2,0,0,0)∧
♦pi(0,0,2,0,0) ∧ ♦pi(0,0,0,2,0)∧
((pi(1,0,0,0,1) ∨ pi(1,0,0,1,0) ∨ pi(1,0,1,0,0) ∨ pi(1,1,0,0,0))→
((pi(1,0,0,0,1) ∨ pi(1,0,0,1,0) ∨ pi(1,0,1,0,0) ∨ pi(1,1,0,0,0)∨
pi(2,0,0,0,0))Upi(1,0,0,1,0)))∧
((pi(0,0,1,0,1) ∨ pi(0,0,1,1,0) ∨ pi(0,1,1,0,0) ∨ pi(1,0,1,0,0))→
((pi(0,0,1,0,1) ∨ pi(0,0,1,1,0) ∨ pi(0,1,1,0,0) ∨ pi(1,0,1,0,0)∨
pi(0,0,2,0,0))Upi(0,1,1,0,0)))∧
((pi(1,0,0,0,1) ∨ pi(0,1,0,0,1) ∨ pi(0,0,1,0,1))→
© (pi(1,0,0,1,0) ∨ pi(0,1,0,1,0) ∨ pi(0,0,1,1,0)))∧
(pi(0,0,0,1,1) →©pi(0,0,0,2,0)))
(2.8)
The NuSMV package found the following solution in 0.304 seconds (running under Ubuntu
10.04 on a PC with Intel Core 2 Quad 2.4GHz processor and 4GB of memory):
d˜ = ((2, 0, 0, 0, 0), (1, 0, 0, 0, 1), (1, 0, 0, 1, 0), (0, 0, 0, 1, 1),
(0, 0, 0, 2, 0), (0, 0, 1, 1, 0), (0, 0, 2, 0, 0), (0, 0, 1, 1, 0),
(0, 1, 1, 0, 0), (0, 1, 0, 1, 0), (0, 2, 0, 0, 0), (1, 1, 0, 0, 0),
(2, 0, 0, 0, 0)),
(2.9)
which is a distribution sequence that satisfies φ. This solution was implemented in a simu-
lation of the bodies and gates and is shown in Figure 2.25.
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2.6 Modeling and Controlling Limiting Distributions
In this section, we propose a framework to analyze and control limiting distributions of
bodies in regions using our simple gate designs and a simplified motion model. We first start
by providing some examples to motivate our ideas.
2.6.1 Motivating Examples
Example 1: Variable gate width
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Figure 2.26: Both regions r0 and r1 have the same area and shape. Two static gates point
from r1 to r0 and one connects r0 with r1. All the three gates have the same length.
Suppose that we place in a region r1 a group of bodies that move between this region
and another region r0. There are two static gates pointing from r1 to r0 and one static gate
from r0 to r1, as illustrated in Figure 2.26. What would be the distribution of bodies in
regions after a “long” period of time? To give an initial answer to this question, we run a
simulation [39] involving 50 bodies in two rectangular regions with the aforementioned gate
setup. All the bodies are initially in region r1. After 149 seconds of the simulation (it takes
approximately 2.5 seconds in the simulation for a body to completely traverse the region
horizontally), the proportion of bodies in the regions is roughly 1/3 in r1 and 2/3 in r0.
Figure 2.27 present the details of the simulation.
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(a) (b)
(c) (d)
Figure 2.27: A simulation involving 50 bodies, r1 (left region) and r0 (right region) have
the same area and shape. Both g0 and g1 point from r1 to r0 and g2 points from r0 to r1.
a) Initially, all 50 bodies start in region r1; b) after 26 seconds, 34 bodies still remain in r1
and 16 are already in r0; c) after 149 seconds about 1/3 of the bodies (17) are in r1 and 2/3
(33) are in r0; after 235 seconds, the same distribution of bodies, roughly 1/3 in r1 and 2/3
in r2, still holds.
Example 2: Time Variable Gate Configuration
We conducted another experiment with two identical rectangular regions and a single con-
trollable gate (see Section 2.4 for details on controllable gates). The controllable gate can
change its configuration based on time events. In particular, we simulate a controllable gate
that at short evenly space time intervals in the simulation decides to point from r0 to r1 with
probability 1/3 of the time or to point from r1 to r0 with probability 2/3 (see Figure 2.28 for
details on this simulation setup). After running the simulation for 3:30 seconds, we obtained
the same distribution as the previous example: 1/3 for r1 and 2/3 for r0. The results of this
simulation are shown in Figure 2.29.
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Figure 2.28: Both regions r0 and r1 have the same area and shape. A single programmable
gate connects r0 and r1 and points 1/3 of the time from r0 to r1 and 2/3 of the time from
r1 to r0. Green indicates that the ball can cross while red indicates that no crossing is
allowed. In this setup, the gate only allows bodies to transition from r1 to r0
Interestingly, our simulations indicate that there are two independent ways to obtain the
same distribution of bodies in these two regions (1/3 for r1 and 2/3 for r0): 1) Modifying the
length of static gates and 2) changing the configuration of controllable gates through time.
The results of the simulations motivate the following two problems:
• Problem 1: Given a connectivity of regions and gates, geometrical information about
the gates, and a desired distribution of bodies in regions, propose a procedure to find
a configuration of gates that can achieve such desired distribution.
• Problem 2: How effectively the distribution of bodies can be controlled using time
feedback only?
2.6.2 Modeling Using Discrete Markov Chains
We use discrete time Markov chains to model the phenomena observed in our simulations.
We first present some basic elements of discrete Markov chains necessary to understand our
ideas. Then, we use Markov chains to model the distribution of bodies in regions and to
understand the results of Examples 1 and 2.
41
(a) (b)
(c) (d)
Figure 2.29: A simulation involving 50 bodies in two equally-sized regions using a time
controlled gate. g0 points 1/3 of the time from r1 to r0 and 2/3 of the time points from r0
to r1. a) Initially, all 50 bodies start in region r1; b) after 44 seconds, there are 25 bodies in
r1 and 25 in r0; c) after 135 seconds, about 1/3 of the bodies (17) are in r1 and 2/3 (33
bodies) are now in r0; after 233 seconds, the same distribution of bodies, roughly 1/3 in r1
and 2/3 in r2, still holds.
Markov chains on graphs
In this section, we briefly discuss some necessary elements of discrete Markov chains on
graphs, the reader is referred to [84] for a more complete treatment. Our ideas and notation
are inspired by the work of Boyd et al [85] on Laplacian Graph Optimization, research on
finding fastest mixing Markov chains [86], and a report on these papers providing a condensed
explanations of this topic [87].
Let G′ = (V ′, E ′) be a graph composed of a set of vertices V ′ and a set of edges E ′ (not
to be confused with the set of gates G defined in Section 2.2). Associated with G′, we define
a Markov chain as a sequence of discrete random variables Xt taking values in the set of
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vertices V ′ at time t ∈ N. The Markov chain is at vertex vi ∈ V
′ if and only if Xt = i. The
probability of transitioning from vertex vi to vertex vj is given by Pij , a |V
′| × |V ′| matrix,
where each Pij = Pr(Xt = j|Xt = i) and Pij = 0 if (i, j) 6∈ E
′. Each entry in the matrix
must satisfy Pij ≥ 0 and all the rows of the matrix should add up to one:
∑
j
Pij = 1.
Limiting distributions for Markov chains
Let µ(t) be the probability distribution over the set of vertices at a time t. Each µi(t) =
Pr(Xt = i) and µ(t) ∈ R
m where m is the number of regions and
∑
i
µi(t) = 1. We will use
time-homogeneousMarkov chains, therefore P will be the same for all steps. The distribution
µ(t) satisfies the recurrence equation µ(t) = µ(t − 1)P , and the distribution at step t can
be obtained by using µ(t) = µ(0)P t. A Markov chain is said to be irreducible if all states
can be accessed from each other. A state vi has period ei = gcd{n ≥ 1 : P
n
ii > 0} where gcd
denotes the greatest common divisor. When ei = 1 the state is said to be aperiodic, and if
all states in the Markov chain are aperiodic, the Markov chain is consider aperiodic.
The limiting distribution of the Markov Chain satisfies the equation
µ = µP, (2.10)
meaning that µ is the left eigenvector for the eigenvalue 1. If the Markov chain is irreducible
and aperiodic, a unique stationary distribution µ exists and P t converges to a matrix with
rank one with each row being the limiting distribution µ:
lim
t→∞
P t = 1µ (2.11)
where 1 is a column vector.
Understanding examples 1 and 2
In this section, we use Markov chains to model the distributions of bodies in regions and
attempt to explain the results of the simulations presented in example 1 and 2.
We will make the following three simplifying assumptions:
1. A body moves along a straight line until hitting a wall, then it chooses a random
direction and continues moving.
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2. The body moves inside rectangular regions. as a square or a rectangle.
3. Collisions between bodies will not be modelled.
These assumptions will be discussed in later sections.
We consider each discrete event at time t a body bouncing occurrence. The body remains
in the same region if it hits a wall, and it transitions to another region if it hits a gate. When
there are multiple regions, the body is following a Random Walk in the Markov chain.
p
2p
r1
1− p1− 2p
r0
Figure 2.30: Markov chain modeling for Example 1, the probability 2p of transitioning
from r1 to r0 is twice the probability of transitioning from r0 to r1
As an illustration, Example 1 can be modeled as a two-state discrete Markov Chain. Each
state in the Markov chain represents a region and the transition probability is proportional
to the width of the gate. The probability of transitioning from r0 to r1 is p and since two
gates direct the flow from r1 to r0 this transition has probability 2p. This model is illustrated
in Figure 2.30.
The transition matrix associated with this Markov chain is:(
1− p p
2p 1− 2p
)
(2.12)
and the limiting distribution of this Markov chain is precisely µ = (2/3, 1/3).
r0
11− p p
r1
r1 r0
p
1− p1
(a) (b)
Figure 2.31: Markov chain model for Example 2: a) Markov chain representing the gate
pointing from r1 to r0 and b) Markov chain representing the gate pointing from r0 to r1
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1− p
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1− 2p
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Figure 2.32: Combined Markov chain model for Example 2
In Example 2, time-controlled gates, we are alternating between two Markov chains P1 and
P2, as illustrated in Figure 2.31. P1 occurs when the gate points from r1 to r0 as depicted in
Figure 2.31 (a). P2 models the system when the gate points from r1 to r0 (Figure 2.31 (b)).
The gate in Example 2 is programmed to spend 2/3 of its time in configuration P1 and 1/3
of its time in configuration P2. A convex combination of Markov chains [88] is still a Markov
chain, in this case, the combined Markov chain is Pc =
2
3
P1+
2
3
P2 as depicted in Figure 2.32
and Pc has also limiting distribution is µ = (2/3, 1/3).
2.6.3 Methods
Following the concepts and examples presented in the previous section, we will recast Prob-
lem 1 as follows: Given a target distribution for agents in regions µ, the connectivity of the
regions, and geometric information, find a policy γ that approximates µ using gates and wild
bodies.
There are several methods for obtaining a transition matrix P with desired limiting distri-
bution µ for a given Markov chain transition graph. In [86], different methods to obtain P
for µ, a uniform distribution, were described and extensions were mentioned for non-uniform
distributions. In the same paper, the problem of finding µ with the fastest convergence rate
is proved to be well-defined and solved via semi-definite programming.
Inspired by [86], we propose a procedure to transform a desired distribution of bodies in
regions µ to a policy γ that either sets the gates’ length or use time controllable gates to
approximate µ. Our procedure is outlined in Algorithm 1 and the following subsections will
describe each step in detail.
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Algorithm 1 Wild bodies Control (G,A,µ)
Input: G {Graph with the region gate connectivity}
Input: A {Regions geometric information}
Input: µ {Desired limiting distribution}
Output: γ {A policy to approximate µ}
1: G′ ← ConstructT ransitionGraph(G)
2: P ← ObtainTransitionMatrix(G′, µ)
3: γ ← CreatePolicy(P,A)
r2
r4g1r0g0r3
g2 g3
g4 r1
r0
r1
r2
r3
r4
(a) (b)
Figure 2.33: a) A sample region graph G with 5 regions and 5 gates and b) Markov chain
generated from G
ConstructT ransitionGraph(G)
The first step of the algorithm, ConstructT ransitionGraph(G), takes as input the region
graph G and constructs a transition graph G′ = (V ′, E ′) as follows: 1) For each region r ∈ R
a vertex v ∈ V ′ is added to the Markov chain transition graph G′; 2) a self-loop is created for
each region; and 3) for each pair of connected regions r, r′ ∈ R, two transitions are present
in G′, one from r to r′ and another from r′ to r. An illustration of this procedure is shown
in Figure 2.33 where a Markov chain is created from 5 regions connected through 5 gates.
ObtainTransitionMatrix(G′, µ)
Once transition graph G′ = (V ′, E ′) based on the region graph, we want to find a transition
matrix P with limiting distribution µ. For this purpose, we used the two heuristics described
in [86]. For each of these heuristics, we first describe the case of µ being uniformly distributed
and then present the extension for non-uniform distributions. Each of the methods were
implemented in Python and illustrated with an example.
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Maximum-Degree Chain
The first heuristic presented is based on the maximum degree of the graph, we discuss both
the uniform and non-uniform case. For more details on this heuristic the reader is directed
to [86].
Uniform distribution
Let di be the degree of vertex vi, or number of adjacent vertices excluding the self loop. Let
dmax = max
i
di, the maximum degree of the graph. To each edge, we assign the probability
Pij =
1
dmax
and Pii are adjusted to ensure that
∑
j Pij = 1 by assigning Pii = 1 −
di
dmax
.
Therefore, each Pij in the Maximum-Degree Chain heuristic is assigned as follows:
Pij =


1
dmax
for i 6= j
1− di
dmax
for i = j
0 for (i, j) /∈ E.
(2.13)
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Figure 2.34: Results of applying the maximum degree heuristic to obtain the uniform
distribution on a five state Markov chain
The use of this heuristic is illustrated with an example. Suppose we have a five state
Markov chain (Figure 2.33) and we would like to obtain the uniform distribution µ =
(0.2, 0.2, 0.2, 0.2, 0.2) as limiting distribution. We implemented the Maximum-Degree chain
heuristic and obtained the Markov chain illustrated in Figure 2.34.
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Nonuniform distribution
In order to extend the Maximum-Degree heuristic to find a non-uniform distribution, a set
of weights wi is required for each vi ∈ V with each wi proportional to µi. First w
∗ =
max
i
∑
(i,j)∈E
wj is calculated and Pij is found according to the following formula [86]:
Pij =


wj
w∗
for i 6= j
1−
∑
(i,j)∈E
wj
w∗
for i = j
0 for (i, j) /∈ E.
(2.14)
This procedure was also implemented in Python and applied to the five states transition
graph in Figure 2.33. For this example, µ = (0.5, 0.2, 0.1, 0.1, 0.1) is the desired limiting
distribution. After running our implementation of the Maximum-Degree heuristic, the values
obtained for P are presented in Figure 2.35.
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Figure 2.35: Results of applying the maximum degree heuristic to obtain a non-uniform
distribution on a five state Markov chain
Metropolis-Hastings Method
In this section, we introduce another method for finding a Markov Chain P with desired
distribution µ. We discuss both the uniform and non-uniform case; more details on this
procedure are found in [86].
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Uniform distribution
In a RandomWalk inG′, a transition from vi to an adjacent vertex vj can be chosen uniformly
with probability 1
di
. A Markov chain constructed in this way, PRW , is not symmetrical and
its limiting distribution will be proportional to the degree of each vertex vi.
To use PRW to obtain a desired limiting distribution µ, we will use the Metropolis-Hasting
Algorithm [89]. We calculate:
PMHij = P
RW
ij αij (2.15)
where αij is the acceptance probability of the Metropolis choice
αij = min(1,
µj
µi
PRWji
PRWij
). (2.16)
In a uniform distribution µi = µj and equation simplifies to:
PMHij = P
RW
ij min(1,
PRWji
PRWij
)
= min(PRWij , P
RW
ji )
= min( 1
di
, 1
dj
).
(2.17)
Therefore, the Markov chain obtained using the Metropolis-Hasting algorithm is given
by [86]:
PMHij =


min( 1
di
, 1
dj
) for i 6= j
1−
∑
(i,j)∈E
PMHij for i = j
0 for (i, j) /∈ E.
(2.18)
We illustrate the use of the Metropolis-Hasting heuristic with the five state example pre-
sented in Figure 2.33. The algorithm was implemented in Python and tested to obtain PMH
with limiting distribution µ = (0.2, 0.2, 0.2, 0.2, 0.2), the resulting Markov chain is presented
in Figure 2.36.
Nonuniform distribution
For the non-uniform distribution case, we do not simplify the expression 2.16 to obtain:
PMHij = P
RW
ij min(1,
µj
µi
PRWji
PRWij
). (2.19)
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Figure 2.36: Results of applying the Metropolis-Hasting heuristic to obtain an uniform
distribution on a five state Markov chain
Since αi,j =
µj
µi
PRWji
PRWij
, the formula for the non-uniform case is
PMHij =


1
di
min(1,
µj
µi
di
dj
) for i 6= j
1−
∑
(i,j)∈E
1
di
min(1,
µj
µi
di
dj
) for i = j
0 for (i, j) /∈ E.
(2.20)
We tested the implementation of the Metropolis-Hasting heuristic for a non-uniform dis-
tribution 2.33. The algorithm was implemented in Python and tested to obtain PMH with
limiting µ = (0.5, 0.2, 0.1, 0.1, 0.1) the result is presented in Figure 2.37.
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Figure 2.37: Results of applying the Metropolis-Hasting heuristic to obtain an uniform
distribution on a five state Markov chain
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2.6.4 CreatePolicy(P,A)
Once a suitable P is found with limiting distribution µ, we continue to transform this into
a “plan” that attempts to make a group of bodies achieve the desired distribution µ. The
procedure CreatePolicy also requires as an input A, geometrical information about each
region ri ∈ R. For the time being, we will assume that each region has rectangular shape
and each ai ∈ A is simply the perimeter of each region ri.
We explore two ideas for translating P into plans: 1) setting the lenghts of static gates
between regions, as discussed in Example 1 and 2) finding time-based policies that change
the configuration of gates at specific points in time, as in Example 2.
Length-based policies
In this section, we are allowed to change the width of static one-directional gates connecting
each pair of regions ri and rj. The basic idea is to create two gates for each pair of connected
regions, gij from ri to rj and gji from rj to ri. Each gate will have a length proportional to
the transition probability. Let maxLength the maximum allowable physical gate length. A
heuristic to assign the length of the gate is outlined in Algorithm 2.
Algorithm 2 CreateLengthPolicy(G′, P , µ)
Input: G′ {Markov chain transition graph}
Input: A {Gates geometric information}
Output: Γ {A set of gate lengths that approximate µ}
1: maxProbability ← max
(i,j)∈E
Pi,j
2: maxGateLength ← availableLength
maxProbability
3: for (i, j) ∈ E do
4: γij ← Pij ∗maxGateLength
5: γji ← Pji ∗maxGateLength
6: end for
The output of the Algorithm 2, Γ, is a set where each γij ∈ Γ is the length of the gate
connecting ri and rj for each pair of connected regions. Line 1 of the Algorithm calculates
the largest probability in the Markov chain transition matrix (maxProbability) and Line
2 computes the largest gate length (maxGate) allowed; all other gates’ lengths will be a
fraction of maxGate. This algorithm runs in O(E) time and space and was implemented in
Python.
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As an illustration, we will use the five region Markov chain in Figure 2.33 and attempt
to obtain a limiting distribution of µ = (0.5, 0.1, 0.1, 0.1, 0.1). First, we obtained a suitable
P by using the ObtainTransitionMatrix(G′, µ) procedure. We run the Metropolis-Hasting
algorithm but any other procedure to obtain P can be used. Figure 2.38 shows the simulation
setup.
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Figure 2.38: 5 regions environment used for experiments: Each pair of connected regions in
G is joined by two gates
We use the total variation distance to evaluate the difference between two distributions µ
and µ′ [84]:
dv(µ, µ
′) =
1
2
∑
i
|µi − µ
′
i|. (2.21)
The procedure was simulated with 50 bodies and the length of the gates, Γ, were found.
Initially, all the bodies start in region r3, Figure 2.39 presents the results of the simu-
lation, it takes approximately 1:45 seconds of simulation time to reach the distribution
µ′ = (0.52, 0.2, 0.12, 0.08, 0.08).
Time-based policies
Recall that in Example 2, we have a single gate connecting two regions. This gate was
pointing in one direction for 1/3 of the time and 2/3 of the time in the other direction. We
would like to generalize this example by using time-feedback controllable gates, as presented
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(a) (b)
(c) (d)
Figure 2.39: A simulation involving 50 bodies in 5 regions, with target distribution
µ = (0.5, 0.1, 0.1, 0.1, 0.1) a) Initially, all bodies start in region r3 (upper-left region); b)
after 45 seconds, 18 bodies are already in r0 (upper-center region) and dv is equal to 0.2; c)
after 145 seconds, 23 bodies are already in r0 and dv decreases; d) after 345 seconds dv
continues to be low (0.06)
in Section 2.4. Recall that these gates have three configurations: a) allow left to right passage
only, b) block all passage, and c) allow right to left passage only. We denote M(g) the set
of configurations for each gate g ∈ G and M is the composite mode space obtained as the
|G|-fold Cartesian product of M(g) for every g ∈ G. We denote the three configurations of
each gate g ∈ G as M(g) = {mright, mblocked, mleft}.
As in Section 2.4, let T = [0, t] be the execution time interval. We represent a plan or
control policy as γ : T → M , a mapping between time and the configuration of the gates.
The problem is how to find a suitable time-based plan γ that attempts to obtain µ.
We start from a Markov chain transition matrix P with limiting distribution µ. For each
pair of connected regions in the graph ri and rj , there will be a single three-configuration
programmable gate g. The configuration of each gate will change according to a discrete
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Algorithm 3 CreateTimePolicy(P , A)
Input: A {Geometric Arrangement of Gates}
Output: Γ {A time policy to approximate µ}
1: maxTransitionSum← max
(i,j)∈E,i<j
Pi,j + Pj,i
2: for each g ∈ G do
3: pgright ←
Pij
maxTransitionSum
4: pgleft ←
Pji
maxTransitionSum
5: pgblocked ← 1− (p
g
right + p
g
left)
6: end for
random variable that will take values on M(g), let pgright, p
g
blocked, p
g
left the probabilities of
the gate being in each configuration. P will be used to find values for pgright, p
g
blocked, and
pgleft as presented in Algorithm 3.
The output of Algorithm 3 is a set of discrete random variables over M(g) for each g ∈ G
pgright, p
g
blocked, p
g
left giving the probability for each configuration of the gates. Line 1 of the
algorithm calculates the maximum sum assignment of probabilities for each pair of connected
regions (maxTransitionSum). The key idea of this heuristic is that the gate with the largest
sum Pi,j+Pj,i will have probability
Pi,j
Pi,j+Pj,i
for pgright,
Pj,i
Pi,j+Pj,i
for pgleft, and 0 for blocked. All
other probabilities will be scaled by maxTransitionSum. The algorithm takes O(E) space
and time.
Algorithm 4 GateSwitching()
1: for every k∆ ∈ T do
2: for each g ∈ G do
3: u← random()
4: if u ≤ pgright then
5: M(g)← mright
6: else
7: if pgright ≤ u ≤ p
g
right + p
g
left then
8: M(g)← mleft
9: else
10: M(g)← mblocked
11: end if
12: end if
13: end for
14: end for
The output of Algorithm 3 is used to switch the directions for each gate g ∈ G indepen-
dently at ∆t spaced intervals of time, therefore gates will change configuration at discrete
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points tk = k, k = 0, 1, 2, . . . based on the probabilities found in Algorithm 3. This is
illustrated in Algorithm 4.
The advantages of this approach are: 1) it does not require any sensor besides a clock for
each gate, 2) it is distributed since each gate operates independently, and 3) unlike length-
based policies, all gates have the same length. Many intersting open issues are left for future
work and are discussed in Section 2.7.
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Figure 2.40: Simulation setup: Each pair of connected regions is joined by a single
controllable gate that will change configuration based on time events
As an illustration of this procedure, we will use again the five region Markov chain in
Figure 2.33 to attempt to obtain µ = (0.5, 0.1, 0.1, 0.1, 0.1) as limiting distribution using time-
controlled gates. The setup is shown in Figure 2.40 and results are presented in Figure 2.41.
2.6.5 Experimental Results
We performed two physical experiments to validate our results: 1) distribution control using
static gates and length-based policies and 2) distribution control using time-based policies.
We use weasel balls as in our previous wild body experiments.
Length-based control
For this experiment, we engineered another version of static gate, as shown in Figure 2.42.
This static gate is a ramp made of acrylic and has 29cm length and 12.7cm width and is
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(a) (b)
(c) (d)
Figure 2.41: A simulation involving time based policies on 50 bodies in 5 regions. A single
controllable gate connects each pair of connected regions, the gates will change their
configuration based on time events. The target limiting distribution is
µ = (0.5, 0.1, 0.1, 0.1, 0.1). Initially, all 50 bodies start in region r3; b) After 105 seconds, 11
bodies are in r0 and dv is 0.44; c) after 355 seconds, 21 bodies are present in r0 and
dv = 0.18; d) after 505 seconds, the error is dv = 0.1
elevated from the floor in one of the ends 2.56cm. We found that this height was sufficient
to allow a weasel ball to cross the ramp and not return to its original region, making an
effective one-way static gate.
We used bricks to create two equally-sized regions each with of 1m × 2m area, we make
this physical setup correspond with Example 1 (Figure 2.26). We place two one-way static
gates pointing from the left region to the right region and one gate pointing from the right
region to the left region. 18 weasel balls were initially placed in the left region. The result
of this experiment is presented in Figure 2.43.
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Figure 2.42: A ramp based design for an static gate
Time-based control
We performed an initial experiment to test time-based policies using controllable gates. We
created two equal sized regions r1 and r0 and connected them through a controllable gate
(similar to the gate discussed in Section 2.4). The controllable gate is composed of two servo
motors actuated by an Arduino micro-controller. In this configuration, the gate does not
have any sensors and only uses its internal clock to change the configuration of the gate. We
set the probabilities of the configurations as pgright = 1/3, p
g
blocked = 0, p
g
left = 2/3. Results
for this preliminary experiment are presented in Figure 2.44.
2.7 Discussion and Future Work
In this chapter, we have presented a manipulation paradigm based on placing wildly moving
bodies into a complicated environment and then gently guiding them through gates that can
be reconfigured. Several encouraging experiments were shown for weasel balls and Hexbug
Nanos performing tasks such as navigation, patrolling, and coverage. Various types of gates
were designed, including static, pliant, and controllable with sensor feedback. Tasks can
be specified using a high-level logic, such as LTL, and then gate configurations are set to
satisfy the formula and achieve the desired task. We also present models to understand the
limiting distributions and algorithms to control the distribution of bodies in regions using
gates. Several interesting extensions can be formulated to our framework, some of them will
be mentioned in the next sections.
57
(a) (b)
(c) (d)
Figure 2.43: A physical experiment to test length-based control policies. a) At 4 seconds 18
bodies start in the left region; b) After 48 seconds, half the bodies (8) are in the left region
and the other half in the right region; c) After 224 seconds, one-third of the bodies are in
the left region (6 bodies) and two-thirds are in the right region; d) After 404 seconds, the
same distribution of bodies still holds: one-third of the bodies are in the left region and
two-thirds in the right region
2.7.1 Distinguishable Bodies
In our multiple body experiments, our formulation is able to handle distinguishable bodies.
However, our experiments always consider the bodies indistinguishable. We have started to
explored hardware mechanisms to manipulated distinguishable bodies.
An illustration of distinguishable bodies (Section 2.5.5) is presented in Figure 2.45, where
an experiment with two types of bodies was performed. There are two regions joined by a
special gate that allows one body type to flow in one direction, and the other type to flow in
the other direction. All other situations are blocked. When a mixed collection of bodies are
placed in both regions, the effect of the gate is to separate the bodies into their respective
types over time. In this case, weasel balls end up in one region and Hexbug Nanos end up
in the other, regardless of the starting condition.
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(a) (b)
(c) (d)
Figure 2.44: Initial physical experiment illustrating the used of time-based policies, the
gate will spend 2/3 of the time pointing from right to left and 1/3 of the time pointing from
left to right. a) Initially, all 8 bodies are in the left region and the gate is pointing from
right to left; b) After 18 seconds, the gate changes its configuration to point from left to
right; c) After 30 seconds, 6 bodies are in the left region and 2 are in the right region; After
133 seconds, the same distribution, 6 in the left region and 2 in the right region still holds
2.7.2 Other Hardware Platforms and Applications
We have tried additional experimental platforms but several others are possible. For example,
instead of a planar surface, we can imagine manipulating ergodic boats, underwater vessels,
and helicopters. Perhaps even insects can be effectively manipulated. Our initial explorations
in these topics are illustrated in Figure 2.46.
Numerous other questions and issues remain for future research. What types of manip-
ulations are generally possible? What can be accomplished if gates have the capacity to
store bodies as part of their mode (capacitance)? Can simple mechanisms be designed that
permit very complex patterns of flow? For example, a gate might allow 3 bodies from left
to right, then 1 from right to left, then 2 from left to right, then 4 from right to left, and
then repeat. There is an interesting connection to formal languages and automata theory,
as strings “accepted” by gates are considered.
We hope to develop wild bodies that solve more useful tasks. As a step in this direction,
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(a) (b)
Figure 2.45: Separating bodies: a) Two weasel balls and two Nanos are in the left region
and one weasel ball and one Nano is in the right one; b) after 12 seconds one Nano changes
regions; c) after 15 seconds one weasel ball changes regions; d) after 40 seconds the bodies
have been separated.
(a) (b)
Figure 2.46: Other wild platforms: a) Five live crickets were guided from one region to
another using a cardboard static gate; b) Fins were added to a weaselball for motion in
water.
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we have equipped one weasel ball with a small Wi-Fi module and a microcontroller, allowing
it to use Wi-Fi connections while wildly moving around. This enables more interesting tasks
to be performed, such as Wi-Fi-based SLAM [90]. Better performance could be obtained
from a specialized radio signal source. We imagine that a collection of wild bodies would be
useful for exploration and mapping if equipped with appropriate sensors for this purpose.
As another task, we could equip each body with an Annoy-a-tron circuit board, which costs
around $13 US and emits a loud, piercing sound at irregular intervals, without warning.
We could program the bodies to diffuse in a hostile indoor environment and then switch
into an “annoy” mode during which the building inhabitants are constantly distracted by
tiny devices stationed in unknown locations. To accomplish more tasks, the basic control
and coordination is provided by allowing wild motions and traveling through the discrete
transition systems, and we are free to enhance the robots however we like.
2.7.3 Other Specification Languages
Recall the example presented in Section 2.18 where real time intervals were used to solve the
following task: “Two agents should simultaneously visit regions r0 (upper-right), r2 (upper-
left) and r3 (lower-right) in that order and spend at least two minutes in each region”.
We can easily execute tasks like this by simply maintaining a given configuration for a
certain amount of time. This can be implemented through the use of the internal clock
of the microcontroller. The use of real time intervals will open new possibilities to solve a
wide variety of tasks beyond those solvable with LTL. We are investigating the use of other
temporal logics such as Interval Temporal Logic (ITL) [91] to help specify plans involving
time.
2.7.4 More Accurate Stochastic Models
In the modeling of limiting distributions, we have assumed that the stochastic process is
homogeneous and that the events can be considered in discrete time. Although our models
have captured successfully the results found in simulations and physical experiments, it
remains as an interesting open research direction explore other stochastic models that can
better explain our experiments.
Consider non-homogeneous Markov chains (see for example [84], chapter 6) where the
transition matrix Pij,t has a dependency on the time t. These may be able to capture
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particular characteristics of the geometry of the regions or perhaps the body-body interations
that we ignored in our models.
Continuous-time Markov chains can more accurately capture the motion of a body in a
region. Instead of a transition at each time step t, the body will remain in the current region
for a certain amount of time (for example exponentially distributed). Instead of Pij [84], the
transition is given by a rate qij that measures how quickly the system transition from state
i to state j proportional to the amount of time spent in an interval of time ∆t. This model
may capture more accurately the time that a body spends in one region.
Although we implemented two heuristics to obtain a Markov chain P with limiting dis-
tribution µ, there are exact methods to find the Fastest Mixing Markov chain [86]. The
convergence rate of P to µ is determined by the Second Largest Eigenvalue Module (SLEM)
and finding the smallest can be framed as a convex optimization problem [92]. It remains
as future work to evaluate the convergence rate of our approaches and to use the convex
optimization procedure to compare it with the current implemented heuristics.
In our simulations, we assumed that the bodies will follow a trajectory resembling a
billiard particle, that is, they will move in a straight line until they find a wall or another
body, and then they will pick a random direction. However, in our experimental setup, we
used weaselballs whose motion behavior departs from the billiard particle model. This lead
us to believe that our ideas maybe be robust to disturbance in the bodies’ motions. In
addition, assumptions about regions’ shape should be evaluated in future work as well as
the effects on the number of agents in achieving limiting distributions.
2.7.5 Connections with Models in Physics
Finally, the experiments appear like a macro-scale version of Maxwell’s demon, which was a
thought experiment that violates the Second Law of Thermodynamics. Our approach uses
controlled gates to interfere with a natural equilibrium that should otherwise result from
ergodic particles [93].
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Chapter 3
VIRTUAL GATES
In this section, we present another type of gate to guide agents. In contrast to the previously
discussed gates (static, pliant, and controllable gates), we introduce virtual gates that do not
represent any obstacle but are unobtrusive markers in the environment. This chapter includes
results from our previous publications[94]1.
3.1 Motivation and Related Work
Figure 3.1: Starting from the SERB open-source design, we engineered a simple robot
from acrylic sheets, cheap motors, a color sensor, and an Arduino micro-controller board
(total cost less than $100 US).
In this chapter, instead of using simple mechanical bodies such as hexbugs or weaselballs,
we engineered differential drive robots with limited computation capabilities to detect and
react to markers in the environment. More concretely, the robots only use for navigation a
1The author also acknowledges the help with the physical experiments in this chapter provided by Fredy
Martinez, Eric Gobst and Dan Gierl. Katrina Gossman provided the initial simulation code [39]. Alex
DiCarlo collaborated with the algorithms and simulations in Section 3.4
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contact sensor to detect obstacles and boundaries and a color sensor that can detect simple
landmarks in the environment. Such a robot can be built with inexpensive parts for under
$100 US; ours is depicted in Figure 3.1.
Our robots operate while being information impoverished due to very limited (non-metric)
sensing. There is no precise model of the equations of motion and state feedback is impossible.
We start with uncalibrated, “wildly behaving” robots that move more-or-less straight until a
wall is contacted. They then pick a random direction to repel and continue moving straight.
This motion primitive is inspired by dynamical billiards [10, 41] and by the wild moving
bodies presented in the previous chapter.
We can only guide the robot through its environment by designing appropriate responses
to limited sensor feedback and sensing history. In order to achieve this, we formulate tasks
in terms of a hybrid system [54, 55, 56, 57, 58, 59]. As is common in many approaches, we
partition the environment into a finite set of regions over which a discrete transition system
is defined. Rather than developing state-feedback control laws within regions [95, 55, 61,
62, 63, 64], we do not even attempt to stabilize the robots. We instead place virtual gates
along the boundaries between regions that possibly enable discrete transitions, depending
on information provided by a combinatorial filter [96, 97] that maintains information states
from weak sensor data.
This chapter is organized as follows. Section 3.2 presents preliminary concepts and math-
ematical formulation, including the interaction between the wild robots, the virtual gates,
and the regions. Section 3.3 presents experiments for multi-robot tasks that are solved with
our approach. Section 3.4 presents an extension to our ideas and introduce tasks that involve
comunication between agents. Finally, Section 3.5 presents extensions and open issue and
concludes the chapter.
3.2 Mathematical Formulation
A collection of n robots (numbered 1 to n) is placed into a compact, connected planar
workspace W ⊂ R2. Let ∂W denote the boundary of W. Let Γ be a set of m virtual gates,
for which each γi ∈ Γ is the image of an injective, rectifiable curve τi : [0, 1]→W for which
τ(0) ∈ ∂W and τ(1) ∈ ∂W. Let C be a set of k colors, with k ≤ m. Each virtual gate is
labeled with a color by a given mapping κ : Γ→ C.
The gates induce a decomposition of W into connected cells. See Figure 4.17 for an
example. If the gates in Γ are pairwise disjoint, then each γi ∈ Γ is a 1-cell and the 2-cells
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are maximal regions bounded by 1-cells and intervals of ∂W. If gates intersect, then the
1-cells are maximal intervals between any gate intersection points or elements of ∂W; the
2-cells follow accordingly. In either case, every 2-cell will be called a region and denoted as
R. Let R denote the collection of all regions.
Figure 3.2: An annulus-shaped environment that has 6 regions. The walls are made of
bricks and the virtual gates are made of colored tape. There are three red gates and three
white gates.
The robots are considered small with respect to W and the regions R ∈ R. They are
essentially modeled as points, but may have specific kinematics, as in the common case of
differential drive robots. More precisely, the assumption is that the collision-free subsets of
W and every R ∈ R are homeomorphic to those obtained for the case of a point robot,
regardless of each robot’s geometry (for example, the radius of a disc robot). Furthermore,
any R ∈ R is assumed to be able to fit all n robots without complicated geometric packing
challenges [98].
The particular equations of motion x˙ = f(x) for each robot are not important in our
approach. We do not explicitly control their motions and do not even attempt to measure
their precise state through sensing and filtering. Instead, we rely on the fact that the robot
moves in a wild, uncontrollable way, but the trajectory satisfies the following high-level
property: For any region R ∈ R, it is assumed that the robot moves on a trajectory that
causes it to strike every open interval in ∂R (the boundary of R) infinitely often, with non-
zero, non-tangential velocities. This high-level property is the same we required for our
mechanical wild bodies of the previous chapter. A body that satisfies this property is called
wild [37], and the notion is closely related to topologicial transitivity in dynamical systems
[43]. As mentioned in Chapter 1, one family that achieves this motion is ergodic systems that
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arise in the study of dynamical billiards [10]. In this case, a Newtonian particle moves at
constant velocity and then bounces with standard reflection laws from the boundary. Figure
2.2 shows a famous example. In most planar regions, ergodicity is achieved, which implies
wildness. An alternative model, used in our experiments, is to bounce in a random direction
from the boundary, rather than at a prescribed angle. This is preferable with our robots
because they cannot sense the angle of incidence. In the case of n robots, they may contact
each other in a common region. A random bounce direction is used in this case as well.
A control mode is a mapping u : C → {0, 1} that assigns one of two behaviors to every
color. For a color c ∈ C, u(c) = 0 means that any virtual gate of color c does not obstruct the
robot’s motion. The control mode u(c) = 1 means that the robot must treat every virtual
gate of color c as a wall that blocks its motion. Let U denote the set of all possible control
modes.
For a single robot, we define a discrete transition system D1 that simulates the original
hybrid system. Let the state space of the discrete system be R. The transition system is
defined as
D1 = (R, R0,→1), (3.1)
in which R0 is the region that initially contains the robot. The transition relation R→1 R
′
is true if and only if R and R′ share a common border which corresponds to a virtual gate
γi ∈ Γ. If κ(γ) = c, then there exists some u ∈ U for which u(c) = 0. We will refer to
the resulting labeled, directed transition graph, G1, in which the vertex set is the set of all
regions R, and every edge is a possible transition, labeled by the virtual gate color that
allows it.
It is straightforward to show that D1 is a simulation of the original hybrid system. There-
fore, we can design a solution plan over D1, thereby inducing the correct behavior of the
original hybrid system. This is the standard approach to hybrid system control using a dis-
crete abstraction. In the case of n robots, D1 is extended in the obvious way by making an
n-fold Cartesian product of the transition graph. This results in a discrete transition system
Dn that simulates the motions of all robots.
We develop an event-based system [99]. Each robot starts with an initial control mode.
During execution, the control mode may change only when receiving an sensor observation
event y. Depending on the system, the possible events are:
1. Gate crossing: The robot detects that it crossed a virtual gate of color c. The
observation is y = c.
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2. Timer expire: The robot has been within a single region for at least t seconds. The
observation is y = timeout.
3. Change in lighting: The ambient room light changed, either as y = lighttodark
or y = darktolight.
4. Communication: The robot receives a message from robot i that robot i crossed
beam c. The observation is y = (c, i).
Let Y denote the set of all possible observation events for a robot in a particular system.
The control modes of robot i are set during execution according to a policy. Since state
feedback is not possible, information feedback is used instead. Let a filter be any mapping
of the form φ : I × Y → I, in which I denotes an information space [16] that is designed
appropriately for the task (this should become clear in Section 3.3). The initial η ∈ I is
given, and each time a new observation event occurs, an information-state transition occurs
in the filter. A control policy is specified as an information-feedback mapping pi : I → U ,
which enables the control mode to be set according to the sensor observation history.
3.3 Solving Tasks
In this section, we present a series of tasks that were solved by our method. First, we
describe our simple differential robots, and then we present solved tasks that take into
account different information spaces, filters and control polices.
3.3.1 Hardware
Our robots are based on the Oomlout open-source SERB design [100]. We modified the
design to have a more robust bumper system using a similar geometry to the SERB robot
chassis. Also, a Parallax ColorPAL sensor was added to the newly designed bumper system
so that both physical and virtual walls can be detected with a simple attachment. Each robot
can be made for under $100 US from commercially available parts and is depicted in the
Figure 3.1. The robot frame and wheels were cut from inexpensive 1/8-inch acrylic plates.
Each robot uses an Arduino Duemilanove board, which includes an 8-bit microcontroller
with a 16 Mhz clock that runs off a 9V battery. Continuous servos made by Parallax are
used to move the large wheels of the robot. A solderless breadboard is attached to the top
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of the robot to allow quick circuit modifications. A 4-AA battery pack is attached under the
robot to provide separate power to the servo motors.
3.3.2 Patrolling
For this task, we would like a set of robots to visit all of the regions in R repeatedly, in some
specified order. In this case, we compute any cyclic path through G1 and then assign a color
to every edge, which corresponds to a virtual gate. Colors may be reused, provided that
ambiguity does not arise. Figure 4.17 shows an example environment in which two colors are
sufficient, resulting in C = {red,white}. These are the only observation events, leading to
Y = C. There are two control modes: U = {u0, u1}. The first, u0, allows the robot to cross
a white gate, u0(white) = 0 but treats red as a wall u0(red) = 1. The second, u1, has the
opposite effect: u1(white) = 1 and u1(red) = 0. To achieve patrolling, we design a small
information space I = {η0, η1}. The control policy pi is defined as ui = pi(ηi) for i ∈ {0, 1}.
RED
WHITE=y
=y
Figure 3.3: Simple filter used for patrolling
The filter φ switches information states when a color is crossed as follows: η1 = φ(η0,white)
and η0 = φ(η1,red). See Figure 3.3. When bouncing occurs from a virtual gate, it is as-
sumed that no observation event occurs because the robot does not pass through the gate.
Therefore, the filter in Figure 3.3 shows no edges for the cases of φ(η0,red) and φ(η1,white).
Depending on the initial region R ∈ R and initial information state η ∈ I, a robot
that executes pi will indefinitely patrol the 6 regions in clockwise or counterclockwise order.
Suppose that the initial state of the robot is η0 which makes it go through a white gate. When
it crosses the white gate, it will transition to η1. This will make the white gate into a virtual
wall forcing it to remain in the new region until the red gate is crossed. An implementation
is shown in Figure 3.4 in which 4 robots execute the same policy pi, but with different initial
regions and information states to induce various directions of patrolling.
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(a) (b)
(c) (d)
Figure 3.4: Continuous patrolling of the environment: a) Four robots start in different
regions. The first group (blue robots) is allowed to cross the white gate, the second group
(red and white) is allowed to cross the red gate; b) after 36 seconds, the four robots have
advanced to the following regions, blue robots clockwise, and red and white robots
counterclockwise; c) after 44 seconds, the blue robots and the red robot cross into a region
but in opposite directions, the white robot is about to end its first round trip; d) after 69
seconds, the white robot begins its second round trip while the other three robots are near
completion of the first.
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(a) (b)
(c) (d)
Figure 3.5: Autonomous separation of robots into two teams: a) Four robots start
simultaneously in the same region in the center of the environment (there are three regions
total); b) after 16 seconds, the gold robot has reached the lower region, and one blue robot
has reached the upper region; c) after 24 seconds, the second blue robot has reached the
upper region, and the red robot has reached the lower region; d) after 38 seconds, the four
robots remain separated in their regions.
3.3.3 Separating into Teams
For another task, suppose we have two teams of robots that are initially in one region and
we would like to separate them into one team per region. To solve this problem, we use the
same filter and control law described in the previous subsection. We require that members
of the same team have the same initial information state. We implemented this task with
four robots belonging to two different teams, blue and not blue (Figure 3.5).
3.3.4 Navigation
We want a group of robots to navigate in an environment containing alternating colored
gates. The goal is for the robots to move from one end region to another as illustrated in
Figure 3.6. The robot must choose an information state η0 or η1 depending on which virtual
gate is going to be crossed first.
Another task is moving back and forth between both end regions of the environment, as
illustrated in the Figure 3.7. The only modification that we have to made with respect to
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(a) (b)
(c) (d)
Figure 3.6: Navigation from one extreme to another: a) Two robots begin together in the
lower right region; b) after 22 seconds, the two robots have advanced two regions; c) after
47 seconds, the blue robot remains exploring the same region, while the red robot has
reached the last region; d) after 97 seconds, the blue robot also reaches the last region.
the simple navigation is to add information about the number of regions that the robot will
have to visit.
3.3.5 Reactive Tasks
We would also like to give the robots the ability to change their policies based on information
collected from external environment conditions that appear during run time. This can be
easily incorporated in our framework by adding simple sensors. For example, we placed
inexpensive photo diodes (for under $2 US each) onto our robots that can detect if a light
is turned on in a given region. The observation event space includes lighttodark and
darktolight. Simple rules can be used, for example: If the light is on, go back to the
previous region and if it is off, transition to a new region. This is illustrated in Figure 3.8,
in which a robot makes decisions about its control modes based on lighting.
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(a) (b)
(c) (d)
Figure 3.7: Continuous navigation of the environment: a) Two robots begin together in
the right region; b) after 18 seconds, the blue robot has advanced two regions, while the
red robot has advanced five regions reaching the left edge of the environment; c) after 54
seconds, the blue robot has reached the left edge of the environment, the robot red is back
to the right; d) after 105 seconds, the blue robot goes to the right and is about to ending a
navigation cycle, the red robot is again approaching the left edge of the environment.
(a) (b)
(c) (d)
Figure 3.8: Navigation modes using a light sensor: a) Two robots start in the same region
(lower region). The environment is affected by a light source, generating two conditions in
the environment: dark or illuminated; b) after 4 seconds the two robots enter the middle
region and because the light is off, they will continue to the upper region of the
environment; c) when the robots sense the light is on, they will return to the lower region d)
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(a) (b)
(c) (d)
Figure 3.9: Patrolling using time intervals: a) Two robots start simultaneously in the
same environment but in different regions, and are guaranteed to spend at least 30 seconds
there; b) after 30 seconds, the two robots remain in their regions; c) after 66 seconds, the
blue robot moves to the next region, which will also remain at least 30 seconds. The white
robot is still in its region; d) after 155 seconds, the blue robot moves to the third region,
the white robot is in its second region.
3.3.6 Time-Based Policies
Suppose we are interested in visiting a region for at least t seconds. We can use this infor-
mation along with gate crossing information as illustrated in Figure 3.9. In this example, we
use two more information states η2 and η3 and additional control modes u2 and u3 that make
the robot treat both colors as a wall, u2(white) = u2(red) = u2(white) = u2(red) = 1.
Also, u2 = pi(η2) and u3 = pi(η3)
The filter is illustrated in Figure 3.10. It is initialized to information state η2 with both
gates closed. After a predetermined period of time t > 0 has passed, the filter switches
to η0, which allows the robot to go through the white gate. Once the robot crosses the
white gate, receiving white, the filter switches to η3, waiting until receiving timeout before
transitioning to η1.
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RED
WHITE
TIMEOUT
TIMEOUT
=y
=y
=y
=y
Figure 3.10: A simple filter used for time based patrolling.
3.3.7 Using a Region Filter
The previous examples provided simple illustrations. An extension to inlcude more colors
and more regions is straightforward provided that all of the gates bordering a region have
distinct colors. In other words, there is a proper edge coloring [101] of G1.
We would like to solve a more general version of navigation using the transition graph G1.
Suppose that the robot is in region Rinit and wants to navigate to region Rgoal. In this case
our information space is the set of regions I = R, which leads to a simple region filter, as
discussed in [96, 97]. The robot uses depth-first search to find a path to the goal in G1 and
stores it as a sequence γ˜ of gates to be crossed. Starting in region rinit, we first design a
control mode u0 to make the robot go through gate γ˜[0] by setting u0(κ(γ˜[0])) = 0 and to
block the other directions u0(c) = 1 for c ∈ C and c 6= κ(γ). Once the color κ(γ˜[0]) has
been crossed, we update the information state by applying the transition →′1 on the discrete
transition system D1 starting in region rinit and applying γ˜[0]. We continue in this way
creating control mode uj that will make the robot go through each gate γ˜[j] until it reaches
its destination rgoal.
We illustrate this idea with the experiment shown in Figure 3.11 in an environment that
has gate colors C = {red,white,black} and two robots reaching the same goal region
from different initial conditions.
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(a) (b)
(c) (d)
Figure 3.11: Navigation using two different routes to reach the same destination: a) Two
robots start simultaneously in the same environment but in different regions. Both must
come along different routes to the same destination; b) after 6 seconds, both robots have
changed regions; c) after 15 seconds, the blue robot has already moved three regions, and
the red robot has moved two regions; d) after 57 seconds, the two robots have reached their
goal region.
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(a) (b)
(c) (d)
Figure 3.12: A simulation of 100 robots in a complex environment that has 21 regions.
Each robot moves straight until it hits a boundary and then reflects at a random angle.
The robots navigate from the upper left region to the lower right.
3.3.8 Computer Simulations
To study more complicated examples, we developed simulations. Figure 3.12 shows 100
robots solving a navigation task in an environment that has 21 regions.
3.4 Communication Based Strategies
Until now, the robots act independently to accomplish tasks. We now propose decentralized
protocols that use local communication: only robots in the same or adjacent regions are
allowed to transmit and receive messages. Furthermore, we will only allow our robots to be
equipped with low bandwidth communication devices.
There is a vast body of knowledge concerning multi and networked robotic systems, a
summary of the state of the art can be found in [102] and [103]. A characterization of multi-
robot controllers is presented in [104], Chapter 2. Our ideas for communication protocols
differ from previous work on multi-robot networked systems in several aspects: 1) Previous
approaches often communicate at constant intervals of time, we on the other hand, try to
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carefully analyze the information that needs to be sent and received, 2) Full state-feedback
is not required in our control strategies since we rely on a simple wild motion behavior and
the detection of virtual gates.
3.4.1 Motivation
In the previous chapter and the initial part of the present chapter, we discussed concrete
examples of minimalism in sensing, computation, and actuation. In this section, we further
expand our ideas by proposing communication protocols that attempt to minimize the nec-
essary communication range and information transmission between robots. Finding relevant
pieces of information that needs to be shared between robots while avoiding bandwidth sat-
uration has been emphasized in the robotics literature [102]. In addition, there are other
good reasons to focus on minimalism from a communication standpoint, some of these are:
1. Communication may consume more energy compared to computation and sensing [105]
since transceivers need to be powered to send information.
2. Inexpensive communication chips have usually low communication rates.
3. Certain wireless protocols use passive acknowledgment schemes that may not guarantee
information delivery.
4. Communication security can be an important factor when adversaries can eavesdrop
or attempt to obstruct the communication channel.
5. Simple communication protocols are easier to program and formally verify [81].
Besides minimizing the communication range and the amount of information sent, we
are also interested in investigating decentralized protocols to solve robotic tasks. Recall
the example of manipulating the distributions of bodies in regions using controllable gates
presented in Section 2.4. All the sensing information of bodies’ crossings is stored and
processed in a single computational device. Similarly, all the gates switching decisions are
made by the same single computer. This centralized protocol may present some issues
when the gates are spatially distributed and information communication from/to the central
computer is difficult. These issues require the introduction of decentralized protocols that
do not rely on a single computation hub for sensor information storage and decision making.
In the following sections, we illustrate our ideas with two different communication protocols
for solving a navigation task for multiple bodies.
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3.4.2 A Simple Decentralized Protocol for Two Robots
In order to motivate our ideas, we start by providing a simple example. Suppose that we
add to our simple robots an inexpensive communication device. We would like two robots
to jointly visit a set of regions in an edge-colored graph G1. This task was demonstrated
for a single agent in Section 3.3.7. The joint navigation of robots is motivated by the use
of heterogeneous robot teams (robots that have different capabilities) for applications such
as agriculture, service robotics, and search and rescue. Several design questions can be
considered for this task [27]:
• Does (G1) needs to be stored by each robot?
• What information about the robot’s state and the other robots needs to be stored?
• How to transmit the necessary information between robots?
• What information about the sequence of regions to be crossed need to be stored?
We provide an initial solution to this navigation task. Both robots (numbered 1 and 2)
start in the same region r0 and should cross a sequence of gates γ˜. Both robots store the
transition graph G1 and their start region r0. Each robot has a region filter (see Section 3.3.7)
that keep track of its own state. Additionally, both robots also use a region filter for the
other robot and use communication events y = (c, i) to update this filter. Communication
is restricted to the same region and to vertices with a common edge in G1.
A possible solution can be the following: First, both robots apply an action u0 to guide
them through the first gate γ˜[0]. Once a robot crosses the first gate, he will update its own
region filter and will broadcast a message y = (γ˜[0], i) where i can be either 1 or 2 depending
on which robot crosses first. Suppose, without any loss of generality, that robot 1 is the first
to cross. Robot 2 will use the message y = (γ˜[0], 1) to update the filter he has on robot 1.
Robot 1 now should wait until robot 2 crosses to update the filter. Once robot 2 transitions
to the new region, both robots apply u1 to cross the next gate and then apply the same
procedure to the remaining gates in γ˜.
3.4.3 Protocol 1: Decentralized Protocol for n Robots
We extend the idea presented above to control a group of n robots. Suppose that we want
this group of robots, initially located in the same region, to cross a sequence of gates γ˜
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Figure 3.13: Simulation of the decentralized protocol in an environment with 6 regions and
7 gates, and 9 robots numbered 1 . . . 9 should simultaneously visit a set of 3 regions. a) All
robots start in the right most region; b) and c) show the robots transitioning to the next
region; In d), all 9 robots have reached the new region and can proceed to the next. In e)
and f), robots are transitioning to the next region. In g) and h), the robots are finishing
their task
with the constraint that no robot may advance to the next region until all have crossed the
previous gate. This will ensure that all the robots will be together at some point in each of
the regions visited.
Initially all robots apply a control mode u0 that guides them through the first virtual gate
γ˜[0]. Once robot i crosses the gate, its filter will be in an information state for which all
gates are blocked u′0(c) = 1 for all c ∈ C, and it will broadcast the message y = (κ(γ˜[0]), i)
to all other robots in the region. When it receives y = (κ(γ˜[0]), j) for all j 6= i, the robot
concludes that the whole group is in the same region and it will be allowed to move forward
to the next region. This procedure continues for all gates in γ˜. Note that all robots run the
same policy but their information states may differ at various points during execution.
Simulation Results
We implemented the distributed protocol for 9 robots in Python. Results of the implemen-
tation of this protocol are presented in Figure 3.14.
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3.4.4 Protocol 2: A Leader-Follower Strategy
In this section, we present an alternative solution to the task of multiple robots visiting
simultaneously a set of regions. We still have n robots but one of them will be denominated
the leader and the others will be henceforth called followers. This setup has some similarities
to robot following tasks [27] and vehicle platooning [106].
Suppose, without loss of generality, that robot 1 is the leader. He will store G1, r0,
and γ˜; and he will track its own state as well as the other robots’ state. In terms of
communication, this robot can receive and send information from/to all the followers. Robots
2 to n (followers) will not store any information and will only be able to execute control mode
uc that enable the robot to cross gate with color c. They will be able to receive and send
information to the leader but they can not communicate among themselves.
The protocol starts with all the robots in r0. The leader, robot 1, sends the instruction
u0 to guide through γ˜[0] to all followers. The robot leader also applies action u0. Once a
follower robot crosses the first gate, he will block all the gates and broadcast y = (κ(γ˜[0]), i)
for i = 2, . . . , n. The leader robot receives this crossings and keeps a counter tracking how
many robots have crossed γ˜[0]. When this counter has reach the value n− 1 and the leader
has crossed γ˜[0], all the robots have reached the next region. The procedure will continue
for the rest of the gates γ˜.
Simulation results
We also implemented the leader-follower protocol for a group of 9 robots. Results of the
implementation of this protocol are presented in Figure 3.14.
3.4.5 A Comparisson of Both Approaches
In this section, we compare Protocol 1 an Protocol 2 using several criteria: i) storage, ii)
communication, iii) computation, and iv) robustness.
In terms of storage, in Protocol 1, each robot needs to store the region graph G1, the
string of gates γ˜, and a filter for each of the other robots, therefore its space requirements
are O(n|G1| + |γ˜|). On the other hand, in Protocol 2, only the leader robot needs to store
G1 and γ˜ therefore the storage requirements do not scale linearly with the number of robots.
Analyzing the communication needs, robots using Protocol 1 and Protocol 2, need to re-
ceive and send messages and the amount of information send and received is the same for
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Figure 3.14: Simulation of the decentralized protocol in an environment with 6 regions and
7 gates, and 9 robots numbered 1 . . . 9. The robots must simultaneously visit a set of 3
regions. a) All robots start in the upper-right most region; In b), the leader already cross
the red gate, and in c) and d) all the robots already transitioned to the new region; In e),
the leader cross the green gate and in f) and g) the rest of the robots are crossing the green
gate; Finally, in h), all the robots have arrived to the new region
both protocols Θ(n|γ˜|). There is, however, a substantial difference in terms of the communi-
cation network topology between both protocols: A fully connected communication network
is needed for Protocol 1, while a star communication network is required for Protocol 2.
Computational resources are spent when looking for paths in G1 and updating region
filters. Computational costs in Protocol 1 are shared evenly among all the n robots. However,
in Protocol 2, all the computation is performed by the leader robot; this has slight advantage
that some redundant computation is eliminated by centralization.
Although computation, communication, and storage requirements are less for Protocol 2,
Protocol 1 presents a distinctive advantage over Protocol 2: robustness. Since all robots in
Protocol 1 run the same algorithm, if one stops working, the protocol can be modified to
account for robot failures. For example, if after a certain time t the robot does not send any
message, it is assumed to be malfunctioning and its filter is eliminated from the other n− 1
robots allowing the navigation task to continue.
There is a trade-off between communication, computation, and storage (Protocol 1) vs
robustness (Protocol 2). It is an interesting open problem to find protocols that place in the
middle of the spectrum from a completely centralized protocol (Protocol 2) to completely
distributed protocol (Protocol 1). For example, two leaders can be used, which increases
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(a) (b)
(c) (d)
Figure 3.15: Navigation using local communication between robots: a) Two robots begin
together in the lower left region. These robots can communicate color information of the
gate just crossed. This information is sufficient to determine if the two are the same region,
a necessary condition to advance to the next region; b) after 42 seconds, the two robots
have reached their third region; c) after 76 seconds, the two robots have reached their
fourth region; d) after 137 seconds, the two robots have reached their last.
communication, computation, and storage but will lead to greater robustness.
3.4.6 Experimental Results
We implemented Protocol 1 on our robots by adding an inexpensive 2.4GHz XBee module
(under $25 US) to communicate crossing information, encoded as integers. The XBee radio
is based on the IEEE 802.15.4 standard. As illustrated in Figure 3.15, 2 robots navigate
jointly through a sequence of 5 regions.
3.5 Discussion and Future work
We presented an approach to control multiple robots without system identification, map
building, localization, or precise state estimation. The key ideas are to make wildly behav-
ing robots and gently guide them through the use of virtual gates. We demonstrated the
approach on simple, low-cost robots and in simulation. Although no formal proofs were pre-
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(a) (b)
Figure 3.16: a) The real environment for a simple navigation task; b) the corresponding
simulation model.
sented in this chapter, note that they are trivial with this approach: If the wildness condition
is satisfied, then the discrete transitions occur during execution, thereby solving the desired
task. The control modes are set to induce the desired paths through the transition graphs
G1 and Gn.
The following sections will present some open issues and possible directions for future
research.
3.5.1 Expected Time of Completion
The completion time of a task depends on several factors such as the number of gates, the
region shapes, the gate widths, the size and number of robots, the number of obstacles inside
the regions, and the robot motion primitive. We have started to analyze these factors in
simulation. We first designed a simulation that closely matches the behavior of our real
robots, respecting the relative dimensions and speed of the robot as illustrated in the Figure
3.16.
In the first simulation, we study how the completion time is affected by the number of
robots. We took a navigation task with five regions and 4 gates. We performed 50 trials in
which the robot is initially placed in a random position and orientation. We repeated the
simulation for the same task using two robots, recording the arrival of the first and second
robot. The distributions of completion times are shown in Figure 3.17.
As seen in the plot, the distribution of the time of completion for one robot has only
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Figure 3.17: Plot of completion times (seconds) for one robot (left), two robots first arrival
(middle), two robots second arrival (right)
Figure 3.18: A simulation of the environment with two virtual gates
one outlier. When two robots are placed in the same environment, the first robot arrives
significantly faster than a robot placed in isolation; however, the second robot takes longer
to arrive. We also ran the simulation with a smaller number of gates (See Figures 3.18 and
Figure 3.19). It can be seen that fewer gates results in more outliers and a slightly higher
expected time of completion. This is a simple first step to understanding different tradeoffs
for a given task. More simulations studying these factors can be found in [39].
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Figure 3.19: Plot of completion times for four gates (left) and two gates (right) for a single
robot
3.5.2 Virtual Gate Placement
One important issue is where to place the virtual gates. Given a geometric description of the
environment E, we would like to find the best placement and number of gates |Γ| to ensure
the desired performance in the completion of a task. Alternatively, given an environment
and a fixed number of gates, determine the location that gives the best performance. This
may be related to the problem of sensor placement in sensor networks [107].
As noted before, some of the problems required the robot to be able to distinguish all the
gates in a region. In other words, the associated graph, G1, should be edge colorable. It has
been proved [108] that simple graphs (without self loops and no multiple edges between any
two different vertices) with maximum vertex degree d will need at most d or d + 1 colors.
Furthermore, efficient algorithms for planar graphs have been proposed to find a proper edge
coloring [101]. We can apply these algorithms directly to G1.
The colored tape represents only one way to implement virtual gates. Other sensor modal-
ities such as infrared detectors, or location of simple landmarks can be usedIn fact, it is best
if the robot is able to use natural features in the environment as virtual gates. This leaves
tremendous opportunities for future research.
3.5.3 Mapping and Localization
Most of the tasks solved by our methodology require little or no information about the
environment. In the most complicated tasks, such as arbitrary navigation, information
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about the transition graph G1 must be given to the robot. However, if G1 is not available
to the robot, it should attempt to learn the graph during execution. If we start with a
proper edge-colorable graph, each of the edges can be distinguished in a region and on-line
graph exploration algorithms, such as [109], can be applied. Furthermore, it is interesting to
determine what tasks that robot can solve while having only partial information about G1.
3.5.4 Formal Specification of Tasks
One motivation for our ideas is the recent work on translating high level specifications into
low-level controllers for the control of multiple robots [68, 69, 70, 61, 62, 71, 72, 73, 74,
63, 64, 76]. Ideally, we should be able to give natural-language like description of robotic
tasks such as: “Two robots should visit regions r1, r2 and r3, then stay in region r3 for four
minutes, if you see a light on stay there, otherwise go to region r6”. We would like to find a
suitable representation, such as a logic or grammar, that can be used to describe high level
plans and then translated automatically to our simple controllers.
3.5.5 Better Wild Motions
There may be more efficient ways to generate wild motions. In each case, interesting trade-
offs exist between the ability to implement them on cheap hardware with limited sensing and
their overall efficiency. We are currently conducting experiments with the adaptive random
walkmotion planning algorithm [110] to possibly obtain more efficient motions inside of each
region. Alternatively, there may exist simple learning strategies that utilize simple sensing
information during execution, such as the time between bounces, to improve its performance.
3.5.6 Other Tasks Involving Communication
We proposed two different protocols to move a group of robots through a series of regions
can be solved. What other tasks can be solved using this limited communication model?
Perhaps robots can configure themselves in different formations in G1 as long as they do
not break the communication graph. Also, multi-agent communication approaches can take
advantage of a larger number of agents to efficiently explore and map G1.
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Chapter 4
DIRECTIONAL DETECTION GATES
This chapter departs slightly from the previous subsections. Recall that in Section 2.4 an
emitter-detector pair was placed on each side of a controllable gate to indicate the direction
of crossing of a body. This information was used to change the gate’s configuration based
on bodies counts in regions. In this chapter, we will use this sensor information to infer the
paths of bodies in their environment. This setup has important applications such as verifi-
cation of multirobot system execution, surveillance and security, and unobtrusive behavioral
monitoring for wildlife and the elderly. Part of this chapter has been previously published
in [111] 1.
4.1 Motivation and Related Work
Understanding the behaviors of agents (people, animals or robots) in their environments is
of foremost importance in various sectors of society. One prominent example can be seen
in assisted living communities, where health care personnel may desire vital information
about a patient such as location and activity in their living space [112]. Another important
example is the allocation of resources such as heating, ventilation and cooling (HVAC) in
residential, commercial and industrial spaces, where an estimation of the behavior of agents
in buildings can lead to significant savings in energy consumption [113]. Another major
example is in retail stores, where this information can be used analyze customer flows, traffic
trends, and determine optimal opening hours [114, 115]. Other important problems include
tracking wildlife movement, sensor assisted child care, and surveillance.
Multiple-agent tracking is a fundamental application of sensor networks that is challenging
due to both theoretical and practical issues. On the theoretical side, a tracking algorithm
1The author acknowledge the contribution of Oscar Sanchez in technical details in Section 4.5 and in the
intial code for Section 4.6. Justin Czarnowski provide experimental support in Section 4.7. Allen Huang
collaborated with the implementation presented in Section 4.6
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should be able to initiate and terminate tracks, solve data association problems, and take
into account errors due to sensing [21]. Practical limitations include memory, communication
bandwidth, computational power, and battery life of sensor nodes [116].
Most tracking methods attempt to estimate the exact position of agents in a continuous
state space [20, 21, 14, 117]. In these methods, tracking is done using Bayesian filters, such as
the Kalman filter and particle filter. These techniques, however, require dynamical modeling
of the agents and reasonably good measurements of the moving agents.
Several algorithms using binary proximity sensors have been proposed for tracking a single
agent [118, 119, 120]. For the multiple agent tracking case, extensions have been proposed
which use classification [121] or constrain the tracking to the real line [122]. The binary
proximity sensors are usually modeled as circular disk regions that must cover the tracking
region of interest. The assumption of a disk region may not be realistic in practice for
commonly used sensor modalities such as acoustic sensors and passive infrared sensors.
Recently, in [35] the problem in which one agent travels among obstacles and binary
detection beams was considered. Algorithms were proposed to determine possible paths
followed by an agent based only on binary sensor data from a set of sensor beams. An
extension was presented in [123], which proposes and solves a verification problem in which
a claimed behavior of a single agent is validated against an observation history from a network
of detection and beam sensors. In [124], errors in the agent story were considered. We build
on these results to track multiple agents.
Our ideas for tracking multiple agents differ in several important aspects as compared
with previous approaches. First, we use a simple sensor, the directional beam, that only
provides the direction of crossing of the agent. This sensor can be implemented in an
inexpensive and reliable fashion that preserves privacy. Second, our ideas do not require
precise metric information. This allows us to develop algorithms that are simple to implement
and computationally efficient. Third, we do not assume a precise dynamical modeling of
agents (which can be hard to obtain in practice). Instead, we provide a base algorithm that
can be modified to suit different tracking scenarios.
This chapter is organized as follows. Section 4.2 presents the problem formulation. Sec-
tion 4.3 introduces a base algorithm for tracking multiple agents assuming perfect sensing,
and includes a discussion of its limitations. Various modifications and extensions to the base
algorithm are provided in Section 4.4. Section 4.5 removes the perfect sensing assumption,
and presents algorithms for detecting and correcting errors. Section 4.6 uses real data from
moving people to evaluate our algorithms. Section 4.7 presents a hardware architecture that
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Figure 4.1: Three agents moving in a building.
uses inexpensive components implementing the algorithms proposed along with illustrative
experiments. Conclusions and directions of further research are discussed in Section 4.8.
4.2 Mathematical Formulation
Similarly to the mathematical formulation of the virtual gates presented in Section 3, we have
a set Γ of m Directional Detection Gate gates that separate the environments into a set R of
regions. Each γ ∈ Γ will be considered a line segment instead of a rectifiable curve and will
have a unique label. For example in Figure 4.1 the gates are labeled Γ = {a, b, c, d, e, f, g}
and divide the environment into six two-dimensional regions. Each γ ∈ Γ instead of being
a marker, is a sensor that detects the direction of crossing of a body. This sensor can be
implemented using two emitter-detector pairs as illustrated in Section 2.4 but there are other
possible implementations.
There will be a number n (unknown but finite) of indistinguishable bodies moving inside
the environment. The trajectory of a single agent is represented by x˜i : [0, tf ]→W, in which
[0, tf ] represents a time interval and tf is the final time. We assume that the set of possible
paths for each body is restricted so that every gate crossing is transversal (the agent cannot
“touch” a gate without crossing it).
Let D = {−1, 1} be the set of gate directions. The sensor model depicted in Figure 4.1
can be obtained by a sensor mapping h :W → Y in which Y = Γ×D.
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Figure 4.2: Region graph.
We define yˆ : [0, t] → Y to be the observation history, or observations collected during a
period of time [0, t] from all the sensors. Let y˜ be the observation string (or sensor word)
that is obtained from yˆ by taking the crossing events and preserving only the order, the
labels and the directions (no time information).
For example, in Figure 4.1 we have Γ = {a, b, c, d, e, f, g}. For each γ ∈ Γ, γ denotes the
forward direction and γ−1 denotes the backward direction. In the example in Figure 4.1,
if left to right and bottom to top represent the forward direction, the sensor word is y˜ =
g−1a−1d−1e−1bb−1c−1cef . Using this information, we would like to give possible explanations
about the paths of the bodies.
Since only pairs of regions can be connected we can define a simplified region graph G as
follows. Every vertex in G corresponds to a region in the environment A directed edge is
made from r1 ∈ R to r2 ∈ R if and only if a body can cross a single gate go from r1 to r2.
The corresponding beam label γ is placed on the edge. We also create an edge from r2 ∈ R
to r1 ∈ R with the beam label γ
−1 for the opposite direction. The corresponding region
graph for Figure 4.1 is presented in Figure 4.2.
Let y˜i be the sequence of crossings for the ith body. For the example in Figure 4.1, y˜1
(the green agent) is g−1d−1c−1 y˜2 (black agent) is a
−1bef and y˜3 (gray agent) is e
−1b−1c.
Within this framework we pose the following problem:
Perfect-sensing tracking
Given the region graph G induced by gates and obstacles, and the observation string y˜, present
an algorithm to return a set of possible y˜i.
90
4.3 Base Algorithm for Multiple Agent Tracking
In this subsection, we proposed an algorithm to reconstruct possible paths of moving bodies
in an environment using Directional Detection Gates. We initially assume that there are no
sensing errors, but we have already presented solutions for the case of sensing errors in [111].
We first provide the following definition:
Definition 1: Region Finite Automaton
Let MG = (Σ, S, sinit, δ, R) be a finite state automaton based on the region graph G in
which:
1. The input alphabet Σ = Y ∪ .
2. The set of states S = R ∪ {sinit}.
3. sinit is the initial state.
4. δ is the state transition function δ : S × Σ→ S.
5. R is the set of accept (final) states.
The state transition function δ is defined as follows: rj = δ(ri, β) if it is possible to go
from region ri to region rj while crossing beam β. The initial state sinit is connected by
-transitions to all the states in the region graph as follows: r = δ(qinit, ) for all r ∈ R.
Based on the definition above, we have the following observation:
observation The path of a single agent y˜i belongs to the language of MG, L(MG), in which
L(MG) ⊂ Σ
∗ is the set of strings that are accepted by the finite automaton MG.
The previous observation allows us to propose a base algorithm to assign observations to
agents. The basic idea of the algorithm is to iterate through all of the characters in the
sensor word y˜, looking for strings y˜i that belong to L(MG). An outline of the algorithm is
presented in Algorithm 5.
A prerequisite for the algorithm is to find the region graph G. If we are given a geometric
representation of the workspace, obstacle, and directional detection gates as an edge list, a
cell decomposition procedure (see [16], Chapter 6) such as vertical cell decomposition [125]
can be applied to the free space. After applying the cell decomposition, the cells that share
borders must be combined [123].
The algorithm receives as its input the region graph G and the observation string y˜, and
outputs a vector of assignments A which assigns an agent to each observation in y˜. Based
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Algorithm 5 AgentsAssignment (y˜,G)
Input: y˜[1..m] {Observation string}
Output: A[1..m] {Assignment of agents}
1: numberOfAgents← 0
2: for j = 1 to |y˜| do
3: source← GetSourceV ertex(y˜[j], G)
4: target← GetTargetV ertex(y˜[j], G)
5: agent← Qsource.GetF irst()
6: if agent 6= NIL then
7: A[j]← agent
8: Qtarget.Insert(agent)
9: else
10: numberOfAgents++
11: A[j]← numberOfAgents
12: Qtarget.Insert(numberOfAgents)
13: end if
14: end for
on A and y˜, we can construct y˜i. The algorithm will update a queue Qr for each r ∈ R that
will contain the agents present in each region. All of the queues are initially empty.
In line 1 of Algorithm 5, numberOfAgents represents the agent currently being assigned,
initialized to 0. We iterate over the rest of the string. Since each element of the string
y˜[j] represents a directed edge in the region graph G, we can obtain its source and target
vertices. In Line 6, we check if there is an agent in the respective region queue. If an agent
is available, we assign the observation to the agent (Line 7) and move the agent to its target
region (Line 8). If an agent is not available, a new agent is created and inserted in the
destination region (Lines 10, 11, and 12).
Implementing Qr as a LIFO will give priority to agents that are already moving; in a sense,
agents with momentum keep moving. On the other hand, a FIFO implementation assigns
the agent that has been waiting the longest.
Algorithm 1 takes O(|y˜|+ |R|) time and O(|y˜||R|) space, in which |y˜| is the length of the
string and |R| is the number of regions.
4.3.1 Properties of the Algorithm
In this subsection, we will discuss the properties of the base algorithm. Suppose that we are
interested in the minimum number of agents that explain the observation string y˜. We can
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Figure 4.3: An example of ambiguity that can arise in the case of two agents
prove that if we implement Q as a FIFO (First In First Out) or LIFO (Last In First Out)
queue, we can explain y˜ using the minimum number of agents. This effectively gives a lower
bound on the number of agents. This result is analogous to the one found by [122] in the
case of tracking in the real line. Thus, we present the following proposition:
Proposition 4.3.1. The algorithm gives the hypothesis with the minimum number of agents
that is consistent with y˜.
PROOF: The proof follows from the fact that an agent is added only when the crossing
cannot be explained with the set of agents already considered. Since the count of agents in
each region is precisely determined by the sequence directional crossings, it is impossible to
have a hypothesis with fewer agents.
4.3.2 Fundamental Limitations
Since the beam sensors cannot distinguish between different agents, there is a limit up to
which the paths in the region graph can be reconstructed precisely. As a simple observation,
we have that if the agents never cross paths, then Algorithm 5 perfectly reconstructs each
agent path y˜i.
A result inherent in minimalist sensor networks is ambiguity, as presented in Figure 4.3.
In Figure 4.3 a sensor word y˜ = ce−1db−1 can be partitioned in two agents as y˜1 = cd and
y˜2 = e
−1b−1, or alternatively we can assign y˜1 = cb
−1 and y˜2 = e
−1d. This problem was
described in the context of proximity sensors in [122]. The next section will introduce some
suitable heuristics to eliminate ambiguity in practice.
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4.4 Variations on the Base Algorithm
In this section, we present variations on the base algorithm that will help reduce the ambi-
guity of path reconstruction. These variations will favor certain hypotheses and will help the
algorithm find a suitable answer to the tracking problem by incorporating prior knowledge
about the environment. We also present ideas that extend the range of applicability of the
base algorithm. The modifications are simple additions to the base algorithm that do not
significantly alter its time and space complexity.
4.4.1 Restrictions on the Number of Agents in Each Region
Suppose that we know the physical limitations of the regions in the environment (e.g., fire
code restrictions). For example, consider a living room that can be occupied by no more
than 10 agents. We can easily incorporate this knowledge by restricting the size of each Qr
to |Qr| ≤ ur, in which |Qr| is the size of the queue, and ur is an upper bound on the number
of agents in each region. This modification can be easily made by checking that the queue
is not already at maximum capacity before attempting to insert an agent (Lines 8 and 12).
4.4.2 Restrictions on the Length of the Tracks
Another possible modification is that we can associate to each agent a a counter variable c
that will take into account the number of regions that an agent has visited. We can use this
region counter to enforce an upper bound on the number of regions that each agent visits.
This can be implemented by assigning a counter to each agent that is incremented each time
an agent visits a region (Lines 8 and 12). When the algorithm assigns an agent (Line 5), it
checks that the counter has not exceeded the maximum track length.
Also, we may want to sort each queue Qk (Line 5) by the number of regions visited, giving
priorities to agents with shorter tracks.
4.4.3 Known Initial Condition
If we know the number of agents n and their initial regions, we can use this information to
initialize the queues appropriately. We can then proceed with the rest of the algorithm.
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4.4.4 Different Types of Agents
If, in addition to the number of agents n and their initial regions, we have information about
the type of agents in each region, we can assign different levels of distinguishability [126].
Let T denote a set of m teams, with m ≤ n. Let l : A → T be a mapping which assigns
a team to each agent. We might have m = 1, in which case all the agents would belong
to the same team, and we would return to the previous subsection. At the other extreme,
we might have l as a bijection with m = n with all the agents belonging to different teams.
More useful examples can be proposed, for example, assigning colors to the agents, with
T = {red, green, blue} or different types of agents T = {human, animal, robot}.
This team information can be used in several ways. For example, suppose that certain
areas are restricted to humans or some others allow at most a number of robots. We can
implement this modification in the base algorithm by associating to each queue Qr a m-
tuple of upper bounds U = [u1, u2, ..., um] for each type of agent in the regions. We can
enforce these constraints whenever we insert a new agent into the queues (Lines 8 and 12 of
Algorithm 1)
We can also use this information to give priorities when assigning which agent is going to
exit the region. For instance, we can give priorities to robots given that they move faster
than humans. This modification can be implemented in the policy of the queue (Line 5).
4.4.5 Using Time and Geometric Information
If we have a time stamp t associated with each observation in y˜, then we know the time in
which an agent enters a region. Suppose that for each region, we have the minimum time
necessary to traverse it (for example, by taking into account a bounded speed for agents).
We will be able to discard in the assignment of available agents (Line 5) those whose time
spent in the region is less than the required time to traverse it.
4.4.6 Additional Applications
In this subsection, we explore applications beyond path reconstruction using the framework
presented in the previous sections. Even though we might not be able to precisely reconstruct
the paths of all agents, there is a set of interesting problems that can be solved in our
framework. These ideas have important applications in areas such as smart energy allocation
in buildings, retail store statistics, and surveillance:
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Queries
Suppose that we have the observation string y˜. We are interested in answering questions
such as the following:
1. Which region was the most visited?
2. Which areas had the most traffic in a certain period of the day?
3. What was the count of bodies in a given period of time?
4. Were there more than 10 agents in any region at any given time?
These ideas are closely related to queries in sensor network databases (see [14], Chapter
6). The questions above can be easily solved by standard string manipulation algorithms.
For example, to solve the first question, we can simply count the number of characters in y˜
representing incoming edges for each region. For instance, to count the number of visitors to
region r4 (Figures 4.1 and 4.2), we just need to count the number of occurrences of characters
{d, f, g−1}. Similar simple procedures can be used to solve the remaining questions listed
above or other questions of interest regarding counts of agents in regions.
Path verification
Also, using the same problem formulation, we can deal with problems that involve verification
of paths. Suppose that we want to know whether a given path in the regions y˜story was
followed by an agent. This path may represent, for example, a certain order of visiting aisles
in a grocery store, certain places in a museum, or a story given by an agent that must be
validated [124, 123]. This problem can be framed as an instance of the well known Local
Alignment Problem (see [127], Chapter 11). The problem is defined as follows: Given two
strings y˜story and y˜, find two substrings s1 in y˜story and s2 in y˜ whose similarity is maximum
over all pairs of substrings. If the string s1 is precisely y˜story, then the query path is plausible.
This problem can be solved in O(|y˜story||y˜|) time [128].
4.5 Imperfect Sensing Case
Detection errors are common in sensor networks; there are numerous efforts described in
the literature to attack this problem. Most approaches assume a distribution on the sensing
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errors or a motion model for the agents [129].
In our directional beam sensor model implementation, we have observed that the only type
of error that we get is a false negative (an observation that is not reported). This error arises
in practice when two bodies cross the directional beam at the same time. This error may
also originate due to an agent crossing that is not detected, or a packet that was dropped in
the network and did not reach the central node.
We see the correction of errors as a preceding step to the procedure described in Section 4.3.
Therefore, we will have a string y˜error that may contain missing observations. From this
string, we want to recover the actual string y˜.
For this section, will assume that we know the number of agents in the system. This
assumption may be justified by an upper bound on the number of agents due to physical
space restrictions in buildings.
Since the agents are indistinguishable, we can define the following information space [16].
Definition 2: Counting Information Space
Let ni ∈ N be the number of agents in region ri, and n be the total number of bodies; hence∑
i ni = n. The counting information space is defined as IC = {(n1, . . . , nk) ∈ N
k|
∑k
1 ni =
n} in which k is the number of regions (ie. k = |R|). Therefore, |IC | =
(
k+n−1
n
)
; this is the
number of ways to put n balls (bodies) in k boxes (regions). Even though this information
space is large, we do not have to explicitly deal with it.
Definition 3: Counting Finite Automaton
Using the information space, we can define the following finite automaton
MC = (Σ, IC , η0, δC), (4.1)
in which Σ is as described in Definition 1, IC is the counting information space, η0 ∈ IC is
an information state that corresponds to the initial configuration of bodies in the regions,
and can be represented by a vector of counts. Finally, δC : IC×Σ→ IC is defined as follows:
δC(η, β) = η
′ if and only if it is possible to go from η to η′ by a single agent crossing of the
beam β.
Based on the previous definitions we have the following observation:
Observation All observation strings y˜ belong to the language of MC , L(MC) .
Based on the above result, we first propose a verification algorithm that decides if a string
is correct or not. Then, we propose a procedure to reconstruct the true observation string.
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Figure 4.4: a) An example of an arrangement of three regions, and three gates for two
bodies; b) the corresponding Counting Finite Automaton.
Using the base algorithm of Section 4.3, it is clear that there exists a polynomial-time
algorithm that can determine whether an observation string is in L(MC). It is enough to
initialize the queues according to the information in η0. If during the execution of the
algorithm (using LIFO or FIFO) no additional agents are required, then the string is in
L(MC). Notice that we do not need an explicit representation of the automaton. As noted
before, the algorithm requires O(|R|) space (only the size of the queues are necessary), and
O(|y˜|) time.
The condition that y˜ 6∈ L(MC) is sufficient for detecting an error; that is, if this condition
is true then there is an a error. However, if the observation string is valid with respect to
MC , it does not imply there is no error.
Observation The errors in string y˜e can be corrected by finding its closest string in L(MC).
In order to correct the sensor word, we can find a string in the language defined by MC
that is close to the observation string (y˜e). Since it is assumed that only false negative errors
occur, only insertions can be considered as valid transformations of the observation string.
This approximation can be obtained as a special case of the edit distance, and therefore can
be computed using a dynamic programming based procedure [130, 131].
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4.6 Real Datasets
In this section, we evaluate our algorithms using real, ground truth datasets of moving people
in indoor scenarios. We first describe the dataset used and then present the results.
In order to test our ideas with larger, real datasets, we use data from the CAVIAR
project [11]. The CAVIAR project 2 was motivated by applications such as city surveil-
lance, anomaly detection in behavioral patterns of pedestrian, and customer behavior study
through the use of computer vision techniques. In that project, a number of videos were
recorded and annotated to be used as ground truth for computer vision approaches. The
videos include scenarios with multiple people performing several activities such as interact-
ing, walking, and shopping.
(a) (b)
Figure 4.5: Courtesy of the CAVIAR project [11]. Snapshots from people shoping in a
mall. a) Corridor view; b) front view.
In particular, we will use the portion of the dataset that take places in a shopping center
in Lisbon, Portugal. The dataset consists of 26 video clips each with two different point of
views: corridor view and front view, as illustrated in Figure 4.5.
Each video provides ground truth information stored in an XML file. The ground truth
file list for each frame of the video all people present in that frame along with a manually
obtained bounding box around each individual in the image (pixel) space.
Along with the annotated frames, a set of 4 pixels xi, i = 1, .., 4 with corresponding x
′
i,
i = 1, .., 4 coordinates in the workspace are provided. We use the pixel and measurement
pairs to calculate the homeography matrix H that maps xi = Hx
′
i. After obtaining the
2The author acknowledge the members of the CAVIAR project (EC Funded CAVIAR project/IST 2001
37540) for the annotated ground truth videos use in this section
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matrix H , we can transform the trajectories of people in the image space to ground truth
trajectories in the workspace.
m
j
d
a
k l
h i
e f
b
g
c
Figure 4.6: Courtesy of the CAVIAR project [11]. A set of 18 “virtual gates”, labeled
a, b, ..., m, were created to use the trajectories in the videos as a ground truth for our
tracking ideas
In order to test our tracking ideas with the ground truth trajectories, we create “virtual
directional gates” as a set of line segments that divide the workspace (See Figure 4.6) and
calculate when a person crosses these directional gates in the ground trajectory. This proce-
dure allow us to obtain an observation string y˜ and the individual ground truth trajectories
y˜i for each video. In the next section, we present experiments comparing the results of our
algorithm’s path reconstruction with the ground truth trajectories.
4.6.1 Results
In this section, we illustrate the use of the ground truth CAVIAR video trajectories through
two detailed examples.
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(a) (b)
(c) (d)
Figure 4.7: Courtesy of the CAVIAR project [11]. Two people cross paths in the entrance
of a shop. a) At 3 seconds a person enters the first section of the corridor; b) After 7
seconds, a new person exits the store and enters the first section of the corridor while the
first person enters the store; c) After 9 seconds, the first person completely enters the store
and the second person is walking in the corridor; d) After 16 seconds, the second person is
exiting the corridor
Example 1
In the first example, we have a video of two people walking on a corridor and crossing paths
at the entrance of a store. The snapshots are presented in Figure 4.7. We took the ground
truth trajectory in the image space and use the homeographic matrix H obtained in the
previous section to obtain the trajectory in the workspace; this is shown in Figure 4.8 and
Figure 4.9 where all paths in the video are displayed.
The observation string is y˜ = mk−1km−1 and the ground truth trajectories are y˜1 =
mk and y˜2 = k
−1m−1. We use as region graph the four divisions of the corridor induced
by the placement of the virtual detection gates and the adjacent regions as illustrated in
Figure 4.10. We implemented the base algorithm presented in Section 4.3 in Python. After
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(a) (b)
(c) (d)
Figure 4.8: Calculated ground truth paths using the homographic projection, the snapshots
correspond to each of the events shown in 4.7. a) The first person entering the corridor; b)
The second person enters the corridor while the second person is in the process of exiting
it; c) The first person completely exit the corridor, while the second person is about to exit
it; d) The second person exits the corridor.
using the simple FIFO policy of the base algorithm, both ground truth path trajectories
were successfully recovered.
Example 2
The second ground truth video discussed presents a more complicated scenario for our al-
gorithm involving five moving people. In this video, there are two people walking together
through the corridor. At the same time, in the entrance of the store, two people cross paths.
This ground truth video is summarized in Figure 4.11. As in the previous example, we use
the homography matrix to calculate the ground truth paths, they are depicted in Figure 4.12
and Figure 4.13.
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Figure 4.9: All the agents paths in the ground truth video 4.7.
The observation string is y˜ = i−1j−1jjb−1kk−1m−1a and the ground truth trajectories for
the individual agents are y˜1 = i
−1j−1k, y˜2 = j, y˜3 = j, y˜4 = b
−1a, and y˜5 = k
−1m−1. If we
apply the base algorithm with a FIFO policy, the output will be y˜1 = i
−1j−1j incorrectly
assigning observation j to the first agent. After observing many of the CAVIAR dataset
videos, we noticed that an agent never goes back and forth in this environment: if he crosses
gate γ, he will not cross gate γ−1. We add this simple heuristic to the base algorithm: when
assigning an observation γ, if there is any agent in the region whose last observation is γ−1
create a new agent. This means that if an agent cross a gate (γ) it will not cross it backward
(γ−1). This simple heuristic allows our algorithm to correctly assign the five paths.
4.7 Implementation
In this section, we present the results of our physical implementation of the ideas presented
in previous sections. We will first describe an inexpensive architecture that we developed to
implement the algorithms. We will then present the results of several experiments using our
hardware implementation.
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(a) (b)
Figure 4.10: a) Each division of the corridor by virtual directional gates is a region and
additional regions are added in the boundaries of the corridors; b) The region graph
associated with the decomposition in (a)
4.7.1 Hardware architecture
Agent crossing feedback is achieved through the use of optical emitter-detector pairs. Laser
pointers were chosen because they are inexpensive (about $2 US each) and easily aimed.
The laser pointers were modified to run on external battery packs (3 AA alkaline batteries
in series). Simple photodiodes (about $2 US each) were mounted on the opposite side to
detect the laser beams. When an agent crosses a beam, a change in voltage is observed at
the output of the photodetector. We built a simple ADC circuit based off of the LM339
comparator to detect this change.
We use a Complex Programmable Logic Device (CPLD) to process the digital outputs
from our ADC board. Although it is possible to detect crossings with the use of a single
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(a) (b)
(c) (d)
Figure 4.11: Courtesy of the CAVIAR project [11]. The ground truth video includes4
people moving in the corridor. a) At 2 seconds, there are two people walking on the
corridor together and a person is entering the corridor in the left to right direction; b)
After 5 seconds, the person is exiting the corridor while the other two continue walking
together; c) After 9 seconds, another person is entering the corridor and the two people
continue to walk together; d) After 13 seconds, the person is exiting the corridor and the
two people still walk together
emitter-detector pair, false positive errors will be detected if an agent begins to cross a beam,
but changes direction and returns to the original region.
To solve this problem, we placed two emitter-detector pairs next to each other (the sepa-
rating distance must be less than the width of the agent to be detected). We call each set of 2
emitter-detector pairs a bidirectional beam. We implemented a state machine on our CPLD
to distinguish true crossings from false positive crossings. An added benefit of this method
is that it allows us to detect the direction of crossing. By visualizing an agent completing a
crossing of this bidirectional sensor, we can determine whether an agent has truly completed
a crossing, or whether it has simply started to cross, only to return to the original region
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(a) (b)
(c) (d)
Figure 4.12: Calculated ground truth paths through the homograpy matrix, the snapshots
correspond to each of the events shown in 4.11. a) Two people walking together and one
entering the corridor; b) A person is about to exit the corridor; c) A new person entering
the corridor; d) A person exiting the corridor
before crossing. A completed crossing can be seen in Figure 4.15. The resulting finite state
machine implementation is shown in Figure 4.16.
The total cost of our 4 bidirectional beam (8 physical beam) system is under $50 US.
Experimental testing showed our system to be highly reliable. Once the emitter detector
pairs are mounted and properly aimed, we do not find any errors for single agent crossings.
Additionally, our system is energy efficient: Using Altera’s PowerPlay Estimator, the current
draw after powerup of our 4 directional beam design is calculated to be only 0.072 mA after
powerup. Thus, the CPLD itself could run for over 37,000 hours from the energy contained in
three alkaline batteries. As for the laser beams, the current draw from a laser was measured
to be 21.7 mA when running off of a set of 3 AA alkaline batteries. Assuming a standard
AA alkaline capacity of 2700 mAh, a laser could run off of a group of AA batteries for over
120 hours.
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Figure 4.13: All the agents paths in the ground truth video 4.11.
4.7.2 Experimental results
We will illustrate the hardware implementation of our tracking system with an experiment.
For this example, we will show the tracking algorithms described in Section 4.3 applied to
two agents. For the purpose of this experiment, we created a 5.5’ by 4.25’ environment
bounded by cinder blocks. Small bricks on the inside of the environment represent obstacles.
We used two randomly moving agents (see Figure 4.18) and placed them inside the envi-
ronment. We then observed them with our tracking system for several minutes. A ground
truth trajectory of the agent paths was recorded using an overhead camera and OpenCV.
Figure 4.19 shows the ground truth. For the reconstruction algorithm, we used the base
algorithm, implementing each Q as a FIFO (giving priority to the agents who have been
in a region the longest). For clarity, only the first several seconds of tracking are shown.
The observation string was recorded as y˜ = b−1ac−1d−1a−1b−1dc−1d−1cbdb−1d−1c−1d−1dd−1
in which clockwise crossings are represented as forward, and counter-clockwise backward are
represented as reverse. The reconstruction based on this string is shown in Figure 4.20. The
paths found are given by y˜1 = b
−1c−1d−1dd−1dd−1dd−1 and y˜2 = aa
−1b−1c−1cbb−1c−1d−1.
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Figure 4.14: An agent in the process of crossing a bidirectional beam.
Figure 4.15: Illustration of an agent crossing a directional gate from left to right.
4.8 Discussion and Future Work
In this work, we have presented simple and efficient algorithms for econstructing the paths
followed by multiple agents using inexpensive, weak detection sensors. We designed and
implemented a low-cost, low energy consumption hardware architecture to demonstrate the
practicality of our proposed approach. The following sections indicate directions for future
work.
4.8.1 Sensor placement and localization
One interesting problem in our framework is that of sensor placement. Given an environment
E, we would like to find a proper placement of directional detection gates to obtain a good
tracking performance, so as to reconstruct agents paths as accurately as possible. Related
work can be found in the sensor network literature [132, 107].
108
IDLE
LR1 LR2 LR3 LRCROSS
RL1 RL2 RL3 RLCROSS
10
11 01
10
00
11
01
11 10
01
00
11
01 11 10
10 11 01
Figure 4.16: A state machine used to detect the completion and direction of a beam
crossing (all undisplayed transitions return to the IDLE state).
4.8.2 Activity recognition
Interestingly, y˜ serves as a description of the history and can be “queried” effectively. We
are interested in generating high-level descriptions such as: “Two agents entered together
Region 5 and spent 10 minutes there”. The reader should recall that in Section 2.5 we began
with a high-level formula and developed a control trajectory satisfying such formula. The
reverse process, transforming the sensing string y˜ to a high-level expression φ, can provide
a concise descriptions of the events in the area being tracked.
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r2 r3
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(a) (b)
Figure 4.17: a) A physical implementation of an environment including 4 directional
beams and 5 regions; b) the corresponding region graph of the environment.
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(a) (b)
(c) (d)
Figure 4.18: Some snapshots of the experiment: a) The two agents begin in the same
region; b) after 3 seconds, one agent has moved to the upper-right region; c) after 6
seconds, both agents have moved to the lower-right region; d) after 9 seconds, one agent
exits the region.
4.8.3 Wireless network architecture
In the experimental section, our hardware architecture was wired, this enables a substantial
price reduction but makes deployment time consuming. For this reason, we are currently
working on a wireless deployment of our system. This will allow our tracking system to be
more flexible and mobile. Since the information collected from the environment is minimal
simple network protocols can be proposed to collect crossing information.
Figure 4.21 presents our first prototype for a wireless directional gate node. It consists of
an Arduino Uno micro-controller (Under $30 US), two PIR Futurlec sensor modules (under
$ 7 US each), and a 2.4GHz low power transceiver nRF24L01+ (under $ 4 US).
In the wireless setup, each of the directional gates will function as an independent mote
that only has a pair of infrared sensors, limited storage and computation, and an inexpensive
communication radio transmitter. Each node will gather agents crossing and then relay them
to a central location for applying our proposed algorithms.
This opens a lot of interesting problems that are left for future work. For instance, what
network topology should be used? It is clear that a Single-Hop network architecture would
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Figure 4.19: A ground truth path of 2 agents moving in the environment.
b c
a d
Figure 4.20: A computer-reconstructed path based on our algorithm.
Figure 4.21: A first prototype of a wireless mote for directional detection
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be infeasible in a large deployment because of the limited range of the communication device.
The sensor placement of the nodes will be constrained not only by the geometry of the
environment E, but also by the communication range. The sensor nodes will form a com-
munication graph Gc = (Γ, Ec) where two gates (γ, γ
′) ∈ Ec if and only if γ and γ
′ are able
to communicate.
What communication protocol can be used? The only information that is transmitted is
gate crossings therefore the packet size should be small. We need to ensure that the packets
are reliably transmitted to the central node without incurring in additional overhead.
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Chapter 5
CONCLUSIONS
In this thesis, we have demonstrated that it is possible to solve important robotic tasks such
as navigation, patrolling, coverage, mapping, counting, and tracking using minimal sensing
computation, sensing, actuation, and communication. Our ideas lead to the development
of inexpensive, robust, energy efficient robotic systems with small code base and simple
hardware architectures. Combinatorial algorithms were proposed that are computationally
efficient and easy to implement. The key ideas are start with wildly behaving robots and
gently guide and filter them using different types of gate that partition the environment.
Future research and directions were mentioned in the final section of each of the previous
chapters; in this chapter, we present broader conclusions. Part of the discussion of this
chapter has been presented in one of our previous publications [133].
5.1 Moving Closer to Applications
We have successfully demonstrated in several experimental setups the practical feasibility of
our ideas and algorithms. We want to move further in this direction by looking at scenarios
where our simple robots and sensing systems can solve real world problems.
For our minimalist tracking ideas, an increasingly important application is assisted living
communities for elderly care. In this communities privacy preserving monitoring is essential.
Another relevant example is the allocation of resources such as heating, ventilation, and
cooling (HVAC) where an estimation of the residents behavior can lead to significant savings
in energy consumption in buildings. Other important problems include tracking wildlife
movement, sensor assisted child care, evacuation in public buildings, and surveillance.
There are also relevant problems that can be solved by guiding extremely simple robots
such as the ones described in this thesis. Examples include coverage for cleaning, dusting,
grass mowing, and agricultural applications. Other critical problems that can benefit from
the use of multiple inexpensive robots are searching, rescue, and demining.
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Moreover, mobile robots guided using virtual gates can also be considered an alternative
to current methods for multi-robot navigation. They can be applied in scenarios where
sensing is limited such as GPS or computer vision denied environments with the additional
advantage of low cost and easy deployment.
Finally, our ideas to guide robots can spark ideas in smaller scales. Nanorobotics has enor-
mous potential applications to medicine and molecular biology such as early diagnosis and
drug delivery for diseases [134]. Since our ideas apply to resource limited robots, they may be
implemented in smaller scales where precise sensing and computation becomes increasingly
hard to achieve.
5.2 Understanding Information Requirements and Tradeoffs in
Mobile Robotics
One troubling aspect of Mobile robotics is the lack of a fundamental understanding and a the-
oretical foundation analogous to the Theory of Computation for Computer Science [135, 136],
which provides notions such as system power, comparison, complexity, problem solvability,
and equivalence [133]. Such a foundation would be useful for understanding and exploiting
the information requirements and complexity inherent in tasks, and the relative trade-offs
in the design of systems. Progress has been made in [137] where a dominance relationship
based on the description of a robot as a set of primitives was proposed. A similar hierarchy
of robotic systems that perform tasks in a polygonal environment was presented in [138].
Ideally, given some task, we want to design a system powerful enough to complete it; also,
we want to compare the system against others that can complete the task. This is an impor-
tant element in systems design because it allows us find trade-offs between computational,
sensing, and actuation requirements, and can bring benefits in terms of energy, price, and
communication in implementations.
This line of research would help us to achieve a deeper theoretical understanding of the
requirements for common task such as navigation, patrolling, and tracking. In this thesis,
we have made some initial by progress by proposing a hierarchy of increasingly sophisticated
systems of gates and bodies that solve different tasks and that can be implemented using
different sensing and actuation modalities.
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