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Anew approach to the modelling of chemical reactors and contactors is discussed.This approach argues that the dispersion should, under most circumstances, bebased on Maxwell’s, rather than Fick’s di usion law. As a pair of ® rst-order
partial di erential equations of the hyperbolic type and requiring only inlet conditions,
the wave model is more realistic physically, has a much wider range of validity and in
many practical cases is simpler mathematically. Only mass transfer problems are
considered, but the results apply equallywell to the hydrodynamicdispersion of heat. It is
explained why the standard dispersion model fails in manypractical applications and why
the newwave model gives much better results.
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INTRODUCTION
A rational approach to the modelling of chemical
reactors as well as of all other transport phenomena
must be based on the conservation laws. The mass
conservation equation in general form can be written as:
¶c
¶t
+ divJ + q(c) = 0
where the change of the concentration c of some
component with time is related to the total ¯ ux of this
component J and its consumption rateq. It is reasonable
to represent the total mass ¯ ux J as the sum of the ¯ ux
due to the main ¯ ow uc and the ¯ ux j due to all other
factors, called the dispersion ¯ ux, so J = uc+ j. On this
basis the mass conservation equation in case of an
incompressible ¯ uid obtains the well known form:
¶c
¶t
+ u~ c+ divj+ q(c) = 0 (1)
In applications concerning chemical reactors the
concentration c and the velocity u in equation (1) are
usually some averaged values: for example averaged over
the cross section to the ¯ ow in one-dimensional models
or over a representative volume much smaller than the
reactor volume in other cases.
Equation (1) contains two unknown variables c and j.
Therefore, in order to use equation (1), a second
equation which relates the dispersion ¯ ux and the
concentration, has to be introduced. For many industrial
reactors it is almost impossible to say anything de® nite
about local mass transport in view of the very complex
hydrodynamic behaviour of the ¯ uid ¯ owing through a
real vector. Therefore, there is a need for a simpli® ed
¯ ow model.
In many chemical reactors the irregular hydrodynamic
¯ ow is the predominant process for mass transport: any
element of the ¯ uid representingsolute mass undergoes a
succession of random movements, superimposed on the
main ¯ ow, and these movements bring about mixing
of di erent parts of the ¯ uid. This process is analogous
to molecular di usion by random thermal motion of
molecules, although in equipment, macroscopic elements
of ¯ uid move instead of singlemolecules1. On the basis of
these observations it has been assumed that the disper-
sion ¯ ux can be described by an expression analogous to
Fick’s lawof di usion j= -De ~ c, only a hydrodynamic
dispersion tensor De must be used instead of the
molecular di usivity; the components of De usually are
much larger than the molecular di usivity. As a result
the well known Fickian type equation is obtained:
¶c
¶t
+ u~ c+ q(c) = ~ (De ~ c) (2)
After formulating the boundary conditions at the
periphery of the reactor volume, the well known reactor
model is obtained which is frequently referred to as the
dispersion model. It is also called the standard dispersion
model, SDM.
Taylor’s original work2 and its generalizations3 justify
the SDM only for slowly varying concentration ® elds.
Often the main assumptions underlying the SDM are
used without any justi® cation, probably because Fick’s
law is so well known and suitable from a mathematical
point of view.
At ® rst sight the SDM is a good generalization for the
ideal plug-¯ ow and ideal-mixing models; it is generally
believed that in all cases the SDM has a larger range of
applicability than the simple limitingmodels of plug ¯ ow
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and ideal mixing. Regretfully, in contrast to the simple
idealized models, the Fickian dispersion model contains
inherent physical contradictions, resulting in numerous
di culties in its applications4.
To demonstrate the shortcomings of the SDM,
consider in Figure 1 the photograph produced by Hiby5.
It shows how a tracer, injected continuously at one point
in the upstream ¯ ow through a packed bed, propagates
inside that bed. All tracer material remains contained in a
parabolic envelope. There is no back transport relative
to the system at rest and there is no tracer outside the
parabolic envelope. Molecular di usion, of course, can
be neglected in this case of rapid ¯ ow of a liquid.
However, the Fickian dispersion model of equation (2)
predicts the presence of tracer in each point of the packed
bed, and the solid line in Figure 1 shows where the tracer
should still be visible as calculated with equation (2). This
photograph also shows clearly that a signal cannot go
backwards into the reactor from the reactor outlet: so
reactor behaviour cannot be determined by conditions at
the reactor outlet. It is obvious that the conditions in the
reactor are in¯ uenced only by the situation at the inlet or
at the sidewalls. But theboundaryconditions of the SDM
haveto be set up both at the reactor inlet and outlet; this is
a direct consequence of the properties of the basic
equation of the model, which is of the parabolic type.
This simple experiment already demonstrates the lack of
reality of the Fickian type of equation and of all
discussions on outlet boundary conditions. Many other
experimental results also demonstrate the essential
disadvantages of the Fickian dispersion model6,7. In the
case of a molecular di usion-dominated dispersion,
equation (2) and the obvious boundary conditions are,
of course, appropriate.
For the reasons mentioned above, the problem of the
mathematical description of the physics in a dispersed
¯ ow system was again studied. Two recently published
papers7,8 depart from the original classical papers of
Danckwerts1 and Taylor2 where the concept of axial
dispersion superimposed on plug ¯ ow was introduced.
The current authors diverted from their approaches,
where it was thought necessary: this eventually led to
what was called the wave model for longitudinal
dispersion. In this paper this wave model is elaborated
and more physical explanations are given of the serious
shortcomings of the SDM to describe hydrodynamical
dispersion and it is demonstrated how the pitfalls can be
avoided. To this end the already old concept formulated
by Maxwell9 is used and examples are given of the
usefulness of the wave concept. For simplicity reasons
only one-dimensional dispersion is considered, although
the main results are also trueÐwith some restrictionsÐ
for multidimensional dispersion. The more general
problem will be discussed in following papers.
AMAXWELLIAN TYPEAPPROACH TO
HYDRODYNAMICALDISPERSION
The SDM is based on the assumption that the
dispersion ¯ ux obeysFick’s law. Therefore, for a decisive
solution of the problem, the underlying assumption of a
Fickian dispersion ¯ ux should be reconsidered.
An extensive literature is devoted to the generalization
of Fick’s law of di usion as well as to Fourier’s law of
heat conduction and Newton’s law of viscosity. General
questions of the kinetic theory and extended irreversible
thermodynamics leading to relaxation and other non-
classical transport equations were treated in mono-
graphs, for example by Tolubinskii10, Astarita11, MuÈ ller
and Riggeri12 and in other papers13± 17. The reviewarticles
by Joseph and Preziosi18,19 and OÈ zisik and Tzou20 on
heat transport by conduction give comprehensive
information about the problem. For an extension of
these results to reactor modelling, the physical back-
ground behind the generalized models must be well
understood. In this context Maxwell’s9 reasoning con-
cerning the phenomena of viscosity results to be very
helpful.Maxwell proposed a newequation for tangential
stresses r yx in a ¯ uid or a solid body which is di erent
from Newton’s law of viscosity and has the following
form, see p. 52 of his paper:
r yx + s
¶r yx
¶t = -
l ¶ux
¶y
(3)
Hereux is the velocity of thematerial in the x-direction, l
the viscosity of the material and s the time constant.
To derive equation (3) Maxwell at ® rst considered the
limiting case of a body f`ree from viscosity’, that is a
body with an in® nite viscosity, and after that he argued
how the relation between the stress and the strain for this
limiting case should be changed if the bodywere viscous.
As a result, equation (3) contains the ideas in Newton’s
lawof viscosity and in Hook’s lawof stress in a solid and
it avoids the paradox of an in® nite speed of momentum
propagation as predicted by Newton’s law21.
Maxwell introduced the very important parameter
for ¯ uids of the t`ime of relaxation’ s of the elastic force;
this t`ime’ characterizes how quickly changes of stress
in¯ uence changes of strain. He pointed out that for
many mobile ¯ uids the relaxation time is only a small
fraction of a second, whereas for some viscous solids
it may be several hours or days, the new term being
very important in that case. Maxwell’s ideas about the
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Figure1.TheHibyexperiment5. Tracer injectedcontinuouslyat a point
in a packed bed.
viscosity phenomena are quite general and easily can be
extendedÐwith some nonessential changesÐto mass
and heat dispersion phenomena.
To demonstrate this a simple scheme for dispersion
phenomena will be used. We consider some particles in a
random walk only along the x-direction. The nature of
the particles is unimportant: they may be molecules,
Brownian particles, random walkers or ¯ uid elements
representing the solute mass. For simplicity reasons it is
assumed that each particle has one of two velocities, v or
-v, and that the average residence times in either of the
two states are equal. So we have two groups of moving
particles and there is exchange of particles between
di erent groups. Let the numbers of the particles of the
® rst and the second kind in a unit of volume be c1 and c2.
The equations governing the total concentration of the
particles c = c1 + c2 can now be derived.
The conservation equation for the total amount of
particles is:
¶c
¶t
+ ¶j
¶x =
0 (4)
where j = (c1 - c2)v is the total ¯ ux of the particles.
Further, a second equation is needed to relate the total
¯ ux of the particles to their concentration. Following
Maxwell’s reasoning, ® rst consider the most simple,
limiting case where the particles move without changing
their velocity, so the di usivity is in® nitely large. This
is equivalent to a transport process during a very short
time interval. For this case for each group of particles
the conservation equations for the number of particles
are:
¶c1
¶t
+ v¶c1
¶x =
0, ¶c2
¶t -
v¶c2
¶x =
0 (5)
Equations (5) can be rewritten as:
¶j1
¶t
+ v2 ¶c1
¶x =
0, ¶j2
¶t
+ v2¶c2
¶x =
0 (6)
where j1 = c1v and j2 = -c2v are the ¯ uxesof the particles
of the ® rst and the second kind. Adding these equations
the following constitutive equation is obtained:
¶j
¶t
+ v2 ¶c
¶x =
0 (7)
Equations (5) show that the derivatives following the
motion of both ¯ uxes j1 and j2 are equal to zero, that is:
¶j1
¶t
+ v¶j1
¶x =
0, ¶j2
¶t -
v¶j2
¶x =
0
It means that for observers moving with velocities v and
-v the ¯ uxes j1 and j2 will be constant.
Now the question is how equation (7) should be
generalized if there is exchange between the two groups
of particles, or if the observation time is longer.
If interaction between the two groups of the particles
takes place, j1 and j2 will not remain constant, but will
tend to change at a rate depending on the value of j1 and
j2 and on the nature of the dispersion phenomena. The
exchangebetween the particles of two groupswill lead to
an equalization of the concentrations c1 and c2, so the
total ¯ ux tends to disappear. It is reasonable, asMaxwell
did, to suppose this rate to be proportional to j, so that
instead of equation (7) one should write:
¶j
¶t
+ v2 ¶c
¶x = -
j
s
or
j + s
¶j
¶t = -
D ¶c
¶x
(8)
whereD = s v2 and s is a constant with the dimension of
time. In the present case s may be called the time of
relaxation of the dispersion ¯ ux. This relaxation time
must be of the order of the mean time of the free path of
the particles undergoing randommovement. In equation
(8) an equation has been obtained which has the form of
the Maxwellian equation (3) for momentum transfer,
which contains the ideas embodied in Fick’s law of
di usion, whichÐsee equation (7)Ðdescribes a pure
wave, regular mode of dispersion and which essentially
di ers from Fick’s law.
The di erence between the Fickian and Maxwellian
equations froma physical point of viewcan be elucidated
with a simple example. Let us consider again some
particles in a randomwalk in a coordinate system, where
the particles as a whole are in rest, see Figure 2. Let us
mark arbitrarily chosen particles in such a way that the
concentration of the marked particlesÐthe solid sym-
bols in Figure 2Ðdecreases along the x-axis and let us
consider the ¯ ux of the selected particles through some
plane perpendicular to the x-axis and at the moment
t = 0. The total ¯ ux of the particles through any plane is
zeroÐthere is no convective ¯ ux. Since the selected
particles are also an arbitrary group, the ¯ ux of this
group of particles is also zero. Thus there is no ¯ ux of
marked particles at the initial moment of time, whereas
their concentration gradient is not equal to zero.
The same is true for any other plane including the
planes x - k and x + k which are situated to the left and
the right of the chosen plane at distances of the order of
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Figure 2. Particles in a randomwalk at t = 0 and t = s .
the mean free path k of the particles. But note that the
amount of the selected particles crossing the left plane in
one direction is larger than those for the right plane.
After some time s the particles crossing the left plane
from the left to the right and the particles crossing
the right plane from the right to the left will cross
plane x. Therefore only after some time the ¯ ux of
marked particles through the plane x will not be zero
anymore.
This example contradicts Fick’s law but it follows
from equation (8) what can be seen if it is rewritten in
the integral form:
j(x, t) = -
D
s e ¥0 e- t 9 / s ¶c(x, t - t 9 )¶x dt 9 (9)
To get to equation (9) one integrates equation (8),
regarding it as a ® rst-order linear di erential equation
and assuming j is ® nite at t = -¥. Equation (9) shows
that the di usion or dispersion ¯ ux at some moment of
time t is determined by the concentration gradients
duringall previousmoments of time and not only at time
t as stated in Fick’s law. According to this equation the
¯ ux of selected particles at t = 0 is zero since the
concentration and concentration gradient of these
particles at t < 0 are equal to zero; at t >0 equation
(9) predicts a non-zero ¯ ux.
Equation (8) for the dispersion ¯ ux combined with
mass conservation equation (4), and after elimination of
j gives rise to a hyperbolic second order equation:
¶c
¶t
+ s ¶
2c
¶t2 =
D¶
2c
¶x2
(10)
This equation predicts a ® nite velocity of signal
propagation equal to v = (D/ s )1/ 2; it is well known in
the theory of electricity as a generalization of Ohm’s law
and it is also called the telegraph equation, because the
same relation holds for the electricalpotential and for the
electrical charge per unit length of an electrical cable.
The essential di erence between equation (8) and
Fick’s law can be observed when s ®¥. Equation (10)
in that case transforms into a pure wave equation:
¶2c
¶t2
+ v2 ¶
2c
¶x2 =
0
describing the mass propagation in the form of two
waves without interaction.
An interesting and important generalization of equa-
tion (8) can be obtained for particles, which disappear
with a rate proportional to their concentration kc. As a
result, the constitutive equation for the dispersion ¯ ux
contains the constant k, characterizing the rate of
disappearance of the particles:
(1+ k s )j + s ¶j¶t = -
D ¶c
¶x
(11)
For chemical engineering problems such a generalization
is important because it corresponds to the disappearance
of matter due to chemical reaction. It should be noted
that equations (8) and (9) are written in coordinate
system where the displacement of each particle during a
su ciently long time is zero, In an arbitrary coordinate
system, where the particles move as a whole with a
velocity u, equation (11) takes the form:
(1+ k s )j + s ¶j¶t
+ s u ¶j¶x = -
D¶c
¶x
(12)
WHEN IS FICK’S LAWAPPLICABLE?
To understand the shortcomings of Fick’s lawapplied
to chemical reactors consider the situation where
equation (12) transforms into the classical law of Fick.
In that case one should assume the relaxation time s to
be zero. Then also the dispersion or di usion coe cient
must be zero because it is proportional to s : as a
consequence j = 0, as can be seen from equation (12). To
obtain Fick’s lawfromequation (12) one should keep the
dispersion coe cientD = s v2 ® nite. Thereforewe should
assume the particles velocity to be in® nite or we must
accept a physical contradiction. So the use of Fick’s law
implies a zero residence time in the free path and an
in® nite speed of the particles undergoing random move-
ments. This is in fact the physical reason, why the
standard dispersion model, consisting of parabolic type
equations, predicts an in® nite speed of signal propaga-
tion and, in particular, demands a tracer to be found in
any point in a system with dispersion, so that boundary
conditions at the outlet are also necessary.
When it is stated that some parameter goes to zero or
to in® nity, it is implied that its valuebecomesmuch lower
or much higher than that of other characteristic
parameters of the same kind. Therefore, Fick’s law is
applicable in every case where the relaxation time is
much lower than all other characteristic times of the
system under consideration and where the random
velocity ¯ uctuations are much faster than the velocity
of the convective ¯ ow.
For gas molecules at normal conditions the relaxation
time is of the order of 10- 10 s and their velocity of the
order of 100±1000ms- 1 and so the assumptions leading
to Fick’s law are acceptable in the case of molecular
di usion for most practical situations; the di erences
can hardly be detected and the physical contradiction
is hardly noticeable. An absolutely di erent situation
is found for convective hydrodynamical dispersion in
chemical reactors. Here both assumptions leading to
Fick’s laware rather questionable. The relaxation time is
much higher than for molecular di usion and sometimes
it is higher than the chemical reaction time or the mean
residence time. The velocity of the irregular convective
¯ ow can never di er much from the average convective
velocity. If it is assumed to be in® nitely large, a serious
physical contradiction is immediately apparent and in
particular boundary conditions are needed at the reactor
exit. This explains the shortcomings of the Fickian type
dispersion model.
SOME RESULTS OFTHEAPPLICATION OFTHE
MAXWELLIAN APPROACH TO LONGITUDINAL
DISPERSION IN ONE-DIMENSIONAL REACTOR
MODELS
The commonly encountered model for contactors and
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chemical reactors is the longitudinally dispersed plug-
¯ ow model:
¶c
¶t
+ u¶c
¶x
+ q(c) = De ¶
2c
¶x2
(13)
with the boundary conditions:
x = 0, uc0 = uc- De ¶
c
¶x ;
x = L, ¶
c
¶x =
0 (14)
The main ideas used to justify this SDM were
formulated in di erent ways by Danckwerts1 and
Taylor2. Both authors clearly understood the regions of
applicability of their results. Danckwerts considered his
model as a r`ough guide which will seldom be applicable
to practical problems’. Taylor never recommended the
use of his results for the calculation of such systems as
chemical reactors. A reconsideration of their approaches
using the concept described above, essentially changes
the SDM. In a recent paper Westerterp et al.8 have
demonstrated that only minor extensions to the reason-
ing of both Taylor and Danckwerts are su cient to
obtain a newmodel absolutely di erent from the SDM.
They obtained the following pair of equations for the
concentration averaged over the cross section to the ¯ ow
c and the dispersion ¯ ux j:
¶c
¶t
+ u¶c
¶x
+ ¶j
¶x
+ q(c) = 0 (15)
1+ s ¶q¶c( ) j + s ¶
j
¶t
+ s (u+ ua)
¶j
¶x = -
De
¶c
¶x
(16)
with the initial and boundary conditions:
t = 0, c = cin(x), j = jin(x) (17)
x = 0, c = c0(t), j = j0(t) (18)
as an alternative to the SDM. The ® rst equation is the
general mass conservation equation. The second equa-
tion is new, it has the same form as the Maxwellian
equation (3) for the tangential stress or the generalized
dispersion equation (12). In comparison to the SDM the
new model contains two additional parameters: the
relaxation time s and the parameter of the velocity
asymmetry ua. In a coordinate system moving with a
velocity u, the last parameter takes into account the
possible anisotropy of the dispersion process. The para-
metersDe, s and ua can easily be calculated for the caseof
Taylor dispersion, where the velocity pro® le and the
transverse dispersion coe cient are known. For example,
for laminar ¯ ow in a tube:
De =
d2t u
2
192Dmol
, s =
d2t
60Dmol
and ua =
u
4
(19)
In other cases they can be found in standard experiments.
The equations obtained are of the hyperbolic type and
possesswave properties. Thereforewe call our model the
`wave model’ .
The wave model avoids the conceptual shortcomings
inherent to the Fickian dispersed plug-¯ ow model: it
predicts a ® nite velocity of signal propagation and it
discriminates between apparent mixing and true back-
mixing. It also e ectively resolves the often discussed
problem of boundary conditions at di erent ends of
chemical apparatus. An important aspect of equations
(15) and (16) is that the boundary conditions, equations
(18)Ðin contrast to those of the SDM, equations (14)Ð
for unidirectional ¯ ow are set at the reactor inlet only; c0
and j0 in equations (18) are known values of the
concentration and the dispersion ¯ ux at the inlet. This
leads to a considerable simpli® cation of themathematics
for nonlinear problems as well as for multicomponent
and multivariable linear problems.
The advantagesof thewavemodel over the SDM have
been demonstrated by Westerterp et al.7. The wave
model equations lead to e cient analytical solutions for
linear problems, which are simple and di er in principle
from the solutions of the SDM; only for slowly varying
concentration ® elds do the solutions of both models
approach each other. Spatial and time moments of the
concentration distribution were obtained for pulse
dispersion problems; the ® rst three spatial moments of
the mean, the variance and the skewness have exact,
large-time asymptotic forms in the case of Taylor
dispersion. Old experimental work, which could not be
explained with the standard dispersion model, was
reconsidered and explained. Some examples demonstrat-
ing the advantages of the wave model are presented
below.
The Variance of the Residence Time DistributionCurve
Levenspiel and Fitzgerald22 focused on the di erence
in longitudinal dispersion due to di usion-like or
convective type mechanisms and showed what can
happen if they are confused. As an example, the authors
considered the longitudinal dispersion of a crowd of
droplets settling in a two-phase contactor. They pointed
out that with no coalescence the varianceof the residence
time distribution curve (RTD) is proportional to the
squared vessel length, r 2t µL2, whereas with frequent
coalescences the SDM should hold with r 2t µL. The
authors left the question: `What of the intermediate
situation of a few coalescences only?’
The problem described byLevenspiel and Fitzgerald is
explained by the wave model. For example, consider a
spread of tracer injected at the inlet into a ¯ uid ¯ owing
through a vessel. By the use of equations (15) and (16)
one can directly calculate the varianceof the RTD curve
at the outlet of the vessel. In the case of a tracer input
uniform over the cross section, we have:
r 2t - r 2t,0 = 2
DeL
u3
c 1+
2ua
u -
3De
u2 s( )
+ c
2De
u2 s
-
ua
u( ) + 1n 3Deu2 s = 1- 2uau( )( )
(1- e- c n )-
De
2u2 s n
1- e- c n(
2 (20)
where r 2t,0 is the variance of the RTD at the inlet of
the vessel, n = L/ (us ), c = (1+ ua/ u- De/ (u2 s ))- 1. The
variance in equation (20) is determined by standard
equations:
r 2t = e
¥
0
(t - t)2cdt
m
; t = e
¥
0
tcdt
m
; m = e ¥0 cdt
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Note, that there are some errors in the same formula
for the variance in the previous paper of Westerterp
et al.7. Equation (20) describes both extreme cases of
longitudinal dispersion considered by Levenspiel and
Fitzgerald22 as well as the intermediate situation. Figure
3 shows the di erence in variance r 2t = r 2t - r 2t,0 as a
function of dimensionless distance L/ us and calculated
with equation (20) and with the SDM. The values of the
model parameters chosen for the calculation correspond
to thewell developed laminar ¯ owin a tube, see equation
(19). For other values of these parameters the depen-
dencies found remain qualitatively the same. For a
relaxation time small compared to the mean residence
time or n = L(us ) ! 1, which corresponds to frequent
coalescences in the example of Levenspiel and Fitzgerald,
equation (20) gives the same result as the SDM:
r 2t = r 2t,0 =
2DeL
u3
whereas for a large relaxation time or n = L(us ) @ 1,
which is equivalent to the case of a non-coalescence of
droplets, we have:
r 2t - r 2t,0 =
Deu
2 s
(u(u+ ua)s - De)2
L2
u2
These relations coincide with the prediction of Leven-
spiel and Fitzgerald and are shown in Figure 3.
Equipment withDispersionandReaction, Operatedin the
Steady State
For a reactor with a ® rst order irreversible chemical
reaction, the equation describing the concentration
distribution is:
(s u2 + s uua - De)
d2c
dx2
+ (u+ k s (2u+ ua))
dc
dx
+ k(1+ k s )c = 0
The boundary conditions in the case of a uniform
concentration distribution at the inlet of the reactor are:
x = 0, c = c0,
dc
dx = -
s (u+ ua)kc0
s u(u+ ua) - De
The di erence between the wave model and the SDM
is obvious. The coe cients of the ® rst and second
derivatives in the wavemodel are of the same sign in the
case of unidirectional ¯ ow8 and both boundary condi-
tions are set up at the inlet of the reactor, whereas in the
SDM equation (13), the signs of these coe cients are
opposed to each other and the boundary conditions are
formulated at the two ends. Moreover, the wave model
does not involve the length of the reactor, the SDM does
so. This fundamental di erence is important from the
physical point of view; mathematically it is also very
important for nonlinear problems as well as for multi-
variable linear problems, where a numerical solution is
necessary. The qualitative di erence of the concentration
pro® les is considered elsewhere7: for thewavemodel there
is no concentration drop at the inlet and there is no
dependence of the pro® les on the reactor length.
How accurate the results calculated by di erent
models are, can be seen fromTable 1, where for di erent
values of the chemical reaction rate results are presented
for a laminar ¯ ow reactor with a ® rst order reaction. In
this case, the numerical solution of the two-dimensional
equation is available and can be considered to be the
exact solution to the problem. Thewavemodel gives very
accurate results for arbitrary reaction rates, whereas the
SDM does so only for slow reactions. For the in® nitely
long reactor or when the outlet boundary condition is
changed to c® 0 at x ®¥ the SDM gives absolutely
incorrect concentration pro® les if kd 2t /Dmol ®¥, which
implies there is hardly anyradial dispersion bymolecular
di usion in the apparatus. In this case the value of c
approaches0 for a ® nite valueof thedimensionless group
kx/ u and the plug-¯ ow model becomes more accurate
than the SDM, see Westerterp et al.7. An extensive
quantitative veri® cation of the wave model for various
dispersion problems in a laminar ¯ ow reactor has been
given by Kronberg et al.23.
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Figure 3. Di erences in variance as a function of the dimensionless
distanceas predictedwith the wave model and SDM.
Table 1. The dimensionlessconcentrationc/ c0 in the outlet of a laminar ¯ ow reactor calculated for di erent values of the reaction rate and on the
basis of di erent models.
kd 2t /Dmol = 40 kd 2t /Dmol = 400 kd 2t /Dmol ®¥
Wave Exact Wave Exact Wave Exact Plug ¯ ow
kL/ u SDM model solution SDM model solution SDM model solution model
0.1 0.9085 0.8789 0.8691 0.9090 0.8770 0.8476 0.9091 0.8767 0.8278 0.9048
0.5 0.6397 0.5605 0.5639 0.6625 0.5404 0.5304 0.6667 0.5375 0.5177 0.6065
2.0 0.1787 0.1458 0.1463 0.2810 0.1395 0.1472 0.3333 0.1366 0.1485 0.1353
5.0 0.0140 0.0115 0.0116 0.0631 0.0189 0.0183 0.1667 0.0206 0.0197 0.0067
DISCUSSION AND CONCLUSIONS
The drawbacks of the Fickian model for the descrip-
tion of hydrodynamical dispersion are well recog-
nized24,25. The model is physically contradictable, it
inevitably includes the problem of boundary conditions
and the dispersion coe cient of the SDM is a
complicated function of the time, the position and the
chemical kinetics in a reactor. It is commonly accepted
that correlations for the dispersion coe cients at
transient and at steady state conditions may be di erent:
this is also a serious disadvantage of the model, because
there is no exact boundary between these two situations.
For example, in a transient pulse experiment after a
su ciently long time the tracer concentration changes so
slowly that there is no di erence any more with the
steady state condition. The SDM is often not capable of
describing even a simple phenomenon. The experiment
of Hiby5 in Figure 1, the axial dispersion in the rotating
disk contactor26,27 and theunmixingphenomena ofHiby5
and Jasti and Fogler28 are examples and proof of this
statement. Nevertheless, until now it has been the most
used vehicle for the study of mass dispersion in di erent
types of chemical equipment.
Often the use of Fickian model is defended by the
motivation that its solution is identical with the solution
of more complex equations, derived from statistical
considerations, at points removed some distance from
the injection site or after su ciently long periods. But its
solution is not correct during the transition period29. For
many systems of practical interest, the initial transient
period, required to reach an asymptotic behaviour, is
not negligible30, indicating that the SDM is often not
applicable.
Many authors have suggested ways to improve the
model through the use of modi® ed boundary conditions,
but not the basic equation31± 37. However, the change of
the boundary conditions can only improve the results
of the particular calculations but not avoid unrealistic
model predictions, because the basic equation and hence
the main properties of the model, remain the same: the
model still predicts an in® nitely fast signal propagation
and incorrectly implies upstream transport of material.
As has been seen, for the use of the Fickian model two
conditions must be satis® ed:
1. The relaxation time must be much smaller than other
characteristic times of the process such as the mean
residence time, the chemical reaction time, etc.
2. The di erences between the local velocities and the
average velocityÐthe random velocity ¯ uctuations
leading to dispersionÐmust be much higher than the
average velocity.
The ® rst condition has been recognized sinceTaylor2, the
second one never has been put forward. If only the ® rst
condition is satis® ed the applicability range of the SDM
narrows. For example, the di erence between apparent
mixing and real backmixing cannot be predicted by the
SDM, evenwhen the commonly accepted condition of its
applicability is satis® ed. The SDM becomes senseless if
we are interested in the description of dynamic phenom-
ena, where upstream transport is very important, like
ignition±extinction phenomena or travelling waves in
® xed bed reactors. Such phenomena can only be
considered by models that include axial dispersion of
heat and mass in a correct way, since these are
mechanisms conducting heat and mass against the
direction of ¯ ow.
The second condition is never ful® lled in tubular
reactors and therefore the applicability of the SDM to
such reactors is always questionable. It may be satis® ed
in the apparatus with intensive internal mixing as in
bubble columns, ¯ uidized beds and in stirred tank
reactors in their central area, but not over the entire
reactor volume. Near the inlet and outlet, hydrodyna-
mical mixing is suppressed due to the presence of the
walls and therefore the SDM cannot be used with
con® dence for the whole reactor volume.
The ® rst condition determining the applicability of
the SDM also implies serious limitations in the use of
this model. To this end it is necessary to know the value
of the relaxation time. For many real reactors the
relaxation time has to be determined experimentally
but a good estimate can be made of its value when
the Taylor dispersion in a reactor is the predominant
mechanism of longitudinal dispersion. This case has
been considered in detail in a previous paper8. The
calculation of the relaxation time by use of a relation
for s Ðequation (23) in Westerterp et al.8Ðshows that
its value is not sensitive to the velocity pro® le and can
be calculated for the axisymmetrical case in a round
tube as:
s =
d2t
60Der
This relation in fact is Taylor’s2 estimate of theminimum
time where his result is applicable. Let us consider a
packed tube with single phase ¯ ow. In this case the
Bodenstein number for radial dispersion Bor = udp/Der
has a value of around 10, as has been observed many
times38 for Reynolds numbers above 100. So, in a packed
bed for Re> 100:
s =
d2t Bor
60udp
and the ratio of the relaxation time to themean residence
time tres of the ¯ uid in the packed bed:
h = stres =
1
6
dt
dp
dt
L
In a packed bed dt/ dp varies from 6 to say 1000. If h
is required to be at least smaller than 0.1 for the
applicability of the SDM, this means that L/ dt should be
at least 10. For a 1.59 9 tube diameterÐthe smallest size in
catalytic, cooled tubular reactorsÐand six particles on
the diameter this already necessitates a tube length of
0.4m. For packed bedswith a larger number of particles
on a diameter and large tube diameters, as in adiabatic
® xed bed reactors, the required tube length rapidly
becomes excessive. One must also be aware that the
statement above is only valid if, for example, the reaction
time c0/ q(c0) and all other relevant time constants are
much larger than s .
In trickle ¯ ow reactors at high loads, the Bodenstein
values approach those in a packed bed through which a
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single phase ¯ ows. Therefore also in trickle bed reactors,
the relaxation phenomenon due to Taylor dispersion on
a reactor scale may be important. It must be realized,
that the available Boax data have been determined with
the SDM, which might not have been valid. A quick
estimate shows that relaxation e ects, due to the
mechanism considered in di erent types of reactors of
industrial dimensions, like ¯ uidized beds, sparged bubble
columns and packed bubble columns is signi® cant
and therefore the one-dimensional Fickian dispersion
equation is questionable.
In most chemical reactors Taylor dispersion due to
variations in velocity across the apparatus is not the
sole reason for longitudinal dispersion. For example, in
packed beds longitudinal dispersion also originates
from the tortuous ¯ ow of ¯ uid in the form of blending
and separating streams in the voids between the
pellets and/or the mass exchange between the ¯ ow-
through and stagnant zones in the vicinity of pellet
contact points and/or the accelerationsand decelerations
of the ¯ ow, etc. Each mechanism is characterized by
its own relaxation time and dispersion coe cient.
The slowest relaxation processes originate from
molecular di usion, especially in liquids, and the
limitations on the applicability of the SDM may be
even stricter39.
Simple physical arguments have been presented as
to why the Fickian dispersion model is debatable and
why its application to hydrodynamic dispersion in
chemical reactors can be incorrect. Our analysis of
the problem shows that a simple resemblance of
hydrodynamical dispersion and molecular di usion is
not su cient to transpose Fick’s law to the description
of hydrodynamical mixing. Hydrodynamic mixing is
characterized by absolutely di erent time, velocity and
space scales andÐwhat is more importantÐ the
relationship of these scales to other process scales
may be completely di erent to those for molecular
di usion.
Fickian type equations can, of course, be used as a
simulation tool, that is for the description of experi-
mental data and sometimes with very high accuracy, but
not for modelling in the sense of Aris40, thus not for the
prediction of things which may happen under widely
di erent circumstances. Furthermore, there is no reason
to use the SDM instead of the wave model for reactor
problems. The proposed wave model is physically more
realistic, has a much wider range of validity and in
many cases is also preferable from the mathematical
point of view. The essential advantages of the wave
concept in hydrodynamical dispersion have been made
obvious.
The application of Maxwell’s concept to one-
dimensional dispersion only has been discussed; it also
holds true for multidimensional situations. All results
apply equally well to hydrodynamical heat dispersion,
but it should be realized that heat also can be transported
by radiation of conduction through a solid phase or
reactor walls. For the description of these mechanisms
appropriate laws must be used. The study of noniso-
thermal systems, multidimensional situations as well as
dispersion by simultaneous action of di erent mechan-
isms, is also required.
NOMENCLATURE
c concentrationof reactant/particles
dp particle diameter
dt tube diameter
D dispersion or molecular di usion coe cient
Dmol molecular di usivity
De e ective dispersion coe cient
De hydrodynamicdispersion tensor
j dispersion ¯ ux, ¯ ux of particles
k rate constant of a ® rst order chemical reaction
L reactor length
q consumption rate of a component per unit of reactor volume
t time
u velocity, velocity averaged over the cross section
ua asymmetry parameter
u velocityvector
v particle velocity
x longitudinalcoordinate
y transversecoordinate
Greek letters
l viscosity
r xy shear stress
r 2t variance of the RTD curve
s relaxation time
Subscripts
0 inlet at x = 0
1, 2 groups of particles
in initial at t = 0
r radial
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