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Einführung in die Clusteranalyse mit SPSS-X 
für Historiker und Sozialwissenschaftler 
Johann Bacher* 
Abstract: Th i s article is addressed to users of classification 
procedures in the social historical sciences. Accord ing to 
this aim an e x a m p l e from historical family research is used 
to descr ibe t he steps necessary to solve a classification task. 
These steps are : 
(1) Selection of classification a t t r ibutes and un i t s . 
(2) Trea tmen t of miss ing data . 
(3) Trans format ion of classification a t t r ibu tes to comparab-
le scales. 
(4) S tandard iza t ion of classification un i t s . 
(5) Selection of dissimilari ty and s imilar i ty measures . 
(6) Selection of classification procedures . 
(7) Calcula t ion of cluster solut ions . 
(8) Validition of cluster solut ions by stabili ty and sensit ivity 
analysis . 
As can be seen from the prev ious list some steps - especial-
ly step (2), (3) and (8) - are neglected or unde re s t ima ted in 
most books on cluster analysis, a l though they are of p rac 
tical impor t ance : How can missing data be t rea ted? W h a t 
are the effects of different t r e a t m e n t s of miss ing data on 
classification results? Is it bet ter to t ransform classification 
a t t r ibutes to c o m p a r a b l e scales by empir ica l or theoret ical 
procedures? How do these different m e t h o d s of data t r ans 
format ion inf luence the results of c luster analysis? Final ly, 
how can the validity of a cluster analysis be tested? 
The art icle t r ies to answer these ques t ions . F u r t h e r m o r e 
s tandard text books on cluster analysis pay little a t t en t ion , 
how a user of statistical p rogram packages can realize me-
thodological rules within the p rog ram used: H o w can cer 
tain types of dissimilar i ty measures be calcula ted wi thout 
* Address all communications to Dr. Johann Bacher, Institute of Sociology, Uni 
versity of Linz, A-4020 Linz, Austria. 
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specific op t ion in t he p rog ram used? H o w can data t rans-
fo rmat ion be real ized? Or , how can a sensit ivi ty analysis be 
pe r fo rmed , w h e n t he r e is no specific p r o g r a m to do this? 
In t h e ar t ic le the statistical p rogram package SPSS X is used 
to d e m o n s t r a t e the real izat ion of methodologica l rules . T h i s 
invest igat ion shows, that a wide variety of methodolog ica l 
rules can be realized wi th in S P S S X , if t he user wri tes smal l 
p r o g r a m s . H o w e v e r t he re are cer ta in l imi t a t ions , especial ly 
to t h e t r e a t m e n t of miss ing da ta . 
Exercises comple t e the represan ta t ion of t h e single s teps. 
They can be solved wi thou t any c o m p u t e r . 
1. Einleitung 
1.1 Aufgabenstellung der Klassifikation und Notat ion 
Klassifizieren u n d Systemat is ieren ist o h n e Zweifel ein e l m e n t a r e r Be 
s tandte i l j e d e r Wissenschaft . A u c h für die Gesch ich t s fo r schung lassen sich 
o h n e langes N a c h d e n k e n Beispiele für Klass i f ika t ionsprob leme f inden , 
wie z.B. die E in te i lung geschicht l icher Abläufe in Epochen , die Z u o r d n u n g 
a rchäo log i scher F u n d e zu b e s t i m m t e n Epochen oder die Z u o r d n u n g von 
Berufen zu sozialen Schich ten . 
Al lgemein bes teh t ein Klass i f ika t ionsproblem da r in , 
1 . aus e iner Menge von Ob jek t en h ins icht l ich b e s t i m m t e r M e r k m a l e 
h o m o g e n e Klassen zu bi lden oder 
2 . e ine Menge von Objek ten hins icht l ich b e s t i m m t e r M e r k m a l e bere i t s 
b e k a n n t e n Klassen z u z u o r d n e n . 
Homogeni tät soll dann vor l iegen, wenn sich die Objek te , die e ine Klasse 
b i lden , h ins icht l ich der ausgewähl ten M e r k m a l e ähnl ich sind und sich die 
Klassen selbst v o n e i n a n d e r deut l ich un t e r sche iden . Die be iden oben dar-
gestell ten Aufgaben un te r sche iden sich d a d u r c h , daß bei der zwei ten Auf-
gabe bere i ts Klassen vor l iegen, die du rch b e s t i m m t e Ausp rägungen in den 
M e r k m a l e n , die in die Klassif ikat ion e inbezogen werden , g e k e n n z e i c h n e t 
s ind . Bei der ersten Aufgabe sollen diese Klassen erst b e s t i mmt w e rd en . In 
dieser Arbei t werden vor al lem Aufgaben der ersten Art b e h a n d e l t . Ver-
f ah ren , die die zweite Aufgabe zu lösen ve r suchen , wie z.B. die D i s k r i m i -
nanzana lyse , werden n u r insofern be sp rochen , als sie sich zu r Ü b e r p r ü -
fung der Ergebnisse de r ersten Aufgabe e ignen. 
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Forma l werden für die Lösung e iner Klassif ikat ionsaufgabe e ine M e n g e 
von Objek ten , e ine Menge von M e r k m a l e n , in denen die Ob jek t e A u s -
prägungen besitzen und die die gesuchten Klassen charak te r i s ie ren , sowie 
ein geeignetes Verfahren benöt ig t . F ü r die weiteren Ausführungen wird, da 
die Terminologie in der Klassi f ikat ionsl i teratur keinesfalls e inhei t l ich ist, 
folgende Nota t ion festgesetzt: 
Die zu klassif izierenden Ob jek t e werden als Klassifikationsobjekte 
beze ichnet . In der Li te ra tur ve rwende te synonyme Beze ichnungen 
sind (Vogel 1975: 45): E l emen te (»e l emen t s« ) , Fäl le (»cases«) , O T U s 
(»opera t iona l t axonomic un i t s« ) , I t ems u.a.. 
D ie M e r k m a l e , die in die Klassifikation e ingehen , werden als Klas-
sifikationsmerk m ale beze ichne t . Synonyme Beze ichnungen sind (Vo-
gel 1975: 48): Variable (»var iab les« , »var ia tes«) , Charak te r i s t iken 
(»character is t ics« , »charac te r s« ) , At t r ibu te (»a t t r ibu tes«) , Mus te r 
(»pa t t e rns« , »fea tures«) u.a.. 
E ine empirische Klassifikation soll dann vorl iegen, wenn den Klas-
s i f ikat ionsobjekten u n d - m e r k m a l e n empi r i sche Beobach tungen 
zugrundel iegen . Synonyme Ausd rücke sind (Vogel 1975: 1): N u m e r i -
sche - oder m a t h e m a t i s c h e Taxonomie ( » n u m e r i c a l « oder » m a t h e 
matical t axonomie« ) , M u s t e r e r k e n n u n g (»pat te rn recogni t ion«) u.a.. 
Ma themat i sch - statist ische Verfahren, die eine empi r i sche Klassifi-
kat ion du rch führen , sollen als empirische Klassifikationsverfahren 
bzw. oft kurz als Klass i f ikat ionsverfahren bezeichnet werden . F ü r sie 
werden oft die gleichen Synonyme verwendet wie für die empi r i sche 
Klassifikation selbst. 
D ie Ergebnisse e iner Klassifikation schließlich werden als Klassen 
oder Cluster beze ichnet . Sic werden oft auch Typen oder G r u p p e n 
genann t . 
D ie Klassif ikat ionsobjekte und - m e r k m a l e müssen keineswegs mit 
den zur Verfügung s tehenden empi r i schen Beobachtungen ident isch, sie 
müssen aber bei e iner empir i schen Klassifikation zumindes t aus empi r i -
schen Beobachtungen abgeleitet sein. So kann beispielsweise die Ge-
b u r t e n r a t e als Klass i f ika t ionsmerkmal verwendet werden , empir i sch be-
obachtet werden aber nu r die Anzah l der G e b u r t e n in e inem J a h r und die 
Bevölkerungsgröße zu Beginn und am Ende des Jahres (1). Klassifika-
t ionsobjek te können z.B. auch durch Aggregation der beobach te ten Ein 
hei ten en ts tehen . 
Klass i f ikat ionsobjekte und - m e r k m a l e bi lden eine Klassifikationsda-
tenmatrix. Die Abb i ldung 1.1-1 en thä l t den a l lgemeinen Aufbau e iner 
solchen Mat r ix . Die Zeilen der Klass i f ika t ionsda tenmatr ix werden durch 
die Klass i f ikat ionsobjekte 1,2,..., n gebi ldet , die Spalten durch die Klassi-
f i ka t i onsmerkma le X I , X2, X3 , X m . In der Mat r ix s tehen die Ausprä-
gungen der Klass i f ikat ionsobjekte in den Klass i f ika t ionsmerkmalen . 
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Abbildung 1.1-1: 
Aufbau einer Klassifikationsdatenmatrix 
G e o m e t r i s c h kann m a n sich die Klass i f ika t ionsda tenmat r ix als m - di-
mens iona l en R a u m , der von den Klass i f ika t ionsmerkmalen aufgespannt 
wird , vors te l len. In d iesem R a u m besitzt j edes Klass i f ika t ionsobjekt e ine 
b e s t i m m t e Lage (vgl. A b b i l d u n g 1.1-2). 
In der Abb i ldung e r k e n n t m a n u n m i t t e l b a r 4 Clus ter : Ein Clus ter wird 
d u r c h die Klass i f ika t ionsobjekte 1, 2, 3 u n d 4 gebi ldet , ein wei teres du rch 
die Klass i f ikat ionsobjekte 5, 6, 7 u n d 8. Die Klass i f ika t ionsobjekte 9 und 
10 bi lden j edes für sich ein selbständiges Clus ter . D ie Klass i f ika t ionsmerk-
m a l e müssen keinesfalls - wie in der A b b i l d u n g 1.1-2 - u n a b h ä n g i g 
v o n e i n a n d e r sein. Liegt keine U n a b h ä n g i g k e i t vor , s tehen die Klassifika-
t i o n s m e r k m a l c nicht m e h r rechtwinkel ig (o r thogona l ) au fe inander . Dieses 
P rob lem kor re l ie r te r (n icht unabhäng ige r ) Klass i f ika t ionsmerkmale wird 
in Abschn i t t 2.3 b e h a n d e l t . 
In dem Beispiel der A b b i l d u n g 1.1-2 kann o h n e Z u h i l f e n a h m e eines 
m a t h e m a t i s c h e n Verfahrens e ine Klassifikation v o r g e n o m m e n werden . 
Bei e iner größeren A n z a h l von Klass ï f ika t ionsmerkmalen u n d / o d e r e iner 
g rößeren O b j e k t m e n g e ist das n ich t m e h r bzw. äußers t schwer mögl ich . In 
d iesem Fall ist m a n auf die A n w e n d u n g empi r i s che r Klassif ikat ionsver-
fahren angewiesen. Wie wird n u n e ine emp i r i s che Klass i f ikat ionsaufgabe 
konk re t gelöst? 
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Abbildung 1.1-2: 
Geometrische Darstellung einer Klassifikationsdatenmatrix 
mit 2 Klassifikationsmerkmalen X1 und X2 und n=10 
Klassifikationsobjekten 
1.2 Losungsschritte einer empirischen Klassifikationsaufgabe 
Die A b b i l d u n g 1.2-1 enthä l t ein a l lgemeines Schema für die Lösung 
e ine r Klassif ikat ionsaufgabe. Gegeben sind ein Klassifikationsziel , z.B. die 
Bi ldung sozialer Klassen, und Ausgangsda ten , z.B. die Ergebnisse e iner 
Volkszäh lung . Den ersten Schrit t stellt die Auswahl der Klassifikations-
merkmale und - objekte aus den zur Verfügung s tehenden Ausgangsdaten 
da r (s. dazu Abschni t t 2.2). Ideal wäre se lbs tvers tändl ich, wenn die Da-
t e n s a m m l u n g selbst von dem Klassifikationsziel gesteuert würde , was aber 
seh r häufig nicht der Fall ist. 
Im nächs ten Schritt ist zu übe rp rü fen , ob fehlende Werte vorl iegen und 
wie sie gegebenenfal ls zu behande ln sind (s. dazu Abschni t t 4.1). 
D ie Vergleichbarkeit der Klass i f ika t ionsmerkmale wird im nächs ten 
Schr i t t bei der Lösung e iner Klassif ikat ionsaufgabe überprüf t (s. dazu Ab-
schni t t 2.3). Ist e ine Vergleichbarkei t n icht gegeben, m u ß e ine Transfor-
mation der Klassifikationsmerkmale du rchgeführ t werden (s. dazu Ab-
schni t t 4.2). 
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Abbildung 1.2-1: 
Lösungsschema einer Klassifikationsaufgabe 
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In den nächs ten Schr i t ten m u ß entschieden w e r d e n , ob die Klassifi-
kationsobjekte standardisiert werden und welches Maß zur Messung der 
Unahnlichkeit bzw. Ähnlichkeit der Klass i f ika t ionsobjekte ve rwende t 
wird (s. dazu Abschn i t t 2.4.2). Eine S tanda rd i s i e rung der Klassifika-
t ionsob jek te wird beispielsweise dann v o r g e n o m m e n , wenn n u r relat ive 
Un te r sch i ede zwischen den Klass i f ika t ionsobjekten in die Analyse e inbe-
zogen werden sollen (s. dazu Abschn i t t 2.4.3). Die E n t s c h e i d u n g für ein 
b e s t i m m t e s U n ä h n l i c h k e i t s - bzw. Ä h n l i c h k e i t s m a ß hängt u.a. formal 
von dem Meßniveau der Klassif ikationsmerkmale ab (s. dazu Abschni t t 
1.3). 
D e r nächs te Schri t t bes teht in de r Auswahl eines Klassifikationsverfah-
rens. Diese lassen sich grob in drei G r u p p e n e in te i len : 
Verfahren der Clus te rana lyse , 
m e h r d i m e n s i o n a l e Ska l ie rungsver fahren sowie 
H a u p t k o m p o n e n t e n - u n d Fak to renana lyse . 
D ie m e h r d i m e n s i o n a l e Ska l i e rung sowie die H a u p t k o m p o n e n t e n - und 
Fak to renana lyse stellen unvol l s tänd ige Klass i f ika t ionsver fahren da r (Mez-
zieh 1982: 154), da sie n u r den Klas s i f i ka t ionsmerkmal s r aum reduzieren 
u n d e ine g raph i sche Dars te l lung der Klass i f ika t ionsmerkmale u n d Klas-
s i f ika t ionsobjekte in diesem reduz ier ten R a u m e r m ö g l i c h e n . Die Klassi-
f ikat ion selbst wird i.d.R. d a n n durch e ine g raph i sche Inspek t ion vorge-
n o m m e n . In der For schungsprax i s bes teht der U n t e r s ch i ed zwischen der 
Clus te ranaylse und den ande ren Verfahren ( m e h r d i m e n s i o n a l e Skalie-
rung , Fak toren- und H a u t p k o m p o n e n t e n a n a l y s e ) d a r i n , d a ß die Clus tera-
nalyse zur Analyse der Klass i f ika t ionsobjekte eingesetzt wird , die anderen 
Verfahren dagegen für e ine Analyse der Klass i f ika t ionsmerkmale . Die 
Verfahren selbst zwingen dieses Vorgehen n icht auf. D ie Verfahren der 
Clus te rana lyse k ö n n e n pr inzipie l l auch für e ine Ana lyse der Klassifika-
t i o n s m e r k m a l e (Abschni t t 2.6) eingesetzt werden . 
Nach der Be rechnung einer Clus teranalyse m u ß diese auf ihre Gül t ig 
keit hin überprüf t werden . Voraussetzung für e ine gül t ige Clus te r lösung ist 
ihre inhaltliche Interpretierbarkeit und ihre Stabilität. Verfahren der Sta-
b i l i tä t sprüfung werden ausführ l ich in Kapitel 3 b e h a n d e l t . Ist die Gül t ig 
keit e iner Clus te r lösung nicht gegeben, wird zum Schri t t 0 zu rückgekehr t . 
Die getroffenen En t sche idungen werden schr i t tweise überprüf t und gege-
benenfa l l s inhal t l ich begründe t modif iz ier t . Ein m e h r m a l i g e s D u r c h g e h e n 
der Schr i t te ist der Regelfall . 
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13 Exkurs: Das Meßniveau von Klassifikationsmerkmalen 
lassen sich drei Ar ten von Meßn iveaus un te r sche iden : 
nominales Meßniveau: Zwischen den M e r k m a l s a u s p r ä g u n g e n besteht 
n u r e ine g le ich /ung le ich Rela t ion . Die Stel lung e iner Person in e inem 
H a u s h a l t mi t den Ausprägungen 
Hausha l t svors t and 
Ehegat t in des Hausha l t svo r s t andes 
Sohn des Hausha l t svo r s t andehepaa re s 
Tochter des Hausha l t svo r s t andehepaa re s 
Verwandte des Hausha l t svo r s t andehepaa re s 
Diens tbo ten 
Bet tgeher 
ist ein Beispiel für ein n o m i n a l e s Klass i f ika t ionsmerkmal . N o m i n a l e s 
M e ß n i v e a u ermögl icht also n u r e ine E in te i lung in Klassen (Ausprä-
gungen ) und die Fests te l lung von Ungle ichhe i t (zwei Klassifika-
t ionsob jek te besitzen un te rsch ied l iche Ausp rägungen ) bzw. von 
Gle ichhe i t (zwei Klassi f ikat ionsobjekte besitzen die gle iche Ausprä-
gung) . 
ordinales Meßniveau: Zwischen den M e r k m a l s a u s p r ä g u n g e n besteht 
e ine Ordnungs re l a t ion (g l e i ch /k l e ine r /g röße r -Re la t i on ) . Die G r ö ß e 
der landwir tschaf t l ichen Nutzf läche mit den Ausprägungen 
1 = 0 bis 1 ha 
2 = 1 bis 2 ha 
3 = 2 bis 5 ha 
4 = 5 und m e h r ha 
ist ein Beispiel für ein ordinales Klass i f ika t ionsmerkmal , da sich bei-
spielsweise angeben läßt, d a ß ein landwir t schaf t l icher Betr ieb mi t der 
A u s p r ä g u n g 4 (5 und m e h r ha) übe r e ine g röße re landwir tschaf t l iche 
Nutz f läche verfügt als ein Betrieb mit der Ausp rägung 2 (1 bis 2 ha ) . 
Neben der Gle ichhei t und Ungle ichhei t kann bei o rd ina lem Meßni-
veau noch eine G r ö ß e n o r d n u n g festgestellt we rden . 
quantitatives Meßniveau: Zwischen den M e r k m a l s a u s p r ä g u n g e n sind 
A b s t ä n d e definiert . W ü r d e die landwir t schaf t l iche Nutzf läche - o h n e 
e ine Klasseneinte i lung - di rekt in H e k t a r erfaßt , w ü r d e ein quant i-
ta t ives Klass i f ika t ionsmerkmal vor l iegen. Es läßt sich n u n n ich t n u r 
feststellen, daß ein Betrieb über m e h r landwir t schaf t l iche Nutzf läche 
verfügt als ein andere r , sondern auch um wieviel m e h r . D a s quant i -
ta t ive Meßn iveau kann noch in ein interval l - u n d ra t ioskal ier tes 
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M e ß n i v e a u un te r te i l t we rden . In der Praxis k o m m t dieser Differenzie-
rung aber ke ine B e d e u t u n g zu. 
F ü r n o m i n a l e s M e ß n i v e a u ist auch die Beze i chnung kategoria les M e ß -
n iveau üb l i ch . N o m i n a l e s u n d ord ina les M e ß n i v e a u werden fe rner oft 
n o c h als n i ch t -me t r i sches M e ß n i v e a u beze ichne t . Fü r »quan t i t a t iv« wird 
oft auch die Beze i chnung »me t r i s ch« oder » k o n t i n u i e r l i c h « ve rwende t . 
D ie I n f o r m a t i o n , d ie Klas s i f ika t ionsmerkmale en tha l t en , n i m m t vom 
n o m i n a l e n M e ß n i v e a u ausgehend übe r das o r d i n a l e M e ß n i v e a u bis zum 
quan t i t a t i ven M e ß n i v e a u kon t inu ie r l i ch zu. D e s h a l b wird auch von e iner 
H i e r a r c h i e des M e ß n i v e a u s gesprochen , mi t dem n o m i n a l e n M e ß n i v e a u 
am u n t e r e n E n d e der H i e r a r c h i e u n d dem quan t i t a t iven bzw. ra t ioskal ier 
ten am obe ren E n d e . 
Übungsaufgabe 1: Bestimmen Sie das Meßniveau der folgenden Klassifikations-
merkmale und begründen Sie Ihre Entscheidung! 
a) Klassifikationsmerkmal - »Anzahl der im Haushalt lebenden Kinder« mit 
den Ausprägungen 0, 1,2, 3, .. 
b) Klassifikationsmerkmal - »Familienstand« mit den Ausprägungen »ledig«, 
»verheiratet«, »verwitwet« und »geschieden«. 
c) Klassifikationsmerkmal — »Betriebsgröße« mit den Ausprägungen »1« (1 -
10 Beschäftigte), »2« (11 - 50 Beschäftigte), »3« 
(51 - 100 Beschäftigte) und »4« (mehr als 100 
Beschäftigte). 
d) Klassifikationsmerkmal = »Industrialisierungsgrad« gemessen als Anteil des 
industriellen Sektors am Bruttoinlandsprodukt. 
1.4 Ein Wegweiser durch das Skript 
In diesem Skr ip t werden un te r den Verfahren der Clus teranalyse n u r die 
sogenann ten h ie ra rch i sch - agglomera t iven Verfahren (s. dazu Abschn i t t 
2.4.1) u n d ein a l loka t ives Verfahren (s. dazu Abschn i t t 4.1.2 u n d 7.2) be-
hande l t . Ü b e r wei te re Verfahren in fo rmie re m a n sich beispielsweise bei 
K a u f m a n n u n d P a p e (1984). Die B e g r ü n d u n g für diese Auswah l ist e ine 
p r agma t i s che : Die ausgewähl ten Verfahren s tehen in dem Sta t i s t ikpro-
g r a m m p a k e t SPSS X zur Verfügung, das e ine sehr große Verbre i tung be-
sitzt u n d für das an den meisten Univers i t ä t en e i n f ü h r e n d e Lehrve rans t a l -
tungen angebo ten werden . Das vor l i egende Skr ip t setzt diese G r u n d k e n n t -
nisse vo raus . D a s Schwergewicht liegt auf der k o n k r e t e n U m s e t z u n g und 
t echn i schen Rea l i s ie rung me thodo log i sche r Regeln , da dies in den meis ten 
e i n f ü h r e n d e n L e h r b ü c h e r n zur Clus te rana lyse n ich t behande l t wird . Ge-
rade h ier l iegen abe r sehr oft die e igent l iche P r o b l e m e . Diese lassen sich 
abe r n u r d e m o n s t r i e r e n , wenn mit e inem b e s t i m m t e n P r o g r a m m s y s t e m 
gearbei te t w i rd . 
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In Kapitel 2 wird desha lb ein Anwendungsbe isp ie l einer h ie ra rch ischen 
Clus te rana lyse ausführ l ich dargestell t . Die Schri t te 2 und 3 (Behand lung 
feh lender Werte u n d Transformat ion Klass i f ika t ionsmerkmalen) des Sche-
m a s der A b b i l d u n g 1.2-1 werden dabei übe r sp rungen . Leser, die mit der 
h ie ra rch i schen Clus teranalyse ver t rau t sind, können unmi t t e lba r mit Ka-
pitel 3 u n d 4 beg innen . 
In diesen be iden Kapitel werden Verfahren der Stabi l i tä tsprüfung (Ka-
pitel 3) und Verfahren der Behand lung feh lender Werte (Kapitel 4) behan-
del t . 
Jedes Kapitel ist in Abschn i t t e unter te i l t , wobei j ede r Abschni t t mit 
Übungsau fgaben abgeschlossen wird. F ü r deren Lösung ist n u r ein Blatt 
Pap ie r u n d eventuel l ein Taschenrechner er forder l ich . »Trockenschwimm-
kurse« dieser Ar t werden heu te vielfach krit isiert u n d als überflüssig emp-
f u n d e n . U n m i t t e l b a r e s Ausprob ie ren an e inem C o m p u t e r scheint inzwi-
schen zu e inem didakt i schen M u ß geworden zu sein. De r Au to r ver t r i t t 
dagegen die Auffassung, daß zum Vers tändnis der Logik statist ischer Ver-
f ah ren das (händ i sche) D u r c h r e c h n e n von einfachen Beispielen entschei-
d e n d bei t ragen k a n n . D a r ü b e r h inaus ist es auch bei der Benu tzung von 
SPSS-X oder ande ren Stat is t iksoftwaresystemen vortei lhaft , die Program-
me zunächs t auf e inem Blatt Papier n i ede rzuschre iben , insbesondere 
w e n n komplexe re Opera t ionen erforder l ich sind. Wer an einem überla-
stetet R e c h e n z e n t r u m arbeitet oder gearbei te t hat , wird sich dieser Mei-
n u n g o h n e Zweifel anschl ießen . 
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2. Hierarchische Clusteranalyse: 
Ein Anwendungsbeispiel 
2.1 Klassifikationsziel und Ausgangsdaten 
Die in Kapitel 1 dargeste l l ten Schr i t te , die bei e inem Klassi f ikat ions-
p rob l em zu lösen s ind, sollen n u n a n h a n d eines Beispiels e rör te r t w e r d e n . 
D a s Ziel der Klassif ikat ion bes teh t da r in , famil ia le H a u s h a l t s s t r u k t u r e n in 
e iner os t t i ro ler G e m e i n d e am E n d e des 18. J a h r h u n d e r t s zu b e s t i m m e n . 
D ie D a t e n w u r d e n von Ursu la Walter e r h o b e n (2). Sie sollen im fo lgenden 
n u r so weit beschr ieben werden , als es für das Vers tändnis der wei te ren 
A u s f ü h r u n g e n no twend ig ist. Z u r Beschre ibung der Ausgangsda ten wer-
den für dieses u n d für fo lgende Beispiele n a c h s t e h e n d e Begriffe verwen-
det: 
Die Einheiten, für die Informationen erhoben wurden, werden als Objekte, Ein-
heiten oder Personen bezeichnet. Für die erhobenen Informationen wird die 
Bezeichnung Variablen oder Merkmale verwendet. Die Gesamtheit der Infor-
mation eines Objektes - die Ausprägungen in den Variablen - wird als Da-
tensatz bezeichnet, die Gesamtheit der Information in allen Objekten schließlich 
als Datenmatriv Nochmals sei ausdrücklich betont, daß diese Datenmatrix 
keinesfalls mit der Klassifikationsdatenmatrix identisch sein muß. 
Charak te r i s t i sches formales M e r k m a l dieser Ausgangsda ten ist, d aß 
j e d e Person , die in e inem H a u s h a l t lebt, e inen Da tensa tz bi ldet . F ü r j e d e 
Person wurden u.a. folgende Variablen e r h o b e n : 
Die Variable H N R »Hausnummer« mit den Ausp rägungen 1, 2, 3, ... 
D ie Variable H H N R »Haushal tsnummer« mit den Ausp rägungen 1, 
2 , 3 , ... Diese Variable w u r d e e ingeführ t um H a u s h a l t e identif izieren 
zu k ö n n e n , die in e inem H a u s , z.B. e inem Mie tshaus , w o h n e n . Jeder 
H a u s h a l t ( H H ) ist also e indeut ig du rch die beiden Iden t i f ika t ions-
var iablen » H a u s n u m m e r « und » H a u s h a l t s n u m m c r « gekennze ich-
net . 
Die Variable RU »Stel lung im Haushal t« . Diese Variable u m f a ß t e 
u r sp rüng l i ch 26 A u s p r ä g u n g e n (3), die für die wei tere Analyse zu 4 
Ausp rägungen zusammengefaß t w u r d e n . Diese 4 Ausp rägungen sind: 
Mitgl ied der Kernfami l ie ( = 1 ) , Mitglied der Verwandtschaf t der 
Kernfami l i e ( = 2), I n w o h n e r ( = 3) u n d G e s i n d e ( = 4) . Z u r Kernfa-
mi l ie wurden dabei gezähl t : Der Hausha l t svo r s t and , dessen Ehef rau 
u n d die K inde r des H a u s h a l t s v o r s t a n d e h e p a a r e s . Als Verwand te wur-
den beze ichne t : D i e El tern u n d Geschwis t e r des H a u s h a l t s v o r -
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S t a n d e h e p a a r e s , die Kinder dieser Geschwis ter , Schwiegerk inder und 
mögl iche E n k e l k i n d e r . Zu der Kategorie » I n w o h n e r « wurden die In-
w o h n e r selbst u n d deren Kinder zusammengefaß t . D ie z u s a m m e n -
gefaßte Kategor ie » G e s i n d e « en thä l t Hilfskräfte, das G e s i n d e und 
deren Kinder . 
D ie Tabelle 2.1-1 en thä l t die Ausprägungen in diesen Variablen für die 
ers ten 15 Pe r sonen . F ü r die Variable »Stel lung im H a u s h a l t « w u r d e n dabei 
d ie Ausp rägungen vor u n d n a c h der Zusammenfas sung angegeben . 
Tabelle 2 . 1 - 1 : 
S t ruk tu r der Ausgangsda ten 
D e r Hausha l t mit der H a u s n u m m e r 1351 u n d der H a u s h a l t s n u m m e r 1 
bes teh t aus e inem Hausha l t svo r s t and , e iner Hilfskraft und zwei Mitgl ie 
d e m , die dem G e s i n d e a n g e h ö r e n . Eine vol ls tändige Kernfami l i e , die zu-
mindes t aus e inem E h e p a a r u n d e inem Kind besteht (Zweigenera t ionen 
18 
Erfaßte Variablen: 
E i n - HNR HHNR RU(vor d. Ausprägung RU(nach d. 
heit: Zs.fassung) Zs.fassung) 
1 1351 1 1 Haushaltsvorstand (HV) 1 
2 1351 1 15 Hilfskraft 4 
3 1351 1 12 Gesinde 4 
4 1351 1 12 Gesinde 4 
5 1381 1 1 Haushalts vorstand (HV) 1 
6 1381 1 2 Ehefrau des HV 1 
7 1381 1 3 Kind des HVehepaares 1 
8 1381 1 11 Ehegatte des Kindes des 2 
HVehepaares 
9 1381 1 6 Kind d. Sohnes/Tochter 2 
des HVehepaares 
10 1381 1 6 M 2 
11 1381 1 13 Inwohner 3 
12 1411 1 1 Haushalts vorstand (HV) 1 
13 1411 1 2 Ehefrau des HV 1 
13 1411 1 3 Kind des HVehepaares 1 
13 1411 1 3 1 
14 1411 1 3 M 1 
15 1421 1 1 Haushaltsvorstand (HV) 1 
• • • • • 
• • • • • 
• • • • • 
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famil ie) , liegt bei diesem H a u s h a l t n ich t vor . Tatsächl ich hande l t es sich 
bei diesem H a u s h a l t um den H a u s h a l t des ör t l ichen Pfar re rs . F ü r die Clu-
s teranalyse w u r d e dieser Fall n ich t e l imin ie r t , abe r wir k ö n n e n berei ts an 
dieser Stelle die F o r d e r u n g an ein b r a u c h b a r e s Ergebn i s der C lus te rana-
lyse fo rmul i e ren , n ä m l i c h , d a ß H a u s h a l t e mi t dieser oder e iner ähn l i chen 
S t ruk tu r als se lbs tändiges Clus ter identif iziert u n d e indeu t ig von a n d e r e n 
Clus te rn mi t e iner vol l s tändigen Kernfami l i e ge t renn t we rden m ü ß t e n . 
In dem zweiten H a u s h a l t w o h n t das H a u s h a l t s v o r s t a n d e h e p a a r mit ei-
n e m Kind , mit dessen Ehega t t en u n d zwei E n k e l k i n d e r n , also e ine Dre i -
gene ra t ionenfami l i e , sowie ein I n w o h n e r . D e r d r i t t e in der Tabel le voll-
s tändig ange führ t e H a u s h a l t bes teht schl ießl ich aus dem Hausha l t svor -
s t a n d e h e p a a r u n d deren drei Kinder , also n u r aus Mi tg l iedern der Kern-
famil ie . 
In der Tabelle 2 .1-1 ist f e rner deut l ich ers icht l ich , d a ß die von u n s 
du rchge füh r t e Z u s a m m e n f a s s u n g n ich t ein b e s t i m m t e s A u s m a ß der Will-
kür l ichkei t e n t b e h r t , i n sbesonde re in bezug auf die A b g r e n z u n g von Kern-
famil ie u n d Verwand ten . 
2.2 Auswahl der Klassifikationsmerkmaie und -Objekte 
D u r c h das Klassif ikationsziel sind die H a u s h a l t e als Klass i f ika t ionsob-
j e k t e definier t . F ü r die Klass i f ika t ionsmerkmale wird die inha l t l i che 
F o r d e r u n g gestellt , daß sie die famil ia le S t r u k t u r in e inem H a u s h a l t ab-
bi lden sollen. Im Detail w u r d e n für das Beispiel fo lgende Klassif ikations-
m e r k m a l e ausgewähl t : 
die A n z a h l ( A K E R N F ) der im Hausha l t l ebenden Mitg l ieder der 
Kernfami l i e , 
die A n z a h l ( A V E R W ) der im H a u s h a l t l ebenden Verwand ten , 
die Anzah l ( A I N W ) der im Hausha l t l ebenden I n w o h n e r u n d 
die Anzah l ( A G E S I N ) des im Hausha l t l ebenden Ges indes . 
Diese Klass i f ika t ionsmerkmale können aus der z u s a m m e n g e f a ß t e n Va-
r iablen »Ste l lung im H a u s h a l t « gewonnen werden . Die S t r u k t u r der ge-
suchten Klass i f ika t ionsda tenmat r ix ist in der A b b i l d u n g 2.2-1 dargestel l t . 
Sie en thä l t als Zei len die H a u s h a l t e , als Spal ten die Klass i f ika t ionsmerk-
m a l e A K E R N F , A V E R W , A I N W und A G E S I N und als E l e m e n t e die Aus-
p rägungen der H a u s h a l t e in diesen Klas s i f ika t ionsmerkmalen . 
Um diese Mat r ix zu e rha l t en , müssen lediglich in j e d e m H a u s h a l t die 
A n z a h l der Mitg l ieder de r Kernfami l i e , der Verwand ten , der I n w o h n e r 
u n d des G e s i n d e s gezähl t we rden . Diese Opera t ion wird als Aggregation 
beze ichne t : D ie Pe r sonen eines Hausha l t e s u n d ihre M e r k m a l s a u s p r ä g u n -
gen werden zu e inem Hausha l t aggregiert . Technisch läßt sich dieser Vor-
gang in S P S S X f o l g e n d e r m a ß e n d u r c h f ü h r e n : 
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Abbildung 2.2-1: 
Struktur der gewünschten KLassifikationsdatenmatrix 
D u r c h die Anwei sung T I T L E »Analyse der familialen H H t y p e n « wird 
dem SPSS-X P r o g r a m m ein N a m e gegeben, der auf j ede r Seite des Ergeb-
n i sausdruckes steht und vorwiegend D o k u m e n t a t i o n s z w e c k e n dient . 
D u r c h die Anweisung F ILE H A N D L E F A M D A T wird die SPSS X Ar-
bei tsdatei F A M D A T definiert . D e r Befehl N A M E - » F A M . D A T « legt die 
Bez iehung zwischen dem N a m e n der SPSS-X in te rnen Arbei t sda te i und 
dem N a m e n F A M . D A T , un te r dem die Date i extern abgespeicher t ist, fest. 
D ie F ILE H A N D L E Anwe i sung ist von dem zur Verfügung s t ehenden 
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Betriebssystem a b h ä n g i g (4). In zah l r e i chen Betr iebssystemen ist d ie An-
gabe des ex t e rnen D a t e i n a m e n s n ich t er forder l ich , es genügt also z.B. de r 
Befehl F I L E H A N D L E F A M D A T , wobei der N a m e der SPSS X i n t e r n e n 
Arbe i t sda te i mi t dem ex te rnen D a t e i n a m e n ü b e r e i n s t i m m e n m u ß . 
D e r Befehl G E T F I L E F A M D A T bewi rk t , daß d ie Date i mi t d e m Na-
m e n F A M . D A T als SPSS-X in t e rne Arbe i t sda te i »ge laden« wi rd . 
Sie s teht n u n für D a t e n m a n i p u l a t i o n e n u n d stat ist ische A u s w e r t u n g e n 
zur Verfügung. 
D u r c h die R E C O D E - A n w e i s u n g wird die Z u s a m m e n f a s s u n g de r Va-
r iab len RU (Ste l lung im H a u s h a l t ) in d ie vier A u s p r ä g u n g e n »Mi tg l ied 
der Ke rn fami l i e« ( = 1 ) , »Mitgl ied der V e r w a n d t e n « ( = 2) , » I n w o h n e r « 
( = 3) u n d » G e s i n d e « ( = 4 ) du rchge führ t . Al le a n d e r e n A u s p r ä g u n g e n -
e insch l ieß l ich f eh l ende r Werte - e rha l t en durch den ELSE - Befehl den 
Wert 0. 
D i e Variable »Ste l lung im H a u s h a l t « besi tzt n u r n o m i n a l e s M e ß n i v e a u . 
» Z a h l e n « im S inne von » A d d i e r e n « ist n u n aber e ine O p e r a t i o n , d ie n u r 
für quan t i t a t i ve Var iablen definier t ist. D u r c h die Auf lösung de r n o m i n a -
len Variablen RU in sogenann te DummyVariab len ( » S c h e i n v a r i a b l e n « ) 
k a n n diese A n w e n d u n g s v o r a u s s e t z u n g erfüllt we rden . Diese Auf lö sung 
wird du rch die folgenden C O M P U T E - u n d IF - Befehle e r r e i ch t . 
D ie A n w e i s u n g C O M P U T E K E R N F - 0 bewi rk t , d a ß de r D u m m y -
Variablen K E R N F der Wert 0 zugewiesen wi rd . D i e d a r a n a n s c h l i e ß e n d e 
A n w e i s u n g IF ( R U = 1) K E R N F = 1 führ t dazu , d a ß j e n e P e r s o n e n , d ie 
der Kern fami l i e a n g e h ö r e n , in der Dummy-Var i ab len K E R N F den Wert 1 
e rha l t en . Derse lbe Vorgang wird für die ande ren drei A u s p r ä g u n g e n de r 
z u s a m m e n g e f a ß t e n Variablen RU durchge führ t . D ie A n w e i s u n g C O M -
P U T E V E R W = 0 bewi rk t , daß die Dummy-Var i ab l e V E R W zunächs t den 
Wert 0 e rhä l t . D ie da ran ansch l i eßende A n w e i s u n g IF (RU = 2) V E R W = 
1 führ t dazu , d a ß j e n e Personen , die der Verwandtschaf t der K e r n f a m i l i e 
a n g e h ö r e n , in de r D u m m y Variablen V E R W den Wert 1 e rha l t en , usw.. . 
SPSS-X in te rn führen diese Anwe i sungen zur E r w e i t e r u n g der Arbei ts-
date i mi t den Du mmy-Var iablen K E R N F , V E R W , I N W u n d GES1N (s. 
Tabelle 2 .2 -1) . In dieser erwei ter ten Date i müssen n u r m e h r die D u m m y -
Variablen für j e d e n Hausha l t a u f s u m m i e r t we rden , um die gesuch ten 
Klas s i f ika t ionsmerkmale u n d - Objekte zu e rha l t en . 
Diese S u m m a t i o n kann mit der SPSS X Prozedur A G G R E G A T E (SPSS 
Inc . 1986: 248 - 259) du rchge führ t we rden , die du rch den Befehl 
A G G R E G A T E aufgerufen wird . 
D ie A n w e i s u n g O U T F I L E = * bewi rk t , d a ß die Ergebnisse de r Aggrc 
gat ion als n e u e SPSS-X Arbei t sda te i angelegt w e r d e n . Die der A G G R E -
G A T E P r o z e d u r folgenden Befehle bez iehen sich auf diese n e u e Arbeits-
date i . D ie u r s p r ü n g l i c h e Arbei t sda te i steht dann n i ch t m e h r zur Verfü-
gung . D u r c h die A n w e i s u n g B R E A K - H N R H H N R wird festgelegt, daß 
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Tabel le 2 . 2 - 1 : 
S t r u k t u r der neuen SPSS-X Arbei t sda te i 
über die Variablen H N R und H H N R , die einen Hausha l t ident i f iz ieren, 
aggregiert wird. Die Anwei sung A K E R N F A V E R W A I N W A G E S I N = 
S U M ( K E R N F V E R W I N W G E S I N ) bewirk t , daß die S u m m e der D u m -
my Variablen K E R N F , V E R W , I N W und G E S I N berechne t und den 
neuen Variablen A K E R N F , AVERW, A I N W u n d A G E S I N zugewiesen 
wird. Die Zuwe i sung findet in derselben Reihenfolge statt , wie die D u m -
my-Variablen in der S u m m e n f u n k t i o n aufgelistet s ind. Die S u m m e der 
D u m my Variablen K E R N F für einen Hausha l t wird also der neuen Va-
r iablen A K E R N F zugewiesen, die S u m m e der Dummy-Var i ab l en V E R W 
der neuen Variablen AVERW, usw.. 
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Die so erzeugte n e u e SPSS X Arbei t sda te i ist d ie von uns gesuchte Klas-
s i f ika t ionsda tenmat r ix . Die Ausp rägungen der ersten fünf H a u s h a l t e in 
den Klass i f ika t ionsmerkmalen s ind in der Tabelle 2.2-2 abgebi ldet . 
Tabelle 2 .2 -2 : 
Die Ausprägungen der ers ten fünf Klass i f ika t ionsobjekte der gewünsch ten 
Klass i f ika t ionsda tenmat r ix 
Hinweise zur SPSS X P r o z e d u r A G G R E G A T E : 
1.) Die Ergebnisse der A G G R E G A T E Prozedu r können durch folgende 
Anwei sungen extern zwischengespeicher t werden : 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
AGGREGATE OUTFILE - AFAMD 
/... 
D u r c h die F I L E H A N D L E A n w e i s u n g wird wiederum die Bez iehung 
zwischen in t e rne r S P S S X Date i u n d der ex te rnen Speicherdate i her-
gestellt . D ie aggregierten Daten werden durch die A n w e i s u n g O U T -
F I L E = A F A M D auf die ex te rne Date i mit dem N a m e n 
A F A M . D A T gespeicher t . Die Spe icherung wird i.d.R. n u r lokal 
durchgeführ t u n d kann du rch en t sp rechende Betr iebssys temanwei-
sungen p e r m a n e n t gesichert werden . Diese Befehle sind - wie die 
F I L E H A N D L E Anwe i sung - vom zur Verfügung s tehenden Be-
tr iebssystem abhäng ig und können hier nicht im Detail besprochen 
werden . 
2.) Es ist oft s innvol l , insbesondere bei komplexen m a t h e m a t i s c h e n O p e -
ra t ionen , die Ergebnisse dieser Ope ra t i onen ausd rucken zu lassen. In 
u n s e r e m Beispiel kann dafür folgende A n w e i s u n g verwende t we rden : 
LIST VARIABLES = HNR HHNR RU KERNF VERW INW GESIN / 
CASES FROM 1 TO 20 
Diese Anwe i sung m u ß vor dem Befehl A G G R E G A T E s tehen und 
bewi rk t d ie Ausgabe der ersten 20 Fäl le . 
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Klassi - Klass i f ika t ionsmerkmale : 
f ika t ions -
Objekte: A K E R N F A V E R W A I N W A G E S I N 
H H 1 1.00 0.00 0.00 3.00 
H H 2 3.00 3.00 1.00 0.00 
H H 3 5.00 0.00 0.00 0.00 
H H 4 3.00 2.00 0.00 0.00 
H H 5 3.00 0.00 0.00 0.00 
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Die LIST-An Weisung kann auch für e ine Ausgabe der Aggrega-
t ionsergebnisse benu tz t werden . Die en t sp rechende Anweisung ist: 
LIST VARIABLES = HNR HHNR AKERNF AVERW AINW AGESIN / 
CASES FROM 1 TO 5 
u n d m u ß nach der A G G R E G A T E Prozedur s tehen. 
3.) Neben der S u m m e n f u n k t i o n s tehen in SPSS X u.a. noch folgende 
F u n k t i o n e n zur Verfügung: 
MEAN(Variablenliste) - anstelle von Summen werden Mittelwerte berech 
net 
SD (Variablenliste) - anstelle von Summen werden Standardabweichun 
gen berechnet 
N(Variablenliste) - anstelle von Summen wird die Anzahl gültiger 
Werte berechnet 
4.) Die Variablen der Variablenliste können durch Komma vom Leerzeichen 
getrennt werden. Anstelle von 
SUM (KERNF VERW INW GESIN) 
kann also geschrieben werden 
SUM (KERNF,VERW,INW,GESIN) 
2.2.1 Individuen und Aggregate als Klassifikationsobjekte 
Klassi f ikat ionsobjekte können durch Ind iv iduen oder Aggregate gebil-
det we rden . Die Aggregate selbst k ö n n e n sich auf un tersch ied l iche Ebenen 
bez iehen (siehe Abb i ldung 2.2-2) . 
F ü r die Clus teranalyse ist aber n icht die Dif ferenzierung in un te r sch ied 
l iehe Ebenen bedeu t sam, sondern die Frage , ob Aggregate oder Ind iv iduen 
feste Z a h l e n w e r t e oder Verteilungen in den Klass i f ika t ionsmerkmalen be-
sitzen. Die Hausha l t e in unserem Beispiel gehören der ersten G r u p p e an. 
Sie besi tzen n u r e ine einzige A u s p r ä g u n g in den Klass i f ika t ionsmerkma-
len A K E R N F , AVERW, A I N W und A G E S I N . Die aus den H a u s h a l t e n 
gebi ldeten Cluster werden dagegen der zweiten G r u p p e angehören . 
Z u r Messung der Unähn l i chke i t zwischen Aggregaten oder Ind iv iduen 
mit Vertei lungen in den Klass i f ika t ionsmerkmalen können charktcr i s t i -
sche Werte der Vertei lungen, wie z.B. Moda lwer te , Med iane oder Mittel 
wer te , oder die gesamte Verteilung verwendet werden (s. dazu Abschni t t 
2.4.5). 
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Abbildung 2.2-2: 
Individuen und Aggregate unterschiedlicher Ebene 
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- durchschnittliche Wohnfläche 
Schreiben Sie die Struktur der Ausgangsdatenmatrix, der Klassifikationsda 
tenmatrix und das entsprechende SPSS X Programm an. Die aggregierten Da 
ten sollen extern auf der Datei AVZ.DAT gespeichert werden. 
23 Vergleichbarkeit und Transformation von Klassifikations-
merkmalen: Eine erste Übersicht 
F o r m a l müssen die Klass i f ika t ionsmerkmale »verg le ichbar« sein. Ver -
gleichbarkeit ( K o m m e n s u r a b i l i t ä t ) von Klass i f ika t ionsmerkmalen liegt 
d a n n vor , w e n n d ie Klass i f ika t ionsmerkmale in derselben Maßeinheit ge-
messen werden . Diese A n n a h m e ist z.B. n ich t erfüllt , wenn zur Klassifi-
ka t ion der wir tschaf t l ichen En twick lung von Staaten die Klassifikations-
m e r k m a l e »Pro-Kopf -Bru t tosoz ia lp rodukt« und » jähr l i ches Wirtschafts-
w a c h s t u m « verwende t we rden , da das »Pro-Kopf -Bru t tosoz ia lp rodukt« in 
e iner b e s t i m m t e n W ä h r u n g s e i n h e i t als Maße inhe i t gemessen wird, das 
» j äh r l i che Wir t schaf t swachs tum« dagegen in Prozen ten als Maße inhe i t . In 
diesem Fall w ü r d e n die Ergebnisse ausschl ießl ich durch das Bruttosozial-
p r o d u k t b e s t i m m t werden , da be im j äh r l i chen Wir tschaf tswachstum ma-
ximal eine Differenz von 30% empir isch auftreten wird, w ä h r e n d beim 
Bru t tosoz ia lp rodukt ein Un te r sch ied von 30 Währungse inhe i t en vernach-
lässigt werden kann u n d Un te r sch iede von 10000 oder m e h r Wohnungs-
e inhe i ten auf t re ten w e r d e n . Aber selbst w e n n alle Klass i f ikat ionsmerk-
m a l e dieselbe M a ß e i n h e i t bes i tzen, wie z.B. der »Antei l des industr ie l len 
Sektors am B r u t t o i n l a n d s p r o d u k t « und das » jäh r l i che Wirtschaftswachs-
t u m « , so ist es doch fraglich, ob diese be iden Klass i f ika t ionsmerkmale 
dieselbe » M a ß e i n h e i t « bes i tzen, ob also e ine Differenz von 5% bei der 
j ä h r l i c h e n Wir t schaf t swachs tumsra te dasselbe bedeute t wie bei der Indu-
s t r ia l i s ierungsquote , da empi r i sch die Indus t r ia l i s ie rungsquote s tärker va-
r i ieren wird als das j ä h r l i c h e Wir tschaf tswachstum (vgl. dazu auch Fox 
1982:132). 
In der A b b i l d u n g 2.3-1 ist diese Si tuat ion in e inem fiktiven Beispiel 
dargestel l t . M a n sieht , daß die m a x i m a l e Differenz im j äh r l i chen Wirt-
schaf tswachstum von 20% beim Bru t tosoz ia lprodukt n u r ein sehr kleines 
In terval l auf der Skala e i n n i m m t und bei der Skala der Indust r ia l i s ie-
rungsquo te ebenfal ls n u r ein Dr i t te l . 
Wenn die Klass i f ika t ionsmerkmale unterschiedliches Meßniveau besit-
zen, liegt auf j e d e n Fall keine Vergleichbarkeit vor . 
Als wei tere Ur sachen für die Nich tverg le ichbarke i t werden in der Li-
t e ra tu r g e n a n n t (s. dazu die z u s a m m e n f a s s e n d e n Aus füh rungen in Schlos-
ser 1976: 6 0 - 8 8 , Sodeur 1974: 44 -59 oder Vogel 1971: 50-78) : 
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Abbildung 2.3-1: 
IMerschiedliche Maßeinheiten von Klassifikationsmerkmalen 
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hierarchische Klassifikationsmerkmale, 
Über - bzw. Unterrepräsentativität von Klass i f ika t ionsmerkmalen 
u n d 
Korrelation von Klass i f ika t ionsmerkmalen 
In der Li te ra tur ve rwende te synonyme A u s d r ü c k e für diese P rob leme 
sind: 
Für hierarchische Klassifikationsmerkmale: bedingte - , komplexe oder primäre 
und sekundäre Merkmale; und ungleiche Blockbildung der Klassifikationsmerk-
male für das Problem der Unter - bzw. Uberrepräsentation. 
Hierarchische oder bed ing te Klassifikationsmerkmale liegen d a n n vor , 
w e n n das Auftre ten eines Klass i f ika t ionsmerkmals von dem Auftre ten ei-
nes oder m e h r e r e r a n d e r e r Klass i f ika t ionsmerkmale abhäng t . So z.B. kann 
das Auftreten des Klass i f ika t ionsmerkmals »derzei t iger Beruf« von dem 
vorausgehenden Klass i f ika t ionsmerkmal »Berufs tä t igkei t« mi t den Aus -
prägungen »derzeit n ich t berufs tä t ig« u n d »derzei t berufs tä t ig« a b h ä n g e n . 
Über - bzw. Unterrepräsentativität der Klass i f ika t ionsmerkmale tr i t t 
d a n n auf, wenn die Klass i f ika t ionsmerkmale la tente (nicht beobach tba re ) 
D i m e n s i o n e n messen und dabei j e d e la tente D imens ion durch eine un t e r -
schiedl iche Anzah l von Klass i f ika t ionsmerkmalen repräsent ier t ist. Dieser 
Sachverha l t ist in der Abb i ldung 2 .3-2 dargestell t . 
In diesem Beispiel wird die l a ten te D imens ion »wir tschaf t l iche Ent-
wicklung durch 2 und die la tente D imens ion »soziale En twick lung« du rch 
3 Ind ika to ren erfaßt . 
F ü r die in der A b b i l d u n g dargestel l te Konstel la t ion wird z.B. mi t e iner 
Fak to renana lyse e ine empi r i s che Schä tzung der Werte der Klassifika-
t ionsobjek te auf den la tenten M e r k m a l e n gesucht , um das Prob lem der 
Ü b e r - bzw. Un te r r ep rä sen t a t i on zu lösen. 
Als Begründung für die Elimination der Korrelation von Klassifika-
t i o n s m e r k m a l e n wird in der L i te ra tur folgendes A r g u m e n t angeführ t : Den 
ve rwende ten U n ä h n l i c h k e i t s m a ß e n liegt die A n n a h m e eines o r thogona len 
Klass i f ika t ionsraumes , der also von paarweisen , u n a b h ä n g i g e n Klassifi-
k a t i o n s m e r k m a l e n aufgespannt wird , zug runde , folglich müssen Korrela-
t ionen (Abhängigke i ten) zwischen den Klass i f ika t ionsmerkmalen e l imi-
nier t werden , dami t diese A n n a h m e erfüllt ist (vgl. dazu Kaufman 1985: 
470-472 und die dor t ange führ t e L i t e ra tu r ) . Ein Verfahren zur O r t h o g o -
na l i s ie rung ist z.B. die H a u p t k o m p o n e n t e n a n a l y s e oder die B e r e c h n u n g 
der Maha lanob i sd i s t anz . 
F ü r die Behand lung der dargeste l l ten P rob l eme werden in der L i te ra tu r 
un te r sch ied l i che Verfahren vorgeschlagen, deren Eigenschaften u n d tech-
n ische D u r c h f ü h r u n g in SPSS-X in Abschn i t t 4 behande l t werden . Die 
Tabelle 2.3-1 gibt e inen ersten Überb l i ck über diese Verfahren. 
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Abbildung 2.3-2: 
KLassif ikationsmerkmale als Indikatoren latenter DJjnensionen 
Latente Dimensionen: Indikatoren (=Klassifikations-
merkmale): 
Ein »x« bedeute t in der Tabelle, d a ß das e n t s p r e c h e n d e Verfahren zur 
Lösung des in de r Spal te angeführ ten P r o b l e m s geeignet ist. Wicht ig für 
d ie A n w e n d u n g ist, sich das für die Verfahren e r forder l i che M e ß n i v e a u 
vo r Augen zu ha l t en . Wie ist für die e inze lnen Verfahren in Tabelle 2 .3-2 
dargestel l t . 
A u s der Tabelle 2 .3-2 ist ers icht l ich , d a ß e ine theore t i sche u n d emp i r i -
sche G e w i c h t u n g sowie die A n w e n d u n g e iner H a u p t a c h s e n t r a n s f o r m a t i o n 
( H a u p t k o m p o n e n t e n m e t h o d e ) oder e iner Fak to renana ly se n u r du rchge -
führ t werden k ö n n e n , wenn die K las s i f ika t ionsmerkmale quan t i t a t ives 
M e ß n i v e a u bes i tzen . Quan t i t a t i ve s M e ß n i v e a u m u ß auch bei de r Berech-
n u n g der M a h a l a n o b i s d i s t a n z vor l iegen. D a s I n f o r m a t i o n s m a ß von Ja rd i -
ne u n d Sibson setzt n o m i n a l e s oder o rd ina les M e ß n i v e a u voraus . Keine 
Vorausse tzung bezügl ich des M e ß n i v e a u s werden bei den ve rb le ibenden 
Lösungsve r fah ren getroffen. Absch l i eßend sei abe r darauf h ingewiesen , 
d a ß n o m i n a l e u n d o rd ina l e Variablen d u r c h Auf lösung in n o m i n a l e und 
o rd ina l e D u m m i e s »quasi quant i f iz ie r t« werden k ö n n e n (s. Abschn i t t 
2.4.4). 
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Tabelle 2.3-1: 
Gründe für die Nichtvergleichbarkeit von Klassifikationsmerkmalen und Lösungsverfahren 
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Tabel le 2 .3 -2 : 
Er forder l i ches M e ß n i v e a u für die e inze lnen Verfahren 
Lösungsve r f ah ren : e r forder l iches M e ß n i v e a u : 
theore t i sche G e w i c h t u n g 
emp i r i s che G e w i c h t u n g 
F a k t o r e n a n a l y s e 
H a u p t a c h s e n t r a n s f o r m a t i o n 
Trans fo rma t ion auf nicht-
h i e r a rch i sche Klassifikations-
m e r k m a l e 
R e d u k t i o n des M e ß n i v e a u s 
B e r e c h n u n g geeigneter U n ä h n l i c h k e i t s m a ß e 
M a h a l a n o b i s d i s t a n z 
I n f o r m a t i o n s m a ß von J a r d i n e & Sibson 
U n ä h n l i c h k e i t s m a ß von G o w e r 
quan t i t a t iv 
quan t i t a t iv 
quan t i t a t iv 
quan t i t a t iv 
ke ine Vorausse tzung 
ke ine Vorausse tzung 
quan t i t a t iv 
n o m i n a l u n d / o d e r o rd ina l 
ke ine Vorausse tzung 
Übungsaufgabe 3: 
a) In einer Untersuchung wurde zur Elimination der Korrelation zwischen den 
Merkmalen Familienstand und Alter die Mahalanobisdistanz verwendet. 
Ist dieses Vorgehen zulässig? (Begründen Sie Ihre Antwort)! 
b) »Even when all attributes are of the same type, they may be incommensurab 
le. Since commensurability depends upon the possession of a common unit of 
measurement, only numerical attributes may be strictly commensurable « 
(Fox 1982: 132) 
Bedeutet diese Aussage, daß quantitatives Meßniveau eine notwendige Vor 
aussetzung für Vergleichbaren ist? 
Und falls ja. isi diese Aussage richtig? 
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2A Durchführung einer hierarchischen Clusteranalyse in S P S S X 
In diesem Abschn i t t soll a n h a n d unseres Beispiels die A n w e n d u n g der 
SPSS X Prozedur C L U S T E R (SPSS X 1986: 776-788) dargestell t w e r d e n . 
D i e P rozedur C L U S T E R ermögl icht 
a) e ine Be rechnung e iner U n ä h n l i c h k e i t s - bzw. Ähn l i chke i t sma t r i x für 
die Klass i f ikat ionsobjekte u n d 
b) d ie D u r c h f ü h r u n g e iner h ierarchisch agglomerat iven Clus terana lyse . 
2.4.1 Die Grandidee und der Algorithmus hierarchisch agglomerativer 
Cl u st era n a ly severf a h r en 
Agglomera t ive h ie ra rch i sche Clus teranalyseverfahren sind d a d u r c h ge-
kennze i chne t , daß zu Beginn der Analyse jedes Klassifikationsobjekt ein 
selbständiges Cluster b i ldet . Diese Cluster werden n u n schrittweise ver-
schmolzen (agglomerier t ) , bis n u r m e h r ein einziges Clus ter verb le ib t , das 
alle Klass i f ikat ionsobjekte en thä l t . Cluster , die an e iner b e s t i m m t e n Stelle 
des Verschmelzungsvorganges zusammengefaß t wurden , können in e inem 
späteren Schritt der Verschmelzung nicht mehr getrennt werden . A u s die-
sem G r u n d werden diese Verfahren hierarchisch beze ichne t . G r a p h i s c h 
läßt sich - wie in A b b i l d u n g 2.4-1 gezeigt - der Verschmelzungsvorgang in 
F o r m eines Dendrogramms dars te l len: 
In diesem fiktiven Beispiel werden die Klassi f ikat ionsobjekte (Clus te r ) 
( A ) und (B) bei e inem Niveau von 2.0 m i t e i n a n d e r ve r schmolzen . Im 
nächs ten Schri t t des Verschmelzungsvorganges wird das Cluster (C) , das 
n u r du rch das Klassif ikat ionsobjekt C gebildet wird, mit dem Clus te r 
(A,B) bei e inem Niveau von 3.0 fusioniert . De r darauf folgende Schri t t 
führ t zu e iner Fus ion ie rung der Cluster (D) u n d (E) bei e inem Niveau von 
5.0. Im letzten Schri t t des Verschmelzungsvorgangcs werden bei e inem 
Niveau von 10.0 die beiden Clus ter (A,B,C) und (D,E) zusammengefaß t . 
Tabelle 2 . 4 - 1 : 
Verschmelzungsschema für fiktives Beispiel der Abb i ldung 2.4-1 
Schri t t Cluster 1 Clus ter 2 Verschmelzungsnivcau 
1 A B 2.0 
2 A,B C 3.0 
3 D E 5.0 
4 A,B,C D,E 10.0 
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Abbildung 2.4-1: 
Darstellung eines Verschmelzungsvorganges 
mit Hilfe eines Dendrogranms 
Eine a n d e r e abe r v o l l k o m m e n äqu iva l en te Dars te l lung des Verschmel-
zungsvorganges en thä l t das sogenann te Verschmelzungsschema (Ag-
g l o m e r a t i o n s s c h e m a ) . F ü r unser f ikt ives Beispiel hat dieses die in der Ta-
bel le 2.4-1 dargestel l te Ges ta l t . 
D ie F u n k t i o n des D e n d r o g r a m m s bzw. des Verschmelzungsschemas be-
steht u.a. da r in , die Anzah l h o m o g e n e r Clus ter zu b e s t i m m e n , in die sich 
die Klass i f ika t ionsobjekte zusammenfas sen lassen. Die Anzah l de r Clus te r 
wird dabei so b e s t i m m t , daß das Verschmelzungschema von oben n a c h 
un ten gelesen wird und relat iv große Z u w ä c h s e not ier t werden . Diese g ro-
ßcn Z u w ä c h s e bedeu ten näml i ch , daß an dieser Stelle bere i ts sehr h e t e r o -
gene Clus ter zusammengefaß t we rden . Die Tabelle 2.4-2 en thä l t einige 
fiktive Ergebnisse von Verschmelzungsprozessen . In der Si tua t ion A läßt 
sich e indeu t ig zwischen dem 5. und 6. Schri t t ein großer S p r u n g im Ver-
schmelzungsn iveau feststellen. In dieser Si tuat ion wird m a n die A n z a h l 
der C lus te r auf 5 festsetzen. (Die Zahl 5 erhäl t m a n , indem vom letzten 
Schri t t des Verschmelzungsschemas ausgehend rückwär t s mi t 1, 2, 3, . . 
gezähl t wi rd ) . 
In der Si tuat ion B ist das Bild weniger e indeut ig . Man kann d ie A n z a h l 
der C lus te r zwischen den Schr i t ten 6 u n d 7 u n d zwischen den Schr i t t en 5 
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Tabelle 2 .4 -2 : 
D ie B e s t i m m u n g der Anzah l der Cluster aufgrund der im 
Verschmelzungsschema en tha l t enen In format ion 
Si tuat ion A 
(Eindeut ige Be 
S t immung der Zahl 
der Clus ter mög-
l ich) 
Si tuat ion B 
( M e h r e r e Lösungen 
für eine Anzah l der 
Clus ter ) 
S i tua t ion C 
(Jedes Klassi-
f ika t ionsobjek t 
bi ldet ein C lus -
ter ) 
u n d 6 festsetzen. Diese Si tuat ion wird i.d.R. in der Praxis auf t re ten . E ine 
a l lgemeine E m p f e h l u n g für die En t sche idung kann nicht gegeben w e r d e n . 
Es empf iehl t sich v ie lmehr , die in Frage k o m m e n d e n Lösungen wei ter zu 
verfolgen u n d erst in e inem späteren Schrit t der Analyse e ine Entschei -
d u n g zu treffen. Al lerdings sollte darauf geachtet werden , daß die A n z a h l 
de r Clus ter n icht zu g roß wird , da d a d u r c h die Ergebnisse u n ü b e r s c h a u b a r 
werden und eine In te rp re ta t ion Schwier igkei ten berei tet . 
In der Si tuat ion C der Tabelle 2 .4-2 e rkenn t m a n , daß ü b e r h a u p t kein 
Z u w a c h s auftri t t , sondern bere i t s zu Beginn des Verschmelzungsvorganges 
ein sehr hohes Niveau auftr i t t . In diesem Fall bi lden alle Klassifika-
t ionsob jek te ein selbständiges Clus ter . 
In m a n c h e n Analysen, in sbesondere bei e iner kleinen A n z a h l von 
Klass i f ika t ionsobjekten , wie z.B. bei e iner Klassifikation von Berufen (s. 
dazu Kapitel 5) oder von Begriffen in e iner Inhal t sanalyse , wird m a n die 
du rch das D e n d r o g r a m m erzeugte H ie ra rch ie ausführ l ich in te rp re t i e ren . 
An e ine solche H ie r a r ch i e we rden b e s t i m m t e m a t h e m a t i s c h e Eigenschaf 
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Schri t t Niveau 
1 1.0 
2 1.2 
3 1.4 
4 1.7 
5 1.9 * 
6 8.3 
7 8.5 
8 8.6 
9 8.7 
Schri t t Niveau 
1 1.0 
2 1.2 
3 1.4 
4 1.7 
5 1.9 * 
6 4.3 
7 8.3 * 
8 8.5 
9 8.7 
Schri t t Niveau 
1 8.7 
2 8.7 
3 8.7 
4 8.7 
5 8.7 
6 8.7 
7 8.7 
8 8.7 
9 8.7 
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ten gestellt , wie z.B. die der Ultrametrik (vgl. Bock, 1974: 359-370 ; J a r d i n e 
& Sibson, 1971: 4 9 - 5 1 ) (5). Wir we rden hier aber d ie h i e ra rch i schen Ver-
fahren n u r als heur i s t i sche Verfahren zur B e s t i m m u n g » h o m o g e n e r « Klas-
sen v e r w e n d e n . 
Berei ts an dieser Stelle m u ß darauf h ingewiesen w e r d e n , d a ß in SPSS X 
bei der h ie ra rch i schen Clus te rana lyse keine I n f o r m a t i o n e n übe r die Clu-
ster, wie z.B. die du rchschn i t t l i chen M e r k m a l s a u s p r ä g u n g e n der Clus ter in 
den Klas s i f i ka t ionsmerkma len , b e r e c h n e t we rden . D ie h i e ra rch i schen 
Clus te rana lysever fahren tei len n u r m i t , in welcher Re ihenfo lge die Klassi-
f ika t ionsob jek te ve r schmolzen werden u n d liefern A n h a l t s p u n k t e für die 
B e s t i m m u n g der A n z a h l der Clus ter . Ha t m a n sich für e ine b e s t i m m t e 
A n z a h l von Clus te rn en t sch ieden , k a n n aus dem Ver schme lzungsschema 
die Zugehör igke i t j edes Klass i f ika t ionsobjektes zu e inem b e s t i m m t e n Clu-
ster b e r e c h n e t w e r d e n . Mit dieser I n f o r m a t i o n k ö n n e n d ie Clus te r d u r c h 
wei tere S P S S X P r o z e d u r e n u n t e r s u c h t we rd en . 
Wie wi rd n u n diese Ver schmelzung im Deta i l du rchge füh r t ? Voraus-
se tzung für die D u r c h f ü h r u n g ist, d aß eine U n ä h n l i c h k e i t s - ode r Ä h n -
l i chke i t smat r ix der Klass i f ika t ionsobjekte vorl iegt . F ü r die fo lgenden Aus-
füh rungen soll die in A b b i l d u n g 2 .4-2 dargestel l te U n ä h n l i c h k e i t s m a t r i x 
gegeben sein. 
Diese Mat r ix en thä l t als E l e m e n t e M a ß z a h l e n für die U n ä h n l i c h k e i t 
zwischen Klass i f ika t ionsobjek ten . Diese U n ä h n l i c h k e i t be t räg t beispiels-
weise 2.0 für die Klass i f ika t ionsobjekte A und B, 3.0 für die Klassifika-
t ionsob jek te A u n d C, usw. Ein g röße re r Z a h l e n w e r t bedeute t dabei e ine 
g röße re U n ä h n l i c h k e i t . Die Unähnlichkeitsmatrix m u ß e ine symmetri-
sche Ma t r ix sein: D ie U n ä h n l i c h k e i t zwischen A u n d B m u ß gleich der 
U n ä h n l i c h k e i t zwischen B und A sein. Empi r i sch ist diese A n n a h m e bei-
spielsweise n ich t erfüllt , wenn die U n ä h n l i c h k e i t zwischen A u n d B du rch 
soz iomet r i sche Wahlen gemessen wird . Dabei kann A zwar B als ihm sehr 
ähn l i ch e ins tufen, B m u ß aber keinesfalls dasselbe Urte i l abgeben . 
Die U n ä h n l i c h k e i t s m a t r i x wird oft auch als Distanzmatrix beze ichne t . 
S t r e n g g e n o m m e n ist diese Beze ichnung aber n u r zulässig, wenn Distanz-
m a ß e zur Messung der U n ä h n l i c h k e i t be rechne t w e rd en . Diese erfüllen -
im Unte r sch ied zu U n ä h n l i c h k e i t s m a ß e n - zusätz l ich die sogenann te 
Dre iecksung le i chhe i t (s. dazu z.B. K a u f m a n n / P a p e 1984: 374-375) , was 
n ich t für alle U n ä h n l i c h k e i t s m a ß e b e h a u p t e t we rden kann (6). Im folgen-
den wird desha lb a l lgemein die Beze ichnung U n ä h n l i c h k e i t s m a t r i x ge-
b r a u c h t u n d von e iner D i s t a n z m a t r i x n u r dann gesprochen , wenn für die 
U n ä h n l i c h k e i t e n D i s t a n z m a ß e be r echne t w u r d e n . 
E i n e Ä h n l i c h k e i t s m a t r i x en thä l t zum Unte r sch ied zu e iner U n ä h n l i c h -
ke i t smat r ix Ähnl ichke i t skoef f iz ien ten zwischen den Klass i f ikat ionsobjek-
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Abbildung 2.4-2: 
Fiktive Uhähnlichkeitsmatrix für Rechenbeispiele 
A B C D E 
A 0.0 
B 2.0 0.0 
C 3.0 2.5 0.0 
D 10.0 7.5 6.5 0.0 
E 8.0 9.0 8.5 5.0 0.0 
t cn . Ein g rößere r Zah l enwer t bedeute t also g rößere Ähn l i chke i t . Sie m u ß 
ebenfal ls symmet r i sch sein. 
Liegt eine Ähn l i chke i t s - oder e ine U n ä h n l i c h k e i t s m a t r i x vor , kann 
der Verschmelzungsprozeß beg innen . Der A l g o r i t h m u s ist folgender: 
Sch r i t t 1: Jedes Klass i f ikat ionsobjekt bi ldet ein selbständiges Clus ter . 
Sch r i t t 2: Suche j e n e beiden Cluster mi t der geringsten U n ä h n l i c h k e i t 
(größten Ähn l i chke i t ) und verschmelze diese zu e inem neuen 
Cluster . 
Schr i t t 3 : Berechne neue U n ä h n l i c h k e i t e n (Ähn l i chke i t en ) zwischen die-
sem neuen Clus ter und den ve rb le ibenden Clus te rn . 
Schr i t t 4: Überp rü fe , ob n u r m e h r ein Clus ter vorl iegt . Wenn j a , b e e n d e 
den Verschmelzungsvorgang, wenn ne in fahre mit Schri t t 2 fort . 
Alle h ie rarchisch agglomera t iven Verfahren un te r sche iden sich du rch 
die Art und Weise der Be rechnung der neuen Un- oder Ähnl ichke i ten (vgl. 
dazu z.B. Sokal Sc Snea th 1973: 218-219 ; K a u f m a n n Sc Pape 1984: 
393-394) . 
Der A l g o r i t h m u s soll im folgenden n u r für den C o m p l e t e - u n d Sin-
gle-Linkage im Detai l beschr ieben werden . 
Comple t e L inkage ( M e t h o d e des weitest en t fe rn ten N a c h b a r n s ) : D e r 
Comple t e -L inkage versucht , die U n ä h n l i c h k e i t i n n e r h a l b j edes Clus ters 
zu m i n i m i e r e n . Werden zwei Clus ter m i t e i n a n d e r ve r schmolzen , d a n n sol-
len sich auch die beiden unähn l i chs t en Klass i f ika t ionsobjekte dieses 
neuen Clus ters sehr ähn l ich sein. Folglich wird die m a x i m a l e U n ä h n l i c h -
keit zwischen dem neuen Clus ter und den ve rb le ibenden Clus te rn als 
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neues U n ä h n l i c h k e i t s m a ß ve rwende t . D a d u r c h ist gewähr le is te t , d a ß in 
den fo lgenden Verschmelzungsschr i t t en n u r bei ger inger U n ä h n l i c h k e i t 
das n e u e Clus ter mi t den ve rb le ibenden Clus te rn ve r schmolzen wi rd . D e r 
Comple t e -L inkage wird desha lb auch als M e t h o d e des weitest en t fe rn ten 
N a c h b a r n s beze ichne t . Diese Ana log ie soll zur I l lus t ra t ion des zen t ra len 
G e d a n k e n s des Comple t e -L inkage d ienen : 
A b b i l d u n g 2 . 4 - 3 : 
B e r e c h n u n g der neuen U n ä h n l i c h k e i t e n be im Comple t e -L inkage 
m a x i m a l e E n t f e r n u n g = n e u e U n ä h n l i c h k e i t 
zwischen be iden Clus te rn . 
D ie n e u e U n ä h n l i c h k e i t zwischen den be iden Clus te rn ist ident i sch mi t 
der E n t f e r n u n g der weitest en t fe rn ten Klass i f ika t ionsobjekte Q u n d Y. 
A n w e n d u n g des A l g o r i t h m u s für unse re f ikt ive U n ä h n l i c h k e i t s m a t r i x 
der A b b i l d u n g 2 .4-2 führt zu folgenden Ergebnissen: 
1. Durchlauf der Schritte 2 bis 4 : 
In der U n ä h n l i c h k e i t s m a t r i x e rkenn t m a n , d a ß die Klass i f ika t ionsobjekte 
(Clus te r ) A und B die geringste U n ä h n l i c h k e i t bes i tzen . Sie werden des-
ha lb im ersten Durch l au f zu e inem neuen Clus ter z u s a m m e n g e f a ß t . D ie 
U n ä h n l i c h k e i t zwischen dem Cluster (A) und dem verb le ibenden Clus ter 
(C) be t rägt n u n 3.0, die zwischen dem Clus te r (B) und dem Clus te r (C) 
dagegen n u r 2.5. Beim C o m p l e t e Linkage wird n u n die größte U n ä h n l i c h -
keit als neues M a ß für die U n ä h n l i c h k e i t zwischen dem Clus ter (AB) und 
dem Clus te r (C) ve rwende t , also der Wert 3.0. Ä h n l i c h e Über l egungen für 
die ve rb le ibenden Clus ter ( D ) und (E) ergeben folgende n e u e U n ä h n l i c h -
ke i t smat r ix (vgl. A b b i l d u n g 2 .4-4) . 
2. Durchlauf der Schritte 2 bis 4: 
Im nächs ten Durch lau f werden zunächs t die be iden ähn l i chs ten Clus ter 
(AB) u n d (C) ve r schmolzen u n d n a c h derse lben Logik - wie im ersten 
Durch l au f - die neuen U n ä h n l i c h k e i t e n be r echne t . 
Die Schr i t te 2 bis 4 werden solange du rch lau fen , bis ein einziges Clus ter 
exist ier t . Als Ergebn i s erhäl t m a n das in A b b i l d u n g 2.4-1 dargestel l te Den-
d r o g r a m m oder das in der Tabelle 2.4-1 wiedergegebene Verschmelzungs -
schema. 
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Abbildung 2.4-4: 
Unähnlichkeitsmatrix nach dem ersten 
Verschmelzungsschritt beim Complete-Linkage 
AB C D E 
AB 0.0 
C 3.0 0.0 
D 10.0 6.5 0.0 
E 9.0 8.5 5.0 0.0 
Single-Linkage ( M e t h o d e des nächs ten Nachba rns ) : D a s Verfahren wird 
a u c h als Methode des nächsten Nachbarns beze ichne t (s. Abb i ldung 2 .4-5) : 
A b b i l d u n g 2 .4 -5 : 
B e r e c h n u n g der neuen U n ä h n l i c h keiten beim Single-Linkage 
D ie n e u e U n ä h n l i c h k e i t zwischen zwei Clus tern wird durch die kürze-
ste En t fe rnung , die zwischen zwei Klass i f ikat ionsobjekten der beiden Clu-
ster bes teh t , gebildet. In unserem fiktiven Beispiel ergibt der A l g o r i t h m u s 
fo lgende Ergebnisse: 
Zunächs t werden die beiden ähnl ichs ten Clus ter (A) u n d (B) ver-
schmolzen . Die neuen Unähn l i chkc i t cn zwischen diesem neuen Cluster 
(AB) u n d den verb le ibenden Clus tern (C) , (D) und (E) sind: 2.5 zwischen 
(AB) u n d (C) , da 2.5 ( U n ä h n l i c h k e i t zwischen (A) u n d (C)) kle iner ist als 
3.0 ( U n ä h n l i c h k e i t zwischen (B) und (C)) , 7.5 zwischen (AB) u n d (D) , da 
7.5 (Unähn l i chke i t zwischen (B) und (D)) kleiner ist als 10.0 (Unähn l i ch -
keit zwischen (A) und (D)) . 
Im nächs ten Durch lauf der Schr i t te 2 bis 4 werden die be iden ähnl ichs ten 
Clus te r (AB) und (C) fusioniert . Die neuen U n ä h n l i c h k e i t e n s ind: 8.0 zwi-
schen (ABC) und (E) u n d 6.5 zwischen (ABC) u n d ( D ) . Als E n d e r g e b n i s 
e rhä l t m a n : 
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Tabelle 2 . 4 - 3 : 
Ve r schme lzungsschema für f ikt ives Beispiel bei D u r c h f ü h r u n g des Single-
L i n k a g e 
Schr i t t Clus te r 1 Clus te r 2 Verschmelzungsn iveau 
1 A B 2.0 
2 A,B C 2.5 
3 D E 5.0 
4 A,B,C D,E 6.5 
D a s Niveau von 2.5 in diesem Schema gibt beispielsweise die m i n i m a l e 
U n ä h n l i c h k e i t zwischen den Clus te rn (AB) u n d (C) an . 
Complete - u n d Single*Linkage stellen zwei Extreme in der Berech-
n u n g der n e u e n U n ä h n l i c h k e i t e n dar . Man hat desha lb ve r such t , Zwi-
schenlösungen, d ie sogenann ten Average - und Centroid Verfahren, zu 
en twicke ln (vgl. dazu z.B. A n d e r b e r g 1973: 137-145; Sokal & Snea th 1973: 
214-245) . In der nachfo lgenden Tabelle ist die B e r e c h n u n g der n e u e n Un-
ähn l i chke i t en für diese Verfahren dargestel l t , die auch in SPSS X zur Ver-
fügung s t ehen . 
Neben diesen Verfahren wird in der L i t e ra tu r häufig das Verfahren von 
Ward als h ie ra rch i sch agglomera t ives Verfahren angewende t . Dieses Ver-
f ah ren geht von fo lgender Über l egung aus: Die S t r euung i n n e r h a l b der 
Clus te r ist bei quan t i t a t iven Klass i f ika t ionsmerkmalen ein M a ß für die 
He te rogen i t ä t der Clus ter . Die Clus ter werden n u n so gebi ldet , daß diese 
He te rogen i t ä t m i n i m i e r t wird . Das Ward Verfahren bietet d a r ü b e r h i n a u s 
den Vorteil , d a ß ein Signif ikanztest für die B e s t i m m u n g der C lus t e r anzah l 
du rchge füh r t werden kann (Kaufman 1985). Der Nachtei l dieses Verfah-
r e n s bes teh t da r in , daß die A n w e n d u n g n u r für quan t i t a t ive Klassifika-
t i o n s m e r k m a l e zulässig ist und die U n ä h n l i c h k e i t e n du rch q u a d r i e r t e 
eukl id i sche Dis t anzen gemessen werden müssen . E ine A n w e n d u n g der 
Logik des Ward-Verfahrens auf n o m i n a l e Klass i f ika t ionsmerkmale stellt 
d ie In fo rma t ionsana lyse (s. z.B. Vogel 1975: 109-129 u n d 252-291) dar . Sic 
s teht in SPSS X n ich t zur Verfügung. 
Anges ich t s der Vielzahl h ie ra rch i sch agg lomera t iver Verfahren stellt 
sich u n m i t t e l b a r die Frage , welches oder welche Verfahren denn n u n für 
e ine Clus te rana lyse ve rwende t werden sollen. E ine a l lgemeine A n t w o r t 
auf diese F rage kann n ich t gegeben werden , v i e l m e h r wird später gezeigt, 
wie gerade diese Vielfalt zur Ü b e r p r ü f u n g der Stabil i tät der erziel ten Er-
gebnisse genutz t we rden k a n n . F o r m a l wird die A n z a h l der mögl ichen 
Verfahren du rch deren Eigenschaf ten u n d A n w e n d u n g s v o r a u s s e t z u n g e n 
e ingesch ränk t . Diese s ind in der Tabelle 2 .4-5 dargestel l t . 
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Tabelle 2 .4-4 : 
B e r e c h n u n g neue r U n ä h n l i c h k e i t e n bzw. Ähnl ichke i t en bei den 
Average - u n d Cen t ro idve r fah ren 
Verfahren: 
B A V E R A G E 
(average be tween 
g roups ; unweigh ted 
pa i r g r o u p me thod 
us ing a r i t hme t i c 
averages ( U P G M A ) ) 
W A V E R A G E 
(average wi th in 
g roups ; weighted 
pa i r g r o u p me thod 
using a r i thme t i c 
averages ( W P G M A ) 
C E N T R O I D 
(unweigh ted cen t ro id) 
M E D I A N 
(weighted cen t ro id) 
n e u e Un- bzw. Ähnl i chke i t en : 
= Durchschn i t t ( a r i thm. Mit te l ) 
der Unähn l i chke i t en (Ähn l i ch 
kei ten) zwischen den Klassi-
f ika t ionsobjekten aus dem 
Clus ter i u n d j 
= Durchschn i t t ( a r i thm. Mit te l ) 
der Unähn l i chke i t en (Ähn l i ch -
kei ten) zwischen den Klassi-
f ika t ionsobjek ten aus dem 
Clus ter i u n d j und der Un-
ähn l i chke i t en der Klassifi-
ka t ionsob jek te i nne rha lb von 
i u n d j 
= U n ä h n l i c h k e i t (Ähnl ichke i t ) 
zwischen den Mit te lwer ten 
des Clus ters i und j in 
den Klass i f ika t ionsmerkmalen 
= Unähn l i chke i t (Ähnl ichke i t ) 
zwischen den Mit te lwer ten des 
Clus ters i u n d j in den 
Klass i f ika t ionsmerkmalen u n t e r 
A n n a h m e , daß alle Clus ter 
gleich g roß sind. 
Beim Ward-Verfahren können n u r quadrierte euklidische Distanzen als 
U n ä h n l i c h k e i t s m a ß e verwendet werden . D a d u r c h werden implizi t g rößere 
Un te r sch i ede in den M e r k m a l s a u s p r ä g u n g e n zweier Klassif ikat ionsobjek-
te s tä rker gewichtet als kleine Unte r sch iede . Ist diese G e w i c h t u n g une r -
wünsch t , soll te auf e ine A n w e n d u n g des Ward-Verfahrens verz ichte t wer 
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Tabelle 2 . 4 - 5 : 
Verfahren: 
C O M P L E T E 
S I N G L E 
B A V E R A G E 
W A V E R A G E 
C E N T R O I D 
M E D I A N 
W A R D 
A n w e n d u n g s v o r a u s -
se tzungen: 
n u r O r d n u n g s i n f o r -
ma t ion der U n ä h n l . 
geht in die Analyse 
ein 
wie beim C O M P L E T E 
G r ö ß e n u n t e r s c h i e d e 
in den U n ä h n l . gehen 
in die Analyse ein 
wie beim B A V E R A G E 
quan t i t a t ive Klassi 
f i k a t i o n s m e r k m a l e und 
quadr i e r t e eukl id ische 
Di s t anz 
wie beim C E N T R O I D 
wie beim C E N T R O I D 
Eigenschaf ten: 
I.d.R. wi rd ein 
he te rogenes Rest 
c luster gebi ldet . 
K a n n zu e iner Ver-
ke t tung füh ren . 
D ie G r ö ß e u n d Streu-
u n g der Clus ter geht 
in die Analyse ein, 
desha lb k ö n n e n weit 
en t fe rn te Clus ter 
mit ger inger Streu-
ung ve r schmolzen w e rd en . 
Invers ion des 
D e n d r o g r a m m s mög-
lich (Clus ter , die 
zu e inem späteren 
Ze i t punk t ver-
schmolzen werden , 
k ö n n e n ähn l i che r 
sein als Clus ter , 
die zu e inem 
f rüheren Ze i tpunk t 
ve rschmolzen werden 
impl iz i te G e w i c h t u n g 
durch quadr i e r t e 
eukl id i sche Dis tanz 
impl iz i te G e w i c h t u n g 
du rch quadr i e r t e 
euk l id i sche D i s t anz 
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den . Z u d e r s ind für das Verfahren von Ward quantitative Klassifikations-
merkmale e r forder l ich . Diese beiden E insch ränkungen gelten auch für die 
Zentroid-Verfahren ( C E N T R O I D und M E D I A N ) , da n u r in diesem Fall 
d ie neuen Unähn l i chke i t en wie in Tabelle 2 .4-4 in terpre t ie r t werden kön-
n e n (vgl. Ande rbe rg 1973: 141). Beim Complete - und Single-Linkage 
wird n u r die ordinale Information der U n ä h n l i c h k e i t s m a t r i x verwende t . 
D ie Werte der U n ä h n l i c h k e i t s m a t r i x können also z.B. quadr ie r t , logar i th-
mie r t werden oder es kann die Wurzel gebildet werden , o h n e daß sich d ie 
Ergebnisse ä n d e r n . In die ande ren Verfahren dagegen geht das A u s m a ß 
de r U n ä h n l i c h k e i t , also um wieviel u n ä h n l i c h e r sich A u n d B und A u n d 
C s ind, ein. Auf e ine A n w e n d u n g des Single-Linkage sollte schl ießl ich 
wegen der Verket tungseigenschaft verzichtet werden , wenn diese uner-
wünsch t ist. 
Übungsaufgabe 4: 
a) Führen sie für die nachstehende Ähnlichkeitsmatrix eine Clusteranalyse mit 
Hilfe des Complete - und Single-Linkage durch. Stellen Sie die Ergebnisse in 
Form eines Den Urogramms und eines Verschmelzungsschemas dar! 
A CO C D E 
A 0. 
6 1. 0. 
C 2. 2. 0. 
D 4. 10. 1. 0. 
E 12. 5. 4. 4. 0. 
b) In einer Untersuchung wurde für die Klassifikationsmerkmale Familien 
stand, Geschlecht und Alter das Ward-Verfahren angewendet. Ist dieses Vorge-
hen zulässig? 
Begründen Sie Ihre Antwort! 
c) Geben Sie ein Beispiel für eine Clusteranalyse, bei der eine Verkettung er-
wünscht ist! 
2.4.2 P- und D - M a ß e zur M e s s u n g der Ähnl ichkei t und Unähn l i chke i t 
zwischen den Klass i f ikat ionsobjekten 
Eine sehr grobe , aber zent ra le Ein te i lung von Ähn l i chke i t s - und Un-
ä h n l i c h k e i t s m a ß e n ist die in P - ( P r o d u k t m a ß e ) und in D - M a ß e (Dis tanz-
maße) (vgl. Schlosser 1976: 92-151) . D e n P - M a ß e n liegt die B e r e c h n u n g 
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von Produkten in den M e r k m a l s a u s p r ä g u n g e n de r Klass i f ika t ionsmerk 
m a l e zwischen zwei Klass i f ika t ionsobjekten z u g r u n d e , den D-Maßen die 
B e r e c h n u n g von Abständen (Distanzen) in den M e r k m a l s a u s p r ä g u n g e n . 
Ein Beispiel für ein P - M a ß ist d ie Korre la t ion zwischen zwei Klassifika-
t i onsob jek ten . Die aus der S c h u l m a t h e m a t i k b e k a n n t e eukl id i sche Dis -
t a n z ist ein Beispiel für ein D - M a ß . Die F o r m e l zur B e r e c h n u n g dieser 
be iden M a ß z a h l e n ist: 
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Die Korre la t ion C O R R ( l , 2 ) ist ein Maß für die Ähn l i chke i t zwischen 
zwei Klass i f ikat ionsobjekten. Sie läßt sich mit 2 ( l - C O R R ( l , 2 ) ) - 3.258 in 
ein U n ä h n l i c h k e i t s m a ß über führen . Das durch diese Trans format ion er 
ha l t ene U n ä h n l i c h k e i t s m a ß entspr icht der quadrierten euklidischen Dis-
tanz für standardisierte Klassifikationsobjekte (7). 
En t sche idend für das Vers tändnis u n d die A n w e n d u n g in S P S S X ist die 
Kenn tn i s der Ope ra t i onen , die in die Be rechnung der Korre la t ion 
C O R R ( i J ) e ingehen . Diese sind: 
1. Standardisierung der Klassifikationsobjekte. 
Bezeichnen wir mit X¡ den Mittelwert des Klassifikationsobjektes i und 
mi t Sj die Standardabweichung des Klass i f ikat ionsobjektes i in den Klas 
s i f ika t ionsmerkmalen , dann werden die M e r k m a l s a u s p r ä g u n g e n des Klas 
s i f ikat ionsobjektes i s tandardis ier t mi t : 
44 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
Abbildung 2.4-6: 
Standardisierung von Klassifikationsmerkmalen und 
Klassifikationsobjekten 
Diese S tanda rd i s i e rung ist e ine Operation über die Zeilen de r Klassi-
f i ka t i onsda t enma t r i x , d ie also für j edes Klass i f ika t ionsobjekt durchge-
führ t wird , w ä h r e n d die in den meis ten S ta t i s t ik lehrbüchern b e k a n n t e Z-
Transformation oder S tanda rd i s i e rung e ine Operation über die Spalten der 
Klass i f ika t ionsda tenmat r ix darstel l t . Sie wird also für j edes Klassifika-
t i o n s m e r k m a l oder a l lgemein für eine Variable du rchgeführ t . In der Ab-
b i ldung 2 .4-6 ist der Un te r sch ied zwischen diesen beiden O p e r a t i o n e n da r -
gestellt . 
Z u r U n t e r s c h e i d u n g dieser be iden Opera t ionen werden im fo lgenden 
die Beze ichnungen »Standardisierung der Klassif ikationsobjekte« u n d 
»Standardisierung der Klassifikationsmerkmale« v e rwende t . 
Die S t anda rd i s i e rung der Klass i f ikat ionsobjekte bewi rk t , d a ß n u r m e h r 
re la t ive Un te r sch i ede zwischen den Klass i f ika t ionsobjekten gemessen 
w e r d e n . D ie absolu te G r ö ß e , in unse rem Beispiel also die G r ö ß e e ines 
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Hausha l t e s , und die G r ö ß e der Un te r sch iede in den Ausprägungen der 
Klass i f ika t ionsmerkmale spielen keine Rol le m e h r . In dem fiktiven Bei 
spiel der Tabelle 2 .4-6 w ü r d e n alle H a u s h a l t e nach dieser S tandard is ie rung 
dieselben s tandardis ie r ten Merkma l sausp rägungen besi tzen. 
Tabelle 2 .4-6 : 
Konsequenzen e iner S tandard is ie rung der Klass i f ikat ionsobjekte 
Aus dem Beispiel ist unmi t t e lba r ers icht l ich, d a ß diese S tandard i s i e rung 
von zweifelhaftem Wert ist, da beispielsweise der erste Hausha l t mit je 
e inem Mitglied aus der Kernfami l ie u n d aus der Verwandtschaft dieselben 
s tandard is ie r ten Merkma l sausp rägungen besitzt wie der fünfte Hausha l t 
mi t vier Mitgl iedern aus der Kernfami l ie und e inem Verwandten . 
Es gibt aber d u r c h a u s Anwendungsbe i sp ie l e , in denen eine S tandard i 
s ie rung der Klass i f ikat ionsobjekte s innvol l ist (s. z.B. Sodeur , 1974:96). 
2. Berechnung des Skalarproduktes von zwei Klassifikationsobjekten. 
D a s Ska la rp roduk t zwischen zwei s tandard is ie r ten Klassif ikations 
Objekten ist definiert als 
Dieses Ska la rp roduk t ist identisch mit der gesuchten Korre la t ion 
C O R R ( i , j ) u n d entspr icht geometr isch dem Cos inus der von den 
s tandard is ie r ten Klass i f ika t ionsmerkmalen aufgespannten Merkmal svek -
toren der be iden Klassi f ikat ionsobjekte i und j . In die Messung der Ähn-
l ichkei t durch die Korre la t ion geht also n u r die R ich tung dieser beiden 
Vektoren ein, n ich t aber deren Länge. 
De r Cos inus kann auch für n ich t - s t andard i s ie r te Klassif ikat ionsobjek-
te als Ä h n l i c h k e i t s m a ß berechnet werden . Die Länge der Klassif ikations-
m e r k m a l s v e k t o r e n spielt dabei ebenfal ls keine Rolle . 
Technisch kann die Korre la t ion C O R R ( i , j ) in SPSS X mit diesen beiden 
Schr i t ten be rechne t werden : Zunächs t wird die S tandard i s ie rung der Klas-
s i f ika t ionsobjekte du rch C O M P U T E Anweisungen durchgeführ t , daran 
ansch l i eßend wird in der Prozedur C L U S T E R der C O S I N U S als Ähnl i ch -
ke i t smaß ve rwende t . 
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Unähnl ichkeitsmaße in S P S S X. 
In der SPSS X P r o z e d u r C L U S T E R selbst kann zwischen folgenden Un 
ä h n l i c h k e i t s m a ß e n gewähl t we rden : 
B L O C K ( i , j ) = - City-Block oder M a n h a t t e n m e t r i k . Bei 
der Ci ty-Blockmetr ik we rden die abso-
lu ten A b w e i c h u n g e n der Klassifika-
t ionsob jek te i u n d j in j e d e m Klassifi-
k a t i o n s m e r k m a l be rechne t und ansch l ie -
ßend a u f s u m m i e r t . ( S u m m i e r t wird über 
alle 1.) 
S E U C L I D ( i , j ) = = quadr i e r t e Euk l id i sche Dis t anz . Bei der 
quadr i e r t en Eukl id i schen Dis t anz wer-
den die A b w e i c h u n g s q u a d r a t e von den 
M e r k m a l s a u s p r ä g u n g e n der Klassifika-
t ionsob jek te i u n d j be rechne t u n d an 
sch l i eßend a u f s u m m i e r t . ( S u m m i e r t 
wird übe r 1.) 
E U C L I D ( i , j ) = - eukl id i sche Di s t anz . 
P O W E R ( i , j / p , r ) = - M i n k o w s k i m e t r i k . D ie Min 
kowsk imet r ik bietet die Mögl ichkei t die 
absoluten A b w e i c h u n g e n der Klassifika-
t ionsob jek te i u n d j in den Klassifika-
t i o n s m e r k m a l e n un te r sch ied l ich zu ge-
wich ten . Je g röße r der M e t r i k p a r a m e t e r 
p gewähl t wird , u m s o s tärker werden 
g rößere absolu te Abwe ichungen gewich-
tet. F ü r p = l u n d r = l erhäl t m a n die 
Ci ty-Blockmetr ik u n d für p = 2 u n d r = 2 
die euk l id i sche Dis t anz . 
C H E B Y C H E W ( i J ) = i - D i s t a n z m a ß von C h e b y -
chew. In die B e r e c h n u n g der U n ä h n l i c h -
keit geht n u r die g röß te absolu te Abwei -
c h u n g von zwei Klass i f ika t ionsobjekten 
in den Klas s i f ika t ionsmerkmalen ein. 
(Das M a x i m u m wird also übe r al le 1 ge-
sucht . ) 
D a n e b e n kann in S P S S X n o c h der Cos inus COS( i , j ) 
C O S I N U S ( i J ) -
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als U n ä h n l i c h k e i t s m a ß be rechne t werden (8). Den Unte rsch ied zwischen 
der Ci ty-Blockmetr ik , der eukl id ischen Dis tanz u n d dem Cos inus kann 
f o l g e n d e r m a ß e n verdeut l ich t werden : G e g e b e n ist e ine Ebene , auf der sich 
zwei P u n k t e A und B be f inden . D ie P u n k t e k ö n n e n durch die d i rekte 
F lug l in ie oder n u r über Kreuzungen , die rech twinke l ig aufe inanders te l len , 
e r re ich t w e r d e n . Eine Person P bef indet sich ebenfal ls auf dieser Ebene 
(vgl. A b b i l d u n g 2.4-6a). 
Abbildung 2.4-6a: 
Graphische Darstellung der City-Blockmetrik 
und der euklidischen Distanz 
— City-Blockentfernung zwischen P und A 
.•. euklidische Entfernung zwischen P und A 
Die Ci ty-Blockmetr ik ist in diesem Beispiel die En t fe rnung zwischen P 
u n d A, wenn n u r den geraden Straßen u n d Kreuzungen en t l ang gegangen 
werden kann . Der eukl idischen Dis t anz zwischen P und A entspr icht die 
F lug l i n i enen t f e rnung zwischen P und A. D e r Cos inus gibt schl ießl ich an , 
ob von P aus die beiden P u n k t e A und B in der gleichen R ich tung liegen. 
Ist der Cos inus 1.0 liegen be ide P u n k t e in derse lben Rich tung , bei -1.0 in 
entgegengesetz ter R ich tung . 
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F ü r die be iden ersten H a u s h a l t e erhäl t m a n die in der Tabelle 2 .4-7 
darges te l l tene Werte . 
D ie U n ä h n l i c h k e i t s m a ß e ( B L O C K , S E U C L I D , ...) un te r sche iden sich 
d u r c h e ine ung le i che G e w i c h t u n g der abso lu ten A b w e i c h u n g e n zweier 
Klass i f ika t ionsobjekte in den Klas s i f ika t ionsmerkmalen . N u r bei der Ci 
ty-Blockmetr ik wird e ine G l e i c h g e w i c h t u n g al ler A b w e i c h u n g e n u n a b h ä n -
gig von deren G r ö ß e n e r re ich t . Die Ci ty-Blockmetr ik hat d a r ü b e r h i n a u s 
den Vorteil , d a ß sie für K las s i f i ka t ionsmerkmale mi t bel iebigen Meßni -
veaus angewende t werden k a n n . 
Tabel le 2 .4-7 : 
R e c h e n s c h e m a für die B e r e c h n u n g der in SPSS X ver fügbaren Ähnl ich-
keits- u n d U n ä h n l i c h k e i t s m a ß e 
Klas-
sifika-
t i ons -
m e r k -
m a l e 
Klas-
sifika-
t ions-
objek-
te 
i j 
Übungsaufgabe 5 
a) Berechnen Sie für die nachfolgenden Klassifikationsobjekte die City-Block-
metrik, die euklidische Distanz, den Cosinus und die Minkowskimetrik mit 
p-= 3 und r ~ 1. 
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XI X2 X3 X4 
KL Objekt 1 
Kl-objekt 2 
1 2 3 2 
10 12 18 16 
b) Geben Sie ein Beispiel, in dem eine Standardisierung der Klassifikationsob-
jekte sinnvoll sein kann. 
c) Die Korrelation CORR(ij) zwischen zwei Klassifikationsobjekten i und j läßt 
sich durch die Transformation 
2(l-CORR(i,j)) 
in ein Unähnlichkeitsmaß transformieren. Man erhält durch diese Transfor-
mation die quadrierte euklidische Distanz, wenn die Klassifikationsobjekte 
standardisiert wurden. Diese Transformation ist auch für den COSINUS (i,j) 
als Ähnlichkeitsmaß möglich. Erhält man dadurch die quadrierte euklidische 
Distanz für nicht - standardisierte Klassifikationsobjekte? (Begründen Sie 
Ihre Antwort!) 
2.4.3 Die Standardisierung von Kiassifikationsobjekten 
Die S tandard i s i e rung der Klass i f ikat ionsobjekte zur Be rechnung der 
Korre la t ion als Ä h n l i c h k e i t s m a ß m u ß vor dem Aufruf der SPSS X Pro -
zedur C L U S T E R durchgeführ t werden . F ü r unser Beispiel ergibt sich fol-
gen des P r o g r a m m : 
TITLE »Standardisierung der Klassifikationsobjekte« 
FILE HANDLE AFAMD / NAME « »AFAM.DAT« 
GET FILE AFAMD 
COMPUTE MKOBJ - MEAN(AKERNF, AVERW, AINW, AGES1N) 
COMPUTE SAKORJ - SD(AKERNF, AVERW, AINW, AGESIND) 
COMPUTE AKERNF - (AKERNF - MKOBJ)/SAKOBJ 
COMPUTE AVERW - (AVERW - MKOBJ)/SAKOBJ 
COMPUTE AINW = (AINW - MKOBJ)/SAKOBJ 
COMPUTE AGES1N = (AGESIN - MKOBJ)/SAKOBJ 
CLUSTER AKERNF AVERW AINW AGESIN 
/MEASURE - COSINUS 
D u r c h die F ILE H A N D L E - Anwei sung wird der N a m e A F A M D der 
SPSS X Arbei tsdate i definiert . Diese Date i ist extern unter dem N a m e n 
A F A M . D A T abgespeicher t . Bei diesen Da ten hande l t es sich um die auf 
die H a u s h a l t e aggregierten F a m i l i e n s t r u k t u r d a t e n (s. Hinweis 1 in Ab-
schni t t 2.2). D u r c h die G E T FILE - A n w e i s u n g wird die Arbei t sda te i 
A F A M D »ge l aden« . 
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D e r Mi t te lwer t der Klass i f ika t ionsobjekte in den Klass i f ika t ionsmerk-
malen wird d u r c h die A n w e i s u n g C O M P U T E M K O B J = M E A N 
( A K E R N F , A V E R W , A I N W , A G E S I N ) be rechne t , die S tandardabweich-
u n g durch die A n w e i s u n g C O M P U T E S A K O B J = S D ( A K E R N F , 
A V E R W , A I N W , A G E S I N ) . 
In den fo lgenden C O M P U T E - A n w e i s u n g e n wird die S tandard i s i e rung 
der Klass i f ika t ionsobjekte du rchgeführ t . Die A n w e i s u n g C O M P U T E 
A K E R N F = ( A K E R N F - M K O B J ) / SAKOBJ bewi rk t , daß für j edes 
Klass i f ika t ionsobjekt se ine s t andard i s i e r t e A u s p r ä g u n g in dem Klassifi-
k a t i o n s m e r k m a l A K E R N F be rechne t wi rd . D ie Anwe i sung C O M P U T E 
A V E R W - ( A V E R W - M K O B J ) / S A K O B J bewi rk t die B e r e c h n u n g der 
s t andard i s i e r t en A u s p r ä g u n g e n in dem Klass i f ika t ionsmerkmal A V E R W 
für j e d e s Klass i f ika t ionsobjekt , usw.. 
D i e SPSS X P r o z e d u r C L U S T E R wi rd du rch den Befehl C L U S T E R 
aufgerufen. U n m i t t e l b a r an den Aufruf ansch l i eßend werden die Klassi-
f i k a t i o n s m e r k m a l e def inier t . D ie A n w e i s u n g M E A S U R E = C O S I N U S 
bedeu te t , d a ß de r Cos inus zwischen zwei Klass i f ika t ionsobjekten als Ähn-
l i c h k e i t s m a ß be rechne t werden soll . Da die Klass i f ika t ionsobjekte 
s tandard i s ie r t w u r d e n , ist der Cos inus identisch mit der gesuchten Kor-
re la t ion . 
Soll im Unterschied zur Standardisierung der Klass i f ika t ionsobjekte 
n u r die absolute Größe der Klass i f ika t ionsobjekte eliminiert werden, n i ch t 
aber die abso lu ten Un te r sch i ede in den M e r k m a l s a u s p r ä g u n g e n e ines 
Klass i f ika t ionsobjektes , d a n n k ö n n e n z.B. anstel le von Abso lu tzah len An-
tei lswerte in die Analyse e inbezogen werden . In unse rem Beispiel k ö n n e n 
diese An te i l swer t e wie folgt be r echne t werden : 
TITLE »Berechnung von Anteils werten« 
FILE HANDLE AFMAD / NAME - »AFAM.DAT« 
GET FILE AFAMD 
COMPUTE SKOBJ - SUM ( AKERNF, AVERW, AINW, AGESIN) 
COMPUTE AKERNF - AKERNF/SKOBJ 
COMPUTE AVERW = AVERW/SKOBJ 
COMPUTE AINW = AINW/SKOBJ 
COMPUTE AGESIN - AGESIN SKOR1 
Die A n w e i s u n g T I T L E , F I L E H A N D L E u n d G E T FILE wurden berei ts 
h in läng l ich dargestel l t u n d b r a u c h e n n ich t m e h r wei ter behande l t w e rd en . 
D ie A n w e i s u n g C O M P U T E SKOBJ = S U M ( A K E R N F , AVERW, A I N W , 
A G E S I N ) bewi rk t , daß für j e d e n H a u s h a l t (Klass i f ika t ionsobjekt ) die An-
zahl der im H a u s h a l t l ebenden Personen ( = S u m m e der K l a s s i f i k a t i o n 
m e r k m a l e A K E R N F , A V E R W , A I N W u n d A G E S I N ) be rechne t und der 
Variablen SKOBJ zugewiesen wird . In den nachfo lgenden C O M P U 
TE - A n w e i s u n g e n werden die gesuchten Ante i l swer te b e r e c h n e t . 
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Übungsaufgabe 6: 
a) Berechnen Sie in der Tabelle 2.4-6 anstelle der standardisierten Klassifika-
tionsobjekte die entsprechenden Anteilswerte und verdeutlichen Sie sich die 
Unterschiede! 
b) In der Tabelle 2.4-6 sollen anstelle von Anteilswerten die Klassifikationsob-
jekte um ihre Mittelwerte zentriert werden 
Führt dieses Vorgehen ebenfalls zu einer Elimination der absoluten Höhe der 
Klassifikationsobjekte? Erhält man bei der Verwendung der City-Blockmeirik 
dieselben Unähnlichkeitswerte wie bei der Verwendung von Anteilswerten? 
(Begründen Sie Ihre Antwort!) 
c) Schreiben Sie für die familialen Haushaltsdaten ein SPSS X Programm, das 
diese Mittelwertzentrierung durchführt. 
2.4.4 Die Anwendung der City-Block metrik für Klassifikationsmerkmale 
beliebigen Meßniveaus 
Die A n w e n d u n g der b i sher behande l t en Ähn l i chke i t s - u n d U n ä h n -
l i chke i t smaße setzt quant i ta t ives Meßniveau der Klass i f ika t ionsmerkmale 
vo raus . D a r ü b e r h inaus müssen die Klass i f ikat ionsobjekte durch e inen 
einzigen Zah lenwer t in den Klass i f ika t ionsmerkmalen gekennze i chne t 
sein. In diesem Abschni t t wird das Vorgehen bei o rd ina len und n o m i n a l e n 
Klass i f ika t ionsmerkmalen dargestel l t . D ie Strategien für den Fall , d a ß die 
Klass i f ikat ionsobjekte durch eine Vertei lung in den Klass i f ikat ionsmerk-
ma len gekennze ichne t s ind, werden im nächs ten Abschn i t t behande l t . 
F ü r ord ina le , n o m i n a l e u n d insbesondere für b inä re Klassifikations-
m e r k m a l e w u r d e n in der Li te ra tur eine Vielzahl von Ähn l i chke i t s - und 
U n ä h n l i c h k e i t s m a ß e n entwickelt (s. dazu z.B. die in der S P S S X Prozedu r 
P R O X I M I T Y verfügbaren Koeff izienten; SPSS Inc . 1986: 732-735) . 
F ü r p rak t i sche Zwecke ausre ichend dürfte aber die Tatsache sein, daß 
die City-Block metrik für Klassifikationsmerkmale mit beliebigem Meß-
niveau angewende t werden kann . F ü r n o m i n a l e Klass i f ika t ionsmerkmale 
können da rübe r h i n a u s alle D-Maße zur Messung der U n ä h n l i c h k e i t ver-
wende t werden . Die dafür er forder l ichen Opera t ionen sollen im folgenden 
kurz dargestellt werden . 
Gegeben sei ein n o m i n a l e s Klass i f ika t ionsmerkmal A mit k Ausprägun-
gen. Wir wissen berei ts , daß sich A in k Dummy-Variablen Aj auflösen läßt , 
wobei Aj den Wert 1 a n n i m m t , wenn A die A u s p r ä g u n g 1 besitzt . Fü r alle 
ande ren Ausprägungen von A ist A, gleich 0. Fü r diese Dummy-Var iab len 
kann nun die C i t v B l o c k m e t r i k be rechne t werden : 
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= A u s p r ä g u n g des Klass i f ikat ionsobjektes j in der D u m m y -
Variablen 
Die Ci ty-Blockmetr ik kann für ein n o m i n a l e s Klass i f ika t ionsmerkmal 
n u r zwei Wer te a n n e h m e n . D e n Wert 0 , wenn die be iden Klassifika-
t ionsob jek te i u n d j dieselbe A u s p r ä g u n g in A bes i tzen, u n d den Wert 2.0 
bei un te r sch ied l i chen A u s p r ä g u n g e n in A. 
G r u n d s ä t z l i c h kann dieses Vorgehen auch für o rd ina le Klassif ikat ions-
m e r k m a l e gewähl t w e r d e n . Al le rd ings geht dabe i die o rd ina le In fo rma t ion 
ve r lo ren . Sei beispielsweise das o r d i n a l e Klass i f ika t ionsmerkmal C das in 
E i n k o m m e n s g r u p p e n gemessene E i n k o m m e n (vgl. Tabelle 2 .4 -8) e iner 
M e n g e von Pe r sonen (Klass i f ika t ionsobjekte) , d a n n werden Personen mit 
e inem E i n k o m m e n von DM 0 b i s 1000 u n d von DM 1001 bis 2000 als 
gleich u n ä h n l i c h beze ichne t wie Pe r sonen mi t e inem E i n k o m m e n von 
DM 0 bis 1000 u n d von DM 5001 b is 8000. 
Diese r Nachte i l kann d u r c h das sogenann te »addi t ive coding« (Vogel 
1975: 73 -77 ) beseit igt w e r d e n . Beim »addi t ive cod ing« werden o rd ina le 
D u m m y - Var iablen n a c h fo lgender Vorschrift gebi ldet : 
D ie Bi ldung von o rd ina len Dummy-Var iab len ist in der Tabel le 2 .4-8 
dargestel l t . 
Berechne t m a n für die o rd ina len D u m m y Variablen die City-Block-
m e t r i k , d a n n wird die A n z a h l der Ausp rägun ge n , d ie zwischen zwei Klas-
s i f ika t ionsobjekten liegt, gezähl t . D ie Ci ty-Blockmetr ik beträgt beispiels-
weise in der Tabel le 2 .4-8 zwischen zwei Personen mit e inem E i n k o m m e n 
von DM 0 bis 1000 u n d von DM 1001 bis 2000 gleich 1.0. Dagegen würde 
sie für zwei Pe r sonen mit e inem E i n k o m m e n von DM 0 bis 1000 u n d von 
DM 5001 bis 8000 den Wert 3.0 a n n e h m e n . 
Die Anwendung a n d e r e r D - M a ß e - als der Ci ty-Blockmetr ik - würde 
zu e iner Gewich tung der U n t e r s c h i e d e in der A n z a h l der Ausp rägungen 
führen u n d desha lb m e h r als d ie re ine o rd ina le In fo rma t ion ve rwenden . 
Ih re A n w e n d u n g ist desha lb n u r s innvol l , w e n n diese G e w i c h t u n g inhal t -
lich theore t i sch beg ründe t werden k a n n . 
Im U n te r s ch i ed zu n o m i n a l e n Klass i f ika t ionsmerkmalen hängt der ma-
x i m a l e Wert , den die Ci ty-Blockmetr ik bei o rd ina len Klass i f ika t ionsmerk-
ma len a n n e h m e n k a n n , von der Anzahl der A u s p r ä g u n g e n ab . Er beträgt 
k - 1, wobei k die A n z a h l der Ausp rägungen ist. Werden also m e h r e r e 
o rd ina le Klas s i f ika t ionsmerkmale in die Analyse e inbezogen , ist e ine Ge-
w i c h t u n g mit k oder mi t k - 1 s innvol l , um die Vergle ichbarkei t der Klas-
s i f i k a t i o n s m e r k m a l e zu e r r e i chen . 
53 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
Tabelle 2 .4 -8 : 
Auf lösung eines ord ina len Klass i f ika t ionsmerkmals in n o m i n a l e u n d 
o rd ina le Dummy-Var iab len 
D a s nachfo lgende Beispiel zeigt, wie diese G e w i c h t u n g u n d die Bi ldung 
von ord ina len Dummy-Var i ab len in S P S S X durchgeführ t werden k a n n . 
Dabe i wird a n g e n o m m e n , d a ß die S P S S X Arbei tsdate i die be iden ordi-
na len Klass i f ika t ionsmerkmale E I N K ( E i n k o m m e n ) mi t den 6 Ausprä-
gungen 
en thä l t . D ie S P S S X Befehle zur Bi ldung und G e w i c h t u n g der ordinalen 
Dummy-Variablen s ind: 
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COMPUTE D E I N K 1 - 0 DO REPEAT D E I N K - D E I N K 1 TO DEINK6 
COMPUTE D E I N K 2 - 0 COMPUTE D E I N K - 0 
COMPUTE D E I N K 3 - 0 END REPEAT 
COMPUTE D E I N K 4 - 0 
COMPUTE D E I N K 5 - 0 
COMPUTE D E I N K 6 - 0 
IF (EINK GE 1) DEINK1 - 1 DO REPEAT D E I N K - D E I N K 1 TO DEINK6 
IF (EINK GE 2) D E I N K 2 - 1 / W E R T « 1 TO 6 
IF (EINK GE 3) DEINK3= 1 IF (EINK GE WERT) D E I N K - 1./5. 
IF (EINK GE 4) D E I N K 4 - 1 END REPEAT 
IF (EINK GE 5) D E I N K 5 - 1 
IF (EINK GE 6) D E I N K 6 - 1 
COMPUTE DALT1 -0 DO REPEAT DALT-DALT1 TO DALT4 
COMPUTE DALT2 - 0 COMPUTE DALT - 0 
COMPUTE DALT3 - 0 END REPEAT COMPUTE DALT4 - 0 
IF (ALTER GE 1) DALT1 - 1 DO REPEAT DALT-DALT1 TO DALT4 
IF (ALTER GE 2) D A L T 2 - 1 /WERT - 1 TO 4 
IF (ALTER GE 3) D A L T 3 - 1 IF (ALTER GE WERT) D A L T - 1/3. 
IF (ALTER GE 4) D A L T 4 - 1 END REPEAT 
COMPUTE DEINK1 - DEINK1 / 5 . 
COMPUTE DEINK2 —DEINK2/5. 
COMPUTE DEINK3 —DEINK3/5. 
COMPUTE D E I N K 4 - D E I N K 4 / 5 . 
COMPUTE DEINK5 = DEIN K 5/5. 
COMPUTE DEINK6—DEINK6/5. 
COMPUTE DALT 1 - DALT 1/3. 
COMPUTE DALT2-DALT2/3 . 
COMPUTE DALT3 — DALT3/3. 
COMPUTE DALT4 = DALT4/3. 
Auf der l inken Seite dieses Beispieles s ind die aus führ l ichen SPSS X 
Befehle dargestel l t , die rech te Seite en thä l t e ine äqu iva len te , aber wesent-
lich kürzere Schre ibweise dieser O p e r a t i o n e n . Die ersten 6 C O M P U -
TE - Anwei sungen auf der l inken Seite b e w i r k e n , d a ß die o rd ina len D u m -
my Variablen D E I N K 1 , DE1NK2, . . ,DEINK6 ini t ial is iert u n d ih re Werte 
auf 0 gesetzt werden . Diese Ope ra t i onen k ö n n e n durch die Ve rwendung 
e iner DO REPEATSch le i f e wesent l ich kürzer gefaßt werden (s. die rech te 
Seite) . D ie 6 C O M P U T E - Anwei sungen auf der l inken Seite sind voll-
k o m m e n ident isch mi t der DO R E P E A T - Schleife: 
DO REPEAT DEINK = DE1NK1 TO DE1NK6 
COMPUTE DEINK = 0 
END REPEAT 
Die DO R E P E A T - Anwe i sung bewi rk t , d a ß e ine Schleife definiert 
wi rd . Diese Schleife wird von der Variablen D E I N K sechsmal mit 
D E I N K 1 b e g i n n e n d bis D E I N K 6 du rch lau fen . F ü r j e d e dieser Variablen 
wird die C O M P U T E - Anwe i sung ausgeführ t . 
D u r c h die IF - Anwe i sungen werden auf der l inken Seite die ordinalen 
Dummy - Variablen gebi ldet . Die A n w e i s u n g IF ( E I N K GE 1) 
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D E I N K 1 - 1 bewi rk t , daß alle Klass i f ikat ionsobjekte mit e inem E i n k o m -
m e n > DM 0 in der ord ina len D u m m y Varibalen D E I N K 1 den Wert 1 
e rha l t en . D ie Anwe i sung IF (E INK GE 2) D E I N K 2 • 1 führt dazu , daß 
alle Klass i f ikat ionsobjekte mit e inem E i n k o m m e n > DM 1001 in der 
o rd ina len Dummy-Var iab len D E I N K 2 den Wert 1 e rha l ten , usw.. A u c h 
diese Befehle kann m a n durch die Verwendung einer DO RE 
PEAT - Schleife kürzer ausführen . D u r c h die Anwei sung DO R E P E A T 
D E I N K = D E I N K 1 TO D E I N K 2 / W E R T = 1 TO 6 wird e ine Schleife 
def inier t , d ie mit der Variablen D E I N K und paral lel dazu mit der Variab-
len W E R T durch laufen wird . Im ersten Schleifen durchlauf haben die Va-
r iablen D E I N K und W E R T die Ausp rägungen D E I N K 1 u n d 1 , im zwei ten 
Schle i fendurchlauf die A u s p r ä g u n g D E I N K 2 u n d 2 usw.. In der Schleife 
werden die Dummy-Var iab len D E I N K 1 , D E I N K 2 , . . u n m i t t e l b a r gewich-
tet , anste l le e ines Wertes von 1.0. Wenn die I F B e d i n g u n g zutrifft, e rha l t en 
sie den Wert US. ( 5 = die A n z a h l der Ausp rägungen m i n u s 1). In der 
rech ten Spal te wird diese G e w i c h t u n g du rch C O M P U T E - A n w e i s u n g e n 
am E n d e des P r o g r a m m es ausgeführ t . D u r c h die Anwe i sung C O M P U T E 
D E I N K 1 - D E I N K 1 / 5 . wird die o rd ina le Dummy-Var i ab le D E I N K 1 ge-
wichte t , d u r c h die Anwe i sung C O M P U T E D E I N K 2 = D E I N K 2 / 5 . d ie 
o rd ina le Dummy-Var i ab le D E I N K 2 , usw.. 
F ü r das o rd ina le Klass i f ika t ionsmerkmal ALTER werden ana loge Ope-
ra t ionen durchge führ t . 
Übungsaufgabe 7: Gegeben ist die SPSS X Datei mit Personen als Klassifika-
tionsobjekte und den Klassifikationsmerkmalen: 
GRUND (Grundbesitz) mit den Ausprägungen: 
1 = 0 bis unter 1 ha 
2 = 1 bis unter 2 ha 
3 = 2 bis unter 5 ha 
4 = über 5 ha 
REL (Religionszugehörigkeit) mit den Ausprägungen: 
1 = röm.Kath. 
2 = evangelisch 
3 = jüdisch 
9 = sonstiges 
HERK (Herkunft) mit den Ausprägungen: 
1 = einheimisch 
2 = Naheinwanderer 
3 = Femeinwanderer 
Die Datei ist extern unter dem Namen P.DAT abgespeichert. 
Schreiben Sie ein SPSS X Programm, in dem die Klassifikationsmerkmale ent 
sprechend ihrem Meßniveau in ordinale und nominale Dummy Variablen aufge-
löst und gewichtet werden. 
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2.4.5 P und D - M a ß e für Individuen und Aggrega te 
F o r m a l k ö n n e n die Klass i f ika t ionsobjekte in zwei Ar ten eingeteil t wer 
d e n (vgl. Abschn i t t 2.2.1): 
Klass i f ika t ionsobjekte mi t e iner festen A u s p r ä g u n g in den Klassifi-
k a t i o n s m e r k m a l e n u n d 
Klass i f ika t ionsobjekte mit e ine r Ver te i lung in den Klassif ikat ions-
m e r k m a l e n . 
Beide G r u p p e n von Klas s i f ika t ionsmerkmalen k ö n n e n Ind iv iduen oder 
Aggrega te sein. F ü r die ers te G r u p p e lassen sich p r o b l e m l o s d ie dargestell 
ten P - u n d D - M a ß e a n w e n d e n . F ü r die zwei te G r u p p e k ö n n e n zwei Stra-
tegien verfolgt w e r d e n . 
Auswahl e ines cha r ak t e r i s t i s chen M e r k m a l s der Verte i lung, wie z.B. 
Mi t te lwer t , M e d i a n , Perzen t i le oder Moda lwer t . D u r c h dieses Vorge-
hen werden die Klass i f ika t ionsobjek te de r zwei ten G r u p p e auf F s 
s i f ika t ionsobjekte der ers ten G r u p p e reduz ie r t . 
E inbez iehen der Verte i lung in d ie B e r e c h n u n g der Ä h n l i c h - oder 
U n ä h n l i c h k e i t s m a ß e . F ü r diese Strategie ist e ine Auf lösung in D u m -
my Variablen er forder l ich . 
D i e A n w e n d u n g dieser be iden Strategien ist in der A b b i l d u n g 2.4-7 
dargeste l l t . Ausgangspunk t dabei ist, daß e ine M e n g e von Klassifika-
t ionsob jek ten aggregiert wird u n d die so e n t s t a n d e n e n Aggregate e ine Ver-
t e i lung in den Klass i f ika t ionsmerkmalen besi tzen. 
Bei quan t i t a t iven Klass i f ika t ionsmerkmalen k ö n n e n u n m i t t e l b a r die 
Mi t t e lwer t e als neues Klass i f ika t ionsmerkmal ve rwende t w e r d e n (Pfad 1). 
E i n e B e r e c h n u n g von D - u n d P M a ß e n ist mögl ich . Auf der ande ren 
Seite k ö n n e n quan t i t a t ive Klas s i f ika t ionsmerkmale in o rd ina l e D u m m i e s 
aufge lös t we rden . Dafür wird in vielen Fäl len e ine Z u s a m m e n f a s s u n g in 
Klassen erforder l ich sein (Pfad 3). F ü r die aus quan t i t a t i ven , o rd ina len 
oder n o m i n a l e n Klass i f ika t ionsmerkmalen erzeugten D u m my-Variablen 
k ö n n e n bei der Aggregat ion Mi t t e lwer te oder S u m m e n be rechne t werden . 
In Abhäng igke i t vom Vorgehen erhä l t m a n für n o m i n a l e Klassif ikat ions-
m e r k m a l e Ante i l swer te bei der B e r e c h n u n g von Mi t t e lwer ten (Pfad 4a) 
u n d absolu te Häuf igkei ten bei e iner S u m m a t i o n (Pfad 4b ) . F ü r o rd ina le 
oder quan t i t a t ive Klass i f ika t ionsmerkmale erhä l t m a n k u m u l i e r t e An-
te i l swer te (Pfad 3a) oder absolu te Häuf igke i ten (Pfad 3b) . 
D i e Mögl ichkei t bei o rd ina len Klas s i f ika t ionsmerkmalen den Median 
oder Perzen t i le u n d bei n o m i n a l e n Klas s i f ika t ionsmerkmalen den Modal -
wer t als charak te r i s t i sches Ver t e i lungsmerkmal a u s z u w ä h l e n ist in der Ab-
b i l d u n g 2 .4-7 n ich t e inge t ragen . 
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Abbildung 2.4-7: Berechnung von D- und P-Maße für Klassifi-
kationsobjekte unterschiedlichen Typus 
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Übungsaufgabe 8: Gegeben sei die Datei P.DAT der Aufgabe 7, die zusätzlich das 
Klassifikationsmerkmal ALTER gemessen in Jahren enthält. Die Datei wurde 
über die Variable BERUF wie folgt auf aggregiert: 
FILE HANDLE PDAT / NAME - »P.DAT« 
GET FILE - PDAT 
RECODE R E L ( 9 « 4 ) 
DO REPEAT DREL = DREL1 TO DREL4 / WERT - 1 TO 4 
COMPUTE DREL - 0 
IF (REL - WERT ) DREL - 1 
END REPEAT 
DO REPEAT DHERK « DHERK1 TO DHERK3 / WERT - 1 TO 3 
COMPUTE DHERK - 0 
IF (HERK GE WERT) DHERK - 1/2 
END REPEAT 
DO REPEAT DGRUND - DGRUND1 TO DGRUND4 / WERT - 1 TO 4 
COMPUTE DGRUND - 0 
IF (DGRUND GE WERT) D G R U N D - 1/3 
END REPEAT 
AGGREGATE OUTFILE « * 
/AALT - MEAN(ALTER) 
/ A G R U N D 1 , AGRUND2, AGRUND3, AGRUND4, AREL1, 
AREL2, AREL3 AREL4 AHERK1 AHERK2 AHERK3 - MEAN 
(DGRUND1, DGRUND2, DGRUND4, DREL1, DREL2, DREL3, 
DREL4, DHERK1, DHERK2, DHERK3) 
/BREAK - BERUF 
Beschreiben Sie das SPSS X Programm und die erhaltenen neuen Klassifika-
tionsmerkmale ausführlich. 
2.5 Die Best immung der Anzahl der Cluster und ihre 
Beschreibung für die familialen Haushaltsdaten 
In Abschn i t t 2.4.1 w u r d e abs t rakt gezeigt, wie mi t Hilfe der agglo-
m e r a t i v h ie ra rch i schen Verfahren die A n z a h l der Clus ter , die e iner em-
pi r i schen Klass i f ika t ionsda tenmat r ix zugrunde l iegen , b e s t i m m t werden 
k a n n . Dieses Vorgehen soll n u n a n h a n d unsere r konkre t en empir i schen 
Daten demons t r i e r t werden . Es wurde folgendes SPSS X P r o g r a m m ge-
rechne t . 
TITLE »Hierarchische Clusteranalyse der osttiroler Haushalte« 
FILE HANDLE AFAMD / NAME = »AFAM.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AINW AGESIN 
/MEASURE «= BLOCK 
/METHOD = COMPLETE 
/PRINT - SCHEDULE 
/PLOT - DENDROGRAM 
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D u r c h die T I T L E A n w e i s u n g erhä l t das P r o g r a m m einen N a m e n . Die 
SPSS-X Arbei tsdate i wird durch die F I L E H A N L E - u n d G E T FI-
LE - Befehle definiert u n d »ge laden« . D u r c h die Anwei sung C L U S T E R 
wi rd die SPSS-X P rozedu r C L U S T E R aufgerufen. U n m i t t e l b a r an diesen 
Aufruf ansch l ießend müssen die Klass i f ika t ionsmerkmale definiert wer-
den , d ie in die Analyse e inbezogen werden sollen, in unse rem Beispiel also 
die Klass i f ika t ionsmerkmale A K E R N F , AVERW, A I N W u n d A G E S I N . 
Als U n ä h n l i c h k e i t s m a ß wird in diesem P r o g r a m m die Ci ty-Blockmetr ik 
wegen der Anwe i sung M E A S U R E = B L O C K verwende t . Die City-Block 
m e t r i k wurde gewähl t , da alle Un te r sch iede in den Ausp rägungen der 
Klass i f ika t ionsmerkmale gleich gewichtet werden . Die Anwe i sung ME-
T H O D - C O M P L E T E bewirk t , d a ß der Comple te -L inkage als hierar-
ch isches Clus te rana lysever fahren ve rwende t wird . Wir haben u n s für die-
ses Verfahren in e inem ersten Schri t t de r Analyse en tsch ieden , da es zu 
mögl ichs t h o m o g e n e n Clus tern führ t . D u r c h die Anwe i sung P R I N T = 
S C H E D U L E wird die Ausgabe des Verschmelzungsschemas festgelegt. D a s 
ist die Voreinstel lung, die PRINT-Anweisung hä t t e desha lb entfal len kön-
n e n . D ie P L O T A n w e i s u n g bewirk t , d a ß ein D e n d r o g r a m m ausgedruckt 
wi rd . D ie Voreinste l lung für die P L O T A n w e i s u n g ist die Ausgabe eines 
sogenann ten E i szap fend iag ramms , das i.d.R sehr unübers ich t l i ch ist. 
Dieses SPSS-X P r o g r a m m ergibt die in der Tabelle 2.5-1 z u s a m m e n g e -
faßten Ergebnisse . 
In die Tabelle w u r d e n die engl ischen Beze ichnungen , wie sie in SPSS-X 
verwende t werden , ü b e r n o m m e n . In diesem Verschmelzungsschema läßt 
sich ein Z u w a c h s von 2 E inhe i ten zwischen dem 155. u n d 156. sowie zwi-
schen dem 156. u n d 157. Schri t t e r k e n n e n , also bei e inem Übergang von 4 
zu 3 sowie von 3 zu 2 Clus te rn . Bis zum 155. Schri t t wächst der U n ä h n -
l ichkeitskoeffizient kon t inu ie r l i ch um eine E inhe i t . Bei e inem Übergang 
von 2 zu e inem Clus ter beträgt der Z u w a c h s schl ießl ich 5 E inhe i t en . Al-
le rd ings beträgt die m a x i m a l e U n ä h n l i c h k e i t bei 4 Clustern bere i ts 12 Ein-
he i ten . Die be iden Cluster , die in diesem Schri t t ve r schmolzen werden , 
n ä m l i c h das Clus ter 1 , das den ersten u n d wei tere Hausha l t e en thä l t , und 
das Cluster 2 , das den zweiten u n d andere Hausha l t e en thä l t , unterschei -
den sich also du rch 12 Einhe i ten . 
Zu beachten ist, daß in SPSS X n u r das e rs te Klass i f ika t ionsobjekt eines 
Clus te rs ausged ruck t wird und die Klass i f ikat ionsobjekte for t laufend mit 
1 b e g i n n e n d n u m m e r i e r t werden . Letzteres erschwert in unse rem Beispiel 
d ie Ident i fkat ion der Klass i f ikat ionsobjekte » H a u s h a l t e « , die du rch die 
Variablen H N R ( H a u s n u m m e r ) u n d H H N R ( H a u s h a l t s n u m m e r ) gekenn-
ze ichne t s ind. Al le rd ings ist es mögl ich , den Klass i f ikat ionsobjekten Na-
m e n zu geben (s. dazu das Beispiel in Kapitel 3). 
Berei ts an diesem P u n k t der Analyse stellt sich die Frage , ob eine 4 oder 
3 Clus te r lösung wei ter analysier t oder ob n ich t für die wei tere Analyse 
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Tabelle 2 . 5 - 1 : 
Ver schmelzungsschema der famil ia len H a u s h a l t s t r u k t u r e n für 
Comple t e -L inkage bei A n w e n d u n g der Ci ty-Blockmetr ik 
Clus te rs c o m b i n e d 
Stage Clus te r 1 Clus ter 2 Coeffizient 
140 19 28 5.000 
141 6 10 5.000 
142 1 93 6.000 
143 12 24 6.000 
144 8 16 6.000 
145 3 5 6.000 
146 2 4 6.000 
147 12 95 7.000 
148 6 58 7.000 
149 13 37 7.000 
150 19 52 8.000 
151 1 3 9.000 
152 13 19 10.000 
153 2 8 10.000 
154 6 12 11.000 
155 1 2 12.000 
156 13 30 14.000 
157 1 6 16.000 
158 1 13 21.000 
e ine Lösung mit m e h r Clus tern ve rwende t , für die die m a x i m a l e U n ä h n -
l ichkei t einen ger ingeren Wert a n n i m m t , oder ob n icht mit e iner fe ineren 
Z u s a m m e n f a s s u n g gearbeitet we rden soll. Z u r B e s t i m m u n g dieser g roße 
ren C lus te ranzah l fehlt ein fo rmales K r i t e r i u m , da bis zum 155. Schri t t des 
Verschmelzungsn iveau (Coeff izient) kon t inu ie r l i ch um 1 wächst . 
Auf der ande ren Seite sind uns aber die famil ia len S t ruk tu ren der ersten 
drei H a u s h a l t e b e k a n n t (vgl. Tabelle 2 .1 -2) . Der ers te H a u s h a l t setzt sich 
- zur E r i n n e r u n g - aus e inem Hausha l t svo r s t and , dem Pfarrer , u n d drei 
A n g e h ö r i g e n des Ges indes z u s a m m e n , der zweite dagegen aus drei Mit-
g l iedern der Kernfami l ie , drei Mi tg l iedern der Verwandtschaf t u n d e inem 
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I n w o h n e r . Diese Z u s a m m e n f a s s u n g ist aber wenig e rwünsch t , wird aber 
im 155-ten Schri t t v o r g e n o m m e n . Bereits an dieser Stelle läßt sich sagen, 
d a ß diese 4 -C lus t e r lö sung bestenfalls e ine sehr g robe erste Klassifikation 
der H a u s h a l t e darstel len wird, da die be iden H a u s h a l t e 1 und 2 zusam-
mengefaß t werden oder es sich dabei um ein Restcluster handel t (s. Ta-
be l le 2 .4-5) . 
Wir wollen zunächs t aber die 4 - bzw. 3 -Clus te r lösung weiterverfolgen 
u n d diese vier Clus ter durch ihre Ausp rägungen in den Klassif ikations-
m e r k m a l e n beschre iben . Diese Beschre ibung ist i n n e r h a l b der S P S S X 
P r o z e d u r C L U S T E R nicht mögl ich . D a s Vorgehen ist desha lb folgendes: 
In der S P S S X Prozedur C L U S T E R wird zunächs t die Zugehör igkei t j edes 
Klass i f ikat ionsobjektes zu e inem der drei Clus ter zwischengespeicher t . In 
e inem wei teren Schri t t wird die P rozedu r B R E A K D O W N ( S P S S X 1986: 
372-383) aufgerufen, in der die Mi t te lwer te u n d S tanda rdabwe ichungen 
de r drei Clus te r be rechne t we rden . D a s e n t s p r e c h e n d e S P S S X P r o g r a m m 
ist: 
TITLE »Beschreibung der 3-Clusterlösung des Complete-Linkage« 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AINW AGESIN 
/MEASURE - BLOCK 
/METHOD•• COMPLETE (FAMTYP) 
/ P L O T ^ N O N E 
/ P R I N T - N O N E 
/SAVE*CLUSTER (4) 
BREAKDOWN TABLES = AKERNF AVERW AINW AGESIN BY FAMTYP3 
D u r c h die Anweisung C O M P L E T E ( F A M T Y P ) wird festgelegt, daß die 
Ergebnisse des C o m p l e t e Linkage der Variablen F A M T Y P zugewiesen 
werden sol len. Diese Zuweisung wird n u r du rchgeführ t , wenn der Aufruf 
de r SPSS X P rozedu r C L U S T E R eine SAVE - Anwe i sung en thä l t . Die in 
u n s e r e m Beispiel en tha l t ene SAVE - Anwe i sung bewi rk t , daß die Zuge-
hör igkei t der Klass i f ikat ionsobjekte für e ine 4 - C l u s t e r l ö s u n g in der Va-
r iablen F A M T Y P 4 zwischengespeicher t wird . An den in der M E T H O D 
Anwei sung definier ten N a m e n F A M T Y P wird also in SPSS X intern die 
A n z a h l der Cluster angehäng t . Diese wei tere Spezif ikat ion ist no twendig , 
da in der S A V E A n w e i s u n g m e h r e r e Clus te r lösungen zwischengespeicher t 
werden k ö n n e n . Die Anwei sung 
SAVE = CLUSTER(2 ,6 ) 
w ü r d e z.B. dazu führen , daß die Zugehör igkei t de r Klass i f ikat ionsobjekte 
bei e iner 2 - , 3 - , 4 - , 5 - und 6 -Clus te r lösung i n den Variablen F A M 
T Y P 2 , F A M T Y P 3 , F A M T Y P 4 , F A M T Y P 5 u n d F A M T Y P 6 zwischenge-
speicher t wi rd . 
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D u r c h die Anwei sung B R E A K D O W N wird die SPSS X P r o z e d u r Break 
d o w n (SPSS Inc . 1986: 372 - 384) aufgerufen. D ie Variablen, die in die 
Ana lyse e inbezogen werden sol len, werden in der TABLES - A n w e i s u n g 
def inier t . Die n o m i n a l e n Var iablen , für die Mi t t e lwer t e u n d S t a n d a r d a b -
we ichungen be rechne t werden sol len, s tehen h i n t e r der BY-Anweisung, 
die quan t i t a t iven Variablen vor der BY-Anweisung. In unse rem Beispiel 
bewi rk t also die TABLES-Anweisung , daß für die Variable F A M T Y P 4 die 
Mi t t e lwer t e u n d S t a n d a r d a b w e i c h u n g e n in den Klass i f ika t ionsmerkmalen 
A K E R N F , AVERW, A I N W u n d A G E S I N b e r e c h n e t we rden . Diese sind i n 
de r Tabelle 2 .5-2 wiedergegeben . 
In die Tabelle w u r d e n w i e d e r u m die engl ischen Beze ichnungen , wie sie 
SPSS X ausgibt , ü b e r n o m m e n . A u s der Tabelle ist e rs icht l ich , d a ß sich die 
4 Clus te r vor allem in den Klas s i f ika t ionsmerkmalen A K E R N F u n d 
A V E R W un te r sche iden . D a s ers te Clus te r , das am häufigsten auftr i t t , be-
s teht durchschni t t l i ch aus 3 Mi tg l iedern der Kern fami l i e u n d e inem Ver-
w a n d t e n , das zweite aus unge fäh r 8 Pe r sonen , von denen 7 der Kernfa-
mi l i e u n d 1 Person der Verwandtschaf t a n g e h ö r e n . D a s dr i t te C lus te r setzt 
sich schl ießl ich aus 8 Personen z u s a m m e n , von denen 3 der Ke rn fami l i e 
u n d 5 der Verwandtschaft a n g e h ö r e n . D a s v ier te Clus te r bi ldet ein Rest-
Cluster. 
Bei der 3 -Clus te r lösung werden die Clus ter 3 u n d 4 z u s a m m e n g e f a ß t . 
D a d u r c h verschwinde t das Restc lus ter . 
Neben den Mit te lwer ten soll ten auch die S t a n d a r d a b w e i c h u n g e n , d ie 
die He te rogen i t ä t i n n e r h a l b e ines Clus te rs messen , be t rach te t w e rd en . So 
z.B. beträgt die S t a n d a r d a b w e i c h u n g für das erste Clus ter in dem Klassi-
f i k a t i o n s m e r k m a l A K E R N F 1.5, d.h., d a ß sich in diesem Cluster mit e iner 
seh r hohen Wahrsche in l ichke i t Klass i f ika t ionsobjekte mit e iner A n z a h l 
von 1.5 und 4.5 Mitgl iedern der Kernfami l i e be f inden . 
E ine detailierte Beschreibung de r Clus te r erhäl t m a n , wenn anstel le der 
Mi t t e lwer t e und S t a n d a r d a b w e i c h u n g e n Kreuz tabe l len zwischen der Clu-
s terzugehör igkei t u n d den Klas s i f ika t ionsmerkmalen be rechne t w e r d e n . 
D a s en t sp rechende SPSS X P r o g r a m m in u n s e r e m Beispiel wäre : 
CROSSTABS TABLES = A K E R N F , AVERW, A I N W , A G E S I N BY F A M T Y P 3 
O P T I O N S 3,4 
STAT1STICS A L L 
Z u r Beschre ibung der SPSS X P r o z e d u r s iehe SPSS Inc. (1986: 336-352) 
u n d Kapitel 3 . Die Tabelle 2 .5 -3 en thä l t die Ergebnisse der Kreuz tabe l l ie -
r u n g der 3 -Clus te r lösung mit den Klass i f ika t ionsmerkmalen A K E R N F 
u n d A V E R W . 
A u s der Tabelle ist ers icht l ich, d a ß das Clus ter 2 von den be iden a n d e -
ren Clus te rn durch das Klass i f ika t ionsmerkmal A K E R N F ge t renn t wird 
u n d die Clus ter 1 und 2 von dem Clus te r 3 d u r c h das Klass i f ika t ionsmerk-
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Tabelle 2 .5-2 : 
Mi t t e lwer te u n d S tanda rdabwe ichungen in den Klassifikations-
m e r k m a l e n fiir die 3-Clus te r ldsung des Comple te -Linkage 
Klass i f ika t ionsmerkmale : 
C L U S T E R : A K E R N F AVERW 
F A M T Y M E A N STD.DEV M E A N STD.DEV 
1 (n = 94) 3.19 1.48 .85 1.15 
2 ( n « 32) 7.43 1.58 1.09 1.08 
3 (n = 31) 3.48 1.78 5.33 1.89 
4 ( n = 2) 1.00 0.00 8.00 0.00 
C L U S T E R : A I N W A G E S I N 
F A M T Y M E A N STD.DEV M E A N STD.DEV 
1 (n = 94) .14 .37 .37 .87 
2 fa-32) .09 .29 .78 1.12 
3 (n = 31) .03 .18 .06 .25 
4 ( n = 2) .50 .71 2.50 2.12 
mal AVERW. Sowohl in dem Klass i f ika t ionsmerkmal A K E R N F und 
A V E R W besitzt das Cluster 3 eine zweigipfelige Vertei lung, d ie zum Teil 
auf die vo rausgehende Verschmelzung (von Clus ter 3 und 4) zu rückzufüh-
ren ist. 
Zusammenfassend empfiehl t sich für e ine oder m e h r e r e Clus te r lösun-
gen, sofern diese in Betracht k o m m e n , folgende In fo rma t ionen zu berech-
n e n : 
1. Einzelfallstudie. Es werden für einige Klass i f ikat ionsobjekte deren 
Clus terzugehör igkei t und ihre Ausprägungen in den Klassif ikat ions-
m e r k m a l e n ausgelistet und un te r such t . Die Auswahl kann beispiels-
weise zufällig erfolgen. 
2. Berechnung von Mittelwerten und Standardabweichungen der Clu-
ster in den Klass i f ika t ionsmerkmalen . 
3. Berechnung von Kreuztabellierungen der Clus ter mit den Klassifi-
k a t i o n s m e r k m a l e n . 
Nach e iner Analyse dieser In fo rma t ionen müssen En t sche idungen für 
die wei tere Analyse getroffen werden (vgl. A b b i l d u n g 1.2-1). Als Aus-
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Tabelle 2.5-3: 
g a n g s p u n k t dieser En t sche idung kann beispielsweise die B e a n t w o r t u n g der 
Frage der inha l t l ichen In te rpre t ie rbarke i t der Clus ter , ob also die erziel te 
oder die erziel ten Clus te r lösungen Sinn m a c h e n , g e m a c h t we rden . A b h ä n -
gig von der Bean twor tung wird man sich vorläuf ig für e ine b e s t i m m t e 
Clus te r lösung en tsche iden oder aber nach e iner neuen Klassif ikat ion su-
chen , indem inhal t l ich begründe te t e neue En t sche idungen über die bis-
her igen Schr i t te getroffen werden . 
In u n s e r e m Beispiel könn ten z.B. die Clus ter der 3 -C lus t e r lö sung fol-
g e n d e r m a ß e n in terpre t ie r t werden : 
Cluster 1: Kern fami l i e im heut igen Sinn , die aus e inem E h e p a a r u n d ei-
nem Kind besteht 
Cluster 2: G r o ß e Kernfami l ie , die sich aus e inem E h e p a a r u n d m e h r e r e n 
Kindern z u s a m m e n s e t z t . 
Cluster 3: G r o ß f a m i l i e mit e iner be t r äch t l i chen A n z a h l von Verwand ten . 
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Gegen diese In te rp re ta t ion läßt sich e inwenden , daß durch die Z u s a m -
menfassung der Variablen »Ste l lung im H a u s h a l t « (vgl. Abschn i t t 2.1) die 
e igent l iche famil ia le S t ruk tu r verdeckt wi rd . So können sich z.B. das 2. 
u n d 3 . Clus ter n u r durch e ine Gene ra t i onsv e r sch i eb u n g des H a u s h a l t s 
Vorstandes un te r sche iden , da zu den Verwandten auch Enke l - u n d 
Schwiegerk inder , aber auch die G r o ß e l t e r n gezählt wurden . Bei dem 2. 
Clus ter kann n u n der Hof bere i t s an den Sohn übergeben worden sein, der 
folglich mit seiner Ga t t in (Schwieger tochter der El tern des Sohnes) u n d 
seinen Kindern die Kernfami l i e b i ldet . Beim 3. Cluster dagegen hat noch 
keine Hofübergabe s ta t tgefunden. D i e Schwieger tochter bzw. der Schwie-
gersohn u n d die E n k e l k i n d e r des Hausha l t svo r s t andsehepaa re s b i lden des-
ha lb die Verwandten . Wird dieser E i n w a n d akzept ier t , wird m a n e ine neue 
Clus teranalyse mi t e iner fe ineren Dif ferenz ierung der famil ia len H a u s -
ha l t s s t ruk tu r d u r c h f ü h r e n , i ndem die u r sprüng l ich 26 Ausprägungen der 
Variablen »Ste l lung im H a u s h a l t « in e ine größere Anzah l von D u m m y 
Variablen aufgelöst wird . 
Ein a n d e r e r Ausgangspunkt für d ie En t sche idung übe r das wei tere 
Vorgehen wäre , d ie Frage der Stabilität der erzielten Clus te r lösung vor die 
inha l t l i che Gül t igke i t sp rüfung zu stellen. (Die Schri t te 8 und 9 der Abbi l -
d u n g 1.2-1 werden also ve r tausch t ) . Die Stabilität e iner Clus te r lösung 
stellt ein formales Kr i te r ium dar u n d me in t , daß bei ähn l i chen Daten 
u n d / o d e r ähn l i chen D a t e n t r a n s f o r m a t i o n e n u n d / o d e r ähn l i chen U n ä h n -
l iehkei t smessungen u n d / o d e r ähn l i chen Clus te rana lysever fahren ähn l i che 
oder idealerweise ident ische Ergebnisse erzielt wird, wobei » ä h n l i c h « wei-
ter zu präzis ieren ist. Aber auch wenn die Entsche idung zunächs t von der 
inha l t l ichen Frages te l lung der In te rpre t i e rbarke i t abhängig gemach t wird , 
m u ß bei e iner inhal t l ich in t e rp re t i e rba ren Lösung die Stabili tät überprüf t 
werden , um Feh l in t e rp re t a t i onen , die auf Artefakten b e r u h e n , zu ve rme i -
den . Verfahren der Stabi l i tä tsprüfung werden im nächs ten Kapitel b e h a n -
delt . 
2.6 Besonderheiten der SPSS-X Prozedur CLUSTER 
Die SPSS-X P rozedu r C L U S T E R weist m e h r e r e Besonderhe i ten auf, die 
an dieser Stelle zusammengefaß t werden sollen: 
1. Die Klass i f ikat ionsobjekte werden fortlaufend mi t 1 b e g i n n e n d num-
meriert. E ine Identifikation ist desha lb n u r durch die Verwendung ei-
ne r String-Variablen mögl ich , bei der den Klass i f ikat ionsobjekten Na-
m e n gegeben werden . 
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2. Das Verschmelzungsn iveau wird bei dem Dendrogramm auf das Inter-
vall 0 bis 25 reskaliert, wobei auch U n ä h n l i c h k e i t e n bzw. Ähn l i chke i -
ten mit e inem Wert von 0 e inen Wert größer 0 e rha l t en , dami t die 
Verschmelzung noch gezeichnet werden k a n n . 
3. Ähnlichkeitsmaße werden nicht in U n ä h n l i c h k e i t s m a ß e transformiert, 
s o n d e r n de r A l g o r i t h m u s wird auf Ä h n l i c h k e i t s m a ß e angewende t . 
4 . In de r M E T H O D - A n w e i s u n g k ö n n e n mehrere Verfahren definiert 
w e r d e n . In ä l teren SPSS X Versionen ha t diese wiede rho l t e A n w e n -
d u n g zu Feh le rn geführ t . Es ist desha lb s innvol l die zu r Verfügung 
s t e h e n d e SPSS-X Version auf diesen Feh le r h in zu ü b e r p r ü f e n . 
5 . D i e h ie ra rch i sch agglomera t iven Verfahren k ö n n e n auch für e ine Ana-
lyse von Klassifikationsmerkmaien eingesetzt werden . Technisch be-
deute t das n u r , daß die Klass i f ika t ionsda tenmat r ix u m g e d r e h t ( t rans-
p o n i e r t ) wi rd . Diese Opera t ion ist i n SPSS-X n ich t als P r o z e d u r v o r -
s ehen . Soll aber z.B. die Kor re la t ion zwischen den Klassif ikat ions-
m e r k m a l e n als Ä h n l i c h k e i t s m a ß ve rwende t werden , d a n n ist das 
Vorgehen d e n k b a r e infach. In e inem ersten Schrit t der Analyse wird 
e ine Kor re la t ionsmat r ix der Klass i f ika t ionsmerkmale mi t der Proze-
d u r P E A R S O N C O R R (SPSS Inc . 1986: 638-646) be rechne t u n d zwi-
schengespe icher t . Sie wird d a n n in der ansch l i eßenden C L U S T E R 
P r o z e d u r als Ähn l i chke i t sma t r i x eingelesen u n d analysier t . In unse-
r em Beispiel w ü r d e sich folgendes SPSS-X P r o g r a m m ergeben: 
FILE HANDLE AFAMD/NAME - »AFAM.DAT« 
FILE HANDLE AKORR/NAME - »AKORR.DAT« 
GET FILE - AFAMD 
PROCEDURE OUTPUT «= AKORR 
PEARSON CORR AKERNF AVERW AINW AGESIN 
OPTIONS 4 
INPUT MATRIX FILE - AKORR 
CLUSTER AKERNF AVWER AINW AGESIN 
/READ - SIMILAR 
/.. 
D u r c h die Anweisungen F I L E H A N D L E A K O R R / N A M E -
» A K O R R . D A T « und P R O C E D U R E O U T P U T - A K O R R wird fest 
gelegt, d a ß die SPSS-X in t e rne Date i A K O R R auf der ex te rnen Datei 
A K O R R . D A T zwischengespeicher t wird . Auf diese Date i wird durch 
d ie O P T I O N S - Anwei sung bei der P r o z e d u r P E A R S O N C O R R die 
Kor re l a t i onsma t r ix der Klass i f ika t ionsmerkmale gespeicher t . D ie Kor-
re l a t ionsmat r ix wird n u n u n m i t t e l b a r durch die Anwe i sung I N P U T 
M A T R I X F I L E = A K O R R eingelesen. In der SPSS X P r o z e d u r CLU-
STER m u ß n u n definiert w e r d e n , d a ß e ine Ä h n l i c h k e i t s m a t r i x einge-
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lesen wird . Das geschieht durch die Anwei sung R E A D = S I M I L A R . 
Sollen andere Un- oder Ä h n l i c h k e i t s m a ß e verwendet werden , k a n n 
anstel le der P rozedur P E A R S O N C O R R die P rozedur P R O X I M I T I E S 
(SPSS Inc . 1986: 732-750) verwende t werden . 
In der SPSS X Prozedur ist n u r die fallweise Elimination von fehlen-
den Werten mögl ich (s. dazu Kapitel 4.1). 
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3. Verfahren der Stabilitätsprüfung 
3.1 Die Logik der Stabilitätsprüfling 
D i e Vorstel lung der Stabilität e iner Clus te r lösung geht übe r das Kon-
zept der Zuverlässigkeit der klassischen Tes t theor ie hinaus. Zuverlässig-
keit e iner Messung , z.B. e ines Inte l l igenztes ts in de r Psychologie oder e iner 
Eins te l lungsskala in der Sozialpsychologie oder der Soziologie, liegt d a n n 
vor , w e n n ein M e ß i n s t r u m e n t (der Intel l igenztest oder die Einstel lungss-
kala) u n t e r identischen Meßbedingungen im Idealfall iden t i sche abe r doch 
z u m i n d e s t sehr ä h n l i c h e Ergebnisse l iefert . D i e M e ß b e d i n g u n g e n dürfen 
sich dabei n u r du rch zufäll ige Störgrößen un t e r s che iden . Die für die Zu-
ver läss igkei tsprüfung en twicke l ten s ta t is t ischen Verfahren , wie z.B. die 
Fa k to r enana ly se oder die Spl i t -Half-Analyse, e r m ö g l i c h e n n u r e ine Schät-
zung dieser zufäll igen Meßfeh le r . 
Systematische Meßfehler, die in der quan t i t a t iven Gesch ich t s fo r schung 
beispielsweise d u r c h das Abschre iben von Que l l en oder durch b e w u ß t e 
U n t e r - oder Ü b e r s c h ä t z u n g e n in s taat l ichen Stat is t iken en t s t ehen , kön-
nen nicht erfaßt we rden . 
In die Klassi f ikat ionsanalyse w u r d e das Zuver läss igke i t skonzep t u n d 
einige Prüfver fahren ü b e r n o m m e n oder neuen twicke l t . Als Beispiele seien 
hier n u r e r w ä h n t : 
Die Sensitivitätsanalyse (Blashfield u.a. 1982:173): Bei der Sensit ivi-
tä tsanalyse werden die empir i sch beobach te t en Ausp rägungen der 
Klass i f ika t ionsobjekte in den Klass i f ika t ionsmerkmalen mit e inem 
zufäll igen Meßfeh le r über lager t . D a r a n ansch l i eßend wird e ine Clu-
s teranalyse für die u r sp rüng l i chen u n d für die mi t e inem Zufalls-
fehler über lager ten Ausprägungen be rechne t u n d die be iden Ergeb-
nisse m i t e i n a n d e r verg l ichen. Das Verfahren der Sensi t iv i tä tsanalyse 
wird in Abschnitt 3.3.3 ausführlich dargestellt. 
Split-Half-Verfahren: Die Klassifikationsobjektc werden zufällig in 
zwei S t ichproben zerlegt. D a r a n ansch l i eßend wird für j e d e Un te r 
St ichprobe e ine ge t r enn te Clus teranalyse du rchge füh r t und ein Ver-
gleich der beiden Ergebnisse durchgeführ t . 
D ie Zuver läss igke i t sprüfung setzt ident i sche M e ß b e d i n g u n g e n , die n u r 
du rch Zufal lsfehler über lager t s ind, voraus . Bei der Stabilitätsprüfung da-
gegen werden die Meßbedingungen systematisch variiert, um A n h a l t s -
p u n k t e übe r die »Al lgemeingü l t igke i t« (Stabi l i tä t ) der erziel ten Cluster-
lösung zu e rha l t en . D ie M e ß b e d i n g u n g e n umfassen dabei al le Entschei -
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düngen (Schri t te) zur Lösung eines Klass i f ika t ionsproblems. Diese s ind 
(vgl. Kapitel 1): 
die Auswahl der Klass i f ika t ionsobjekte , 
die Auswah l der Klass i f ika t ionsmerkmale , 
die B e h a n d l u n g f eh lende r Werte , sofern solche vorl iegen, 
die Trans format ion der Klass i f ika t ionsmerkmale , sofern e ine solche 
durchgeführ t wurde , 
die Auswahl des Ähn l i chke i t s - oder U n ä h n l i c h k e i t s m a ß e s u n d 
die Auswah l des Clus te rana lysever fahrens . 
Insbesondere wird m a n j e n e Bedingungen var i ie ren , für die ke ine ein-
deut igen inhal t l ich beg ründe t en En t sche idungen getroffen w e r d e n konn-
ten , z.B. bezüglich des ve rwende t en Verfahrens . 
Sowohl bei den Verfahren der Zuverlässigkeits- als auch bei d e n e n der 
Stabi l i tä tsprüfung m u ß die Ähn l i chke i t oder U n ä h n l i c h k e i t der erziel ten 
Clus te r lösungen für die un te r sch ied l i chen Meßbed ingungen be r echne t 
w e r d e n . Grundsä t z l i ch k ö n n e n die erziel ten Clus ter lösungen h ins ich t l i ch 
der du rch die Cluster»nalyse berechneten Ähnlichkeits- ode r Unähn-
l ichkeitsmatrix de r Klass i f ika t ionsobjekte (Berechnung von Matr ix-
kor re la t ionen) , 
der Zuordnung der Klassifikationsobjekte zu den Clustern (Berech-
n u n g von Kreuz t abu l i e rungen) u n d / o d e r 
der Verteilung der Klassifikationsmerkmale in den be r echne t en Clu-
stern oder von Charak te r i s t i ken dieser Vertei lungen, wie z.B. den 
Clus term ittel wer ten 
m i t e i n a n d e r vergl ichen werden . Diese drei Verfahren werden im folgen-
den kurz dargestell t . 
3.2 Die Berechnung der Unähnlichkeit bzw. Ähnlichkeit 
von Clusterlösungen 
3.2.1 Berechnung von Matrixkorrelationen 
Bei der Be rechnung von Mat r ixko r re l a t i onen werden die für un te r -
schiedl iche M e ß b e d i n g u n g e n durch die Clus teranalyse be rechne t en Un-
ähn l i chke i t s - oder Ähn l i chke i t sma t r i z en der Klass i f ikat ionsobjekte mit-
e i n a n d e r vergl ichen. Die B e r e c h n u n g von Mat r ixkor re l a t ionen läßt sich in 
SPSS-X n u r schwer real is ieren u n d soll deshalb n u r a n h a n d des fiktiven 
Beispiels aus dem Abschn i t t 2.4.1 dargestell t we rden . Ausgangspunk t der 
B e r e c h n u n g bildet das Verschmelzungsschema . Aus diesem läßt sich ab-
hängig d a v o n , ob U n ä h n l i c h k e i t e n oder Ähn l i chke i t en zwischen den Klas-
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s i f ika t ionsobjekten in die Analyse e inbezogen w u r d e n , e ine »theoretische« 
Ähnlichkeits - ode r Unähnlichkeitsmatrix b e r e c h n e n . 
Tabelle 3 .2 -1 : 
Ver schmelzungsschema des Comple t e -L inkage für das f iktive Rechenbe i -
spiel des Abschn i t t s 2.4 
Be t rach ten wi r beispielsweise das Verschmelzungsschema des Com-
ple te -Linkage für das f ikt ive Rechenbe ip ie l des Abschn i t t e s 2.4.1 (vgl. Ta-
be l le 3 .2-1) . 
D e r Comple t e -L inkage w u r d e für e ine U n ä h n l i c h k e i t s m a t r i x b e r e c h n e t . 
In dem Verschmelzungsschema be t rägt d ie » theore t i sche« U n ä h n l i c h k e i t 
zwischen A u n d B 2.0, die zwischen A u n d C 3.0 u n d die zwischen B u n d C 
ebenfal ls 3.0, da A u n d B ein Clus ter b i lden . Die » theore t i sche« U n ä h n -
l ichkei t zwischen D u n d E beträgt 5.0, die zwischen A u n d D 10.0, zwi-
schen A u n d E 10.0, usw. Diese Werte k ö n n e n u n m i t t e l b a r in die theore-
t ische U n ä h n l i c h k e i t s m a t r i x eingetragen werden (vgl. Tabelle 3.3-2) . 
Tabelle 3.2-2: 
»Theore t i s che« U n ä h n l i c h k e i t s m a t r i x des Comple t e -L inkage für das fik-
tive Rechenbeisp ie l des Abschn i t t e s 2.4 
Z u r B e r e c h n u n g der theore t i schen U n ä h n l i c h k e i t e n (oder Ä h n l i c h k e i -
ten) b rauch t also das Verschmelzungsschema n u r von oben nach un t en 
gelesen und dabei die en t sp rechenden U n ä h n l i c h k e i t e n (oder Ä h n l i c h k e i -
ten) not ier t we rden . 
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Tabelle 3 .2-3 : 
»Theore t i sche« U n ä h n l i c h k e i t s m a t r i x des Single-Linkage für das f ikt ive 
Rechenbeisp ie l des Abschn i t t e s 2.4 
Nach demse lben Vorgehen kann die » theore t i sche« U n ä h n l i c h k e i t s -
ma t r ix für den Single-Linkage für das f ikt ive Rechenbeispie l gebildet wer-
den . Diese ist in der Tabelle 2 .4 -3 dargestel l t . 
Z u r Be rechnung der Ä h n l i c h k e i t von Ähnl i chke i t s oder U n ä h n l i c h -
ke i t smat r izen haben Rolf u n d Sokal (Sneath & Sokal 1972: 277-280) die 
A n w e n d u n g der e infachen P r o d u k t - M o m e n t - K o r r e l a t i o n (Pearsons Kor -
re la t ion) vorgeschlagen. In die B e r e c h n u n g wird das un t e r e Dreieck ( o h n e 
Diagona le ) der U n ä h n l i c h k e i t s m a t r i z e n e inbezogen. Jede Zelle dieses un-
teren Dre ieckes stellt dabei e ine Beobach tung dar . Der R e c h e n v o r g a n g ist 
in der Tabelle 3.2-4 abgebi lde t . 
In dem fiktiven Beispiel beträgt die Mat r ixkor re la t ion zwischen Single-
u n d Comple te -L inkage 0.98. Die be iden Clus terergebnisse s t immen weit-
gehend übere in . Ein e indeut iges Kr i t e r i um, ab dem die Mat r ixkor re l a t ion 
als »bef r ied igend« gilt, fehlt a l lerdings . 
E ine Mat r ixkor re l a t ion kann auch zwischen der » theore t i schen« u n d 
der »empi r i s chen« U n ä h n l i c h k e i t s m a t r i x oder Ähn l i chke i t sma t r ix be-
rechne t werden . Die Mat r ixkor re l a t ion wird in diesem Fall als k o p h e n e -
t ische Korre la t ion beze ichne t . 
En t sche idend für den Unte r sch ied zu den anderen beiden in 3.1 dar-
gestellten Verfahren ist die Tatsache, d a ß bei der Ma t r i xko r r e l a t i on die 
ge samte In fo rmat ion des Verschmelzungsprozesses e ingeht . In die be iden 
anderen Verfahren dagegen geht eine b e s t i m m t e C lus te r lösung . z.B. e ine 
3-Cluster- oder e ine 4 -C lus t e r lö sung , ein. 
Übungsaufgabe 9: Berechnen Sie für die Aufgabe 4a die Matrixkorrelation zwi-
schen Complete- und Single Linkage. 
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Tabelle 3.2-4: 
R e c h e n s c h e m a zur B e r e c h n u n g der Mat r ixkor re l a t ion 
für das fiktive Beispiel 
Zel le Kor re la t ion zwischen dem 
C o m p l e t e Single 
3.2.2 Ähnlichkeit auf der Grundlage der Zuordnung der 
Klassifikationsobjekte zu den Clustern 
Dieses Verfahren läßt sich in SPSS-X am einfachsten von den drei Ver-
fahren real is ieren. Das a l lgemeine Vorgehen bes teh t da r in , d a ß für un t e r -
schiedl iche Ausgangskons te l l a t ionen ( M e ß b e d i n g u n g e n ) die Clus te rzugc-
hörigkei t der Klass i f ika t ionsobjekte be r echne t u n d zwischengespeicher t 
wird . In e inem wei teren Schri t t der Analyse werden die Ergebnisse für 
diese un te r sch ied l i chen Ausgangskons te l l a t ionen durch e infache Kreuz-
t abu l i e rungen m i t e i n a n d e r verg l ichen . 
In unse rem empi r i schen Beispiel der fami l ia len H a u s h a l t s s t r u k t u r e n 
ergibt sich für den Comple te - u n d Single-Linkage für e ine 3 -Clus t e r lösung 
die in der Tabelle 3.2-5 dargeste l l te Kreuz tabe l l e . 
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A u s der Tabelle läßt sich e rkennen , daß beim Single-Linkage n u r ein 
g roßes Cluster , das 157 der 159 H a u s h a l t e en thä l t , gebildet wird. Desha lb 
wi rd die Ü b e r e i n s t i m m u n g (Ähnl i chke i t ) der beiden Clus ter lösungen sehr 
ger ing sein. 
Tabel le 3 .2-5: 
Z u s a m m e n h a n g zwischen der 3-Clus te r lösung des Co mp l e t e und Single 
L inkage 
C o m p l e t e - Single-Linkage: 
l inkage : Clus ter 1 Clus ter 2 Clus ter 3 G e s a m t 
Clus te r 1 93 1 0 94 
Clus te r 2 32 0 0 32 
Clus te r 3 32 0 1 33 
G e s a m t 157 1 1 159 
Z u r Messung der Ähn l i chke i t der beiden Clus ter lösungen k ö n n e n alle 
symmet r i s chen Assoziat ionskoeff izienten für n o m i n a l e Variablen verwen-
det werden . In der S P S S X P r o z e d u r CROSSTABS (SPSS Inc . 1986: 
336-352) , mi t der Tabel lenanalysen durchgeführ t werden k ö n n e n , s tehen 
folgende Z u s a m m e n h a n g s m a ß e zur Auswah l : 
das symmet r i sche L a m b d a , 
der symmet r i s che Unsicherhei tskoeffz ient , 
der Kont ingenzkoeff iz ient u n d 
C r a m e r s V. 
Insbesondere empf iehl t sich die Verwendung des Lambda Koeffizien-
t en , da diesem ein sehr e infaches Konzept zugrundel iegt . Der Koeffizient 
L a m b d a h w u r d e u r sp rüng l i ch zur Messung kausaler , also a symmet r i sche r 
Bez iehungen zwischen zwei n o m i n a l e n Variablen entwickel t . Er gehört 
de r Klasse der PRE-Koeff iz ienten (Propor t iona l Reduc t ion of Er ro rs ) an . 
Diese geben an , um wieviele P r o z e n t p u n k t e sich die Prognose der abhängi -
gen Variablen verbesser t , wenn die unabhäng igen Variablen in die Pro-
gnose der abhängigen Variablen einbezogen werden , im Vergleich zu einer 
P rognose der abhängigen Variablen o h n e Berücks icht igung der unabhäng -
igen Variablen. 
Bezeichnen wir mit X 1 , X 2 , . . die unabhäng igen Variablen und mit Y die 
abhäng ige Variable, d a n n ist der PRE-Koeffizient a l lgemein definiert als: 
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F ü r unse r Beispiel s ind diese Prognosefehler , wobei X d ie Ergebnisse 
des C o m p l e t e L inkage u n d Y die des Single-Linkage sein sol len: 
Prognosefehler ohne X: Die bes te P rognose für Y o h n e K e n n t n i s von X ist 
die Voraussage, d a ß ein Klassi f ikat ionsobjekt dem ers ten Clus te r 
angehör t . D u r c h diese Prognose werden 157 r icht ige u n d 2 falsche 
Prognosen g e m a c h t . D e r Prognosefehler bet rägt also 2 . D ie Voraus-
sage e ines ande ren Clus te rs w ü r d e zu wesent l ich h ö h e r e n P rognose -
f e h l e m füh ren . (Bei der Def ini t ion des P R E Koeff izienten m ü ß t e e i -
gent l ich an Stelle von »Prognosefeh le r« » m i n i m a l s t e r « Prognose feh-
ler geschr ieben werden . ) 
Prognosefehler mit X: F ü r j e d e Ausp rägung von X wird ge t renn t e ine 
Prognose von Y e r r echne t . F ü r die erste A u s p r ä g u n g von X (erstes 
Clus te r des Comple te -L inkage ) ist die beste Voraussage das Clus te r 1 
des Single-Linkage (93 r icht ige Prognosen u n d 1 falsche Prognose) , 
für die zweite A u s p r ä g u n g von X (zweites Clus ter des C o m p l e t e 
Linkage) ebenfal ls das Clus ter 1 des Single-Linkage (32 r icht ige P r o -
gnosen u n d 0 falsche Prognosen) und für die dr i t te A u s p r ä g u n g von 
X (dr i t tes Clus ter des C o m p l e t e L inkage) ebenfal ls das Clus te r 1 des 
Single-Linkage (32 r icht ige Prognosen u n d 1 falsche P rognose ) . Das 
A u f s u m m i e r e n dieser e inzelnen Prognosefehler ergibt insgesamt ei-
nen Prognosefeh le r von 2 . 
D a m i t ist L a m b d a h y x 0.0. D ie Ergebnisse des C o m p l e t e - L i n k a g e für 
dre i Clus te r leisten ke inen Beitrag zur P rognose der Ergebnisse des Sin-
gle-Linkage. Im Idealfall m ü ß t e h v x 1.0 sein. 
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Analog kann L a m b d a h X Y b e r echne t werden . Es beträgt für unse r Bei-
spiel 0.015. Die Ergebnisse des Single-Linkage tragen also auch kaum zur 
Prognose (Erk lä rung) der Ergebnisse des Comple te -L inkage bei . D ie von 
u n s für eine City-Blockmetr ik be rechne t e 3 -Clus te r lösung besitzt also kei-
ne Stabili tät h ins icht l ich des Single- und Comple te -Linkage . 
A u s den be rechne ten Prognosefehlern kann als G e s a m t m a ß das sym-
met r i sche L a m b d a s y m . h X Y be rechne t werden : 
Met r ik Verfahren Block Euclid 
C S B C S B 
Block Comple t e 0 
Single .01 0 
Bavcragc .27 .03 0 
Euclid Comple t e .51 .02 .22 0 
Single .01 1.00 .03 .02 0 
Baverage .17 .06 .25 .40 .07 0 
N u r für den Single-Linkage wird für beide U n ä h n l i c h k e i t s m a ß e eine 
perfekte Ü b e r e i n s t i m m u n g erzielt . Inha l t l ich könn te das Ergebnis des Sin-
gle-Linkage, bei dem ein sehr großes Clus ter gebildet wird, bedeu t en , daß 
der Großte i l der H a u s h a l t e Real is ierungen desselben famil ia len Prozesses 
dars te l len und sich die H a u s h a l t e n u r in un te r sch ied l i chen Phasen befin-
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In unse rem Beispiel ist s y m . h X Y = 0.0149, was n u r die obige Inter-
p re t a t ion bestät igt . 
Single- und Comple te -Linkage besi tzen aber n u n ex t r eme , e i n a n d e r ent-
gegengesetzte Eigenschaften. Desha lb kann es s innvol l sein, ein wei teres 
Verfahren zu ve rwenden , das in der Mi t te dieser beiden Verfahren liegt, 
also z.B. das Baverage-Verfahren in S P S S X . D a n e b e n kann noch e ine Va-
r ia t ion des M e t r i k p a r a m e t e r s s innvoll sein. D ie Tabelle 3.2-6 en thä l t die 
Ergebnisse , die für diese Ausgangskons te l la t ionen erzielt werden . 
Tabelle 3.2-6: 
Ergebnisse der Stabi l i tä tsprüfung der famil ia len Hausha l t sda ten (sym-
met r i sche Lambdas ) 
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den . F ü r den Comple t e -L inkage bet rägt die Ü b e r e i n s t i m m u n g für be ide 
U n ä h n l i c h k e i t s m a ß e 0.51, für den B a v e r a g e L i n k a g e sogar n u r 0.40. Ins -
gesamt s t i m m e n die Ergebnisse des C o m p l e t e - u n d B a v e r a g e L i n k a g e 
besser übere in als die des Single-Linkage u n d den beiden a n d e r e n Verfah-
ren . 
Absch l i eßend soll noch das SPSS X P r o g r a m m dargestell t w e r d e n , das 
die in der Tabelle 3.2-6 en tha l t enen symmet r i s chen Lambda-Koef f iz ien ten 
b e r e c h n e t . 
TITLE »STABILITAETSPRUEFUNG DER CLÜSTERLOESUNG « 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AI NW AGESIN 
/MEASURE - BLOCK 
/METHOD - SINGLE(S1) COMPLETE(Cl) BAVERAGE(Bl) 
/PRINT « NONE 
/PLOT - NONE 
/SAVE - CLUSTER(3) 
CLUSTER AKERNF AVERW AINW AGESIN 
/MEASURE - EUCLID 
/ M E T H O D ~ SINGLE(S2) COMPLETE(C2) BAVERAGE(B2) 
/PRINT - NONE 
/PLOT - NONE 
/SAVE - CLUSTERS) 
CROSSTABS TABLES - CI3 BY SI 3 Bl 3 C23 S23 B23/ 
SI3 BY B13 C23 S23 B23/ 
B13 BY C23S23 B23/ 
C23 BY S23 B23/ 
B23 BY S23 
STATISTICS 4 
Beim Aufruf der ersten C L U S T E R - P r o z e d u r werden die 3 -C lus t e r 
lösungen für den Single - , C o m p l e t e und B a v e r a g e L i n k a g e für die City-
Blockmet r ik be rechne t und in den Variablen S13, C13 u n d B13 zwischen 
gespeicher t . D ie Anweisungen P L O T = N O N E u n d P R I N T = N O N E b e 
w i rken , d a ß e ine Ausgabe des E i s z a p f e n d i a g r a m m s (Voreins te l lung der 
P L O T An Weisung) u n d des Ver schmelzungsschemas (Voreinste l lung der 
P R I N T A n w e i s u n g ) un t e rd rück t wird . 
D u r c h den zweiten Aufruf der C L U S T E R - P rozedur werden ana log die 
3 -C lus t e r lö sungen für die eukl id ische Metr ik zwischengespe icher t . 
D u r c h die A n w e i s u n g CROSSTABS wird die SPSS X P r o z e d u r C R O S -
STABS aufgerufen. Die zu b e r e c h n e n d e n Tabellen werden in der 
TABLES - A n w e i s u n g ve re inbar t . Die Anwe i sung TABLES = C 1 3 B Y S 1 3 
B13 C23 S23 B23 bewi rk t also z.B., daß die 2 - d imens iona l en Tabellen 
zwischen der 3 -Clus te r lösung des Comple te -L inkage für die City-Block 
m e t r i k (C13) mit der 3 -Clus te r lösung des Single-Linkage für d ie City 
B lockmet r ik (S13), zwischen C13 und der 3 -C lus t e r lösung des Baverage 
L inkage für die Ci ty-Blockmetr ik (B13) usw. be rechne t w e r d e n . 
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D u r c h d ie Anwe i sung STATISTICS 4 werden als Z u s a m m e n h a n g s m a ß e 
n u r die Lambda-Koeff iz ienten be rechne t . 
Hinwels: In filteren SPSS-X-Versionen hat die Anwendung mehrerer Clusterver-
fahren in einer METHOD Anweisung zu Berechnungsfehlern geführt. Es emp 
fiehlt sich deshalb, zunächst durch getrennte Clusteranalysen die zur Verfügung 
stehende SPSS X Version auf diesen Fehler hin zu überprüfen. 
Übungsaufgabe 10: Für den Single - und Baverage Linkage ergibt sich in un-
serem Beispiel folgende Kreuztabelle: 
Berechnen Sie die asymmetrischen und symmetrischen Lambda Koeffizien 
ten und interpretieren Sie diese! 
3.2.3 Ähnl ichke i t aufgrund der Vertei lung der 
Klass i f ika t ionsmerkmale in den Clus te rn 
F o r m a l b i lden die be rechne ten Clus ter Aggregate, die i.d.R. durch eine 
Vertei lung in den Klass i f ika t ionsmerkmalen gekennze ichne t s ind. In Ab-
schni t t 2.4.5 w u r d e bere i ts dargestell t , wie Klass i f ikat ionsobjekte dieser 
G r u p p e behande l t werden k ö n n e n . Die D u r c h f ü h r u n g soll n u n in SPSS X 
a n h a n d unsere r Da ten beschr ieben werden . 
Be rechnug der Unähn l i chke i t zwischen Clus te r lösungen auf der Grund -
lage der Clus te rmi t t e lwer te in den Klass i f ika t ionsmerkmalen : 
Das Vorgehen besteht aus zwei Schr i t ten: 
Schr i t t 1: Berechnen und Abspe ichern der C lus te rmi t t e lwer te für un-
te rsch ied l iche Ausgangsbedingungen (Clus te r lösungen) . 
Sch r i t t 2: Berechnen der U n ä h n l i c h k e i t der Clus te r lösungen . 
In u n s e r e m Beispiel wird der erste Schrit t durch folgendes SPSS X Pro-
g r a m m gelöst: 
FILE HANDLE AFAMD / NAME = » AFA M.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AINW AGESIN 
/METHOD - COMPLETE (CD SINGLE (Sl) 
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/MEASURE - BLOCK 
/PLOT - NONE 
/PRINT - NONE 
/SAVE - CLUSTERO) 
FILE HANDLE CDAT/NAME - »CDAT« 
AGGREGATE OUTFILE - CDAT 
/BREAK - C13 
/CKERNF CVERW CINW CGESIN -
MEAN(AKERNF,AVERW,AINW,AGESIN) 
RECODE S13 ( 1 - 4 ) ( 2 - 5 ) ( 3 - 6 ) 
FILE HANDLE SD AT/N AM E - »S.DAT« 
AGGREGATE OUTFILE - SDAT 
/BREAK - S13 
/CKERNF CVERW CINW CGESIN -
MEAN(AKERNF,AVERW,AINW,AGESIN) 
In de r SPSS X P r o z e d u r C L U S T E R werden zunächs t die 3 -C lus t e r l ö 
sungen des Single - u n d Comple te -L inkage für die Ci ty-Blockmetr ik be 
rechne t u n d in der SPSS-X Arbei tsdate i un t e r den Variablen C13 u n d SP 
zwischengespeicher t . D u r c h die beiden folgenden A G G R E G A T E - An-
weisungen werden die Clus te rmi t te l wer te b e r e c h n e t u n d extern abge-
speicher t . (Die Mi t t e lwer te der 3 -Clus te r lösung des Comple t e -L inkage 
werden auf der ex te rnen SPSS-X Systemdatei C D A T un t e r den Variablen 
C K E R N F , C V E R W , C I N W u n d C G E S I N abgespeicher t , die Mi t t e lwer t e 
des Single-Linkage auf der ex te rnen SPSS X Systemdate i S.DAT.) D ie Da 
teien C D A T u n d S.DAT müssen zuvor durch e ine F I L E H A N D L E - An-
weisung definiert werden . 
Abbildung 3.2-1: 
Struktur von CDAT und S.DAT 
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Die R E C O D E - Anwe i sung vor Aufruf des zweiten A G G R E G A T E be-
wirk t , d a ß die Ausp rägungen der Clus terzugehör igkei t des Single L inkage 
u m k o d i e r t werden . D a d u r c h erhäl t man für den nächs ten Schritt e ine fort 
l aufende Ident i f ika t ionsvar iab le . 
A b b i l d u n g 3.2-1 zeigt die S t ruk tu r der beiden ex te rnen Dateien CD AT 
u n d S.DAT. Die rest l ichen Felder der D a t e n m a t r i z e n en tha l ten die ents -
p r e c h e n d e n Mit te lwer te . 
D ie A n o r d n u n g der A G G R E G A T E - P rozeduren ist bel iebig. Zu 
beach ten ist nu r , daß ident i sche Var iab lenbeze ichnungcn verwendet wer-
den . D a d u r c h können aufwendige R E N A M E Befehle im nachfo lgenden 
Schri t t ve rmieden werden . In unserem Beispiel m u ß die Variable S13 oder 
C13 u m b e n a n n t werden . Zwei tens m u ß eine R e k o d i e r u n g einer der beiden 
Variablen C13 oder B13 durchgeführ t werden . 
Im zweiten Schrit t werden nun diese be iden Date ien eingelesen und die 
Unähn l i chke i t en der be iden Clus ter lösungen be rechne t . 
FILE HANDLE CDAT/NAME - »CDAT« 
FILE HANDLE SDAT/NAME - »S.DAT« 
ADD FILES FILE - CDAT/RENAME - (C13 - S13) 
/FILE - SDAT 
LIST VARIABLES - S13, CKERNF, CVERW, CINW, CGESIN 
STR1NG CL (A20) 
RECODE S13 ( l - t n 
(2* 'C2 ' ) 
(3 = 'C3') 
( 4 - ' S D 
(5«'S2') 
( 6 - ' S 3 ) INTO CL 
CLUSTER CKERNF CVERW CINW CGESIN 
/MEASURE - BLOCK 
/PRINT - DISTANCE 
/PLOT - NONE 
/ I D - CL 
D u r c h die F I L E H A N D L E - Anweisungen wird die Verb indung zwi-
sehen den externen Date ien C D A T u n d S.DAT u n d den SPSS X in t e rnen 
Date ien C D A T und SDAT hergestell t . Die A D D FILES - A n w e i s u n g be-
wi rk t , daß die beiden Dateien C D A T und SDAT zu e iner SPSS X Arbei t s -
datei v e r b u n d e n werden , indem sie h in t e r e inande r zusammengefüg t wer 
den . De r Aufbau der neuen SPSS X S y s t e m d a t e i ist in der A b b i l d u n g 3.2-2 
dargestel l t . Die R E N A M E - Anwei sung nach Aufruf der Datei C D A T 
d u r c h FILE = C D A T bewirkt , daß die Variable C13 ebenfalls den N a m e n 
S13 er thä l t . D a m i t ist S13 eine for t laufende Ident i f ika t ionsvar iab le . 
Die LIST VARIABLES - Anwei sung bewirk t , daß die Variable C13 und 
die Clus termi t te l wer te in den Variablen C K E R N F , C V E R W , C I N W und 
C G E S I N ausgedruckt werden . 
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Abbildung 3.2-2: 
Aufbau der aus den Dateien CDAT und S.DAT 
zusammengefügten SPSS-X Datei 
D u r c h die A n w e i s u n g S T R I N G CL (A20) wi rd e ine S t r ingvar iab le de 
f inier t , deren Ausp rägungen aus 20 Ze ichen bes t ehen k ö n n e n . Sie kann in 
der ansch l i eßenden C L U S T E R Prozedu r zu r B e n e n n u n g der Fä l le ve rwen-
det werden . D u r c h die R E C O D E - Anwe i sung e rhä l t die erste A u s p r ä g u n g 
der Variablen S13 (erstes Clus ter des Comple te -L inkage ) die A u s p r ä g u n g 
Cl in der S t r ingvar iab len CL, die zweite A u s p r ä g u n g von S13 (zweites 
Clus ter des C o m p l e t e Linkage) die A u s p r ä g u n g C2 , usw... 
In der C L U S T E R - P rozedur werden schl ießl ich die U n ä h n l i c h k e i t e n 
zwischen den Clus te rn be rechne t . Die Anwei sungen P R I N T = DISTAN-
CE und P L O T = N O N E führen dazu , d a ß n u r die D i s t a n z m a t r i x zwischen 
den Clus tern ausgegeben wird. Z u r Messung der U n ä h n l i c h k e i t wird die 
Ci ty-Blockmetr ik ve rwende t . F ü r unsere D a t e n e rhä l t m a n folgende Er-
gebnisse (siehe A b b i l d u n g 3.3-3). 
Wie in der A b b i l d u n g ersichtl ich ist, besi tzen alle Cluster des C o m p l e -
tc Linkage zum 1. Cluster des Single-Linkage den größten absolu ten Ab-
stand und zum 2. Clus ter des Single L inkage den kleinsten absoluten Ab-
s tand . Im Idealfall sollte das Ergebnis die in der A b b i l d u n g 3.2-3a darge-
stellte S t ruk tu r bes i tzen. 
In dem fikt iven Ergebn is sind sich das erste Clus ter des Comple te -Lin-
kage u n d das ers te des Single-Linkage, das zweite Clus ter des C o m p l e t e -
Linkage und das zweite des Single L inkage u n d das dr i t te des C o m p l e t e -
L inkage und des Single L inkage v o l l k o m m e n ident i sch . W ä h r e n d sich die 
Clus ter u n t e r e i n a n d e r sehr deut l ich u n t e r s c h e i d e n . 
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Abbildung 3.2-3: 
Distanzmatrix zwischen den Clustermittelwerten der 
3-Clusterlösungen des Single- und Complete-Linkage 
Cl C2 C3 Sl S2 S3 
Cl 0 
C2 4.9 0 
C3 5.0 9.1 0 
Sl 13.1 16.6 8.7 0 
S2 1.9 4.4 4.7 13.0 0 
S3 6.4 8.4 6.9 12.0 4.8 0 
Abbildung 3.2-3a: 
Idealstruktur der Distanzmatrix bei Stabilität 
Cl C2 C3 Sl S2 S3 
Cl 0 
C2 10 0 
C3 20 30 0 
Sl 0 10 20 0 
S2 10 0 20 12 0 
S3 18 12 0 30- 28 0 
Berechnung der Unähnlichkeit auf der Grundlage der Verteilung der Clu-
ster in den K l a s s i f i k a t i o n s m e r k m a l e n : 
Sollen in die B e r e c h n u n g der U n ä h n l i c h k e i t von Clus te r lösungen die 
Verte i lungen der Klass i f ika t ionsmerkmale e inbezogen w e r d e n , müssen die 
Klass i f ika t ionsmerkmale in D u m my-Variablen aufgelöst werden . Da die 
Klass i f ika t ionsmerkmale quan t i t a t ives Meßn iveau besi tzen, ist die Ver-
w e n d u n g von ord ina len D u m my-Variablen s innvol l . Wir beschre iben h ie r 
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n u r den ersten Schri t t des Vorgehens . D e r zweite Schri t t verläuft ana log 
wie oben dargestel l t . 
FILE HANDLE AFAMD/NAME - »AFAM.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AINW AGESIN 
/METHOD - COMPLETE (Cl) SINGLE (SI) 
/MEASURE - BLOCK 
/PLOT - NONE 
/PRINT - NONE 
/SAVE - CLUSTERS) 
DO REPEAT K - Kl TO K20 / WERT - 1 TO 20 
COMPUTE K = 0 
IF (AKERNF GE WERT) K« 1 
END REPEAT 
DO REPEAT V - VI TO V20 / WERT = 1 TO 20 
COMPUTE V - 0 
IF (AVERW GE WERT) V- 1 
END REPEAT 
DO REPEAT I - II TO 120 / WERT - 1 TO 20 
COMPUTE 1 - 0 
IF (AINW GE WERT) I ~ l 
END REPEAT 
DO REPEAT G = Gl TO G20 / WERT - 1 TO 20 
COMPUTE G = 0 
IF (AGESIN GE WERT) G = 1 
END REPEAT 
FILE HANDLE CDAT/NAME - »C.DAT« 
AGGREGATE OUTFILE - CD AT 
/BREAK = C13 
/AKI TO AK20, AVI TO AV20, All TO AI20, AG1 TO AG20 -
MEAN(K 1 TO K20, V) TO V20, II TO 120. Gl TO G20) 
RECODE SI3 (1=4) (2=5) ( 3 = 6 ) 
FILE HANDLE SDAT/NAME = »S.DAT« 
AGGREGATE OUTFILE - SDAT 
/BREAK - SI3 
/AKI TO AK20, AVI TO AV20, Al l TO AI20, AG1 TO AG20 = 
MEAN(K1 TO K20, VI TO V20, 11 TO 120, Gl TO G20) 
In der ersten DO R E P E A T - Schleife werden die o rd ina len D u m m y 
Variablen des Klass i f ika t ionsmerkmals A K E R N F erzeugt . Die C O M P U -
TE - Anweisung bewirk t zunächs t , daß die o rd ina len D u m m y Variablen 
auf 0 gesetzt werden . D u r c h die IF - A n w e i s u n g erha l ten sie den Wert 1, 
sofern der Wert von A K E R N F g r ö ß e r / gleich dem Wert der Variablen 
W E R T ist. Insgesamt werden in der DO R E P E A T - Schleife 20 o rd ina le 
Dummy-Var i ab len erzeugt , d a d u r c h ist gewähr le is te t , daß der m a x i m a l e 
Wert von A K E R N F erfaßt ist. Dieses Vorgehen wird für die drei ande ren 
Klass i f ika t ionsmerkmale wiederho l t . E ine G e w i c h t u n g ist in diesem Fall 
n i ch t er forder l ich , da alle Klass i f ika t ionsmerkmale dieselbe theore t i sche 
Var ia t ionsbre i te besi tzen (vgl. Kapitel 4) . Al le rd ings un t e r sche iden sich die 
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ta tsächl ich empi r i sch auf t re tenden Var ia t ionsbrei ten , was e ine Gewich-
t u n g rechtfer t igen könn te . 
Schl ießl ich werden durch die A G G R E G A T E - Befehle die Verteilun-
gen der b e r e c h n e t e n Cluster in den Klass i f ika t ionsmerkmalen zwischen 
gespeicher t . 
Übungsaufgabe 11: In einer Clusteranalyse wurden u.a. die nominalen Klassifi 
kationsobjekte 
REL (Religion) mit den Ausprägungen l»=röm.kath, 2 = evang., 3 = jüdisch 
und 9« sonstiges und 
FAMST (Familienstand) mit den Ausprägungen 1*ledig, 2 = verh., S^geschie 
den und 4«verwitwet einbezogen. 
Die Daten stehen auf der externen Datei F.DAT. Der Complete Linkage mit der 
City-Blockmetrik hat eine befriedigende 3-Clusterlösung erbracht. 
Schreiben Sie ein SPSS X Programm, in dem die City Blockmetrik zwischen dem 
Complete - und Baverage-Linkage berechnet wird. 
3 3 Weitere Verfahren 
3.3.1 Die Sensitivitätsanalyse 
Bei der Sensi t ivi tätsanalyse werden die Klass i f ika t ionsmerkmale mit 
Zufal lsfehlern über lager t . Bezeichnen wir a l lgemein mit X i 1 die empi r i sch 
beobach te t e Ausprägung des Klass i f ikat ionsobjekts i in dem Klassifika-
t i o n s m e r k m a l 1, und mit E i 1 e inen zufälligen Feh le r des Klassif ikat ionsob-
j ek te s g in X i d a n n wird bei der Sensi t ivi tätsanalyse eine neue Variable Y 1 
mit 
Yj1 = Xi1 + Ej1 
gebi ldet . 
F ü r den Zufal lsfehler E n m u ß eine be s t immte - aus der theore t i schen 
Statistik b e k a n n t e - Wahrsche in l ichke i t sver te i lung a n g e n o m m e n wer-
den , z.B. die Normalve r t e i lung . Die Norma lve r t e i l ung ist bekann t l i ch 
durch zwei P a r a m e t e r gekennze ichne t : den Erwar tungswer t u n d die Va-
r ianz . In A n l e h n u n g an die klassische Test theorie wird bei der Sensi-
t ivi tä tsanalyse a n g e n o m m e n , daß = 0 gilt und daß n u r e ine Funk t ion 
des Klass i f ika t ionsmerkmals X 1 ist. Wir führen deshalb für den Index 1 
ein. 
Fü r die p rak t i sche D u r c h f ü h r u n g m u ß nun für bzw. für ein be-
s t i m m t e r Wert a n g e n o m m e n werden . E ine andere Möglichkei t bes teht dar 
in, bzw. systematisch zu var i ie ren . Bei beiden Vorgehensweisen kann 
bzw. n u n in Abhängigke i t von 
der beobach te ten Varianz von X 1 oder von 
der theore t i schen Skalene inhei t von X 1 , 
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spezifiziert w e r d e n . Im ersten Fall wird m a n für e inen b e s t i m m t e n 
Ante i l p a n a n n e h m e n , z.B. 0.05, 0.10,0.20 usw. D e r Wert für berech-
net sich d a n n n a c h de r F o r m e l : 
D ie zwei te Mögl ichkei t soll a n h a n d unseres Beispiels demons t r i e r t wer-
den . D ie Ska lene inhe i t unse re r Klass i f ika t ionsmerkmale ist 1.0. M a n k a n n 
n u n oder systematisch mit e inem vielfachen dieser Ska lene inhe i t 
d u r c h v a r i i e r e n , also z.B. mi t den Werten 1.0, 2.0, 3.0 und 4.0. 
Technisch läßt sich diese Ü b e r l a g e r u n g mi t Zufal ls fehlern mit Hi l fe des 
fo lgenden S P S S X P r o g r a m m s real is ieren: 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
GET FILE AFAMD 
DO REPEAT ZKERN - ZKERN1 TO ZKERN4/ ZSA •= 1 TO 4 
COMPUTE ZKERN - A K E R N F + NORMAUZSA) 
END REPEAT 
DO REPEAT ZVERW - ZVERW1 TO ZVERW4/ ZSA - 1 TO 4 
COMPUTE ZVERW - AVERW+NORMA L( ZSA) 
END REPEAT 
DO REPEAT ZINW « ZINW1 TO ZINW4/ ZSA * 1 TO 4 
COMPUTE ZINW « AINW + NORMAL(ZSA) 
END REPEAT 
DO REPEAT ZGESIN = ZGESIN1 TO ZGESIN4/ ZSA - 1 TO 4 
COMPUTE ZGES1N «= ZGESIN + NORMAL(ZSA) 
END REPEAT 
CLUSTER AKERNF AVERW A1NW AGESIN 
/MEASURE - BLOCK 
/ M E T H O D - COMPLETED) 
/PRINT - NONE 
/PLOT = NONE 
/SAVE - CLUSTERS) 
CLUSTER ZKERN 1 ZVERW 1 Z1NW1 ZGESIN 1 
/MEASURE - BLOCK 
/METHOD - COMPLETE(ZCl) 
/PRINT = NONE 
/PLOT - NONE 
/SAVE = CLUSTERS) 
CLUSTER ZKERN2 ZVERW2 ZINW2 ZGESIN2 
/MEASURE = BLOCK 
/ M E T H O D - COMPLETE(ZC2) 
/PRINT - NONE 
/PLOT = NONE 
/SAVE - CLUSTERS) 
usw... 
D ie erste DO R E P E A T - Schleife bewi rk t , daß j edes Klassif ikat ionsob-
j ek t in dem Klass i f ika t ionsmerkmal A K E R N F mit vier un te r sch ied l i chen 
no rma lve r t e i l t en Zufal lsfehlern über lager t wird . D ie Zufal lsfehler werden 
du rch den i n S P S S X e n t h a l t e n e n Zufa l l szah lengenera to r N O R M A L 
85 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
für no rma lve r t e i l t e Zufa l l szahlen erzeugt. Die mit den Zufal lsfehlern 
über lager ten neuen Klass i f ika t ionsmerkmale werden mit Z K E R N 1, 
Z K E R N 2 , Z K E R N 3 u n d Z K E R N 4 beze ichnet . Diese sind: 
Z K E R N 1 = A K E R N F + zufällige Real is ierung einer n o r m a l ver te i l ten 
Zufal lsvar iablen mit e iner S tandardabwei -
c h u n g (ZSA) von 1.0. 
Z K E R N 2 = A K E R N F + zufällige Real is ierung einer n o r m a l ver te i l ten 
Zufal lsvar iablen mi t e iner S tandardabwei -
c h u n g (ZSA) von 2.0. 
Z K E R N 3 = A K E R N F + zufäll ige Real is ierung e iner no rma lve r t e i l t en 
Zufal lsvar iablen mi t e iner S tandardabwei -
c h u n g (ZSA) von 3.0. 
Z K E R N 4 = A K E R N F + zufäll ige Real is ierung einer n o r m a l ver te i l ten 
Zufa l l svar iablen mi t e iner S tandardabwei -
c h u n g (ZSA) von 4.0. 
Dasselbe Vorgehen wird für die verb le ibenden Klass i f ika t ionsmerkmale 
AVERW, A I N W u n d A G E S I N angewende t . D a r a n ansch l ießend werden 
Clus teranalysen gerechne t und die Ergebnisse für weitere Analysen zwi-
schengespeicher t . Bei e iner S t a n d a r d a b w e i c h u n g von 1.0 beträgt das sym-
met r i sche L a m b d a zwischen der u r sprüng l ichen und der mit e inem Zu-
fallsfehler über lager ten 3 -Clus te r lösung n u r m e h r 0.35. 
Die Verwendung von normalve r t e i l t en Zufal lsvar iablen hat den Nach-
teil , daß die mi t Zufal lsfehlern über lager ten neuen Klass i f ikat ionsmerk-
ma le negat ive Werte a n n e h m e n können u n d daß die Werte bis ± va 
r i ieren k ö n n e n . Diese ex t r emen Werte treten empir isch zwar n ich t auf, 
dennoch können zufällig h o h e oder n iedere Werte das Ergebnis vo l lkom-
m e n zers tören. Z u r Vermeidung dieses Effektes können anstel le von nor-
malver te i l ten Zufal lsvar iablen gleich vertei l te Zufal lsvariablen erzeugt 
werden . In diesem Fall kann z.B. a n g e n o m m e n werden , d a ß ein b e s t i m m 
ter Prozentsa tz j edes Klass i f ika t ionsmerkmals fehlerbehaftet ist, z.B. mit 
5%, 10% oder 20%, u n d daß die Feh le r max ima l zwischen ± e iner be-
s t immten Anzah l l iegen, z.B. zwischen ± 1 oder zwischen ± 2 usw.. 
In dem nachfo lgenden SPSS-X Programm wurden beispielsweise für 
unsere Daten ein Feh le ran te i l von 10 % und eine max ima le Feh le rvar ia -
t ion von ± 2 a n g e n o m m e n . 
FILE H A N D L E A F A M D / N A M E = » A F A M . D A T « 
G E T FILE A F A M D 
C O M P U T E FEHLER - UNIFORM(IOO) 
C O M P U T E FEHLK - 0 
IF (FEHLER LE 10 ) FEHLK - R N D ( U N I F O R M ( 4 ) + 0.5) 
R E C O D E FEHLK (0 = 0) (1 = - 2) ( 2 - - 1) (3=1) (4 = 2) 
C O M P U T E Z K E R N - A K E R N F + FEHLK 
C O M P U T E FEHLER - UNIFORM (100) 
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COMPUTE FEHLK - 0 
IF (FEHLER LE 10 ) FEHLK - RND(UNIFORM(4) + 0.5) 
RECODE FEHLK ( 0 - 0 ) (1= - 2) ( 2 - - 1) (3=1) (4 = 2) 
COMPUTE ZVERW - AVERW + FEHLK 
COMPUTE FEHLER « UNIFORM(IOO) 
COMPUTE FEHLK - 0 
IF (FEHLER LE 10 ) FEHLK = RND(UNIFORM(4) + 0.5) 
RECODE FEHLK (0=0) (1= - 2 ) (2= - 1) (3=1) (4 = 2) 
COMPUTE ZINW = A1NW + FEHLK 
usw.. 
D u r c h die Anwe i sung U N I F O R M ( I O O ) wird e ine im In terva l l (0,100) 
g le ichver te i l te Zufa l l svar iable erzeugt . Diese wird d u r c h den C O M P U -
TE - Befehl der Variablen F E H L E R zugewiesen. D u r c h die A n w e i s u n g 
C O M P U T E F E H L K = 0 wird zunächs t der Feh l e r F E H L K auf 0 gesetzt . 
D ie nach fo lgende IF - A n w e i s u n g bewirk t , d a ß n u r in 10% der Fäl le , also 
w e n n die Variable F E H L E R k le ine r /g le i ch 10 ist, ein zufäl l iger Feh l e r 
F E H L K b e r e c h n e t wird . Diese Variable n i m m t Werte zwischen 1 u n d 4 an , 
da d u r c h die A n w e i s u n g R N D ( U N I F O R M ( 4 ) + 0.5) zunächs t e ine gleich-
ver te i l te Zufal lszahl zwischen 0 und 4 erzeugt wird . Dieser Zah l wird an-
sch l i eßend der Wert 0.5 addier t u n d ge runde t . D ie Wer te 1,2,3 u n d 4 t re ten 
d a d u r c h mit gleicher Wahrsche in l i chke i t auf. In der nach fo lgenden RE 
C O D E - A n w e i s u n g wird der Feh le r F E H L K auf die Werte + 2 , + 1 , - 1 
u n d - 2 t r ans fo rmie r t . D u r c h die auf den R E C O D E Befehl fo lgende 
C O M P U T E - Anwe i sung wird das Klass i f ika t ionsmerkmal A K E R N F mit 
dem zufäll igen Feh le r F E H L K , sofern dieser auftr i t t , über lager t . 
Diese Schr i t te werden n u n für die ve rb le ibenden Klass i f ika t ionsmerk-
m a l e A V E R W , A I N W u n d A G E S I N wiederho l t . Z w a r k ö n n e n auch bei 
d iesem Vorgehen negat ive Werte auf t re ten, die sich aber in besche idenen 
G r e n z e n ha l ten . 
F ü r diese E ingabepa rame te r ergibt sich ein symmet r i s ches L a m b d a von 
0.50 zwischen der u r sp rüng l i chen und der mit e inem Meßfeh le r über la-
ger ten 3 -Clus te r lösung . 
D a s Vorgehen mi t g le ichver te i l ten Zufa l l szahlen hat den Vorteil , d a ß es 
sich u n m i t t e l b a r auf n o m i n a l e Variablen über t ragen läßt . 
Bis je tz t liegen noch wenige Ergebnisse vor , wie sich zufäll ige Feh le r 
auf die Stabil i tät e iner Clus tcr lösung auswi rken . Erste S imula t ionsexper i -
m e n t e (Bacher 1987) zeigen, daß un te r den un t e r such t en Clus te rana ly-
sever fahren (Baverage - , C o m p l e t e - und Single L inkage) das C o m p l e t e -
L inkageve r f ah ren gegenüber zufäll igen Feh le rn sehr robust ist. 
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Tabelle 3 .3 -1 : 
Durchschn i t t l i che r Antei l von Fehlklass i f ika t ionen für un te r sch ied l i che 
h ie ra rch i sche Clus te rver fahren in Abhängigke i t von zufäll igen F e h l e r n . 
Antei l zufälliger Meßfeh le r an der » w a h r e n « Varianz 
Verfahren 20% 36% 50% 64% 75% 
Single 53.3% 71 .1% 71.3% 71.3% 71.3% 
Baverage 14.6% 37.3% 47.7% 54.7% 60 .1% 
C o m p l e t e 4.4% 25.4% 34.4% 48.0% 54 .1% 
Bezüglich der un t e r such ten D i s t a n z m a ß e (Ci ty-Blockmetr ik u n d eukl i -
d ische Met r ik ) führ t e die euk l id i sche Metr ik zu ger ingeren Fehlklassifi-
ka t ionen der Klass i f ikat ionsobjekte als die Ci ty-Blockmetr ik . 
Tabelle 3.3-2: 
Durchschn i t t l i che r Antei l von Fehlklass i f ikat ionen für die City-Block-
me t r i k und die eukl id ische Metr ik beim C o m p l e t e L i n k a g e 
Antei l zufälliger Meßfeh le r an der » w a h r e n « Varianz 
Met r ik 20% 36% 50% 64% 75% 
Block 0.0% 17.0% 39.0% 53.0% 57.0% 
Eukl id 1.0% 13.0% 33.0% 46.0% 56.0% 
Übungsaufgabe 12: Gegeben sei die Datei F.DAT der Übungsaufgabe 11. Die 
Klassifikationsmerkmale REL und FAMST sollen mit einem zufälligen Meßfeh 
ler überlagert werden. Bezüglich der zufälligen Meßfehler werden folgende An 
nahmen getroffen: 
- Der zufällige Meßfehler tritt bei jeder Ausprägung mit einer Wahrscheinlich 
keit von 0.1 auf. 
- Die Fehler verteilen sich zufällig auf die anderen Ausprägungen. 
Schreiben Sie das entsprechende SPSS-X Programm, das diese Aufgabe löst. 
3.3.2 Die D i sk r iminanzana lyse 
In der Li tera tur wird sehr häufig die D i sk r iminanzana lyse zur Ü b e r -
prüfung e iner Clus te r lösung eingesetzt . Sie ist wie die Clus teranalyse ein 
mul t ivar ia tes s ta t i s t i sches Verfahren, das aber im Unte r sch ied zur hierar-
chischen Clus te rana lyse voraussetzt , daß die Anzahl der C lus te r und zu-
mindes t für einen Teil der Klass i f ikat ionsobjekte deren C lus t e r zugehör ig -
kei t b e k a n n t sind. Anste l le von Clus te rn wird in der L i te ra tu r zur Dis -
k r iminanzana lyse die Beze ichnung G r u p p e n ve rwende t . 
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Die D i s k r i m i n a n z a n a l y s e versucht , aus den Klas s i f i ka t ionsmerkma len 
sogenann te D i s k r i m i n a n z f u n k t i o n e n zu b e r e c h n e n , d ie d ie G r u p p e n am 
besten t r e n n e n . Diese D i s k r i m i n a n z f u n k t i o n e n k ö n n e n in e inem wei teren 
Schri t t der Analyse zur B e r e c h n u n g der a pos te r ior i Z u o r d n u n g s w a h r -
sche in l ichkei ten der Klass i f ika t ionsobjekte zu den Clus te rn ve rwende t 
w e rden . Diese geben an , mit welcher Wahrsche in l i chke i t ein Klassifika-
t ionsobjek t mit e inem b e s t i m m t e n Wert in den Klas s i f ika t ionsmerkmalen 
e inem der b e k a n n t e n Clus te r angehör t . D a d u r c h werden F e h l z u o r d n u n -
gen s ichtbar , wenn z.B. die Z u o r d n u n g s w a h r s c h e i n l i c h k e i t e ines Klassifi-
ka t ionsob jek tes i für das Clus ter k 1.0 bet rägt u n d das Klassi f ikat ionsob-
j ek t u r sprüng l ich dem Clus te r 1 (1 k) zugerechne t w u r d e . 
Die D i s k r i m i n a n z f u n k t i o n e n u n d dami t die a pos ter ior i Wahrsche in-
l ichkei ten k ö n n e n abe r auch für Klass i f ika t ionsobjekte b e r e c h n e t w e r d e n , 
für die zwar die A u s p r ä g u n g e n in den Klas s i f i ka t ionsmerkmalen , n i ch t 
aber die Clus te rzugehör igke i t b e k a n n t ist. D a m i t ist e ine Z u o r d n u n g die-
ser Klass i f ika t ionsobjekte mögl ich , aber ke ine Ü b e r p r ü f u n g der Zuord-
n u n g . 
Z u s a m m e n f a s s e n d k ö n n e n in bezug auf Klass i f ika t ionsaufgaben zwei 
A n w e n d u n g s f ä l l e der D i s k r i m i n a n z a n a l y s e un t e r sch i eden we rden : 
1. die Stabil itätsprüfung e iner Clus teranalyse u n d 
2. die Zuordnung von Klassifikationsobjekten bei g roßen Da tensä t zen 
Da bei den h ie ra rch i schen Clus te rana lysever fahren eine D i s t a n z m a t r i x 
zwischen den Klass i f ika t ionsobjekten be rechne t we rden m u ß , ist ih re An-
w e n d u n g auf kleine u n d mi t t l e re Da tensä tze begrenz t . Bei e inem großen 
Da tensa tz kann desha lb so vorgegangen werden : 
1. W ä h l e zufäll ig e ine Un te r s t i chp robe aus. 
2 . F ü h r e für diese U n t e r s t i c h p r o b e eine Clus te rana lyse aus . 
3. Ube rp rü fe die Stabil i tät dieser Clus te r lösung , z.B. mi t Hilfe e iner 
D i s k r i m i n a n z a n a l y s e , u n d führe eventuel l Modi f ika t ionen d u r c h . 
4 . Liegt e ine s tabi le Clus te r lösung vor , b e r e c h n e die D i s k r i m i n a n z -
funk t ionen u n d Z u o r d n u n g s w a h r s c h e i n l i c h k e i t e n der n ich t in der 
U n t e r s t i c h p r o b e en tha l t enen Klass i f ika t ionsobjekte und n i m m 
eine Z u o r d n u n g zu den Clus tern vor. 
In diesem Abschn i t t wird n u r die A n w e n d u n g der D i s k r i m i n a n z a n a l y s e 
zur S tabi l i tä t sprüfung behande l t und dabei n u r die l ineare D i s k r i m i n a n 
zanalyse dargestel l t . (E ine aus führ l i che Dar s t e l lung der l inearen Diskr i -
m i n a n z a n a l y s e u n d von ande ren Model len der D i s k r i m i n a n z a n a l y s e ge-
ben z.B. A n d r e w s 1972, F a h r m e i r u.a. 1984 oder Klecka 1984). 
Das Modell der linearen Diskriminanzanalyse: 
Gegeben seien p quan t i t a t i ve Klas s i f ika t ionsmerkmale X 1 , X 2 , .., e ine Clu-
s ter lösung mit c C lus te rn u n d n Klass i f ika t ionsobjek te . F ü r diese Klassi-
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f ika t ionsob jek te sind die Zugehör igke i t zu e inem Cluster j u n d die Aus-
p rägungen in den Klass i f ika t ionsmerkmalen b e k a n n t . Mit X i j k soll die 
A u s p r ä g u n g des Klass i f ikat ionsobjektes k im j - ten Cluster in dem Klas-
s i f ika t ionsmerkmal X i beze ichnet we rden . 
G e s u c h t werden n u n L inea rkombina t ionen L 1 ,L 2 , . . . der u r sprüng l ichen 
Klass i f ika t ionsmerkmale X1,X2,.. der Ar t : 
Diese L inea rkombina t i onenso l l en die Clus ter am »bes ten« t r e n n e n . E ine 
bes te T r e n n u n g soll d a n n vorl iegen, wenn das Verhäl tn is der S t r euung zwi-
schen den Clus te rn (SS B ) zu dem der S t r euung i n n e r h a l b des Clus ters 
( S S w ) m a x i m a l ist. Wenn also gilt: 
D ie S t r euung zwischen den Clus tern ist ein M a ß für die He te rogen i tä t 
der Clus ter . Je g röße r S S B ist, u m s o »besser« werden die Mi t te lwer te der 
Clus ter in den Klass i f ikat ionsobjekten v o n e i n a n d e r ge t rennt . E ine Maxi 
m i e r u n g von S S B ist also ganz offensichtl ich s innvol l , da dadurch eine 
»bes te« T r e n n u n g der Clus ter erre icht wird , sofern die Mi t te lwer te der 
Clus ter als r epräsen ta t ive M e r k m a l e der Clus ter aufgefaßt werden (9). Die 
S t r euung i n n e r h a l b der Cluster ( S S W ) dagegen, ist ein M a ß für die He-
terogeni tä t i n n e r h a l b der Cluster . Sie sollte möglichst klein sein. Mathe-
mat i sch präzis ier t bedeute t dieses »mögl ichst k le in« , daß S S W m i n i m i e r t 
oder äquiva len t dazu der inverse Wert 1 / S S W m a x i m i e r t werden soll. 
D i e L i n e a r k o m b i n a t i o n e n L 1 , L 2 , . . werden schri t tweise b e s t i m m t . Zu-
nächs t wird e ine L i n e a r k o m b i n a t i o n L 1 gesucht , d ie das obige Kr i te r ium 
m a x i m i e r t , die also die Cluster am besten t r e n n t . Im nächs ten Schri t t wird 
e ine zweite L i n e a r k o m b i n a t i o n L 2 gesucht , die die Cluster am zweit besten 
t r enn t , d a n n e ine L i n e a r k o m b i n a t i o n L 3 , die die Cluster am dri t t besten 
t r enn t , usw.. Insgesamt gibt es max ima l q L i n e a r k o m b i n a t i o n e n , wobei 
q = c - l ist, wenn die Anzah l p der Klass i f ika t ionsmerkmale grö-
ßer /g le ich c - 1 ist (c ist die Anzah l der Clus te r ) . In den anderen Fällen ist 
q = p. In unse rem Beispiel der famil ia len Hausha l t sda t en mit e iner 3 - C l u -
s ter lösung gibt es also zwei D i s k r i m i n a n z f u n k t i o n e n . 
Die Erk lä rungskraf t j e d e r L i n e a r k o m b i n a t i o n wird durch ihren Eigen-
wert gemessen. Al lgemein gilt, daß die S u m m e aller E igenwer te gleich 
dem Wert des M a x i m i e r u n g s k r i t e r i u m s ist. Divis ion j edes Eigenwer tes mit 
dieser G e s a m t s u m m e , ergibt desha lb den Erk lä rungsan te i l j e d e r Linear-
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k o m b i n a t i o n zu r T r e n n u n g der Cluster . Dieser Antei l gibt den Prozen t sa tz 
an , mi t welchem die Clus te r du rch die e n t s p r e c h e n d e L i n e a r k o m b i n a t i o n 
ge t renn t w e rden . 
In unse rem Beispiel sind diese Eigenwer te u n d Erk lä rungsan te i l e : 
D i e ers te L i n e a r k o m b i n a t i o n leistet also e inen Bei trag von u n g e f ä h r 
6 3 % zur T r e n n u n g der Clus ter , die zweite e inen Beitrag von u n g e f ä h r 38%. 
In S P S S X k a n n zusätzl ich ein Test für die Signif ikanz der L i n e a r k o m -
b i n a t i o n e n du rchge führ t werden . Dieser Test ist h ie ra rch isch aufgebaut . 
Z u n ä c h s t wi rd geprüft , ob die l . ,2. ,3. , . . u n d q - te L i n e a r k o m b i n a t i o n sig-
n i f ikant s ind. Im zwei ten Schri t t , ob die 2 . , 3 . , . . u n d q - te L i n e a r k o m b i n a -
t ion s ignif ikant s ind , im dr i t t en , ob die 3.,..und q - te L i n e a r k o m b i n a t i o n 
signif ikant s ind, usw.. . In j e d e m Schri t t wi rd als Teststatistik das sogenann-
te Wilks L a m b d a b e r e c h n e t . F ü r die e inze lnen Schr i t te ist dieses wie folgt 
def inier t : 
Schritt 0: S igni f ikanz der l . ,2. ,3, . . . u n d q - ten L i n e a r k o m b i n a t i o n 
Schritt q - 1: S igni f ikanz der q - ten L i n e a r k o m b i n a t i o n 
Wilks L a m b d a = 
D a s Wilks L a m b d a läßt sich in eine Chi - quadra tve r t e i l t e Zufa l l sgröße 
mit (p - k)*(c - k - 1) ü b e r f ü h r e n . Der Test des Schri t tes k gibt also an , ob 
alle nach der k - ten L i n e a r k o m b i n a t i o n auf t re tenden L i n e a r k o m b i n a t i o -
nen s ignif ikant s ind oder n ich t . 
D i e so b e r e c h n e t e n L i n e a r k o m b i n a t i o n e n werden als kanon i sche Dis -
k r i m i n a n z f u n k t i o n e n beze ichne t . Kanon i sch desha lb , da sie zusätz l ich die 
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Eigenschaf ten der paarweisen Unabhäng igke i t besi tzen. Sie bi lden die Ba-
sis für die B e r e c h n u n g folgender M a ß z a h l e n : 
1. der s tandardis ier ten Diskr iminanzkoef f iz ien ten , 
2 . der Kor re la t ionen der Klass i f ika t ionsmerkmale mit den kanoni -
schen D i s k r i m i n a n z f u n k t i o n e n (pooled wi th in - g roups corre la-
t ions) und 
3 . der uns tandard i s ie r t en Diskr iminanzkoef f iz ien ten . 
D i e beiden ersten Maßzah len sind Hilfsgrößen für die In te rp re ta t ion 
de r D i s k r i m i n a n z f u n k t i o n e n . D ie standardisierten Diskriminanzkoeffi-
zienten k ö n n e n wie standardisierte Regressionskoeffizienten in te rpre t ie r t 
w e r d e n . Sie messen also den direkten Beitrag j edes Klass i f ikat ionsmerk-
m a l s zur E r k l ä r u n g der D i s k r i m i n a n z f u n k t i o n e n , u n t e r der A n n a h m e , 
d a ß alle Klass i f ika t ionsmerkmale in der gleichen Skalene inhe i t gemessen 
w u r d e n . D a s bedeute t aber zugleich, daß die s tandard is ie r ten Diskr imi -
nanzkoeff iz ienten von zwei s tark m i t e i n a n d e r korrel ier ten Klassifika-
t i o n s m e r k m a l e n n iedr ige Werte a n n e h m e n , da sich die beiden M e r k m a l e 
gegenseit ig Erklärungskraf t w e g n e h m e n . A u s diesem G r u n d w e r d e n zu-
sätzl ich Kor re la t ionen zwischen den Klass i f ika t ionsmerkmalen und den 
kanon i schen D i s k r i m i n a n z f u n k t i o n e n berechne t , bei denen diese gegen-
seitigen Abhängigke i ten nicht berücks icht ig t werden . 
In unse rem Beispiel n e h m e n diese be iden M a ß z a h l e n folgende Werte an 
(vgl. Tabelle 3.3-3). 
A u s der Tabelle ist ers icht l ich, daß die erste D i s k r i mi n an z fu n k t i o n von 
dem Klass i f ika t ionsmerkmal AVERW gebildet wird, die zweite von der 
A n z a h l der Mitgl ieder der Kernfami l i e ( A K E R N F ) . Die erste Disk r imi -
nanz funk t ion könn te desha lb als » re ine Verwandtschaft o h n e Kernfami-
lie« in terpre t ier t werden , die zweite dagegen als »Kern fami l i e o h n e Ver-
wand t schaf t« . Dieser In te rpre ta t ion k ö n n e n aber die E i n w ä n d e , wie sie bei 
der In te rpre ta t ion der Ergebnisse des C o m p l e t e L i n k a g e gemach t wurden 
(vgl. Abschn i t t 2.5) entgegengehal ten werden . (Um eine inhal t l ich bessere 
In te rp re ta t ion der D i sk r iminanz funk t ionen zu e rha l ten , kann in SPSS X 
eine o r thogona le Rota t ion der D i s k r i m i n a n z f u n k t i o n e n durchgeführ t wer-
den . ) 
Die n ich t s t andard i s i e r t en Diskr iminanzkoef f iz ien ten werden dagegen 
für die Be rechnung der Zuordnungswahr sche in l i chke i t en benöt ig t . Diese 
s ind in der Tabelle 3.3-4 dargestell t . 
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Tabelle 3 .3 -3 : 
S tandard i s ie r te Disk r iminanzkoef f i z i en ten u n d Kor re la t ionen zwischen 
den Klass i f ika t ionsmerkmalen u n d den kanon i schen D i s k r i m i n a n z f u n k -
t ionen für die 3 -Clus te r lösung des Comple te -L inkage der fami l ia len H a u s -
ha l t sda ten 
Klassifi- S tandard i s ie r t e Disk r im inanzkoef f iz ienten 
kations- kanon i sche kanon i sche 
m e r k m a l e Diskr . funk t ion 1 Diskr . funkt ion 2 
A K E R N F .15 1.01 
A V E R W 1.04 .07 
A I N W - .20 - .00 
A G E S I N - .12 - .32 
Klassifi Kor re l a t ionen zwischen K l .merkma len u n d 
ka t ions kanon i sche kanon i sche 
m e r k m a l e Diskr . funk t ion 1 Diskr . funkt ion 2 
A K E R N F - .05 .94 
A V E R W .95 - .12 
A I N W - .06 - .14 
A G E S I N - .06 - .17 
Tabelle 3.3-4: 
Uns t anda rd i s i e r t e Disk r iminanzkoef f i zen ten 
Diskr . funk t ion 1 Diskr . funkt ion 2 
A K E R N F .00 .64 
AVERW .77 .06 
A I N W - .62 .03 
A G E S I N - .14 .35 
Kons tan te -1.71 -2.87 
Auf ih re r G r u n d l a g e werden zunächs t die sogenann ten D i s k r i m i n a n z s -
cores für j edes Klass i f ikat ionsobjekt und für die Clus ter b e r e c h n e t . D i e 
Forme l zur B e r e c h n u n g ist: 
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mi t D i j k = D i s k r i m i n a n z s c o r e des Klass i f ikat ionsobjektes j des Clus te rs k 
in der i - ten kanon i schen D i sk r iminanz funk t ion 
a i = kons tan te r F a k t o r der i - ten D i sk r iminanz funk t ion 
b i 1 = uns tandard i s i e r t e r Diskr iminanzkoef f iz ien t des Klassifika-
t i o n s m e r k m a l s X 1 in der i - ten D i s k r i m i n a n z f u n k t i o n 
F ü r die G r u p p e n z e n t r o i d e (Clus te rmi t t e lwer te ) erhäl t m a n die in der 
Tabelle 3.3-5 dargestel l ten Di sk r iminanzsco res . Das dr i t te Clus te r ist 
d u r c h einen hohen Wert auf der ersten D i s k r i m i n a n z f u n k t i o n , der Ver-
wandtschaf t sd imens ion , gekennze ichne t , das zweite du rch e inen h o h e n 
Wert auf der zweiten D i s k r i m i n a n z f u n k t i o n . Die Lage der Z e n t r o i d e n 
kann auch graphisch dargestell t werden (vgl. A b b i l d u n g 3.3-1) . 
Tabelle 3 .3-5: 
D i sk r iminanzsco re s der G r u p p e n z e n t r o i d e 
G r u p p e Diskr . funkt ion 1 Diskr . funkt ion 2 
(Clus te r ) 
1 - .88 - .64 
2 - .30 2.23 
3 2.80 - .33 
D ie Abb i ldung 3.3-1 en thä l t zusätzlich die Trennl in ien zwischen den 
Clus te rn ( G r u p p e n ) . Alle Klass i f ikat ionsobjekte , die in der du rch die Li-
n ie »1« begrenzten F läche l iegen, gehören dem ersten Clus ter (der ersten 
G r u p p e ) an. 
F ü r die Be rechnung der Zuo rdnungswahr sche in l i chke i t en wird noch 
zusätzl ich die V a r i a n z K o v a r i a n z m a t r i x i n n e r h a l b j edes Clus ters benöt ig t . 
Diese drei G r ö ß e n , die D i sk r iminanzsco re s der Klass i f ikat ionsobjekte und 
die der Cluster ( G r u p p e n ) z e n t r o i d e ) und die Varianz K o v a r i a n z m a t r i z e n 
i n n e r h a l b jedes Clus ters e rmögl ichen n u n eine Be rechnung fo lgender 
Wahrsche in l i chke i t en : 
Die bedingte Wahrsche in l ichke i t P(X 1 j k , . . . , X p j k / k ) ist E lemen t 
von j) , daß die empir i sch beobach te ten Ausprägungen des Klassifi-
ka t ionsobjek tes k in den Klass i f ika t ionsmerkmalen auftreten un te r 
der Voraussetzung, daß k dem Cluster j angehör t . In SPSS-X wird 
diese Wahrschein l ichkei t mit P ( D / G ) (ProbabiI i ty of da ta given 
g roup) ausgegeben. 
Die bedingte Wahrsche in l ichke i t ( Z u o r d n u n g s w a h r s c h e i n l i c h k e i t ) 
P(k ist E lement von j / X 1 j k , . . . , X p j l ) . d a ß ein Klass i f ika t ionsobjekt 
k dem Cluster j angehör t un t e r der Voraussetzung, daß die empi r i sch 
beobach te ten Ausprägungen in den Klass i f ika t ionsmerkmalen gege-
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ben sind. Diese Wahrsche in l ichke i t wird in SPSS X als P ( G / D ) (P ro -
babil i ty of g roup given d a t a ) beze ichne t . 
Jedes Klass i f ika t ionsobjekt wird n u n dem Clus ter zugeordne t , für das 
P ( G / D ) m a x i m a l ist. 
D ie nach fo lgende Tabelle en thä l t diese Wahrsche in l i chke i t en u n d die 
d a z u g e h ö r e n d e n D i s k r i m i n a n z s c o r e s für die ersten 15 Klass i f ika t ionsob-
j e k t e . 
9 5 
Abbildung 3.3-1: 
Graphische Darstellung der Gruppenzentroide und Trennflächen 
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Tabelle 3.3-6: 
D i s k r i m i n a n z s c o r e s und Zuordnungswahrsche in l i chke i t en 
für die ersten 15 H a u s h a l t e 
Das erste Klassif ikat ionsobjekt w u r d e aufgrund der Clus teranalyse dem 
ersten Clus ter (actual g roup) zugeordne t . Diese G r u p p e besitzt auch die 
g röß te Zuordnungswahr sche in l i chke i t für das erste Cluster ( P ( G / D ) = 
1.00), d.h., mit einer Wahrsche in l ichke i t von 100% tritt das Clus ter 1 auf, 
wenn die Ausprägungen des ersten Klassi f ikat ionsobjektes in den Klassi-
f i ka t ionsmerkmalcn vorl iegen. Der Wert von P ( D / G ) = 0.44 besagt dage-
gen, daß diese Ausprägungen aber für das erste Cluster als solches weniger 
typisch sind und n u r mit e iner Wahrsche in l ichke i t von 44% auf t re ten. D ie 
zweit höchste Zuo rdnungswahr sche in l i chke i t zu e inem Cluster liegt schon 
bei 0%. D a r ü b e r h inaus besitzt das erste Klassif ikat ionsobjekt e inen 
schwach negat iven Wert in der ersten kanon i schen D i sk r iminanz funk t ion 
u n d einen sehr s tarken negat iven Wert in der zweiten. E ine Feh lzuord-
n u n g tritt zum ersten Mal beim 13. Klassi f ikat ionsobjekt auf. Auf der 
G r u n d l a g e der D i sk r iminanzana ly se wird es dem 1. Cluster zugeordne t , 
w ä h r e n d es bei der Clus teranalyse dem 3. Clus ter zugerechne t w u r d e . 
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Case Actual Highes t Probabi l i ty 2nd Highest D i sc r iminan t 
G r o u p G r o u p P ( D / G ) P ( G / D ) G r o u p P(G/D) Scores 
1 1 1 .44 1.00 2 .00 -2 .04 -1.18 
2 1 1 .51 .97 3 .03 0.27 -0.75 
3 1 1 .59 .94 2 .06 1.22 0.33 
4 1 1 .59 .98 3 .02 0.12 -0 .83 
5 1 1 .82 1.00 2 .00 -1 .42 -0.95 
6 2 2 .89 .96 1 .04 -0.77 2.34 
7 1 1 .85 .99 2 .01 -1 .32 -0.31 
8 1 1 .21 1.00 2 .00 -1.61 -2 .23 
9 1 1 .49 1.00 2 .00 -2 .04 -0 .92 
10 2 2 .66 .74 1 .26 -1 .03 1.61 
11 1 1 .46 .91 2 .08 0.84 0.16 
12 2 2 .40 .57 1 .40 0.42 1.09 
13 3 ** 1 .27 .80 2 .17 0.32 0.45 
14 1 1 .42 .82 2 .18 -0.52 0.62 
15 1 1 .82 .99 2 .02 -1.42 -0.95 
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Die D i s k r i m i n a n z s c o r e s k ö n n e n für e ine g raph i sche Dar s t e l lung ver 
wende t werden (vgl. A b b i l d u n g 3.3-2) . D i e Mi t t e lwer t e (Zen t ro ide ) der 
Clus ter s ind du rch e inen Stern angedeute t . Besitzen m e h r e r e Klassifika-
t ionsob jek te dieselben D i sk r iminanzsco re s , werden sie n u r e i nma l darge-
stellt . 
Abbildung 3.3-2: 
Graphische Darstellung der Klassifikationsobjekte und 
Cluster auf den Diskriminanzfunktionen 
D i e r icht igen u n d fehlerhaf ten Z u o r d n u n g e n k ö n n e n z u s a m m e n f a s s e n d 
in e ine r Kreuz tabe l l e dargestel l t w e r d e n (vgl. Tabel le 3 .3-7) . 
97 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
Tabel le 3 .3-7: 
Z u o r d n u n g Z u o r d n u n g e n bei der 
de r Clus ter - D i sk r iminanzana ly se 
analyse Clus ter 1 Clus ter 2 Clus te r 3 
Clus te r 1 92 2 0 
Clus te r 2 1 31 0 
Clus te r 3 4 0 ' 29 
Insgesamt werden durch die D i s k r i m i n a n z a n a l y s e 95,6% der Klassifi-
ka t ionsob jek te r icht ig zugeordne t . Dieser Befund k ö n n t e du rchaus als zu-
f r iedenste l lend aufgefaßt werden . Er s teht abe r in deut l ichem Wider-
sp ruch zu den b isher igen Ergebnissen , in sbeonder s zu den Ergebnissen der 
Sensi t ivi tä tsanalyse und des Vergleichs von c lus teranalyt i schen Verfahren. 
An dieser Stelle kann deshalb n u r noch e i n m a l die Empfeh lung ausge-
sprochen werden , m e h r e r e Ansä tze der Stabi l i tä tsprüfung zu verfolgen. 
Absch l i eßend sollen noch das SPSS X P r o g r a m m , das zur Be rechnung 
de r in diesem Abschni t t erzielten Ergebnisse führ t , dargestellt und die 
A n n a h m e n der D i sk r iminanzana lyse zusammenge faß t werden (SPSS Inc . 
1986: 688-712) . 
S P S S X Programm zur Diskriminanzanalyse: 
TITLE »Stabilitätsprüfung der CA mit der DA« 
FILE HANDLE AFAMD/NAME = »AFAM.DAT« 
GET FILE AFAMD 
CLUSTER AKERNF AVERW AINW AGSIN 
/METHOD - COMPLETE(Cl) 
/MEASURE - BLOCK 
/PRINT - NONE 
/PLOT = NONE 
/SAVE = CLUSTER (3) 
D1SCR1MINANTGROUPS - C130.3) 
/VARIABLES = AKERNF AVERW AINW AGESIN 
/PRIORS - .59 .20 .21 
/METHOD - DIRECT 
STAT1STICS 10 13 14 15 16 
In der C L U S T E R - P rozedur wird zunächs t die Clus terzugehör igkei t 
der Klass i f ika t ionsobjekte für eine 3 -Clus t e r lösung berechnet u n d zwi-
schengespeicher t . D u r c h den Befehl D 1 S C R I M I N A N T wird die SPSS X 
P r o z e d u r D 1 S C R 1 M I N A N T aufgerufen. D a r a n ansch l i eßend wird du rch 
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nalyse 
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G R O U P S = Cl 3(1,3) die zwischengespe icher te 3 -Clus te r lösung als G r u p -
p ie rungsvar i ab le def inier t . Al lgemein müssen bei der Def in i t ion der 
G r u p p i e r u n g s v a r i a b l e n deren U n t e r - u n d Obergrenze in den K l a m m e r n 
angegeben werden . Nach der Def in i t ion der G r u p p i e r u n g s v a r i a b l e n wer-
den die Var iablen, d ie in die D i sk r iminanzana ly se e inbezogen werden sol-
len, mi t V A R I A B L E S = Liste de r Variablen definier t . In u n s e r e m Beispiel 
wird diese Var iablenl is te von den Klass i f ika t ionsmerkmalen A K E R N F , 
AVERW, A I N W u n d A G S I N gebi ldet . D u r c h die Anwe i sung P R I O R S = 
.566 .302 .132 w e r d e n die a p r io r i Ante i le der G r u p p e n g r ö ß e n festgelegt. 
Sie en t sp rechen in u n s e r e m Fall den G r ö ß e n der Clus ter . In SPSS X müs-
sen diese a p r io r i Wahrsche in l i chke i t en n ich t e ingegeben werden . In die-
sem Fall entfäl l t die P R I O R S - Anwe i sung und es werden gleich g roße 
G r u p p e n a n g e n o m m e n . 
D ie E ingabe von a p r io r i Wahrsche in l i chke i t en setzt die K e n n t n i s der 
» w a h r e n « G r u p p e n g r ö ß e n v o r a u s . Sie ist also n u r in j e n e n Fäl len ge rech t 
fertigt, wo die D i s k r i m i n a n z a n a l y s e zur Übe rp rü fung e iner Klassif ikat ion 
eingesetzt wird u n d die Ausgangs lösung als » w a h r e « Lösung akzep t ie r t 
wird . In der L i te ra tu r , i n sbesonde re in der zur med iz in i schen ode r 
psychia t r i schen Diagnose , w i rd auch noch empfoh len , a p r io r i Wahr-
sche in l ichke i ten vo rzugeben , w e n n eine kleine G r u p p e ( G r u p p e der 
Symptom t räger ) exist ier t , u n d e ine falsche Z u o r d n u n g zu dieser mi t e iner 
g rößeren G e f a h r v e r b u n d e n s ist als e ine fälschliche Z u o r d n u n g zu e iner 
a n d e r e n , g rößeren G r u p p e ( G r u p p e der G e s u n d e n ) . 
D u r c h die A n w e i s u n g M E T H O D wird das Verfahren zur B e r e c h n u n g 
der kanon i schen D i s k r i m i n a n z f u n k t i o n e n festgelegt. Die A n w e i s u n g ME-
T H O D = D I R E C T bedeu te t , daß alle Analysevar iab len s imul tan in die Be-
r e c h n u n g der kanon i schen D i s k r i m i n a n z f u n k t i o n e n e inbezogen w e r d e n . 
D a n e b e n bes tehen noch Mögl ichke i ten einer schr i t tweisen Variablenselek 
tion zur B e r e c h n u n g der kanon i schen D i s k r i m i n a n z f u n k t i o n e n . 
D u r c h die STAT1ST1CS - Anweisungen werden die zu b e r e c h n e n d e n 
Stat is t iken festgelegt, die Zah len bedeu ten dabei : 
10 = Plot der T renn l in i en 
15 = Plot der Lage der Klass i f ika t ionsobjekte und der G r u p p e n auf den 
D i s k r i m i n a n z f u n k t i o n e n 
16 = G e t r e n n t e Plots für j e d e G r u p p e 
13 = Dar s t e l l ung der Z u o r d n u n g e n in e iner Kreuztabel le 
14 = Ausgabe der Z u o r d n u n g s w a h r s c h e i n l i c h k e i t e n und der D i s k r i m i 
nanzsco re s 
Die A n n a h m e n der D i s k r i m i n a n z a n a l y s e : 
(1) Es wird ein l ineares Model l für die kanonischen D i s k r i m i n a n z f u n k -
t ionen a n g e n o m m e n . 
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D i e Diskr iminanzkoef f i z ien ten sind für alle G r u p p e n (Clus ter) und 
Klass i f ikat ionsobjekte gleich. 
Es k ö n n e n n u r quan t i t a t ive Klass i f ika t ionsmerkmale einbezogen 
werden . ( N o m i n a l e oder o rd ina le Klass i f ika t ionsmerkmale müssen 
zuvor in Dummy-Var iab len aufgelöst werden . ) 
D a s hier dargestel l te Verfahren geht auf F isher zurück . Bei diesem 
Verfahren ist für die Be rechnung der D i sk r iminanzsco res keinesfalls 
eine mu l t i va r i a t e Normal Verteilung oder die Gle ichhe i t der Varianz-
Kova r i anzma t r i z en i n n e r h a l b den G r u p p e n erforder l ich (vgl. F a h r -
me i r , H ä u ß l e r Sc Tutz 1984: 316 - 323). D ie Gle ichhe i t der Varianz 
Kova r i anzma t r i zen i n n e r h a l b den G r u p p e n u n d die A n n a h m e einer 
mul t iva r i a t en N o r m a l Verteilung geht dagegen in die stat ist ischen Sig-
ni f ikanztes ts für die Anzah l der D i s k r i m i n a n z f u n k t i o n e n u n d in eine 
a u t o m a t i s c h e Variablenselekt ion ein, sofern diese gewähl t wird . 
D i e Zuo rdnungswahr sche in l i chke i t en P ( D / G ) werden auf de r 
G r u n d l a g e von Maha lanob i sd i s t anzen u n d den a pr ior i Wahrschein-
l ichkei ten be rechne t . Da die a p r io r i Wahrsche in l ichke i ten n u r in die 
B e r e c h n u n g der Zuo rdnungswahr sche in l i chke i t en e ingehen , ergeben 
sich für die Eigenwerte , die s tandardis ie r ten und n ich ts tandard is ie r -
ten Diskr iminanzkoef f iz ien ten , sowie für die Korre la t ionen der Klas-
s i f ika t ionsmerkmale mi t den D i s k r i m i n a n z f u n k t i o n e n bei Verwen-
d u n g derselben Schä t zme thode i m m e r ident ische Werte, u n a b h ä n g i g 
davon , welche a pr ior i Wahrsche in l ichke i ten gewähl t werden . Die 
Zuordnungswahr sche in l i chke i t en ände rn sich dagegen. 
In die Be rechnung der Wahrsche in l ichke i ten P ( D / G ) geht die An-
n ä h m e e iner mul t ivar ia ten Norma lve r t e i l ung ein. 
Bei e iner Verletzung der A n n a h m e der Gle ichhe i t der Var ianz-Ko-
va r i anzma t r ix u n d der mul t iva r i a t en Norma lve r t e i l ung sind die Test 
Statistiken zunächs t verzerr t . D a r ü b e r h inaus liegt keine op t imale 
Entscheidungsregel (Zuordnungsrege l ) m e h r vor, bei der die G e s a m t 
feh le r ra te falscher Z u o r d n u n g e n ein M i n i m u m ist. Al le rd ings sind 
die Verzerrungen bei n ich t zu s tark un te r sch ied l ichen Var ianz-Ko-
va r i anzma t r i zen i n n e r h a l b der G r u p p e n n u r geringfügig, w ä h r e n d 
die Verletzung der Norma lve r t e i l ung - auße r bei D u m m v Variablen -
einen s tä rkeren Effekt hat (vgl. F a h r m e i r , Häuß le r Sc Tutz 1984). 
Übungsaufgabe 13: 
a) Interpretieren Sie die Zuordnungswahrscheinlichkeiten und Diskriminanz-
scores der Klassifikationsobjekte 2-5 der Tabelle 3.2-5. 
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b) Nominale und ordinale Klassifikationsmerkmale können durch die Auflö-
sung in Dummy Variablen in die Analyse einbezogen werden. Verwenden Sie 
die Datei F.DAT der Übungsaufgabe 11 und schreiben Sie das entsprechende 
SPSS X Programm, das eine 4-Clusterlösung des Single-Linkage bei Verwen-
dung der City Blockmetrik überprüft. 
c) Wieviele Diskriminanzfunktionen können in b) berechnet werden? Begrün-
den Sie Ihre Antwort! 
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4. Fehlende Werte, Meßfehler und die Transformation 
von Klassifikationsmerkmalen 
4.1 Das Problem fehlender Werte 
In vielen Anwendungs fä l l en wird die Klass i f ika t ionsda tenmatr ix feh-
l ende Werte aufweisen: In den famil ia len Hausha l t sda ten wäre das z.B. der 
Fal l , wenn für einige H a u s h a l t e Angaben über die Kernfami l i e , die Ver-
w a n d t e n , die I n w o h n e r u n d / o d e r das G e s i n d e fehl ten. In der Tabel le 4.1-1 
w u r d e n diese feh lenden Werte künst l ich erzeugt u n d sind mit - 9 gekenn-
ze ichne t . Im zweiten Hausha l t fehlen Angaben übe r die A n z a h l der In-
w o h n e r , im dri t ten übe r das G e s i n d e u n d im vierten übe r die A n z a h l der 
Verwand ten . 
Tabelle 4 . 1 - 1 : 
D ie Ausprägungen der ersten fünf Klass i f ikat ionsobjekte der gewünsch ten 
Klass i f ika t ionsda tenmat r ix 
Klassi - Klass i f ika t ionsmerkmale 
f ika t ions -
Objekte A K E R N F A V E R W A I N W A G E S I N 
H H 1 1.00 0.00 0.00 3.00 
H H 2 3.00 3.00 -9 0.00 
H H 3 5.00 - 9 0.00 0.00 
H H 4 3.00 2.00 0.00 -9 
H H 5 3.00 0.00 0.00 0.00 
4.1.1 Fallweise El imina t ion 
In der SPSS X P rozedu r C L U S T E R werden fehlende Werte sehr r igoros 
g e h a n d h a b t . Alle Klass i f ikat ionsobjekte (Fälle) mit e inem oder meh re r en 
feh lenden Werten werden aus der Analyse e l iminier t . Dieses Vorgehen 
wird als fallweise E l imina t ion beze ichne t . In der Tabelle 4 .1-1 w ü r d e diese 
zur E l imina t ion der H a u h a l t e 2, 3 und 4 führen . 
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4.1.2 Paarweises Ausscheiden 
Die fallweise Elimination kann zu e iner Verzerrung der Repräsentati 
vität der Klassif ikationsobjekte f ü h r e n . E ine e infache a l te rna t ive Strategie 
ist das - aus der K o r r e l a t i o n s r e c h n u n g b e k a n n t e - paarweise Ausschei 
den . In die Be rechnung der Un - ode r Ähn l i chke i t zwischen zwei Klassifi 
ka t ionsob jek ten i u n d j werden n u r j e n e Klass i f ika t ionsmerkmale e inbe 
zogen, in denen be ide Klass i f ika t ionsobjekte gült ige (nicht feh lende) Wer 
te bes i tzen. In die B e r e c h n u n g der Un - oder Ähn l i chke i t zwischen dem 1. 
u n d 2 . H a u s h a l t w ü r d e n beispielsweise die Klass i f ika t ionsmerkmale 
A K E R N F , A V E R W u n d A G E S I N e ingehen , d a der 2 . Hausha l t i n A I N W 
e inen feh lenden Wert besi tzt . F ü r die B e r e c h n u n g der Un - oder Ä h n l i c h 
keit zwischen dem 2 . u n d 3 . H a u s h a l t w ü r d e n die Klass i f ika t ionsmerk 
m a l e A V E R W u n d A I N W e l imin ie r t , da der 2 . Hausha l t e inen feh lenden 
Wert in A I N W besi tzt u n d der 3 . H a u s h a l t in A V E R W aufweist. E r fo rde r 
l ieh ist bei diesem Vorgehen eine Reska l i e rung , so d a ß j edem Un - oder 
Ähn l i chke i t swer t die g le iche A n z a h l von Klass i f ika t ionsmerkmalen zu 
grundel ieg t . 
D ie a l lgemeine F o r m e l zur Reska l i e rung bei der Verwendung der M i n 
kowski Me t r ik ist: 
mi t 
X i 1 = A u s p r ä g u n g des Klass i f ika t ionsobjektes 1 in dem Klassifika 
t i o n s m e r k m a l 1 
g(i,j ,l) = 1 w e n n i u n d j in dem Klassif ikat ions - m e r k m a l gült ige 
Werte besi tzen 
0 sonst 
g(i , j) = = A n z a h l der gült igen Werte der 1 Klassifika 
t i onsob jek te i u n d j in den Klass i f ika t ionsmerk 
ma len 
m = A n z a h l der K las s i f ika t ionsmerkmale 
p,r = M e t r i k p a r a m e t e r 
u n d für den Cos inus 
In der SPSS X P r o z e d u r C L U S T E R ist das paarweise Ausscheiden als 
Op t ion nicht vorgesehen. E ine e infache Abhi l fe bes teh t dar in , sich selbst 
ein kurzes P r o g r a m m zur B e r e c h n u n g von Ä h n l i c h k e i t s - oder U n ä h n 
l i chke i t smat r i zen zu schre iben . Als e ine wei tere p rak t ikab le Al t e rna t ive 
k a n n das P r o g r a m m Q U I C K C L U S T E R angewende t werden . D a s i n 
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Q U I C K C L U S T E R en tha l t ene Clus te rana lysever fahren ist im A n h a n g 
ausführ l ich dargestel l t . 
D ie SPSS-X P r o g r a m m e i n g a b e für unser Beispiel wäre : 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
GET FILE - AFAMD 
MISSING VALUES AKERNF, AVERW, AINW, AGESIN ( - 9) 
QUICK CLUSTER AKERNF AVERW AINW AGESIN 
/MISSING - PAIRWISE 
/CRITERIA - CLUSTERN) 
D u r c h die M I S S I N G VALUES Anwei sung werden feh lende Werte für 
die Klass i f ika t ionsmerkmale A K E R N F , AVERW, A I N W u n d A G E S I N 
definier t . D u r c h den Befehl Q U I C K C L U S T E R wird die SPSS X P r o z e d u r 
aufgerufen. U n m i t t e l b a r daran ansch l i eßend werden die Klassifikations-
m e r k m a l e A K E R N F , AVERW, A I N W u n d A G E S I N definier t . D a s paa r 
weise Aussche iden wird durch die Anwei sung MISSING = P A I R W I S E 
ve re inba r t . In dem C R I T E R I A - Befehl wird die Anzah l der Clus te r 
vorgegeben. 
Bei dem Q U I C K C L U S T E R werden u n m i t t e l b a r die Clus termi t te l wer te 
u n d - Streuungen ausgegeben. Das Verfahren eignet sich auch für g roße 
Da tensä tze , da im Unte r sch ied zu den h ie rarch ischen Verfahren keine 
D i s t anzma t r ix für die Klass i f ikat ionsobjekte be rechne t wird. Der Nachte i l 
dieses Verfahrens bes teht u.a. da r in , daß n u r die eukl id ische Me t r ik als 
U n ä h n l i c h k e i t s m a ß verwendet wird u n d deshalb implizi t e ine Gewich -
tung der Abs t ände in den e inzelnen Klass i f ika t ionsmerkmalen durchge-
führ t wird (vgl. Abschn i t t 2.3 u n d 2.4). 
4.1.3 Mi t t e lwer t subs t i tu t ion 
Dieses Verfahren wurde ebenfal ls aus der Korre la t ionsanalyse über-
n o m m e n . Die G r u n d i d e e besteht da r in , die fehlenden Werte du rch die 
Mi t te lwer te der Klass i f ika t ionsobjekte zu ersetzen. Das konkre te Vorge-
hen ist in der Tabelle 4 .1-2 dargestel l t . 
Die Mi t t e lwer t subs t i tu t ion trifft b e s t i m m t e A n n a h m e n über die Klas-
s i f ikat ionsobjckte . Zunächs t m u ß quan t i t a t ives Meßniveau vorl iegen. D a s 
fallweise oder paarweise Ausscheiden dagegen kann für K l a s s i f i k a t i o n 
m e r k m a l e bel iebigen Meßn iveaus angewende t werden . D a r ü b e r h i n a u s ist 
die A n w e n d u n g der Mi t te lwer tsubs t i tu t ion n u r s innvol l , wenn die Klassi-
f i ka t i onsmerkma le gleich »schwierig« sind u n d etwas » g e m e i n s a m e s « 
messen, ihnen also la ten te M e r k m a l e zugrundel iegen . Der Begriff der 
Schwierigkeit ist aus der psychologischen Test theorie ü b e r n o m m e n , inhal t -
lich bedeutet gleiche Schwierigkeit z.B., daß ein Test zur Messung der ma-
themat i schen Begabung aus gleich schwierigen Fragen bes teht . F o r m a l be-
sagt die A n n a h m e , d a ß die E rwar tungswer t e der Klass i f ikat ionsobjekte 
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ident isch s ind. E rwar tungswer t e stellen n u n aber theore t i sche G r ö ß e n dar . 
W ü r d e n a l lerdings ke ine feh lenden Werte vor l iegen, wären die empi r i sch 
be r echne t en Mi t te lwer te b r a u c h b a r e Schätzer für diese E rwar tungswer t e . 
Bei f eh lenden Werten m u ß dieses aber n ich t m e h r der Fall sein, da feh-
l ende Werte n ich t zufäll ig auf t re ten müssen . P r o b l e m e en t s tehen vor a l lem 
d a n n , w e n n gleiche Schwier igkei ten der K las s i f ika t ionsmerkmale n ich t 
e rwar te t werden k ö n n e n . In diesem Fall w ä r e e ine Z e n t r i e r u n g um die 
E rwar tungswer t e e r forder l ich , für die aber b r a u c h b a r e Schä tzer feh len . 
Tabel le 4 .1 -2 : 
R e c h e n s c h e m a für die Mi t te lwer t subs t i tu t ion bei f eh lenden 
Werten für das f ikt ive Beispiel der Tabelle 4 . 1 - 1 . 
Klassi Klassif ika t ionsm e r k m a l e : 
f ikat ions-
ob jek t e A K E R N F A V E R W A I N W A G E S I N Mit te l 
wer te 
H H 1 1.00 0.00 0.00 3.00 1.00 
H H 2 3.00 3.00 - 9 0.00 2.00 
H H 3 6.00 - 9 0.00 0.00 2.00 
H H 4 3.00 2.00 0.00 - 9 1.67 
H H 5 3.00 0.00 0.00 0.00 0.75 
H H 1 1.00 0.00 0.00 0.00 
H H 2 3.00 3.00 2.00 0.00 
H H 3 6.00 2.00 0.00 0.00 
H H 4 3.00 2.00 0.00 1.67 
H H 5 3.00 0.00 0.00 0.00 
Die A n n a h m e von zugrunde l iegenden la ten ten D imens ionen ist in der 
Abb i ldung 4.1-1 dargestel l t . In diesem Beispiel w ü r d e m a n e inen fehlen 
den Wert in den Klass i f ika t ionsmerkmalen X1, X2 oder X3 du rch den 
Mi t te lwer t übe r die gült igen Ausp rägungen der Klass i f ika t ionsmerkmale 
X1 , X2 u n d X3 erse tzen. 
Technisch kann eine Mittel wer t subs t i tu t ion für das Beispiel der Abbi l -
d u n g 4.1-1 in SPSS X fo lgende rmaßen durchgeführ t we rden : 
FILE HANDLE XDAT/NAME = »X.DAT« 
GET FILE - XDAT 
MISSING VALUES X1 TO X6 ( - 9) 
COMPUTE MX1«MEAN.1(X1,X2,X3) 
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COMPUTE MX2«MEAN.1(X4,X5,X6) 
DO REPEAT X « X1 TO X3 
IFMISS1NG(X)X«MX1 
END REPEAT 
DO REPEAT X - X4 TO X6 
IF MISSING(X)X«MX2 
END REPEAT 
D u r c h die F ILE H A N D L E - Anwe i sung wird die SPSS X Date i X D A T 
definier t , die extern un te r dem N a m e n X.DAT abgespeichert ist. Diese 
Date i soll u.a. die Klass i f ika t ionsmerkmale X1, X2 , ... ,X6 en tha l t en u n d 
wird durch die G E T FILE - Anwe i sung »ge l aden« . Die Ausp rägungen 
f eh lende r Werte werden durch die M I S S I N G V A L U E S - Anwe i sung fest-
gelegt. In dem Beispiel wurden feh lende Werte mi t - 9 ve rkode t . D u r c h 
die Anwe i sung C O M P U T E MX1 = M E A N . l (X1,X2,X3) wird der Mittel-
wert in den Klass i f ika t ionsmerkmalen X1, X2 u n d X3 berechne t . D ie Spe-
zifikation M E A N . K führt a l lgemein dazu , d a ß der Mit te lwert n u r berech-
net wird , wenn K u n d m e h r gült ige Ausprägungen gegeben sind. In den 
folgenden DO REPEAT - Schleifen werden feh lende Werte in den Klas-
s i f ika t ionsmerkmalen durch die e n t s p r e c h e n d e n Mit te lwer te ersetzt . 
4.1.4 Vergleich der drei Verfahren 
Jedes der drei dargestel l ten Verfahren besitzt be s t immte Vor - und 
Nachte i le , die bei der En t sche idung für ein b e s t i m m t e s Vorgehen zu be-
rücksicht igen sind (vgl. Tabelle 4 .1-3) . 
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Die Tabelle en thä l t n u r das Zutreffen von Nachte i len de r drei Verfah-
ren . Treffen diese für ein Verfahren n ich t zu, stellen sie Vortei le des ent-
sp r echenden Verfahrens dar . Verzerrung der Repräsentativität der Klassi-
fikationsobjekte en ts teh t dann , wenn bei der fallweisen E l i m i n a t i o n Klas 
s i f ika t ionsobjek te ausgeschieden werden u n d die fehlenden Werte nicht 
zufäll ig vertei l t s ind. Ana log dazu liegt e ine Verzerrung der Repräsenta-
tivität der Klassif ikationsmerkmale vor , w e n n die Klass i f ika t ionsmerk-
m a l e andere als die theore t isch pos tu l ier ten latenten Dimensionen messen 
u n d desha lb »falsche« Mit te lwer te be rechne t we rden . Beim paarweisen 
Ausscheiden schl ießl ich gehen in die B e r e c h n u n g der Un - ode r Ä h n l i c h 
keit zwischen zwei Klass i f ikat ionsobjekten n u r j e n e Klass i f ika t ionsmerk-
m a l e ein, die in be iden Klass i f ikat ionsobjekten gül t ige Werte bes i tzen . Die 
Klassif ikationsmerkmale k ö n n e n desha lb für j e d e s Paar von Klassifika-
t ionsob jek ten variieren. 
Allerd ings ist bis jetzt noch wei tgehend ungek l ä r t , wie s tark sich diese 
Feh le r auf das Klass i f ikat ionsergebnis auswi rken . Ers te S imula t ionss tu -
dien (Bacher 1987, Kaufman 1985) zeigen, d a ß das fallweise Aussche iden 
zu e iner ger ingeren Anzah l von Fehlk lass i f ika t ionen führ t als d ie Mittel-
wer t subs t i tu t ion u n d die Mittel wer t subs t i tu t ion w i e d e r u m zu ger ingeren 
F e h l z u o r d n u n g e n als das paarweise Aussche iden . 
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Mit aller Vorsicht, die bei der Vera l lgemeinerung von Simulat ionsex-
p e r i m e n t e n geboten ist, empfiehl t sich für die Forschungsprax i s folgendes: 
Liegen n u r wenige feh lende Werte vor , wird m a n die fallweise E l imina t ion 
v e r w e n d e n . Ents teh t dadurch ein be t räch t l i cher Da tenver lus t , empfiehl t 
sich das Verfahren der Mi t te lwer tsubs t i tu t ion , sofern die Anwendungsvor -
ausse tzungen erfüllt s ind. Andernfa l l s wird man auf das paarweise Aus-
scheiden zurückgre i fen . 
Übungsaufgabe 14: 
a) Berechnen sie für die Tabelle 4.1-1 die Distanzmatrix (City-Blockmetrik) für 
die Methode des paarweisen Ausscheiden. 
b) Sind in dem Rechenbeispiel der Tabelle 4.1-2 die Anwendungsvoraussetzun-
gen für die Mittelwertsubstitution erfüllt? (Begründen Sie Ihre Antwort!) 
c) Welchen Wert besitzen XI , X2 und X3 in der Abbildung 4.1-1, wenn alle 
Klassifikationsmerkmale einen fehlenden Wert aufweisen? 
4.2 Transformation von Klassifikationsmerkmalen 
In den bisher igen Aus füh rungen u n d Rechenbeisp ie len w u r d e i m m e r 
a n g e n o m m e n , daß Vergleichbarkei t der Klass i f ika t ionsmerkmale vorliegt. 
In der Forschungsprax i s wird aber diese A n w e n d u n g s v o r a u s s e t z u n g in 
zah l re ichen Fällen n ich t gegeben sein. In Abschni t t 2.3 wurden berei ts 
G r ü n d e für die Nichtverg le ichbarke i t angeführ t und Lösungsver fahren im 
Überb l ick dargestel l t . Diese sollen n u n detai l l iert behande l t werden . 
4.2.1 Theoretische Gewichtung 
Mit der theore t i schen G e w i c h t u n g können un te r sch ied l iche P rob leme 
der Nich tverg le ichbarke i t gelöst werden . Technisch kann sie auf die Klas-
s i f ika t ionsmerkmale oder auf die Be rechnung der Ähn l i chke i t bzw. Un-
ähn l i chke i t angewende t werden . Beide Opera t ionen lassen sich für die 
M i n k o w s k i m e t r i k i n e i n a n d e r übe r führen (10). Es ist desha lb v o l l k o m m e n 
aus re i chend , sich mit der theore t i schen G e w i c h t u n g der Klassifikations-
m e r k m a l e zu beschäft igen. Sie kann angewendet werden bei: 
un tersch ied l ichen Maße inhe i t en der Klass i f ika t ionsmcrkmale , 
Übe r - bzw. Un te r rep räsen ta t iv i t ä t von Klass i f ika t ionsmerkmalcn , 
h ie ra rch ischen Klass i f ika t ionsmerkmalen (s. dazu Abschni t t 4.2.4) 
u n d für 
die bewuß te S teuerung des Klassif ikat ionsprozesses . 
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4.2.1.1 Theoret ische Gewichtung bei unterschiedlichen Maßeinheiten 
Vorausgesetzt werden zunächs t quan t i t a t ive K la s s i f i ka t i onsmerkma le 
X 1 , X 2 , . . . , für d ie theore t i sche U n t e r - u n d O b e r g r e n z e n sowie 
theore t i sche Ska l enmi t t e lwe r t e u n d -Streuungen b e k a n n t s ind. 
Bei diesen G r ö ß e n hande l t es sich um a p r io r i b e k a n n t e M a ß z a h l e n der 
ve rwende ten Ska len , in denen die K la s s i f i ka t ionsmerkma le gemessen wer -
den . Sie k ö n n e n also o h n e das Vorliegen emp i r i s che r B e o b a c h t u n g e n be-
s t i m m t werden . Z u r Verdeu t l i chung des Un te r s ch i edes zwischen diesen 
theore t i schen G r ö ß e n u n d ih ren emp i r i s chen P e n d a n t s sei a n g e n o m m e n , 
d a ß Xj ein Ante i l swer t sei, der theore t i sch zwischen 0 bzw. 0% u n d 1 bzw. 
100% var i i e ren k a n n . D i e theore t i sche U n t e r g r e n z e ha t also auf j e d e n Fall 
den Wert 0 b z w . 0% u n d d ie theore t i sche O b e r g r e n z e den Wert 1 bzw. 
100%, u n a b h ä n g i g von der konk re t en emp i r i s chen Ver te i lung. 
D e r theo re t i s che Skalen mit tel wer t be t rägt 0.5 u n d die theo re t i s che Ska-
l ens t r euung 0.25. D i e empi r i sch beobach te t en Wer te k ö n n e n d a v o n ab-
weichen (vgl . A b b i l d u n g 4 .2 -1 ) . In der A b b i l d u n g 4 .2-1 be t räg t z.B. d ie 
theore t i sche O b e r g r e n z e 80% u n d die e m p i r i s c h e U n t e r g r e n z e 10%. 
Abbildung 4.2.-1: 
Theoretische und empirische Skaleneinheiten 
Unte r sch i ed l i che Maße inhe i t en u n d folglich Nich tve rg le i chba rke i t lie-
gen d a n n vor , w e n n theo re t i s che U n t e r - und O b e r g r e n z e n un te r sch ied -
l iche Werte bes i tzen . D a s bedeute t zugleich auch i m m e r un t e r s ch i ed l i che 
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Ska lenmi t t e lwer t e und Streuungen. Z u r Beseit igung dieser Unvergle ich-
ba rke i t werden vier Verfahren angewende t : 
E x t r e m w e r t n o r m a l i s i e r u n g : Aus den Klass i f ika t ionsmerkmalen 
w e r d e n n e u e Klass i f ika t ionsmerkmale Z 1 , Z 2 , ... gebildet mit 
wobei 
= A u s p r ä g u n g des Klass i f ikat ionsobjektes i in dem Klassifika-
t i o n s m e r k m a l 1 
= Ausp rägung des Klass i f ikat ionsobjektes i in dem Klassifika-
t i o n s m e r k m a l 1 nach der Trans fo rmat ion 
Von de r A u s p r ä g u n g wird zunächs t die U n t e r g r e n z e subt rah ie r t und 
ansch l i eßend du rch die Spannwe i t e (Oberg renze m i n u s Un te rg renze ) d i 
v id ier t . D ie so en t s t andenen neuen Klass i f ika t ionsmerkmale können zwi 
sehen 0 u n d 1 var i ie ren . 
Spannweitennormalisierung: 
mit 
= Spannwe i t e 
Bei diesem Vorgehen werden die Ausp rägungen der Klass i f ikat ionsobjekte 
i n u r du rch die Spannwei t e (Obergrenze m i n u s Un te rg renze ) dividier t . Bei 
der A n w e n d u n g der M i n k o w s k i m e t r i k führen die Spannwei ten- und die 
E x t r e m w e r t n o r m a l i s i e r u n g zu ident ischen U n ä h n l i c h k e i t s m a ß e n ( 1 1 ) . 
V a r i a n z n o r m a l i s i e r u n g : 
Die Ausp rägungen der Klass i f ikat ionsobjekte i in den Klassif ikat ions-
m e r k m a l e n 1 werden durch die theore t i schen Ska lens t reuungen divi-
dier t . 
S t a n d a r d i s i e r u n g ( Z T r a n s f o r m a t i o n ) : 
Bei der Z T r a n s f o r m a t i o n wird zunächs t von den Ausprägungen der Klas-
s i f ika t ionsobjekte i in dem Klass i f ika t ionsmerkmal 1 der theore t i sche Ska-
lenmi t t e lwer t abgezogen und ansch l i eßend eine Divis ion mit der theo 
re t i schen Ska lens t reuung durchgeführ t . F ü r die Minkowsk ime t r i k ergeben 
sich für die Var ianznormal i s i e rung u n d die Z T r a n s f o r m a t i o n wiede rum 
ident i sche Unähn l i chke i t swer t e . 
D ie technische D u r c h f ü h r u n g dieser vier O p e r a t i o n e n in SPSS X berei-
tet ke ine P rob l eme . Gegeben seien z.B. die Klass i f ika t ionsmerkmale X1 
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X 2 , X 3 u n d X 4 , mi t den theore t i schen Un te rg renzen A L P H A I , A L P H A 2 , 
A L P H A 3 u n d A L P H A 4 , den theore t i schen Obergrenzen BETA 1 , BETA2, 
BETA3 u n d BETA4, den theore t i schen Ska lenmi t te lwer ten M U 1 , M U 2 , 
M U 3 u n d M U 4 u n d den theore t i schen S k a l e n s t a n d a r d a b w e i c h u n g e n SIG-
M A I , S 1 G M A 2 , S I G M A 3 u n d S 1 G M A 4 . Die en t sp rechenden SPSS X O p e -
r a t i o n e n s ind: 
Extrem Wertnormalisierung: 
COMPUTE ALPHAI = wert 
COMPUTE ALPHA2 = wert 
COMPUTE ALPHA3 = wert 
COMPUTE ALPHA4 = wert 
COMPUTE BETA1 = wert 
COMPUTE BETA2 = wert 
COMPUTE BETA3 = wert 
COMPUTE BETA4 = wert 
COMPUTE ZI - (X1 - ALPHA 1)/(BETA1 - ALPHAI) 
COMPUTE Z2 - (X2 - ALPHA2 )/(BETA2 - ALPHA2) 
COMPUTE Z3 - (X3 - ALPHA3)/(BETA3 - ALPHA3) 
COMPUTE Z4 - (X4 - ALPHA4)/(BETA4 - ALPHA4) 
D u r c h die A n w e i s u n g C O M P U T E A L P H A 1 = wert wird der t h e o r e -
t ischen U n t e r g r e n z e A L P H A I des Klass i f ika t ionsmerkmals X1 ein Zah-
lenwer t zugewiesen, du rch die Anwe i sung C O M P U T E A L P H A 2 = wert 
der theore t i schen U n t e r g r e n z e A L P H A 2 des Klass i f ika t ionsmerkmals X2 
ebenfal ls ein Z a h l e n w e r t zugewiesen, usw... Ana log wird in den C O M -
P U T E - Anwe i sungen für die theore t i schen Oberg renzen BETA1, BE-
TA2,. . . vo rgegangen . In den darauf folgenden C O M P U T E - A n w e i s u n g e n 
werden die neuen Klass i f ika t ionsmerkmale Z1 , Z2 , Z3 u n d Z4 b e r e c h n e t . 
Spannweitennormalis ierung: 
COMPUTE P11 = wert d. obergrenze - wert d. untergrenze von X1 
COMPUTE P12 = wert d. obergrenze - wen d. untergrenze von X2 
COMPUTE P13 = wert d. obergrenze - wert d. untergrenze von X3 
COMPUTE P14 = wert d. obergrenze - wert d. untergrenze von X4 
COMPUTE Z1 = X1/P11 
COMPUTE Z2 = X2/P12 
COMPUTE Z3 = X3/P13 
COMPUTE Z4 = X4/P14 
In den ers ten vier C O M P U T E - Anwei sungen werden den Variablen 
P11, P12, P13 u n d P14 die theore t i schen Spannwei ten der K l a s s i f i k a t i o n -
m e r k m a l e X1, X2, X3 u n d X4 zugewiesen. Die Trans format ion wird in den 
fo lgenden vier C O M P U T E - Anwei sungen durchgeführ t . 
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Die theoretische Gewichtung setzt voraus, d aß die theoretischen Unter 
u n d Obergrenzen bzw. die theoretischen Skalenmittelwerte und theoreti-
schen Standardabweichungen b e k a n n t sind. Diese Anwendungsvorausse t -
zung ist beispielsweise in der sozialpsychologischen Eins te l lungsforschung 
erfüllt , wenn die A n t w o r t e n auf unterschiedl ichen Einste l lungsskalen ge-
messen werden (Schlosser 1976: 56-58) . Sie ist dagegen beipielsweise n icht 
erfüllt , wenn ein Teil der ve rwende ten Klass i f ika t ionsmerkmale in Pro-
zen tpunk ten (Ante i l swer ten) und der andere Teil in absoluten E inhe i t en , 
wie z.B. das Bru t tosoz ia lprodukt in 1000,- DM je E i n w o h n e r gemessen 
wird . F ü r diese absoluten E inhe i t en fehlen in der Regel e indeut ige t heo re -
t ische Obergrenzen . Dieser Nachtei l dürfte für die his tor ische Sozialfor-
schung in e inem höheren A u s m a ß zutreffen als für die Einstcl lungsfor-
schung . Die theore t i sche G e w i c h t u n g dürfte daher für die N o r m i e r u n g der 
Ska lene inhe i ten in der h is tor ischen Sozialforschung weniger geeignet sein. 
Sinnvol l und wertvoll ist die A n w e n d u n g der Spannwe i t enno rma l i s i e -
r u n g bei ordinalen Dummy-Var i ab l en , die berei ts in Abschn i t t 2.4.4 be-
hande l t wurde . Bei o rd ina len Klass i f ika t ionsmerkmalen sind aber i.d.R. 
empi r i sche und theore t i sche Ober - und Unte rg renzen ident isch. Man 
k ö n n t e deshalb also auch von einer empir i schen S p a n n w e i t e n n o r m a l i s i e -
rung sprechen . 
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4.2.1.2 Theoretische Gewichtung bei Über - bzw. Unterrepräsentativität 
von Klassif ikationsmerkmalen 
Ü b e r - bzw. Un te r r ep rä sen t a t i v i t ä t liegt d a n n vor , w e n n die Klassifika-
t i o n s m e r k m a l e g e m e i n s a m e , i hnen zug runde l i egende l a t en te Dimens io -
n e n messen u n d j ede dieser l a ten ten D i m e n s i o n e n durch e ine unterschied-
l iche A n z a h l von I n d i k a t o r e n repräsen t ie r t ist (s. Abschn i t t 2.3). D ie Ge-
wich te werden in diesem Fall im Verhäl tn is zur A n z a h l der I nd ika to r en 
vergeben : Wird z.B. die l a t en te D i m e n s i o n 1 durch 2 Ind ika to r en gemes-
sen, die l a ten te D i m e n s i o n 2 d u r c h 4 u n d die l a ten te D i m e n s i o n 3 d u r c h 3 
I n d i k a t o r e n , dann e rha l t en die I n d i k a t o r e n de r la ten ten D i m e n s i o n 1 das 
g röß te Gewich t mit 1/2, da diese D i m e n s i o n im Vergleich zu den be iden 
a n d e r e n un t e r r ep rä sen t i e r t ist, d ie der l a ten ten D i m e n s i o n 2 das k le ins te 
G e w i c h t m i t 1/4, da sie ü b e r r e p r ä s e n t i e r t ist, u n d die de r l a ten ten Di-
m e n s i o n 3 das G e w i c h t 1/3. Bei diesem Vorgehen wird n u r die unter -
schiedl iche A n z a h l der I n d i k a t o r e n , n i ch t aber deren Qua l i t ä t be rücks ich-
tigt. Bei korre l ie r ten Klas s i f i ka t ionsmerkma len wird ana log vorgegangen . 
S tark m i t e i n a n d e r kor re l ie r te K las s i f i ka t ionsmerkmale e rha l t en k le inere 
G e w i c h t e als schwach kor re l ie r te . 
4.2.1.3 Theo re t i s che Gewich tung zur S t e u e r u n g des 
Klass i f ika t ionsprozesses 
Oft ist e ine expl izi te theore t i sche S teue rung des Klass i f ika t ionsprozes-
ses e rwünsch t . Ein Beispiel dafür sind Klassif ikat ionen von Verlaufskur-
ven , bei denen b e s t i m m t e n Z e i t p u n k t e n ein g rößeres G e w i c h t be igemes-
sen werden soll (vgl. B laschke /L iesegang 1977). 
4.2.1.4 Theo re t i s che oder empi r i sche Gewich tung? 
Bis auf die explizi te S t eue rung des Klassi f ikat ionsprozesses exist iert zu 
j e d e r theore t i schen G e w i c h t u n g ein empi r i sches P e n d a n t , bei dem anste l le 
von theore t i schen G e w i c h t e n empi r i s che G e w i c h t e ve rwende t werden 
(vgl. A b b i l d u n g 4 .2 -2) . 
E ine empi r i sche Vorgehensweise hat a l lgemein zwei Nach te i l e , näml i ch 
die S t i c h p r o b e n a b h ä n g i g k e i t der Ergebnisse u n d die Abhäng igke i t von 
Meßfeh le rn . S t i chp robenabhäng igke i t bedeute t , d a ß die empi r i s chen Ge-
wich te von der Vertei lung der U n t e r s u c h u n g s p o p u l a t i o n in den Klassifi-
k a t i o n s m e r k m a l e n a b h ä n g e n . D a d u r c h en ts tehen P r o b l e m e be im Ver-
gleich der Ergebnisse un te r sch ied l i che r U n t e r s u c h u n g s p o p u l a t i o n e n , aber 
auch be im Vergleich e iner U n t e r s u c h u n g s p o p u l a t i o n zu m e h r e r e n Zeit-
p u n k t e n . Bet rachten wir z.B. fo lgende Si tua t ion: In e ine Clus te rana lyse 
w u r d e n die K las s i f i ka t ionsmerkma le Bru t tosoz ia lp roduk t p r o Kopf (BSP) 
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A b b i l d u n g 4 .2 -2 : 
Empi r i s che u n d theore t i sche G e w i c h t u n g 
Lösungsver fahren : 
P r o b l e m : theoret isch empir i sch 
un te r sch ied l i che Verwendung theore t . Verwendung e m p . 
M a ß e i n h e i t e n Ober und Unter - Ober- u n d Unter -
grenzen oder grenzen oder 
theore t . Skalen- e m p . Skalenmi t te l 
mi t te lwer te u n d wer te u. -standard-
- s t a n d a r d a b w e i c h u n g e n abweichungen 
U n t e r bzw. Vergabe von theore t . Berechnen von e m p . 
Über repräsen- Gewich ten in Ab Gewich ten durch e ine 
tat ivi tät hängigkei t von der Fak torenana lyse . 
bzw. bei Anzah l der Indika- Die Qual i tä t der 
Korre la t ion to ren . nd ika to ren geht in 
de r K l . m e r k m a l e Die Qual i tä t der die Berechnung der 
Ind ika to ren geht in G e w i c h t e ein. 
die Be rechnung der 
G e w i c h t e ein. 
u n d der Indus t r ia l i s ie rungsgrad ( I G ) e inbezogen . Beide Klassifikations-
m e r k m a l e w u r d e n zu zwei Ze i t punk ten t l und t2 e rhoben u n d für die 
Analyse empir i sch s tandardis ier t (s iehe u n t e n ) . Die Ergebnisse sind in der 
Tabelle 4 .2-1 dargestel l t . Es sind n u n keine abso lu ten Aussagen , wie z.B. 
»in dem Clus ter 3 hat sich das Bru t tosoz ia lp rodukt in dem Ze i t r aum zwi-
schen t l und t2 e r h ö h t « m e h r mögl ich , da z.B. in allen drei Clus tern das 
Bru t tosoz ia lp rodukt auf einen n iederen Wert als dem des Clus ters 1 zum 
Z e i t p u n k t t l gesunken sein kann . Nur m e h r relat ive Aussagen sind mög-
lich, wie z.B., daß sich die relat iven Un te r sch i ede der Clus ter im Brut to 
Sozialprodukt ver r inger t haben , w ä h r e n d sie in der Indus t r i a l i s i e rungsquo-
te gestiegen s ind. 
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Tabel le 4 . 2 - 1 : 
F ik t ive Ergebnisse e iner Clus te rana lyse 
In die empirische Gewichtung gehen d a r ü b e r h i n a u s die Meßfehler der 
K las s i f i ka t ionsmerkmale e in . D a s k a n n dazu füh ren , d a ß ein Klassifika-
t ionsmerkmal künstlich »aufgebläht« wird , obwohl die Un te r s ch i ede der 
Klass i f ika t ionsobjekte n u r du rch zufäll ige Meßfeh le r bed ingt s ind. Dieses 
Klass i f ika t ionsmerkmal mi t n u r zufäl l igen Un te r sch i eden wird e ine 
k le ine re S t a n d a r d a b w e i c h u n g besi tzen als ein Klass i f ika t ionsmerkmal mit 
ech ten Un te r sch i eden , das in derse lben theore t i schen Ska lene inhe i t ge-
messen w u r d e . Bei e iner empi r i s chen S tandard i s i e rung wird n u n aber das 
Klass i f ika t ionsmerkmal mit n u r zufäll igen Un te r sch i eden u n d e iner klei-
n e n S t a n d a r d a b w e i c h u n g (durch die Divis ion mi t der S tandardabwei -
c h u n g ) s tä rker gewichtet als das Klass i f ika t ionsmerkmal mit echten Un-
te r sch ieden (vgl. dazu auch Schlosser 1976: 56 -89) . 
Auf der ande ren Seite hat eine theoretische Gewichtung eben den Nach-
teil, d a ß die theore t i schen G e w i c h t e oft n ich t def inier t u n d / o d e r inhal t l ich 
b e g r ü n d e t s ind. Insgesamt ergibt sich also e ine Pa t t s i tua t ion , so daß all-
g e m e i n e Hand lungs rege ln n icht gegeben werden k ö n n e n , auße r der , daß 
be im Feh len e indeut ig inha l t l i cher Kri ter ien m e h r e r e Var ianten durch-
ge rechne t werden sollen. 
Übungsaufgabe 15: 
a) Beschreiben Sie die SPSS X Programme zur Varianznormalisierung und 
Z-Transformation 
b) Bei der Varianznormalisierung und Z-Transformation ergeben sich für die 
Minkowskimetrik identische Unähnlichkeitsmaße. Überprüfen Sie diese Be-
hauptung! Prüfen Sic ferner, ob sie auch für den Cosinus als Ähnlichkeitsmaß 
4.2.2 Empirische Extremwert-, Spannweiten-, Varianznormalisierung und 
Standardisierung 
Diese Ope ra t i onen werden nach dense lben F o r m e l n wie ih re theoret i-
schen P e n d a n t s du rchge führ t . De r einzige Un te r sch ied bes teht in der Ver-
w e n d u n g von empi r i schen anstel le von theore t i schen G e w i c h t e n . Diese 
k ö n n e n z.B. in de r SPSS X P r o z e d u r F R E Q U E N C I E S (SPSS Inc . 1986: 
gilt? 
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314-328) bei der Verwendung der STATISTICS Opt ion oder in der Proze-
d u r C O N D E S C R I P T I V E (SPSS Inc . 1986: 328-336) berechne t werden . F ü r 
unse r empi r i sches Beispiel der famil ia len Hausha l t sda ten ergeben sich fol-
gende empi r i s che M a ß z a h l e n : 
Tabelle 4 .2 -2 : 
Empi r i s che M a ß z a h l e n der famil ialen Hausha l t s s t ruk tu ren 
K l . m e r k m a l Mit te lw. S t anda rdabw. Obergr . Unte rg r . 
A K E R N F 4.1 2.3 12 1 
A V E R W 1.9 2.3 9 0 
A I N W .1 .3 2 0 
A G E S I N .4 .9 5 0 
D a s P r o g r a m m für die empi r i sche Ex t r emwer tno rma l i s i e rung w ü r d e 
n u n beispielweise fo lgende rmaßen aussehen: 
In den C O M P U T E - Anweisungen werden bei der E x t r e m w e r t n o r m a -
l is ierung der Klass i f ika t ionsmerkmale neue Klass i f ika t ionsmerkmale 
Z K E R N F , Z V E R W , Z I N W und Z G E S I N erzeugt, die in die ansch l i eßende 
Clus te rana lyse e inbezogen werden können . Die Ex t r emwer tno rma l i s i e -
rung führ t dazu, d a ß die Klass i f ika t ionsmerkmale mit e iner ger ingen 
Spannwe i t e , also in unse rem Beispiel A I N W und A G E S I N s tärker gewich-
tet werden . Dieser Effekt kann für die ersten fünf Hausha l t e unseres em-
pir i schen Beispiels verdeut l ich t werden . Die Abb i ldung 4 .2-3 en thä l t die 
Ausgangsda ten vor u n d nach einer Ex t r emwer tno rma l i s i e rung und die 
Ergebnisse des Comple te -L inkage , wenn zur Messung der Unähn l i chke i t 
die Ci ty-Blockmetr ik verwendet wird. In diesem Beispiel führt die mit der 
E x t r e m w e r t n o r m a l i s i e r u n g v e r b u n d e n e Aufwertung der Klassif ikat ions-
m e r k m a l e mit k le iner Spannwei te dazu, daß bei einer Clus teranalyse die 
Klass i f ika t ionsobjekte H H 1 u n d H H 2 stark von den anderen 3 Klassifi-
ka t ionsobjek ten ge t rennt werden . 
Diese Aufwer tung tr i t t auch bei der Z T r a n s f o r m a t i o n für Klassifika-
t i o n s m e r k m a l e mi t ger ingen S t anda rdabwe ichungen ein. Insgesamt ergibt 
dabei e ine Clus te rana lyse (Comple te -Linkage und City Blockmet r ik ) ei-
nen be t räch t l i chen Z u w a c h s bei e inem Übergang von 5 zu 4 Clus te rn . Die 
en t sp rechenden Clus te rmi t t e lwer te sind in der Tabelle 4 .2 -3 dargestel l t . 
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Abb. 4.2-3: Effekte der empirischen Extrerawertnoonalisierung 
HH ZKERNF ZVERW ZINW Z GESB J 
1 .0 .0 .0 .6 
2 .18 .33 .5 .0 Ausgangsdaten nach der 
3 .36 .0 .0 .0 Extremwertnormalisierung 
4 .18 .22 .0 .0 
5 .18 .0 .0 .0 
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HH AKERNF AVERW AINW AGESIN 
1 1 0 0 3 
2 3 3 1 0 
3 5 0 0 0 Ausgangsdaten vor der 
4 3 2 0 0 Extremwertnormalisierung 
5 3 0 0 0 
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M a n sieht in dieser Tabelle, daß das 1. Cluster in dem Klassif ikat ions-
m e r k m a l Z K E R N F , Z V E R W u n d Z I N W negat ive Werte besi tzt , also Aus-
p rägungen , die be t rächt l ich un te r dem Durchschn i t t der U n t e r s u c h u n g s 
popu la t ion liegen. Dagegen besitzt es in dem s tandard is ie r ten Klassifika-
t i o n s m e r k m a l Z G E S I N überdurchschn i t t l i ch hohe Ausp rägungen . Das 2 . 
Clus ter dagegen ist durch einen hohen Wert in dem s tandard is ie r ten Klas-
s i f ika t ionsmerkmal Z I N W gekennze ichne t , wäh rend die A u s p r ä g u n g in 
dem Klass i f ika t ionsmerkmal Z V E R W ungefähr dem G e s a m t d u r c h s c h n i t t 
der Un te r suchungspopu la t i on entspr ich t . Nochmal s sei ausdrück l i ch be-
tont , d a ß sich wegen der S tandard i s ie rung keine absoluten Un te r sch iede 
m e h r festellen lassen. Aussagen der Ar t « im 4. Clus ter t re ten m e h r Ver-
w a n d t e (+ .038) als Mitgl ieder der Kernfami l ie (-0.69) auf« sind unzuläs -
sig. 
Tabelle 4 . 2 - 3 : 
C lus t e rmi t t e lwer t e bei s tandard is ie r ten Klass i f ika t ionsmerkmalen für fa-
mi l ia le Hausha l t s s t ruk tu ren 
Vergleicht man diese 5 -Clus te r lösung mit der u r sp rüng l i chen 5 - C l u 
s ter lösung o h n e S tandard is ie rung der Klass i f ika t ionsmerkmale , so ergibt 
sich n u r e ine geringe Ü b e r e i n s t i m m u n g (symmetr i sches L a m b d a = 0.22). 
Die ex t r emwer tno rma l i s i e r t e 5 -Clus te r lösung zeigt e ine noch ger ingere 
Ü b e r e i n s t i m m u n g mit der u r sp rüng l i chen 5 -Clus te r lösung ( symmet r i -
sches L a m b d a = 0.07). Die ex t r emwer tnormal i s i e r t en und s tandard i s ie r 
ten 5 -Clus te r lösungen s t immen ebenfalls n u r bescheiden übere in (sym-
met r i sches L a m b d a = 0.30). 
4.2.2.1 Behand lung fehlender Werte 
Die Be rechnung der empir i schen Gewichte bei feh lenden Werten häng t 
von dem Verfahren ab , mit dem die fehlenden Werte behande l t we rden . 
Bei der fallweisen El imina t ion müssen v o r d e r Be rechnung der M a ß z a h l e n 
(Ober - , Un te rg renze , Mit te lwer t u n d S tanda rdabwe ichung) alle Klassifi-
ka t ionsob jek te mit fehlenden Werten e l iminier t werden . Beim Verfahren 
des paarweisen Aussche idens u n d bei der Mi t te lwer tsubs t i tu t ion werden 
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Z K E R N F Z V E R W Z I N W Z G E S I N 
Clus ter 1 (n = 7) - .66 - .32 - .33 3.06 
Clus ter 2 ( n - 13) -.41 - .06 3.00 - .35 
Clus ter 3 (n = 70) .74 - .37 - .33 - .05 
Clus ter 4 (n = 65) - .69 .39 - .33 - .25 
Clus ter 5 (n = 4) .28 .38 3.00 1.78 
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die f eh lenden Wer te n u r spa l tenweise e l imin ie r t . Dieses Vorgehen ist in 
der A b b i l d u n g 4 .2 -4 dargestel l t . 
Abbildung 4.2-4: 
Die Berechnung empirischer Gewichte bei fehlenden Werten 
Ein Stern »*« symbol is ier t in der A b b i l d u n g e inen feh lenden Wert . D ie 
A b b i l d u n g en thä l t fe rner das e n t s p r e c h e n d e SPSS X P r o g r a m m C O N D E S -
C R I P T I V E (SPSS Inc . 1986: 328 - 335) zur Lösung dieser Aufgaben . D i e 
A n w e i s u n g O P T I O N S 3 bewirk t , daß die s t andard i s ie r t en M e r k m a l s a u s 
P rägungen der Klass i f ika t ionsobjekte in neuen Klass i f ika t ionsmerkmalen 
zwischengespe icher t we rden . Diese n e u e n Klass i f ika t ionsmerkmale erhal -
ten SPSS X in tern den N a m e n des u r sp rüng l i chen Klass i f ika t ionsmerk-
m a l s mi t e inem » Z « voranges te l l t . Die zusä tz l i che S p e z i f i k a t i o n s n u m m e r 
5 in der O P T I O N S - A n w e i s u n g bewirk t fal lweises Aussche iden . 
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4.2.3 Die Hauptkomponentenanalyse 
Die H a u p t k o m p o n e n t e n a n a l y s e oder H a u p t a c h s e n t r a n s f o r m a t i o n wird 
in der L i t e ra tu r oft als ein Verfahren der Fak to renana lyse dargestel l t . Die-
se E i n o r d n u n g ist aber nicht ganz zutreffend. Die Hauptachsentransfor-
mation ist ein deskriptives Verfahren, bei dem die Daten - oder Klassi-
f ika t ionsmat r ix in e inem orthogonalen Raum dargestell t wird . Die Achsen 
dieses o r thogona len R a u m e s werden als H a u p t k o m p o n e n t e n beze ichne t . 
De r Fak to renana lyse dagegen liegt ein bes t immtes sozialpsychologisches 
oder psychologisches theore t isches Modell zug runde , das e ine kausale Be-
z i ehung zwischen den la tenten D i m e n s i o n e n ( Fa k t o r en ) u n d den ver-
wende ten I n d i k a t o r e n unterstel l t (12). 
In S P S S X ist die H a u p t k o m p o n e n t e n m e t h o d e ebenfal ls in der P rozedu r 
F A C T O R e n t h a l t e n , in der die in die H a u p t k o m p o n e n t e n a n a l y s e einbe-
zogenen Variablen au tomat i sch s tandardis ier t werden . Tatsächlich k a n n 
die H a u p t k o m p o n e n t e n a n a l y s e aber auch für n ich t s t andard i s i e r t e oder 
n u r mi t t e lwer tzen t r i e r t e Variablen angewendet werden (siehe dazu z.B. 
Sixtl 1982: 353-366) . 
D u r c h die Anwendung e iner Hauptkomponentenanalyse werden folgen-
de Probleme e iner Klassif ikat ionsaufgabe zu lösen versucht : 
die Normierung der Klass i f ika t ionsmerkmale , 
die Elimination von Meßfehlern und 
die Orthogonalisierung des Merkmalsraumes (E l imina t ion der Kor-
rela t ion der Klass i f ika t ionsmerkmale) 
Die Or thogona l i s i e rung ist e ine Folge des Model lansa tzes der Haupt-
k o m p o n e n t e n a n a l y s e . Meßfehler werden dadurch zu e l imin ie ren versucht , 
indem n u r »s ignif ikante« H a u p t k o m p o n e n t e n in die wei tere Analyse ein-
bezogen werden . D ie N o r m i e r u n g schließlich wird durch eine A n w e n d u n g 
der H a u p t k o m p o n e n t e n a n a l y s e auf s tandard is ie r te Klass i f ikat ionsobjekte 
e r re ich t . 
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In e inem zwei ten Schri t t werden n u n die H a u p t k o m p o n e n t e n gesucht . Sie 
stellen L i n e a r k o m b i n a t i o n e n der Art 
dar , mi t 
= Wert des Klass i f ika t ionsobjektes i in der k - ten H a u p t k o m -
p o n e n t e 
= G e w i c h t des Klass i f ika t ionsmerkmals 1 in der k - ten Haupt -
k o m p o n e n t e . (Die G e w i c h t e werden in S P S S X als Fak to r sco -
res beze ichne t . ) 
D ie H a u p t k o m p o n e n t e n selbst werden schr i t tweise b e s t i m m t . D a b e i 
soll d ie ers te H a u p t k o m p o n e n t e die g röß te Var ianz bes i tzen, d ie zwei te 
H a u p t k o m p o n e n t e die zwei tgrößte , d ie d r i t t e H a u p t k o m p o n e n t e die dritt-
g röß te , ... 
D ie Var ianz e ine r H a u p t k o m p o n e n t e ist gegeben du rch : 
mi t 
M a t h e m a t i s c h läßt sich n u n zeigen, daß die obige Max imie rungsauf -
gabe - wie bei der D i s k r i m i n a n z a n a l y s e - zu e iner B e r e c h n u n g von 
Eigenwerten u n d Eigenvektoren führ t . Die Eigenwer te en t sp rechen dabe i 
den Var ianzen der H a u p t k o m p o n e n t e n . F ü r die Eigenwer te (Varianzen der 
H a u p t k o m p o n e n t e n ) gilt folgende Beziehung: Die S u m m e der Eigenwer te 
ergibt die G e s a m t s t r e u u n g der Klass i f ika t ionsda tenmat r ix . Diese ist für 
s t andard i s i e r t e Klass i f ika t ionsmerkmale ident isch mit der A n z a h l der 
K las s i f ika t ionsmerkmale . Die Varianz j e d e r H a u p t k o m p o n e n t e k a n n des-
ha lb zu dieser G e s a m t v a r i a n z in Bez iehung gesetzt werden . D a d u r c h er-
hält m a n den Ante i l e rk lä r te r Varianz. F e r n e r läßt sich zeigen, d a ß die 
Eigenwerte und Eigenvektoren a u s der K o r r e l a t i o n s m a t r i x der Klassifi-
k a t i o n s m e r k m a l e berechne t werden k ö n n e n und die ta tsächl ichen Z-Werte 
also n ich t benöt ig t werden . 
Die E igenvek to ren en tha l t en die G e w i c h t e . De r erste E igenvek to r 
en thä l t dabei die G e w i c h t e der Klass i f ika t ionsmerkmale (k = 1, 2, .. . , m) 
in der ersten H a u p t k o m p o n e n t e , der zwei te E igenvek to r die G e w i c h t e der 
Klass i f ika t ionsmerkmale k (k = 1, 2, . .. , m) der zweiten H a u p t k o m p o -
n e n t e , usw. Es gilt folgende Bez iehung: 
1. E igenwer t = Varianz der 1. H a u p t k o m p o n e n t e n = i 
2. E igenwer t = Var ianz der 2. H a u p t k o m p o n e n t e n = » 121 
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Die Tabelle 4 .2 -4 en thä l t die Kor re la t ionsmat r ix der vier Klassifika-
t i o n s m e r k m a l e der famil ia len Hausha l t sda t en . 
Tabelle 4 .2 -4 : 
Kor re l a t ionsmat r ix der Klass i f ika t ionsmerkmale der famil ia len Haus-
ha l t sda ten 
D ie Klass i f ika t ionsmerkmale korre l ie ren insgesamt n u r sehr schwach. 
Es ist desha lb zu e rwar t en , daß e ine H a u p t k o m p o n e n t e n a n a l y s e k a u m zu 
e iner R e d u k t i o n des M e r k m a l s r a u m e s bei t ragen wird . D a s zeigt sich auch , 
wenn wir die E igenwer te dieser Kor re la t ionsmat r ix be t r ach ten : 
H a u p t k o m p o n e n t e Eigenwer t % 
1 1.22 30.7 
2 1.06 26.7 
3 .91 22.8 
4 .79 19.8 
4.00 100.0 
Es läßt sich kein »signifikanter« Abfall der Eigenwer te feststellen. Die 
G r u n d i d e e für die B e s t i m m u n g »s igni f ikanter« H a u p t k o m p o n e n t e n ist 
d ie A n n a h m e , d a ß kle ine Var ianzen der H a u p t k o m p o n e n t e n n u r durch 
Meßfeh le r en ts tehen u n d desha lb bei e iner E l imina t ion dieser H a u p t k o m -
p o n e n t e n mi t kle inen Varianzen Meßfeh le r e l iminier t werden k ö n n e n . In 
der L i te ra tu r haben sich zwei Verfahren zur B e s t i m m u n g der »signifikan-
ten« Eigenwer te durchgesetz t : Das Kaiserkriterium und der Scree tes t . 
Beim Kaise rkr i t e r ium werden alle H a u p t k o m p o n e n t e n mit e iner Varianz 
kle iner 1.0 e l imin ie r t , da diese weniger e rk lä ren als e ine s tandard is ie r te 
Variable bzw. ein s tandardis ier tes Klass i f ika t ionsmerkmal mit e iner Va-
r ianz von 1.0. Beim Screetest werden die Eigenwerte graphisch dargestellt 
u n d - ähn l ich wie bei der B e s t i m m u n g der Anzah l der Cluster - nach 
e inem »s ign i f ikan ten« Abfall für die B e s t i m m u n g der Anzah l der H a u p t -
k o m p o n e n t e n gesucht . In der A b b i l d u n g 4 . 2 - 6 würde dieses Vorgehen zu 
e iner Auswah l von einer H a u p t k o m p o n e n t e führen , hingegen läßt sich in 
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A K E R N F A V E R W A I N W A G E S I N 
A K E R N F 1.00 
A V E R W - .20 1.00 
A I N W - .07 .03 1.00 
A G E S I N .03 - .03 .07 1.00 
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Abbildung 4.2-5: 
Fiktive Beispiele für Screediagrarame 
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der A b b i l d u n g 4 .2-5b kein Abfall feststellen. Die Abb i ldung 4.2-5c 
schl ießl ich en thä l t m e h r e r e s ignif ikante Abfälle. 
In dem Beispiel der famil ia len Hausha l t sda ten würden bei A n w e n d u n g 
des Ka i se rk r i t e r iums die dr i t te und vier te H a u p t k o m p o n e n t e e l iminier t 
w e r d e n . D a d u r c h bleibt aber insgesamt 40% der G e s a m t v a r i a n z ungek lä r t . 
In dem Screed iagramm dagegen läßt sich kein s ignif ikanter Abfall fest 
stellen (s. Abb i ldung 4 .2-6) . 
Neben den Eigenwer ten werden in demselben Rechenschr i t t die Eigen-
Vektoren b e r echne t . Sie geben die Lage der Klass i f ika t ionsmerkmale in 
dem d u r c h die H a u p t k o m p o n e n t e n o r thogona l aufgespannten Raum an . 
D i e E igenvek to ren für unser Beispiel sind in der Tabelle 4 .2 -5 dargestel l t . 
Tabel le 4 . 2 - 5 : 
E igenvek to ren der famil ia len Hausha l t sda t en 
Die ers te H a u p t k o m p o n e n t e wird durch die beiden Klassifikations-
m e r k m a l e A K E R N F u n d A V E R W gebildet . Das negat ive Vorzeichen be-
deute t e ine Polar is ierung. Auf e iner Seite der H a u p t k o m p o n e n t e liegt das 
Klass i f ika t ionsmerkmal A K E R N F , auf der an d e r en das Klassif ikat ions-
m e r k m a l AVERW. Diese H a u p t k o m p o n e n t e k ö n n t e also als »Kern fami l i e 
versus Verwandtschaf t« in terpre t ie r t werden . Die zweite und dri t te Haupt-
k o m p o n e n t e werden durch die Klass i f ika t ionsmerkmale A I N W und A G E -
SIN gebi ldet , wobei bei der dr i t ten H a u p t k o m p o n e n t e w iede rum eine Po-
la r i s ie rung beobachte t werden k a n n . Diese beiden H a u p t k o m p o n e n t e n 
k ö n n e n als » I n w o h n e r / G e s i n d e (Nich tgroßfami l ie )« und » I n w o h n e r ver-
sus G e s i n d e « in terpre t ie r t werden . Die Klass i f ika t ionsmerkmale A K E R N F 
u n d AVERW 7 bi lden schließlich die vierte H a u p t k o m p o n e n t e , die als 
» G r o ß f a m i l i e « in terpre t ie r t werden kann . 
In vielen Fällen ist e ine inhal t l iche In te rpre ta t ion der H a u p t k o m p o n e n -
ten n ich t mögl ich . Man versucht desha lb die H a u p t k o m p o n e n t e n zu dre-
hen ( ro t i e ren) , um eine e indeut ig inhal t l ich in te rpre t i e rbare Lösung zu 
e r h a l t e n . Diese Rota t ionsver fahren sind in diesem Z u s a m m e n h a n g aber 
von ke inem weiteren Interesse. 
D ie b i sher dargestell ten Ergebnisse wurden mit folgendem SPSS-X Pro-
g r a m m berechne t : 
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Klassif ikat ions- H a u p t k o m p o n e n t e n : 
m e r k m a l e 1 2 3 4 
A K E R N F - .77 .02 - .02 .64 
A V E R W .73 - .13 .35 .57 
A I N W .31 .69 - .63 .19 
A G E S I N - .13 .76 .62 - .09 
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FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
GET FILE - AFAMD 
FACTOR VARIABLES - AKERNF AVERW AINW AGESIN 
/PRINT - CORRELATION INITIAL EXTRACTION 
/CRITERIA - FACTORS(4) 
/ROTATION - NOROTATE 
/EXTRACTION « PC 
D u r c h die Anwe i sung F A C T O R wird die SPSS X Prozedur F A C T O R 
aufgerufen. Die Var iablen, d ie in die Analyse e inbezogen werden sol len, 
werden in der V A R I A B L E S - A n w e i s u n g definier t . Die P R I N T - A n w e i -
sung bewi rk t , daß die Kor re l a t i onsma t r ix der Klass i f ika t ionsmerkmale 
( C O R R E L A T I O N ) , alle E igenwer te u n d Eigenvektoren ( I N I T I A L ) , die be-
rechne t werden k ö n n e n , u n d die E igenwer te und Eigen Vektoren (EX-
T R A C T I O N ) , die in die wei te re Analyse e inbezogen werden , ausgegeben 
werden (13). D ie A n w e i s u n g C R I T E R I A - F A C T O R S ( 4 ) legt die A n z a h l 
de r H a u p t k o m p o n e n t e n ( - 4 ) für die wei tere Analyse , wie z.B. e ine r Ro-
ta t ion , fest. D ie Voreins te l lung ist die B e s t i m m u n g nach dem Kaise rk r i t e -
r i u m . Soll diese Voreins te l lung aufgehoben werden , m u ß e ine C R I -
T E R I A - A n w e i s u n g vo r dem E X T R A C T I O N - Befehl geschr ieben wer -
den . D u r c h R O T A T I O N = N O R O T A T E wird festgelegt, d a ß keine Rota-
t ion durchgeführ t werden soll (14). D ie Voreins te l lung wäre e ine VARI-
M A X - R o t a t i o n . Die M e t h o d e zur B e s t i m m u n g der » F a k t o r e n « wird in 
dem E X T R A C T I O N - Befehl definier t . PC bedeute t die A n w e n d u n g e iner 
H a u p t k o m p o n e n t e n m e t h o d e (Pr inc ipa l C o m p o n e n t s ) . 
In der Ausgabe werden noch zusätzl ich die sogenann ten K o m m u n a l i -
tä ten ausgedruck t . Diese e rhä l t m a n d a d u r c h , indem die E l e m e n t e der 
Mat r ix der E igenvektoren quadr i e r t u n d zei lenweise aufaddier t w e rd en . In 
unse rem Beispiel be t ragen die K o m m u n a l i t ä t e n 1.0. Sie geben an , wieviel 
% der Var ianz durch die H a u p t k o m p o n e n t e n e rk lä r t werden . (Berechne t 
m a n dagegen für die quadr i e r t en Werte d ie S p a l t e n s u m m e n , e rhä l t m a n 
d ie Eigenwerte . ) 
D u r c h dieses Vorgehen e rhä l t m a n alle für die B e r e c h n u n g der Gewich-
te zur B e s t i m m u n g der Werte der Klass i f ikat ionsobjekte in H a u p t k o m -
p o n e n t e n er forder l ichen I n f o r m a t i o n e n . Die Werte der Klass i f ikat ionsob-
j ek t e in den H a u p t k o m p o n e n t e n können nach vier Me thoden be rechne t 
werden (vgl. Kauf m a n 1985) 
1 . B e r e c h n u n g al ler ungewichte ten H a u p t k o m p o n e n t e n . 
Bei dieser M e t h o d e werden die G e w i c h t e so be rechne t , daß die Varianzen 
de r H a u p t k o m p o n e n t e n gleich 1.0 gesetzt we rden . Man führt also eine 
S tanda rd i s i e rung der H a u p t k o m p o n e n t e n d u r c h . Die G e w i c h t e ergeben 
sich d a d u r c h , daß die E l e m e n t e des 1 - ten Eigenvektors d u r c h die 
S t a n d a r d a b w e i c h u n g (Wurzel des Eigenwer tes) der 1 - ten H a u p t k o m p o -
125 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
n e n t e dividier t werden usw.. Fü r unser Beispiel führ t dieses Vorgehen da-
zu, d a ß die erste Süalte der Tabelle 4 .2-6 durch 1.22 dividier t w i rd , die 
zweite Spal te mit 1.06 usw. Als Ergebnis erhäl t m a n folgende Mat r ix der 
G e w i c h t e (vgl. Tabelle 4 .2-6) . 
Nach der Fo rme l 
lassen sich n u n die Werte der Klass i f ikat ionsobjekte i in den H a u p t k o m -
p o n e n t e n k b e r e c h n e n . F ü r den ersten Hausha l t mi t den s tandard is ie r ten 
M e r k m a l s a u s p r ä g u n g e n Z K E R N F - -1 .35 , Z V E R W - - . 8 3 , Z I N W = 
- .25 u n d Z G E S I N - 2.89 ergeben sich folgende Werte: 
Tabelle 4 .2 -6 : 
Ma t r ix der G e w i c h t e für alle ungewich te ten H a u p t k o m p o n e n t e n 
Klassifikations- H aupt kom p o n e n t e n : 
m e r k m a l e 1 2 3 4 
A K E R N F -.70 .02 - .02 .72 
A V E R W .66 - .13 .37 .64 
A I N W .28 .68 - .66 .20 
A G E S I N - .12 .75 .65 - .10 
2. Berechnung aller gewichteten Hauptkomponenten. 
Bei d iesem Vorgehen werden die E l emen te der Eigen Vektoren unmi t -
te lbar als Gewich t e verwendet . Im Unte r sch ied zu der ungewich te ten 
Vorgehensweise k o m m t deshalb den H a u p t k o m p o n e n t e n mi t e iner grö-
ßeren Varianz (Eigenwert ) ein größeres Gewich t zu. 
3. Berechnung der signifikanten ungewichteten Hauptkomonenten. 
Bei diesem Verfahren werden n u r die Werte der Klass i f ikat ionsobjekte 
in den »s igni f ikanten« H a u p t k o m p o n e n t e n berechne t , die z.B. nach dem 
Kaise rkr i t e r ium bes t immt werden . F ü r diese »s igni f ikanten« H a u p t k o m -
p o n e n t e n werden die Gewich te wie in Punk t 1 be rechne t . 
4. Berechnung der signifikanten gewichteten Hauptkomponenten. 
Es werden n u r die Werte der Klass i f ikat ionsobjekte in den »signif ikan-
t e n « H a u p t k o m p o n e n t e n wie in P u n k t 2 be rechne t . 
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S i m u l a t i o n s e x p e r i m e n t e ( K a u f m a n 1985) haben gezeigt, d a ß die Be-
r e c h n u n g von ungewich te t en H a u p t k o m p o n e n t e n ex t rem gegenüber Meß-
fehlern anfäll ig ist. D a r ü b e r h i n a u s e r h ö h t sich der Antei l von Fehlk las -
s i f ika t ionen, wenn n u r s ignif ikante H a u p t k o m p o n e n t e n in die Ana lyse 
e inbezogen we rden . Das bedeu te t aber, daß du rch die Auswah l »signifi-
k a n t e r « H a u p t k o m p o n e n t e n » M e ß f e h l e r « k a u m reduzier t w e r d e n . Es 
empf ieh l t sich also dies als M e t h o d e 2 beschr i ebene Verfahren (Berech-
n u n g al ler gewich te ten H a u p t k o m p o n e n t e n ) . 
Technisch läßt sich die B e r e c h n u n g der H a u p t k o m p o n e n t e n wie folgt 
real is ieren: 
In d iesem Beispiel werden alle ungewich te ten H a u p t k o m p o n e n t e n be-
rechne t . Die Klass i f ika t ionsmerkmale werden in der P r o z e d u r C O N D E S -
C R I P T I V E d u r c h die O P T I O N Anweisung s tandard is ie r t und in den Va-
r iablen Z A K E R N F , Z A V E R W , Z A I N W u n d Z A G E S I N zwischenge-
spe icher t . Dabe i wird der u r sp rüng l i chen Var i ab lenbeze ichnung ein Z vor-
angestel l t . Zu b e a c h t e n ist, d a ß der letzte Buchs tabe e iner Variablen abge-
schn i t t en wi rd , wenn diese berei ts die m a x i m a l e Länge von 8 Zeichen 
besi tz t . In den darauf folgenden C O M P U T E - A n w e i s u n g e n w e r d e n die 
Wer te der Klass i f ika t ionsobjekte in den H a u p t k o m p o n e n t e n b e r e c h n e t . 
Diese Wer te w e r d e n als n e u e Klass i f ika t ionsmerkmale in die C lus t e r ana -
lyse e inbezogen . 
4 .2.3 .1 B e h a n d l u n g fehlender Werte in der H a u p t k o m p o n e n t e n a n a l y s e 
Feh lende Werte müssen bei der H a u p t k o m p o n e n t e n a n a l y s e zweimal 
bearbe i te t we rden : 
Ers tens bei der Be rechnung der K o r r e l a t i o n s m a t r i x u n d zwei tens bei 
der B e r e c h n u n g der Wer te der Klass i f ika t ionsobjek te in den H a u p t k o m -
p o n e n t e n . Bei der Be rechnung der Kor re l a t ionsmat r ix kann die M e t h o d e 
der fal lweisen-, ode r der paarweisen E l imina t i on sowie die Mi t t e lwer t sub -
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st i tut ion angewende t werden . Die dafür no twend igen Opera t ionen bezie-
hen sich - im Unte r sch ied zu Kapitel 4.1 - auf die Spalten der Klassi-
f ika t ionsda tenmat r ix . Bei der Mi t te lwer t subs t i tu t ion wird also anstel le des 
Mi t te lwer tes eines Klass i f ikat ionsobjektes der Mit te lwer t des Klassifika-
t i o n s m e r k m a l e s für feh lende Werte eingesetzt . 
Im zweiten Schri t t (bei der Be rechnung der Werte der Klassifika-
t ionsob jek te in den H a u p t k o m p o n e n t e n ) wird dasselbe Verfahren wie bei 
der Be rechnung der Kor re la t ionsmat r ix angewende t . Das Vorgehen ist 
d e m n a c h folgendes: 
Fallweises Ausscheiden: 
Die O P T I O N S - Anweisung , die an die C O N D E S C R I P T I V E - P rozedur 
anschl ießt , bewirk t fallweises Ausscheiden. Jedes Klassif ikat ionsobjekt , 
das in e iner oder m e h r e r e n Klass i f ika t ionsmerkmalen in die C O N D E S 
C R I P T I V E Prozedur e inbezogenen Variablen e inen fehlenden Wert be-
sitzt, erhäl t in allen s tandard is ie r ten Z V a r i a b l e n einen fehlenden Wert 
(SYSMIS) . Diese Z Variablen stehen auf der rechten Seite der C O M P U -
TE - Anweisungen und führen dazu, daß auch die Werte in den Haupt -
k o m p o n e n t e n feh lende Werte e rha l ten , wenn eine oder m e h r e r e Z V a r i a b -
len einen feh lenden Wert besi tzen. Die E l imina t ion der Klassifikations-
ob jek te mit e inem oder m e h r e r e n feh lenden Werten wird schließlich in 
der P rozedur C L U S T E R durch die Anwe i sung MISSING - LISTWIE 
durchgeführ t . 
Paarweises Ausscheiden: 
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In de r P r o z e d u r C O N D E S C R I P T I V E wird der s t andard i s ie r te Wert für 
j e d e s Klass i f ika t ionsmerkmal ge t rennt be rechne t . Die f eh lenden Werte 
der s t andard i s ie r t en Klass i f ika t ionsmerkmale t re ten also an derse lben 
Stelle wie bei den uns t anda rd i s i e r t en auf. (Sie e rha l ten in te rn den Wert 
SYSMIS. ) In der A n w e i s u n g C O M P U T E AA - N V A L I D ( Z A K E R N F , ZA-
V E R W , Z A I N W , Z A G E S I N ) wird für j edes Klass i f ikat ionsobjekt die An-
zahl gül t iger Werte gezähl t . In der ansch l i eßenden R E C O D E - A n w e i s u n g 
w e r d e n die f eh lenden Werte auf 0 gesetzt. D a d u r c h beeinflussen sie die in 
den fo lgenden vier C O M P U T E - Anwei sungen be rechne t en Werte in den 
H a u p t k o m p o n e n t e n n ich t . (Diese e rha l t en wegen der U m k o d i e r u n g kei-
n e n f eh lenden Wert , w e n n in den Z-Variablen e ine oder m e h r e r e Ausprä -
gungen fehlen . ) In den letzten vier C O M P U T E Anwe i sungen w e r d e n die 
Wer te der H a u p t k o m p o n e n t e n mit 4 . 0 / A A (4.0 = Anzah l der Klassifika-
t i o n s m e r k m a l e , AA = A n z a h l gült iger A u s p r ä g u n g e n ) reskal ier t . 
Anmerkung: Besitzt ein Klass i f ikat ionsobjekt in allen Klassif ikat ions-
m e r k m a l e n e inen feh lenden Wert , d a n n ist AA = 0 u n d d ie Div is ion n i ch t 
mög l i ch . In diesem Fall können vor der Reska l i e rung d u r c h d ie Anwei -
sung S E L E C T IF (AA GT 0) diese Klass i f ika t ionsobjekte für d ie wei te re 
Analyse e l imin ie r t we rden . 
Mittelwertsubstitution: 
CONDESCRIPTIVE AKERNF AVERW AINW AGESIN 
OPTIONS 3 
COMPUTE ZM - MEAN.KZAKERNF, ZAVERW, ZAGESIN, ZAINW) 
IF MISSING(ZAKERNF) ZAKERNF = ZM 
IF MISSING(ZAVERW) ZAVERW = ZM 
IF MISSING(ZAGESIN) ZAGESIN = ZM 
IF MISSING(ZAINW) ZAINW = ZM 
COMPUTE Hl - ... 
COMPUTE H2 - ... 
COMPUTE H3 «= ... 
COMPUTE H4 - ... 
CLUSTER Hl H2 H3 H4 
/MISSING - LISTWISE 
D u r c h die Anwe i sung ZM - M E A N . 1 ( Z A K E R N F , Z A V E R W , 
Z A I N W , Z A G E S I N ) wird für j edes Klass i f ikat ionsobjekt der Mi t te lwer t 
i n den s t andard i s ie r t en Klass i f ika t ionsmerkmalen Z A K E R N F , Z A V E R W , 
Z A I N W u n d Z A G E S I N berechne t und der Variablen Z M zugewiesn. Die 
A n w e i s u n g I F M I S S I N G ( Z A K E R N F ) Z A K E R N F = Z M bewi rk t , d a ß i n 
Z A K E R N F der Mit te lwer t ZM eingesetzt wi rd , w e n n ein Klassifika-
t ionsob jek t in Z A K E R N F einen fehlenden Wert besi tzt . Diese Ope ra t i on 
wi rd für al le Klass i f ika t ionsmerkmale wiederho l t . A n s c h l i e ß e n d werden 
d ie H a u p t k o m p o n e n t e n be rechne t u n d e ine Clus te rana lyse du rchge füh r t . 
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Anmerkung: Ha t ein Klassi f ikat ionsobjekt in allen Klassifikations-
m e r k m a l e n feh lende Werte, ha t ZM ebenfal ls einen fehlenden Wert. In 
diesem Fall ist ke ine Mi t te lwer tsubs t i tu t ion möglich u n d wird in S P S S X 
auch n ich t du rchge führ t . Als Konsequenz können auch die H a u p t k o m -
p o n e n t e n feh lende Werte aufweisen. D e s h a l b empfiehl t sich in der Pro-
zedur Cluster die A n w e n d u n g der Anwe i sung M I S S I N G = LISTWISE. 
Übungsaufgabe 16: 
a) Welches Meßniveau müssen die Klassifikationsmerkmale besitzen, damit eine 
Hauptkomponentenanalyse durchgeführt werden kann? Begründen Sie Ihre 
Antwort! 
b) In einer Hauptkomponentenanalyse wurden folgende Eigenvektoren berech 
net. Berechnen Sie die dazugehörenden Eigenwerte. 
c) Schreiben Sie ein SPSS X Programm, das für die familialen Haushaltsdaten 
alle gewichteten Hauptkomponenten berechnet. 
4.2.4 Die Berechnung geeigneter Unähnlichkeitsmaße 
4.2.4.1 Die Mahalanobisdistanz 
Die Maha lanob i sd i s t anz wird bei quan t i t a t iven Klassif ikat ionsmerk-
malen zur E l imina t ion der Korre la t ion der Klass i f ika t ionsmerkmale ver-
wende t . Die a l lgemeine Formel zur Be rechnung der Maha lanob i sd i s t anz 
M D ( i J ) zwischen zwei Klass i f ikat ionsobjekten i und j ist: 
mi t 
= A u s p r ä g u n g des Klassi f ikat ionsobjektes i in dem Klassif ikations 
m e r k m a l 1 
= E l emen t l,k der Inversen der Kovar i anzmat r ix der Klassifika 
t i o n s m e r k m a l e . 
Die Fo rme l sieht zunächst etwas unübers ich t l i ch aus. Fü r den Fall , daß 
unkor re l i e r t e Klass i f ika t ionsmerkmale vorl iegen, daß also = 0 für alle 
1 k gilt, vere infacht sich die Formel zu 
Sie en tspr ich t also der quadr ie r ten eukl id ischen Dis tanz für var ianznor-
mal i s ie r te oder s tandard is ie r te Klass i f ika t ionsmerkmale . 
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Bei korrelierten Klassifikationsmerk malen ist die M a h a l a n o b i s d i s t a n z 
ident isch mit der quadrierten euklidischen Distanz al ler ungewich te t en 
H a u p t k o m p o n e n t e n , w e n n die H a u p t k o m p o n e n t e n für die K o v a r i a n z 
m a t r i x (anstel le der K o r r e l a t i o n s m a t r i x ) be rechne t w e r d e n . Liegen also 
s t andard i s i e r t e K la s s i f i ka t ionsmerkma le vor , kann in S P S S X die Maha-
lanob isd i s tanz ü b e r den U m w e g e iner H a u p t k o m p o n e n t e n a n a l y s e berech-
net we rden . In die Clus te rana lyse werden dabei alle ungewich te ten Haupt -
k o m p o n e n t e n e inbezogen u n d als U n ä h n l i c h k e i t s m a ß die quad r i e r t e 
euk l id i sche D i s t anz ( M E A S U R E = S E U C L I D ) ve rwende t . F ü r un-
s tandard i s i e r t e K la s s i f i ka t i onsmerkma le k a n n in S P S S X die M a h a l a n o -
b isd i s tanz n ich t be rechne t w e r d e n , da in de r P rozedur F A C T O R keine 
K o v a r i a n z m a t r i x analysier t w e r d e n k a n n u n d die M a h a l a n o b i s d i s t a n z in 
der P r o z e d u r P R O X I M I T Y n ich t als U n ä h n l i c h k e i t s m a ß vorgesehen ist. 
4.2.4.2 Der Informationsradius von Jardine und Sibson 
D e r I n f o r m a t i o n s r a d i u s von J a r d i n e u n d Sibson (1971: 10-20) k a n n in 
S P S S X ebenfal ls n ich t b e r e c h n e t we rden . A u s g a n g s p u n k t des Informa-
t ions rad ius b i lden Aggregate , die e ine Ver te i lung in e iner ode r m e h r e r e n 
n o m i n a l e n Klas s i f ika t ionsmerkmalen bes i tzen . Diese Ver te i lungen lassen 
sich du rch e ine Aggregat ion von n o m i n a l e n D u m m i e s e rzeugen . In Ab-
schni t t 2.3 w u r d e gezeigt, d a ß die Ci ty-Blockmetr ik als U n ä h n l i c h k e i t s -
m a ß für diese Ar t von Aggregaten ve rwende t werden k a n n . D e r Infor-
m a t i o n s r a d i u s stellt e ine A l t e rna t ive zur Ci ty-Blockmetr ik dar . 
F ü r ein n o m i n a l e s M e r k m a l mi t den Ausp rägungen A, , A 2 , .., A m besi tzen 
die Klass i f ika t ionsobjekte 1 u n d 2 die Vertei lungen P , (A1) , P , (A2) , 
P , ( A m ) u n d P 2 (A1) , P 2 (A2) , P 2 ( A m ) . D e r I n fo rma t ions r ad iu s 1(1,2) ist 
def inier t als: 
D ie Fo rme l läßt sich u m f o r m e n in: 
1(1/1 + 2) stellt den I n f o r m a t i o n s g e w i n n dar , den die Verte i lung des Klas-
s i f ika t ionsobjektes 1 gegenübe r der g e m e i n s a m e n Vertei lung de r Klassifi-
ka t ionsob jek te 1 u n d 2 en thä l t .1 (2 /1 + 2) ist ana log def inier t . Al lgemein ist 
1(1/1 + 2) ungle ich 1(2/1-1-2). Beim I n f o r m a t i o n s r a d i u s wi rd desha lb das 
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a r i t hme t i s che Mittel be rechne t , um ein symmet r i sches Unähn l i chke i t s -
m a ß zu e rha l t en . Der In fo rma t ions rad ius k a n n zwischen 0.0 (kein Infor-
ma t ionsgewinn = Gle ichhe i t der Vertei lung) und 1.0 (max ima le r Infor-
m a t i o n s g e w i n n ) var i ie ren . 
Liegen m e h r e r e Klass i f ika t ionsmerkmale vor , kann für j edes Klassifi-
k a t i o n s m e r k m a l 1 der In fo rma t ions rad ius be rechne t werden . Die S u m m e 
ergibt den G e s a m t i n f o r m a t i o n s r a d i u s . 
D ie B e r e c h n u n g soll a n h a n d e ines Beispiels demons t r i e r t werden . Ge-
geben sind die beiden Vertei lungen P 1 ( A 1 ) - .20, P 1 (A2) = .40, P 1 ( A 3 ) = 
.30 u n d P 1 ( A 4 ) = .10 sowie P 2 (A1) = .30, P 2 ( A 2 ) = .40, P 2 ( A 3 ) = .10 u n d 
P 2 ( A 4 ) = .20. 
F ü r den In fo rma t ions rad ius 1(1,2) e rhä l t m a n : 
Z u m Vergleich beträgt die Ci ty-Blockmetr ik 
D e r In fo rma t ions rad ius 1(1,2) eignet sich insbesondere bei h ie ra rch i schen 
M e r k m a l e n , dabei werden Gewich t e für die e inzelnen Ante i l swer te einge-
führ t (vgl. Fox 1982). Konkre t e A n h a l t s p u n k t e für die Bes t immung der 
G e w i c h t e geben Ja rd ine u n d Sibson u n d auch Fox n ich t . 
Der In fo rma t ions rad ius läßt sich - wie die Maha lanob i sd i s t anz - in 
SPSS X nicht b e r e c h n e n . Eine mit SPSS-X p r a k t i k a b l e Lösung für hierar-
ch i sche M e r k m a l e sieht fo lgende rmaßen aus: 
Die A b b i l d u n g 4 .2-7 en thä l t ein Beispiel für h ie rarch ische M e r k m a l e . 
Das Klass i f ika t ionsmerkmal B mit den Ausp rägungen B l , B2 und B3 trit t 
n u r auf, wenn die Ausp rägung Al des Klass i f ika t ionsmerkmals A gegeben 
ist; das Klass i f ika t ionsmerkmal C n u r , wenn die Ausprägung B3 vorl iegt . 
D e r erste Schrit t besteht dar in , daß die Klass i f ika t ionsmerkmale in D u m -
mies aufgelöst werden (vgl. Abb i ldung 4 .2 -7 ) . Ein Stern bedeute t einen 
feh lenden Wert. 
F ü r diese fehlenden Werte müssen n u n Schätzwer te eingesetzt werden , 
um eine fallweise E l imina t ion bei der A n w e n d u n g der P rozedu r CLU 
STER zu ve rme iden . Man kann diese d u r c h die A n n a h m e einer Gle ich 
Verteilung auf den n ichtdef in ier ten A u s p r ä g u n g e n gewinnen . Die fehlen 
den Werte für B werden folglich d u r c h 1/3 ersetzt , die von C durch 1/2. 
D a s e n t s p r e c h e n d e S P S S X P r o g r a m m besitzt folgende S t ruk tu r : 
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In der ersten DO R E P E AT - Schleife werden die D u m m y Variablen von 
A gebildet , in der zweiten Schleife die D u m m i e s von B. D ie A n w e i s u n g IF 
M I S S I N G ( B ) DB = 1 . / 3 . bewi rk t , d a ß bei f eh lender I n f o r m a t i o n d ie D u m -
mies D B 1 , DB2 u n d D B 3 den Wert 1/3 e rha l t en . F ü r das K l a s s i f i k a t i o n -
m e r k m a l C wird ana log ve r f ah ren . 
A n z u m e r k e n ist, d a ß bei diesem Vorgehen die K las s i f i ka t ionsmerkma le 
gleich gewichte t we rden . In b e s t i m m t e n A n w e n d u n g s s i t u a t i o n e n soll aber 
die H ie r a r ch i e der M e r k m a l e in die Klassif ikat ion e ingehen . In diesem 
Fall k ö n n e n die D u m m i e s gewichtet we rden : D ie D u m m i e s de r übe rgeord -
ne ten Klas s i f ika t ionsmerkmale , also von K l a s s i f i k a t i o n s m e r k m a l e n , von 
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denen das Auftreten andere r Klass i f ika t ionsmerkmale abhängt , e rha l ten 
dabei ein höheres G e w i c h t . In unse rem Beispiel k ö n n t e n die D u m m i e s 
von A mit 3.0, die von B mit 2.0 und die von C mit 1.0 gewichtet werden . 
4.2.4 .3 D a s D i s t a n z m a ß von Gower 
Das U n ä h n l i c h k e i t s m a ß von Gower(1970) w u r d e zur Messung der Un 
ähn l ichke i t von Klassif ikat ionsobjekten bei Klass i f ika t ionsmerkmalen 
mi t un te r sch ied l ichem Meßn iveau entwickel t . Be t rach ten wir beispiels-
weise folgende Ausgangskons te l la t ion: Gegeben sind die Klassifikations-
m e r k m a l e : 
X = quant i ta t ives Klass i f ika t ionsmerkmal mit der Spannwei te RX 
Y = quant i ta t ives Klass i f ika t ionsmerkmal mit der Spannwei te RY 
Q - ordinales Klass i f ika t ionsmerkmal mit den Ausprägungen Ql, 
Q2 , Q 3 u n d Q 4 
P = ordinales Klass i f ika t ionsmerkmal mi t den Ausprägungen P1, P2 
und P3 
A = n o m i n a l e s Klass i f ika t ionsmerkmal mi t den Ausprägungen A l , 
A2 u n d A 3 
B = nomina l e s Klass i f ika t ionsmerkmal mi t den Ausprägungen B l , 
B2 und B3. 
Die a l lgemeine Idee des U n ä h n l i c h k e i t s m a ß e s von G o w e r besteht n u n 
da r in , die Klass i f ika t ionsmerkmale so zu gewichten , d a ß j edem Klassifi-
k a t i o n s m e r k m a l in der Messung der U n ä h n l i c h k e i t dasselbe Gewich t zu-
k o m m t . Wir wissen, daß bei der Verwendung der Ci ty-Blockmetr ik der 
m a x i m a l e Wert e ines quant i ta t iven Klass i f ika t ionsmerkmals gleich der 
Spannwe i t e ist, bei o rd ina len gleich der Anzah l de r Ausprägungen m i n u s 
1 und bei n o m i n a l e n gleich 2 ist. D a m i t sind aber u n m i t t e l b a r die Gewich-
te b e k a n n t . Quan t i t a t i ve Klass i f ika t ionsmerkmale werden mit dem inver-
sen Wert der Spannwei te , ord ina le mit dem inversen Wert der Anzah l der 
Ausprägungen m i n u s 1 u n d n o m i n a l e mit dem inversen Wert von 2 
(= 1/2) gewichtet . F ü r unser Beispiel sind die G e w i c h t e also: 
1/RX für X 
1/RY für Y 
1/3 für die D u m m i e s von Q 
1/2 für die D u m m i e s von P 
1/2 für die D u m m i e s von A 
1/2 für die D u m m i e s von B 
Die Unähn l i chke i t zwischen zwei Klass i f ikat ionsobjekten i und j wird 
n u n berechne t n a c h : 
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Bisher liegen kaum Befunde übe r die Brauchba rke i t des U n ä h n l i c h -
ke i t smaßes von G o w e r vor . F e h l e n d e Werte könn ten sehr e legant du rch 
die M e t h o d e des paarweisen Aussche idens gelöst w e rd en . Steht dieses Ver-
fahren n ich t zur Verfügung, wird man in den meis ten Fäl len auf d ie Me-
t h o d e des fallweisen Aussche idens zurückgrei fen müssen , da die Anwen-
dungsvorausse tzungen für die M e t h o d e der Mi t t e lwer t subs t i tu t ion n ich t 
erfüllt sind. 
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Übungsaufgabe 17: 
a) Berechnen Sie im nachfolgenden Beispiel den Informationsradius! 
Al A2 A3 
Kl.Objekt 1 .50 .30 .20 
Kl.Objekt 2 .00 .10 .90 
b) Berechen Sie im nachfolgenden Beispiel das Distanzmaß nach Gower: 
Kl.objekte 
Kl.merkmal 1 2 
A Al A3 
B Bl Bl 
C Cl C4 
XI 3 4 
X2 5 6 
A und B sind nominale Klassifikationsmerkmale mit 3 Ausprägungen, C ist ein 
ordinales Klassifikationsmerkmal mit 4 Ausprägungen. XI und X2 sind quanti 
tative Klassifikationsmerkmale mit den Spannweiten 5.0 für XI und 7.0 für X2. 
4.3 Zusammenfassung 
In diesem Abschni t t wurden die Trans format ion von Klassifikations-
m e r k m a l e n u n d die Behand lung feh lender Werte dargestell t . Dabei zeig-
ten sich sehr deut l ich die G r e n z e n von SPSS X. Al le rd ings ist auch in 
anderen Sta t is t iksof twarepaketen, wie B M D P , SAS u n d CLUSTAN die Be-
h a n d l u n g feh lender Werte unbefr iedigend gelöst. In ke inem der drei ange-
führ ten P r o g r a m m s y s t e m e n ist die M e t h o d e des paarweisen Aussche iden 
mögl ich . Dieses Defizit hat u.a. den Au to r ve ran laß t , selbst ein P r o g r a m m 
zur Clus teranalyse zu schreiben (Bacher 1988). Dieses P r o g r a m m w u r d e in 
das S ta t i s t ikprogrammsys tem A L M O (Ho lm 1988) integrier t und steht 
dor t zur Verfügung (15). Fe rne r wurde ers icht l ich, daß verg le ichende Un-
te r suchungen über die Brauchbarke i t der Me thoden der Trans format ion 
u n d der B e h a n d l u n g fehlender Werte wei tgehend fehlen. In dieser Rich-
tung sind in tens ive Ans t rengungen erforder l ich , um dem Prak t ike r En t -
scheidungshi l fen anb ie ten zu k ö n n e n . 
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5. Anmerkungen 
D a s Z u s t a n d e k o m m e n dieser Arbe i t v e r d a n k e ich vor allem der unend l i -
chen G e d u l d m e i n e r F rau M a r i o n , d ie das M a n u s k r i p t kri t isch du rch -
gelesen und d a d u r c h e ine zu s t a rke f o r m a l e A b h a n d l u n g v e r h i n d e r t ha t . 
D e r D a n k gebüh r t d a r ü b e r h i n a u s den In i t i a to ren u n d Organ i sa to ren des 
Q u a n t k u r s e s , der j edes J a h r im S p ä t s o m m e r in Sa lzburg s ta t t f indet , sowie 
den S tuden ten , die an diesem t e i l n a h m e n . Schl ießl ich sei auf Seiten des 
Herausgebe r s H e r r n D r . W . H . Sch röde r und H e r r n D r . R . Me tz g e d a n k t 
sowie Wal t raud K a n n o n i e r , d ie d ie Endfassung des M a n u s k r i p t s red ig ier te . 
(1) Die G e b u r t e n r a t e wi rd i.d.R. n a c h der Fo rme l 
be r echne t . D ie mi t t l e re Bevö lke rung erhäl t m a n indem die Bevölke-
rungsgröße am Beginn u n d am E n d e der Per iode gemi t te l t wird . D ie 
mi t t l e re Bevölkerung ist folglich: 
Z u r B e r e c h n u n g spezif ischer G e b u r t e n r a t e n vgl. z.B. Cos tas (1985: 
21 -47 ) . 
(2) Die auf die H a u s h a l t e aggregier ten Da ten sind im A n h a n g d o k u m e n -
t ier t . F r au D r . Ursu la Walter sei an dieser Stelle für das Über lassen 
der Da ten herz l ich gedank t . 
(3) Diese ursprünglichen A u s p r ä g u n g e n waren . 
1 Hausha l t svo r s t and (HV) 
2 Hausf rau ( H F ) 
3 Kind des HVehepaa res 
4 Kind des HV al le ine 
5 Kind der HF al le ine 
6 Kind von S o h n / T o c h t e r 
7 Kind von I n w o h n e r 
8 Z i e h k i n d , Kind von Verwandten 
9 El tern des HVehepaa re s 
10 Geschwis t e r des H V e h e p a a r e s 
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11 Ehegat ten eines Kindes 
12 G e s i n d e 
13 I n w o h n e r 
14 G e s i n d e und I n w o h n e r 
15 Hilfskraft 
16 abwesendes Kind des HV al leine 
17 abwesendes Kind der HF al leine 
18 abwesendes Kind des HVehepaares 
19 abwesende Geschwis te r , Verwandte 
20 Abwesendes Kind von Kinde rn 
21 Kind von Geschwis te rn 
22 Kind von I n w o h n e r n 
23 Kind von G e s i n d e 
24 zusätz l icher Verwandter 
25 Ehegat te von Geschwis te rn 
26 Ehega t te von zusätzl ichen Verwandten 
(4) Dieses u n d die nachfo lgenden Beispiele w u r d e n w ä h r e n d der Quant -
kurse im Spä t sommer 1986 und 1987 im R e c h e n z e n t r u m der U n i -
versität Salzburg auf e iner VAX un te r dem Betriebssystem V M S V4.3 
gerechnet und vom Au to r auf der PC-Version S P S S / P C + von 
S P S S X nachge rechne t . Auf die Eingabe mi t SPSS PC + wird im fol-
genden aber nicht weiter e ingegangen. 
(5) Eine U l t r ame t r ik liegt dann vor, wenn für drei Klassif ikat ionsobjek-
te A, B u n d C gilt: 
wobei ü( . . )e in U n ä h n l i c h k e i t s m a ß ist. Die G l e i c h u n g besagt z.B., daß 
die En t f e rnung zwischen zwei Punk ten A u n d B kleiner oder gleich 
dem M a x i m u m der Ent fe rnungen von A zu C und von C zu B ist. Sie 
ist z.B. in e inem g l e i c h s c h e n k l i g e n Dreieck erfüllt . 
(6) U n ä h n l i c h k e i t s m a ß e erfüllen die Dre iecksung le i chung , wenn gilt: 
wobei ü(..) ein U n ä h n l i c h k e i t s m a ß ist. Diese G l e i c h u n g besagt z.B. 
(im Unte r sch ied zur U l t r ame t r ik ) , daß die d i rek te En t fe rnung zwi-
sehen A und B kleiner oder gleich der ind i rek ten E n t f e r n u n g ist, 
wenn B von A über C erre icht wird . 
(7) vgl. Übungsaufgabe 5c. 
(8) F ü r p = r liefert die Minkowsk ime t r ik D i s t a n z m a ß e , die die Drei-
ecksungle ichung erfüllen. D a r ü b e r h inaus sind alle aus der Minkows-
k imet r ik abgeleiteten U n ä h n l i c h k e i t s m a ß e t r ans la t ions invar i an t . 
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D a s bedeu te t , daß zu j e d e m Klass i f ika t ionsmerkmal ein kons t an t e r 
Term addier t werden kann , o h n e d a ß sich d a d u r c h die b e r e c h n e t e n 
U n ä h n l i c h k e i t s m a ß e ä n d e r n . Dagegen gilt die Eigenschaft der Ska-
l e n i n v a r i a n z n ich t : Werden die Klass i f ika t ionsmerkmale mi t e inem 
Skalar (e ine Zahl ungle ich 0) mul t ip l iz ie r t , v e r ä n d e r n sich die be-
r echne ten U n ä h n l i c h k e i t s m a ß e . 
D ie Met r ike igenschaf t (Dre iecksung le i chung) der Korre la t ion 
C O R R ( A , B ) zwischen zwei Klass i f ikat ionsobjekten A u n d B und des 
Cos inus COS(A,B) ha t in der L i te ra tur zu heftigen Diskuss ionen ge-
führ t (vgl. A n d e r b e r g 1973: 113-114) . D e r Korre la t ionskoeff iz ient 
u n d der Cos inus bes i tzen e ingeschränk te Met r ike igenschaf t en . In 
den t r ans fo rmie r t en M e r k m a l s a u s p r ä g u n g e n ist d ie Dre iecksungle i -
c h u n g erfüllt , abe r n ich t in den ursprünglichen M e r k m a l s a u s p r ä g u n -
gen. 
F ü r Ä h n l i c h k e i t s m a ß e lautet die Dre i ecksung le i chung (Späth 1980: 
16) a l lgemein : 
wobei ä(..) ein Ä h n l i c h k e i t s m a ß ist. 
(9) Mi t te lwer te s ind d a n n repräsenta t iv für e ine Vertei lung, w e n n diese 
eingipfelig u n d a n n ä h e r n d symmet r i sch ist. Besitzt beispielsweise 
e ine Vertei lung zwei Gipfe l , die mit gleichen Häuf igkei ten auf t re ten , 
so ist das Auf t re ten des Mi t te lwer t s sehr u n w a h r s c h e i n l i c h . 
(10) G e w i c h t u n g bei der B e r e c h n u n g der M i n k o w s k i m e t r i k bedeu te t , daß 
die absoluten A b w e i c h u n g e n von zwei Klass i f ika t ionsobjekten i und 
j in j e d e m Klass i f ika t ionsmerkmal 1 gewichtet wird mit : 
D ie G e w i c h t u n g der Klass i f ika t ionsmerkmale stellt dagegen e ine 
Opera t ion dar , die u n m i t t e l b a r auf die K las s i f i ka t ionsmerkmale 
selbst angewende t wird . Sic ist definiert als: 
Es gilt n u n für diese gewichte ten Klass i f ika t ionsmerkmale : 
Setzen wir 
ist die Iden t i t ä t be ide r O p e r a t i o n e n erwiesen . 
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(11) Diese Eigenschaft folgt u n m i t t e l b a r aus der Trans la t ions invar ianz der 
Minkowsk ime t r i k (vgl. A n m e r k u n g 8). 
(12) De r en t sche idende Unte r sch ied bes teht dar in , daß bei der F a k t o r e n -
analyse explizit Meßfeh le r in dem Model lansatz a u f g e n o m m e n wer-
den. D a d u r c h sind die F a k t o r w e r t e (Werte der Klass i f ika t ionsobjekte 
in den F a k t o r e n ) n ich t m e h r identifiziert . Bei der H a u p t k o m p o -
nen tenana lyse dagegen stellen die »Fak to renwer t e« (Wert der Klas-
s i f ika t ionsobjekte in den H a u p t k o m p o n e n t e n ) L i n e a r k o m b i n a t i o n e n 
der beobach te ten Klass i f ika t ionsmerkmale dar u n d s ind desha lb 
identif iziert . 
(13) Bei der Anwe i sung I N I T I A L werden alle Eigenwer te u n d Eigenvek-
toren ausgegeben, w ä h r e n d bei der Anweisung E X T R A C T I O N n u r 
die Eigenwer te u n d E igenvek to ren ausgegeben werden , d ie in die wei-
tere Analyse e inbezogen we rden . 
(14) Die Rota t ionsver fahren werden z.B. ausführl ich in A r m i n g e r (1979) 
beschr ieben . 
(15) D a s P r o g r a m m System A L M O ist als G r o ß r e c h n e r v e r s i o n u n d als 
PC-Version für A T A R I - C o m p u t e r verfügbar . E ine DOS-Version wird 
ab S p ä t s o m m e r 1989 zur Verfügung s tehen. 
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7. Anhang 
7.1 Famiiiale Haushaltsdaten 
1.Variable = H N R 
2.Variable = A K E R N F 
3.Variable = A V E R W 
4.Variable = A I N W 
5.Variable = A G E S I N 
1 1 0 0 3 
2 3 3 1 0 
3 5 0 0 0 
4 3 2 0 0 
5 3 0 0 0 
6 8 1 1 0 
7 4 0 0 0 
8 1 0 0 0 
9 3 0 1 0 
10 7 0 0 0 
11 4 2 0 1 
12 6 2 0 0 
13 5 2 0 0 
14 4 3 2 2 
15 3 0 0 0 
16 1 3 1 2 
17 5 0 0 0 
18 2 0 0 0 
19 3 4 0 0 
20 2 4 0 0 
21 4 0 1 0 
22 4 0 0 0 
23 4 2 1 0 
24 8 3 1 2 
25 2 0 1 0 
26 7 1 0 0 
27 6 3 0 0 
28 3 6 0 0 
29 4 3 0 0 
30 1 8 0 4 
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31 5 0 0 1 
32 1 2 0 1 
33 7 0 0 0 
34 2 2 0 0 
35 2 1 0 0 
36 5 0 0 0 
37 7 6 0 0 
38 1 5 0 0 
39 1 3 0 0 
40 2 3 0 0 
41 1 3 0 1 
42 1 1 0 0 
43 5 1 0 0 
44 4 1 0 0 
45 2 0 0 0 
46 5 1 0 0 
47 4 3 1 0 
48 5 0 0 0 
49 8 0 0 0 
50 2 5 0 0 
51 3 1 0 0 
52 2 9 0 0 
53 1 3 0 1 
54 6 0 0 0 
55 4 0 0 0 
56 4 0 0 0 
57 6 0 0 ] 
58 10 0 0 0 
59 2 5 0 1 
60 8 0 0 0 
61 4 1 0 0 
62 7 7 0 0 
63 4 0 0 0 
64 2 8 0 0 
65 1 4 0 1 
66 4 1 0 1 
67 4 1 0 0 
68 2 0 0 0 
69 2 0 1 0 
70 2 5 0 1 
71 4 1 0 0 
72 3 0 0 0 
73 5 5 0 0 
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74 3 0 0 0 
75 8 0 0 0 
76 7 1 0 1 
77 8 1 0 0 
78 8 0 0 0 
79 5 3 0 1 
80 10 0 0 0 
81 4 1 0 0 
82 2 5 0 0 
83 3 0 0 0 
84 2 0 1 0 
85 6 0 0 0 
86 2 0 0 2 
87 4 8 0 0 
88 7 0 0 0 
89 2 5 0 0 
90 6 0 0 0 
91 1 3 0 0 
92 5 2 0 0 
93 6 0 0 4 
94 3 2 0 0 
95 6 1 0 3 
96 3 0 0 0 
97 5 8 0 0 
98 6 5 0 0 
99 5 2 0 2 
100 10 1 0 0 
101 7 1 0 0 
102 1 2 0 0 
103 5 0 0 1 
104 1 5 0 0 
105 6 7 0 0 
106 5 2 0 0 
107 7 0 0 3 
108 5 1 0 
109 4 4 0 0 
110 4 3 0 0 
111 4 3 0 0 
112 1 8 1 1 
113 3 0 0 0 
114 3 0 1 0 
115 3 2 0 0 
116 9 0 0 1 
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117 3 0 1 0 
118 2 6 1 0 
119 5 3 0 0 
120 3 6 0 0 
121 5 4 0 0 
122 4 0 0 5 
123 8 2 0 0 
124 4 0 0 0 
125 5 2 0 1 
126 2 2 0 0 
127 5 0 0 0 
128 7 0 0 0 
129 6 3 0 2 
130 1 0 0 0 
131 8 1 0 3 
132 4 0 0 0 
133 2 0 0 2 
134 5 0 0 0 
135 5 0 0 0 
136 5 0 0 0 
137 3 0 0 0 
138 12 2 0 0 
139 2 5 0 0 
140 4 9 0 0 
141 8 3 0 0 
142 6 1 0 2 
143 6 2 1 2 
144 4 2 0 0 
145 3 7 0 0 
146 1 3 0 0 
147 1 4 0 0 
148 2 1 0 0 
149 1 0 0 0 
150 4 1 0 1 
151 4 0 0 Ü 
152 2 0 0 0 
153 2 0 0 0 
154 2 0 0 0 
155 1 1 0 0 
156 1 1 0 0 
157 2 0 0 2 
158 5 0 0 2 
159 2 0 0 0 
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7.2 Die SPSS-X Prozedur QUICK CLUSTER 
Die G r u n d i d e e der SPSS-X P r o z e d u r Q U I C K C L U S T E R (vgl. SPSS Inc . 
1985) soll a n h a n d eines e in fachen Beispiels besch r i eben w e r d e n . Gegeben 
ist fo lgende Klass i f ika t ionsda tenmat r ix : 
D e r Benutzer m u ß die Anzahl der Cluster vorgeben , w e n n diese n ich t de r 
Vore ins te l lung von 2 Clus tern en t sp r i ch t . F e r n e r k a n n zwischen fo lgenden 
O p t i o n e n gewähl t werden : 
1 . Auswahl der S t a r twer t e der Clus te rmi t te l wer te (Ini t ial C lus te r Cen-
ters) nach de r Reihenfo lge ( N O I N I T I A L ) oder sys temat isch n a c h der 
Trennschär fe der Klass i f ika t ionsobjekte ( I N I T I A L ) . 
2 . Ak tua l i s i e rung der C l u s t e r mit te l werte (Voreins te l lung) oder ke ine 
Ak tua l i s i e rung der C lus t e rmi t t e lwer t e ( N O U P D A T E ) . 
D ie erste Opt ion bes t immt die Auswahl der S ta r twer te de r Clus te rmi t te l -
wer te : 
Re ihenfo lgeauswah l : Das erste Klass i f ika t ionsobjekt bi ldet das erste Clu-
ster , das zweite das zwei te Clus ter , usw.. 
S y s t e m a t i s c h e Auswah l : Bei k Clus te rn bi lden die ers ten k Klassifika-
t ionsob jek te die k Clus ter . Diese Clus ter u n d i h r e Mi t te lwer te wer-
den nun fo lgendermaßen geänder t : 
(Ab lau f schema siehe folgende Seite): 
F ü r die f iktiven Da ten führ t dieser A l g o r i t h m u s zu fo lgenden Startclu-
s termi t te l wer ten : 
1. C lus te rmi t t e lwer t = M e r k m a l s a u s p r ä g u n g e n des 1. Klassifika-
t ionsob jek tes 
2. C lus te rmi t t e lwer t = M e r k m a l s a u s p r ä g u n g e n des 2. Klassifika-
t ionsob jek tes 
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Die m i n i m a l e E n t f e r n u n g zwischen zwei Clus te rn ist in diesem Fall iden-
tisch mit der E n t f e r n u n g von Clus ter 1 u n d Clus ter 2 ( = 1.0). 
Einlesen des Klass i f ikat ionsobjektes 3: 
D a s Klass i f ikat ionsobjekt 3 besitzt mi t 1.0 die kleinste E n t f e r n u n g 
zum Clus ter 2 . D ie erste Bed ingung ist n icht erfüllt u n d da n u r zwei 
Clus ter vorl iegen die zweite Bed ingung ebenfal ls n icht . D a s 3 . Klas-
s i f ikat ionsobjekt führ t also zu ke iner Ä n d e r u n g der S tar tc lus termi t -
te lwer te . 
Einlesen des Klass i f ikat ionsobjektes 4: 
Das Klass i f ikat ionsobjekt 4 besitzt mi t 1.44 die kleinste E n t f e r n u n g 
zum Clus ter 2 . D ie erste Bed ingung ist erfüllt . Die Star tc lus termi t te l -
wer te werden du rch die M e r k m a l s a u s p r ä g u n g e n des 3 . Klassifika-
t ionsob jek tes ersetzt . Sie be t ragen n u n 0 u n d 1. Die kle inste Entfer-
n u n g zwischen zwei Clus te rn e r h ö h t sich d a d u r c h auf 3.16. 
Einlesen des Klass i f ika t ionsobjektes 5: 
Das Klass i f ikat ionsobjekt 5 besitzt mi t 1.0 die kleinste E n t f e r n u n g 
zum Clus ter 2 . Beide Bedingungen s ind n icht erfüllt , die Star tc lus ter -
mi t t e lwer te ände rn sich folglich n ich t . 
Einlesen des Klass i f ika t ionsobjektes 6: 
Das Klass i f ikat ionsobjekt 6 besitzt mi t 2.0 die kleinste E n t f e r n u n g 
zum Clus ter 2. Die erste Bed ingung ist erfüllt u n d das Clus te r 2 er-
hält die neuen S ta r tc lus te rmi t te lwer te 0 und 3. 
Z u s a m m e n f a s s e n d ergeben sich also folgende S tar tc lus te rmi t te lwer te : 
Soll keine Aktua l i s i e rung der S ta r tc lus tc rmi t t e lwcr tc durchgeführ t wer-
den , sind die S ta r tc lus te rmi t te lwer te mi t den Klass i f ika t ionsmi t te lwer ten 
(Classif ication Clus ter Cen te r s ) identisch u n d die Klass i f ika t ionsobjekte 
werden j e n e m Clus ter zugeordne t , zu dem die En t f e rnung m i n i m a l ist. 
Dieses Vorgehen ergibt folgendes Ergebnis : 
Auf der l inken Seite s tehen die Ergebnisse bei e iner Auswahl der Start-
wer te nach der Re ihenfo lge ; auf der rech ten Seite die bei e iner systema-
t ischen A u s w a h l . 
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Aktualisierung der Clustermittelwerte 
Bei der Aktualisierung werden die Clus termi t te l wer te nach j ede r Zu-
o r d n u n g eines Klassi f ikat ionsobjektes geänder t . Das genaue Vorgehen ist 
folgendes: Nach Be rechnung der S tar tc lus te rmi t te lwer te bes teh t das Clu-
ster c aus n c Objek ten u n d besitzt die Clus te rmi t t e lwer te 
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Xj c , x 2 c . 
D i e Klass i f ika t ionsobjekte werden n u n von v o r n e b e g i n n e n d dem Clus ter , 
zu dem sie die ger ingste E n t f e r n u n g bes i tzen zugeordne t . Nach j e d e r Zu 
Ordnung werden die Clus te rmi t te l wer te neu be rechne t . Wird das Klassifi 
ka t ionsob jek t j dem Clus ter c zugeordnet, so be t ragen die neuen Clus te r 
mi t te l wer te 
D i e C lus t e rg röße wird für das nächs t e Klass i f ika t ionsobjekt um 1 auf n c ' 
= n c + 1 e r h ö h t . F ü r die B e r e c h n u n g der E n t f e r n u n g der ve rb l e ibenden 
Klass i f ika t ionsobjekte zu dem Clus te r c werden diese neuen Clus te rmi t -
te lwer te ve rwende t . Wird n u n als nächs tes Klass i f ika t ionsobjekt , das Klas-
s i f ika t ionsobjekt k, dem Clus te r c zugeordne t , be t ragen die neuen Clu-
s te rmi t te l wer te 
D i e n e u e C lus t e rg röße be t rägt nach dieser Z u o r d n u n g 
In unse rem Beispiel e rgeben sich z.B. für die A u s w ah l der Star tc lus ter 
mi t t e lwer t e nach der Re ihenfo lge folgende Klass i f ikat ionsclus termit te l -
wer te : 
Klass i f ika t ionsobjekt 1: wird dem 1. Clus ter zugeordne t , n e u e Clus te rmi t -
te lwer te s ind 3.0 und 0.0. 
Klass i f ika t ionsobjekt 2 : wird dem 2. Clus ter mi t e iner C lus t e rg röße von 
5.0 zugeordne t . Die neuen Clus te rmi t te l wer te be t ragen n u n (5*2.0 + 
2 .0) /6 = 2 für XI u n d (5*0 + 0 ) / 6 m 0 für X2 , die C lus t e rg röße 
e r h ö h t sich auf 6.0. 
Klass i f ika t ionsobjekt 3: wird dem 2. Clus ter zugeordne t . Die n e u e n Clu-
s t e rmi t t e lwer te be t ragen n u n (6*2.0 + 1.0)/7 = 1.857 für XI u n d (6*0 
+ 0 ) / 7 = 0 für X I . D ie C lus te rg röße e rhöh t sich auf s ieben. 
Klass i f ika t ionsobjekt 4 : wird dem 2. Clus te r zugeordne t . Die n e u e n Clu-
s te rmi t t e lwcr tc be t ragen n u n (7*1.875 + 0 ) / 8 « 1.625 für XI und (7*0 
+ l ) / 8 = .125. Die Clus te rg röße e rhöh t sich auf ach t . 
Klass i f ika t ionsobjekt 5: wird dem 2. Clus te r zugeordne t . Die neuen Clu-
s te rmi t t e lwer te be t ragen n u n (8*1.625 + 0 ) / 9 = 1.444 für XI und 
(8*0.125 + 2 ) / 9 = 0.33 für X2. Die Clus te rg röße e r h ö h t sich auf n e u n . 
Klass i f ikat ionsobjekt 6: wird dem 2. Clus te r zugeordne t . Die neuen Clu-
s te rmi t t e lwer te be t ragen n u n (9*1.444 + 0 ) / 9 = 1.299 für XI und 
(9*0.33 + 3) /10 - 0.59 für X2. D ie Clus te rg röße e r h ö h t sich auf 10. 
Die neuen Klass i f ika t ionsc lus te rmi t te lwer te sind 1.299 für XI u n d 0.59 
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für X2. Auf ihrer G r u n d l a g e werden die Klass i f ikat ionsobjekte den 
Clus te rn zugeordne t , zu dem sie die geringsten En t fe rnungen besi tzen. 
Als Ergebnisse erhäl t m a n die Zie lc lus termi t te lwer te : 
Auf der l i nken Seite s tehen die Ergebnisse , w e n n die S ta r twer te nach 
der Reihenfolge der Klass i f ikat ionsobjekte ausgewähl t we rden , auf de r 
rechten Seite die Ergebnisse bei e iner systemat ischen Auswah l der Start 
wer t e der Clus te rmi t te l wer te . 
In dem Beispiel führ t ganz offensichtl ich e ine A u s w ah l der S ta r twer te 
der Clus te rmi t te l wer te nach der Reihenfolge zu keiner befr iedigenden 
Clus te r lösung , u n a b h ä n g i g davon ob die C lus te rmi t t e lwer te aktual is ier t 
werden oder n i ch t . ( Z u r Kri t ik an dem Q U I C K C L U S T E R Verfahren vgl. 
Har t igan 1975: 74 - 83.) Die Ergebnisse hängen stark von der Reihen-
folge der Clus te r ab . E ine Ä n d e r u n g der Reihenfolge führ t zu ande ren 
Ergebnissen . Bei der Suche nach e iner empir i schen Klassifikation wird 
m a n desha lb die sys temat ische Auswahl von Clus termi t te l wer ten wäh len . 
Die Aktua l i s i e rung der Clus te rmi t te lwer te hat n u r e inen s tarken Einf luß 
auf das Klass i f ikat ionsergebnis , wenn die Clus tergrößen klein s ind, da die 
G r ö ß e der Star tc luster und die S tar tc lus te rmi t te lwer te in die Aktual i s ie -
r u n g der Clus ter e ingehen . 
Mit Q U I C K C L U S T E R kann neben e iner empi r i schen Klassifikation 
auch eine sehr r u d i m e n t ä r e konf i rmator i sche C lus t e r sna lyse vorgenom 
m e n werden . In diesem Fall können durch die Anwei sung 
I N I T I A L = ( theoret . Clus te rmi t te lwer te des I .Clusters 
theore t . C lus te rmi t t e lwer te des 2.Clusters 
theore t . C lus te rmi t t e lwer te des n .Clus ters) 
die theore t i schen Clus te rmi t te lwer te eingelesen werden . Zusätz l ich m u ß 
auf e ine Aktua l i s i e rung der Clus te rmi t te lwer te verzichtet werden . D a s 
Verfahren ist deshalb r u d i m e n t ä r , da n icht die Mögl ichkei t bes teht , n u r 
b e s t i m m t e Clus te rmi t t e lwer te theore t isch zu fixieren und die verble iben-
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den C lus t e rmi t t e lwer t e empi r i sch schätzen zu lassen. Ein P r o g r a m m das 
diese f lexiblere H a n d h a b u n g e rmögl ich t , w u r d e von Barde leben (1987) 
en twicke l t . 
F ü r unse re fami l ia len Hausha l t sda t en führ t die P r o z e d u r Q U I C K 
C L U S T E R für 3 Clus ter zu fo lgenden Ergebnissen , w e n n die S ta r twer t e 
sys temat isch ausgewähl t und aktual is ier t we rden : 
Zeilclustermittelwerte: 
AKERNF AVERW ABIW AGESIN 
Cluster 1 (n=98) 3.18 1.01 0.13 0.41 
Cluster 2 (n=28) 3.18 6.04 0.07 0.25 
Cluster 3 (n=33) 7.48 0.88 0.09 0.61 
Die Ergebnisse s t i m m e n we i tgehend mi t denen des Comple t e -L inkage 
(vgl. Kapitel 2) übe re in . Das symmet r i s che L a m b d a bet rägt 0 .81. 
In Q U I C K C L U S T E R kann zusätzl ich die E n t f e r n u n g j e d e s Klassifika-
t ionsob jek tes zu dem Cluster , dem es angehör t , u n d die E n t f e r n u n g de r 
C lus t e rmi t t e lwer t e z u e i n a n d e r ausgegeben werden . Die en t s p r ech en d en 
A n w e i s u n g e n sind: 
/PRINT - INITIAL CLUSTER ID(NKl) DISTANCE ANOVA 
Die A n w e i s u n g I N I T I A L bewi rk t d ie Ausgabe der Star tc lus ter - , de r Klas 
s i f ikat ionscluster - u n d der Z ie lc lus te rmi t te lwer te . D u r c h die A n w e i s u n g 
C L U S T E R wird die Clus te rzugehör igke i t j edes Klass i f ika t ionsobjektes 
u n d dessen E n t f e r n u n g zum Clus ter , dem es angehö r t , ausgegeben. D u r c h 
die Spezif ikat ion 1D(NKL.) wird den Klass i f ika t ionsobjekten der N a m e 
N K L zur Ident i f ikat ion zugewiesen. N K L . m u ß dabei e ine St r ingvar iable 
sein. D ie En t f e rnung der C lus te rmi t t e lwer te z u e i n a n d e r wird bei Verwen-
d u n g des Befehls D I S T A N C E ausgegeben . D u r c h die A n w e i s u n g A N O V A 
wird e ine e infache Var ianzanalyse für die erziel te Clus te r lösung d u r c h g e -
führ t . D a d u r c h kann der Beitrag der e inzelnen Klas s i f ika t ionsmerkmale 
zu r T r e n n u n g der Clus ter gemessen werden . F ü r die famil ia len Hausha l t s -
da ten sind die en t sp rechenden Werte: 
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Ergebnisse der Varianzanalyse: 
M S Q S zw. Clus tern (Clus ter MS in SPSS X) ist die mi t t le re S t reuungs -
q u a d r a t s u m m e zwischen den Clus te rn , die sich du rch Divis ion der 
S t r e u u n g s q u a d r a t s u m m e mit den Fre ihe i t sgraden ergibt . Sie gibt die He-
terogeni tä t zwischen den Clus tern an . D ie A n z a h l der Fre ihe i t sgrade von 
M S Q S zw. Clus tern ist i m m e r gleich der A n z a h l der Cluster m i n u s 1. D ie 
mi t t l e re S t r e u u n g s q u a d r a t s u m m e i n n e r h a l b der Cluster ( M S Q S in. Clu-
ster, E r r o r MS in S P S S X ) mißt dagegen die Hete rogeni tä t zwischen den 
Clus te rn . Den F Wert e rhä l t m a n du rch die Divis ion von MSQS zw. Clu-
stern mit MSQS in. Cluster . U n t e r der H 0 - H y p o t h e s e , daß alle C lus te rmi t -
te lwer te identisch sind, und der A n n a h m e , daß alle Klass i f ikat ionsobjekte 
Real is ierungen e iner Norma lve r t e i l ung dars te l len, besitzt F e ine F V e r t e i -
lung mit Df l und Df2 Fre ihe i t sgraden . De r Wert P R O B gibt n u n an , mit 
welchem Feh le r diese H 0 - H y p o t h e s e verworfen werden kann . In dem Bei-
spiel der familialen Hausha l t sda ten un te r sche iden sich die Clus ter aus-
schl ießl ich durch die Klass i f ika t ionsmerkmale A K E R N F und AVERW. 
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8. Lösungen der Übungsaufgaben 
l - a ) quan t i t a t iv , b ) n o m i n a l , c ) o rd ina l u n d d ) quan t i t a t iv 
2) S t r u k t u r der Ausgangsda ten (f ikt ive Ausp rägungen ) : 
S t r u k t u r de r Klass i f ika t ionsda tenmat r ix : 
SPSS X P r o g r a m m : 
TITLE »Aggregation der Datei V.DAT über die Berufe« 
COMMENT 
COMMENT Definition und Einlesen der Datei 
COMMENT 
FILE HANDLE VDAT / NAME - »V.DAT« 
GET FILE - VDAT 
COMMENT 
COMMENT Definition der Dummy Variablen für Einkommen 
COMMENT 
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COMPUTE DEINKl -= 0 
COMPUTE DEINK2 - 0 
COMPUTE DEINK3 « 0 
COMPUTE DEINK4 - 0 
COMMENT 
COMMENT Wertzuweisung zu den Dummies: 
COMMENT DEINK(i) « 1, wenn EINK - i 
COMMENT 
IF (EINK EQ 1) DEINKl « 1 
IF (EINK EQ 2) DEINK2 - 1 
IF (EINK EQ 3) DEINK3 - 1 
IF (EINK EQ 4) DEINK4 - 1 
COMMENT 
COMMENT Definition des Ergebnisfiles AVZ.DAT für 
COMMENT Aggregationsergebnisse 
COMMENT 
FILE HANDLE - AVZDAT / NAME - »AVZ.DAT« 
COMMENT 
COMMENT Beginn der Aggregation 
COMMENT 
AGGREGATE OUTFILE - AVZDAT 
/BREAK « BERUF 
/AEINK1 ,AEINK2,AEINK3,AEINK4,AWFL -
MEAN(DEINK 1 ,DEINK2,DEINK3,DEINK4,WFL) 
3-a ) n icht zulässig, da Fami l i ens tand n o m i n a l e s Meßn iveau besi tzt . 
b) Aussage ist falsch, da sich z.B. die U n ä h n l i c h k e i t zwischen zwei 
Klass i f ikat ionsobjekten in n o m i n a l e n Klass i f ika t ionsmerkmalen 
mit un te r sch ied l ichen Ausprägungen mit Hilfe der City Block-
met r ik p r o b l e m l o s be rechnen läßt (vgl. Abschni t t 2.4.4). Vergleich-
barkei t ist in diesem Fall i m m e r gegeben, da die Ci ty-Blockmetr ik 
i m m e r Werte von 1 oder 0 a n n i m m t . 
4 - a ) Verschmelzungsschema für den Comple te- u n d Single- L inkagc : 
Auf der G r u n d l a g e des Verschmelzungsschemas k ö n n e n die Den-
drogram me leicht konst ruier t werden . 
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b) ne in , da F a m i l i e n s t a n d u n d Gesch lech t n o m i n a l e Klass i f ikat ions 
m e r k m a l e dars te l len . 
c) z.B. bei e iner Klassif ikat ion von Ar ten oder evo lu t ionä ren En t 
Wicklungen (s. J a r d i n e Sc Sibson 1971: 127 166). 
5-a) CITY(1 ,2) = 9 + 10 + 15 + 14 = 48 
E U C L I D ( 1 , 2 ) = ( 9 2 + 10 2 + 15 2 + 1 4 2 ) 1 / 2 = 24.5 
C O S I N U S ( l , 2 ) = (10.1 + 2 4 . 2 + 1 8 . 3 + 1 6 . 2 ) / 
( ( 1 0 2 + 1 2 2 + 1 8 2 + 1 6 2 ) ( l 2 + 2 2 + 3 2 + 2 2 ) ) 1 / 2 = 
120 / 8 2 4 . 1 8 ) 1 7 2 = .985 
P O W E R ( 1,2/3,1) = ( 9 3 + 10 3 + 15 3 + 14 3 ) - 7848 
b ) z.B. w e n n G ü t e r au fg rund ih re r re la t iven P re i s s chwankungen klas 
sifiziert w e r d e n sol len. 
c) ne in . Es gilt zwar für s t andard i s i e r t e Klass i f ika t ionsobjekte : 
Bei n i ch t s t anda rd i s i e r t en Klass i f ika t ionsobjekten dagegen wird 
i.d.R. u n d ungle ich 1 sein u n d die Ident i tä t gilt desha lb 
n ich t . 
6 -a ) M e r k m a l s a u s p r ä g u n g e n für Ante i l swer te : 
*) genauer Wert = .375 
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Merkma l sausp rägungen nach Mi t te lwer tzen t r ie rung: 
Die Mi t t e lwer tzen t r i e rung bewirk t also - wie die B e r e c h n u n g der 
Ante i l swer te - d a ß die absolute H ö h e der Klass i f ikat ionsobjekte in 
den Klass i f ika t ionsmerkmalen e l iminier t wird. Al le rd ings führen 
beide Ope ra t i onen zu untersch ied l ichen U n ä h n l i c h k e i t s m a ß e n . 
Betrachten wir z.B. die Ci ty-Blockmetr ik zwischen dem Klassifi-
ka t ionsobjekt 1 und 2, so beträgt diese 0.0 für die Ante i l swer te und 
2.0 bei e iner Mi t te lwer tzen t r ie rung . 
Zwischen beiden Opera t ionen besteht folgende Beziehung: Die 
Ante i l swer te sollen mit beze ichnet werden (m = 
Anzah l der Klass i f ika t ionsmerkmale , = Mit te lwert des Klas-
s i f ikat ionsobjektes i in den Klass i f ika t ionsmerkmalen) , die mittel-
wer tzen t r ie r ten Beobachtungen mi t 1 Es gilt n u n : 
SPSS X P r o g r a m m für Mi t te lwer tzen t r i e rung : 
TITLE »Mittelwertzemrierung der Kl .Objekte« 
COMMENT 
COMMENT Definition und Einlesen der Daten 
COMMENT 
FILE HANDLE AFAMD / NAME -= »AFAM.DAT« 
GET FILE « AFAMD 
COMMENT 
COMMENT Berechnen der Mittelwerte der Kl.objekte 
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COMMENT mit der Funktion MEAN 
COMMENT 
COMPUTE MKORJ -MEAN(AKERNF,AVERW,AINW,AGESIN) 
COMMENT 
COMMENT Durchführen der Mittelwertzentrierung 
COMMENT 
COMPUTE ZKERNF - AKERNF MKOBJ 
COMPUTE ZVERW = AVERW MKOBJ 
COMPUTE ZINW - AINW MKOBJ 
COMPUTE ZGES1N - AGES1N MKOBJ 
COMMENT 
COMMENT Ende der Mittelwertzentrierung, es können 
COMMENT weitere SPSS X Befehle folgen 
COMMENT 
7) SPSS X P r o g r a m m : 
TITLE »Lösung der Übungsaufgabe 7« 
COMMENT 
COMMENT Definiton und Einlesen der Daten 
COMMENT 
FILE HANDLE PDAT / NAME - »P.DAT« 
GET FILE - PDAT 
COMMENT 
COMMENT Rekodierung des Kl.merkmales REL, damit 
COMMENT einheitlicher Zahlenbereich 
COMMENT 
RECODE REL (9 = 4) 
COMMENT 
COMMENT Das Kl.merkmal REL wird in nominale Dummies 
COMMENT aufgelöst und mit 1/2 gewichtet, damit ein 
COMMENT heitlicher Wertebereich der City Block 
COMMENT metrik mit ordinalen Kl.merkmalen 
COMMENT (s. Distanzmaß von Gower). 
COMMENT 
DO REPEAT DREL - DREL1 TO DREL4/WERT = 1 TO 4 
COMPUTE DREL= 0 
IF (REL EQ WERT) DREL - 1/2 
END REPEAT 
COMMENT 
COMMENT Das Kl.merkmal GRUND wird in ordinale Dummies 
COMMENT aufgelöst und mit 1/3 gewichtet (3 = Anzahl 
COMMENT der Ausprägungen minus 1 ). 
COMMENT 
DO REPEAT DGRUND = DGRUND1 TO DGRUND2/WERT= 1 TO 4 
COMPUTE DGRUND = 0 
IF (GRUND GE WERT) D G R U N D = 1/3 
END REPEAT 
COMMENT 
COMMENT Das Kl.merkmal HERK wird in ordinale Dummies 
COMMENT aufgelöst und mit 1/2 gewichtet (2 •= Anzahl der 
COMMENT Ausprägungen minus 1). 
159 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
COMMENT 
DO REPEAT DHERK - DHERK1 TO DHERK3/WERT - 1 TO 3 
COMPUTE D H E R K - 0 
IF (HERK GE WERT) D H E R K - 1/2 
END REPEAT 
COMMENT 
COMMENT Ende der Übungsaufgabe, es können weitere 
COMMENT SPSS X Befehle folgen. 
COMMENT 
Bedeu tung der neuen Klass i f ika t ionsmerkmale : 
AALT - durchschnittliches Alter je Beruf 
AREL1 - Anteil röm.kath. Personen je Beruf 
AREL2 - Anteil evang. Personen je Beruf 
AREL3 - Anteil jüd. Personen je Beruf 
DHERK 1 — kumulierter gewichteter Anteil von Einheimischen je Beruf 
DHERK2 — kumulierter gewichteter Anteil von Einheimischen und 
Nahwanderer je Beruf 
DHERK3 — kumulierter gewichteter Anteil von Einheimischen, Nah 
und Fernwanderer je Beruf 
DGRUND1 - kumulierter gewichteter Anteil von Grundbebesitz von 0 
bis unter 1 ha je Beruf 
DGRUND2 — kumulierter gewichteter Anteil von Grundbesitz von 0 bis 
unter 2 ha je Beruf 
DGRUND3 — kumulierter gewichteter Anteil von Grundbesitz von 0 bis 
unter 5 ha je Beruf 
DGRUND4 — kumulierter gewichteter Anteil von Grundbesitz von 0 bis 
über 5 ha je Beruf 
Die reproduz ie r t en U n ä h n l i c h k e i t s m a t r i z e n sind: 
Die Mat r ixkor re l a t ion beträgt folglich: 
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Il) 1. Programm: 
TITLE -ÜBUNGSAUFGABE 11« 
COMMENT 
COMMENT Definition und Einlesen der Ausgangsdaten 
COMMENT 
FILE HANDLE F DAT / NAME - F. DAT 
GET FILE = FD AT 
COMMENT 
COMMENT Rekodierung des Kl.merkmales REL, damit 
COMMENT durchgehender Wertebereich 
COMMENT 
RECODE REL<9=4) 
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COMMENT 
COMMENT Auflösung von REL in Dummies 
COMMENT 
DO REPEAT DREL - DREL1 TO DREL4 / WERT - 1 TO 4 
COMPUTE DREL - 0 
IF (REL EQ WERT) DREL = 1 
END REPEAT 
COMMENT 
COMMENT Auflösung von FAMST in Dummies 
COMMENT 
DO REPEAT DFAM - DFAM1 TO DFAM4 / WERT - 1 TO 4 
COMPUTE DFAM - 0 
IF (FAMST EQ WERT) DFAM = 1 
END REPEAT 
COMMENT 
COMMENT Berechnen der 3 Clusterlösungen. 
COMMENT Die Ergebnisse werden in den Variablen C3 und 
COMMENT S3 zwischengespeichert 
COMMENT 
CLUSTER DREL1, DREL2, DREL3, DREL4, AFAM1, AFAM2, AFAM3, 
AFAM4 
/MEASURE - BLOCK 
/METHOD = COMPLETE (C) SINGLE (S) 
/PLOT = NONE 
/PRINT = NONE 
/SAVE - CLUSTERS) 
COMMENT 
COMMENT Abspeichern der Ergebnisse des Complete Linkage auf 
COMMENT die Datei C.DAT 
COMMENT 
FILE HANDLE = CD AT / NAME = » C D AT« 
AGGREGATE OUTF1LE = CD AT 
/BREAK = C3 
/AREL1,AREL2,AREL3,AREL4,AFAM1, AFAM2, AFAM3, 
AFAM4 -
MEAN(DREL1 ,DREL2,DREL3,DREL4, DFAM 1, DFAM2, 
DFAM3, DFAM4) 
COMMENT 
COMMENT Abspeichern der Ergehnisse des Single auf die 
COMMENT Datei S.DAT, die Ausprägungen von S3 werden 
COMMENT zuvor rekodiert. 
COMMENT 
RECODE S3 (1 = 4) (2=5) (3=6) 
FILE HANDLE = S DAT / NAME = »S.DAT« 
AGGREGATE OUTFILE = S DAT 
/BREAK = S3 
/AREL1 ,AREL2,AREL3,AREL4,AFAM 1, AFAM2, AFAM3, 
AFAM4 = 
MEAN(DREL1,DREL2,DREL3,DREL4,DFAM1, DFAM2, 
DFAM3, DFAM4) 
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2. Programm: 
TITLE »Übungsaufgabe 11, 2.Teil« 
COMMENT 
COMMENT Definition der Eingabefiles 
COMMENT 
FILE HANDLE CDAT / NAME « »CDAT« 
FILE HANDLE SDAT / NAME - »S.DAT« 
COMMENT 
COMMENT Aneinanderfügen der Files 
COMMENT 
ADD FILES FILE - CDAT / RENAME «= (C3 - S3) 
/F ILE - SDAT 
COMMENT 
COMMENT Berechnen der City-Blockmetrik zwischen 
COMMENT den Clusterlösungen in der Prozedur CLUSTER 
COMMENT 
CLUSTER AREL1,AREL2,AREL3,AREL4, AFAM1, AFAM2, AFAM3, 
AFAM4 
/MEASURE - BLOCK 
/PRINT * DISTANCE 
/PLOT - NONE 
TITLE »Übungsaufgabe 12« COMMENT 
COMMENT Definition und Einlesen der Datei FDAT 
COMMENT 
FILE HANDLE FDAT / NAME - »F.DAT« 
GET FILE = FDAT 
COMMENT 
COMMENT Rekodierung von REL, damit einheitlicher 
COMMENT Wen ebereich 
COMMENT 
RECODE REL (9=4) 
COMMENT 
COMMENT Berechnen einer gleichvert. Zufallsvariablen 
COMMENT 
COMPUTE FEHLER - UNIFORM(IOO) 
COMMENT 
COMMENT Berechnen der Dummy-Variablen FEHLK (0=kein 
COMMENT Fehler, 1= Fehler) 
COMMENT 
IF (FEHLER LE 10.0) FEHLK = 1 
COMMENT 
COMMENT Berechnen einerneuen gleichvert. Zufallszahl 
COMMENT zur Bestimmung der Kategorie, zu dem falsch 
COMMENT zugeordnet wird 
COMMENT 
COMPUTE FEHLER = UNIFORM(IOO) 
COMMENT 
COMMENT Bestimmung des Fehlers ( 0 bis 33% - 1, 33 bis 
COMMENT 67% = 2 und 67 bis 100% = 3) 
COMMENT 
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IF (FEHLER LE 33) A A = 1 
IF (FEHLER GT 33 AND FEHLER LE 67) A A - 2 
IF (FEHLER GT 67) AA « 3 
COMMENT 
COMMENT Rekodierung von AA, wenn REL= 1, dann soll AA-= 1 
COMMENT zu AA = 4 werden, usw. 
COMMENT 
IF (FEHLK EQ 1 AND REL EQ 1 AND AA EQ 1) A A - 4 
IF (FEHLK EQ 1 AND REL EQ 2 AND AA EQ 2) A A - 4 
IF (FEHLK EQ 1 AND REL EQ 3 AND AA EQ 3) A A - 4 
COMMENT 
COMMENT AA wird gleich REL gesetzt, falls kein Fehler 
COMMENT auftritt 
COMMENT 
IF (FEHLK EQ 0) A A - R E L 
COMMENT 
COMMENT Zuweisung der fehlerhaften bzw. gültigen Ausprägung zu 
COMMENT REL 
COMMENT 
COMPUTE R E L - A A 
COMMENT 
COMMENT Für das Klassifikationsmerkmal FAMST wird 
COMMENT analog verfahren 
COMMENT 
13-a) siehe Text 
b) TITLE »Übungsaufgabe 13b« 
COMMENT Definition und Einlesen der Daten 
COMMENT 
FILE HANDLE FDAT / NAME - »F.DAT« 
GET FILE FDAT 
COMMENT 
COMMENT Auflösung der Kl.merkmale in Dummies 
COMMENT 
RECODE REL (9 = 4) 
DO REPEAT DREL = DREL1 TO DREL4 / WERT = 1 TO 4 
COMPUTE DREL = 0 
IF (REL EQ WERT) DREL = 1 
END REPEAT 
DO REPEAT DFAM = DFAM1 TO DFAM4 / WERT = 1 TO 4 
COMPUTE DFAM = 0 
IF (FAMST EQ WERT) DFAM = 1 
END REPEAT 
COMMENT 
COMMENT Durchführen der Clusteranalyse und 
COMMENT Zwischenspeichern der Ergebnisse 
COMMENT 
CLUSTER DREL1 ,DREL2,DREL3.DREL4, AFAM1, AFAM2, AFAM3, 
AFAM4 
/MEASURE = BLOCK 
/METHOD - COMPLETE (C) 
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/PRINT - NONE 
/PLOT - NONE 
/SAVE - CLUSTER (4) 
COMMENT 
COMMENT Durchführen der Diskriminanzanalyse, in diese 
COMMENT dürfen nicht alle Dummy Variablen aufgenommen 
COMMENT werden, da sonst lineare Abhängigkeiten ent-
COMMENT stehen. Die Anzahl der Dummies eines Kl.merk-
COMMENT males, die in die Diskriminanzanalyse einbe-
COMMENT zogen werden können, ist Anz. d. Dummies 1 
COMMENT 
DISCRIMINANT GROUPS - C4(l,4) 
/VARIABLES - DREL1, DREL2, DREL3, DFAM1, DFAM2, 
DFAM3 
/ M E T H O D « DIRECT 
/PRIORS - [Zahlenwerte] 
/STATISTICS - ALL 
c) Bei d e r B e r e c h n u n g der A n z a h l der D i s k r i m i n a n z f u n k t i o n e n s ind 
die in die Ana lyse e inbezogenen D u m m i e s ( u n d n ich t die A n z a h l 
der u r s p r ü n g l i c h e n Klass i f ika t ionsmerkmale ) en t sche idend . Folg-
lich gibt es in 13b drei D i s k r i m i n a n z f u n k t i o n e n (Anzah l de r 
G r u p p e n - 1), da die A n z a h l der D u m m i e s g r ö ß e r 3 ist. 
14-a) R e c h e n s c h e m a zur B e r e c h n u n g der Ci ty-Blockmetr ik bei fehlen-
den Wer ten : 
Paare Absolute Differnz in Resk. 
AKERNF ÄVERW Anw AGESIN s faktor CITY 
HH1,HH2 2 3 * 3 8 4/3 10.7 
HH1,HH3 4 * 0 3 7 4/3 9.3 
HH1,HH4 2 2 0 * 4 4/3 5.3 
HH1,HH5 2 0 0 3 5 4/4 5.0 
HH2,HH3 2 * 0 2 4/2 4.0 
HH2,HH4 0 1 * 1 4/2 2.0 
HH2,HH5 0 3 * 0 3 4/3 4.0 
HH3,HH4 2 * 0 * 2 4/2 2.0 
HH3,HH5 2 * 0 0 2 4/3 2.7 
HH4,HH5 0 2 0 * 3 4/3 4.0 
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b) ne in , da kein g e m e i n s a m e s M e ß m o d e l l 
c) Der Mit te lwer t M X 1 ist in diesem Fall n ich t definiert und erhäl t 
SPSS-X in te rn den feh lenden Wert SYSMIS . Dieser Wert wird in 
den folgenden C O M P U T E - A n w e i s u n g e n auch den K l a s s i f i k a t i o n 
m e r k m a l e n X I , X2 und X3 zugewiesen. 
15-a) D u r c h die Anwe i sung C O M P U T E S1GMA1 = wert wird der Va 
r iablen S I G M A 1 die S t anda rdabwe i ch ung von XI zugewiesen, 
durch die A n w e i s u n g C O M P U T E S I G M A 2 - wert der Variablen 
S I G M A 2 die S t anda rdabwe ichungen von X2, usw. 
In den ansch l i eßenden C O M P U T E A n w e i s u n g e n werden die Klas 
s i f ika t ionsmerkmale va r i anznormal i s i e r t . 
b ) Wir wol len zunächs t zeigen, d a ß die Var i anznorma l i s i e rung u n d 
^ T r a n s f o r m a t i o n bei der Ci tv-Rlockmetr ik zu ident ischen Ergeb 
nissen führ t . Seien d ie va r i anznormal i s i e r t en Merk 
mal sausprägungen und die Z t r a n s f o r m i e r t e n 
M e r k m a l s a u s p r ä g u n g e n , dann ist: 
Aus dieser Ident i tä t folgt u n m i t t e l b a r die Behaup tung . 
F ü r den Cos inus dagegen führen be ide Opera t ionen zu u n t e r 
schiedl ichen Ergebnissen: Gegeben seien z.B. die beiden Klassifi-
k a t i o n s m e r k m a l e XI und X2 mit den Mit te lwer ten - 0 u n d [i2 
= 1 u n d den S t anda rdabwe ichungen o, = 1.0 und = 2.0 u n d 
die beiden Klass i f ika t ionsmerkmale 1 und 2 mit den Ausp rägun-
gen u n d Fü r die v a r i a n z n o r -
mal is ier ten Klass i f ika t ionsmerkmale beträgt der Cos inus 0.53 und 
für die Z t r a n s f o r m i e r t e n -1 .0 . Die B e h a u p t u n g gilt somit n ich t 
a l lgemein . 
16-a) quan t i t a t iv , da ansons ten keine gewichte te S u m m e n b i l d u n g ( = Be 
r e c h n u n g von L i n e a r k o m b i n a t i o n e n ) möglich ist. 
b) 1.Eigenwert - . 4 5 2 + .88 2 + .77 2 + .13 : ' + . 2 3 2 + .12 2 = 1.64 (27%), 
2 .Eigenwert - . 3 3 2 + .20 2 + ( - . 2 3 ) 2 + .69 2 + . 6 0 2 + .72 2 = 1.56 (26%) 
c) Als G e w i c h t e k ö n n e n u n m i t t e l b a r die Eigenvektoren ve rwende t 
werden . Das en t sp rechende SPSS-X P rog ramm ist: 
TITLE »Übungsaufgabe 16« 
COMMENT 
COMMENT Definition und Einlesen der Daten 
COMMENT 
FILE HANDLE AFAMD / NAME - »AFAM.DAT« 
166 
Historical Social Research, Vol. 14 — 1989 — No. 2, 6-167
GET FILE - AFAMD 
COMMENT 
COMMENT Berechnen der 1. Hauptkomponente (Werte aus Tabelle 4.2-5) 
COMMENT 
COMPUTE Hl -= -.77*AKERNf + 73*AVERW + 31*AINW 
.13*AGESIN 
COMMENT 
COMMENT Berechnen der 2. Hauptkomponente 
COMMENT 
COMPUTE H2 « .02*AKERNF 13*AVERW + .69*AINW 
.76*AGESIN 
COMMENT 
COMMENT Berechnen der 3. Hauptkomponente 
COMMENT 
COMPUTE H3 - -.02*AKERNF -I- 35*AVERW 63*AINW + 
.62*AGESIN 
COMMENT 
COMMENT Berechnen der 4. Hauptkomponente 
COMMENT 
COMPUTE H4 « 64*AKERNF + .57*AVERW + .19*AINW -
.09*AGESIN 
17-a) 1(1/1 + 2) = .50*log 2 (0 .50/ .50) + .30*log 2 ( .30/ .40) 
+ .20*log 2 ( .20/1 .10) « .383 
1(2/1 + 2) = .00*log 2 ( .00/ .50) + .10*log 2 ( .10/ .40) 
+ .90*log 2 ( .90/1.10) = .540 
1(1,2) = ( 1 ( 1 / 1 + 2 ) + 1 ( 2 / 1 + 2 ) ) /2 = .46 
b ) R e c h e n s c h e m a zur B e r e c h n u n g des D i s t a n z m a ß e s von G o w e r : 
Al A2 A3 Bl B2 B3 Cl C2 C3 C4 XI X2 
1 1 0 0 1 0 0 1 0 0 0 3 5 
2 0 0 1 1 0 0 1 1 1 1 5 6 
abs. 
Differenz. 2 0 3 2 1 
Gewichte 1/2 1/2 1/3 1/5 1/7 
gew. abs. 
Differenz 1 0 1 .4 .14 
G O W E R ( l , 2 ) = 1 + 0 + 1 + . 4 + .14 = 2.54 
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