Previous research has demonstrated that running in a rotating wheel functions as a reinforcer for leverpressing in rats. In these studies, the pattern of responding was similar to the pattern of responding maintained by consummatory reinforcers, such as food and water. The present study investigated quantitative features of responding maintained by running. In previous experiments in which responses were reinforced according to variable-interval (VI) schedules and food and water served as the reinforcer, the equation for a rectangular hyperbola described the relationship between response rate and reinforcement rate. This experiment tested whether this quantitative regularity also applies to leverpressing maintained by the opportunity to run in a wheel. Fourteen male Wistar rats responded on levers for the opportunity to run. In each session, subjects were exposed to a series of VI schedules. An opportunity to run for 60 sec was the reinforcing consequence. Results showed that response rate was a negatively accelerated function of reinforcement rate, and the relationship between these two variables was described well by the equation for a rectangular hyperbola. To further test the similarity between running and consummatory reinforcers, the response requirement and access were manipulated. In previous experiments with food and water, these types of manipulations differentially changed the two parameters of the hyperbola. A similar pattern of results was obtained with wheel running. Thus, the equation appears to apply to running about as well as it does to consummatory reinforcers.
reasoned that "if running has the properties of a conventional reinforcer it should generate typical schedule effects" (p. 155). To test this idea, Collier and Hirsch exposed rats to a series of fixed-ratio reinforcement schedules with opportunity to run as the reinforcing consequence. The pattern of responding across the series of schedules was characteristic of that maintained by fixed-ratio schedules with food or water as the reinforcer. Recently, Iversen (1993) has demonstrated that running as a reinforcing consequence produces schedule effects typical of ratio and interval schedules of food reinforcement. The present study extended the investigation of the reinforcing properties of running. Previous research has shown that on variable-interval (VI) schedules, the relationship between response rate and reinforcement rate is described by the equation for a rectangular hyperbola. This experiment tested whether this quantitative model would apply when running was the reinforcer. Herrnstein (1970) first proposed the application of a rectangular hyperbola model to describe a responsereinforcer relation. He used the notation: where B 1 is response rate, R 1 is reinforcement rate, and k and R e are fitted parameters. In experiments with food or water as the reinforcer, this equation typically accounts for about 90% of the variance in response rates (e.g., Williams, 1988) , and the parameters, k and R e , are differentially affected by experimental manipulations (Heyman & Monaghan, 1987) .
In the numerator, the parameter k provides an estimate of the asymptotic response rate. In experiments, changes in the response requirement affected its magnitude. For example, the value of k decreases when the response manipulandum is changed from a key to a treadle (McSweeney, 1978) or when the force required to make a response is increased (Heyman & Monaghan, 1987) . These results suggest that k measures motoric components of reinforced behavior. In support of this idea, Porter and Villaneuva (1988) found that response duration was correlated with the value of k.
In the denominator, R e is an estimate of the rate of reinforcement that maintains a one-half asymptotic response rate. For instance, inspection of Equation 1 shows that if the response rate is set to a value of k/2, reinforcement rate (R) must be equal to R e . In experiments, R e has varied with changes in deprivation, reinforcer quality, and reinforcement magnitude (Bradshaw, Ruddle, & Szabadi, 1981; Bradshaw, Szabadi, & Bevan, 1978; Bradshaw, Szabadi, Ruddle, & Pears, 1983; Conrad & Sidman, 1956; Guttman, 1954; Hamilton, Stellar, & Hart, 1985; Heyman & Monaghan, 1987; Kraeling, 1961; de Villiers & Herrnstein, 1976, analyzed results from studies prior to 1976). For example, the value of R e decreases when the body weight of subjects responding for sucrose reinforcement is decreased or when the concentration of sucrose reinforcement is increased (Heyman & Monaghan, 1994) . These results are consistent with the interpretation that R e measures the efficacy of the reinforcer maintaining behavior.
Research on Equation 1 and related forms has been conducted under a wide range of conditions. For instance, the settings have been outside the laboratory (e.g., Baum, 1974) as well as in the laboratory; the subjects have been humans (see, e.g., Bradshaw, Szabadi, & Bevan, 1976) as well as rats and pigeons; and the reinforcers have included money (Bradshaw et al., 1976 ) and brain stimulation (Hamilton et al., 1985) as well as food and water. However, to our knowledge, this is the first evaluation of Equation 1 in which the reinforcer has consisted of motor activity.
METHOD Subjects
From an initial group of 21 male Wistar rats, 14 were selected on the basis of their running rates. These subjects were approximately 75 days old at the beginning of the experiment and were maintained at approximately 80% of their free-feeding body weights throughout the experiment.
Apparatus
The apparatus consisted of four running wheels in soundproof shells. Each wheel was 35.5 cm in diameter, and the front of each wheel was made of Plexiglas. A solenoid-operated brake was attached to the base of each wheel. When the solenoid was operated, a rubber tip attached to a metal shaft contacted the wheel and caused the wheel to stop gradually. A retractable lever was mounted at the opening of each wheel so that the lever would protrude into the wheel chamber when extended. A 24-V dc light was mounted on each side of the frame of the wheel to illuminate the interior of the wheel and the area of the lever.
Control of experimental events and the recording of data were handled by Digital PDP-8A and PDP-11 computers in an adjacent room.
Procedure
Training and baseline. Initially, 21 rats were given free access to a running wheel for 30 min each day and the number of wheel revolutions was recorded. From this group of 21 rats, the 14 most active runners were selected as subjects. The subjects were then shaped to press a lever in a standard operant conditioning chamber. Each leverpress produced 0.1 ml of 10% sucrose solution. When the subjects reliably pressed the lever, the schedule of reinforcement was shifted from a continuous reinforcement (CRF) schedule to a VI 10-sec schedule.
Throughout the period of lever training, subjects continued to run in wheels for 30-min sessions. When leverpressing for sucrose solution appeared stable, it was discontinued. At this time, the retractable lever in the wheel chamber was made operative and the opportunity to run for 60 sec made contingent on a single leverpress. A session consisted of 50 opportunities to run.
Each session was then divided into five components with 10 reinforcements in each component. Between components, there was a 2-min time-out period. During this period, the wheel was braked, the lever was retracted, and the lights at the side of the wheel were extinguished.
Training the subjects to respond on VI schedules for running proceeded through the following steps. A CRF schedule was in effect in each component for 3 days; then the schedule in each component was changed to a variable-ratio five-response schedule. After 4 days, the schedule in each component was changed to a VI schedule. With the change from a response-to a time-based reinforcement requirement, the operation of the schedule was modified so that a reinforcement interval did not start elapsing until the first response was made. Thus, after the termination of a reinforcement, a new interval was selected but did not begin to elapse until the first leverpress.
The initial sequence of VI schedules for the five components was 15, 7.5, 5, 7.5, and 15 sec. Different discriminative stimuli were not present during the five components (see Heyman, 1992) . Over the following 15 days, VI 30-sec and VI 60-sec schedules were introduced to arrive at the final sequence of VI schedules in the baseline condition: 60, 15, 5, 7.5, and 30 sec. The programmed interreinforcement intervals for the reinforcement schedules approximated an exponential distribution (Fleshler & Hoffman, 1962) . Leverpresses and time were recorded for each interval. Revolutions were counted for each reinforcement.
Performance during the baseline condition was judged stable when the following criteria were met. First, the k and Re values over the last 5 consecutive days could be neither the highest nor the lowest for the condition. Second, there could be no monotonic trend in the k and Re values over the last 3 days. Wilkinson's (1961) method of estimating the parameters of a hyperbolic function was used to generate k and Re values used for stability judgments. Criteria for stability were applied after 20 sessions, to allow time for response rates to differentiate across the different VI schedules.
Lever weight condition. Following the establishment of a stable baseline, a 26-g weight was attached to the retractable lever for 2 successive days. After this manipulation, subjects were returned to the baseline condition for 5 days.
Locked wheel condition. In the final treatment, subjects were placed in braked wheels for 45 min prior to the beginning of a session. During this braked wheel period, the wheel chamber was illuminated and the lever was retracted. This locked wheel condition was implemented for 2 successive days.
RESULTS
Figure 1 presents hyperbolic curves for the relationship between response and reinforcement rates and the associated k and R e values in the baseline condition for each subject. Response and reinforcement rates were averaged over the five sessions used in the judgment of stability. Asymptotic levels of responding (k) ranged from 41 to 97 responses per minute, with a mean of 65 responses per minute. Estimates of R e varied from 55 to 187 reinforcers per hour, with a mean of 99 reinforcers per hour. It is important to note that the metric in which R e is given is the rate of wheel-running reinforcement per hour, excluding time spent running. In other words, the abscissa represents the rate of opportunities to run per hour not inclusive of consumption time. Finally, estimates of percentage of variance accounted for ranged from 78% to 99% with a mean value of 93%. Table 1 lists estimates of k and R e , statistics, leverpresses, and wheel revolutions in the standard and added lever weight conditions. Response rates, reinforcement rates, leverpresses, and revolutions were averaged over the two sessions prior to the addition of the weight and over the two sessions with the weight on the lever. Rat 19 failed to complete the sessions during which the weight was added to the lever. Table 1 shows that the remaining 13 subjects had a lower value of k in the added weight condition. Figure 2 shows changes in the average values of k and Re when the weight was added to the lever. Average values of k in the standard and added weight conditions were 61 and 37 responses per minute, while the average values of Re were 93 and 92 reinforcers per hour. Thus, the asymptotic level of responding decreased by 24 responses per minute (t ϭ 8.67, p Ͻ .001) while Re remained unchanged (t ϭ 0.11, p ϭ .91). Figure 3 shows the average number of leverpresses and revolutions in the standard and added weight conditions. Average leverpresses in these two conditions were 672 and 438, respectively. Table 1 shows that all subjects pressed the lever less when the force requirement was increased. In contrast, average revolutions for the two conditions were 1,710 and 1,720, respectively. Thus, increasing the force required for an effective response decreased the instrumental behavior (t ϭ 11.81, p Ͻ .001), while the consequential behavior remained unchanged (t ϭ 0.24, p ϭ .81). Figure 4 shows mean revolutions across components in the standard and added weight conditions. In both conditions, average revolutions increased throughout the session. For the standard lever weight condition, the mean number of revolutions increased by 101 revolutions from 284 in the first component to 385 in the last component. For the added weight condition, mean revolutions increased by 92 revolutions from 290 in the first component to 382 in the last component. Recall that the duration of opportunities to run was equivalent across components; therefore, these increases in revolutions represent increases in running rate. Paired t test comparisons revealed that for both conditions, the increases in revolutions were significant (t ϭ 5.0, p Ͻ .001; t ϭ 6.0, p Ͻ .001). Table 2 lists estimates of k and R e , statistics, leverpresses, and wheel revolutions for each subject in the baseline and locked wheel conditions. Response rates, reinforcement rates, leverpresses, and revolutions were averaged over the two sessions prior to the locked wheel condition and over the two sessions of the locked wheel condition. Inspection of Table 2 shows that in 11 out of 14 subjects, values of R e were lower in the locked wheel condition. Figure 5 shows the average values of k and R e in the baseline and locked wheel conditions. In both conditions, the average value of k was 57 responses per minute. In contrast, the average values of R e in the baseline and locked wheel conditions were 73 and 51 reinforcers per hour, respectively. Thus, further restriction of activity level increased motivation for wheel running as indexed by the decline in Re (t ϭ 2.59, p Ͻ .05), while the asymptotic level of responding (k) remained unchanged (t ϭ 0.10, p ϭ .93).
Average leverpresses and revolutions in the baseline and locked wheel conditions are presented in Figure 6 . The average number of presses in these two conditions were 685 and 797, respectively. Table 2 shows that leverpresses were higher in the locked wheel condition for all but 1 subject. Average revolutions for the two conditions were 1,611 and 1,803, respectively. As before, all subjects, save one, showed increased running in the locked wheel condition. Thus, further restriction of activity increased both the instrumental behavior (t ϭ 4.69, p Ͻ .001) and the consequential behavior (t ϭ 3.29, p Ͻ .01). Figure 7 shows mean revolutions across components in the baseline and locked wheel conditions. In the baseline condition, mean revolutions increased by 102 revolutions from 269 in the first component to 371 in the last component. In the locked wheel condition, mean revolutions increased by 47 revolutions from 334 in the first component to 381 in the last component. Within each condition, increases in revolutions from the first to the last component were significant (t ϭ 5.7, p Ͻ .001; t ϭ 2.7, p Ͻ .05). Between conditions, the locked wheel manipulation increased revolutions over baseline levels in the early (e.g., first component, t ϭ 3.4, p Ͻ .01), but not the later components.
DISCUSSION
The results from the present study extend the application of Equation 1 to the study of the reinforcing properties of wheel running in rats. When the opportunity to run was arranged on different VI schedules of reinforcement, the response rates were a negatively accelerated monotonic function of the obtained rates of reinforcement. The relationship between response and reinforcement rates across a series of VI schedules was described well by the hyperbolic matching equation.
The interpretation of the k parameter in the equation as an index of the motor component of a reinforced response was supported by altering the force required to make a response. Previous studies Hamilton et al., 1985; Heyman & Monaghan, 1987) have shown that manipulating the force required to make a response by varying lever weight decreases the value of k while R e remains relatively stable. Food, brain stimulation, and water functioned as reinforcers in these studies. The results of the present study are consistent with previous findings. Increasing the force required to make a response produced a systematic decline in the value of k while the value of R e showed no systematic change. This finding supports the interpretation of the k parameter as an index of a motoric component of a response reinforced by the opportunity to run.
The interpretation of the R e parameter in the hyperbolic matching equation as an index of the motivation component of a reinforced response was supported by restricting activity within the context of the wheel. This manipulation was based on observations that running varies with restriction of the opportunity to run (Hill, 1956; Premack & Schaeffer, 1963) . Previous studies (Bradshaw et al., 1981; Bradshaw et al., 1978; Conrad & Sidman, 1956; Guttman, 1954; Hamilton et al., 1985; Heyman & Monaghan, 1987; Kraeling, 1961; de Villiers & Herrnstein, 1976 , analyzed results from studies prior to 1976) have shown that manipulations that alter reinforcer quality, reinforcer magnitude, or deprivation level produce changes in the R e parameter while k remains relatively stable. Similarly, withholding opportunity to run within the context of the wheel in the present study produced a decline in R e while the value of k remained unchanged. An interpretation of this finding would be that this operation increased the motivation to run, which was reflected by an increase in the motivational component of the reinforced response. Thus, the reinforcing efficacy of running was increased.
Furthermore, changes in the instrumental and contingent behaviors agree with these interpretations. In a reinforcement relation, the instrumental and contingent behaviors frequently covary. As the contingent behavior increases, the instrumental behavior increases; as the contingent behavior decreases, the instrumental behavior decreases. This covariance captures a motivational relation between an instrumental behavior and a contingent behavior (Bolles, 1967) . For example, increasing motivation to run in the present study, by restricting activity prior to the session, increased running as well as the leverpressing that it was contingent upon. However, these behaviors need not always covary. For example, the manipulation of the force requirement for leverpressing affected leverpressing without affecting running. As such, the motoric aspect of reinforced responding was affected independently of the motivational component.
Finally, an analysis of the within-session changes in revolutions showed that running increased throughout the course of a session. The more subjects ran, the faster subjects ran. If running is a consummatory behavior and revolutions can be considered a unit of consumption, these data suggest that there was no satiation effect with consumption over the session. With other reinforcers such as food or water, consumption typically produces satiation. Running, unlike food and water, does not involve the ingestion of a substance that produces satiety. In this respect, running is similar to electrical brain stimulation (Olds & Milner, 1954) . Furthermore, the relationship between this increasing running rate within a session and changes in the reinforcing efficacy of running remains open to question. If motivation to run increased throughout the session, R e should have decreased. A decline in R e across the session would produce systematic deviations of obtained from predicted response rates. Specifically, response rates should have been overestimated at the beginning of the session and underestimated at the end. However, the plots of the hyperbolic functions do not show any systematic deviations of obtained response rates from predicted response rates for the two leanest schedules.
In general, the results show both similarities and differences between running and other consummatory behaviors. Like eating and drinking, when running functions as a reinforcing consequence, the responsereinforcer relation is well described by the equation for a rectangular hyperbola. However, unlike eating and drinking, running does not appear to satiate with consumption. Furthermore, if this pattern of increased running throughout the session is mirrored by increases in response rates, the within-session pattern of responding may differ from the bitonic pattern observed for consummatory reinforcement (McSweeney & Hinson, 1992) . 
