In this work, we construct heuristic approaches for the traveling salesman problem (TSP) based on embedding the discrete optimization problem into continuous spaces. We explore multiple embedding techniques -namely, the construction of dynamical flows on the manifold of orthogonal matrices and associated Procrustes approximations of the TSP cost function. In particular, we find that the Procrustes approximation provides a competitive biasing approach for the Lin-Kernighan heuristic. The Lin-Kernighan heuristic is typically based on the computation of edges that have a "high probability" of being in the shortest tour, thereby effectively pruning the search space for the k-opt moves. This computation is traditionally based on generating 1-trees for a modified distance matrix obtained by a subgradient optimization method. Our novel approach, instead, relies on the solution of a two-sided orthogonal Procrustes problem, a natural relaxation of the combinatorial optimization problem to the manifold of orthogonal matrices and the subsequent use of this solution to bias the k-opt moves in the Lin-Kernighan heuristic. Although the initial cost of computing these edges using the Procrustes solution is higher than the 1-tree approach, we find that the Procrustes solution, when coupled with a homotopy computation, contains valuable information regarding the optimal edges. We explore the Procrustes based approach on several TSP instances and find that our approach often requires fewer k-opt moves.
Introduction
The traveling salesman problem (TSP) is an iconic NP-hard problem that has received decades of interest [1] . This combinatorial optimization problem arises in a wide variety of applications related to genome map construction [2] , telescope management [3, 4] , and drilling circuit boards [5] . The TSP also naturally arises in applications related to target tracking [6] , vehicle routing [7] , and communication networks [8] to name a few. Recently, a history dependent TSP was used to construct efficient techniques for learning the structure of Bayesian networks [9] . For further information about applications related to the TSP, we refer the reader to [1] .
In its basic form, the statement of the TSP is exceedingly simple. The task is to find the shortest Hamiltonian circuit through a list of cities, given their pairwise distances. Despite its simplistic appearance, the underlying problem is NP-hard [10] . Several heuristics have been developed over the years to solve the problem including ant colony optimization [11] , cutting plane methods [12, 13] , Christofides heuristic algorithm [14] , and the Lin-Kernighan heuristic [15] .
In this work, we concentrate on constructing novel approximations to the TSP that are based on continuous relaxations or embeddings. In the first part, we construct a dynamical systems approach for computing solutions of the TSP. This flow on the manifold of orthogonal matrices converges to a permutation matrix that minimizes the tour length. Although the approach is interesting and elegant, the flow often converges to local minima. For TSP instances with more than 50 cities, these minima are not competitive when compared to state-of-the-art heuristics [1, 12, 13, 15] . However, inspired by this continuous relaxation, we compute the solution to a two-sided orthogonal Procrustes problem [16] that relaxes the TSP to the manifold of orthogonal matrices. We find that this Procrustes approach can be combined with the Lin-Kernighan heuristic [15] to construct a state-of-the-art heuristic for computing solutions of the TSP. The Lin-Kernighan heuristic is an extremely popular approach for the TSP and has been credited with finding the best known solutions for several large instances [17, 18] . The approach has been particularly successful in finding the best known solutions for several asymmetric TSPs [17] . We provide a detailed description of the Lin-Kernighan heuristic in Section 4. A highly successful software implementation of the approach is Helsgaun's software package LKH [17] and our approach is integrated with this package. This implementation uses minimum spanning trees [19, 20] to pre-compute candidate edges that are likely to be a part of the solution. This biasing methodology is found to provide significant improvement over baseline LKH software performance [17] . In our approach, the Procrustes solution is used to bias the Lin-Kernighan heuristic algorithm to pick edges are that more likely to be in the tour with lowest cost. Note that our approach is tightly connected to spectral methods for graphs [21] . Although the overall computational cost of computing the tours using the Procrustes solution is O(n 3 ) -compared to O(n 2.2 ) in the case of traditional Lin-Kernighan heuristic [15] -, the overall Lin-Kernighan heuristic computation converges faster (in fewer iterations) than the 1-tree based approach.
Our paper is organized as follows: We start with the mathematical formulation of the TSP in Section 2 and construction of dynamical systems on the manifold of orthogonal matrices that converge to Hamiltonian cycles in Section 3. These isospectral flows are found to converge to undesirable local minima. In Section 4, we then describe the standard Lin-Kernighan heuristic as well as techniques to limit the search space using α-nearness, which is based on minimum spanning trees. We follow this discussion with a Procrustes-based approach for biasing the Lin-Kernighan heuristic called P -nearness (that is inspired by isospectral flows) in Section 5. Numerical results are presented in Section 6. We conclude with future work in Section 7.
The traveling salesman problem
Given a list of n cities {C 1 , C 2 , . . . , C n } and the associated distances between cities C i and C j , denoted by d ij , the TSP aims to find an ordering σ of {1, 2, . . . , n} such that the tour cost, given by
is minimized. For the Euclidean TSP, for instance, d ij = x i − x j 2 , where x i ∈ R d is the position of C i . In general, however, the distance matrix D = (d ij ) does not have to be symmetric. The ordering σ can be represented as a unique permutation matrix P . Note, however, that due to the cyclic symmetry multiple orderings -corresponding to different permutation matrices -have the same cost. There are several equivalent ways to define the cost function of the TSP. We restrict ourselves to the trace 1 formulation proposed in [22] . Let P n denote the set of all n × n permutation matrices, then the TSP can be written as a combinatorial optimization problem of the form min
where A = D and B = T . Here, T is defined to be the adjacency matrix of the cycle graph of length n. For the symmetric TSP, either the adjacency matrix of the directed cycle graph or the undirected cycle graph can be used, i.e.,
The equivalence of (1) and (2) can be derived easily using the observation thatT := P T T P is a permuted tour matrix, i.e., the (i, j) entry is 1 if the tour goes from city C i to city C j . Thus, for any permutation, tr(D TT ) = n i,j=1 d ijtij is simply the sum of the distances associated with each edge. In what follows, we restrict our work to symmetric matrices; thus, we simply consider tour matrix T = T undir for undirected graphs.
The TSP can also be regarded as a special case of the general quadratic assignment problem (QAP) [23, 24] , given by
or a special case of the graph matching problem. The relationship between various combinatorial optimization problems is explored in Figure 1 . In order to convert the minimization problem into the corresponding maximization problem, note that
Thus, the norm is minimized if the trace is maximized and vice versa.
1 The trace of a matrix A ∈ R n×n is defined to be the sum of all diagonal entries, i.e., tr(A) = n i=1 aii.
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Figure 1: Relationships between the various combinatorial optimization problems.
Over the last decades, a plethora of heuristics has been developed to solve the TSP efficiently. In order to find a good approximation of the optimal tour, typically different global and local heuristics are combined. A very efficient and powerful approach is to construct an initial solution with the aid of greedy algorithms, for instance the nearest neighbor heuristic, and to improve the solution successively using local heuristics such as k-opt. One of the best available TSP solvers is Helsgaun's LKH software [17] . More details will be provided in Section 4.
Dynamical systems approach
In this section, we construct a dynamical systems approach for computing optimal tours for the TSP. In particular, we use matrix differential equations defined on the manifold of orthogonal matrices. As mentioned in the previous section, solutions of the TSP can be represented as permutation matrices. Permutation matrices lie on the manifold of orthogonal matrices. Our goal is to construct flows that minimize the TSP cost as they evolve. Note that gradient flow methods were first used by Brockett to compute eigenvalues and to solve linear programming or least squares matching problems [25, 26] and later also for combinatorial optimization problems [22, 27, 28] . We will formulate multiple cost functions for constructing gradient flows for the TSP.
Gradient flows for orthogonal matrices
Let O n = P ∈ R n×n | P T P = I ⊃ P n be the set of all n × n orthogonal matrices. We now consider the orthogonal relaxation of the combinatorial optimization problem (2), given by
This minimization problem can be solved using a steepest descent method on the manifold of orthogonal matrices. Given a cost function F , the gradient flow is defined aṡ
which is a matrix differential equation evolving on the manifold of orthogonal matrices. That is, starting with an orthogonal matrix P , the trajectory remains for all time in O n . Let [A, B] = AB − BA be the standard Lie bracket and {A, B} = A T B − B T A the generalized Lie bracket. The gradient of a function F defined on the manifold of orthogonal matrices is
where F P is the matrix of partial derivatives [29] , i.e., (
Lemma 3.1. For the cost function F (P ) = tr A T P T BP , we obtain
Proof. Since ∂F ∂P = BP A T + B T P A, see [30] , (7) leads to ∇F (P ) = P {P, BP A T + B T P A}, which can be rewritten as above.
This is a generalization of the matrix flow defined in [27] for the symmetric graph matching problem. If A and B are symmetric, this can be simplified to
Since the optimal solution of this optimization problem is in general not a permutation matrix, Zavlanos and Pappas [27] use a second term which penalizes nonnegative entries. Note that the set of permutation matrices is the intersection of the sets of orthogonal and nonnegative matrices. In order to force the gradient flow to converge to a permutation matrix, a cubic penalty function is used.
Lemma 3.2. Let • denote the Hadamard or element-wise product of two matrices. For the penalty function
, the gradient is given by
Proof. Note that G P = −(P • P ). Using (7) results in the above gradient.
By combining the two functions F and G, it is possible to compute a permutation matrix which is close to the optimal orthogonal solution. In [27] , the steady state solution of the superimposed gradient flows for F and G, given bẏ
is computed for k = 0, then the parameter k is set to a value sufficiently close to 1 so that the flow converges to a permutation matrix. Another approach is to apply a homotopy-based method where k is the continuation parameter which is gradually increased until the solution is close to a permutation matrix.
Example 3.3. In order to illustrate the gradient flow approach, let us consider a simple TSP with 10 cities. Using (10), we obtain the results shown in Figure 2 . For this system, the dynamical system converges to the optimal tour. It is also possible to write the relaxed TSP as a constrained optimization problem of the form
and solve the resulting system of differential equationṡ
That is, we perform a gradient descent for the cost function and a gradient ascent for the Lagrange multiplier, as described in [31] for general constrained optimization problems.
Remark 3.4. In related work, Wen and Yin [28] recently proposed a gradient descent method for optimization problems with orthogonality constraints. Their method can be interpreted as a structure-preserving integration scheme for the corresponding matrix differential equation.
, then the trapezoidal rule for (6) can be written as
while the update equation in [28] is defined as
Since M k is skew-symmetric, the matrix Q k is orthogonal (Cayley transform) and the new solution P k+1 automatically satisfies the orthogonality constraints. Conventional integration schemes will in general not preserve these constraints. The approach is demonstrated on an instance of the QAP.
For the TSP, there are several different ways to define a cost function. Similarly, various penalty functions could be used to force the gradient flow to converge to a permutation matrix. It turns out that the cubic penalty function from Lemma 3.2 often converges to unfavorable solutions, in particular for large n. Since the number of solutions grows exponentially, several different initial conditions have to be used to find a good solution of the TSP.
Gradient flows for tour matrices
Instead of forcing the gradient flow to converge to a permutation matrix, an alternative approach is to define a cost function in such a way that the flow converges to a permutation of the initial tour matrix T . For the symmetric case (8), Brockett [26] introduces a change of variables, given by H = P T BP . The resulting double bracket flow,Ḣ = 2 [H, [H, A] ], now evolves in the space of symmetric matrices and is only quadratic in H.
Assuming that the objective function F (P ) can be rewritten as a function F (H), we now want to derive a gradient flow for the new variable H. Here, we do not assume that B is symmetric. For the TSP, again A = D and B = T . With the aforementioned transformation, the cost function for the relaxed TSP from Lemma 3.1 can be written as
where
Remark 3.5. For directed cycle graphs, i.e., B = T dir , the non-relaxed version of (12) is identical to the cost of the LAP, with the difference that here the set of feasible solutions is constrained to a subset of P n , which makes the problem NP-hard.
Theorem 3.6. Let F (H) be a given cost function, then the gradient flow is given bẏ
Proof. Since H = P T BP , using (6) and (7) we obtaiṅ
Applying the chain rule, this leads to
where J ij ∈ R n×n is a single-entry matrix [30] , i.e., (J ij ) kl = δ ik δ jl . It follows that
Inserting this into the equation forḢ concludes the proof.
For the cost function F (H) = tr(A T H), we simply obtain F H = A. With the aid of Theorem 3.6, we can then compute the corresponding gradient flow. In addition to the cost function, a penalty function has to be used to find an admissible solution. One possibility would be to penalize negative entries, as described above. Furthermore, linear equality constraints that force the flow to converge to a matrix H with row and column sums equal to two could be added. We use the penalty function
which penalizes entries that are not zero or one. We then obtain
Here, E denotes the matrix of ones. Thus, the overall flow is given bẏ
where F H and G H are as derived above.
Example 3.7. Let us illustrate the gradient flow with the same TSP with 10 cities as in Example 3.3. Using (15), we obtain the results shown in Figure 3 . We plot only the entries of the H matrix that are greater than zero. The dynamical system converges to a tour that is slightly longer than the optimal tour. 
A structure-preserving integrator
Given an arbitrary cost function F (H), we now derive a structure-preserving integrator for the flow evolving in the space of symmetric matrices using (11) and (13) . Note that
Since the matrix R k is orthogonal, H k+1 and H k are similar and the eigenvalues are preserved. Using this structure-preserving integrator, the matrix differential equation can be solved efficiently. An implicit integrator for the matrix differential equation would require the computation of the n 2 × n 2 Jacobian. This would be prohibitively inefficient in terms of both CPU time and memory usage for larger problems. Before moving to the Lin-Kernighan heuristic, we would like to point out that the above flow formulation is also applicable to the QAP described in Section 2. In other words, one can construct flows for the QAP that are frequently comparable to competing state-of-the-art approaches [32] .
The Lin-Kernighan heuristic
The Lin-Kernighan heuristic is a popular heuristic approach for the TSP introduced in [15] . Starting from a tour, the approach progresses by extracting edges from the tour and replacing them with new edges, while maintaining the Hamiltonian cycle constraint. If k edges in the tour are replaced, this is known as the k-opt move [33] . To reduce the search space, the algorithm uses minimum spanning trees [19, 20] to identify edges that are more likely to be in the tour. The algorithm has found great success [17, 18] on large instances, see [1] for more details. Note that this algorithm has been extended to generalized TSPs [34] and clustered TSPs [35] .
The LKH package [17, 18] offers different heuristics to compute an initial tour. The standard method is to choose one node at random and to iteratively add edges based on computed α-nearness values and related candidate sets until a tour is found. As described below, LKH uses minimum spanning trees to compute α-nearness. When an initial tour has been found, LKH improves it using local heuristics. A very popular and efficient heuristic is k-opt. The simplest version, 2-opt, removes two edges of the tour and reconnects the subtours as shown in Figure 4 . If the resulting tour is shorter than the original tour, the step is accepted and rejected otherwise. Accordingly, 3-opt removes three edges of the current tour, reconnects the subtours and picks the shortest tour.
Candidate sets and α-nearness
LKH uses k-opt with varying k. The basic move is a sequential 5-opt step. In order to limit the search space and to increase the efficiency of k-opt moves, candidate sets that contain promising edges are computed for all cities. Methods to construct candidate sets for large TSPs have to be efficient in terms of both CPU time and memory usage. The standard approach implemented in LKH, which is called α-nearness, is based on minimum spanning trees or, to be more precise, on 1-trees, a slight variant of minimum spanning trees. Definition 4.1. Let G = (V, E) be a graph with vertices V and edges E. A 1-tree for G is defined to be a spanning tree for the vertices V \ {v 1 } plus two additional edges e ∈ E incident to vertex v 1 .
A 1-tree with minimum weight is called a minimum 1-tree. Note that every tour is a 1-tree with the additional property that the degree of each vertex is two. The minimum 1-tree usually contains already many edges of the shortest tour. The definition of α-nearness is based on a sensitivity analysis using 1-trees. The α-nearness value for the cities C i and C j is, roughly speaking, the difference between a minimum 1-tree and a 1-tree that is required to contain edge (v i , v j ). That is, if an edge belongs to the minimum 1-tree, then the α-nearness value is 0 and the edge is assigned a high probability of being part of the shortest tour.
For each city, the candidate set is then defined to be the set of the m incident edges with the lowest α-nearness values. The candidate sets are used to limit and also to direct the search. Candidate sets based only on the distance between cities are typically not connected (see also Figure 7 ) and convergence to a good solution of the TSP might be slow. It was shown by Stewart [36] that minimum spanning trees, which are by definition always connected, can be used to increase the efficiency of local heuristics.
Subgradient optimization
In order to improve the α-nearness values, a subgradient optimization method which changes the original distance matrix D in such a way that the degree of almost all vertices of the optimized 1-tree is 2 is applied. The entries of the new distance matrix, D(π), are computed as
The π values, sometimes called penalties, change the distances between the cities. The basic idea is to make edges incident to vertices with a low degree shorter and edges incident to vertices with a high degree longer so that the resulting 1-tree is close to a tour. This transformation of the distance matrix does not change the shortest tour and leads to significantly improved α-nearness values [17] . This method can also be used to compute a lower bound which is in general very close to the optimal tour length [19, 20] . Figure 5 shows the impact of the subgradient optimization. In the example, most of the edges of the optimal tour are already present in the optimized 1-tree. For a more detailed description of α-nearness, 1-trees, and the subgradient optimization scheme, we refer to [19, 20, 17] . 
Procrustes-based Lin-Kernighan heuristic
In this section, we will propose a method to compute candidate sets based on the relaxed problem (5) or (12), respectively. The solution, which is given by the solution of a related problem, can be computed analytically. Note that the solutions computed using this approach are optimal solutions of flows (for P and H) described in previous sections.
The two-sided orthogonal Procrustes problem
Let A and B be two symmetric n × n matrices. Then
is called the two-sided orthogonal Procrustes problem. As shown in (4), cost function (5) is minimized if the cost function A − P T BP F of the Procrustes problem is maximized and vice versa. Since P n ⊂ O n , the cost of the orthogonal matrix is always lower than (or equal to if the matrices A and B are permutation-similar) the cost of the permutation matrix.
Theorem 5.1. Given two symmetric matrices A and B, whose eigenvalues are distinct, let
, and λ
A as well as λ
B . Then every orthogonal matrix P * which minimizes (16) has the form
where S = diag(±1, . . . , ±1).
A proof of this theorem can be found in [37] , for example. If the eigenvalues of A and B are distinct, then there exist 2 n different solutions with the same cost. If one or both of the matrices possess repeated eigenvalues, then the eigenvectors in the matrices V A and V B are determined only up to basis rotations, which further increases the solution space.
The theorem states that in order to minimize the cost function in (16), the eigenvalues and corresponding eigenvectors have to be sorted both in either increasing or decreasing order. On the other hand, from the proof of the theorem it can be seen that in order to compute the solution of (5), the eigenvalues and eigenvectors of A and B, respectively, have to be sorted in opposite order.
Thus the optimal solution which minimizes the relaxed TSP cost function (5) can be obtained using the matrix P * = V T V T D [38, 39] , where the eigenvectors in the two matrices are sorted with respect to increasing eigenvalues of T and decreasing eigenvalues of D or vice versa. Define T * = P * T T P * = V D Λ T V T D to be the solution of the two-sided orthogonal Procrustes problem. Note that T * is also the optimal solution of the gradient flow (15) for k = 0. Roughly speaking, T * can be interpreted as a continuous solution of the relaxed TSP where the entry t * ij describes the strength of edge (i, j).
Example 5.2. Let us consider again the TSP from Example 3.3 and Example 3.7. Figure 6 shows the difference between the optimal solution of the TSP and the optimal solution of the Procrustes problem. We use a linear interpolation between blue (large t * ij value) and white (small t * ij value). Note that this is the same matrix as in Figure 3d , with the difference that we are plotting a few more edges here to illustrate P -nearness. Clearly, some edges of the optimal tour are already visible in Figure 6b , for example (2, 9) and (5, 9), while other edges such as (3, 10) or (2, 5) have a much lower weight. For city 10, different choices exist, (2, 10), (6, 10), (7, 10) , and (8, 10), for instance, have a high probability of being part of the shortest tour. We want to use the solution of the Procrustes problem to limit the search space and to improve the efficiency of local heuristics. The aim is to bias k-opt in such a way that edges with high edge strengths are included with a high probability. We compute candidate sets based on the entries t * ij of the matrix T * and call this approach P -nearness. That is, for each city, we pick the cities with the largest entries t * ij . In Figure 7 , we show the edges computed using the Procrustes solution. In particular, for two random TSP instances (50 city and 100 city examples), we show the shortest edges in the left-most column and the edges from the Procrustes solution in the right-most column. The optimal tour is plotted in the middle column. It is evident from the figure that the Procrustes solution T * tends to capture most of the edges in the optimal tour. Note that, while the α-nearness values can be computed in O(n 2 ) [19] , the computation of the P -nearness values is O(n 3 ) [17, 18] . Illustration of P -nearness for random TSP instances of size 50 and 100. The left column contains the edges with shortest distance, the center column has the optimal tour for the instances, and the right column contains the edges with the highest P -nearness values for each city. For each city, we plotted the three edges with the highest nearness values.
Improving the Procrustes solution
We now describe our approach to obtain better P -nearness values than those computed from the solution of the Procrustes problem alone. The principal idea behind our method is to construct a homotopy between the original TSP distance matrix D and the solution of the Procrustes solution. Intuitively, one would desire the candidate sets to include 'several' short edges and a 'few' long edges. Note that simply picking the shortest edges from D gives rise to greedy solutions that are usually not competitive since they require the addition of long edges to complete the tours [1] .
We find that the Procrustes solution T * tends to select too many long edges (as shown in Figure 8a ). If we use the entries of T * to bias the Lin-Kernighan heuristic, the solutions are found to be less competitive than the standard approach. An effort to reduce the number of long edges is equivalent to making the computed solution "greedy" by picking edges based on the distance matrix D. Thus, we construct a homotopyH of the form,
The candidate sets for varying λ are shown for an example TSP instance in Figure 8 . To find the optimal λ we use ideas from graph clustering, where one computes the existence of disconnected clusters in the graph. In particular, we increase λ until the graph of candidate sets is almost disconnected (separated into clusters). This optimal λ is found by either marching in λ or using a bisection approach. There are multiple ways that one can compute the connectedness of a graph. In particular, one can use a depth-first search based approach [40] or perform computations on the graph Laplacian [41, 42, 43] . The rank of the graph Laplacian matrix is related to the number of connected components in the graph [43] . In our work, we pick the graph Laplacian approach for computing connected components in the graph (by looking at the multiplicity of the zero eigenvalue). Note that these computations can also be performed in the distributed setting [44] . If varying λ does not give rise to a disconnected graph, we set λ = 1. Alternatively, one can use the D matrix (in place of T * − λD) to bias the k-opt moves in the Lin-Kernighan heuristic. If the candidate sets based on distance only are connected, this typically implies that k-opt converges quickly to the shortest tour. 
Results
To compare different candidate sets or methods to bias k-opt, Helsgaun computes the average rank of the edges which form the shortest tour [17] . The optimal average rank is 1.5, all edges belonging to the shortest tour have either rank 1 or 2. We found that the average rank is in general not a good metric for the quality of the nearness values or candidate sets. Although the average rank of the Procrustes solution is typically much higher than the average rank of the α-nearness values, k-opt often converges faster to the shortest tour.
In order to compare α-nearness and P -nearness, we compute tours using Helsgaun's LKH package. For each LKH run, we generate the candidate sets based on the α-nearness and P -nearness values. Starting from initial tours computed using α-nearness and P -nearness, respectively, we compare the resulting tour lengths after a fixed number of k-opt steps.
In Table 1 , we compare 22 well-known instances of the TSP from the TSPLIB database [45] . The size of the candidate sets in these computations is fixed, we compute 5 candidates for each city using α-nearness or P -nearness, respectively. Starting from a random initial tour that is generated from the respective candidate sets, we perform a fixed number of 8n k-opt moves, where n is the number of cities. We find that in this setting, the P -nearness based approach converges faster than α-nearness. For example, after 8n steps, P -nearness based LKH converges to lower cost values in 18 of the instances when compared to α-nearness based LKH. Moreover, we ran 50 random TSP instances of size 1000 (cities) and found that P -nearness had lower tour costs after a fixed number of k-opt moves in 31 of the instances, hence resulting is better solutions in 62% of the instances. Note that if we run both, α-nearness and P -nearness based LKH, to convergence, both methods compute the best known optimal tours in these instances.
Conclusion and future work
In this work, we explored the use of continuous relaxations and dynamical systems theory for constructing algorithms for the TSP. Our approach aimed to exploit the observation that the solution of the TSP can be represented as a permutation matrix which lies on the manifold of orthogonal matrices. In the first part of this manuscript, we constructed a dynamical system on the manifold of orthogonal matrices that converges to solutions of the TSP. We also explored the construction of gradient flows for tour matrices in Section 3.2. We found that although the dynamical systems approach is elegant, it often converges to local optima.
Inspired by the dynamical systems approach, we then constructed a Procrustes based approach that computes an orthogonal matrix that minimizes the TSP cost. Our approach was based on the computation of the solution of the two-sided orthogonal Procrustes problem. This solution is based on the eigendecomposition of the tour and distance matrices. We then constructed a homotopy with the distance matrix that is then used to bias the popular LinKernighan heuristic.
The candidate sets constructed from the homotopy are found to give faster convergence than minimum spanning tree (1-tree) based approaches. Our algorithm was implemented in the LKH software framework and demonstrated on multiple TSPLIB and random TSP instances.
Future work includes the generalization of our proposed approach to QAPs. The aim is to develop efficient heuristics utilizing the results of the Procrustes problem and dynamical systems theory for solving strongly NP-hard problems. We are also exploring the use of subgradient optimization for improving the Procrustes solution which is expected to provide faster convergence rates for the TSP and related optimization problems. 
