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REGULARITY FOR SHAPE OPTIMIZERS: THE DEGENERATE CASE
DENNIS KRIVENTSOV AND FANGHUA LIN
Abstract. We consider minimizers of
F (λ1(Ω), . . . , λN (Ω)) + |Ω|,
where F is a function nondecreasing in each parameter, and λk(Ω) is the k-th Dirichlet
eigenvalue of Ω. This includes, in particular, functions F which depend on just some of
the first N eigenvalues, such as the often studied F = λN . The existence of a minimizer,
which is also a bounded set of finite perimeter, was shown recently. Here we show that
the reduced boundary of the minimizers Ω is made up of smooth graphs, and examine the
difficulties in classifying the singular points. Our approach is based on an approximation
(”vanishing viscosity”) argument, which–counterintuitively–allows us to recover an Euler-
Lagrange equation for the minimizers which is not otherwise available.
1. Introduction
Let λk(Ω) be the k-th eigenvalue of the Laplacian, with homogeneous Dirichlet boundary
conditions, of a set Ω. A commonly studied optimization problem involves searching for sets
Ω∗ of volume 1 which have
(1.1) λk(Ω∗) = mk := inf{λk(Ω) : |Ω| = 1}.
Understanding the Ω∗ satisfying (1.1) for each k is of great interest from the perspective of
spectral theory of domains. It is relevant to Polya’s conjecture that
mk ≥ c(n)k 2n
(here c(n) is a specific dimensional constant), to various generalizations of it, and generally
to understanding quantitative forms of Weyl’s asymptotic law and the constraints placed on
a domain’s shape by its spectrum. See [15] and references therein for a discussion of these
topics. Optimization problems of this type, and various generalizations modeled on them,
are also of importance in physics and in various applied contexts.
Despite a century of effort, sets Ω∗ satisfying (1.1) are surprisingly poorly understood.
The only cases resolved in a truly satisfactory manner are when k = 1 (this is the well-
known Faber-Krahn inequality, which asserts that Ω∗ must be a ball) and when k = 2 (this
is a result attributed to Krahn and Szego˝, which guarantees that Ω∗ is the union of two
disjoint balls of volume 1
2
). When k = 3, it was established by Wolf and Keller that Ω∗ is
connected, at least for n = 2 and 3 [23]. Beyond that, explicit results are limited, although
there have been several interesting numerical studies recently [21, 2, 3]. We refer to the book
[13] for useful discussion, many interesting examples and open problems, and bibliographic
references.
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There are several other, more abstract, results pertaining to the existence of Ω∗. The
first is in [7], which shows that there is an Ω∗ attaining the infimum
λk(Ω∗) = mk := inf{λk(Ω) : |Ω| = 1,Ω ⊆ BR}.
for every R large enough (so that |BR| > 1); the resulting Ω∗ is quasiopen, which is a
suitable relaxation of open sets for which λk(Ω∗) may still be defined, see Section 2. This
extra boundedness constraint was removed only recently, simultaneously in [4] and [18].
These works show that there is a bounded quasiopen set Ω∗ satisfying (1.1), and the first
also shows that Ω∗ has finite perimeter. It is unknown whether Ω∗ admits an equivalent
open representative, and indeed the only regularity result pertaining to this problem is [6],
which shows that there is an eigenfunction uk for Ω∗ which is Lipschitz continuous.
Our goal in this paper is to provide a more detailed characterization of the boundary of
Ω∗. Here is our main theorem, written specifically for Ω∗ satisfying (1.1):
Theorem 1.1. Let Ω∗ be a quasiopen set satisfying (1.1). Then there is a representative for
Ω∗ whose boundary admits the decomposition
∂Ω∗ = ∂
∗Ω∗ ∪ ZAC ∪ ZC ,
and has the following properties:
(1) The set ∂∗Ω∗ is the reduced boundary; it is relatively open in ∂Ω∗, and it locally
coincides with the graph of an analytic function.
(2) The set ZAC is a relatively open subset ∂Ω∗\∂∗Ω∗ containing all of the points x where
lim inf
rց0
|Br(x) ∩ Ω∗|
|Br| < 1.
This set has a Hausdorff dimension of at most n− 3.
(3) The set ZC consists of points x in ∂Ω∗ with
lim
rց0
|Br(x) ∩ Ω∗|
|Br| = 1.
(4) There is an orthonormal set of eigenfunctions {uj} for an open subset of Ω∗, each
with eigenvalue λk(Ω∗), which are all Lipschitz continuous. In addition, there are
numbers ξj, with ∑
j
ξj = 1,
so that at any point x ∈ ∂∗Ω∗ we have
(1.2)
∑
j
ξj(uj)
2
ν(x) = 1.
Here (uj)ν represents the partial derivative of uj in the direction normal to Ω∗ at x.
In other words, we show that ∂Ω∗ may be decomposed into three regions: the regular
part of the boundary ∂∗Ω∗, which we show is smooth, a tiny set of singular points ZAC , and
some “cusp” points ZC at which the Lebesgue density of Ω∗ is 1. In addition, we obtain a
kind of first variation condition on ∂∗Ω∗, giving a relationship between the normal derivatives
of (possibly) several eigenfunctions of Ω∗. While this may be interpreted as a first variation
formula, it does not originate from performing shape variations directly on Ω∗, and is not
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found in the literature. See [13] for a discussion of why performing domain variations leads
to underwhelming results for this particular problem. In fact, we would like to suggest that
this formula (1.2) is of at least equal interest to the accompanying regularity result, and feel
that further understanding the constants ξk would be of great interest.
The main weakness of our result, as far as the regularity aspect, is the lack of information
about ZC . We suspect that this set need not generally be empty, and discuss our expectations
for the local behavior near such points in Section 8. This also seems consistent with the
numerical studies; some relevant discussion can be found in [2], for instance. However, our
current methods are inadequate to provide further information here, and we leave this as
another interesting open problem.
Before commenting on the proof, we note that we obtain a similar theorem for a much
more general class of minimization problems. The precise assumptions are given in Section
2, but they include minimizers, over all quasiopen sets Ω, of
F (λ1(Ω), . . . , λN(Ω)) + |Ω|.
Here F should be C1and nondecreasing in its parameters. We can also treat minimizers of
F (λk1(Ω), . . . , λkN (Ω)) + |Ω|,
where F is Lipschitz continuous and strictly increasing in every parameter. This accounts for
many natural examples. In particular, convex combinations of several sequential eigenvalues,
like
F = αλk(Ω∗) + βλk+1(Ω∗),
have appeared several times in the numerical literature [19, 20].
Theorem 1.2. Let F,Ω∗ satisfy (A1-4) and (B1-5) (see Section 2). Then there is a repre-
sentative for Ω∗ whose boundary admits the decomposition
∂Ω∗ = ∂
∗Ω∗ ∪ ZAC ∪ ZC ,
and has the following properties:
(1) The set ∂∗Ω∗ is the reduced boundary; it is relatively open in ∂Ω∗, and it locally
coincides with the graph of an analytic function.
(2) The set ZAC is a relatively open subset ∂Ω∗\∂∗Ω∗ containing all of the points x where
lim inf
rց0
|Br(x) ∩ Ω∗|
|Br| < 1.
This set has a Hausdorff dimension of at most n− 3.
(3) The set ZC consists of points x in ∂Ω∗ with
lim
rց0
|Br(x) ∩ Ω∗|
|Br| = 1.
(4) There is an orthonormal set of eigenfunctions {uj} of a subset Ω∗, with eigenvalues
at most λN(Ω∗), which are all Lipschitz continuous. In addition, there are nonzero
numbers ξj so that at any point x ∈ ∂∗Ω∗ we have
(1.3)
∑
j
ξj(uj)
2
ν(x) = 1.
Here (uj)ν represents the partial derivative of uj in the direction normal to Ω∗ at x.
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Recently, we published a companion paper [14], which addresses a similar problem but
makes the extra assumption that F depends on all of the eigenvalues λ1(Ω∗), . . . , λN(Ω∗) for
some N , and is uniformly increasing in every parameter. There we termed this the “non-
degenerate” case, and developed an approximation argument and a free boundary method
to prove a result similar to 1.2, but with ZC empty. See also the paper [17], which proves a
similar result with different techniques. This paper builds on the method in [14], but removes
the nondegeneracy assumption used there.
To explain briefly why the “degenerate” case treated here is (dramatically) harder than
the nondegenerate one, there are two free boundary estimates which are typically available
in this kind of problem, and which date back to the foundational work [1]. One is an “upper
bound” on the eigenfunctions, here meaning that
max
j,Rn
|∇uj| ≤ C
where the uj are as in Theorem 1.2(4). We prove that here. The second, however, is a “lower
bound,” which would say that for all x ∈ ∂Ω∗ and r small,
max
j,Br(x)
|uj| ≥ cr.
We prove an estimate like this in the nondegenerate case in [14]. Together, these estimates
ensure that ∂Ω∗ is tame from a geometric measure theory perspective, and aid various blow-
up and compactness arguments. They work to ensure that information may be passed freely
between the set ∂Ω∗ and the functions uj. In the degenerate case, this lower bound is
unavailable. Therefore, we have to use various unusual methods (often involving the Weiss
formula) in place of standard free boundary techniques.
The general method of proof is based on solving some auxiliary minimization problems
(1.4) min{Fp(λ1(Ω), . . . , λN(Ω)) + |Ω|},
where Fp tends to F as p→∞. Fp is chosen so that it has an additional structural property:
the minimizers Ωp of (1.4) all have λ1(Ωp) < . . . < λN+1(Ωp); their eigenvalues are simple.
This structural property means that we can successfully perform domain variation arguments
to obtain a first variation formula for Ωp, analogous to (1.3). We construct and study the
sets Ωp in Section 3.
The key step, then, is to pass to the limit. This requires obtaining uniform estimates on
the Ωp, the most important of which (the uniform Lipschitz bound on the eigenfunctions) is
shown in 5. There is a secondary estimate, due to D. Bucur [4], which we discuss in Section
4, which is needed for technical reasons. These are put to use in Section 6, where we pass to
the limit and explain in what manner the Ωp converge to the original minimizer Ω∗. Further
arguments, related to pushing the formula (1.3) to the limiting set, are presented in Section
7. Finally the regularity aspects of Theorem 1.2 are proved in Section 8.
2. Notation, Vocabulary, and Background
The lowercase n will refer to the dimension of the ambient Euclidean space Rn in which
our problem is set, while the uppercase N will denote the largest eigenvalue appearing in our
minimization problems. For a measurable set E, |E| denotes the Lebesgue measure. The
Euclidean balls Br are centered around 0, while Br(x) are centered around x. Constants
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will be denoted by C, and may vary from line to line; statements of theorems and lemmas
will explain what the constants depend on, and this is only made explicit in the proof when
there may be ambiguity or special emphasis is merited.
Any Sobolev function is identified with its quasicontinuous representative. Any quasiopen
set is identified with a finely open representative E with the property that if cap(Br(x)\E) =
0, then Br(x) ⊆ E. The term quasi-everywhere, abbreviated q.e., means up to a set of
capacity 0. A quasiopen set will always assumed to be bounded, but we will not specify
diameter explicitly unless relevant to the specific argument. For a quasiopen set Ω, the space
H10 (Ω) is the space of functions u ∈ H1(RN ) which are 0 outside of Ω quasi-everywhere
The subscript k will typically be reserved for enumerating the eigenvalues, and λk(Ω)
denotes the k-th Dirichlet eigenvalue of the quasiopen set Ω: in other words,
λk(Ω) = inf
E⊆H10 (Ω),dimE=k
max
v∈E\{0}
R[v],
where R is the Rayleigh quotient
R[v] =
´
Ω
|∇v|2´
Ω
v2
.
Given a (bounded) quasiopen set Ω, one may always produce a collection of eigenfunctions
vk, each associated with the eigenvalue λk(Ω). Unless stated otherwise, any collection of
eigenfunctions will be assumed to be orthonormal. Note that such a collection is not unique,
and at times it will be important to select particular families of eigenfunctions; this will be
detailed explicitly.
For the duration of the paper, we will fix a function F : (0,∞)N → [0,∞). Here are the
standing assumptions placed on F :
(A1) F is (locally) continuous.
(A2) F is nondecreasing in each parameter:
F (κ1 + p1, . . . , κN + pN) ≥ F (κ1, . . . , κN) ∀{pk}, pk ≥ 0.
(A3) F is (locally) Lipschitz continuous.
(A4) Say that for some κ ∈ (0,∞)N and t > 0, F has F (κ) = F (κ1, . . . , κk − t, . . . , κN).
Then
lim
hց0
1
hN−1
ˆ
[0,h]N−1
|F (κ1+ζ1, . . . , κk+h, . . . , κN+ζN)−F (κ1+ζ1, . . . , κk, . . . , κN+ζN)|dζ1 . . . dζN = 0.
We will also fix a quasiopen set Ω∗, which has the following properties:
(B1) Ω∗ minimizes
F (λ1(Ω), . . . , λN(Ω)) + |Ω|
over all quasiopen sets Ω.
(B2) λN(Ω) < λN+1(Ω), and either F does not depend on λk or λk < λk+1 for every k < N .
(B3) For any quasiopen Ω satisfying (B1) with |Ω \ Ω∗| = 0, we have cap(Ω \ Ω∗) = 0.
(B4) Ω∗ is bounded.
(B5) |Ω∗| > 0.
Some comments about these assumptions are in order:
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(1) We will write F (Ω) for F (λ1(Ω), . . . , λN(Ω)). The terms minimizer of F and F
minimizer will be used to refer to sets minimizing F (Ω) + |Ω| over quasiopen sets.
(2) Given a function F and a set Ω∗ satisfying (B1-5), it is enough that in place of (A1)
F is just continuous at the point (λ1(Ω∗), . . . , λN(Ω∗)). This is because if Ω∗ is an
F minimizer, it is also an F ′ minimizer for any F ′ which has F ′(Ω∗) = F (Ω∗) and
F ′ ≥ F pointwise. It is then possible to replace F by a larger F ′ which agrees with
F on the spectrum of Ω∗ but satisfies (A1) globally. A typical example of such an
F ′ is the following sup-convolution, where ω is a modulus of continuity such that
|F (κ)− F (Ω∗)| ≤ ω(|κ− (λ1(Ω∗), . . . , λN(Ω∗))|):
F ′(κ) = sup
pk≥0
F (κ+ p)− ω(|p|).
A similar statement is true for (A3).
(3) The assumptions (A1-4) are rather general, and include many examples of special
interest. The book [13] discusses some of these examples, including F which are
linear, or are linear in the powers (or reciprocals), of the eigenvalues. The key point
we wish to emphasize here is that unlike in our earlier work [14], here F may depend
on just some subset of the eigenvalues, and not depend on some of them at all. The
special case F (Ω) = λN (Ω) is the canonical example of this, and the reader might
find it useful to focus on this example for concreteness. This case already captures
most of the challenges of the general problem, and our results are as new for that
particular F as for any other.
(4) When showing existence of minimizers, usually an assumption like (A2), or sometimes
even a stronger version of it, is required (although see [5]). Omitting it dramatically
changes the character of the problem at a global level. Assumption (A1) is not
necessary for showing existence of minimizers; usually lower semicontinuity is all
that is required. However, (A1) appears necessary for regularity, at least when using
only local arguments. One way to see this is to consider any set Ω∗ which minimizes
F (Ω) + |Ω| over all competitors Ω which have Ω∗ ⊆ Ω, for some smooth F : then
setting {
F ′(κ) = F (κ) + C κk > λk(Ω∗)
F ′(κ) = F (κ) otherwise,
for a sufficiently large C (say larger than |Ω∗|) we have that Ω∗ minimizes F ′ over all
Ω with Ω ⊆ Ω∗ as well. However, such one-sided minimizers generally need not have
smooth boundary.
(5) Clearly (A3) implies (A1). We separate these assumptions because some of our
arguments only require (A1-2), not (A3-4), and the reason why we need (A3) at all
is somewhat technical. It would be reasonable to suppose that (A3) is not actually
required for regularity of ∂Ω∗.
(6) The assumption (A4) says essentially that at points where F is constant in the
“backward” direction in one variable, the partial derivative of F in that variable is
approximately continuous and has value 0. There are two useful situations in which
a function would automatically satisfy (A4): any locally C1 function F will satisfy
it, but so will any F which, for each k, is either strictly increasing in κk or does
not depend on κk at all. This second situation seems to cover most of the common
examples.
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(7) In the shape optimization literature, it is more common to consider the volume-
constrained problem
min
|Ω|=1
F (Ω).
Provided F is a homogeneous function, the two problems are equivalent up to rescal-
ing.
(8) The existence of an Ω∗ satisfying (B1) is very much nontrivial, and we do not investi-
gate it here. The works [4, 18] both prove that minimizers (over the class of arbitrary
quasiopen sets) exist and are bounded, giving (B4) as well.
(9) The assumption (B2) may be made without any loss of generality, and is just a nota-
tional convenience. Indeed, if λN(Ω∗) = λN+1(Ω∗) = . . . = λN ′(Ω∗) < λN ′+1(Ω∗), we
simply replace N by N ′, and extend F to not depend on the newly added eigenvalues.
Likewise, if λk = λk+1 for some k < N , we replace F by F
′(λ1, . . . , λk, λk+1, . . . , λN) =
F (λ1, . . . , λk+1, λk+1, . . . , λN). Notice this has nothing in common with assuming that
λk < λk+1 for all (or some) k < N , which is a very strong assumption conjectured to
be never valid at least in some cases (see [13]).
(10) Whether the assumption (B3) is true in general is unclear. However, if we set U to be
the collection of all quasiopen U (it is important to take finely open representatives
here) which have |U \ Ω∗| = 0, then there exists a countable sub-collection U0 such
that
cap(∪U∈UU \ ∪U∈U0U) = 0;
see [16][Theorem 2.146]. Setting Ω = ∪U∈U0U , we have that cap(Ω∗ \ Ω) = 0 and
|Ω \ Ω∗| = 0. These properties imply that Ω is also an F minimizer, and that it
satisfies (B3). Thus a reasonable approach to studying an arbitrary minimizer Ω∗ is
to first replace it by Ω and study that, and then return to Ω∗. This replacement is
analogous to replacing a nice open set by the interior of its closure. See Remark 6.3
for additional discussion.
(11) Finally, while the assumption (B5) appears self-explanatory, we note that this is
the only non-degeneracy assumption that we make. It would perhaps be reasonable
to expect that some strict, uniform, version of (A2) would be needed for regularity
purposes. It turns out, however, that any F will only admit nontrivial minimizers
with spectrum located at points where F is strictly increasing. That is demonstrated
in the following lemma.
Lemma 2.1. Let F satisfy (A1-2), and Ω∗ satisfy (B4-5).
(1) If Ω∗ also satisfies (B1), then
(2.5) K−1 ≤ λ1(Ω∗) ≤ · · · ≤ λN (Ω∗) ≤ K.
Here K depends on n,N, F, |Ω∗|, and diamΩ∗.
(2) If Ω∗ has the property that for any Ω with λk(Ω) ≥ λk(Ω∗), k ∈ [1, N ],
(2.6) F (Ω∗) ≤ F (Ω)− 1
4
(|Ω∗| − |Ω|),
then there are numbers c, s0 such that for any s ∈ (0, s0), we have
(2.7)
F (λ1(Ω∗) + s, . . . , λN(Ω∗) + s)− F (Ω∗)
s
≥ c.
The values of c and s0 will depend on n,N, |Ω∗|, and λN(Ω∗).
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(3) If Ω∗ has the property that for any Ω with λk(Ω) ≤ λk(Ω∗), k ∈ [1, N ],
(2.8) F (Ω∗) ≤ F (Ω) + 4(|Ω| − |Ω∗|),
then for any s ∈ (0, s0), we have
(2.9)
F (λ1(Ω∗)− s, . . . , λN(Ω∗)− s)− F (Ω∗)
−s ≤ c.
Here c and s0 are as in (2).
Proof. First, for (1) note that |Ω∗| ≤ C(diamΩ∗)n ≤ C; this and the Faber-Krahn inequality
imply that λ1(Ω) ≥ C. To bound λN(Ω∗), we recall that for any quasiopen set E, the ratio
λN(E)/λ1(E) ≤ C = C(n,N) (see [18]). There are two cases now: if F (t, . . . , t) → ∞ as
t→∞, it follows immediately that F (Ω∗) ≤ F (B1)+ |B1|, which controls λN (Ω∗). If instead
F (t, . . . , t)→ F∞ <∞ as t→∞, we have that
inf
Ω
F (Ω) + |Ω| ≤ F∞
by using smaller and smaller balls as competitors. This gives F (Ω∗) ≤ F∞ − |Ω∗|, which
controls λN(Ω∗).
For (2), consider a dilation tΩ∗ as a competitor for Ω∗, with t < 1. Then we have
F (Ω∗) ≤ F (tΩ∗) + 1
4
(tn − 1)|Ω∗| ≤ F (λ1(Ω∗) + s, . . . , λN(Ω∗) + s) + 1
4
(tn − 1)|Ω∗|
for s = (t−2 − 1)λN(Ω∗), using (2.6) and then (A2). For t close enough to 1 (equivalently,
s ∈ (0, s0)), we have 1− tn ≥ c(1− t) ≥ cs, which implies (2.7).
The proof of (3) is identical, just using t > 1 instead. 
3. The Regularized Problem
Our analysis of the regularity of F minimizers is based on solving approximate opti-
mization problems, which are described in this section. They can be interpreted as a kind
of regularization of the original problem. However, this analogy should be used cautiously:
while these approximate problems do fall into the ”nondegenerate” class considered in [14],
the key feature they exhibit is the presence of an Euler-Lagrange equation, or first variation
formula, which cannot easily be verified in the original problem by direct domain varia-
tions. This is not really a statement of regularity, but rather a structural aspect of the
approximation.
Let Gp be the following averaged function:
(3.10) Gp(κ) = p
N
ˆ
[0, 1
p
]N
F (κ+ ζ)dζ.
This function has Gp ≥ Fp, satisfies (A1-2), and has the additional property that it is
continuously differentiable (but with bounds which do not remain uniform as p→∞).
Set
(3.11) τk,p = τk,p(κ1, . . . , κk) =
(
k∑
l=1
κpl
) 1
p
,
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and then
(3.12) Fp(κ1, . . . , κN ) = Gp(τ1,p, τ2,p, . . . , τN,p) +
1
p
N∑
k=1
(N + 1− k)κk.
The second term is a small perturbation, and helps avoid needless technical difficulties later.
Fix χ to be a fixed smooth function which has χ(0) = 0, χ(t) > 0 for t 6= 0, −1
2
≤ χ′ ≤ 1
2
,
and χ′(0) = 0. We will be interested in sets Ωp which minimize, for a sufficiently small but
fixed s,
Fp(Ω) + |Ω|+ E(Ω),
where
E(Ω) =
ˆ
Ω
smax{d(x,Ω∗), 1}+
ˆ
Ωc
smax{d(x,Ωc∗), 1}+ χ(|Ω∗| − |Ω|).
Such sets will be referred to as p-minimizers below.
Let us record here the derivatives of Fp with respect to each parameter:
(3.13) ∂κkFp(κ) =
N + 1− k
p
+
N∑
j=k
(
κk
τk,p
)p−1
· ∂κjGp(κ).
The most useful sense in which our various minimizers will satisfy Euler-Lagrange equa-
tions is in the viscosity sense, defined below.
Definition 3.1. Given an open set U , a finite set {vk}Nk=1 of Lipschitz functions defined on
U and an open set Ω ⊆ U outside of which they vanish is said to be a viscosity solution with
parameters {ξk}Nk=0, C0 if it satisfies the conditions below. The ξk should have ξk ≥ 0 and
constant for k > 0, and ξ0 a Lipschitz function taking values in (
1
2
, 3
2
).
(V1) |△vk| ≤ C0 on Ω ∩ U for each k.
(V2) If there is a ball Br(y) ⊆ Ω with B2r(y) ⊆ U such that {x} = ∂Br(y) ∩ ∂Ω, and a
sequence of numbers βk ≥ 0 such that
|uk(z)| ≥ βk( y − x|y − x| · (z − x))
+ + o(|z − x|),
then
N∑
k=1
ξkβ
2
k ≤ ξ0(x).
(V3) If there is a ball Br(y) ⊆ U \ Ω with B2r(y) ⊆ U such that {x} = ∂Br(y) ∩ ∂Ω, and a
sequence of numbers βk ≥ 0 such that
|uk(z)| ≤ βk( y − x|y − x| · (z − x))
− + o(|z − x|),
then
N∑
k=1
ξkβ
2
k ≥ ξ0(x).
Many properties of p-minimizers follow directly from our earlier work [14] or slight mod-
ifications of arguments there, and we begin exploring them in the propositions below. Most
of these properties will not be uniform in p.
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Proposition 3.2. Let Fp be as in (3.12), and assume that F satisfies (A1-2) while Ω∗
satisfies (B1-5).
(1) Fp is continuously differentiable in its parameters, and the partial derivatives ∂κkF
are all strictly positive. Moreover, the Fp satisfy (A1-2). If F satisfies (A3), then so
does Fp, with Lipschitz constants on compact subsets of (0,∞)N bounded uniformly
in p.
(2) For any quasiopen set Ω, Fp(Ω) ≥ F (Ω), and limp→∞ Fp(Ω) = F (Ω).
Proof. For (1), this follows from (3.13), noting that the first term is strictly positive, while
the ones in the sum are nonnegative. That Fp satisfies (A1-2) (and (A3) when F does) comes
from the definition (3.12). In (2), the first is clear from the definitions, while the second
follows as τk,p → κk as p→∞. 
Lemma 3.3. Let Fp be as in (3.12), p ≥ p0, and assume that F satisfies (A1-2) while Ω∗
satisfies (B1-5). Then:
(1) There exists a quasiopen p-minimizer Ωp for each p.
(2) For this Ωp, λN(Ωp) ≤ C, with the constant depending on F and Ω∗ but not p.
(3) This Ωp also has c ≤ |Ωp| ≤ C, with the constants depending on F and Ω∗ but not p.
(4) We have
(3.14) E(Ωp) + |Fp(Ωp)− Fp(Ω∗)|+ |F (Ωp)− F (Ω∗)| → 0
as p→ 0.
Proof. First, we will prove a stronger version of (2) and (3). Let us set
m(p) = inf{Fp(Ω) + |Ω|+ E(Ω) : Ω quasiopen}.
Then we claim, for each ε > 0, that if p ≥ p0 and for some quasiopen set Ω we have
Fp(Ω) + |Ω| + E(Ω) − m(p) ≤ δ for a sufficiently small δ > 0, then λN(Ω) ≤ C1 and
||Ω| − |Ω∗|| ≤ ε (here C1 and δ depend only on F, ε and Ω∗, but not p).
Indeed, we know that
F (Ω∗) + |Ω∗|+ E(Ω) ≤ F (Ω) + |Ω|+ E(Ω)
≤ Fp(Ω) + |Ω|+ E(Ω)
≤ Fp(Ω∗) + |Ω∗|+ E(Ω∗) + δ.(3.15)
Here the first line used the minimality of Ω∗, the second line that Fp ≥ F (from Proposition
3.2), and the third the definition of δ. Now if we use Proposition 3.2 as well as that E(Ω∗) = 0
we obtain that
(3.16) F (Ω∗) + |Ω∗|+ E(Ω) ≤ F (Ω) + |Ω|+ E(Ω) ≤ F (Ω) + |Ω∗|+ δ + op(1),
so
(3.17) E(Ω) + |F (Ω)− F (Ω∗) + |Ω| − |Ω∗|| ≤ δ + op(1).
From the first term, this gives
(3.18) χ(|Ω∗| − |Ω|) ≤ δ + op(1),
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which implies ||Ω∗| − |Ω|| ≤ ε if δ is sufficiently small. Then using (3.17) again, we see that
for p large enough,
(3.19) |F (Ω∗)− F (Ω)| ≤ 2δ + ε.
Assume for contradiction that λN(Ω) > C1 for some C1 large. Then from the Ashbaugh-
Benguria inequality (see [18][Theorem B] for a sufficiently general version), we have λk(Ω) ≥
cC1 for all k ∈ [1, N ] and a c depending only on N and n. Let us select C1 so that
cC1 ≥ λk(Ω∗) + 1 for all k ∈ [1, N ]; then applying Lemma 2.1 we see that
F (Ω) ≥ F (λ1(Ω∗) + 1, . . . , λN(Ω∗) + 1) ≥ F (Ω∗) + c1
for some c > 0. Choosing δ so that 2δ + ε < c1
2
gives a contradiction to (3.19), proving the
claim.
We will now sketch the proof of (1). Fixing p > p0, our claim implies that it suffices to
minimize Fp over the class of sets Ω which have λN (Ω) ≤ C1. Moreover, the volume bound
in the claim and the Faber-Krahn inequality also imply that we may as well restrict to sets
with λ1(Ω) ≥ c, for some c depending only on |Ω∗|; set
Q = {Ω quasiopen : c ≤ λ1(Ω), λN(Ω) < C1}.
Using Proposition 3.2, part (1), we see that 0 < c(p) ≤ ∂λkF (Ω) ≤ C(p) <∞ for all Ω ∈ Q.
Let us find (for every R large) ΩR ⊆ BR for which
Fp(Ω
R) + |ΩR|+ E(ΩR) = inf{Fp(Ω) + |Ω|+ E(Ω) : Ω ∈ Q,Ω ⊆ BR}.
That such sets exist follows from [7]. We may apply [14][Lemma 2.1] to these ΩR, and then
argue as in [14][Lemma 4.2] to show that up to selecting different ΩR, we may take ΩR to be
bounded uniformly in R (by a constant M that may depend on p). Using the compactness
and lower semicontinuity results of [7] again, we then take a limit, in the weak γ sense, of
ΩR → Ωp ⊆ BM . This gives that
Fp(Ωp) + |Ωp|+ E(Ωp) = inf{Fp(Ω) + |Ω|+ E(Ω) : Ω ∈ Q} = m(p),
giving (1) (and also (2,3)).
To see (4), we insert Ω = Ωp into (3.17) and (3.18), with δ = 0. This shows that
lim
p→∞
E(Ωp) + |F (Ω∗)− F (Ωp)|+ ||Ω∗| − |Ωp|| = 0.
Combining with (3.15) gives (3.14). 
We continue with some further properties of the Ωp constructed in Lemma 3.3, most of
which are not uniform in p (except as noted):
Proposition 3.4. Let Fp be as in (3.12), p > p0, and F , Ω∗, Ωp as in Lemma 3.3.
(1) Ωp is an open set.
(2) The first N eigenfunctions uk,p of Ωp are Lipschitz continuous, with constant C =
C(p). They also satisfy the lower bound: for any x ∈ Ωp,
sup
k,y∈Bρ(x)
|uk,p(y)| ≥ c(p)ρ
for every ρ < ρ0(p). Neither is claimed to be uniform in p.
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(3) The partial derivatives ∂κkFp have the property that ∂κkFp(κ) > ∂κk+1Fp(κ) if κk =
κk+1. It follows that λ1(Ωp) < . . . < λN+1(Ωp) for any p-minimizer.
(4) Let ξk,p = ∂κkFp(Ωp) and ξ0,p(x) = 1 + smax{d(x,Ω∗), 1}) − smax{d(x,Ωc∗), 1} +
sχ′(|Ω∗|− |Ωp|). Then the set Ωp and functions {uk,p}k constitute a viscosity solution
(with U = Rn) with parameters {ξk,p},maxk,Ωp λk(Ωp)|uk,p|.
(5) The Weiss energies
Wp(x, r) =
1
rn
ˆ
Br(x)∩Ωp
(
N∑
k=1
ξk,p|∇uk,p|2 + ξ0,p)− 1
rn+1
ˆ
∂Br(x)
N∑
k=1
ξk,pu
2
k,pdHn−1
satisfy, for s < r and x ∈ ∂Ωp,
Wp(x, r)−Wp(x, s) ≥
ˆ r
s
2
tn+2
ˆ
∂Bt(x)
N∑
k=1
ξk,p(uk,p − t(uk,p)r)2 − C(r − s),
with C independent of p.
(6) The reduced boundary ∂∗Ω is composed of a union of C1,α graphs, while the comple-
ment ∂Ω \ ∂∗Ω has Hausdorff dimension at most n− 5.
(7) We have
N∑
k=1
ξk,p(uk,p)
2
ν(x) = ξ0,p(x)
for every x ∈ ∂∗Ω. Here ν is the unit normal vector at x to Ωp.
Sketch of proof. The openness of p-minimizers can be deduced from [14][Lemma 2.5], which
applies to p-minimizers. Property (2) comes from the main result in [6], for the continuity,
and [14][Lemma 2.1], for the lower bound. At this point, it helps to observe that while
Lemmas 2.6-2.7 of [14] are not valid for p-minimizers, the argument in Lemma 2.6 still goes
through to show that Ωp cannot have two different connected components with a common
boundary point. Using this, all of the results of Section 3 apply equally well to p-minimizers.
Property (3) comes from inspecting the formula (3.13), while the consequence is from
[14][Remark 3.5]. We may now obtain (4) from [14][Section 3], using that Ωp has Property S.
The monotonicity of the Weiss energy (5) may be verified as in the proof of [14][Proposition
8.1]; the worse estimate on the error comes from the fact that ξ0 is Lipschitz rather than
constant, but the C is uniform in p.
Then (6) is the main result of [14]; the regularity of ∂∗Ωp follows from (4), (2), and
[14][Theorem 7.2], while the estimate on the size of ∂Ωp \ ∂∗Ωp uses [14][Section 8] and (5).
Finally, (7) is immediate from (6) and (4). 
We now turn our attention to estimates on Ωp which are uniform in p. Let us start with
a straightforward observation:
Lemma 3.5. Let Fp be as in (3.12), p > p0, and F , Ω∗, Ωp as in Lemma 3.3. The sets Ωp
enjoy the following properties, all with constants uniform in p:
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(1) (2.9) applies to Fp and Ωp, with uniform constants. As a consequence,
N∑
k=1
ξk,p ≤ c.
(2) (2.7) applies to Fp and Ωp, with uniform constants. As a consequence,
N∑
k=1
ξk,p ≥ c,
so at least one of the ξk is nonzero.
(3) |uk,p| ≤ C for 1 ≤ k ≤ N
Here ξk,p = ∂κkFp(Ωp).
Proof. For properties (1) and (2), it is clear from the definition of p-minimizer that Ωp and
Fp satisfy (2.6) and (2.8), and so Lemma 2.1, (2-3), applies to Ωp and Fp. The constants
there depend only on quantities which are independent of p, using Lemma 3.3(2-3). The
consequences follow by sending s to 0.
On the other hand, (3) is a universal property of the eigenfunctions of a domain, with
C depending only on λk(Ωp) (see [6][Remark 2.5], for example). Using Lemma 3.3 part (2),
this is uniform in p. 
Noting that the numbers ξk,p are bounded uniformly in p, we pass to a subsequence of p
(without changing notation) such that
lim
p→∞
ξk,p = ξk
for some ξk, for every k ∈ [1, N ].
4. The Estimate of Dorin Bucur
The two uniform estimates on Ωp which would be most helpful to us are the lower bound
and Lipschitz estimate of 3.4 part (2), but uniform in p. While we will take up the Lipschitz
estimate in the following section, we do not know how to obtain the uniform lower bound (this
is one of the central difficulties of these kinds of spectral optimization problems). Instead,
we will use the groundbreaking approach of Dorin Bucur from [4], who observes that a lower
bound is easier to obtain for the torsion function on a domain, and this can still be of some
use. We briefly summarize the method, and explain how it applies to p-minimizers.
The torsion energy of an (quasi)open set A is given by
T (A) = inf
v∈H10 (A)
ˆ
A
1
2
|∇v|2 − v.
The infimum is attained by a function vA which satisfies the torsion equation on A: −△vA =
1 on A; we may extend vA by 0 to R
n. Let
dγ(A,B) =
ˆ
|uA − uB|
be the distance associated with γ-convergence.
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A torsion shape subsolution with constants Λ, δ is a quasiopen set A which has the
property that given any open B ⊆ A with dγ(A,B) < δ, we have
T (A) ≤ T (B) + Λ(|B| − |A|).
Bucur established the following Alt-Caffarelli-type lower bound for torsion shape subsolu-
tions, which also implies a diameter bound:
Proposition 4.1. Let A be a torsion shape subsolution with constants δ,Λ. Then there are
r0, C0 depending on Λ, τ , and n, such that if for r ≤ r0 
Br(x)
vA ≤ C0r,
then vA is zero on Br/4(x). Moreover, we have that each connected component of A has
diameter bounded by C0.
The L1 version follows from the L∞ version by noting that vA solves −△vA ≤ 1 in the
sense of distributions on Rn, and using the mean value property.
This is complemented by the following observation:
Lemma 4.2. Assume that F and Ω∗ satisfy (A1-3) and (B1-5). Let Fp be as in (3.12),
p > p0, Ωp as in Lemma 3.3. The sets Ωp (as well as Ω∗) are torsion shape subsolutions,
with constants Λ, δ depending only on F, n, and N , but not p.
Proof. We follow the proof in Bucur’s [4][Theorem 3.1], noting only that the constants ck(A)
there depend only on N and λN(A) (as can be readily checked in the proof in the appendix),
and we have that λN(Ωp), λN(Ω) ≤ C from Lemmas 3.3(2) and 2.1(1). This gives
max
k≤N
λk(A)− λk(Ωp) ≤ C(T (A)− T (Ωp)) ≤ Cdγ(A,Ωp).
for any A ⊆ Ωp with dγ(A,Ωp) ≤ δ with δ not depending on p. On the other hand, after
possibly taking δ smaller, we may use (A3) from Proposition 3.2(1) to write
Fp(A)− Fp(Ωp) ≤ Cmax
k≤N
λk(A)− λk(Ωp).
Combining, this gives
Fp(A)− Fp(Ωp) ≤ C(T (A)− T (Ωp)),
so that from the minimality of Ωp we get
1
4
|Ωp \ A| ≤ Fp(A)− Fp(Ωp) ≤ C(T (A)− T (Ωp)).
This implies that Ωp is a torsion shape subsolution with constants uniform in p. The same
argument works for Ω∗ in place of Ωp. 
One application of this is a uniform bound on the diameter of Ωp. This is not the only
way of obtaining this kind of result, and a different argument not requiring (A3) will be
given in the next section.
Corollary 4.3. Let F, Fp,Ω∗,Ωp be as in Lemma 3.3, and also that F satisfies (A3). Then
Ωp has diameter bounded uniformly in p.
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Proof. This follows immediately from Lemma 4.2 and that E(Ωp)→ 0 from Lemma 3.3(4).
Take BR to be a ball compactly containing Ω∗; then as E(Ωp)→, we have that |Ωp\BR| → 0.
Consider a connected component U of Ωp, then. From the Faber-Kahn inequality, we have
that λ1(U) ≥ C|U |−2/n. On the other hand, λ1(U) ≤ λN (Ωp), for otherwise removing U
from Ωp will not change the first N eigenvalues but decrease the volume, contradicting the
fact that Ωp is a p-minimizer. Using Lemma 3.3(2), this gives |U | ≥ c uniformly in p, and
so for p large U must intersect BR. Using Lemma 4.2, we learn that U ⊆ BR+C0 . 
The more important corollary for us is the following technical result. The topological
boundary ∂Ω∗ is difficult to deal with from a geometric measure theory perspective, but the
shape subsolution property does yield some information about it.
Corollary 4.4. We have |∂Ω \ Ω| = 0 for any torsion shape subsolution Ω.
Proof. Take any x ∈ Rn: then using the mean value property,
vΩ(x) ≤
 
Br(x)
vΩ ≤ C |Br(x) ∩ Ω|
rn
max
Br(x)
vΩ.
Set φ(x, r) = maxBr(x) vΩ; we have the relation
φ(x, r) ≤ C1 |B2r(x) ∩ Ω|
rn
φ(x, 2r).
Note also that φ(x, r) ≤ C. Now, take any point x which has Lebesgue density 0 for Ω:
lim
rց0
|Ω ∩Br|
|Br| = 0.
For all r < r1 = r1(x, ε), we then have C1|Ω ∩B2r| ≤ εrn, so
φ(x, r) ≤ εφ(x, 2r).
It follows that
φ(x, r) ≤ C( r
r1
)−C log ε ≤ Cr2
for sufficiently small ε. Applying Proposition 4.1, it follows that vΩ is zero on a small ball
around x; this implies that the set of such x has zero capacity. To summarize, we have shown
that ∂Ω consists of points of positive Lebesgue density for Ω, up to a polar set.
If |∂Ω \ Ω| > 0, then almost every point in this set has Lebesgue density 1 for ∂Ω \ Ω,
and so must have Lebesgue density 0 for Ω. We have just shown that the set of such points
is polar, so it must be that |∂Ω \ Ω| = 0. 
Remark 4.5. Lemma 4.2 is the only place in our argument where we use assumption (A3),
and this is only needed for Corollary 4.4. Hence (A3) may be replaced by |∂Ω∗ \ Ω∗| = 0.
5. The Lipschitz Estimate
We now consider a uniform version of the Lipschitz estimate on uk,p in Proposition
3.4(2). It is unreasonable to attempt to prove a uniform Lipschitz estimate on the first
N eigenfunctions of Ωp, at least if F is not strictly increasing with respect to the first
eigenvalue: for at least some of the eigenvalues on which F does not actually depend, we
expect the corresponding eigenfunctions to not remain Lipschitz as p→∞. However, we may
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still obtain a Lipschitz estimate on those eigenfunctions which appear in the Euler-Lagrange
equation for the limiting problem. This is the aim of the estimate below.
Lemma 5.1. Let Ω∗,Ωp, F, Fp be as in Proposition 3.4. Then there is a constant C inde-
pendent of p such that
max
x∈Ωp,k∈[1,N ]
ξk,p|∇uk,p(x)|2 ≤ C.
Proof. Fix k, and consider a point x ∈ Ωp∩{uk,p = 0}. We aim to first show that |∇uk,p(x)| ≤
C uniformly in p.
Indeed, we let u+ = max{uk,p, 0} and u− = max{−uk,p, 0}, and note that both of these
functions satisfy △u± ≥ −C0 (using Lemma 3.5). Let
Φ(r) =
(
1
r2
ˆ
Br(x)
|∇u+(y)|2
|x− y|n−2dy
)(
1
r2
ˆ
Br(x)
|∇u−(y)|2
|x− y|n−2dy
)
.
As uk,p is smooth in Ωp, it is straightforward that
lim
rց0+
Φ(r) = c(n)|∇uk,p(x)|2.
On the other hand, we have from [9][Theorem 1.3, Remark 1.5] that
Φ(r) ≤ C(n)(1 +
ˆ
B1(x)
u2+ +
ˆ
B1(x)
u2−)
2 ≤ C.
This gives the estimate promised.
Now take any point x ∈ Ωp \ {uk,p = 0}, and let r = d(x, {uk,p = 0}), m = |uk,p(x)|.
Our goal is to show that
√
ξk,pm ≤ Cr, for then ξk,p|∇uk,p(x)| ≤ C from standard elliptic
estimates (using that |△uk,p| ≤ C0 on Ωp). Note that, fixing r0 small, this follows for r > r0
from Lemma 3.5, so we may as well only consider r < r0. Likewise, we may reduce our
attention to the case of m ≥ r, for otherwise the estimate is trivial. Using the Harnack
inequality (and possibly reversing the sign of uk,p) we have that
min
Br/2(x)
uk,p ≥ cm.
Let Ψ(r) = r2−n if n > 2 and Ψ(r) = − log r if n = 2, and set
v(y) =
C0
2n
(|y − x|2 − r2) + cm+
3C0
8n
r2
Ψ( r
2
)−Ψ(r)Ψ(y − x) y ∈ Br(x) \Br/2(x).
This function takes the values 0 on ∂Br(x) and cm on ∂Br/2, and solves △v = C0. One may
readily check from the formula that v is positive on the annulus of definition, and has
|∇v| ≥ cm
r
,
provided r0 is chosen small enough.
Applying the maximum principle to q = uk,p− v on Br(x) \Br/2(x), we see that as q ≥ 0
on the boundary and superharmonic, we have q ≥ 0 on the interior. Take a point z ∈ ∂Br
with uk,p = 0; there are now two cases. If z ∈ Ωp, then we have
C ≥ |∇uk,p(z)| ≥ |∇v(z)|
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from our previous estimate along the nodal set, which implies the conclusion. On the other
hand, if z ∈ ∂Ωp, we use the viscosity solution property (V2) with βi = |∇v| for i = k and
βk = 0 otherwise, to learn that ξk,p|∇v|2 ≤ ξ0(z) ≤ 2. This also implies the conclusion. 
Corollary 5.2. Let Ω∗,Ωp, F, Fp be as in Proposition 3.4. We have that for each x ∈ Ω¯p
and r < r∗,
(5.20) |Br(x) ∩ Ωp| ≥ c∗rn.
Moreover, Ωp ⊆ BR∗ . Here r∗, R∗, and c∗ do not depend on p.
Proof. In proving (5.20), it suffices to consider only x in ∂Ωp. Indeed, if we have that estimate
on ∂Ωp, take any x ∈ Ωp: if Br/2(x) ⊆ Ωp as well, then (5.20) holds trivially with constant
2−n; if not, then there is a y ∈ ∂Ωp ∩ Br/2(x), and so from the estimate on the boundary
|Br(x) ∩ Ωp| ≥ |Br/2(y) ∩ Ωp| ≥ c∗2−nrn
anyway.
Consider the limit
W (x, 0+) = lim
s→0
Wp(x, r),
where Wp(x, s) is the Weiss energy of Proposition 3.4. If we set
vsk(y) =
uk,p(x+ sy)
r
,
then vsk is Lipschitz continuous uniformly in s. We may then find a subsequence si → 0
along which vsik → vk for some Lipschitz function vk, locally uniformly and weakly in H1loc.
From the lower bound in Proposition 3.4(2),
max
k,B1
|vsk| ≥ c(p)
uniformly in s (but not p), so at least one of the vk is nonzero. Take any point z ∈ {vk 6= 0}:
then there is a neighborhood Bt(z) such that for i large enough, v
si
k 6= 0 on Bt(z). As
max
Bt(z)
|△vsik | ≤ λksi max
Btsi(x+siz)
|uk,p| ≤ Cs2i → 0.
This implies that vk is harmonic on {vk 6= 0}.
From Proposition 3.4(5) and the dominated convergence theorem, we have that
ˆ b
a
2
tn+2
ˆ
∂Bt
N∑
k=1
ξk,p(vk − t(vk)r)2 = lim
i
ˆ b
a
2
tn+2
ˆ
∂Bt(x)
N∑
k=1
ξk,p(v
si
k − t(vk)sir )2
≤ lim
i
[W (x, sib)−W (x, sia) + Csi(b− a)]
= 0.
This implies that each of the vk is homogeneous of degree 1. Consider the trace of vk on ∂B1
(with k so that vk is nontrivial). This is a function which satisfies{
−△∂B1vk = λvk on {vk 6= 0}
vk = 0 on ∂{vk 6= 0},
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where λ is the first Dirichlet eigenvalue of the half-sphere (it is related only to the degree
of homogeneity of vk). It follows from this that |{vk 6= 0} ∩ ∂B1| ≥ 12 |∂B1|: this is the
Faber-Krahn inequality on the sphere; see [8] for details.
Now, we have that for each z ∈ {vk 6= 0}, z ∈ {vsik 6= 0} for i large enough, so by Fatou’s
lemma
|{vk 6= 0} ∩B1| ≤ lim inf
i
|{vsik 6= 0} ∩ B1| ≤ lim infi |
(Ωp − x)
si
∩B1|.
We also have ˆ
B1
|∇vk|2 ≤ lim inf
i
ˆ
B1
|∇vsik |2
from the weak convergence in H1, andˆ
∂B1
|vk|2 = lim
i
ˆ
∂B1
|vsik |2
from the uniform convergence. This gives
|B1|
8
≤ ξ0,p(x) |B1|
2
≤ ξ0,p(x)|B1 ∩ ∪k{vk 6= 0}|
= ξ0,p(x)|B1 ∩ ∪k{vk 6= 0}|+
ˆ
∂B1
N∑
k=1
ξk,pvk((vk)r − vk)
= ξ0,p(x)|B1 ∩ ∪k{vk 6= 0}|+
ˆ
B1
N∑
k=1
ξk,p|∇vk|2 −
ˆ
∂B1
N∑
k=1
ξk,pv
2
k
≤ lim inf
i
ˆ
(Ωp−x)
si
∩B1
ξ0,p(x+ si·) +
ˆ
B1
N∑
k=1
ξk,p|∇vk|2 −
ˆ
∂B1
N∑
k=1
ξk,pv
2
k
= lim inf
i
W (x, si)
= W (x, 0+).
The second line used that as vk is 1-homogeneous on the domain of integration, the integrand
is 0. The third line used that vk is harmonic on {vk 6= 0} and integration by parts.
This implies that
|B1|
8
≤W (x, 0+)
≤W (x, r) + Cr
≤ Cr + 1
rn
ˆ
Br(x)∩Ωp
ξ0,p +
N∑
k=1
ξk,p|∇uk,p|2
≤ Cr + C |Ωp ∩ Br|
rn
.
The last line used Lemma 5.1. Now choose r∗ so that Cr∗ ≤ |B1|16 to obtain (5.20).
Let us now show that for p sufficiently large, Ωp is bounded uniformly in p. Indeed, take
R so that Ω∗ ⊂⊂ BR; then from Lemma 3.3(4) we have that |Ωp \ BR| → 0. On the other
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hand, say there is a point x in ∂Ωp with |x| = R + r∗. Then
|Ωp \BR| ≥ |Ωp ∩Br∗(x)| ≥ c∗rn∗ .
For sufficiently large p, this results in a contradiction, so Ωp ⊆ BR+r∗ . 
6. The Limiting Procedure
We now begin the passage to the limit in p, which will yield an Euler-Lagrange equation
for Ω∗ and allow us to classify points on the boundary.
Theorem 6.1. Let Ω∗, Ωp, F , and Fp be as in Proposition 3.4, and also assume that F
satisfies (A3-4). Then we have the following, along some subsequence:
(1) Ω¯p → Ω¯∗ in the Hausdorff topology.
(2) Ωp → Ω∞ ⊆ Ω∗ in the weak γ sense.
(3) ∂Ωp → Z in the Hausdorff topology, where ∂Ω∗ ⊆ Z ⊆ Ω¯∗.
(4) There is an r∗ > 0 and a constant c∗, both depending only on n, F , and Ω∗, such
that |Br(x) ∩ Ω∞| > c∗rn for every x ∈ Ω¯∗ and r < r∗.
(5) Let K be the set of k for which ξk > 0. Then λk(Ωp)→ qk, and qk = λmax{j∈K:qj=qk}(Ω∗).
(6) There is an orthonormal set {uk}k∈K of Lipschitz eigenfunctions of Ω∗ \ Z, with
eigenvalues qk, for which if we define the Weiss energies
W (x, r) =
1
rn
ˆ
Br(x)∩Ω∗
(
∑
k∈K
ξk|∇uk|2 + 1)− 1
rn+1
ˆ
∂Br(x)
∑
k∈K
ξku
2
kdHn−1,
then they satisfy, for s < r and x ∈ Z,
W (x, r)−W (x, s) ≥
ˆ r
s
2
tn+2
ˆ
∂Bt(x)
∑
k∈K
ξk(uk − t(uk)r)2 − C(r − s).
Proof. We have that the Ωp are uniformly bounded open sets; it follows that there exists a
quasiopen set Ω∞ such that, along a subsequence of p, Ωp converge to Ω∞ in the weak γ
sense. In particular, we have that
λk(Ω∞) ≤ lim inf
p
λk(Ωp)
for every k, and |Ω∞| ≤ lim infp |Ωp|. It follows that
F (Ω∞) + |Ω∞|+ E(Ω∞) ≤ lim inf
p
F (Ωp) + |Ωp|+ E(Ωp) = F (Ω∗) + |Ω∗|,
with right equality from Lemma 3.3(4). It follows that E(Ω∞) = 0 (implying |Ω∞| = |Ω∗|
and Int(Ω∗) ⊆ Ω∞ ⊆ Ω¯∗ a.e.), and Ω∞ is an F -minimizer. From this we also have that
(6.21) F (Ω∞) = F (Ω∗) = lim
p→∞
Fp(Ωp).
From Corollary 4.4, we know that |Ω¯∗ \ Ω∗| = 0, so |Ω∞ \ Ω∗| = 0. Using (B3) and the
fact that Ω∞ is an F -minimizer, this implies that cap(Ω∞ \ Ω∗) = 0, so up to choosing a
different representative for Ω∞ this gives Ω∞ ⊆ Ω∗, establishing (2). In particular, we have
that λk(Ω∞) ≥ λk(Ω∗) for every k.
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Let us consider the values ξk = limp ξk,p more carefully in light of this information. Up to
passing to a further subsequence, we may assume that λk(Ω∗) ≤ λk(Ω∞) ≤ qp = limp λk(Ωp).
From (6.21), we have that
(6.22) F (q1, . . . , qk, . . . , qN) = F (q1, . . . , λk(Ω∗), . . . , qN)
for every k. From (3.13), we have that
(6.23) ξk,p = ∂κkFp(Ωp) = op(1) +
N∑
j=k
(
λk(Ωp)
τk,p(Ωp)
)p−1
· ∂κjGp(Ωp).
Set µk,p = ∂κkGp(Ωp); from Lemma 3.5(1) we have that the µk,p are uniformly bounded in
p, and so may pass to a further subsequence along which µk,p → µk for some numbers mk.
If λk(Ω∗) < qk, then we may combine (6.22) with (A4) in the following way:
0 = lim
p→∞
(p
2
)N−1 ˆ
[0, 2
p
]N−1
|F (q1 + ζ1, . . . , qk + h, . . .)− F (q1 + ζ1, . . . , qk, . . .)|dζ1 . . . dζN
≥ 1
2N−1
lim sup
p→∞
ˆ
[0, 2
p
]N−1
|F (λ1(Ωp) + ζ1, . . . , λk(Ωp) + h, . . .)− F (λ1(Ωp) + ζ1, . . . , λk(Ωp), . . .)|dζ1 . . . dζN
=
1
2N−1
lim sup
p→∞
∂κkGp(Ωp)
=
1
2N−1
lim
p→∞
µk,p
=
1
2N−1
µk.
The first line used (A4), the second line used the definition of qk, and the third line used the
definition of Gp, in (3.10). If instead we have λk(Ω∗) = λk+1(Ω∗), then from (B2) we know
that F (and hence G) do not depend on κk. This means that µk,p = 0, and so µk = 0. In
other words, we have shown that
(6.24) µk > 0 ⇒ λk(Ω∗) = qk < λk+1(Ω∗).
Passing to another subsequence, we may take the uk,p (for all k ≤ N) to converge weakly
in H1 and strongly in L2 to functions vk in H
1
0 (Ω∞) (see Lemma 5.3.5 in [7]). In particular,
we have that the vk are orthonormal in L
2, and that
σk := R[vk] ≤ lim inf R[uk,p] = lim λk(Ωp) = qk.
Let {αj}Jj=1 be an increasing sequence of natural numbers with the property that µk > 0 if
and only if k is one of the αj. From (6.24), this implies that λαj(Ω∗) < λαj+1(Ω∗). For each
j, let Fj to be the set of k such that σk = σαj ; these are sets of several consecutive integers
of which the largest is αj . Let K be the set of k for which ξk 6= 0.
By using the vk as test functions in the min-max formula for the definition of λk(Ω∞), we
see that λk(Ω∞) ≤ σk. For every k for which qk = λk(Ω∗), we also have that σk = λk(Ω∞) =
qk, and so for such a k the convergence is strong in H
1. In particular, this holds for k = αj .
Now take any k ∈ Fj for some j:
σαj = σk ≤ qk ≤ qαj = σαj .
Hence for any k ∈ ∪jFj, these inequalities are equalities, and we have qk = λαj (Ω∗).
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Let us now show that K ⊆ ∪Jj=1Fj. This fact comes from inspecting the formula (6.23).
Indeed, take a k which does not lie in any of the sets Fj: then for every l ≥ k, we have that
either limp µl,p = µl = 0 or l = αj but qk < ql. For every l with qk < ql, we have that
lim
p→∞
(
λk(Ωp)
τl,p(Ωp)
)p−1
≤ lim
p→∞
(
λk(Ωp)
λl(Ωp)
)p−1
= 0,
so in either case the corresponding term in (6.23) goes to 0 as p→∞. It follows that ξk = 0,
so k /∈ K.
On the other hand, a similar argument shows that ξαj > 0. Indeed, the first term in the
sum in (6.23) has
lim inf
p
(
λαj (Ωp)
ταj ,p(Ωp)
)p−1
· µk,p ≥
µαj
dimFj > 0.
This implies (5): we have that for every k ∈ K, there is a j with qk = qαj = λαj(Ω∗), and
this αj is characterized by αj = max{i ∈ K : qi = qk}.
For each k ∈ K, we have that uk,p is Lipschitz uniformly in p, and (up to further sub-
sequences) we have uk,p → vk uniformly. Up to passing to a further subsequence, we may
assume that Ω¯p → K and ∂Ωp → Z ⊆ K in Hausdorff topology, for some closed, bounded,
sets K and Z.
We now turn our attention to (1), (3) and (4). We first show that K = Ω¯∗. Indeed, take
any point x ∈ K, and fix r < r∗ smaller than the constant of Corollary 5.2; then for all p
large enough we have
|Br(x) ∩ Ωp| ≥ c∗rn.
If x /∈ Ω¯∗, then for a small enough r and all p large we have Ω8 ⊆ Ω∗ ⊂⊂ Rn \Br(x), and so
(from the weak γ convergence)
|Ω∞| ≤ lim inf
p→∞
|Ωp \Br(x)| ≤ lim
p→∞
|Ωp| − c∗rn ≤ |Ω∞| − c∗rn.
This is a contradiction. On the other hand, taking any x ∈ Ω∗ \K, there is a ball Br(x) with
K ∩ Br(x) = ∅ and |Ω∗ ∩ Br(x)| = c > 0 (the latter follows as any quasiopen set contains
only points of Lebesgue density 1 for itself). For large p, then, Ωp∩Br(x) = ∅, meaning that
Ω∞ ⊆ Ω∗ \Br(x). This contradicts that |Ω∞| = |Ω∗|. We have now shown (1).
As a consequence, 1Ωp → 1Ω¯∗ strongly in L1. To see this, first note that on Rn \ Ω¯∗, we
have 1Ωp → 0 from the Hausdorff convergence, so
|Ωp \ Ω¯∗| → 0
by the dominated convergence theorem. On the other hand, this gives
lim
p
|Ωp ∩ Ω¯∗| = lim
p
|Ωp| − lim
p
|Ωp \ Ω¯∗| = |Ω∞| − 0 = |Ω¯∗|,
where the middle step used that |Ω¯∗ \ Ω∗| = 0 and |Ω∗ \ Ω∞| = 0. Applying this and using
the estimate in Corollary 5.2 then gives (4).
Take a point x ∈ ∂Ω∗. If for some ball Br(x), we have |Br(x)\Ω∗| = 0, then we may apply
property (B3) to the set Ω = Ω∗∪Br(x) (this has λk(Ω) ≤ λk(Ω∗), as Ω∗ ⊆ Ω, and |Ω∗| = |Ω|
by definition, so Ω is also an F -minimizer). This means that cap(Br(x)\Ω∗) = 0, and so, by
our standard choice of representative for Ω∗, Br(x) ⊆ Ω∗: this contradicts x ∈ ∂Ω∗. On the
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other hand, we have from the just-proved (4) that |Ω∗ ∩ Br(x)| > 0 for every r > 0. Thus
for every r > 0,
(6.25)
|Br(x) \ Ω∗|
|Br| ∈ (0, 1).
Using that 1Ωp → 1Ω∗ in L1,
lim
p→∞
|Br(x) \ Ωp|
|Br| =
|Br(x) \ Ω∗|
|Br| ∈ (0, 1)
for each fixed r. We may then find a sequence rp → 0 for which
|Brp(x) \ Ωp|
|Brp|
∈ (0, 1),
and then take points xp ∈ Brp ∩ ∂Ωp. By construction, these points xp → x as p → ∞,
showing that ∂Ω∗ ⊆ Z (recall that Z is the Hausdorff limit of ∂Ωp). This implies (3).
We may now easily verify the first part of (6). Indeed, take any x in the open set Ω∗ \Z;
then there is a ball Br(x) ⊂⊂ Ω∗\Z, so Br(x) ⊆ Ωp for all p large. On this ball, the functions
uk,p have uniformly bounded C
M norms for any M , and so converge in CM topology to vk.
It follows that −△vk = qkvk for every k ∈ K on Ω∗ \ Z, while vk = 0 on Z, which contains
∂(Ω∗ \ Z). This implies that vk is an eigenfunction of Ω∗ \ Z. We may augment the {vk}
to a basis {uk} of eigenfunctions of Ω∗ \ Z (we preserve the numbering so that uk = vk for
k ∈ K).
Let us now consider the Weiss energies Wp. Let ξ0(x) be the uniform limit of ξ0,p(x) (this
has the explicit formula ξ0,p(x) = 1 + smax{d(x,Ω∗), 1} − smax{d(x,Ωc∗), 1}, and so equals
1 on ∂Ω∗). Take any point x ∈ Z, and fix a sequence xp → x with xp ∈ ∂Ωp: we claim that
for every r > 0, Wp(xp, r)→W (x, r). Indeed, we know the following: the functions uk,p are
bounded (uniformly in p for all k ≤ N , from Lemma 3.5(3)), so for each k /∈ K, we have
lim
p
ξk,p
ˆ
∂Br(xp)
u2k,p = 0.
We also have, from weak convergence in H1, that for each of those k
lim
p
ξk,p
ˆ
Br(xp)
|∇uk,p|2 = 0.
On the other hand, for k ∈ K, we have that uk,p → uk uniformly and strongly in H1, so that
lim
p
ξk,p
ˆ
∂Br(xp)
u2k,p = ξk
ˆ
∂Br(x)
u2k
and
lim
p
ξk,p
ˆ
Br(xp)
|∇uk,p|2 = ξk
ˆ
Br(x)
|∇uk|2.
These together imply our claim. A similar argument now shows that
W (x, r)−W (x, s) ≥
ˆ r
s
2
tn+2
ˆ
∂Bt(x)
N∑
k=1
ξk(uk − t(uk)r)2 − C(r − s)
for all s < r, by taking the limit of the right-hand side of the estimate in Proposition
3.4(5). 
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Remark 6.2. The nature of the numbers ξk and µk and the set K in this theorem may
appear mysterious, even though they play an essential role in understanding the problem. In
the case of F being locally C1, however, it is not difficult to verify that
µk = ∂κkF (Ω∗).
For k = αj, we are guaranteed that
ξk ∈ [
µαj
dimFj , µαj ],
but for the other k ∈ Fj we only know that ξk ∈ [0, ξαj ]. One may also check that∑
k∈Fj
ξk = µαj .
Understanding the precise nature of the ξk is an interesting problem we leave open. In
particular, though, knowing that
min
k∈Fj
ξk > 0
would be of great interest for understanding the nature of the set ZC introduced in Section
8; a particularly tempting conjecture might be that ξk =
µαj
dimFj
.
Remark 6.3. We do not show here that the uk are eigenfunctions of Ω∗. It is perhaps
plausible that they are in fact not: let us suggest the following conceptual exercise to clarify
the situation. Suppose that F = λN and there is a minimizer Ω∗ which has the properties
that (a) Ω∗ is open, (b) λN(Ω∗) is simple, and (c) the nodal set {u∗ = 0} ∩ Ω∗ of the
eigenfunction u∗ associated to λN(Ω∗) contacts the boundary ∂Ω∗ (i.e., it is not compactly
contained in the interior of Ω∗). Then take a point x ∈ ∂Ω∗ which is in the closure of the
nodal set, and let Ωt = Ω∗ \ (Bt(x)∩{u∗ = 0}). The mapping t 7→ λk(Ωt) is continuous, and
preserves the fact that u∗ is an eigenfunction of Ωt (hence for small t, λN−1(Ωt) < λN(Ωt) =
λN(Ω∗). As t increases, so do the other eigenvalues of Ωt, so for a critical t∗, we will have
λN−1(Ωt∗) = λN(Ωt∗) = λN(Ω∗). For this domain Ωt∗ , there is then another eigenfunction
u∗∗ with eigenvalue λN(Ω∗). It is possible that it is this function u∗∗ which numbers among
the uk of Theorem 6.1(6), rather than (or in addition to) u∗.
An important observation about this Ωt∗ is that it is also a minimizer of F = λN (al-
though we are unable to prove the same for the set Ω∗ \ Z in Theorem 6.1, this is likely a
technical matter). Therefore, the issue was that the original Ω∗ was just not the “correct”
representative, in the sense that it was not the representative whose eigenfunctions are used
to form the first variation formula. We use (B3) as a selection criterion for representatives,
which will choose the largest one; this is consistent with other approaches in the literature
[4, 6]. Selecting smaller representatives may be needed to more fully understand the structure
of ∂Ω∗.
Let us finally note that this example is contrived. It is conjectured that (b) never holds (see
[13]), and if λN is not simple this construction is impossible unless all of the eigenfunctions
with eigenvalue λN (Ω∗) have a piece of their nodal set in common.
24 DENNIS KRIVENTSOV AND FANGHUA LIN
7. Limits of Viscosity Solutions
We start with a standard lemma, which shows that appropriate limits of viscosity solu-
tions are viscosity solutions themselves.
Lemma 7.1. Let {vk,p}Nk=1, Vp constitute a viscosity solution with parameters ξk,p and C∗
on U . Assume that as p → ∞, ξk,p → ξk (uniformly for ξ0,p). Also assume that ξk,pvk,p
are uniformly Lipschitz continuous and converge to functions ξkvk uniformly on U . Finally,
assume that there is an open set V ⊆ U such that ∂Vp → ∂V and V¯p → V¯ locally in the
Hausdorff sense on U . Then {vk,p}{k:ξk>0} and V constitute a viscosity solution on U with
parameters ξk and C∗.
Proof. First, the property (V1) is straightforward: for any ball Br(x) ⊂⊂ V , we have Br(x) ⊆
Vp for all p large, and so as distributions −△vk,p → −△vk on Br(x). It follows that |−△vk| ≤
C∗.
Take any ball Br0(y0) ⊆ V and numbers βk as in (V2):
|vk(z)| > βke · (z − x))− |z − x|ω(|z − x|)
on Br0(x), with ω a continuous increasing function with ω(0) = 0 and e =
y0−x
|y0−x|
. Note that
we may assume that at least one of the βk is nonzero, for otherwise there is nothing to check.
Let r = sr0 and y = (1−s)x+sy for some s very small; then we have that {x} = ∂Br(y)∩∂V
and
|vk(z)| > βk(e · (z − x))− |z − x|ω(|z − x|)
on Br0(x). By choosing s small enough, we may arrange so that ω(4r) ≤ εmin{k:βk>0} βk.
We have that for for all p large enough and k with ξk nonzero,
|vk,p(z)| > |vk(z)| − cp
> βk(e · (z − x))− |z − x|ω(|z − x|)− cp
> βk(e · (z − x)− 2εr).(7.26)
on B2r(x), with cp → 0. On the other hand, we also have that for p large enough, d(x, ∂Vp) <
εr.
Define q = x− 4εe, RT =
√
r2 + T 2, xT = x+ (4εr + T )e, and, for T ≥ 4
wT (z) =
{
(|z−xT |
2−n−R2−nT )
+
(n−2)R1−nT
T <∞
(e · (z − q))+ T =∞
(and similarly with the logarithm when n = 2). Let PT = {wT > 0}; this is either a large
ball or a half-space. Notice that wT is harmonic on PT \{xt}, so in particular on PT ∩B2r(x).
Moreover, PT ∩{z : e ·(z−q) = 0} = Br(q)∩{z : e ·(z−q) = 0} for every T <∞. Finally, we
have that wT → w∞ as T →∞, locally uniformly, and ∇wT → e uniformly on B2r(x) ∩ PT .
Set C0 =
C∗+1
min{k:βk>0} βk
, and let ζT be the solution of{
−△ζT = −C0 on PT ∩ B2r(x)
ζT = 0 on ∂(PT ∩ B2r(x)).
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We have that 0 ≤ −ζT (z) ≤ Cd(z, PT ) and |∇ζT | ≤ Cr < 12 provided that r is chosen
sufficiently small. We extend ζT by 0 to the remainder of R
n, and set φT = wT + ζT .
Importantly, observe that {φT > 0} = PT , by our estimates on ζT .
Now, observe that from (7.26), we have that βkφ∞ < |vk,p| on P∞ ∩ B2r(x), and so
βkφT < |vk,p| on PT ∩ B2r(x) for each T large enough. Let T∗ be chosen by
T∗ = inf{T ≥ 4 : βkφT < |vk,p| on PT ∩B2r(x)∀k with βk, ξk > 0}.
We have shown that T∗ < ∞. Recall that d(x, ∂Vp) < εr: we combine this with the fact
that Bε(x) ⊆ PT for all T with RT − T > 5εr (so, for all T with T < 15ε), which means that
for any such T , at some point in Bε(x) all of the vk,p = 0 while φT > 0. In particular, this
means that T∗ ≥ 15ε , and T∗ →∞ as ε→ 0. We also know that |vk,p(z)| ≥ βkφT∗(z).
Now, there are two possibilities for what occurs at T∗: either |vk,p(z)| = βkφT∗(z) > 0 for
some z and k with βk > 0, or there is a z ∈ ∂Vp ∩ ∂(PT∗ ∩B2r(x)). The first case is actually
impossible. Indeed, at such a z we would have that
βk△φT∗ ≤ C∗,
as βkφT∗ touches either vk,p or −vk,p from below at z, and this function has Laplacian
controlled by C∗. But by construction, βk△φT∗(z) = βkC0 > C∗, which is a contradiction.
It follows that we are in the second case: there is a point z ∈ ∂Vp ∩ ∂(PT∗ ∩ B2r(x)).
First of all, notice that this point must actually be in ∂PT∗ ∩ B2r(x). This is because the
sets PT ∩ ∂B2r(x) are decreasing as T decreases, so if z was in PT∗ ∩ ∂B2r(x), it would also
be in PT∞ ∩ ∂B2r(x), which is impossible by construction.
We may therefore use the smoothness of PT∗ to apply the property (V2) of {vk,p} to this
point z, with constants β ′k = βk|∇φT∗(z)| if βk and ξk are nonzero, and β ′k = 0 otherwise.
This tells us that ∑
k
(β ′k)
2ξk,p ≤ ξ0,p(z).
Taking the limit as p→∞, this gives∑
k
(β ′k)
2ξk ≤ ξ0(z) ≤ ξ0(x) + Cr.
Moreover, we have that β ′k → βk as T∗ →∞. Sending r → 0 (and hence ε→ 0 and T∗ →∞)
gives ∑
k
β2kξk ≤ ξ0(x),
which is the property (V2).
The property (V3) follows in a similar manner. 
Lemma 7.2. Let F,Ω∗ satisfy (A1-4) and (B1-5). Then:
(1) For each x ∈ Z,
(7.27) W (x, 0+) = lim
rց0
W (x, r) = lim
rց0
|Br(x) ∩ Ω∗|
rn
.
In particular, the limit on the right exits.
(2) 0 < c0 ≤W (x, r) ≤ C0 for all x ∈ Z and r < r0.
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(3) |W (x, r)−W (y, r)| ≤ C |x−y|
r
for all x, y ∈ Z and r > 0.
Proof. For the first property, we may take x = 0 without loss of generality. Take any sequence
ri ց 0; we will show that along some subsequence of this ril ,
lim
l
1
rnil
ˆ
Bril
∩Ω∗
(
∑
k∈K
ξk|∇uk|2)− 1
rn+1il
ˆ
∂Bril
∑
k∈K
ξku
2
kdHn−1 = 0.
This implies that
W (0, 0+) = lim
l→∞
W (0, ril) = lim
l→∞
|Bril ∩ Ω∗|
rnil
= lim
rց0
|Br(x) ∩ Ω∗|
rn
,
from which (7.27) follows. We abbreviate ril = r below, passing to further subsequences as
needed without changing notation.
Define functions
vrk(x) =
uk(rx)
r
.
These are uniformly Lipschitz continuous, so we may take a subsequence such that vrk → vk
for some Lipschitz functions vk uniformly and weakly in H
1
loc. We may also check that
−△vk = 0 and vrk → vk locally in Cm topology for any m on the set {vk 6= 0}: indeed, for at
any point x in this set, there is a ball Br(x) on which v
r
k is nonzero for all r, and so satisfies
−△vrk = qkr2vrk. From interior estimates this means vrk is uniformly bounded in Cm, which
implies the convergence and that vk is harmonic.
We also have that ∇vrk → ∇vk strongly in L2(BR) for every R. Indeed, we have that
△|vrk| ≥ −Cr2 ≥ −C
in the distributional sense on Rn, and so may be represented by a Borel measure. On the
other hand,
△|vrk|(BR) ≤
ˆ
∂BR
|∇vrk| ≤ CRn−1,
so these measures are uniformly bounded in r. It follows from the compact embedding (see
[22][Proposition 5.10]) that |vrk| converges strongly to |vk| in W 1,p(BR) for any p < nn−1 . As
we also have |∇vk| is uniformly bounded, this gives that ∇vrk → ∇vk strongly in Lp(BR) for
all p <∞, so in particular for p = 2.
We then have that
lim
rց0
1
rn
ˆ
Br∩Ω∗
(
∑
k∈K
ξk|∇uk|2)− 1
rn+1
ˆ
∂Br
∑
k∈K
ξku
2
kdHn−1
= lim
rց0
ˆ
B1
(
∑
k∈K
ξk|∇vrk|2)−
ˆ
∂B1
∑
k∈K
ξk(v
r
k)
2dHn−1
=
ˆ
B1
(
∑
k∈K
ξk|∇vk|2)−
ˆ
∂B1
∑
k∈K
ξkv
2
kdHn−1.(7.28)
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From Theorem 6.1(6), we have that
0 = limW (x, br)−W (x, ar)
≥ lim
ˆ b
a
2
tn+2
ˆ
∂Bt(x)
∑
k∈K
ξk(v
r
k − t(vrk)r)2
=
ˆ b
a
2
tn+2
ˆ
∂Bt(x)
∑
k∈K
ξk(vk − t(vk)r)2.
This, for all a < b, implies that the vk are 1-homogeneous. Together with the fact that the
vk are harmonic when nonzero, integrating by parts gives that the last line in (7.28) is 0.
This implies (1).
For (2), the lower bound is a direct consequence of (1) and Theorem 6.1(4), while the
upper bound is trivial from the Lipschitz bound on uk. For (3), observe that we may, without
loss of generality, assume that |x− y| ≤ εr for a small ε, as otherwise this follows from the
upper bound in (2). Then using that |Br(x)△Br(y)| ≤ C(n)|x− y|rn−1,
| 1
rn
ˆ
Br(x)∩Ω∗
(1 +
∑
k∈K
ξk|∇uk|2)− 1
rn
ˆ
Br(y)∩Ω∗
(1 +
∑
k∈K
ξk|∇uk|2)| ≤ C |Br(x)△Br(y)|
rn
≤ C |x− y|
r
.
For the other term,
| 1
rn+1
ˆ
∂Br(x)∩Ω∗
∑
k∈K
ξku
2
k −
1
rn+1
ˆ
∂Br(y)∩Ω∗
∑
k∈K
ξku
2
k|
≤ Cr| 1
rn+1
ˆ
∂Br(x)∩Ω∗
∑
k∈K
ξk|uk(z)− uk(z + (y − x))|dHn−1(z)|
≤ Cr |x− y|r
n−1
rn+1
≤ C |x− y|
r
.
Combining gives (3). 
Lemma 7.3. Let F,Ω∗ satisfy (A1-4) and (B1-5) and θ < 1. Let x ∈ Z and r ∈ (0, r0(θ))
such that W (x, r) ≤ θ|B1|. Then there is a γ = γ(θ) such that Ω∗ is relatively open in Bγr(x),
Z ∩Bγr(x) = ∂Ω∗ ∩Bγr(x) and {uk}k∈K and Bγr(x)∩Ω∗ constitute a viscosity solution with
parameters {ξk} and C.
Proof. Without loss of generality, take x = 0. Choose γ and r0 so that the assumptions and
Lemma 7.2(3) imply that W (y, r) < θ+1
2
|B1| for y ∈ Bγr. Up to taking r0 smaller and using
Theorem 6.1(6), this implies that W (y, 0+) < |B1| for all such y. Now take any point y in
Ω∗ ∩ Bγr ∩ Z: we have (just from the fact that Ω∗ is quasiopen) that
lim
sց0
|Bs(y) ∩ Ω∗|
|Bs| = 1.
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This means that W (y, 0+) ≥ |B1|, which is a contradiction. Hence Ω∗ ∩ Bγr ∩ Z is empty.
In particular Ω∗ ∩ ∂Ω∗ ⊆ Ω∗ ∩ Z is also empty, so Ω∗ is relatively open. On the other hand,
Z ∩ Ω∗ is empty, so Z = ∂Ω∗ on Bγr.
The remaining conclusion follows from applying Lemma 7.1. 
8. Regularity of the Boundary
In order to discuss further regularity properties of the free boundary ∂Ω∗, or the poten-
tially larger set Z introduced in Theorem 6.1, it will help to identify several pieces of it which
exhibit somewhat different behaviors. We will use the following notation:
Z = ∂∗Ω∗ ∪ ZAC ∪ ZN ∪ ZC .
The definitions of these are as follows. The first of these, ∂∗Ω∗ is the reduced boundary of
Ω∗: these are points of Lebesgue density
1
2
for Ω∗ whose blow-ups converge to half-spaces,
in the sense that
Ω∗ − x
r
→ {z : z · ν > 0}
in L1loc, for some unit vector ν. The set ZAC is defined as
ZAC = {x ∈ Z \ ∂∗Ω∗ : lim
rց0
|Br(x) ∩ Ω∗|
|Br| < 1}.
The limit exists at every point by Lemma 7.2(1). Note that by Theorem 6.1, we have that
limrց0
|Br(x)∩Ω∗|
|Br |
≥ c∗, so this coincides with the essential boundary of Ω∗ minus the reduced
boundary. The set ZN is the part of Z contained in the interior of Ω∗. Then ZC accounts
for the remainder of Z.
We will show that ∂∗Ω∗ is relatively open in Z and locally given by analytic hypersurfaces.
A theorem of Federer guarantees that ZAC is Hn−1-negligible; we will improve this to say
that it has a Hausdorff dimension of at most n− 3, and its blow-ups are given by stationary
Alt-Caffarelli cones (hence the name). We do not study ZN here, although it is somewhat
susceptible to free boundary arguments; Remark 6.3 suggests it may be made up of the
mutual nodal set for several eigenfunctions of Ω∗, in which case it would be contained in a
union of analytic manifolds, except for a singular set of Hausdorff dimension n− 2. See [12]
for a description of such nodal sets.
As for the remainder of the boundary, ZC , we have very little to say about it except to
point out that it is comprised of points at which Ω∗ has Lebesgue density 1. We suspect that
at every point in this set, ∂Ω∗ may be described as follows: there is a hyperplane H and two
C1 graphs γ1 ≤ γ2 over H (which coincide at the point x) such that locally, Ωc∗ = {γ1 < γ2}
is the cusp-like region between them. Note that if such points exist, depending on the rate
of opening of the cusp, the set {(x′, γ1(x′)) : x′ ∈ ∂{z′ : γ1(z′) < γ2(z′)}} (this is the set
ZC) may not be regular for the Dirichlet problem. This would mean that our choice of
representative for Ω∗ may be genuinely quasiopen, in that it would include some of ZC .
The first step to proving this would be to show the lower bound
(8.29) max
k∈K,y∈Br(x)
|uk(y)| ≥ cr
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for every r small enough and every x ∈ ∂Ω∗. This, however, appears to be outside the scope
of our technique, and we leave it as an open question.
8.1. The Reduced Boundary. We begin with a lemma that shows that at flat points in
Ω∗ (points where ∂Ω∗ is close to a hyperplane), the eigenfunctions uk admit a lower bound
(8.29).
Lemma 8.1. Let Ω∗, F be as in Theorem 6.1, and θ < 1. Then there are constants c0, ε,
and r0 depending only on F,Ω∗, θ, N , and n, such that provided 0 ∈ ∂Ω∗, W (0, r) < θ < 1,
and there is a unit vector ν such that
(8.30) |{y ∈ Br : y · ν > 0} ∩ Ω∗| ≤ ε|Br|,
for an r < r0, then
max
k∈K,y∈Br
|uk(y)| ≥ c0r.
Proof. First, select a γ = γ(θ) such that {uk}k∈K constitute a viscosity solution on Bγr with
parameters {ξk} and C, using Lemma 7.3.
Consider any point x ∈ ∂Ω∗ ∩ Bγr. If x · ν ≥ ηγr, then we have
cηnγn|Br| ≤ |Bηγr(x) ∩ Ω∗| ≤ ε|Br|,
where the lower bound is from Theorem 6.1(4) (using here that r0 is sufficiently small), while
the upper bound is by assumption (8.30). This implies that η ≤ Cε 1n . We may therefore
assume that η < γ
2
, and that B(γr/8)(
3γr
4
ν) ∩ Ω∗ = ∅. If we consider the family of balls
B γr
8
(tγrν),
there must be a maximal t ∈ [1
8
, 3
4
) such that the the ball’s intersection with ∂Ω∗ is empty;
denote the corresponding ball by B∗, the ball with the same center but double the radius by
2B∗, and take z ∈ ∂B∗ ∩ ∂Ω∗.
Assume for contradiction that the conclusion fails, and so
max
k∈K,y∈Br
|uk(y)| ≥ c0r.
Now select a function ζ which solves the following Dirichlet problem:

−△ζ = λN(Ω∗) on 2B∗ \B∗
ζ = 0 on ∂B∗
ζ = 1 on ∂2B∗.
For r small enough, this function is positive on 2B∗ \B∗ and has
|∇ζ | ≤ c(n)
r
on ∂B∗. Now using the maximum principle, we have that |uk| ≤ c0rζ on 2B∗ \B∗, for every
k ∈ K. Applying the viscosity property (V3) with βk = c0r|∇ζ | gives that∑
k∈K
ξkc
2
0c
2(n) ≥ 1.
Provided c0 is small enough, this gives a contradiction. 
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Theorem 8.2. The set ∂∗Ω∗ is relatively open in Z, and locally coincides with an analytic
hypersurface.
Proof. Let us assume that 0 ∈ ∂∗Ω∗. Then there is a unit vector ν such that
|{y ∈ Br : y · ν ≤ 0}△Ω∗|
|Br| → 0
as r → 0. Moreover, from Lemma 7.2(1), we have W (0, r) → |B1|
2
as ρ ց 0. Using Lemma
8.1, we immediately have
(8.31) max
y∈Br ,k∈K
|uk(y)| ≥ c0r
for all r small enough, and {uk} constitute a viscosity solution with parameters {ξk} and C
from Lemma 7.3.
Consider the blow-up limits (the convergence is local uniform)
vk(x) = lim
r→0
u(rx)
r
for k ∈ K. Arguing as in the proof of Corollary 5.2, we have that the vk are Lipschitz
continuous, and vk = 0 on the half-space {x · ν ≥ 0}. Using the Weiss monotonicity formula
of Theorem 6.1(6), the vk are 1-homogeneous. Moreover, each of the vk is harmonic on the
set {vk 6= 0}. Finally, there must be at least one k for which vk is not identically 0, from the
lower bound (8.31), and in fact
max
B1,k∈K
|vk| ≥ c0.
It follows that for each k ∈ K, either vk is identically 0, or vk is of the form
vk(x) = αk(x · ν)−
for some constant αk, with at least one αk nonzero (these are simply the only 1-homogeneous
harmonic functions supported on a half-space; see [1]). From this, we see that ∂Ω∗/r →
{x · ν = 0} in the Hausdorff topology. Applying 7.1, it follows that {vk} and {x : x · ν < 0}
are a viscosity solution with parameters ξk; this easily implies that
N∑
k=1
α2kξk = 1.
From the uniform convergence, for every ε > 0, there is a r > 0 such that
max
Br ,k
|uk − αk(x · ν)−| ≤ εr.
Now applying [14][Theorem 7.2] we obtain the conclusion. Note that in that theorem, the
lower bound hypothesis is not actually needed at every scale, just at the initial scale. 
8.2. The Essential Boundary.
Definition 8.3. We say that a continuous function v ≥ 0 is weakly stationary for the
Alt-Caffarelli problem if
(W1) It is a viscosity solution on Rn with N = 1, the set Ω = {v > 0}, and parameters
ξ0 = ξ1 = 1.
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(W2) The function v is harmonic on {v > 0} (and this set is nonempty).
(W3)
0 < lim inf
rց0
|Br(x) ∩ {v > 0}|
|Br| ≤ lim suprց0
|Br(x) ∩ {v > 0}|
|Br| < 1
at every point x ∈ ∂{v > 0}
(W4) v is Lipschitz continuous.
(W5) the Weiss energy for v,
WAC(v; x, r) =
1
rn
ˆ
Br(x)
|∇v|2 + 1{v>0} − 1
rn+1
ˆ
∂Br(x)
v2
satisfies
(8.32) W ′AC(v; x, r) ≥
2
rn+2
ˆ
∂Br(x)
(v − rvr)2;
and
(8.33) WAC(v; x, 0+) ≥ 1
2
|B1|
for every x ∈ ∂{v > 0}.
It is not difficult to verify that (a-c) imply (d-e), but that will not be relevant below. Let
us note, however, the following properties of such v:
Proposition 8.4. Let v be weakly stationary for the Alt-Caffarelli problem. Then
(1) There is a c∗ such that |Br(x) ∩ {v > 0}| ≥ c∗rn for all x ∈ ∂{v > 0} and r > 0.
(2) The set {v > 0} has locally finite perimeter.
(3) ∂∗{v > 0} is relatively open in ∂{v > 0}, and is locally given by analytic hypersur-
faces.
(4) If v satisfies just (W2), (W4), and (8.32) in (W5), then
lim
sց0
|Bs(x) ∩ {v > 0}|
sn
=WAC(v; x, 0+)
and
|WAC(v; x, r)−WAC(v; y, r)| ≤ C |x− y|
r
for all x, y ∈ ∂{v > 0} and r > 0.
Sketch of Proof. For (1), this is immediate from combining (W4) and (W5):
|B1|
2
≤W (x, r) ≤ 1
rn
ˆ
{v>0}∩Br(x)
|∇v|2 + 1 ≤ C |Br(x) ∩ {v > 0}|
rn
.
Then (3) may be checked by following the proofs of Lemma 8.1 and Theorem 8.2, but with
v in place of uk everywhere. For (2), note that v is subharmonic on R
n, so △v may be
represented by a positive Borel measure and
△v(Br(x)) ≤
ˆ
∂Br(x)
|∇v| ≤ Crn−1
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on every ball, from (W4). On the other hand, using that △v ≥ 0 and (3),
△v(Br(x)) ≥ △v(Br(x)∩∂∗{v > 0}) =
ˆ
Br(x)∩∂∗{v>0}
|∇v|dHn−1 = Hn−1(Br(x)∩∂∗{v > 0}).
Combining, this gives that ∂∗{v > 0} has locally finite Hn−1 measure. A theorem of H.
Federer ([10][Theorem 4.5.11]) now implies that {v > 0} has finite perimeter. The final fact
(4) may be checked by following the proof of Lemma 7.2. 
Lemma 8.5. Let v be weakly stationary for the Alt-Caffarelli problem, and also 1-homogeneous.
Then Hn−3+τ (∂{v > 0} \ ∂∗{v > 0}) = 0 for every τ > 0.
Proof. We first check that if ∂{v > 0}\∂∗{v > 0} is nonempty, then n ≥ 3. Indeed, if n = 2,
there are only two possibilities for {v > 0}: either {v > 0} is {x2 > 0} in some coordinates,
or it is {x2 6= 0} (no cone other than a half-plane can support a nontrivial, nonnegative
harmonic function which is homogeneous of degree 1). The first has ∂{v > 0} \ ∂∗{v > 0}
empty, while the second contradicts (W3).
Next, we show that given any v as in the hypotheses of the Lemma with Hs(∂{v >
0}\∂∗{v > 0}) > 0 for s ≥ 1, there is a w : Rn−1 → [0,∞) which is weakly stationary for the
Alt-Caffarelli problem, homogeneous of degree 1, and has Hs−1(∂{v > 0} \ ∂∗{v > 0}) > 0.
Together with the basic observation about cones that if ∂{v > 0} \ ∂∗{v > 0} contains at
least one point besides the origin, then it contains a ray (and hence H1(∂{v > 0} \ ∂∗{v >
0}) =∞), this implies the conclusion.
Let us assume that x ∈ ∂{v > 0} \ ∂∗{v > 0} and x 6= 0, and consider the blow-up limit
(with respect to local uniform convergence)
vr(y) :=
v(x+ ry)
r
→ v0(y).
Arguing as in the proof of Lemma 7.2, have that v0 is homogeneous of degree 1 (from the
Weiss formula), Lipschitz continuous, harmonic where positive, has vr → v0 strongly in H1,
and has monotone Weiss energy at each point. This last fact comes from taking the limit
WAC(v0; y, s) = lim
sց0
WAC(vr; y, s) = lim
sց0
WAC(v; x+ ry, sr),
so that
WAC(v0; y, b)−WAC(v0; y, a) = lim
sց0
WAC(v; x+ ry, br)−WAC(v; x+ ry, ar)
≥ lim
rց0
ˆ br
ar
2
tn+2
ˆ
∂Bt(x+ry)
(v − r∂rv)2
= lim
rց0
ˆ b
a
2
tn+2
ˆ
∂Bt(y)
(vr − r∂rvr)2
=
ˆ b
a
2
tn+2
ˆ
∂Bt(y)
(v0 − r∂rv0)2.
This also gives that
(8.34) WAC(v0; y, s) ≥ |B1|
2
,
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so we may deduce that v0 satisfies (W5) (and, from earlier, (W4)).
We also have
△vr → △v0
as distributions. Now, we have that v is subharmonic on Rn, and
△v(E) ≥ △v(E ∩ ∂∗{v > 0}) ≥
ˆ
∂∗{v>0}∩E
|vν |dHn−1 ≥ Hn−1(∂∗{v > 0} ∩ E)
for any Borel set E, interpreting the Laplacian as a measure. Take any y ∈ ∂{v > 0}:
then from (V3) and the relative isoperimetric inequality (using Proposition 8.4(2) here; see
[10][4.5.3 and 4.5.6(4)])
(Hn−1(Br(y) ∩ ∂∗{v > 0})) nn−1 ≥ cmin{|Br(y) ∩ {v > 0}|, |Br(y) \ {v > 0}|}
> c(y)rn > 0(8.35)
for all r small enough. In particular, this implies ∂∗{v > 0} is dense in ∂{v > 0}, so
∂{v > 0} = supp△v.
Up to passing to a subsequence, we may set H = lim ∂{vr > 0} = lim supp△vr in
Hausdorff topology. It follows that
supp△v0 ⊆ lim supp△vr = H ;
this is true of the supports of any sequence of measures converging in weak-* topology. On
the other hand, we also have that ∂{v0 > 0} ⊆ supp△v0: indeed, take a point y ∈ ∂{v0 > 0}.
If y /∈ supp△v0, then on some small ball Br(y) v0 is harmonic, so by the strong maximum
principle either v0 = 0 or v0 > 0 on the ball. Either one violates y ∈ ∂{v0 > 0}, so
(8.36) ∂{v0 > 0} ⊆ supp△v0 ⊆ H.
Let us check that v0 is not identically 0. From (8.35), we have that
△v(Br(x)) ≥ c(x)rn−1.
It follows that
△v0(B1) ≥ c(x) > 0,
and so v0 cannot be identically 0. This shows that v0 satisfies (W2).
Note that at this point we may verify property (W3), using the Weiss formula. The main
point is that
lim
s→0
|Bs(y) ∩ {v0 > 0}|
|Bs| =
1
|B1| lims→0WAC(v0; y, s),
from Proposition 8.4(4). Then the lower bound in (W3) follows immediately from the lower
bound (8.34). For the upper bound, note that WAC(v0; 0, s) = c0 < 1 for all s, and as
R→∞,
WAC(v0; y, R) ≤WAC(v0; 0, R) + C |y|
R
→ c0 < |B1|,
with the left inequality from Proposition 8.4(4). Then the monotonicity impliesWAC(v0, y, 0+) <
|B1| as well. One easy consequence of (W3) is that |∂{v0 > 0}| = 0.
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Our next goal is to check that ∂{v0 > 0} = H . Assume that this is not the case, and
select a smooth open subset Vε compactly contained Int{v0 = 0} ∩B1 such that
|({v0 = 0} ∩ B1) \ Vε| ≤ ε
(this is possible as |∂{v0 = 0}| = 0). We have that vr → 0 uniformly on a neighborhood
of Vε. Find a finite collection of balls B
k which cover Vε and vr → 0 on their doubles 2Bk.
Then
△vr(Bk) ≤
 3/2
1
△vr(tBk)dt
≤
 3/2
1
ˆ
∂tBk
|∇vr|dHn−1dt
≤ C(
ˆ
3
2
Bk
|∇vr|2) 12
≤ C(
ˆ
2Bk
|vr|2) 12 → 0.
The last step used the Caccioppoli inequality on vr. Summing over k, we see that
△vr(Vε)→ 0.
This gives
Hn−1(∂{vr > 0} ∩ Vε) ≤ △vr(Vε)→ 0
as well, from 8.35.
Applying the relative isoperimetric inequality in Vε, the above leads to one of two alter-
natives: either |{vr > 0} ∩ Vε| → 0, or |Vε \ {vr > 0}| → 0. The latter, however, leads to a
contradiction for ε small enough: we know from (W3) that
lim
|B1 ∩ {vr > 0}|
|B1| ≤ c < 1.
We also know that as for each y ∈ {v0 > 0}, vr(y) > 0 for sufficiently small r,
lim |B1 ∩ ({v0 > 0} \ {vr > 0})| = 0.
This means that
lim |B1 ∩ ({v0 = 0} \ {vr = 0}) ≥ 1− c > 0,
and so
lim |B1 ∩ (Vε \ {vr = 0}) ≥ 1− c− ε.
Hence for ε smaller than 1− c and r small enough, the second alternative is impossible.
We have shown that
(8.37) |{vr > 0} ∩ Vε| → 0.
On the other hand, from Proposition 8.4(1), we have
Bs(y) ∩ {vr > 0}
sn
≥ c∗
uniformly in y ∈ ∂{vr > 0}, r, and s. It follows that H ∩ Vε is empty: for any yr ∈ ∂{vr >
0} → y ∈ Vε, there is a small ball Bs(yr) ⊆ Vε with |Bs(yr) ∩ {vr > 0}| > c∗sn; for small r
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this contradicts (8.37). Repeating for every ε > 0, we deduce that H ⊆ ∂{v0 > 0}, which
together with (8.36) establishes the claim.
It follows from Lemma 7.1 that v0 is a viscosity solution, verifying property (W1). We
have at this point established that v0 is weakly stationary for the Alt-Caffarelli functional.
Next we will show that ∂ev0 = 0, where e =
x
|x|
. To see this, take any y ∈ {v0 > 0}; then
for r small, we have vr(y) > 0 and
∂ev0(y) = lim
r→0
∂evr(y).
Then
∂evr(y) = ∂ev(x+ ry) = ∂ x+ry
|x+ry|
v(x+ ry) +O(1− e · x+ ry|x+ ry|) =
v(x+ ry)
|x+ ry| +O(r).
The second step used that v is Lipschitz, while the third step used the homogeneity of v.
Using that v(x) = 0, the right-hand side is controlled by r, so taking the limit gives ∂ev0 = 0.
Therefore {v0 > 0} is cylindrical, invariant in the e direction.
Finally, we may easily check that the trace v∗ of v0 to a hyperplane orthogonal to e is
weakly stationary for the Alt-Caffarelli problem. Indeed, (W1-4) are trivial. The monotonic-
ity of the Weiss energy (8.32) may be verified as in [14][Section 8], while the lower bound
(5) can be inferred from using Proposition 8.4(4) on both v0 and v∗:
|B1|
2
≤WAC(v0; x, 0+)
= lim
sց0+
|Bs(x) ∩ {v0 > 0}|
sn
= lim
sց0+
|B′s(x′) ∩ {v∗ > 0}|n−1
sn−1
= WAC(v∗; x
′, 0+).
Here x′ and B′ represent the projections of x and B onto the n− 1 dimensional hyperplane
orthogonal to e.
The size of the singular set ∂{v0 > 0} \ ∂∗{v0 > 0} can now be estimated using standard
arguments from geometric measure theory; see [11][Chapter 11]. 
Theorem 8.6. If n = 2, then ZAC is empty. If n ≥ 3, then Hn−3+τ (ZAC) = 0 for each
τ > 0.
Proof. Assume 0 ∈ ZAC . We will show that a blow-up limit of Z, in Hausdorff topology, is
the positivity set of a function which is weakly stationary for the Alt-Caffarelli problem and
also 1-homogeneous. Combined with Lemma 8.5 and standard measure-theoretic arguments,
this implies the conclusion (see [11]). Note that, for small enough r, W (0, r) ≤ c < |B1|,
so W (x, r) < 1 on a small neighborhood of 0, using Lemma 7.2(1,3). It follows that the
Lebesgue density of Ω∗ at every point in Z ∩Br is strictly less than 1, so Z ∩Br is contained
in ∂∗Ω∗ ∪ ZAC . In particular, (Z \ ∂Ω∗) ∩Br is empty.
Let us take any sequence r ց 0 along which
uk,r :=
uk(r·)
r
→ vk
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locally uniformly for each k ∈ K, Ω∗/r → V as sets of locally finite perimeter, ∂Ω∗/r → H
in Hausdorff topology, and
0 < lim
rց0
|Br ∩ Ω∗|
|Br| < 1.
Arguing as in the proof of Lemma 7.2(1), we have that each vk is homogeneous of degree
1, and the uk,r → vk strongly in H1. Our goal will be to show that not all of the vk are 0
everywhere.
Using Theorem 8.2, we have that for any Borel set E,
△|uk|(E ∩ ∂∗Ω∗) =
ˆ
E∩∂∗Ω∗
|(uk)ν |dHn−1,
interpreting −△|uk| as a measure. Moreover, we have
N∑
k=1
ξk|(uk)ν |2 = 1
at every point of ∂∗Ω∗, so ∑
k∈K
|(uk)ν | ≥ c
at every point as well. This gives∑
k∈K
△|uk|(E ∩ ∂∗Ω∗) ≥ cHn−1(∂∗Ω∗ ∩ E).
On the other hand, we have that △|uk| ≥ 0 on {uk = 0} (indeed, this is true of any
continuous function), and also
△|uk|(Br ∩ {uk 6= 0}) ≥ −Crn,
using the fact that uk solves the eigenfunction equation there. Combining, we have∑
k∈K
△|uk|(Br) ≥ cHn−1(∂∗Ω∗ ∩ Br)− Crn.
Using the fact that for each r along our blow-up sequence, 0 < c∗ ≤ |Br∩Ω∗||Br | ≤ 1− c∗ < 1, we
now invoke the relative isoperimetric inequality to give∑
k∈K
△|uk|(Br) ≥ crn−1 − Crn.
From scaling, ∑
k∈K
△|uk,r|(Bρ) ≥ cρn−1 − Crρn.
Then from convergence in the sense of distributions, we have∑
k∈K
△|vk|(Bρ) ≥ cρn−1 > 0
for every ρ. In particular, at least one of the vk is not identically 0 (we call this index k∗).
This means that vk∗ is homogeneous of degree 1 and harmonic where nonzero. If vk∗ is not
nonnegative (up to reversing sign), we would have to have vk∗ = α(xn)+ − β(xn)−, for some
α, β > 0 and some choice of coordinates: indeed, the trace of vk∗ on ∂B1 is a first Dirichlet
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eigenfunction on the domains {vk∗ > 0}∩∂B1 and {vk∗ < 0}∩∂B1, with the same eigenvalue
as a half-sphere (the eigenvalue is determined entirely by the degree of homogeneity). Any
domain other than the half-sphere with this value for the first eigenvalue in the sphere
must have strictly larger volume (see [1]), so if vk∗ changes sign, the two components of
{vk∗ 6= 0} ∩ ∂B1 are complementary half-spheres, and vk∗ has the form specified. This is a
contradiction to the fact that the complement of Ω∗ has positive Lebesgue density at 0. We
conclude that vk∗ must be nonnegative; note also that {vk∗ > 0} is connected, by the same
argument.
Considering any other vk, we see that it also vanishes on H (which contains ∂{vk∗ >
0}, arguing as in the proof of Lemma 8.5) and solves the same eigenfunction equation on
∂B1 ∩ {vk 6= 0}. From the uniqueness of the first eigenfunction on this region, we learn that
all of the vk are constant multiples of vk∗ .
Now arguing as in Lemma 8.5, we have that ∂Ω∗/r converges to H in Hausdorff topology,
and so {vk}k∈K and {vk∗ > 0} form a viscosity solution with parameters ξk. Using that all
of the vk are constant multiples of one another, this is equivalent to vk∗ being a viscosity
solution to the Alt-Caffarelli problem (i.e. (W1)).
Properties (W2,4) are immediate, while property (W5) is easily passed to the limit.
Property (W3) may then be checked as in the proof of Lemma 8.5, using (W5) and and the
fact that W (0, 0+) < 1. This implies the conclusion. 
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