Abstract-Robotic mapping is the process of automatically constructing an environment representation using mobile robots. We address the problem of semantic mapping, which consists of using mobile robots to create maps that represent not only metric occupancy but also other properties of the environment. Specifically, we develop techniques to build maps that represent activity and navigability of the environment. Our approach to semantic mapping is to combine machine learning techniques with standard mapping algorithms. Supervised learning methods are used to automatically associate properties of space to the desired classification patterns. We present two methods, the first based on hidden Markov models and the second on support vector machines. Both approaches have been tested and experimentally validated in two problem domains: terrain mapping and activity-based mapping.
I. INTRODUCTION
C REATING an internal representation (map) of the physical environment is one of the most basic and important capabilities in mobile robotics. Most tasks to be performed by mobile robots require some type of internal knowledge of the environment. Given the importance of mapmaking, roboticists and scientists have been actively working on this topic for about two decades, and several mapping techniques have been proposed in the literature over this time (see [35] for a review).
In general, the main focus of the research on robot mapping has been on representing the geometry of the environment with high accuracy. Although robot-built maps have been successfully used for tasks like path planning, navigation, and localization, they are very limited in describing the environment other than distinguishing between occupied and empty areas. Virtually any property of space can be represented in a map, but the large majority of maps built by mobile robots consist of only metric representations of the occupancy of the space. During the mapping task, most robot mapping techniques neglect a considerable amount of information that describes other aspects of the environment like its navigability, or the nature of the activity that typically occurs there. The semantic mapping problem consists of using mobile robots to create maps that represent not only metric occupancy but also other properties of the environment. Semantics consists of assigning meaning to data. Semantic data representation has become a popular research topic that has been explored by scientists from different fields [14] , [18] , [21] , [31] , [43] . One of the main purposes of giving meaning to information is to make data interpretation easier. The use of semantics in robot-built maps is a method of facilitating the understanding of the data that is used to represent the environment, and simplifying the sharing of environmental information by robots, people, and other machines. It also lets different properties of space to be represented allowing for richer environmental models. Our approach is based on the use of supervised learning methods to automatically associate properties of space to the desired classification patterns.
In this paper, we present semantic mapping approaches for two problems: semantic terrain mapping and semantic activity mapping. The terrain mapping problem consists of creating 3-D representations and classifying the terrain according to its navigability. Applications for this approach range from local avoidance of nonnavigable areas to path planning. The activity-based mapping problem consists of creating 2-D maps that classify the environment according to the occupancy of the space by dynamic entities over time. Examples of applications for these maps are path planning and urban traffic modeling.
We propose two semantic mapping approaches, one based on hidden Markov models (HMMs) and another based on support vector machines (SVMs). Both approaches have been applied to both problem domains considered here. A map segmentation algorithm based on Markov random fields has been used to improve the semantic classification. The two semantic mapping approaches have been evaluated based on field experiments.
II. RELATED WORK
Semantic mapping is a young research topic in mobile robotics. Few papers have been published on this subject and most of them are very recent. The approach presented in [7] suggests an idea to infer high-level information from regular robotic maps. The authors claim that the semantic information extracted from the maps can be used for planning and decision making.
In [27] , the idea of semantic mapping is presented as part of a human-robot interface. Uniquely identifiable labels are assigned to specific objects of the environment and instructions making use of these labels are given to the robot. In [12] , [32] , and [37] specific places of indoor environments are labeled based on the presence of key objects in them. Computer vision techniques are used to extract the necessary information from images. A similar approach is presented in [20] , the difference being that only range data is used.
The paper described in [23] presents a technique to identify certain objects in the environment based on range information analysis. In [1] , a similar work is presented based on the expectation-maximization (EM) algorithm. In [29] , an approach to extract semantic information from indoor 3-D laser maps is presented. This technique is capable of differentiating walls, floor, ceiling, doors, and other key parts of the environment in the map. A similar technique by [33] uses line segments to build object-oriented environment representations. The mapping approach, based on Adaboost, presented in [25] , is able to semantically classify different places in indoor environments like rooms, corridors, and doorways based on rage data.
III. THEORETICAL BACKGROUND

A. Hidden Markov Model (HMM)
An (HMM) consists of a discrete time and discrete space Markovian process that contains some hidden (unknown) parameters and emits observable outputs. The challenge is to estimate the hidden parameters based on observable information. This statistical tool is largely used for pattern recognition and is particularly popular in speech recognition. For a complete tutorial, see [30] .
An HMM can be defined by five elements: a set of possible states (parameters), a set of possible observation symbols, the state transition probability table, the observation symbol probability distribution, and a initial state distribution. For convenience, λ will be used to characterize an HMM model, which consists of the last three elements of the HMM.
Let us assume that O is an observation sequence and each observation symbol in the sequence is denoted by o n where n means the position of that observation symbol in the sequence (O = o 1 , o 2 , . . . , o t for a sequence of size t). Let us also assume that Q is a state sequence and each state is denoted by q n , therefore Q = q 1 , q 2 , . . . , q t . There are three general problems that can be solved with HMMs. In the first one, given the observation sequence O, and the model λ, how to compute the optimal corresponding state sequence Q (i.e., the state sequence that best explains the observations). In a nutshell, we are trying to maximize the expression P (Q | O, λ). In the second problem, given the observation sequence O, and the model λ, how to compute P (O | λ), the probability of the observations given the model. The third problem consists of how to estimate the model λ to maximize P (O | λ), the probability of the observations given the model. In this paper, we use the first HMM problem framework to formulate our semantic mapping approach. The solution for this problem can be obtained using the Viterbi algorithm [10] , which is based on dynamic programming techniques.
B. Support Vector Machines (SVMs)
SVMs is a general class of supervised learning techniques based on statistical learning theory and used for classification and regression problems introduced by [36] . Basically, SVM performs classification by estimating hyperplanes in multidimensional spaces, separating data from different classes. A complete survey is presented in [5] . In order to handle nonlinear classification problems, the kernel trick proposed by [3] can be used. This idea consists of using a nonlinear function to map nonlinearly separable data to a different Euclidean space where it can be linearly separable.
Four standard kernel types have been used during our experiments: linear, polynomial, radial basis function (RBF), and sigmoid. The package SVM-Light [15] has been used for the SVM learning and classification.
IV. SEMANTIC TERRAIN MAPPING
Autonomous navigation is an important capability for a mobile robot. When traversing rough terrain, the robot must have the ability to avoid not only obstacles but also parts of the terrain that are considered not safe for navigation [2] . This is an important problem when one is exploring unknown terrain. Applications for terrain mapping range from path planning and local obstacle avoidance to detection of changes in the terrain and object recognition [42] . The paper described in [38] presents a terrain mapping technique used for outdoor navigation. Their approach combines vision and range sensor information to create accurate representations of the terrain. Vision-based navigation and mapping are also addressed in [19] and [16] .
Planetary exploration is an interesting example of a practical application for this research topic [26] . In this context, we use a semantic mapping approach based only on information provided by range sensors and an odometer. Our approach builds 3-D maps of the terrain and classifies mapped regions into two categories: navigable and nonnavigable.
Experiments have been performed using ground robots equipped with 2-D laser range finders (mounted pitched down). As the robot moves, the range information generates a 3-D point cloud map [41] , which models the terrain. In this paper, we consider flat parts of the terrain such as walkways as navigable areas. Grass and gravel are considered nonnavigable (or less desirable) areas. Depending on the application, different types of terrain may be considered navigable and nonnavigable. For example, in a planetary exploration context, areas with large rocks that may damage the robot may be considered nonnavigable. Classified maps can be very useful for path planning and safe navigation. Even though sometimes the difference in the roughness of concrete walkways and grass is very small, our approach is capable of classifying them successfully.
It is important to mention that the approach proposed here can easily be used to identify different types of navigable and nonnavigable terrains. As long as the variability of the altitude is detectable by the laser range finder, our algorithm is able to differentiate them.
A. HMM
The semantic terrain mapping problem can be stated using the HMM framework as follows. The points on our 3-D map correspond to the states we are estimating and each scan provided by the range sensor generates a single-state sequence. Each point can assume one of two possible states: navigable (NA) or nonnavigable (NN ), which correspond to the output of the HMM. The real state of each point is not directly given by the range sensor. Navigable areas in our context are characterized by flat terrains. On those terrains, the points generated by the range sensor are expected to be well aligned, with a minimal variance in altitude. Conversely, the nonnavigable areas are characterized by rougher terrains. The 3-D points that represent those areas are expected to be not well aligned, with some variance in altitude [40] . Fig. 1 shows a robot building a map and identifying navigable and nonnavigable parts of terrain at a location on the University of Southern California (USC) campus.
The information provided by the range sensor cannot be directly used as observation in our algorithm, since it is only a measurement of the distance between the sensor and the nearest object in a specific direction. Therefore, the data provided by the range sensor are represented as a sequence of points in 3-D Cartesian space. Given this sequence of points, the observation (HMM inputs) for a specific point is based on the difference in the altitude of a point compared to the altitude of its neighbors (in the same scan line). It is important to notice that instead of having a discrete set of observations for individual states, our approach uses continuous values.
It is possible to use the HMM to learn the model parameters λ (the third HMM problem), but in our specific case, learning can be done fairly easily through the use of examples. Given a set of range scans, it is possible to manually label the true state for each point on each scan. Given the labeled data, the calculation of the state transition probability distribution NA is straightforward. As we have only two possible states (NA and NN ), it consists of counting the number of times that a point labeled NA is followed by a point labeled NA or NN . The same rule applies for points labeled NN . These numbers must be normalized so that the probability distribution sums up to 1. Calculating the initial state distribution π is also easy when labeled data is available (NA and NN are counted and the distribution is normalized).
Based on labeled data, it is also possible to calculate the variance in the observation for the points classified as NA and NN and use this information as an observation symbol probability distribution. In this case, it is necessary to calculate a mean for the altitude of the points that belong to a specific state. After that, it is necessary to calculate the amount of variation in the altitude of those points in comparison to the mean. Fig. 2 shows the Gaussian pdfs for the points NA and NN . We observe that 
B. SVM
The terrain mapping problem can also be stated using the SVM framework as follows. Two properties of the space have been used as inputs of the SVM algorithm: 1) the altitude difference between a specific point and the robot and 2) the maximum difference in the altitude of a specific point and its neighboring points (same used in the HMM terrain mapping). As an output, SVM classifies each point in the 3-D terrain map as NA or NN .
As SVM is a supervised learning algorithm, previously classified data has to be provided in the learning phase. The same manually labeled points used for the HMM model learning have been used for the SVM learning. Depending on the kernel choice, some parameters have to be manually set during the learning phase. The cross-validation method has been used to tune these parameters.
V. ACTIVITY-BASED SEMANTIC MAPPING
For the most part, mobile robotics mapping research has been concentrated on static environments. Few mapping algorithms are designed to build maps in the presence of dynamic obstacles, and in most cases, the dynamic entities are detected and filtered out. Some mapping approaches, like the one presented in [39] , go further, detecting and representing moving obstacles in the map. There are also robot-based algorithms that focus on learning patterns of the activity in the environment [22] . The paper described in [34] presents a mapping approach that identifies areas occupied by dynamic entities to improve localization, focusing on dynamic indoor environments. Computer vision researchers have addressed the topic of activity modeling for many years [4] , [28] . The use of video cameras provides richer information compared to laser range sensors but also demands considerably more computation to process the data. Usually, cameras may be placed in high vantage positions to better cover the space to be analyzed. Consequently, they are not suitable to be attached to ground robots for this purpose. Another fact to take into account when monitoring urban spaces is that the lasers preserve the anonymity of the moving entities, which may be an issue for video cameras depending on the situation in which they are used.
We approach the problem of semantic mapping of the environment based on the usage of the space by dynamic entities. In urban environments, there are many different types of dynamic entities moving with different properties. Some entities are bigger than others, some are faster than others. We are particularly interested in obtaining semantic information from the environment based on how moving entities use space over time.
Our experimental scenario consists of an urban environment (a street on the USC campus) composed of a street and sidewalks, where people, cars, and bicycles are found regularly in traffic. We use an occupancy grid mapping algorithm [9] to represent the environment. Based on activity, we semantically classify the space (grid cells) into either street (S) or sidewalk (W). The applications for the activity-based semantic maps range from path planning to traffic modeling. Fig. 3 shows two robots collecting activity information in an urban environment.
A. HMM
Our semantic classification for the environment can be stated in the HMM framework as follows. We partition the environment into a 2-D grid of cells. At the end of the semantic mapping process, each cell is classified in one of the two categories (S or W ).
As all cells are of the same size in the grid, it is possible to organize and address them by columns and rows. Each row of grid cells corresponds to a sequence of hidden states that we are estimating using the HMM framework.
The observations (HMM inputs) are obtained from the properties of the space sensed by the mobile robots over a fixed amount of discrete time. For example, one of the properties of the space is activity. Every time that a robot detects activity in a portion of the environment, the activity counter on the corresponding grid cell is increased by one. At the end of the data collection period, the amount of activity that occurred in the space represented by each cell is used as observation for the HMM classification.
Due to the fast motion of the dynamic entities and the limited observability of robots' sensors, robots do not move during the data collection to avoid missing information. The mapped area corresponds to the area covered by the sensor of the robot. In order to decrease the effect of occlusion and increase the mapped area, two robots have been used during the experiments. The location of the robots is known a priori and it is important to mention that only range information is provided by the sensors.
Four properties have been observed in the environment: activity, occupancy, maximum size of the dynamic entities, and average size of the dynamic entities. Activity is detected every time a certain place in the environment is occupied (by a dynamic entity) and becomes free or vice-versa. Occupancy occurs when a certain location of the environment is occupied by a dynamic entity. For example, if a car stops in a determined place, the corresponding grid cells will show high occupancy and low activity. The third property of the environment is the maximum size of the moving entities that occupied the space during the data acquisition. The fourth property of the environment is the average size of the moving entities that occupied the space during the data acquisition.
We define as dynamic any entity of the space that has been seen to move at least once. This information is extracted from the data provided by the range sensors using the algorithm presented in [39] . The size of the dynamic entities is estimated to be based on grouping adjacent occupied cells. As in the semantic terrain mapping, the HMM model λ is learned based on manually labeled examples.
B. SVM
The activity-based semantic mapping problem can be stated using the SVM framework as follows. The same four properties used in the HMM classification have also been used as inputs of the SVM algorithm. As output, the SVM algorithm classifies each grid cell of the map into either street (S) or sidewalk (W ). An important difference between the HMM and SVM approaches for this problem is that the grid cells with no activity during the experiments have not been considered for classification with the SVM algorithm (they have no inputs other than trivial ones).
VI. MAP SEGMENTATION
It may happen that parts of the map are not correctly classified due to sensor noise or other reasons. When those errors occur in small parts of the map (considered noise), segmentation techniques can be used to fix them and improve classification.
Segmentation techniques have been used for many years by the computer vision community [11] . Among several segmentation methods, Markov random fields (MRF) have been extensively used to that end. For a complete overview of the MRF theory, see [17] . In the terrain mapping context, it is unlikely that in an area with a large majority of cells NA, there are few cells NN . It is also unlikely that among several scans that contain both points labeled NA and NN , there is a scan that only contains points labeled NA. The MRF technique basically makes these points agree with their neighbors. As a result, NA and NN regions are well defined and clustered.
In order to use the MRF as a segmentation tool, we approximate our 3-D map to a 2-D grid. Each point is projected on the grid based on its x and y coordinates. Each cell in the grid is labeled as NA or NN according to the classification of the points projected on that cell. It is important to notice that not all the cells in the grid have a label, because the distribution of points on the plane is not uniform.
The basic idea of the MRF is that the probability distribution for each cell (and corresponding points) in the grid is specified conditionally on the probability distribution of its neighboring cells.
Let C i be a random variable taking the values NA or NN , and denote by n (k ) i (k = 1, 2, . . . , n) the number of k neighbors of C i that are labeled as NA. A simplified MRF model may be specified as
where α and β are, respectively, the prior about the number of NA cells and the importance ratio based on the distance to the cell C i . As β is increased, the chance of each grid cell value agreeing with the value of its neighbors increases. The same segmentation idea can be trivially applied to the activity-based mapping problem.
VII. EXPERIMENTAL RESULTS
A. Semantic Terrain Mapping
In order to validate our terrain mapping approach, experimental tests have been performed. Our experiments have been done using both an ActiveMedia Pioneer and a Segway RMP robot. Both robots were equipped with SICK LMS200 laser range finders and a Microstrain IMU. A player [13] was used to interface with robots' sensors and actuators. On the Pioneer platform, the laser was mounted at a height of 42 cm and a pitch angle of 40 o Our experiments were performed in two different scenarios: a walkway and a garden, both on the USC campus. The walkway scenario was reasonably uniform, with a concrete passage in the center and short grass on both sides. The garden is more diverse than the walkway. It contains grass, bushes, garden seats, and a water fountain. The mapped walkway is approximately 50 m long and a complete loop around the garden is 200 m long.
In order to verify the accuracy of the HMM classification, we manually labeled 13 640 points in the walkway dataset and 12 987 points in the garden dataset. These were used for ground truth. For each dataset, the labeled points were extracted from two different sections (A and B) of the map to avoid biasing. Approximately 30% of the labeled points were used to learn the models and the other 70% to test them. Fig. 4 shows pictures of the real environments and the 3-D maps before the HMM semantic classification.
During the experiments, most of the maps were built when the robots were manually driven with a joystick. But some autonomous navigation experiments using the RMP were also performed. As our mapping and classification algorithms can be executed in real time, the robot used the information about the areas it should avoid and kept itself in the navigable areas while mapping the environment. For a better evaluation of the classification results obtained with the HMM method, histogram classification techniques have also been applied to the same data, serving as a reference for classification accuracy results [8] . Table I ) show the 3-D maps with the semantic classification using HMM in both scenarios. Parts of the terrain shown in white represent the navigable areas, while those in grey correspond to nonnavigable terrain. We notice that although the grass is level and uniform in several areas of the terrain, our method could successfully differentiate it from gravel.
Figs. 6(a) and 7(a) show that some portions of the terrain have been misclassified. This happens mostly due to the presence of small obstacles like leaves in the flat parts of the terrain or aligned regions in the rough terrain. Some of these errors were corrected afterward with MRF segmentation [Figs. 6(b) and 7(b)]. The improvement in the classification can also be noticed in the results presented in Table 1 . Fig. 5 shows a closer view of Section A of the garden terrain where the correcting effects of the MRF segmentation can be seen clearly. Table II shows the terrain classification results for Sections A and B of the walkway dataset using the SVM classification approach. As can be seen, the best semantic classification results were obtained with the RBF kernel (see [24] for more details on the RBF). In almost every case, the MRF segmentation method has contributed with at least a small improvement in the results. Fig. 6(c) and (e) shows the 3-D semantic terrain map of the walkway environment using the linear and RBF kernels. It is possible to notice that the MRF segmentation algorithm corrected a considerable part of the misclassified points in the RBF case [ Fig. 6(d) and (f) ]. The same did not happen to the linear kernel due to a larger number of misclassified points. Table III shows the results of the semantic classification for the garden dataset. The RBF kernel again presents the most accurate classification. Results obtained in Section A are noticeably better than those obtained in Section B. Compared to the walkway dataset, Sections A and B in the garden dataset are very different. The terrain data of Section A contains tall bushes, which are easier to classify than the short grass mapped in Section B. Fig. 7 shows TABLE III  ACCURACY OF THE SVM SEMANTIC CLASSIFICATION FOR THE GARDEN  ENVIRONMENT   TABLE IV  ACCURACY OF THE HMM ACTIVITY-BASED SEMANTIC CLASSIFICATION the semantic classification results obtained with linear and RBF kernels, with and without RMF segmentation.
The poor classification obtained by the linear kernel compared to the RBF and polynomial kernels can be explained by the fact that this data is not linearly separable. Fig. 8 shows the ground truth and the classification of the walkway data in the property space, where grey represents the NA points and black the NN points. As can be noticed in Fig. 8(a) and (b) , there is some overlap between the two classes, which prevents completely correct classification results.
It is also important to mention that our approaches do not (presently) detect a step located in front (or in the back) of the robot. Our algorithm could be easily adapted to this situation, but it would require an extra laser pointing sideways
B. Activity-Based Semantic Mapping
The activity-based semantic mapping approach presented in the previous section has been tested with experimental data collected in the USC campus. Two Pioneer robots equipped with SICK LMS200 laser range finders have been positioned on opposite sides of a street to monitor the activity in the region. The area considered for mapping is approximately 16 m × 18 m with grid cells of 20 cm. The ground truth was obtained by measuring the width of the street and the sidewalks. Each data collection period lasted approximately 15 min with a sampling frequency of 10 Hz. One out of 80 rows of grid cells (from one sidewalk to the other) was manually labeled and used in the learning step of the HMM algorithm. It corresponds to 1.25% of the total grid cells. Fig. 9 shows a picture of the environment used for the experiments and a screenshot of the map generated by the robots at a particular time.
Based on the raw sensor data, the robots are capable of extracting the properties of the environment and semantically classifying each grid cell as either S or W . Each of the four properties has been individually tested. The accuracy results of the HMM classification can be seen in Table IV , which also includes classification results obtained with histogram techniques. As can be noticed in Fig. 10 , the properties activity and occupancy cannot correctly differentiate the street from the sidewalks. The two wide dark grey lines in the center of the black lines in Fig. 10(a) and (c) do correspond to the parts of the street used by traffic, but when the semantic classification algorithm tries to generalize the learned information, it also classifies the most active parts of the sidewalks as S. After the MRF segmentation, the right sidewalk is entirely classified as street, which is obviously wrong. In fact, based on the data collected during our experiments, it is not possible to determine whether a grid cell belongs to the street or sidewalks just by observing the activity and occupancy, as they are very similar in both the S and W areas.
The semantic classification based on the properties average size and maximum size shows better results, as can be seen in Fig. 10 . We notice in Fig. 10 (e) and (g) that most of the area colored in dark grey is between the two black lines, which matches the ground truth information. Some parts of the space between the two black lines are misclassified as W . This happens because these areas (which are close to the sidewalks and in the center of the street) are not used by cars. On the right side of Fig. 10(g) , it is possible to see a dark grey area in the place that corresponds to the sidewalk. The explanation for this misclassification is that during the experiments, at a specific moment, a crowd of people stopped in front of the robot. As most of the space around the robot was occupied by moving entities, the range sensors detected a large-sized obstacle at that location. When the average size of the moving entities that occupied that space is used for the semantic classification, the effect of the crowd of people is attenuated, as can be seen in Fig. 10(e) . Fig. 10(f) and (h) shows the classification results after the MRF segmentation. An important difference between the HMM and SVM approaches for this problem is that the grid cells with no activity during the experiments have not been considered for classification with the SVM algorithm. However, they have been classified in the MRF segmentation step. Table V shows the semantic classification accuracy results using the four standard kernels and the four properties of the space. Fig. 11 shows the classification results for the linear, polynomial, and RBF kernels.
It is interesting to notice that although the sigmoid kernel classified every grid cell as S (which is obviously wrong), it still got 65.12% correct classification results. This happens because the ground truth data indicates that a larger part of the map is indeed supposed to be classified as S. In this case, the visual results have to be taken into account when one is evaluating the performance of the classifiers.
As opposed to the results obtained in the terrain mapping classification, where the RBF kernel obtained the best results, Table V shows that the best classification performance for the activity-based mapping was obtained with the linear kernel. The reason for the poor classification of the RBF kernel can be explained with an analysis of the data presented in Table VI , which shows the classification accuracy results for the learning and complete datasets using only properties (1) and (4). The reasons that only these two properties have been chosen for analysis are that the classification results obtained from them are very similar to the ones obtained using all four properties and it is possible to visualize the classification results in a 2-D graph (Fig. 12) . As can be noticed in Table VI , the classification results for the learning dataset using the RBF kernel are better than the ones obtained with the linear kernel. However, the same performance is not obtained with the complete dataset. This strongly suggests an overfitting of the learning dataset, resulting in a poor classification of the complete dataset. This fact can be confirmed in Fig. 12 , which shows the classification in the property space. For the learning dataset, the RBF kernel [ Fig. 12(e) ] obtained very accurate classification results compared to the linear kernel [ Fig. 12(c) ]. However, when the classification is generalized to the complete dataset, the linear kernel [ Fig. 12(d) ] is considerably more efficient than the RBF kernel [ Fig. 12(f) ].
The results obtained with the polynomial kernel were similar to the ones obtained with the linear kernel for the learning dataset, but they were not as good as the ones with the complete dataset. Besides the experiments with all four properties of the environment, different combinations of properties have also been tested. The accuracy results are shown in Table VII . We grouped the classification results in three categories such that the difference between results in the same category is very minor. Analyzing property combinations that belong to each group, it is Category A presents the most accurate results. Notice that after the MRF segmentation, all the space corresponding to the sidewalk has been correctly classified [ Fig. 13(b) ]. There are some classification errors in the space that corresponds to the street, mainly in the region close to the black line. This can be explained by the fact that almost no activity happens in that region. In most cases, cars (which characterize the streets) occupy the center of the map. In Fig. 13(a) , it is even possible to notice the space that divides the two lanes of the street, which is also not used by most of the cars. All the property combinations that belong to category A (and only these) exploit the average size (4) as a property. Similar to the results obtained with the HMM classification approach, this property leads to the most accurate classification results.
Category B presents good classification results with considerable similarities to Category A, except for a classification error on a small area in the right side of the map. Category B includes property combinations that include maximum size (3) but not property average size (4). The results are also similar to the ones obtained by the HMM approach using maximum size as a property. This can be explained by the fact that at a specific moment during test, a crowd of people stopped in front of the robot, which was placed at that location. As most of the space around the robot was occupied by moving entities, the range sensors detected a large-sized obstacle at that location, which matches with the large obstacles that run in the streets (cars). Category C, which includes only the properties activity (1) and occupancy (2) presented very poor classification results. It could not correctly distinguish between street and sidewalks and wrongly classified the entire space as street.
The accuracy results presented in Table VII suggest how each property of the space contributes to the overall classification. The properties average size and maximum size lead to reasonable results while occupancy and activity do not provide enough information to correctly differentiate the environment into street and sidewalk. The data collected during our experiments show that activity and occupancy of the moving entities that occupy the street and the sidewalk are very similar. This is a typical case where there is no association between the input properties and desired classification patterns. Both HMM and SVM methods failed when only these two properties were available.
During the experiments, there was some space in the environment that did not register any activity. In the classification results presented earlier, these areas were also classified as street (S) or sidewalk (W ). If we consider those particular regions as a separate class (e.g., nonused space), better classification results can be obtained. The classification results are presented in Table VIII and in Fig. 14 , where the MRF segmentation technique is used to estimate the classification of the nonused space after the initial SVM classification.
C. Multiclass SVM Classification
For all the semantic classification problems presented in this paper, the environment has been divided into two categories: navigable and nonnavigable in the terrain mapping context, and street and sidewalk for the activity-based mapping. A natural extension of approaches presented in this paper would be multiclass semantic classification. In fact, the SVM algorithm was originally developed for binary classification, but it has been extended to cases in which there are more than two classes [6] . This approach has been tested in the activity-based semantic mapping context. As opposed to the experiments previously described, where only the information obtained from the dynamic entities has been taken to account, in the multiclass case, the static entities are also considered. The environment has been divided into three classes: street (S), sidewalk (W ), and static entities (E). Building structures, trees, and all the other parts of the environment that do not move over time are considered part of E. The main characteristics of the elements in this class are high occupancy and very low activity. The ground truth map can be seen in Fig. 15 , where the black color corresponds to the class E. Grid cells with no activity have not been considered for classification. Table IX shows the multiclassification results. Only combinations of properties that include the properties 1 and 2 have been presented. All the other property combinations could not classify elements in class E correctly. Only the linear and polynomial kernel obtained reasonable classification results. Fig. 16 shows the classification results with and without MRF segmentation. The best classification results were obtained after (1), (2) , and (4). This can be clearly noticed in Fig. 16(c) .
VIII. CONCLUSION AND FUTURE WORK
This paper approached the problem of semantic mapping, which consists of creating robot-based maps that go beyond representing the metric structure of the environment. Semantic maps can represent other properties of the environment, allowing a more complex and complete description of the space. The semantics present in the maps also allow robots to more easily share information with people and ultimately perform more complex tasks.
Two scenarios have been used as a test bed for our mapping approaches: terrain mapping and activity-based mapping. The terrain mapping problem consists of creating 3-D representations and classifying terrain into either navigable or nonnavigable areas. The activity-based mapping problem consists of creating 2-D maps that classify the environment according to the usage of the space by dynamic entities.
Two approaches for the semantic mapping problem have been presented. The first one is based on HMMs and the second on SVMs. A fundamental difference between the HMM and the SVM semantic classification methods is that, in the HMM approach, each data sequence is considered at once, while in the SVM algorithm, each point is individually classified. In the terrain mapping domain, the data sequences correspond to the 3-D points in the range scans. In the activity-based mapping context, the rows in the grid of cells correspond to the data sequences. In order to classify each point in the data sequence, the previously made classification is taken into account. This characteristic does not necessarily lead to better classification results; it depends on the nature of the data to be classified. In most cases, when the data is divided into well-defined clusters, the HMM method tends to be more efficient (exploring the effect of locality), while the SVM approach is theoretically better for nonclustered data. Another important difference between these two learning methods is the fact that the SVM can handle several input properties while only one can be used in our particular implementation of the HMM. For most experiments performed in this paper, the classification results of the two methods are very similar and noticeably better than the standard histogrambased classification algorithm. Another important conclusion obtained from the data analyzed is that not all properties of space lead to the desired classification. In the activity-based mapping problem, both HMM and SVM failed when only the properties activity and occupancy were available.
As semantic mapping is still a young research topic, there are many open problems and interesting directions for new research in the field. Differentiating entities (e.g., people) in an urban environment, understanding and possibly predicting the behavior of dynamic entities, and improving the complexity of the map representation by fusing information provided by other types of sensors (e.g., cameras) are all part of the future work to be addressed on this topic.
