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We propose an efficient method for simultaneously learning both the structure and parameter
values of quantum circuits with only a small computational overhead. Shallow circuits trained using
structure learning perform significantly better than circuits trained using parameter updates alone,
making this method particularly suitable for use on noisy intermediate-scale quantum computers.
We demonstrate the method for training a variational quantum eigensolver for finding the ground
states of Lithium Hydride and the Heisenberg model.
INTRODUCTION
Quantum circuit learning is a method for tuning the parameters of a quantum circuit to perform a
specific task. Multiple applications have been demonstrated including in chemical simulation, optimization,
generative modeling and classification [1–7].
Typically, circuit learning is performed by selecting a fixed circuit structure, parametrizing it using ro-
tation gates, then iteratively updating the parameters to minimize an objective function estimated from
measurements. Circuits of this type are known as parametrized quantum circuits (PQCs). Methods based
on quantum circuit learning are particularly promising for use with noisy intermediate-scale quantum (NISQ)
computers because of their relative tolerance to noise compared to many other quantum algorithms.
In recent years a lot of progress has been made in improving the performance of PQCs including methods for
calculating parameter gradients, hardware efficient ansa¨tze, reducing the number of measurements required,
and resolving problems with vanishing gradients [8–12]. Despite progress, many challenges remain. One of
the most critical challenges is addressing the effects of noise. Generally, the effects of noise increase with the
depth of the quantum circuit. For this reason it is highly desirable for a PQC to be as shallow as possible
whilst being expressive enough to learn to perform the task at hand.
Few approaches have been proposed for learning the structure of a quantum circuit. In Ref. [13] the
authors propose using a genetic algorithm for learning the circuit structure by selecting candidate gates from
a set of allowed gates that are not parametrized. In Ref. [14] the authors propose growing the circuit by
iteratively adding parametrized gates and re-training the PQC using gradient descent.
In this work we propose a method for efficiently learning the structure of quantum circuits while varia-
tionally optimizing an objective function, for example the energy given by a Hamiltonian operator. Gates
are defined so that both the canonical direction and angle of rotation are degrees of freedom. Whilst the
angle is parametrized in a continuous manner, the direction is chosen from a set of generators, namely tensor
products of Pauli matrices. Training is performed by selecting the first gate and finding the direction and
angle of rotation that yield minimum energy. This is performed iteratively for all the parametrized gates in
the circuit. Once the last gate has been optimized the cycle is repeated until convergence.
In the Methods section we describe the approach in generality and then provide algorithms for the case of
parametrized single-qubit gates and fixed two-qubit gates. This special case is interesting because it can be
executed on all existing NISQ hardware and can provide a significant advantage as we show in the Results
section. Note that for single-qubit rotations about fixed directions, the optimal angle can be found using 3
energy estimations. Independently from our work this property has been used as part of proposed methods
for optimizing angles of rotation in quantum circuits [15, 16]. Our method extends this and finds also the
optimal direction within a set of canonical ones. This comes with very little overhead, since only 7 energy
estimations are required. We shall stress that although we demonstrate the method on parametrized single-
qubit gates and fixed entangling gates, the method is not limited to this case. In the Discussion section we
present potential extensions.
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Let us consider a variational problem where the objective function is encoded in a Hermitian operator M
and the candidate solution is encoded in a parametrized quantum circuit U = UD · · ·U1 acting on an n-qubit
initial state ρ. Each gate is either fixed, e.g., a controlled-Z, or parametrized of the form Ud = exp
(− i2θdHd).
Here, θd ∈ (−pi, pi] are angles of rotation and Hd are Hermitian and unitary matrices, e.g., tensor products
of Pauli matrices. We collect these parameters into a real vector θ and a vector of matrices H, respectively.
Without loss of generality we consider the task of minimizing the objective function which we simply refer
to as the energy. Using subscripts to indicate arguments of functions, we can state the variational problem
as (θ∗,H∗) = arg minθ,H 〈M〉θ,H , where 〈M〉θ,H = tr
(
MUρU†
)
.
To solve the variational problem we present two methods. The first fixes the circuit structure and optimizes
only the angles; the second optimizes structure and angles simultaneously. Both methods rely on the fact
that the expectation value as a function of an angle of rotation has sinusoidal form. That is, if we fix H
as well as all the degrees of freedom in vector θ except one, say θd, we can express the expectation as
〈M〉θd = A sin(θ +B) + C where A,B and C are unknown coefficients. A detailed derivation is provided in
the Appendix. Clearly, if we were able to estimate these coefficients, we could also characterize the sinusoidal
form. This can be exploited to design circuit learning strategies.
Our first method is a coordinate optimization [17–19] algorithm applied to the angles of rotation. It finds
the optimal angle for one gate while fixing all others to their current values, and sequentially cycles through
all gates. This is rather simple to perform; since at each step the energy has sinusoidal form with period 2pi,
there is a unique optimal angle in the range (−pi, pi]. For gate Ud, this angle has a closed form expression
θ∗d = arg min
θd
〈M〉θd
= −pi2 − arctan2
(
2 〈M〉θd=φ − 〈M〉θd=φ+pi2 − 〈M〉θd=φ−pi2 , 〈M〉θd=φ+pi2 − 〈M〉θd=φ−pi2
)
,
(1)
for any real value φ. A derivation is given in the Appendix.
The optimal angle can be found for all d = 1, . . . , D in order to complete a cycle. A new cycle is then
initialized unless a stopping criterion is met. A number of potential stopping criteria could be used here.
For example, one could stop after a fixed budget of K1 cycles with the caveat that there may still be room
for improvement. As another example, one could stop when the energy has not been significantly lowered
for K2 consecutive cycles. We call this algorithm Rotosolve which is summarized in Algorithm 1.
The choice of circuit structure is often based on prior knowledge about the problem as well as hardware
constraints, e.g., qubit-to-qubit connectivity and gate set. It is reasonable to expect the chosen circuit
structures to be suboptimal in the majority of cases. We believe there is large room for improvement here.
Our second method relaxes the constraint of the fixed circuit structure and learns it along with the angles.
Similarly to the first method, we opt for a greedy approach optimizing one gate at a time.
Recall that in the parametrization considered here, n-qubit gates are generated by Hermitian and unitary
matrices such as tensor products of Pauli matrices Hd ∈ {I,X, Y, Z}⊗n. Structure learning aims at finding
the optimal set of generators, which is clearly a daunting combinatorial problem. The general approach
consists of using the expression in Eq. (1) to find minimizers θ∗d(P ) = arg minθd 〈M〉θd=φ,Hd=P for all possible
generators P ∈ {I,X, Y, Z}⊗n. Then, Hd is set to the generator giving lowest energy, and θd is set to the
corresponding minimizer. This is repeated for d = 1, . . . , D to complete a cycle and the algorithm iterates
until a stop criterion is triggered.
The above is very general and indeed suffers from combinatorial explosion due to the 4n possible choices for
the generator of each gate. However, in practice we shall still comply with the constraints of the underlying
NISQ hardware. Since we are not considering compilation of logical gates to physical ones, only a very small
subset of generators is available, namely the native gate set of the hardware. For simplicity, we now consider
learning the structure of single-qubit gates while employing a fixed layout of two-qubit entangling gates.
Figure 1 illustrates the circuit layer and shows an example of how the algorithm updates gate’s generator
and angle.
When structure learning is limited to single-qubit gates, the generators can be selected such that
Hd ∈ {X,Y, Z}. The identity generator is not required because it can be trivially obtained from any other
generator by setting the angle to zero. In fact, we can exploit this to reduce the number of circuit evaluations
3per optimization step. According to Eq. (1), each of the three generators requires three circuit evaluations,
for a total of 9 evaluations per optimization step. Recalling that φ can be chosen at will, we can use φ = 0
to obtain the identity gate for all three generators. Since 〈M〉θd=0,Hd=X = 〈M〉θd=0,Hd=Y = 〈M〉θd=0,Hd=Z ,
we can estimate this quantity only once, effectively reducing the number of evaluations to 7 per optimization
step. We call this algorithm Rotoselect and summarize it in Algorithm 2.
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FIG. 1. The gradient-free algorithm Rotoselect sequentially adjusts angles of rotation and circuit structure in order
to efficiently minimize the energy in a variational problem. For each generator the energy is a sinusoidal function of
θ with period 2pi. In this example, the single-qubit gate coloured in yellow has been assigned generator Y and angle
of rotation 1.72. This is the configuration attaining minimal energy, as shown in the right panel.
Algorithm 1 Rotosolve
Input: Hermitian measurement operator M encoding the objective function, parametrized quantum circuit U with
fixed structure, stopping criterion
1: Initialize θd ∈ (−pi, pi] for d = 1, . . . , D heuristically or at random
2: repeat
3: for d = 1, . . . , D do
4: Select a value φ ∈ (−pi, pi] heuristically or at random
5: Estimate 〈M〉θd=φ, 〈M〉θd=φ+pi2 and 〈M〉θd=φ−pi2 from samples
6: θd ← −pi2 − arctan2
(
2 〈M〉θd=φ − 〈M〉θd=φ+pi2 − 〈M〉θd=φ−pi2 , 〈M〉θd=φ+pi2 − 〈M〉θd=φ−pi2
)
7: until stopping criterion is met
Algorithm 2 Rotoselect
Input: Hermitian measurement operator M encoding the objective function, parametrized quantum circuit U , stop-
ping criterion
1: Initialize θd ∈ (−pi, pi] and Hd ∈ {X,Y, Z} for d = 1, . . . , D heuristically or at random
2: repeat
3: for d = 1, . . . , D do
4: Estimate 〈M〉θd=ψ,Hd=P for ψ ∈ {−
pi
2
,+pi
2
} and P ∈ {X,Y, Z}, and 〈M〉θd=0
5: Compute minimizers θ∗d(P ) for P ∈ {X,Y, Z} using Eq. (1)
6: Hd ← arg minP 〈M〉θd=θ∗d(P )
7: θd ← θ∗d(Hd)
8: until stopping criterion is met
Note that on a quantum computer the objective function is stochastic since 〈M〉θ,H is estimated from
samples. For implementation in NISQ computers the operator is typically described as the weighted sum of
polynomial terms M =
∑
i wiMi. In this case the expectation is given by 〈M〉θ,H =
∑
i wi 〈Mi〉θ,H .
We conclude this Section with a note about convergence. Assuming an infinite number of measurements,
the objective 〈M〉θd is a deterministic function of θd. Bertsekas [17] provides convergence results for coordi-
nate minimization algorithms under rather general conditions and including non-convex objective functions.
4An analysis along these lines could be attempted for Rotosolve. In Rotoselect the analysis is complicated
by the fact that multiple generators could lead to equally good minima. That is, at each given optimization
step the solution may not be unique. Finally, in practice the objective function is stochastic and this further
complicates the analysis.
RESULTS
The impact of structure learning on circuit performance is studied by comparing Rotoselect and
Rotosolve, which are identical except that Rotoselect employs structure learning. For this reason any
difference in performance can be attributed to structure learning. Note that in the Appendix we com-
pare Rotosolve against other state-of-the-art optimizers and find it to be significantly better in terms of
performance and scaling behavior.
First we compare the two algorithms for training a circuit ansatz to find the ground state energy of the
5-qubit Heisenberg model on a 1D lattice with periodic boundary conditions and in the presence of an
external magnetic field. The corresponding Hamiltonian reads
M = J
∑
(i,j)∈E
(XiXj + YiYj + ZiZj) + h
∑
i∈V
Zi, (2)
where G = (V, E) is the undirected graph of the lattice with 5 nodes, J is the strength of the spin-spin
interactions, and h is to the strength of the magnetic field in the Z-direction. For J/h = 1 the ground state
is known to be highly entangled (see Ref. [9] for VQE simulations on the Heisenberg model). We chose
J = h = 1.
Circuits were initialized using the strategy described in Ref. [12]. The circuit form consisted of layers of
parametrized single-qubit rotations followed by a ladder of controlled-Z gates. The form of the layer is shown
in Fig. 1. Training was performed for 1000 iterations.
Figure 2 reports mean and variance of the lowest energy encountered during training across 10 trials for
circuits with 6, 9, 12 and 15 layers. Panel (a) shows results when 1000 measurements were used to estimate
the expectation of each term in the sum in Eq. (2), while panel (b) shows oracular results in the limit of
infinite measurements. For all number of layers, circuits trained using Rotoselect achieved better mean,
variance, and absolute lowest energy than circuits trained using Rotosolve. In particular for the lower depth
circuits Rotoselect achieves a much smaller variance than Rotosolve. This is likely due to the fact that the
generators are initialized at random and Rotosolve is unable to change an initial bad condition. Given the
limited capacity of low-depth circuits, a good choice for the generators appears to be particularly important.
As the number of layers increases, both algorithms find better approximations to the ground state. Both
algorithms exhibit robustness to the finite number of measurement employed here.
The experiment was repeated using the chemical Hamiltonian for Lithium Hydride (LiH) at bond distance.
For this Hamiltonian we used the coefficients and Pauli terms given in the Appendix of Ref. [9]. Figure 3
shows results that are consistent with the previous experiment.
DISCUSSION
The proposed algorithms can be extended in a number of ways. In the context of circuit learning,
Rotosolve can be generalized to find minimizers of K angles of rotation at the same time and at the
cost of evaluating 3K circuits. While this is an exponential cost, for small K this approach is computation-
ally feasible and may provides an advantage. In Ref. [16] the authors explore this idea for K ∈ {1, 2, 3} where
subsets of angles are chosen at random. This approach belongs to the class of algorithms called coordinate
block minimization [19].
In the context of circuit structure learning, Rotoselect can be generalized to incrementally grow circuits
from scratch rather than starting from random initial structures. This is similar in spirit to Adapt-VQE [14],
but with the advantage that each new gate is optimized efficiently in closed form rather than using gradient-
based optimization. Furthermore, we could efficiently remove gates by assessing whether they are contribut-
ing to the solution (e.g., a redundant gate would generate sinusoidal forms that appear to be flat).
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FIG. 2. Mean and standard deviation of energy across trials as a function of number of circuit layers comparing
Rotosolve and Rotoselect for training a VQE to minimize the energy of the cyclic spin chain Heisenberg model on
5 qubits. In (a) 1000 measurements for each Hamiltonian term were used to approximate the energy. The result for
Rotosolve for 3 layers lies above the plotted range. In (b) the exact energy was calculated.
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FIG. 3. Mean and standard deviation of energy across trials as a function of number of circuit layers comparing
Rotosolve and Rotoselect for training a VQE to minimize the molecular Hamiltonian for LiH. In (a) 1000 measure-
ments for each Hamiltonian term were used to approximate the energy. In (b) the exact energy was calculated.
Another interesting extension is to use Rotoselect to learn the optimal connectivity layout for the en-
tangling gates. As an example consider trapped ion computers that can implement fully connected layers of
Mølmer-Sørensen gates [20]. This choice provides high expressive power in low-depth circuits [4], but must
be balanced against the slow clock speed of these entangling gates [21] and potential gate errors. Our algo-
rithm could find this sweet spot. Since with n qubits we must evaluate n(n−1)/2 choices for non-directional
two-qubit gates in a layer, this approach is also efficient.
Beyond quantum circuits, Rotoselect can be used to learn the structure of parametrized tensor networks
in both classical and quantum models.
Finally, heuristics can be used to speedup our methods. In our simulations we found that Rotoselect
tends to change the structure only in the early stage of training. We could detect this and switch from
Rotoselect to Rotosolve hence reducing the number of circuit evaluations.
Quantum circuit structure learning coupled with coordinate minimization algorithms provides an efficient
means for improving the expressivity of low-depth quantum circuits with only a small computational over-
head. This characteristic makes the described methods particularly suitable for deployment on near-term
quantum computers where circuit depth and training time are significant bottlenecks.
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Sinusoidal form of expectation values
Recall that we consider circuits U = UD · · ·U1 where each gate is either fixed, e.g., the controlled-Z, or
parametrized as
Ud = exp
(− i2θdHd)
= cos
(
θd
2
)
I − i sin( θd2 )Hd, (3)
where θd ∈ (−pi, pi] and Hd is a Hermitian and unitary matrix such that H2d = I. For the latter, we could
use tensor products of Pauli matrices Hd ∈ {I,X, Y, Z}⊗n as generators where n is the number of qubits.
We apply the circuit to a fiducial state ρ¯ and then measure a Hermitian operator M¯ encoding the objective
function of the variational problem. From measurement outputs we can estimate the expectation〈
M¯
〉
= tr
(
M¯UD · · ·Ud · · ·U1ρ¯U†1 · · ·U†d · · ·U†D
)
. (4)
We want to analyse this expectation as a function of a single parameter θd. To simplify the notation we
absorb all gates before Ud in the density operator, that is ρ = Ud−1 · · ·U1ρ¯U†1 · · ·U†d−1. Similarly, we absorb
all gates after Ud in the measurement operator M = U
†
d+1 · · ·U†DM¯UD · · ·Ud+1. This can be done because
unitary transformations preserve the Hermiticity of both density and measurement operators. Using this
notation Eq. (4) can be written as 〈M〉 = tr
(
MUdρU
†
d
)
.
In the following discussion we will need to evaluate the expectation at different parameter values for gate
Ud. A further change in notation helps. From now on, we drop index d and use subscripts to indicate
parameter value. Using the new notation we write
〈M〉θ = tr
(
MUθρU
†
θ
)
= tr
(
M
(
cos
(
θ
2
)
I − i sin ( θ2)H) ρ (cos ( θ2) I + i sin ( θ2)H))
= cos2
(
θ
2
)
tr (Mρ) + i sin
(
θ
2
)
cos
(
θ
2
)
tr (M [ρ,H]) + sin2
(
θ
2
)
tr (MHρH) .
(5)
Let us inspect the third line of this equation. First, we note that tr(Mρ) is simply the expectation when
the circuit is evaluated at θ = 0. That is, 〈M〉0 = tr(Mρ). Second, the term i tr(M [ρ,H]) can be written as
the difference of two expectations. Indeed, using two independent circuits U±pi2 = exp
(∓ ipi4 H) = 1√2 (I∓ iH)
we have
〈M〉pi
2
− 〈M〉−pi2 = tr
(
MUpi
2
ρU†pi
2
)
− tr
(
MU−pi2 ρU
†
−pi2
)
= 12 (tr (M (I − iH) ρ (I + iH))− tr (M (I + iH) ρ (I − iH)))
= −i tr (MHρ) + i tr (MρH)
= i tr (M [ρ,H]) .
(6)
Third, the last term tr (MHρH) is the expectation obtained evaluating the circuit at θ = pi. That is,
using circuit Upi = exp
(− ipi2 H) = −iH we have 〈M〉pi = tr (MHρH).
7Putting these three pieces back in Eq. (4) and using well known trigonometric identities, we obtain
〈M〉θ = cos2
(
θ
2
) 〈M〉0 + sin ( θ2) cos ( θ2) (〈M〉pi2 − 〈M〉−pi2 )+ sin2 ( θ2) 〈M〉pi
= 1+cos(θ)2 〈M〉0 + sin(θ)2
(
〈M〉pi
2
− 〈M〉−pi2
)
+ 1−cos(θ)2 〈M〉pi
= cos(θ)2 (〈M〉0 − 〈M〉pi) + sin(θ)2
(
〈M〉pi
2
− 〈M〉−pi2
)
+ 12 (〈M〉0 + 〈M〉pi) .
(7)
We now use the identity a cos(x)+b sin(x) =
√
a2 + b2 sin
(
x+ arctan
(
a
b
))
to obtain a compact expression.
The expectation value then reads
〈M〉θ = A sin(θ +B) + C,
A = 12
√( 〈M〉0 − 〈M〉pi )2 + ( 〈M〉pi2 − 〈M〉−pi2 )2,
B = arctan2
(
〈M〉0 − 〈M〉pi , 〈M〉pi2 − 〈M〉−pi2
)
,
C = 12 (〈M〉0 + 〈M〉pi) .
(8)
That is, the expectation of M as a function of a single parameter has sinusoidal form with amplitude A,
phase B, intercept C, and period 2pi. An example is shown in Figure 4.
Note that we must use the arctan2 function in order to correctly handle the sign of numerator and
denominator, as well as the case where the denominator is zero. To see why, assume H commutes either
with M or ρ. Then, Eq. (6) evaluates to zero which in turn triggers a division by zero inside the standard
arctan.
Now, from the graph of the sine function, it is easy to locate the minima at θ∗ = −pi2 −B + 2pik for all
k ∈ Z. In Eq. (8), it appears as if we had to evaluate four distinct circuits in order to estimate B. Using
simple trigonometry we generalize the estimator for B and show that only three evaluations are required.
Let us write
〈M〉θ+pi = A sin(θ + pi +B) + C
= −A sin(θ +B) + C
= −〈M〉θ + 2C.
(9)
Solving for C we have
C = 12
(〈M〉θ+pi + 〈M〉θ) . (10)
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FIG. 4. Expectation and variance of Hermitian observable ZXZX as a function of two different angles of rotation
in a random circuit. The expectation value is always of sinusoidal form with period 2pi. (a) The variance is large
because this angle cannot yield an eigenstate of ZXZX. (b) Both expectation and variance are minimized by setting
this second angle to θ∗ ≈ −0.5.
8Then, we can write
tan (φ+B) =
sin (φ+B)
sin
(
φ+B − pi2
) = 〈M〉φ − C〈M〉φ−pi2 − C =
2 〈M〉φ − 〈M〉φ+pi2 − 〈M〉φ−pi2
〈M〉pi+pi2 − 〈M〉pi−pi2
, (11)
where we substituted Eq. (10) evaluated at θ = φ − pi2 for C. Taking the inverse tangent we obtain the
general estimator for B requiring only three circuit evaluations. The minimizer can then be found using the
closed form expression
θ∗ = arg min
θ
〈M〉θ
= −pi2 − arctan2
(
2 〈M〉θ=φ − 〈M〉θ=φ+pi2 − 〈M〉θ=φ−pi2 , 〈M〉θ=φ+pi2 − 〈M〉θ=φ−pi2
)
+ 2pik,
(12)
where φ ∈ R and k ∈ Z. Note that in practice we chose k such that θ∗ ∈ (−pi, pi].
Comparison of optimization algorithms and scaling
In this experiment we compare the training time and training time scaling in the system size for Rotosolve
compared to SPSA and Adam for training quantum circuits [22, 23].
Fig. 5 (a) shows the energy and standard deviation as a function of the number of energy evaluations
across 5 trials for the 5-qubit Heisenberg cyclic spin chain described in the Results section. The circuit
ansatz used had a fixed structure and is described in Ref. [10]. The depth of the circuit was 30 layers. The
exact energy was used to perform updates. The learning rate for Adam was set to 0.05. The hyperparameter
for SPSA were the same as in Ref. [9]. Rotosolve converged with significantly fewer energy evaluations than
Adam or SPSA.
Fig. 5 (b) shows the mean and and standard deviation for the number of evaluations taken to find the
ground state of the Heisenberg cyclic spin chain Hamiltonian described in Eq. (2) as a function of the size
of the system. 5 trials were performed to estimate the mean and standard deviation. The circuit ansatz
was the same as for (a). 1000 measurements were performed on each Hamiltonian term to approximate the
energy for each evaluation. Circuit depth was n
2
2 for an even number of qubits and
n2−1
2 for odd where n
was the number of qubits. Convergence to solution was set to be an energy less than 0.02 where the range of
the spectrum was normalized to be between 0 and 1. Rotosolve was faster to converge than Adam or SPSA
for the number of qubits tested.
Rotoselect was not tested in this experiment as a fixed ansatz was used. However, Rotoselect and
Rotosolve were found to have similar time to convergence for the experiments described in Fig. 2 and
Fig. 3.
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FIG. 5. A comparison of Rotosolve, SPSA and Adam showing: (a) energy as a function of number of energy evaluations
for the 5-qubit Heisenberg cyclic spin chain. (b) number of energy evaluations to solution as a function of the number
of qubits for the Heisenberg cyclic spin chain.
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