Abstract: A method to identify and track rainfall structures using 1-h accumulated NEXt generation RADar ͑NEXRAD͒ rainfall data is presented and used to analyze the dynamics of storm features over an area in Texas. Storm features are identified from a Gaussian mixture model using the expectation maximization algorithm. The method assigns NEXRAD pixels to storm features, simultaneously producing a smooth fitted function to the rainfall intensity distribution. Once the storm features are identified, they are tracked using inverse cost functions and using the fact that continuous features overlap each other from frame to frame in the accumulated data. The inverse cost functions also account for storm feature merging, splitting, birth, and death. Application of this storm identification and tracking algorithm for Brazos County ͑1,500 km 2 ͒ in southeastern Texas distinguishes several characteristics of the storm feature dynamics. From September through April, storm features are predominantly of a frontal nature, with storm features following geostrophic flow along low pressure fronts moving in from the north. In summer ͑May-August͒, storm features are convective in nature following random track directions. Both types of storm features have durations of 1 -3 h in Brazos County due to the county's relatively small size compared to the measured average storm speed of 40 km/ h and due to the fact that most storms only intersect the county over part of their area.
Introduction
Watershed responses to storm events are strongly affected by the spatial and temporal patterns of rainfall; that is, the spatial distribution of the precipitation intensity and its evolution over time. Although real storms move and have nonuniform intensity distributions in both space and time, hydrologic applications often simplify their dynamics by assuming storms that are uniformly distributed and have variable intensity in time according to a predefined hyetograph shape. As one considers watersheds of greater size, the nonuniformity of rainfall becomes increasingly important because a storm may not cover the watershed's entire area ͑Olivera et al. 2008͒ and may not stay in the watershed for its full duration. In order to incorporate storm characteristics, such as area, shape, velocity, and intensity distribution in the definition of synthetic storms, it is necessary to determine them from spatially distributed precipitation data. This additional storm information allows the improvement upon traditional rainfall-runoff models by accounting for the spatial and temporal variability of precipitation over the watershed.
To date, most algorithms for identifying and tracking storm characteristics have been applied to short time-step radar reflectivity data ͑e.g., 15 min or less͒, where storm features are captured in an effectively synoptic manner. Throughout the United States, however, the most reliable data for distributed precipitation are the 1-h accumulated NEXt generation RADar ͑NEXRAD͒ data of the United States National Weather Service ͑NWS͒ ͑Wilson and Brandes 1979; Klazura and Imy 1993; Brown and Lewis 2005 ; National Weather Service 2006͒. The 1-h aggregation level of the data makes it more difficult to identify and track storms than when using sequences of synoptic radar reflectivity data because storms can traverse over a number of NEXRAD pixels and can change size and shape appreciably between consecutive data maps. In this paper, we present a methodology to overcome these identification and tracking difficulties and to extract the characteristics of moving storms from 1-h accumulated distributed rainfall data. This method is important to determine the nonuniform characteristics of storms over a region of interest, such as a watershed, city, county, state, or other geographic feature of the United States using the publicly available NEXRAD precipitation data.
A description of the hierarchical structure of rainfall fields was introduced by Le Cam ͑1961͒, who also proposed the utility of using cluster-point processes to explain the spatial and temporal characteristics of storms. In general, distributed rainfall models have utilized this description of storm structure to develop models along three basic lines ͑Rodriguez-Iturbe et al. 1998͒: multifractal precipitation models based on random cascades ͑e.g., Lovejoy and Schertzer 1986; Gupta and Waymire 1993; Tessier et al. 1993; Seed et al. 1999; Lovejoy and Schertzer 2006͒ , spatial random function generators ͑e.g., Bellin and Rubin 1996͒, and sto-chastic cluster-point process models ͑e.g., Rodriguez-Iturbe et al. 1986; Cox and Isham 1988; Cowpertwait 1995; Northrop 1998; Wheater et al. 2000͒ . These methods have also been developed for simulating or disaggregating rainfall at a point ͑Woolhiser and Osborn 1985; Hershenhorn and Woolhiser 1987; RodriguezIturbe et al. 1987 RodriguezIturbe et al. , 1988 Econopouly et al. 1990; Bo et al. 1994; Cowpertwait 1994; Cowpertwait 1998; Olsson 1998; Socolofsky et al. 2001; Choi et al. 2008͒ . As a related approach, Krajewski et al. ͑1993͒ use a stochastic approach to simulate radar reflectivity and then convert these synthetic radar images to rainfall fields.
To analyze the performance of rainfall models and to evaluate their parameters, analytical and/or numerical properties of measured and simulated distributed precipitation are derived and compared. These properties include statistics at a point, at multiple points, and of distributed measurements. For instance, Cowpertwait ͑1995͒ compares multisite, second-order properties between measured and predicted rainfall for a cluster-point process model with circular rain cells. Northrop ͑1998͒, likewise, extends Cowpertwait's ͑1995͒ analysis to include elliptical rain cells. From the perspective of starting with the measured data, Rodriguez-Iturbe et al. ͑1998͒ derive metrics for evaluating synthetic space-time rainfall generators. Using daily accumulated radar data, they show that the exponent of the scaling relationship for spatial variance over time has a characteristic value that should be matched by simulations. A few studies use short-term weather data to determine the stochastic attributes of storms. One such study is reported by De Lannoy et al. ͑2005͒, who use shorttime radar data to characterize the size and structure of storms. They show that structure scaling laws are fit better by using a local coordinate system oriented in the instantaneous direction of the storm movement. Overall, all of these rainfall simulation approaches benefit from detailed knowledge of the distributed characteristics of storm structures.
For distributed rainfall data to be used to develop physically based models, a means is needed to classify the rainfall structures objectively. Veneziano and Villani ͑1996͒ apply statistical models to radar data to identify the storm structures. They use the expectation maximization algorithm with Gaussian mixture models to assign radar pixels to storm cells by a probabilistic approach. The method allows rain cells, which are clusters of related reflectivity, to be rigorously identified. Although Veneziano and Villani ͑1996͒ did not track these clusters over time, each radar image is independently analyzed to obtain spatial statistics of the rainfall process at fixed time intervals. Other authors also study the spatial structure of rainfall in radar data ͑Rodriguez- Iturbe et al. 1998; Johnson 2005, 2006͒ . Although important for understanding the rainfall structures, these identification procedures are applied for the purpose of classifying pixels into storm cells and do not result in fitted models that represent the measured rainfall intensity field.
In addition to rainfall modeling, another objective of analyzing spatial rainfall data is to improve short-term weather forecasting, or nowcasting. Many tracking and extrapolation algorithms have been developed for this purpose. The tracking algorithms are applied to radar reflectivity data and can be classified into three main methods: spatial autocorrelation ͑e.g., Zawadzki 1973; Rinehart and Garvey 1978; Crane 1979; Li et al. 1995; Mecklenburg et al. 2000b; Upton 2000 ; Dell'Acqua and Gamba 2002͒, direct tracking of identified rain cells ͑e.g., Dixon and Wiener 1993͒, and hybrid methods that take advantage of both autocorrelation and direct tracking ͑e.g., Einfalt et al. 1990; Bremaud and Pointin 1993; Johnson et al. 1998; Grecu and Krajewski 2000; Steinacker et al. 2000; Handwerker 2002; Lakshmanan et al. 2003; Bowler et al. 2004͒ . Autocorrelation has been applied for over 40 years ͑Wilson et al. 1998͒, and can be applied to a full-field scan to get an average storm velocity ͑e.g., Zawadzki 1973͒ or to interrogation subwindows to get full-field velocity information ͑e.g., Rinehart and Garvey 1978͒, similarly to the particle image velocimetry method applied in experimental fluid mechanics ͑Adrian 1991; Raffel et al. 1998͒ . The difficulty of applying autocorrelation to radar data is the fact that storms change size, shape, and intensity on a time scale shorter than that at which synoptic scans are obtained. The direct tracking algorithms overcome some of this difficulty by first identifying structures to track ͑e.g., rain cells͒ and then linking structures from scan to scan using cost functions. The cost function can be as simple as taking the nearest-neighbor approach or more complex, as in hybrid approaches that consider the flow field implied by the autocorrelation method and that account for storm merging, splitting, growth, decay, birth, and death. Forecasts are made by extrapolating various levels of physically-based model conditioned on the known storm cell tracks. Although these methods can reliably track storm structures to produce accurate short-term forecasts, they have not been applied to track structures in 1-h accumulated precipitation fields.
An important hydrologic application of storm tracking is to use nowcasting of spatial precipitation data to improve realtime forecasting. The rainfall data are used as input to distributed flood forecasting models, and comparisons are made between simulations using uniform and distributed data and between simulations using the measured and forecasted precipitation ͑e.g., Mecklenburg et al. 2000a; Berenguer et al. 2005; Morin et al. 2006͒ . These simulations confirm that spatially variable rainfall can produce quite different results from uniformly distributed rainfall in distributed flood models. In addition, peak flood flows are sensitive to the location and movement of rainfall over an area. For instance, Morin et al. ͑2006͒ showed that a storm moving parallel to the main channel flow in Walnut Gulch Experimental watershed ͑148 km 2 in southern Arizona͒ would double peak flows if the storm track had originated 2 km closer to the river than was recorded. In all cases, simulations using forecasted distributed rainfall produced better real-time flood predictions than those based on uniform precipitation. However, these simulations are sensitive to the locations of rainfall, and it remains to be learned how to include distributed, dynamic synthetic storms in hydrologic applications.
In order to obtain basic information on the spatial and dynamic patterns of rainfall over an area, we present a stormidentification-and-tracking algorithm that uses the 1-h accumulated NEXRAD precipitation data of the NWS. The method uses a similar algorithm to Veneziano and Villani ͑1996͒ to identify storm features ͑i.e., defined structures within a storm͒, but uses a Gaussian mixture model to also obtain an actual fitted curve representing the distributed rainfall intensity. The tracking algorithm overcomes the difficulties of tracking 1-h accumulated rainfall by observing that storm features along continuous tracks overlap from image to image. An inverse cost function is derived to identify the tracks of storm features and to address merging, splitting, birth, and death. The section, "Methodology" entitled presents the details of the storm identification and tracking algorithm. The section entitled Application, Results, and Discussion presents analyses of the results for storms traversing Brazos County in southeastern Texas in 2003.
NEXRAD Data
In the United States, the NWS distributes radar-based precipitation depths that are estimated as part of the NEXRAD federal program. This program has deployed a number of S-band Weather Surveillance 1988 Doppler ͑WSR-88D͒ radars across the country. WSR-88D raw data are collected as radar reflectivity on a polar grid. These data are subsequently converted to precipitation estimates on a rectilinear grid. The precipitation estimates based on multiple data sources for calibration and verification ͑e.g., radar, rain gauges, and satellite imagery͒ are publicly distributed as multisensor precipitation estimator ͑MPE͒ data. The MPE rain estimates are available as digital precipitation arrays mapped onto the national Hydrologic Rainfall Analysis Project ͑HRAP͒ grid. The HRAP grid pixels are square with a side length of 4 km, but when projected to a specific location, they remain nominally square with side lengths varying from about 3. Notwithstanding the fact that NEXRAD precipitation data are subject to inaccuracies due to a number of error sources, it should be acknowledged that, at present, it is the best continuous distributed precipitation database available in the United States at its resolution.
Methodology
The methods developed here for storm identification and tracking overcome difficulties caused by the averaging over 1-h accumulation periods and over the nominally 16 km 2 areas of the NEXRAD precipitation data. Nevertheless, these data contain meaningful information on the storm features. In this study, storm features are defined as clustered areas of high precipitation but, due to the accumulation of the data over an hour, they do not directly relate to hierarchical storm structures such as rain cells. Storm features are identified in the 1-h accumulated rainfall images using image processing techniques based on thresholds on rainfall depth and feature size and Gaussian mixture models, which are also used to fit a smooth surface to the measured rainfall intensity. Once storm features are identified and fitted, they are matched and related to their counterparts in the ensuing time intervals to determine their dynamic characteristics.
Storm Identification and Fitting
The procedure for identifying storm features consists of applying a low-pass filter to the rainfall image, segmenting the rainfall image into precipitation zones using contour lines of given intensity value, and segmenting the zones into storm features using Gaussian mixture models ͑GMM͒. GMMs are also used for fitting the distribution of precipitation intensity in the storm features.
To smooth the rainfall image and remove unusually high or low intensity values, a median low-pass filter is used. The filter replaces the intensity values at each pixel with the median value in its vicinity, which is a moving window of predefined shape and centered at the pixel. After smoothing, the filtered image captures the general precipitation patterns and not the data particulars. For illustration purposes, the raw and filtered images of a storm over Brazos County, Tex., for October 5th, 2003, 10:00 pm-11:00 pm, processed with a 3 ϫ 3 pixel vicinity, are shown in Fig. 1 . The window shown in Fig. 1 corresponds to the study area discussed in the section entitled "Application, Results and Discussion."
After filtering the image, it is segmented into zones using contour lines of a given intensity value ␦ ͑refer to Fig. 2͒ . The areas of these zones are then compared to a predefined range of acceptable storm feature sizes. Those zones smaller than the minimum size A min are removed, and those larger than the maximum size A max are further segmented with contour lines of intensity ␦ + ⌬␦. This process is repeated with intensities of ␦ +2⌬␦, ␦ +3⌬␦ and so on, until all the identified zones fall within the predefined range of acceptable storm feature sizes. When determining this range, the data resolution impacts the selection of A min , and the computational effort for fitting the GMMs impacts the selection of A max .
After segmentation by contouring, the resulting zones are further processed to identify storm features and fit their intensity patterns using GMMs. GMMs have been used in the past in different disciplines to find patterns of interest in random fields ͑e.g., Redner and Walker 1984; Blimes 1998; Fraley and Raftery 1998͒. Veneziano and Villani ͑1996͒, in particular, use GMMs to cluster irregular-shaped regions of radar reflectivity to identify storm cells, and represented them as linear combinations of Gaussian distributions. In their linear combination of distributions, the probability density indicates the probability that a given pixel belongs in a cluster. In our model, GMMs are used not only for identifying storm features ͑i.e., assigning pixels to clusters͒ in the already segmented zones, but also for representing the pixel precipitation intensity using linear combinations of Gaussian distributions. Each segmented zone is assumed to be represented by a mixture of N Gaussian bivariate distributions, or components, as follows:
where P͑x ͉ ⍜͒ = density function of the Gaussian mixture, 
To define the Gaussian mixture of a given zone, the parameters N, i , i and ⌺ i must be determined. The expectation maximization ͑EM͒ algorithm ͑Redner and Walker 1984; Blimes 1998͒ is used to determine the maximum likelihood parameters of the Gaussian mixture for a given number of components. The number of components is determined by the Bayesian information criterion ͑BIC͒ ͑Fraley and Raftery 1998͒, which indicates
where ⍜ = estimates of the parameters, L͑⍜ ͒ = logarithm of the likelihood of the estimated parameters, m N = number of model parameters, and n = sample size. The value of N is determined iteratively. First, a value N = 1 is assumed, and the parameters ⍜ and log-likelihood L͑⍜ ͒ are calculated with the EM algorithm, and BIC͑N͒ is determined. Next, N is increased by one, and again the parameters ⍜ , the log-likelihood L͑⍜ ͒, and BIC͑N͒ are determined. The optimum value of N is selected to maximize BIC͑N͒. Unlike previous applications of GMMs, which assign pixels to clusters, we desire to also fit the GMM to the precipitation depth distribution. To accomplish this, the rainfall depth at a pixel in a zone is represented as an integer number of elementary depth blocks. The number of blocks k at a pixel is proportional to the observed rainfall depth D such that k = int͑D / ͒, where = elementary rainfall depth. Each pixel is then represented k times in the GMM so that the sample size n in the EM algorithm is equal to the number of elementary depth blocks in the zone.
The smoothed intensity distribution and the fitted GMM, for a single feature of the rainfall field of Figs. 1 and 2 , are shown in Fig. 3 .
Once the components are defined, the zones are further segmented into storm features based on the overlapping areas of the components ͑refer to Fig. 4͒ . To make the component areas finite, they are truncated at a given quantile q. After this truncation, the components either intersect each other or are isolated. By setting a nondimensional overlapping area threshold A 0 , storm features are taken as an individual or as a combination of components. That is, if the overlapping area divided by the area of the smaller component is less than A 0 , then the components are taken as separate storm features; otherwise, the components are taken as a single storm feature. For the zone in Fig. 4 , all three components were assigned to a single storm feature. Fig. 5 shows the eight storm features into which the zone in Fig. 2 is segmented. The overlapping features to the east in Fig. 5 are separate features because their overlapping areas are smaller than the predefined threshold.
Storm Tracking
As the NEXRAD data stores precipitation depth accumulated over a 1-h interval ͑i.e., it is not a synoptic snapshot of rainfall intensities͒, moving storm features are assumed to overlap on consecutive time frames. Therefore, for tracking a given storm feature, those features in the ensuing time frame that overlap the original feature are identified and their degree of association with it is evaluated based on inverse cost functions. In general, these The storm feature and intersection properties are evaluated by comparing two consecutive images, called an image pair. For single images, each storm feature is characterized by its area and centroid. For the image pairs, the intersecting regions of storm features between two images are found; for each intersection, the overlapping area between two storm features is calculated.
Using these geometric properties, the degree of association between overlapping storm features is evaluated using an inverse cost function. For the intersection of storm features presented in Fig. 6 , the nonintersecting area at the initial time is A, the intersected area is B, and the nonintersecting area at the later time frame is C. Then, the inverse cost function is given by and f = weighting factor, taken as a model parameter. The storm features at consecutive times are assumed to be the same feature if S is above a threshold value S min . The inverse cost function defined in Eq. ͑4͒ specifies the degree of agreement between storm features in consecutive time frames. If the intersecting area B is much larger than A and C, the storm is moving slowly with respect to its size. In this case, and approach one and S approaches its maximum value of one. On the other hand, if the intersecting area B is much smaller than A and C, and A and C are similar in size, the storm feature may be a single feature that moves quickly relative to its size. In this case, approaches 0 whereas approaches 1 so that S approaches ͑1− f͒. Finally, if the intersecting area B is small compared to A and C and either A or C is large compared to the other, the feature is either growing or decaying, or the two storm features are not related. Here, , and S approach 0. Thus, the threshold value S min together with the weighting factor f specify the criteria to evaluate whether two storm features are on a continuous track or are unrelated.
At the beginning of each rainy period, no prior storm track velocities are known, and the tracking procedure is initiated using the cost function in Eq. ͑4͒ only. Initially, storm tracks are identified only for features that intersect a single feature at the subsequent time. Once these feature pairs are identified, the inverse cost function is evaluated to determine whether these features should be considered a continuation of a previous storm feature. The storm features are considered linked if the inverse cost function is evaluated above a threshold S min,1 using a weighting factor f 1 . If all initial features have multiple pairs, then the linked pairs having a maximum value of the inverse cost function above the threshold value are assumed to be the correct pairs.
Once the continuing, or linked, storm features are identified, a velocity can be calculated by vector arithmetic. The centroid of each storm feature at each time interval is calculated as the weighted average of the Gaussian mixture model for that storm feature. The velocity vector components are then the displacement of the centroids of the storm features in the Cartesian directions x and y divided by the time interval ͑1 h͒.
To track the remaining storm features, the known velocity vectors are used. First, the known velocity field is interpolated to the centroids of the storm features using a linear ͑inverse distance͒ interpolation to obtain velocity estimates V . Velocity vectors are interpolated only using known vectors within a circle of a specified radius R. Second, a search window for possible continuing storm features is defined by a maximum deviation from the interpolated velocity direction and a maximum displacement L. The maximum displacement is estimated from an absolute maximum L max = V max ⌬t or a local estimate of the displacement L local = ͉ V ͉ ⌬t, where V max = maximum expected storm feature speed and = buffer factor to account for the fact that the speed could be greater than the interpolated value. Here, we take L to be the minimum of these two estimates. Intersected storm features whose centroids lie outside this region are either born at the subsequent time or possibly associated with other storm features in the initial time frame. Those intersected storm features inside this region are designated as possible storm feature tracks. Third, the likelihood that features continue along a storm track is evaluated by the inverse cost function in Eq. ͑4͒ with new threshold values S min,2 and weight f 2 . In principle, these thresholds may be different than those specified earlier because we can make use of the information in the known velocity field and can specify stricter criteria for associating storm features. Storm features split when multiple tracks diverging from a single initial storm feature have S above S min,2 ; storm features merge when multiple initial storm features track to a single subsequent storm feature. Storm features are born when they initiate a new storm track and die when no tracks are identified at the subsequent time frame.
Within rainy periods, velocity field information is known at previous time steps. Thus, the algorithm uses the search window defined by the interpolated velocity vectors to evaluate all storm tracks. The inverse cost function is evaluated using the weight f 2 and compared to the threshold value S min,2 . This procedure continues until an hour of dry weather is encountered. The algorithm is restarted at the beginning of a new rainy period, as discussed previously, ignoring any previous velocity fields.
Method Validation and Parameter Sensitivity
The model presented here accomplishes two important tasks: it first identifies unified storm features in 1-h NEXRAD data, and it subsequently tracks these storm features from hour to hour. To validate this method, we would require both an accepted norm for storm feature identification and measured storm tracks. Neither of these exists and it is the purpose of this paper to present objective measures for these quantities appropriate for 1-h NEXRAD data. For the storm feature identification, our method proposes an objective definition of storm features. The effect of using different parameter values affects the resolution of the identified cells; that is, lower intensity thresholds result in more individual storm features and higher computational costs. Although different definitions provide fewer or larger numbers of storms, once storm features are identified, they are tracked. Hence, the exact definition of a storm feature is not integral to its storm feature track, and the statistical results presented here remain robust.
For the storm tracking, we take a conservative approach and associate storm features that are highly related to one another. One possibility to provide external storm tracks for validation would be to use higher temporal resolution data. This is difficult as the data are not available as rainfall intensity at sub-1-h resolution, but rather as some level of radar reflectivity and these data are not broadly distributed. Moreover, an ad hoc method would be necessary to relate storm cells tracked in high temporal resolution data to the storm features derived here. Hence, storm track data are not directly available for comparison. This is often the case for other tracking algorithms, such as particle image velocimetry and particle tracking velocimetry used in laboratory fluid mechanics experiments, where the true flow field is not available for validation ͑Raffel et al. 1998͒. To test these algorithms, synthetic velocity fields are used that have been agreed upon for test simulations by international committees ͑Mori and Chang 2003͒. As with the storm identification side of the model, the purpose of this paper is to define an objective means of tracking storm features: we use both overlapping geometries and velocity field information and apply these criteria in a conservative manner, only utilizing the velocity field after it is obtained from overlapping tracks. Thus, the storm feature tracks presented here are robust and dependable, following an objective set of definitions.
Application, Results, and Discussion
As an illustration of this storm identification and tracking algorithm, storm features from NEXRAD data for Brazos County in Texas for 2003 are analyzed. The purpose of this application is to find the patterns of storm dynamic characteristics over Brazos County.
Data and Study Area
The precipitation data used are the West Gulf River Forecasting Center NEXRAD MPE data for the calendar year 2003 ͑National Weather Service 2006͒. These data had six missing days and a few isolated missing hours leaving a total of 8,613 h of recorded data. The data were clipped by a rectangular window consisting of 101ϫ 101 NEXRAD cells ͑approximately 151,000 km 2 ͒ centered on Brazos County ͑refer to Fig. 7͒ . Brazos County has an area of approximately 1,500 km 2 . It is bounded to the southwest by the Brazos River, to the east by the Navasota River, and to the northwest by Old San Antonio Road.
The model parameters for both the storm feature identification and tracking algorithms are presented in Table 1 . The maximum storm feature speed was taken from recommended values ͑Dixon and Wiener 1993͒; all other parameters are specific to our method and were chosen as a first approximation only. However, because the parameters refer more to the definition of what a storm feature or track is than to measurable physical variables, there are no true parameter values that can be estimated from observed data. Although a comprehensive sensitivity analysis of the parameters is beyond the scope of this study, the values reported here represent a first estimate for the case study of Brazos County. For storm feature identification, the contour level ␦ and incremental contour interval ⌬␦ are the parameters most influential for determining the number of individual storm features. For storm tracking, the weighting factor f and the inverse cost function threshold S min work together to determine storm feature birth, death, splitting, and merging. This parameter set is deemed to be robust because a different set of parameters changes the resolution of the tracked features but does not result in false storm tracks. Fig. 8 shows a sample complete storm track from October 5 at 10:00 p.m. to October 6 at 5:00 a.m. for a storm feature that intersects Brazos County. The 90% quantile level of the storm feature is shown along with the locations and track of the storm feature centroid. As seen in Fig. 8 , the storm size decreases over time and storm features clearly overlap from image to image. Although the storm lasts for 7 h, its duration in Brazos County is only 1 h in most places. Its average speed over Brazos County is 35 km/ h and a total area of 1,400 km 2 within the county is affected.
Storm Tracks
We also notice in Fig. 8 that the overall weighted centroid is used to calculate the storm feature velocity; whereas, each storm feature can be made up of more than one Gaussian component. Each component may move at a different velocity relative to the storm feature centroid. A natural extension of our tracking algorithm could track individual components instead of complete storm features. This more detailed approach would give addi- tional velocity information within storm features. It would also make the dynamics of storm merging and splitting clearer. However, this higher level of detail is not implemented here because it would add a significant computational cost.
Storm Statistics over Brazos County
A total of 312 storm features intersect Brazos County in 2003. 167 of these storm features last for more than 1 h so that they can be tracked and assigned a velocity. The remaining 145 storm features last for less than an hour, are recorded in only one image, and cannot be tracked. As storm features pass over Brazos County, we record their hourly speed, direction, residence time, average size, and average coverage. The residence time is the total time that a storm feature intersects Brazos County based on the number of 1-h NEXRAD images in which the storm feature is detected. This residence time may not coincide with the actual duration at a given point in Brazos County or with the total duration of the storm feature due to its track outside of Brazos County. Table 2 summarizes these data for all tracks of storm features. Fig. 9 shows the discrete probability density function of the storm feature speed and Fig. 10 shows a scatter plot of the average speed, direction of propagation, and size of storm features subdivided into the periods May-August and September-April for the 167 storm feature tracks that intersect Brazos County. The average speed for all storm features was 37 km/ h, with more than 75% of the storm features having velocities between 20 and 60 km/ h. For storms occurring between May and August, there is no apparent preferred direction in the data. For storms occurring between September and April, there is a clear preference in the data for storm tracks to propagate in the north-easterly direction ͑Quadrant I in Fig. 10͒ . As the orientation of weather fronts in this area during this period is also in the north-easterly direction, these results indicate that these storm features propagate along lines of constant pressure ͑geostrophic flow͒. Additionally, for the northern hemisphere, the geostrophic flow direction has the low pressure on the left; thus, according to the data set for 2003, most storms occur in the Brazos County when a low pressure front moves toward the southeast.
The distribution of storm feature sizes by season is shown in Figs. 11 ͑May-August͒ and 12 ͑September-April͒. Eightythree percent of storm features occurring in the summer ͑refer to Fig. 11͒ are less than 4,000 km 2 , and 60% are less than 2,000 km 2 , and a median size of 1,600 km 2 . This is consistent with the assumption that most summer storms are convective in nature with storm features associated with thunderstorm cells. By contrast, the winter storms ͑refer to Fig. 12͒ have 61% of storm features with average areas less than 4,000 km 2 and 29% less than 2,000 km 2 and a median size of 3,200 km 2 . These larger storm feature sizes are consistent with the fact that they are associated with frontal storm systems. Fig. 13 shows the discrete probability density function of storm residence time in Brazos County. These values reflect the impact of the average storm speed and propagation direction. Because most storm features move along the short axis of the county ͑approximately 35 km wide͒ at a speed of nearly 40 km/ h, 73% of storms have durations of 1 h or less. In addition, as the long axis of the county is approximately 70 km long, 99.4% of the tracked storm features have durations of 3 h or less in Brazos County. The discrete probability density function of percent areal coverage in Brazos County for tracks of storm features is presented in Fig. 14 . Based on the data in Fig. 14, it is rare for the whole county to receive rainfall from a single storm feature. In fact, only 9.5% of the storm features cover more than 80% of the county. This is despite the fact that most storm features are larger than Brazos County ͑refer to Figs. 11 and 12͒. Thus, for Brazos County it can be seen that the assumption that precipitation intensity is uniform over the area or that a storm feature passes through the centroid of the area may be inadequate.
Summary and Conclusions
In this paper, we develop a method for identification and tracking of storm features using the hourly accumulated MPE NEXRAD precipitation data. Application of this method to a specified area allows the determination of the dynamic characteristics of rainfall, such as the storm speed and direction, size, and coverage over a specified area. The method uses image processing and Gaussian mixture models to segment areas of high precipitation and fit their intensity values. Difficulties that stem from aggregation in the 1-h data are overcome by tracking storm features that overlap and by using a new set of inverse cost functions. Validation of the method was not possible because there is neither an accepted standard for storm feature identification and tracking, nor publicly-available rainfall data with the adequate spatial and temporal resolution for comparison purposes. Given that the NEXRAD data are public domain, the method can be applied over any area in the United States. The size of the selected area, though, would have a direct effect on the computational cost.
The method is applied to the 1,500-km 2 Brazos County in Texas using the year 2003 NEXRAD data. Based on the data set used, it was found that, as a general trend, storm features propagate at around 37 km/ h in the northeast direction. Specifically, more than 75% of the storm features propagate with velocities between 20 and 60 km/ h, and 61% in directions that range from east to north. Moreover, despite lasting for several hours, storm features pass over at least part of Brazos County and reside in it for less than 3 h. In fact, 73% of the storm features reside in the Brazos County for less than 1 h. It was also observed that precipitation is very unevenly distributed and that it typically affects only part of the County. In particular, only 9% of the storm features affect more that 80% of its area. Overall, it was observed that for larger areas, the assumption of uniform rainfall distribution may be inadequate; confirming that hydrologic simulations, based on dynamic storms, may perform better than those based on uniform precipitation. The method presented here allows the user to better understand the precipitation patterns in any given area of the United States, and yields parameters that describe storm dynamic characteristics. These parameters can then be used in the definition of synthetic dynamic storms for hydrologic modeling.
Further research by the writers will focus on incorporating the intensity of rainfall into the inverse cost functions, and on evaluating the sensitivity of hydrologic simulation models to the use of dynamic as opposed to static storms. 
