A kind of intelligent visual sensor system, which is mainly composed of a laser lighting source and an intelligent camera based on FPGA and DSP, is designed using the triangle structured light principle for laser welding seam recognition. Intending to meet the high-precision demands, on one hand, the components of the sensor such as the lighting source, the optical lens, the optic sensor of the camera are selected and the errors caused by these parts are analyzed. Furthermore, the triangle structured light principle models are built and the simulation is given to optimize the light path parameters. On the other hand, the methods of the image processing for seam recognition using intelligent camera based on FPGA and DSP are explained. Experiments results proved that the sensor design is reasonable and the image recognition methods are rational and effective. Very compact structure, high-precision and high-real-time performance are integrated in this sensor, so it can be applied well in the seam tracking and inspection system in the laser welding and arc welding fields.
INTRODUCTION
Nowadays, laser welding technology develops so fast that it is applied widely in many fields such as automotives, ship crafts, aircrafts and so on. One of the keys is the high-precision seam tracking system with the real-time and intelligent image recognition function. Laser welding seam tracking system is generally designed using the active structural light method as a rule and mainly composed of a vision sensor, an image processor, a motion controller and motion executors. High efficiency, high speed (5m/min ~12m/min) and high precision (laser focus position precision: 0.1mm~0.05mm) are the special characters of the laser welding, so it is necessary that the vision sensor and the image processing module have good performances of real-time and mass-data processing and high precision. Much research about vision sensors based on different principles have already done in the world, such as ultrasonic sensors, acoustic sensors, plasma sensors, optical sensors etc., however, the most mentioned in the reference are referring to arc welding which speed is not so fast and seam recognition precision is not so high. So it is urgent to research the theory and method deeply to improve the performances of vision sensors for the laser welding seam tracking and quality inspection. The new intelligent vision sensor introduced in this article is composed of a laser lighting source and a kind of intelligent camera. Making use of the various interfaces operation capability of DSP and good logic calculation performance of FPGA, the intelligent camera integrates the common vision sensor and image processing module. So the visual sensor system is very compact and multifunctional. Not only it can realize the real-time intelligent seam recognition for high speed laser welding, but it is very open to program for kinds of different applications. This paper is organized as follows. Section 2 summarizes the composition and their functions of the visual sensor system. In the section 3, the components such as the lighting source, the optic sensor of the camera are selected. The triangle structured light principle model was built and the light path was optimized by computer simulation in section 4. Then, the realization method and modules functions analysis based on FPGA and DSP are describes in the Section 5. Finally, the experiments results are reported in section 6 and a brief conclusion is drawn in section 7.
The components of the vision sensor system are laser lighting source, optical lenses and intelligent camera. The system structure and composition are shown in Fig.1 . The structured light is produced by laser diode illuminator, and the power intensity distributes as the Gaussian profile, which will make it easier to deal with the image data. According to the actual camera working distance and the lens' focus distance in the application, the focus distance of the structured light was designed as 100mm and depth of View as 5mm, then the line width can be realized to 0.044mm and the power can be set within the range of 50mw ~ 100mw. Optical devices group includes a weakener, a filter plate and an optical lens. The choice of the optical lens is the most important. The influence factors are CMOS sensor size, FOV (field of view, 10mm~14mm in this system), designed working distance (120mm~150mm). The parameters of the lens are the focus distance f=25mm and F1.4.
The intelligent camera integrates CMOS chip and FPGA and DSP digital signal processors. The parameters of the camera are designed as follows: pixels of CMOS sensor as 1280×1024, pixel size as 5.2um×5.2um, pixel clock as 48MHz. FPGA was selected as XLinxSpartan3 and DSP controller as ADBF537. The sampling rate is 30fps referring to the maximum image size.
ERROR ANALYSIS
It is unavoidable that the system precision can be influenced by some principle errors, parts errors such as laser speckles and optical lens distortion errors, and CMOS sensor and processor units' error, etc. So they would be discussed in the following sections.
Laser speckle error
As we known that laser speckles reduce the shade of gray and the resolution of the image and hide the tiny surface structure, so the quantity of the distinguished image and the detectability of the sensor will be affected as well. Fig.2 shows a lighting strip with laser speckles and the corresponding power intensity's distribution profile.
Referring to a laser speckles field, the size of it can be comprehended as a statistic average of the distances between maximum intensity positions and the nearest minimum intensity positions. Through optical lens, the size of the laser speckles is relative to the relative aperture F of the lens and can be calculated according to Rayleigh criterion with the formula δ 1 ≈1.22λF. In this visual sensor system, the wave length λ=660nm, relative aperture F=1.4, so it can be gotten that the error δ 1 caused by laser speckles is 1.127um.
Lens distortion error
As we known that laser speckles reduce the shade of gray and the resolution of the image and hide the tiny surface structure, so the quantity of the distinguished image and the detectability of the sensor will be affected as well. Fig.2 shows a lighting strip with laser speckles and the corresponding power intensity's distribution profile. Lens distortion errors include the radial distortion, the de-centering distortion and the thin prism distortion. Radial distortion is caused by the lens shape disfigurement. It is symmetrical with the optical axis, shown in Fig.3 . De-centering distortion is caused by the off-center of the optical axis and the geometry axis, that is, all axes of the optical system are not co-linear. Thin prism distortion is caused by the lens design limitation and the manufacturing and assembling errors, such as a little angle existing between the lens and the camera. The radial component distortion dr and the tangential component dt are shown in Fig.4 .
According to the above reasons, it can be realized to control the errors well caused by de-centering distortion and thin prism distortion if the precision can be assured during the process of the optical system's design, manufacture and installation. So the influences by De-centering and thin prism distortion are neglected in this visual system. As to this visual system designed in this paper, the first-order expression of radial distortion can describe the non-linear distortion in this system as formula (1) as follows:
(1) Since the distortion only causes the image error, but not works on the definition, the image errors can be reduced by using a good object lens in line structural lighting sensor system and the distortion can be controlled under 1/1000. Suppose the resolution of the camera is one pixel 0.0052mm, then the parameter k 1 in formula (1) is 0.001.The maximum error δ 2 in the whole size image can be gotten as follows. δ 2 =0.001(1024×pixel) 2 =0.028 mm Actually, we can reduce the error by setting ROI( region of interest) and avoiding to get points at the edges of the image. In fact, if the image size is 200×300, that is, the width is 1/3 of the maximum; the error caused by radial distortion can be reduced to 1/9 of the maximum error that is 0.003mm.
Intelligent camera parameter error
The intelligent camera is the very important part in this visual sensor system. The system dynamic precision is determined by the intelligent camera's precision and its working mechanism. The clock frequency of the CMOS is 48MHz, and the transmission speed is 100 bit/s, and the sampling frequency is 30frames/s as to 1280×1024 size image. Some experiments data show that if the image size set as 200×300, the sampling frequency can reach up to 200frames/s and the time interval is 5ms. Giving the welding speed 10m/min, the distance δ 3 between two frames along the welding seam direction can be calculated, that is 0.83mm. Obviously, it can meet the requirement of high-speed laser welding. Laser speckles and lens distortion work mainly on the precision in the cross-section of the seam. The errors are the static position error. The intelligent camera's error caused by the sampling frequency affects on the identifying precision of the moving object. Based on the analysis about the above three kinds error factors, we can got the conclusion that this visual sensor system can be suited for the application of the high-speed and high-precision laser welding seam recognition. 
SENSOR LIGHT PATH DESIGN

Triangle structured light principle
The perspective transformation model of triangle structured light principle is given as formula (2) and the principle graph is shown in Fig.5 .
Two coordinate systems are built as shown in Fig.5 . ( sin cos tan cos ) (sin tan cos ) (sin cos tan )
Sensor light path optimum design
As shown in Fig.5 , sensor light path optimum design is to optimize the angles θ and β. In our design, the parameters H i , H L , f have the fixed values, so the formula (2) can be simplified as formula (3) as follows:
In this section, the relationship between the error of the image point and the angles θ and β will be analyzed. According to the difference principle, we get the transfer function formula (4) as follows:
Through the formula, we know that the sensor system errors are relative to the image point coordinates x i , y i , and the install angles of the lighting resource and the camera θ, β，and the resolution of the camera δx i . Giving the parameters' values H i =100mm, H L =150 mm, f=25mm, δx i =0.0052mm, the simulation can be done according to formula (4) . Firstly, setting the angle θ=45°, then the influence by angle β and the image point position x i to the final image point error is analyzed. The relationship can be shown in Fig.6 . From the above graphs, we can know the first conclusion that system error can be nearly zero only when the angle β is zero. So, the angle of the camera was designed as 0 degree. Then the influence by the angle θ and the image point position x i to the image error can be simulated as shown in Fig.7 .
From the above graphs, we get the second conclusion that when the angle β is 0 degree and θ is in the range of 0~0.25 arc degree, the image final error is influenced by the angle θ very much no matter that the position is at the center or the edge of the image. That is, if the angle θ>15°, the final error will be very small. In our design, small angle θ can make the whole system compacted and exquisite, so we design it as small as possible, that is θ=15°.
REALIZATION METHOD BASED ON FPGA AND DSP
The intelligent camera is based on an Analog Devices BlackFin DSP together with a powerful FPGA device. The focus of this system using a kind of intelligent camera is on very compact dimensions and flexibility in programming. For this open source operating system uClinux with GNU compiler is used to provide a flexible and cost effective software platform. Networking capabilities and field-bus interface (CAN) of this system make development and connectivity easier. By the open FPGA-technology, it is possible to write the image processing task such as filter, edge detecting, centerline and other characteristics abstracting algorithms to run in hardware. And by the BlackFin-DSP with up to 600 MHz, it makes software 8 to 20 times faster. The architecture sketch of the intelligent camera is shown as Fig.8 . The working steps are: Firstly, the image raw data can be read by FPGA from the first SDRAM (frame buffer) in Fig.8 . Secondly, they will be processed by several high-efficiency image processing algorithms in hardware and saved in the second SDRAM (image processing) in Fig.8 . Finally, the controller DSP does some post-processing work such as some useful distance or position values extracting and transmits the required data to external application operator. Making use of the various interfaces operation capability including LAN, CAN, RS232, etc. of DSP and good logic calculation performance of FPGA, the intelligent camera integrates the common optical sensor and image processing module. So the visual sensor system presented in this paper can be applied in laser welding seam recognition and realtime welding quality inspection.
EXPERIMENTS
Some experimental images acquired and processed by this visual sensor system are shown in Fig.9, Fig.10 and Fig.11 . They are a raw image, a filtered and edge detected image and a centreline extracted image respectively. Using a high-precision calibration device shown in the below figure, the calibration error of this system is 0.02mm and the image error of this visual system can be controlled under 0.05 mm. The picture of the original system is shown in Fig.12 . 
CONCLUSIONS
Experiments results proved that the new visual sensor design is reasonable and the image recognition methods are rational and effective. Very compact structure, high precision and high real-time performance are integrated in this system, so it can be applied well in the seam recognition and welding quality inspection system in the laser welding and arc welding fields. 
