It has been shown recently that the Helmholtz free energy difference between two equilibrium states can be determined based on an ensemble of finite-time measurements of the work performed in changing an external parameter. This idea is extended by regarding the work as a random variable much as in a process like Brownian motion. A model is described where the free energy is calculated based on a probability distribution declared to satisfy detailed balance.
Equilibrium statistical mechanics is a well established field, however the study of nonequilibrium processes is still under development. This is especially the case for non-equilibrium processes in the realm of small systems. In this case, fluctuations become important and must therefore be included in the description. Such fluctuations seem to have a basis in experiment as first recorded by Evans, Cohen and Gallavotti in the 90s [1, 2] . This development has led to the development that work performed during a nonequilibrium process can be interpreted as a random variable which obeys a set of exact relations that have an impact on the nature of irreversibilty and the second law.
In some sense, this supplements or generalizes the second law. In addition to thermal fluctuations some microscopic systems also receive a strong contribution from quantum fluctuations. In quantum systems, it can be said that both thermal and quantum fluctuations have to be considered [3] .
A finite classical system can depend on some external parameter τ , where for example, the system consists of a box which encloses a gas and τ is a parameter specifying the volume. After the system equilibrates with a heat reservoir at temperature T , the external parameter τ may be switched infinitely slowly from an initial value τ = 0 to a final value which will be taken to be τ = 1.
The system remains in quasi-static equilibrium with the reservoir throughout the process. The total work performed on the system will equal the Helmholtz free energy difference between the initial and final states
In (1), the variable F τ denotes the equilibrium free energy of the system at temperature T for a fixed τ , and this is valid for extremely slow changes of parameter [4] [5] .
After allowing the system and reservoir to equilibrate, τ is switched at a finite rate. The system will lag behind quasi-static equilibrium with the reservoir. The total work will depend on the microscopic initial conditions of both system and reservoir. An ensemble of such measurements, prepared by letting the system equilibrate with the reservoir will yield a distribution of values for the work. A stochastic process can be defined by a map such that ρ(W, t) dW is the probability that the work performed by taking the parameter τ from 0 to 1 over a time t will fall between W and W +dW . In the limit t → ∞, the case W ∞ = ∆F is regained and ρ → δ(W − ∆F ) in this limit. Processes such as Brownian motion have also been looked at this way, and it might be useful to establish a link between this subject and what is discussed here. As in Brownian motion, the aspect of self-similarity with all paths starting from the same point with the same transition probabilities may play a role.
For finite t, the distribution ρ acquires a finite width, and this is a manifestation of the fluctuations in W from one change to the next. Effectively, the variable W is being considered as a random variable. Here we would like to formulate this process as a type of Wiener process where for some later time t > 0, the work is to be regarded as the random variable W t . This is somewhat analogous to the situation with Brownian motion. The probability measure A → P (W t ∈ A) that assigns numbers in the interval [0, 1] to suitably chosen subsets A ⊂ R is called the distribution of W t , and any such map is called a stochastic process. The stochastic process X s is said to be a Wiener process if the finite dimensional distributions are of the form
(2) and if the initial distribution is P (X 0 ∈ A 0 ) = 1(= 0) if A 0 0 (otherwise). If the origin is the starting point, equivalently, one writes X 0 = 0. This product structure tells us that, given the present value of W t , the distribution of W t at some later time t is completely determined and does not depend any further on the past history of the evolution. A stochastic process with this property is said to have no memory and is called a Markov process. Given initial data, by solving the equation of motion, the future state of the system can be obtained without knowing what happened in the past.
It is the intention here to present a development of a result due to Jarzynski [6] [7] which is valid for any switching time t and can be expressed in the form
where β −1 = k B T . This gives the value of an equilibrium quantity ∆ F in terms of an ensemble of finite-time nonequilibrium meaqsurements.
Moreover, using Jensen's inequality which states that
applied to (3) yields, e −β∆F ≥ e −β W .
Since the exponential function is a monotone function, (5) implies that [7] [8] [9] W ≥ ∆ F.
Consider a system whose evolution in time is described by a trajectory x(t). The evolution of interest is not that of an isolated system, but rather that of a system in contact with a heat bath. Thus, the trajectory can be considered stochastic, to reflect the random influence of the heat bath. Suppose there exists a parameter-dependent Hamiltonian, H τ (x), which for a fixed value of τ gives the total energy of the system in terms of its instantaneous state x, τ and the external forces imposed on the system. If the system becomes isolated, H τ generates a time evolution of the system [10] [11] [12] . Based on this H τ (x), the partition function can be defined as
and then the free energy of the system,
The free energy difference ∆F = F 1 − F 0 is the main quantity of interest for a fixed β. The evolution will depend on the externally imposed time dependence of τ . This describes the external circumstances which the system faces. Given a time-dependent parameter τ and an associated trajectory x(t) describing the system's evolution, the total work carried out on the system is given by the integral
In the event of isolated system evolution, the integral can be carried to the form,
The work performed on the system is the change in energy of the system. Once the system is placed in direct contact with a heat bath, this no longer holds. There is a continual exchange of energy with the exterior bath. Let the parameter τ vary between 0 and 1, and select arbitrary partitions of both the trajectory and the parameter variable τ . These partitions may be written P τ = {τ 0 , τ 1 , . . . , τ N } and P x = {x 0 , x 1 , . . . , x N } hence τ k = k/N in the regular case. The initial point in phase space x 0 is taken from a canonical distribution with τ 0 = 0 and an amount of work ∆ W = H τ 1 (x 0 ) − H τ 0 (x 0 ). is performed on the system. The next point in P τ is selected and associated to x 1 and this process is continued until the entire trajectory is mapped out until the parameter has increased to the value τ = 1.
The total work performed during this process is found by adding up all the individual works
The quasi-static limit is obtained by letting the number of steps becomes arbitrarily large and as far as integrability is concerned, the sums can be thought of as sums of step functions of small constant pieces, so the integrals should exist at least in the Lebesgue sense. A complete trajectory (x 0 , . . . , x N ) can as noted be obtained by taking discrete changes in the value τ with random jumps in phase space as described by the partitions, so for example, an input x is taken and an output x is associated to it. A probability distribution P τ (x|x ) can be given for generating this x from the starting value x for a given value of τ . It is not necessary to know these distributions in explicit form. However it is required that detailed balance be satisfied for each τ in the following explicit form,
This is done in such a way that a canonical distribution of inputs x produces a canonical distribution of outputs. The probability of obtaining a particular trajectory (x 0 , . . . , x N ) over the course of such a process is given by
There is an alternation beteen discrete changes in parameter τ and discrete jumps in phase space until the entire trajectory has been generated and the parameter has reached the value one. Using (11) for the total work performed during this discrete switching process with (13), we have therefore,
(14) From the form of ∆H 1 , it is clear that the term exp(−βH 0 (x 0 )) can be combined with the term exp(−β∆H 1 (x 0 )) to yield the term exp(−βH τ 1 (x 0 )). The only other factor in the integrand that is to be associated with this that depends on x 0 is P τ 1 (x 0 |x 1 ). The integral of this product over x 0 can be performed by using (12) to give dx 0 P τ 1 (x 0 |x 1 ) exp(−βH τ 1 (x 0 )) = exp(−βH τ 1 (x 1 )).
This is the first of a sequence of N + 1 integrals in (14), and there remain N to complete. Next combine the term exp(−βH τ 1 (x 1 )) which was produced in writing (15) with the subsequent exponential factor in the integrand exp(−βH τ 2 (x)), so there results the exponential term exp(−βH τ 2 (x 1 )). Next integrate over the variable x 1 using (12) again, and repeat this strategy until the finite number of integrations have been carried to completion. At the end of the process of combining the neighboring exponential terms in the integrand and then integrating over the corresponding x k using (12), we are left with in the last step the integral
By setting up this type of procedure, the desired result (3) has been arrived at.
