Abstract. Similarity search is a core module of many data analysis tasks, including search by example, classification, and clustering. For time series data, Dynamic Time Warping (DTW) has been proven a very effective similarity measure, since it minimizes the effects of shifting and distortion in time. However, the quadratic cost of DTW computation to the length of the matched sequences makes its direct application on databases of long time series very expensive. We propose a technique that decomposes the sequences into a number of segments and uses cheap approximations thereof to compute fast lower bounds for their warping distances. We present several, progressively tighter bounds, relying on the existence or not of warping constraints. Finally, we develop an index and a multi-step technique that uses the proposed bounds and performs two levels of filtering to efficiently process similarity queries. A thorough experimental study suggests that our method consistently outperforms state-of-the-art methods for DTW similarity search.
Introduction
Time series is an ordered sequence of real-valued elements. Time series data are found in a variety of domains, e.g., product sales, sensor transmissions, telecommunication signals, medical and financial data. There is a need for efficient similarity search in databases of time sequences (Agrawal, Faloutsos, & Swami, 1993; Faloutsos, Ranganathan, & Manolopoulos, 1994; Goldin & Kanellakis, 1995; Moon, Whang, & Han, 2002; Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) , due to its wide use by data analysts. As a typical application, consider an investor who is interested in finding stocks that have similar behavior to a certain query stock. Similarity search is also a core module of classification or clustering algorithms that apply on time series. For instance, nearest-neighbor search based classifiers assign class labels to a new sample according to its nearest neighbor in the samples of known labels. In addition, partitioning clustering algorithms, like k-medoids (Kaufman & Rousseeuw, 1990) , assign a sample to the cluster corresponding to the nearest medoid.
Similarity queries are classified into two categories. The first is whole sequence matching (Agrawal, Faloutsos, & Swami, 1993; Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) ; given a collection S of |S| data sequences, Figure 1 . Ineffectiveness of Euclidean distance as a similarity measure. a query sequence q, and a threshold , the goal is to find all sequences s ∈ S, such that D( s, q) ≤ , where D is a distance (i.e., dissimilarity) function. The second category is subsequence matching (Faloutsos, Ranganathan, & Manolopoulos, 1994; Moon, Whang, & Han, 2002) ; this time we search for all (contiguous) sub-sequences u ⊆ s of any s ∈ S, such that D( u, q) ≤ . In this paper, we focus on the whole sequence matching problem.
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A popular distance measure (Agrawal, Faloutsos, & Swami, 1993; Faloutsos, Ranganathan, & Manolopoulos, 1994; Moon, Whang, & Han, 2002) is the Euclidean distance. Although it can be computed relatively fast and has nice properties (e.g., it satisfies the triangular inequality), it is not an intuitively effective distance measure when there are fluctuations or phase shifts in time. Two time series may be considered dissimilar, although they have similar shape, if their fluctuations do not occur at the same time moments. Consider, for instance, the three series of figure 1(a). Intuitively, s is more similar to u than it is to t, since s and u fluctuate in the same way. However, s is closer to t than it is to u, considering Euclidean distance as a measure. Besides, Euclidean distance can only be used to efficiently measure the similarity between two sequences of the same length. For instance, we cannot directly use Euclidean distance to measure similarity between s and t in figure 1(b), since these two (similar) series have different lengths. We have to reinterpolate the two time series to be of the same length and then use Euclidean distance to measure similarity.
Dynamic time warping (DTW) has been used as a technique to calculate more robust distance for time series data, since it allows elastic shifting of sequence in order to detect similar shapes with different phases. Furthermore, it can be used to measure similarity between sequences of different lengths. Based on these advantages, DTW has been widely used in different kinds of applications such as signature verification (Munich & Perona, 1999) and voice recognition (Rabiner & Juang, 1993) . Recent studies (Berndt & Clifford, 1994; Chu, Keogh, and Pazzani, 2002; Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) have adopted DTW for generic analysis and mining tasks on time series.
However, DTW has its own limitations; it is quite expensive to compute and it does not obey the triangular inequality (Yi, Jagadish, & Faloutsos, 1998) , showing resistance to indexing. In order to overcome these limitations, several studies (Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) have defined computationally cheap lower bounds Lb( q, s) for DTW distance and indices that are used to prune fast sequences that may not be included in the query results. Thus, similarity search is performed in two steps. First, all sequences s ∈ S, such that Lb( q, s) ≤ are discovered (filter step). Then, for each s ∈ S that passes the filter step, the expensive D dtw ( q, s) is computed in order to accurately verify the distance predicate (refinement step).
In this paper, we adopt this multi-step processing technique for similarity queries using DTW. We study the application of an approximation scheme that can provide improved bounds for DTW distance. Each data sequence s ∈ S is decomposed into a small number of segments, using a dimensionality reduction technique (Keogh et al., 2001) . We then apply a version of DTW on the segmented approximations of the data and query sequences to compute fast tight lower bounds for DTW distance. Our technique resembles the segmented dynamic time warping approach proposed in Keogh, and Pazzani (1999) and Chu, Keogh, and Pazzani (2002) , in that we apply DTW on segmented sequences. However, we use the segmented sequences to derive lower bounds for exact DTW distance, guaranteeing no false dismissals. We propose several, progressively tighter bounds depending on the existence or not of warping constraints, to be introduced in Section 2.1. Finally, we develop an index and a multi-step technique that uses the proposed bounds and performs two levels of filtering to efficiently process similarity queries. A thorough experimental study suggests that our method consistently outperforms state-of-the-art methods (Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) for DTW similarity search.
The rest of paper is organized as follows. Section 2 provides background and related work. Section 3 describes our approach to efficiently solve the similarity search under time warping problem. Section 4 evaluates the proposed techniques with extensive experimentation. Finally, Section 5 concludes the paper.
Background and related work
A time series (or time sequence) s is an ordered list of elements (s 1 , t 1 ), . . . , (s n , t n ) , each consisting of a value s i and a timestamp t i . The values in a time sequence are typically real numbers. The timestamps are non-decreasing with respect to the sequence indices, which means that t i ≤ t j ⇔ i ≤ j. In typical applications, timestamps are strictly increasing. Moreover, time sequences (e.g., stock ticks) are usually obtained by sampling values at a certain rate, i.e., ∀i, t i+1 − t i = τ , where τ is a positive constant. For such cases, a time sequence s could be expressed by s = s 1 , . . . , s n , without any information loss (i.e., when τ is known). In this paper, in accordance to past research (Agrawal, Faloutsos, & Swami, 1993; Moon, Whang, & Han, 2002; Faloutsos, Ranganathan, & Manolopoulos, 1994; Keogh, 2002a; Kim, Park, and Chu, 2001; Yi, Jagadish, & Faloutsos, 1998; Zhu & Shasha, 2003) , we consider such constant-sampled time sequences only.
Let S be a collection of data sequences. Let q be a query sequence. Let D( q, s) be a distance function that quantizes the dissimilarity between two sequences q and s. We can identify two interesting similarity query types:
• range similarity search: given a distance threshold , find all Both query types are useful to data analysts who wish to find in S similar sequences to an interesting case (i.e., query q). However, the effectiveness of search heavily depends on the distance function D used. In the next paragraphs, we describe dynamic time warping (DTW) and provide related work on time series similarity using DTW.
Dynamic time warping
Given two time sequences q of length n and s of length m, dynamic time warping (DTW) aligns each element q i of q to one or more elements s j of s and vice versa. DTW is performed by applying dynamic programming on an n × m distance matrix (Kruskall & Liberman, 1983; Rabiner & Juang, 1993) . Each cell (i, j) of the distance matrix DM contains the local distance d(q i , s j ) = (q i − s j ) 2 between elements q i of q and s j of s. Table 1 shows the distance matrix for sequences q = −0.06, 0.46, −0.64, −2.23, 0.09, 0.04, −0.30, 0.90, 1.74 and s = 1.88, 2.78, 1.22, −1.10, −1.75, −0.10, −0.31, −1.43, −1.18 , plotted in figure 2.
From the distance matrix, a n × m warping matrix W M is constructed. Let − → s i: j denote the subsequence s i , s i+1 , . . . , s j of a sequence s (i ≤ j). The value D(i, j) of each cell ( q, s) . For example, Table 2 shows the warping matrix of sequences q and s, from which we can derive D dtw ( q, s) = √ D(9, 9) = 4.9173. The global optimal alignment between the two sequences is defined by the warping path W = (w 1 , w 2 , . . . , w K ) (max(m, n) ≤ K < m + n − 1) in W M, which minimizes the global distance between the two sequences; each w l , 1 ≤ l ≤ K corresponds to an (i, j) cell of W M and the value of w l is equal to the corresponding d (i, j) 
A warping path obeys three constraints. It should be monotonic; both i and j either stay the same or increase in WM. It should be continuous; i and/or j advance by 1 at a time in WM. Finally (boundary condition) the path starts at the top left and ends at the bottom right of WM. In Table 2 , the elements in bold form the optimal warping path W of the two sequences q and s. Figure 2 connects q and s according to this path.
Calculating the whole warping matrix and the DTW distance comes at a high O(n · m) computational cost. In order to reduce this cost, a warping path constraint could be used to limit how far the warping path may stray from the diagonal. Two popular warping path constraints are the Sakoe-Chiba band and the Itakura Parallelogram (Rabiner & Juang, 1993; Sakoe & Chiba, 1978) . In this work, we focus on Sakoe-Chiba band also used by Keogh (2002a) and Zhu & Shasha (2003) . In Table 2 , all but the faded-out cells correspond to a Sakoe-Chiba band which allows element q i to map only with elements s i−2 , . . . , s i+2 (and vice versa for each s i ). Formally, a warping width coefficient w (w = 0.25 in this example) allows the i-th element of one sequence to match with elements from the other at any position in [i − x, i + x] , where x = w ·max{| q|, | s|} . Such constraints speed up the DTW distance calculation and prevent pathological warping (Keogh, 2002a; Ratanamahatana & Keogh, 2004) , where a small section of one sequence maps onto a relatively large section of another.
Lower bounds and indices for DTW
In this section, we briefly summarize previous work related to similarity search in time series databases using DTW. Due to the expensive computation of DTW, most approaches employ the multi-step query processing strategy (Seidl & Kriegel, 1998 ( q, s) . Let be the distance threshold for range similarity search or distance of the k-th nearest neighbor found so far for k-NN search. If for a sequence s, we know that Lb( q, s) > , we can immediately prune the sequence from search, since it cannot be in the response set. In order for a lower bounding function Lb( q, s) to be effective, (i) it should be fast to compute and (ii) it should be as tight as possible. Yi and Faloutsos (1998) proposed a lower bounding function (denoted by Lb Yi), based on the following observation. Any element from each sequence that is above the minimum of the two maxima of the sequences (denoted by min max) should contribute to the DTW distance. For example, in figure 3(a), note that s 1 and s 2 are greater than the maximum of q. According to the continuity property of the warping path, these elements should be mapped to at least one element of q. Thus, s 1 and s 2 should contribute at least
to the (squared) DTW distance. A symmetric observation holds for the elements smaller than the maximum of the two minima (denoted by max min). Kim, Park, and Chu (2001) On the other hand, Lb Kim facilitates the development of an indexing scheme that can be used to efficiently prune sequences s, for which Lb Kim( q, s) > (Kim, Park, and Chu, 2001) . Based on Feature( s), each sequence s is mapped to a point in 4-dimensional space and inserted into a multi-dimensional index (e.g. R*-tree (Beckmann et al., 1990) ). For a query sequence q, Feature( q) is first extracted and then a range query is performed to obtain candidate sequences for which Lb Kim( q, s) ≤ . The range query is defined by extending each dimension of Feature( q) by in both directions (i.e., the L ∞ range around Feature( q)). For example, the range for
is computed for each candidate. Keogh (2002a) proposed two lower bounding functions for the case where the warping path is constrained (e.g., by a Sakoe-Chiba band). The first lower bound (denoted by Lb Keogh) is the sum of the squared distances from every part of the data sequence s, which does not fall in the bounding envelope of the query sequence q, to the nearest orthogonal edge of the bounding envelope. For example, in figure 3b , the shaded area is the bounding envelope of sequence q, corresponding to the Sakoe-Chiba band shown in Table 2 . The bounding envelope captures the temporal range where each element from q can be shifted in order to be aligned to an element of s. Let U and L denote the upper and lower boundaries of the envelope, respectively. Each U i is defined by max{q i−2 :q i+2 } and each L i by min{q i−2 :q i+2 }. In our running example, Lb Keogh( q, s) 
Due to lack of an efficient indexing scheme that employs Lb Keogh, Keogh (2002a) also proposed another bound and an indexing scheme, which were later optimized by Zhu & Shasha (2003) . First, the data sequence s is transformed into s using the Piecewise Aggregate Approximation (PAA) dimensionality reduction technique. PAA approximates a time series by dividing it into M equi-length segments and using the average values of all the elements in each segment as its data reduced representation. For example, for M = 3, PAA transforms s of figure 3a to s = 1.96, −0.98, −0.97 . Then, the upper envelope U and lower envelope L of the query sequence q are also transformed into U and L using PAA. For example, figure 3(c) shows the PAA transformation for the envelope of sequence q, where U = 0.46, 0.48 1.74 and L = −1.7, −2.23, −0.3 . The sum of squared distances from every part of s , which does not fall in the transformed envelope, to the nearest orthogonal edge of U and L defines Lb PAA. For example, Lb PAA( q, s) Keogh (2002a) and Zhu & Shasha (2003) suggested an indexing scheme for the PAA segmentations of all s in S that supports similarity search in the presence of warping constraints. A multi-dimensional index, i.e., R*-tree, organizes the transformed sequences. For a given query q, the warping envelope boundaries U and L are converted to U and L , as already explained, and the index is used to retrieve sequences whose approximations are no further than from the envelope approximation. A limitation of this scheme (and also of Lb Keogh and Lb PAA bounds) is that it works efficiently only when all the data and query sequences are of the same length. In addition, it cannot be applied when there is no warping path constraint. Although a recent study (Ratanamahatana & Keogh, 2004) has shown that tight warping constraints usually provide better classification results compared to unconstrained warping, there may still be cases where unconstrained warping is useful. In the following section, we propose a methodology that can be applied for sequences and queries of varying lengths and in the presence or not of warping constraints.
Proposed methodology
In this section, we propose a methodology for efficient warping of time series. First, we describe a technique that approximates each sequence by a short sequence of M segments. Then, we provide a lower bound that can be efficiently computed from the segmented sequences by applying a small scale version of the DTW dynamic programming algorithm described in Section 2.1. Next, we show how to employ the min max and max min extrema of Lb Yi to tighten the lower bound. We also describe how the bound can be further tightened in the presence of warping constraints. Finally, we extend Lb Kim to a tighter global sequence bound and describe an indexing scheme and a multi-step process that efficiently processes similarity queries, using the proposed bounds.
Sequence segmentation
Our technique is based on the segmentation of each sequence into an Adaptive Piecewise Constant Approximation (APCA) (Keogh et al., 2001; Vlachos et al., 2003) . APCA approximates a time sequence by a set of constant value segments of varying lengths such that their individual reconstruction errors are minimal. APCA is a better approximation than PAA, since it can approximate sequence parts of low variance with few segments and parts of high variance with many segments.
Obtaining an optimal APCA for a sequence of length n costs O(n 2 ), using dynamic programming. In this work, we use an approximate technique, based on Keogh et al. (2001) , which computes the APCA in O(n log n) time. However, the original algorithm merges the pair of segments that lead to the least rise of reconstruction error, whereas we merge the pair of segments that results in the least increase in the area of the minimum bounding rectangle in the time/value dimensions, which contains all elements that belong to the merged segment. Details are omitted for the sake of readability.
We APCA was used in Keogh et al. (2001) to index time series for Euclidean distance based similarity retrieval. In the next paragraphs, we show how we can use APCA segmentations to derive lower bounds for DTW.
Segmented DTW
Given two sequences q of length n and s of length m and a compression ratio c (1 ≤ c ≤ min{m, n}), we can obtain two APCA segmented sequences − → q seg and − → s seg , where
. By examining these segmental approximations of the two sequences, we can derive a segmental lower bound Lb seg( q, s) for D dtw ( q, s) . For this, we employ a Segmented Dynamic Time Warping (SDTW) algorithm, which is a modification of the DTW algorithm, described in Section 2.1. 4 The intuition behind this approach is to use the compressed information contained in each segment to derive fast a lower bound Lb seg of the true DTW distance.
To compute Lb seg( q, s), we first construct an N × M matrix, whose (i, j) element contains a segmental distance d seg (i, j) between segments q seg i and s seg j , defined as follows:
Before we discuss how to derive d 
In Eqs. (3) and (4) and s seg j , where at least one element in one segment is mapped to at least one element in the other segment and the mappings satisfy the monotonicity and continuity constraints. This holds for any other pair of segments of − → q seg and − → s seg . We can apply the same DTW algorithm described in Section 2.1 to derive the optimal warping path between the two approximated (segmented) sequences by replacing
For example, figure 5 shows the segmentations − → q seg and − → s seg of sequences q and s of figure 3(a). Table 3 and table (a) in figure 6 show the segmental distance matrix and segmental warping matrix of − → q seg and − → s seg , respectively. We can now give our first DTW lower bounding function for sequences q and s:
where D(N , M) is obtained by using SDTW described above.
is only used for calculating elements (1,1) and (N ,M) of the segmental distance matrix. Note also that the first (and last) elements of two sequences q and (6) . In this improvement, we explicitly consider the definite mappings s 1 ↔ q 1 and s n ↔ q m in the DTW distance. By using Eq. (6) Proof: Let W M be the warping matrix for q and s. Let W = w 1 , w 2 , . . . , w K , max{m, n} ≤ K < m +n −1 be the optimal warping path in W M. Let W M S be the segmental warping matrix for − → q seg and
be the corresponding warping path of W in W M S. Due to the continuity constraint, all w i ∈ W in a specific p j ∈ P form a contiguous sub-path of W . Therefore, we can denote each p i by a sub-path w l i . . . w u i , where w l i is the first cell in W contained in p i and w u i is the last one. Finally let R = r 1 , r 2 , . . . , r K , max{M, N } ≤ K < M + N − 1 be the optimal warping path in W M S using the SDTW algorithm.
We wish to prove that (6)). Thus:
We also know that
R is the optimal path in the segmental warping matrix. By transitivity, due to Eq. (7), we have
3.2.1. An improved bound using extrema. The lower bound Lb seg1 is not very tight due to the approximate nature of the segments. Specifically, d seg 2 considers only the minimum distances between the two segments which is too small to be useful in practice. In order to derive a tighter bound, without trading much computational time, we make use of the property used by Lb Yi; the sum of squared differences from all elements larger than min max (or smaller than max min), must contribute to the squared DTW distance. The difference from Lb Yi is that we use the segmented information instead of the actual sequences. From two segmented (query and data) sequences q seg and s seg , we can compute the min max and max min values and characterize their segments by one of the following three types: of q. Based on the symmetric cases for below max min and for data segments s seg j , the getDiff algorithm of figure 8 accumulates these distances for segments of types SegTypeA and SegTypeB.
After accumulating the distances in the Diff variable, we run the SDTW algorithm to get a D(N , M) (as for Lb seg1). In order to avoid overestimation of the lower bound, the getSegDiff algorithm, in addition to computing the distances, projects the parts of type SegTypeA and SegTypeB segments that are above the min max line (below the max min line) onto the corresponding line (pseudocode lines 4, 7, 10, and 13). A subtle point to note is that if one sequence is completely above the other (see algorithm getDiff lines 6-9), the segments are projected onto the same min max or max min line in order to avoid erroneous calculation during SDTW. The Lb seg2 lower bound can now be defined by the following equation: Figure 9 . Segmented q and s after preprocessing.
Let us now see how Lb seg2 can be computed for our running example. Figure 9 shows the segmented sequences of sequences s and q after applying the getDiff algorithm. Observe that the first segment of − → s seg is projected on the min max line since it is totally above it.
Also the part of − → q seg below the max min line is truncated. The accumulated Diff distance is (2 − 1)d(1.88, min max) + d(2.78, min max) + d(max min, −2.23) = 1.3316. Table 4 shows the converted segmented sequences after getDiff has been applied (first row and column) and the new distances between the segments. Table 5 shows the corresponding segmental warping matrix. One thing to note is that the adjustments also affect the first and last values of the segments q and s, which are considered in the calculation of D(N , M) (i.e., see Eq. (6) ( q, s) . Besides capturing global warping distances contributed to DTW, like Lb Yi (described in Section 2.2), SDTW also takes the three constraints of warping path (as stated in Section 2.1) into consideration. Lemma 2 states the correctness of Lb seg2. Before we give its case-based proof, we prove the following proposition, used in several parts of the proof of Lemma 2. 
− → q is similarly derived from q , if q and s overlaps or q encloses s. If q and s are disjoint,
If we consider the relative positions of the minima and maxima of the two sequences, we can distinguish three possible arrangements thereof, which are shown in figure 4(b) (considering whole sequences instead of segments). For each of the three cases, we will first prove that D dtw ( q, s)
where Diff is obtained by using the algorithm of figure 8.
Case 1: q and s are disjoint (i.e., min( q) > max( s))
(due to proposition 1)
Case 2: q and s overlap (i.e., min
in all cases, we will now prove that where D(N , M) is computed using the mapped sequences on the max min (and/or min max) axes. Let − → ss be a sequence derived from s, such that ss i = min max, if s i > min max, ss i = max min, if s i < max min (1 ≤ i ≤ m), and ss i = s i , otherwise. − →is similarly derived from q, if q and s overlaps or q encloses s. If q and s are disjoint,i = q i (1 ≤ i ≤ n). 
is the distance corresponding to the optimal warping path, we know
Note that Lb seg1 and Lb seg2 are independent of the existence of warping constraints. Next, we show how we can take advantage of such constraints to derive a tighter lower bound, which can be computed efficiently.
A bound for warping constraints.
In the presence of warping constraints, we improve our SDTW technique in two ways. First, we restrict the cells of the segmental warping matrix to only those which contain at least one cell of the constrained warping matrix. based on the segmental constrained warping matrix. up and low are the extrema for this The improved Lb seg3 bound is then defined by Eq. (9), similarly to Lb seg2, but now Diff' is the accumulated distance in the constrained version of getDiff and D (N , M) is the optimal SDTW distance in the constrained segmental warping matrix.
Lb seg3( q, s)
For our running example of figure 3, if we use the Sakoe-Chiba band shown in figure 3(c) and the segmentation of figure 5, the converted segmented sequences and the corresponding distance and warping matrices are shown in figure 12 and Tables 6 and 7 
An improvement over Lb Kim
In this section, we propose an improvement of the Lb Kim bound, discussed in Section 2.2.
Recall that we can approximate a sequence s by a 4-tuple Feature( s) = F( s), L( s), G( s), S( s)
, storing the first, last, greatest, and smallest elements of s. Kim, Park, and Chu (2001) 
have shown that Lb Kim( q, s) = L ∞ (Feature( q), Feature( s)) is a lower bound for D dtw ( q, s).
We say that sequence s is oscillating iff its maximum is larger than its first and last elements and its minimum is smaller than its first and last elements. Otherwise we say that it is not oscillating.
Formally, s is oscillating iff G( s) > max{F( s), L( s)} ∧ S( s) < min{F( s), L( s}). For example, in figure 3(a), s is oscillating, but q is not (L( q) = G( q)).
We can prove the following lemma:
Lemma 3. Let q and s be two time sequences. If both q and s are oscillating then
where L 2 (Feature( q), Feature( s)) denotes the Euclidean distance between the two global feature vectors.
Proof: Assume that max( q) ≥ max( s).
If this assumption does not hold, the roles of s and q are exchanged. Let K be the length of the optimal warping path of q and s. We can replace s and q by two K -length sequences q and s , respectively, such that for each 1 ≤ i ≤ K , q i and s i correspond to the elements of q and s, respectively, that are mapped at the warping element w i . Thus,
We can rewrite the optimal warping distance as:
Thus it suffices to prove that
(G( q), G( s)) + d(S( q), S( s)). Since both q and s are oscillating, S( s), G( s), S( q), and G( q)
are not the first and last elements in each sequence. Thus, they should contribute to the
Based on three possible arrangements of s and q, we show that for each case the above inequality holds.
Case 1: s and q are disjoint (S( q) > G( s))
Let us first assume that G( q) S( s), i.e., the greatest element of q is not mapped to the smallest of s in the optimal warping path. In this case,
will contain a component corresponding to a mapping of G( q) to some element s j in s and a component corresponding to a mapping of S( s) to some element q l in q. Since G( s) ≥ s j , and q is above s, we know that d(G( q), s j ) ≥ d(G( q), G( s)). Similarly, d(S( s), q l ) ≥ d(S( s), S( q)).
Thus:
:
(G( q), G( s)) + d(S( q), S( s)).

Now, let us consider the special case, where G( q) ↔ S( s).
We know that apart from this mapping, S( q) should also map to an element from s. The minimum distance contributed by S( q) is when it maps to G( s). Thus,
(G( q), S( s)) + d(S( q), G( s)). We can now show that (d(G( q), G( s)) + d(S( q), S( s))) − (d(G( q), S( s)) + d(S( q), G( s)))
= (G( q) 2 + G( s) 2 − 2G( q)G( s) + S( q) 2 + S( s) 2 − 2S( q)S( s)) − (G( q) 2 + S( s) 2 − 2G( q)S( s) + S( q) 2 + G( s) 2 − 2S( q)G( s)) = 2(G( q)S( s) + S( q)G( s) − G( q)G( s) − S( q)S( s)) = 2(G( q) − S( q))(S( s) − G( s)) ≤ 0 ⇒ (d(G( q),
G( s)) + d(S( q), S( s))) ≤ (d(G( q), S( s)) + d(S( q), G( s)))
Thus, S( s) ) also in this special case.
Case 2: s and q overlaps (S( q) ≤ G( s) ∧ S( q) ≥ S( s))
Because all elements in each sequence must be mapped to at least one element in another sequence, G( q) and S( s) must be mapped. The mapping which gives the smallest mapping distance is G
( q) ↔ G( s), S( q) ↔ S( s), because for G( q) the closest element in sequence s is G( s) and for S( s) the closest element in sequence q is S( q). Due to S( q) ≤ G( s), the mapping distance of G( q) ↔ G( s), S( q) ↔ S( s) is not greater than the mapping distance of G( q) ↔ S( s).
Thus,
, when s and q overlap.
Case 3: q encloses s (S( q) < S( s))
Because all elements in each sequence must be mapped to at least one element in another sequence, G( q) and S( q) must be mapped. The mapping which gives the smallest mapping distance
is G( q) ↔ G( s), S( q) ↔ S( s), because for G( q) the closest element in sequence s is G( s) and for S( q) the closest element in sequence s is S( s).
, when q encloses s. In all cases,
G( s)) + d(S( q), S( s)), thus we get
The rationale behind Lemma 3 is that every one of the four features in the vectors should contribute to the DTW distance if both sequences are oscillating. If one of sequences is not oscillating then we can still improve Lb Kim, since we know that the first two and last two elements should always match together:
where F( s) ). Summarizing, based on whether both sequences are oscillating (case A) or not (case B) we can define a global lower bound Lb glob based on the feature vectors of the sequences as follows:
Indexing scheme and similarity search
Our indexing scheme organizes the global feature vectors Feature( s) of all s ∈ S in a 4-dimensional R*-tree. Note that the same scheme is used in Kim, Park, and Chu (2001) , however, (i) we employ the tighter bound Lb glob to guide search and (ii) we use segmented Figure 13 . Range similarity search algorithm.
representations of the sequences to apply an additional filter using Lb seg (i.e., one of Lb seg1, Lb seg2, or Lb seg3) before computing the exact D dtw ( q, s) . Thus, each entry in a leaf node of the R*-tree corresponds to a s ∈ S and stores (i) Feature( s), (ii) a bit osc( s) indicating whether s is oscillating, (iii) the segmented approximation − → s seg of s, and (iv) a pointer s.id to the exact representation of s. Each entry in a directory node of the R*-tree contains a 4-dimensional minimum bounding box, enclosing the entries in the node pointed by it. Figure 13 describes a multi-step process for evaluating range similarity queries using this indexing scheme. First, Feature( q) and − → q seg are constructed for the query vector q (line 1). Then, an L ∞ range query is applied first and the results are passed through the Lb glob filter (line 4) and an Lb seg filter (line 5) that applies on the segmented representations of the sequences (i.e., Lb seg1, Lb seg2, or Lb seg3). If the lower bound is smaller than , the identifier of s is added to a candidate set C. Finally, the exact representations of all candidates in s ∈ C are accessed to verify whether D dtw ( q, s) ≤ (line 8).
5 In summary, the sequences in S are passed through two filters (i) Lb glob, with the help of the index and feature vectors and (ii) Lb seg, with the help of the segmented representations, before the expensive DTW distance is computed. Figure 14 shows a pseudo-code for the neighbor search algorithm, which is processed by employing the same filter and refinement steps in combination with the incremental nearest neighbor search algorithm of (Hjaltason & Samet, 1999) , as suggested by the multi-step paradigm of Seidl & Kriegel (1998) . A priority queue is used to organize R*-tree node entries and sequences s based on their lower bounding distance from q computed so far. Initially, the R*-tree root entries are enqueued. If the next dequeued heap entry e is a directory R*-tree entry, the corresponding node is loaded and its entries are enqueued. If e is a leaf entry corresponding to s, Lb glob( q, s) is computed and re-enqueued. If it is some s, for which Lb glob( q, s) has already been computed, Lb seg( q, s) is computed and s is re-enqueued. If the next heap entry is a s for which Lb seg( q, s) has been computed, then D dtw ( q, s) is computed and s is re-enqueued. Finally, if D dtw ( q, s) has been computed for the dequeued entry s, we know that this is the next nearest neighbor. The process continues until k neighbors have been dequeued. 3.4.1. Improving indexing with two R*-trees. The indexing scheme described above can be further improved by using the Lb glob filters at an earlier stage. To achieve this, we build two separate R*-trees, S osc and S non osc. The R*-tree S osc indexes all sequences which are oscillating, while the R*-tree S non osc indexes non-oscillating data sequences. Figure 15 describes the process for evaluating range similarity queries using this improved indexing scheme. First, Feature( q) and − → q seg are constructed for the query vector q. Then, we perform the range query on S osc (lines 2-7). The algorithm distinguishes two cases. If q is oscillating, then it suffices to perform an -range query on the index, using Euclidean distance, in order to obtain all s ∈ S which pass the Lb glob filter (line 3). On the segmented representation of each of those sequences, Lb seg is then applied. If the lower bound is smaller than , the identifier of s is added to a candidate set C. In the case where q is not oscillating, an L ∞ range query is applied first and then the results are passed through the Lb glob and Lb seg filters, before they are added to C. After processing the data index by S osc, the range query is also performed on the S non osc, where the procedure is the same as described in algorithm RSimSearch. Finally, the exact representations of all candidates in s ∈ C are accessed to verify whether D dtw ( q, s) ≤ .
The major difference between two indexing schemes is that some data sequences can be filtered earlier (lines 2-4) if q is oscillating, when using two indices instead of one. By indexing oscillating data with a separate R*-tree, the application of the Lb glob filter is combined with the R*-tree search, which is now more efficient, since L 2 restricts the search space more compared to L ∞ .
Nearest neighbor search can also be improved by using two indices. The two trees are accessed concurrently, but the entries from S osc are organized based on their L 2 distance Figure 15 . Range similarity search using two indices.
from Feature( q), whereas the entries from S non osc are organized using L ∞ , assuming that q is oscillating. When a leaf entry from S osc is dequeued, Lb glob needs not be tested (Lb seg is immediately computed), whereas leaf entries from S non osc must pass the Lb glob filter and be re-inserted. If q is not oscillating, entries from both trees are treated in the same way and the Lb glob filter is always used, as in the algorithm of figure 14.
Experimental evaluation
We evaluate the performance of the proposed methodology by using a wide range of real datasets obtained from the UCR Time Series Data Mining Archive (Keogh, 2002b) . The datasets, listed in Table 8 , cover a variety of disciplines including finance, medicine, chemistry, astronomy, etc. The third column of Table 8 shows the length of each sequence in the dataset and the number of sequences in it.
In order to demonstrate the generality of our methodology, we conducted two sets of experiments based on whether there is an envelope constraint or not. First, we compared the tightness (i.e., pruning effectiveness) of the proposed bounds Lb seg1, Lb seg2, Lb seg3, and Lb glob against Lb Yi (Yi, Jagadish, & Faloutsos, 1998) , Lb Kim (Kim, Park, and Chu, 2001) , Lb Keogh (Keogh, 2002a) , and Lb PAA (Keogh, 2002a; Zhu & Shasha, 2003) . In addition, we compared the search performance of our methodology to that of previous methods (Yi, Jagadish, & Faloutsos, 1998; Kim, Park, and Chu, 2001; Keogh, 2002a; Zhu Shasha, 2003) , which utilize the aforementioned bounds and appropriate indices. The implementation language was C++ and the experiments were performed on a Pentium III 700 MHz workstation, running Unix.
Tightness of the lower bounds
In the first set of experiments, we compared the tightness of the proposed lower bounds Lb seg1, Lb seg2, Lb seg3, and Lb glob against Lb Yi (Yi, Jagadish, & Faloutsos, 1998) , Lb Kim (Kim, Park, and Chu, 2001 ), Lb Keogh (Keogh, 2002a) , and Lb PAA (Zhu & Shasha, 2003) . Let q and s be two sequences. The tightness T of a lower bound Lb( q, s) Keogh (2002a) and Zhu & Shasha (2003) by:
T is in the range of [0, 1], because both Lb( q, s) and D dtw ( q, s) are positive and Lb( q, s) must be no greater than D dtw ( q, s) . The higher T is, the tighter Lb( q, s) is. For each dataset of Table 8 we first randomly extracted a set S of 50 subsequences 6 of length m = 256. Each sequence was normalized by subtracting from each value the mean of the sequence, so that the resulting sequence has mean 0. Then for each distinct pair (i, j) of sequences, where 1 ≤ i < j ≤ 50, we set q = S[i], s = S[ j] and computed the tightness of each bound, according to Eq. (13). Finally, for each bound we averaged its tightness over all pairs. The same methodology was used to evaluate tightness in Keogh (2002a) and Zhu & Shasha (2003) . As a warping constraint, we used a Sakoe-Chiba band with width coefficient w = 0.1. The PAA and APCA segmentations used by Lb PAA and our Lb seg bounds were 16-dimensional (i.e., N = M = 16). Table 8 compares the tightness of the bounds that can be applied without a warping (i.e., envelope) constraint. Lb seg2 is clearly the tightmost bound, being on the average 1.435 times tighter than Lb Yi and 2.5 times tighter than Lb Kim. As expected, it is consistently tighter than Lb seg1, whereas it it (slightly) less tight than Lb Yi in only few datasets. Moreover, as expected, Lb glob (our indexable bound) is consistently tighter than Lb Kim. Table 9 compares the tightness of various bounds for the case when there exists an envelope constraint, using the same sequences as in Table 8 . In this case, the numbers for Lb Kim, Lb glob, Lb Yi, and Lb seg2 are different from those in Table 8 because the optimal warping distance in the constraint envelope may be larger than the unconstrained one. As expected, Lb seg3 is always tighter than Lb seg2, since it considers the envelope constraints. Moreover, on the average, Lb seg3 is 1.53 times tighter than Lb PAA and 1.01 times as tight as Lb Keogh (which, however, does not facilitate indexing). In addition, Lb glob always improves upon Lb Kim. In summary, our bounds Lb seg2 and Lb seg3 are much tighter than the previous techniques, in the presence or not of envelope constraints. In the next section, we show how this affects the search efficiency of our methodology.
Pruning power and response time
We evaluated our bounds and the indexing scheme discussed in Section 3.4, by comparing their performance with the previous approaches for DTW with and without envelope constraints. The previous techniques included in the evaluation are (i) indexed search using Lb Kim (Kim, Park, and Chu, 2001 ) (denoted by KimSearch) (ii) linear scan using Lb Yi (Yi, Jagadish, & Faloutsos, 1998 ) (denoted by YiSearch), 7 (iii) linear scan using Lb Keogh (Keogh, 2002a ) (denoted by KeoghSearch), and (iv) indexed search using Lb PAA (Keogh, 2002a; Zhu & Shasha, 2003) (denoted by PAASearch). We also included (v) indexed search using Lb glob and Lb seg2 (denoted by SegSearch2), (vi) indexed search using Lb glob and Lb seg3 (denoted by SegSearch3), and (vii) indexed search using Lb glob only (denoted by GlobSearch). GlobSearch corresponds to a technique which directly applies DTW after Lb glob filtering (without filtering by some Lb seg before DTW). For this set of experiments, we used Koski EEG, the longest sequence from Table 8 and Fetal ECG, a dataset with special properties, to be discussed in Section 4.2.2. We extracted all subsequences of length m = 256 from it, inserted a random subset 50 of subsequences in a query set, and constructed a dataset S for the remaining ones. Unless otherwise stated, the number of segments used in the segmental approximations was M = 16. We then evaluated the performance of the various techniques for range and nearest neighbor queries. Performance is measured in terms of two factors. The first is the average response time for each query. The second, referred to as candidate ratio, is the percentage of sequences for which the exact (and expensive) D dtw must be computed for each query. In each experimental instance, we averaged these performance measures over all tested 50 queries.
Queries without warping constraints.
In the first set of experiments we compare the methods for queries without envelope constraints. We include KimSearch, YiSearch, SegSearch2, and GlobSearch3; these are the only methods that can be applied in this case. figure 16(a) plots the execution cost of applying k-NN queries on the Koski EEG dataset using the four methods. Figure 16 (b) plots the performance of the four methods on the same dataset in terms of the percentage of time sequences for which exact DTW has to be applied (candidate ratio). Note that the response time is directly proportional to this percentage. Thus, the burden of all algorithms is the number of exact DTW computations, which is greatly reduced thanks to the tight lower bounds. Observe that SegSearch2 is several times faster than the previous similarity search techniques that do not use envelope constraints. YiSearch is not efficient, since it does not employ any index; Lb Yi has to be applied on all sequences of the database (linear scan) at a non-trivial cost. In addition, figure 16(b) suggests that it is not an effective bound, as a large percentage of DTW computations have to be applied. KimSearch, on the other hand, can effectively prune large parts of the database, since search is directed by the tree and a close NN used for pruning can be found fast. On the other hand, it is looser than our GlobSearch improvement. Finally, the additional application of the Lb seg2 filter on the candidates found by GlobSearch (i.e., method SegSearch2) further improves search by drastically reducing the number of sequences on which exact DTW has to be applied. Figures 16(c) and (d) show similar trends for range similarity queries. For other datasets such as Fetal ECG (Figures 16(e) to (h)), we derive similar conclusions. We have also included a comparison on the Steamgen dataset, where Lb Yi is tighter than Lb seg2 (see Table 8 ). Observe that even in this case SegSearch2 is much faster than Lb Yi due to the effectiveness of the index.
Queries with warping constraints.
Next, we compare methods that are applicable in the presence of warping constraints. Figures 17(a) to (d) compare the six methods (SegSearch2 is omitted since it is always not better than SegSearch3) for k-NN and range -range queries on the Koski EEG dataset. Note that SegSearch3 dominates over all other methods. YiSearch is the slowest method, just as for search without warping constraints. On the other hand, KeoghSearch is quite fast, even though it is based on linear scan, since Lb Keogh is a very tight bound. KimSearch and GlobSearch are fast for small k and , but their performance degrades for large numbers. Finally, PAASearch is quite efficient, but not as good as SegSearch3 and KeoghSearch. First, the approximations used by PAASeach do not provide very accurate bounds, compared to the APCA segments used by SegSearch3. Second, the area defined of the approximated bounding envelope of q covers a large area of the search space and accesses many candidate sequences.
Figures 17(e) to (h) confirm that the PAA-based bounding envelope of q can cover a large area. This time, we used another dataset (Fetal ECG), where PAASearch has very poor performance. Note that Lb PAA in this case hardly prunes any sequence during search (see also Table 9), on most of which exact DTW has to be applied. The sequences in this dataset have special properties where each sequence is quasi-periodic, with no fixed width; every positive spike is immediately followed by a negative one of the same width. Such sequences are very common in medical applications, e.g., Fetal ECG contains cardiograms of patients. In such cases, most PAA segments have the same average, and the approximation of any sequence is close to a flat line. On the other hand, APCA is a more flexible transformation, since it uses more segments for areas of high variance.
Finally, we compared the performance of PAASeach, KeoghSearch, and SegSearch3 as a function of the width coefficient w that constrains the warping path. Figures 17(i) and (j) show that the performance of SegSearch3 is not affected as much by w as KeoghSearch and PAASeach. The performance of PAASeach degrades especially fast, due to the looseness of the warping envelope approximations. In summary, our methodology is much faster compared to previous methods for DTW similarity queries with and without envelope constraints.
Indexing efficiency.
In the next experiment, we compare the efficiency of the two indexing schemes proposed in Section 3.4. The first uses a single R*-tree, whereas the second scheme divides the sequences to oscillating and non-oscillating ones and indexes each set by a separate R*-tree, as discussed in Section 3.4.1. In order to show the effectiveness of indexing, we also included two linear scan approaches SegSearch2 noindex and SegSearch3 noindex, that apply the corresponding filters with linear scan. Figures 18(a) and (b) show the performance of SegSearch2 (no warping constraint) and SegSearch3 (warping constraint w = 0.1), when applied on one or two indices of Koski EEG (denoted by Index1 and Index2, respectively). Using two indices provides a slight performance advantage, since L 2 manages to prune more space compared L ∞ during search. The experiments also demonstrate that using the index before the filter results in much lower response time, compared to using the filters after linear scan. The results for Fetal ECG are similar as shown in figure 18(c) and (d). We only compare response time, since the candidate ratio for exact DTW is not sensitive to the index used. Finally, we did not include experiments on NN search, since they also show similar results.
Effect of the number of segments.
In the next experiment, we compare the performances of SegSearch3 and PAASearch as a function of M, the number of segments used by the methods to approximate the sequences. Other methods do not use segmental approximations or other approximation techniques, so we only include these two in the comparison. The experiments were performed, using the Koski EEG dataset. Figures 19 and 20 compare the two algorithms for three values of M on nearest neighbor and range search queries. Observe that our method maintains a performance advantage over PAASearch for different values of M. For the range of tested M values, the efficiency of the two techniques increases with M, since the segmented representations are more accurate and exact DTW must be applied on fewer candidates. Nevertheless, too high values for M degenerate the R*-tree index (used by PAASearch) and make SDTW (used by SegSearch3) less efficient. We have found that M = 16 is a good trade-off between approximation accuracy and filtering efficiency.
Effect of the sequence length.
We also tested the robustness of our technique as a function of the lengths of the sequences in S. Again, we used Koski EEG, set M = 16, and constructed four datasets, extracting all subsequences of length m = 128, 256, 512, and 1024, respectively and excluding a random sample of 50 queries from them. Figure 21 compares the relative performance of SegSearch3, PAASearch, and KeoghSearch for nearest neighbor (k = 20) and range search queries ( = 40) on the three collections of sequences. We did not include experiments for similarity search without warping constraints, since we found SegSearch2 much faster compared to previous methods that are applicable in this case (see Section 4.2.1). Also, we did not include YiSearch, KimSearch, and GlobSearch due to their inferior performance.
The results show that SegSearch3 is faster than its competitors in all cases. Observe that for both k-NN and range queries, the performance of the three methods degrades fast with m mainly because the cost of DTW increases quadratically with m. On the other hand, from the diagrams (b) and (d), we can see that the effectiveness of the PAA and APCA approximations is not affected much by the lengths of the sequences. For k-NN search, we observe that it becomes harder for KeoghSearch to find a good nearestneighbor bound that can prune the search space early, using the effective Lb Keogh. This can be attributed to the "curse of dimensionality" effect; for large m, most sequences have large distances to q and it takes longer to find the close neighbors. On the other hand, PAASearch and SegSearch3 are affected less by this problem, since they use indices to guide search.
Using Lb Keogh with Lb glob indices.
As we have seen in Table 9 , Lb Keogh is a tight bound, however, we have used it so far only in combination with linear scan. We can replace Lb seg by Lb Keogh in the algorithms of Section 3.4 in order to make better use of the bound. In other words, we can use Feature( s) to index each sequence s using an R*-tree, and for each candidate that passes Lb glob we can apply Lb Keogh (instead of Lb seg) as a filter prior to DTW matching. In this section, we compare the efficiency of this search method, denoted by GlobKeoghSearch, against SegSearch3. Figure 22 shows the performance of the two schemes for queries on the Koski EEG and Fetal ECG datasets. Observe that SegSearch3 is faster than GlobKeoghSearch for the tested queries. We expect the performance of GlobKeoghSearch to degrade with the warping width constraint w, since Lb Keogh more sensitive to it compared to our Lb seg3 bound, as shown in Section 4.2.2. 
Conclusions
In this paper, we presented an efficient methodology for indexing and querying time series using dynamic time warping (DTW). We have shown how to use APCA approximations to compute fast three progressively more tight lower bounds for DTW distance, which are based or not on warping path constraints. In addition, we showed an improvement of the Lb Kim global bound (Kim, Park, and Chu, 2001) , which can be used to index the segmentations. Finally, we proposed a multi-step query processing technique that applies two levels of filtering, minimizing the search effort and the number of sequences on which exact DTW has to be applied.
The proposed methodology is generic enough to be applied in the case where no warping constraints are specified, whereas it can also be optimized to take advantage of warping constraints. It was compared with previous state-of-the-art methods (Yi, Jagadish, & Faloutsos, 1998; Kim, Park, and Chu, 2001; Keogh, 2002a; Zhu & Shasha, 2003) and found consistently superior to them, for both cases where warping path constraints exist or not.
The main contributions of this work can be summarized as follows:
• This is the first work which uses APCA approximations to compute fast progressively tight lower bounds for DTW distance. Due to the nice properties of APCA, which can approximate sequence parts of low variance with few segments and parts of high variance with many segments, the proposed lower bounds are still very tight for the data sets with special features (i.e., quasi-periodic); while Keogh's and Zhu's lower bounds using PAA representations are much looser for these datasets.
• We have proposed a multi-step query processing technique, which applies two levels of filtering. The advantage of this approach is that it is able to filter out unqualified sequences at very low cost at the first step, and use another much refined filter to make second level filtering, such that the search effort and the number of sequences on which exact DTW has to be applied is minimized.
• We have conducted an thorough experimental study, which suggests that our multi-step query processing technique is more efficient and robust than existing state-of-the-art methods. Our proposed indexing and filtering schemes are consistently superior for various types and lengths of sequences and different numbers of segments used to represent the sequences. Finally, our method adapts well to the presence and extent of envelope constraints.
In the future, we plan to further optimize this multi-step query processing methodology by exploring the application of additional lower-bounds and filters. In addition, we plan to test its efficiency as a module of classification and clustering algorithms that use DTW to measure similarity.
Notes
1. The subsequence matching problem is converted to the whole matching problem by employing sliding window techniques (Faloutsos, Ranganathan, & Manolopoulos, 1994; Moon, Whang, & Han, 2002) . 2. The value of a cell (i, j) in the warping matrix W M is the warping distance D(i, j), however, each element of a warping path W corresponds to d(i, j); W accumulates these distances. 3. If all elements of one sequence are larger than all elements of the other, we should set min max = max min, before the computation of Lb Yi. 4. The term Segmented Dynamic Time Warping was used in Keogh, and Pazzani (1999) to describe an approximate DTW distance which, however, is not a lower bound. Our proposed SDTW derives a lower bound computed and used in a different way. 5. In fact, there is no need to construct C, since the candidates can directly be accessed at the time they pass the lower bounding filters. C is included in figure 13 for the ease of presentation. 6. If a dataset consists of more than one long sequences, we first pick a random sequence and then a subsequence of it. 7. In Yi, Jagadish, & Faloutsos (1998) a multi-step similarity query processing method that uses Lb Yi and a multi-dimensional index was proposed. However, it is not appropriate for exact DTW search, since it allows false dismissals of query results.
