Solving probability problems in natural language by Dries, Anton et al.
Solving Probability 
Problems in Natural 
Language
Anton Dries, Angelika Kimmig, Jesse 
Davis, Vaishak Belle and Luc De Raedt 
anton.dries@cs.kuleuven.be 
https://dtai.cs.kuleuven.be/problog/natural_language
https://dtai.cs.kuleuven.be/problog/natural_language
Our goal
2
Mike has a bag of marbles with 4 white, 8 blue, and 
6 red marbles. He pulls out one marble from the 
bag and it is red. What is the probability that the 
second marble he pulls out of the bag is white? 
The answer is 0.235941.
combination of mathematics  
and natural language processing 
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Question answering
3
Challenges
1. Understand the question
2. Obtain background knowledge
3. Solve the question
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Inspiration
5
Aristo
Euclid / Geos
some examples
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Our approach
6
natural language
off-the-shelf NLP tools 
+ rule-based system
specification language
solver
solution
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Contributions
1. Formal model to represent probability questions  
2. Solver to compute the solution of such a formal model 
3. NLP component to extract a formal model from text 
4. Dataset of over 2376 labeled questions
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Example
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What is the probability that 
the second marble he takes  
from the bag is white?
Mike has a bag with 4 white,  
8 blue, and 6 red marbles. 
He takes one marble  
from the bag and it is red. 
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What is the probability that 
the second marble he takes  
from the bag is white?
Mike has a bag with 4 white, 
8 blue, and 6 red marbles. 
He takes one marble  
from the bag and it is red. 
setup
#white(bag) = 4  
#blue(bag) = 8  
#red(bag) = 6 
multiset bag
Values(color) = {white, blue, red} 
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What is the probability that 
the second marble he takes  
from the bag is white?
Mike has a bag with 4 white,  
8 blue, and 6 red marbles. 
He takes one marble 
from the bag and it is red. 
first = take(bag)  
#first = 1 
rest(first) = bag \ first 
action
observe #red(first) = #first 
+ observation
#white(bag) = 4  
#blue(bag) = 8  
#red(bag) = 6 
multiset bag
Values(color) = {white, blue, red} 
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What is the probability that
the second marble he takes 
from the bag is white?
Mike has a bag with 4 white,  
8 blue, and 6 red marbles. 
He takes one marble  
from the bag and it is red. 
first = take(bag)  
#first = 1 
rest(first) = bag \ first 
observe #red(first) = #first 
snd = take(rest(first))  
rest(snd) = rest(first) \ snd  
#snd = 1
probability #white(snd) = #snd 
action + question
#white(bag) = 4  
#blue(bag) = 8  
#red(bag) = 6 
multiset bag
Values(color) = {white, blue, red} 
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What is the probability that 
the second marble he takes  
from the bag is white?
Mike has a bag with 4 white,  
8 blue, and 6 red marbles. 
He takes one marble  
from the bag and it is red. 
first = take(bag)  
#first = 1 
rest(first) = bag \ first 
observe #red(first) = #first 
snd = take(rest(first))  
rest(snd) = rest(first) \ snd  
#snd = 1
probability #white(snd) = #snd 
#white(bag) = 4  
#blue(bag) = 8  
#red(bag) = 6 
multiset bag
Values(color) = {white, blue, red} 
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A die is thrown 3 times.  
Find the probability that the sum of the dots is at least 5.
A blood disease is found in 2 percent of the persons in a 
certain population. A new blood test will correctly identify 
96 percent of the persons with the disease and 94 percent 
of the persons without the disease. What is the probability 
that a person who is called negative by the blood test 
actually does not have the disease?
Other types of questions can be 
represented in the same formalism
https://dtai.cs.kuleuven.be/problog/natural_language
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ProbLog
% Probabilistic facts: 
0.5::heads1. 
0.6::heads2. 
% Rules: 
someHeads :- heads1. 
someHeads :- heads2. 
% Queries: 
query(someHeads).
probabilistic logic  
programming language
“Prolog + probabilities”
reasons over possible worlds
easy integration 
background knowledge as 
logical rules
https://dtai.cs.kuleuven.be/problog/natural_language
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Direct encoding in ProbLog
:- use_module(library(lists)). 
take(1, L, X) :- 
    select_uniform(1, L, X, _). 
take(I, L, X) :- 
    I > 1, 
    I2 is I - 1, 
    select_uniform(I2, L, _, R), 
    take(I2, R, X). 
     
evidence(take(1, [w,w,w,w,b,b,b,b,b,b,b,b,r,r,r,r,r,r], r)). 
query(take(2, [w,w,w,w,b,b,b,b,b,b,b,b,r,r,r,r,r,r], w)).
select_uniform(+ChoiceID, +List,  
                                -Element, -RestOfList)
combinatorial explosion!
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rest(first)
bag
first
snd
rest(snd)
{4-w,8-b,6-r}
{1-w}
{3-w,8-b,6-r}
{1-b}
{4-w,7-b,6-r}
{1-r}
{4-w,8-b,5-r}
{1-w}
{1-b}
{1-r}
{1-w}
{1-b}
{1-r}
{1-w}
{1-b}
{1-r}
bag firstrest(first) snd
Figure 2: Bayesian network structure for Q2 (left) and tree illustrat-
ing possible container content for relevant nodes (right).
If D is the result of drawing N elements with replacement
from an already defined multisetM , the model contains
D = takeReplace(M) and #D = N .
If D is the disjoint multiset union of a finite number k of
already existing multisets Mi, the model contains the
statement D =
F
(M1, . . . ,Mk).
Each definition of the form D = action(M) creating a new
multiset D from a set of multisetsM adds a node D whose
parents are the nodes inM to the Bayesian network. For each
of these cases, it is straightforward to define and derive the
conditional probability distribution of the new nodes given
their parents in the network.
We can model this information for Q1 as
twopers = take(group)
rest(twopers) = group \ twopers
#twopers = 2
and for Q2 as
first = take(bag)
rest(first) = bag \ first
#first = 1
snd = take(rest(first))
rest(snd) = rest(first) \ snd
#snd = 1
The left part of Figure 2 shows the network structure for Q2.
2.3 Questions and Observations
Finally, we also need to model the observations (in Q2, that
the first marble is red) and questions (in Q2, whether the sec-
ond marble is white) in our probability problems, which we
want to answer based on the probability distribution over the
content of containers defined above. More specifically, both
observations and questions again refer to properties of ob-
jects, but now of objects in containers that result from ac-
tions. Furthermore, they are not restricted to linear equality
constraints on numbers of objects with certain properties, but
can refer to more complex constraints.
Specifically, our modeling language currently supports the
following kinds of constraints, whereA(M) denotes the mul-
tiset of values attribute A takes on multiset M , and |A(M)|
denotes the number of different values in A(M) (the number
of count-value tuples):
size constraints of the formX c Y with c 2 {=,, , <,>}
and X and Y size variables or non-negative numbers;
type constraints of the form |A(M)| = 1 or |A(M)| = #M
requiring all objects in M to have the same value for
attribute A or each a different one, respectively.
aggregation constraints of the form
L
(A(M)) c C or
 (
L
(A(M))) with a numerical attribute A (i.e., the
objects in A(M) are numbers), an aggregate functionL 2 {min,max,P,Q, avg} operating on multisets of
numbers, a comparison operator c 2 {=,, , <,>}, a
constantC and a Boolean predicate (such as “is even”,
“is odd”).
sequence constraints of the form nth(M,N) 2 A(M) re-
quiring that the N -th element of (an ordered non-root
node)M satisfies attribute A.
These types of constraints can be combined into arbitrary
Boolean formulas using ^,_,¬.
Our two examples use size constraints only. In Q1, the
question is #browneyes(twopers) = 0, and in Q2, we ob-
serve #red(first) = #first and ask for #white(snd) =
#snd.
2.4 Models
To summarize, the declarative modeling language for proba-
bility problems provides statements to declare a set of con-
tainers (i.e., multisets)M, a set of attributes A and their as-
sociated values, a set of size constraints S for the initial con-
tainers, a set of multiset relations R defining the other con-
tainers through actions, a set of observations O, and a set of
queries Q.
A valid set of such statements defines a joint probabil-
ity distribution P (M) over the set of containers M =
{M1, . . . ,Mn} it defines, as specified above. The probability
that a (question or observation) constraintC holds on a multi-
setMi is then defined as usual as the sum of the probabilities
of those assignments M1 = m1, . . . ,Mn = mn for which
mi satisfies C.
3 Solving Probability Problems
Given a probability problem definition in the language of
Section 2, the task of the solver is to compute the condi-
tional probability of each question given all observations.
Note that every aspect of the Bayesian network we define de-
pends on the specific task: the network structure is given by
the containers and actions, the domains of the random vari-
ables depend on the attributes, the subset size constraints,
and the actions, and the parameters of the conditional dis-
tributions in turn depend on the domains of random variables
and the actions. Rather than materializing the Bayesian net-
work for use with traditional Bayesian network software, we
have implemented the solver in a probabilistic programming
language. This has two key advantages. First, the expres-
sivity of these languages allows us to implement the proba-
bilistic model at the abstract level, by providing generic tem-
plates for its building blocks (e.g., for defining the nodes
Solver
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take into account exchangeability
all white balls are interchangeable
“lifted reasoning”
https://dtai.cs.kuleuven.be/problog/natural_language
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eliminate non-relevant information
A deck of cards consists of 4 aces, 4 twos, …, 
4 queens and 4 kings. 
If we take two cards at random,  
what is the probability they are both queen?
A deck of cards consists of 52 cards of which 4 
queens. 
If we take two cards at random,  
what is the probability they are both queen?
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constraint-based reasoning on input
group(pop). 
given(exactly(rel(94/100, pop, no_disease), pop, and(negative, no_disease))). 
given(exactly(rel(96/100, pop, disease), pop, and(disease, positive))). 
given(exactly(rel(2/100, pop), pop, disease)). 
take(pop, person, 1). 
observe(all(person, negative)). 
probability(all(person, no_disease)). 
property(test, [positive, negative]). 
property(has, [no_disease, disease]).
#D = 0.02 
#D + #H + #X = 1 
#(H ∩ N) = 0.94 #H 
#(D ∩ P) = 0.96 #D
#X = 0 and #H/#N=…
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takes advantage of underlying solver technology
4/18::white(1); 8/18::blue(1); 6/18::red(1). 
3/17::white(2); 8/17::blue(2); 6/17::red(2) :- white(1). 
4/17::white(2); 7/17::blue(2); 6/17::red(2) :- blue(1). 
4/17::white(2); 8/17::blue(2); 5/17::red(2) :- red(1). 
evidence(red(1)). 
query(white(2)).
6/18::red(1). 
4/17::white(2) :- red(1). 
evidence(red(1)). 
query(white(2)).
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Challenges
1. Understand the question
2. Obtain background knowledge
3. Solve the question
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Figure 3: Parse tree for an example sentence. The numbers are classified as partition sizes because they occur in a list. This list
is part of a verb phrase, so its subject is taken as the parent of this set.
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Figure 4: Parse tree with prepositional phrases. The number “60 percent” is the subject, its description is the VP attached to it
(“have brown eyes”), and its parent is the PP preceding it (“in a group of 10 people”).
limit have outcome spaces which are too large for the cur-
rent solver. Examples of such questions include “What is the
probability of all digits in a seven digit phone number being
different?”, where the question refers to a sequence container
with 107 possible contents, of which 604 800 satisfy the con-
straint, or “What is the probability that the number of 2s or
3s seen in 240 rolls of a fair die is between 75 and 83, inclu-
sive?”, where after reducing the root partition to 2 _ 3 and
¬(2 _ 3) the step-based implementation of take actions faces
a tree of depth 240 and branching factor two. Clearly, such
examples require alternative, more abstract implementations
of take actions that exploit exchangeability with respect to the
order of drawing objects, e.g., based on the counting strate-
gies humans use to solve such tasks.
Language + Solver We also verified how many example
could be solved directly from the English text. The NLP
extractor only supports a subset of the complete formal lan-
guage. For example, we excluded problems that are based
on events (e.g., coin tosses), require observations (e.g., Q2 in
Figure 1), or that have aggregate or sequence constraints. Be-
cause of this, only 869 out of the 2106 examples are supported
based on the problem structure or the constraints present in
them. Of these remaining examples, 31.1% (270, or 12.5%
of the total set of examples) were solved correctly, 138 pro-
duce a wrong result, and the rest did not produce any result
(because of an incomplete model).
It must be noted that the language in the examples was
taken directly, without any further processing, from textbooks
and online sources. We performed a qualitative analysis on a
sample of the questions that could not be solved. Common is-
sues are the lack of background information, words that could
not be matched (e.g., “male” vs “men”), alternative phrasing
(e.g., “there are 13 of each suit”), and the use of constants
and enumeration. For example, in the question “John, Kevin,
Larry, Mary and Nancy all volunteered to so [sic] some math
tutoring. If their teacher randomly chooses two of the five
students, what is the probability of selecting the two girls?”,
it is impossible to determine that Mary and Nancy are girls
without extensive background knowledge.
The NLP component can clearly be improved, but it should
also be clear that probabilistic word problems pose some in-
teresting challenges from an NLP point of view.
6 Conclusions
Mathematical and scientific problem solving has a long and
distinguished history in AI and cognitive science. In this pa-
per, we developed an end-to-end fully automated approach
that provides answers to exercises about probability formu-
lated in natural language.
We provided a declarative language to encode probabil-
ity word problems, and a corresponding solver implemented
as a probabilistic program, which is a natural and emerging
framework for inference problems described on an abstract
level. While we restricted ourselves to a fragment of the nat-
ural language, we intend to explore richer subsets of natural
language in the near future. We are also considering further
refinements of the modeling language as well as the imple-
mentation of alternative probabilistic primitives in the solver
to capture an even wider range of problems.
1. Find numbers
2. Classify them
3. Extract descriptive fragments
4. Find question and post-process
! very naiv  approach !
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2376 questions on probability
structure of the problems labeled and solved by hand
groups of objects probabilistic events
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2376
collected
examples
2160
can be
modeled
(easily)
2106
can be
solved
(within 60s)
270
can be solved
from text
(supported by NLP)
Limitations: 
• only groups of objects 
• no observations 
• single actions 
• no complex questions
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2. a formal model for representing probability questions
4. an NLP component for extracting a formal model from text
1. a dataset of 2376 labeled questions
can represent 90.9% of collected questions
3. a solver for solving questions specified in the formal model
can solve 97.5% of modeled questions
can extract a correct model for 12.5% of questions
Future work
Thank you
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