Anisotropic thermal conduction plays an important role in various astrophysical systems. One of the most stringent tests of thermal conduction can be found in supernova remnants. In this paper we study anisotropic thermal conduction and examine the physical nature of the flux of thermal conduction in the classical and saturated limits. We also present a temporally second-order accurate implicit-explicit scheme for the time-update of thermal conduction terms within a numerical magnetohydrodynamics (MHD) scheme. Several useful tests are presented showing that the method works well. We also present a convergence study of the hot gas produced in thermally conducting, magnetized supernova remnants and show that the resolutions used here provide reasonably accurate results.
In Section 2 we describe the equations of magnetohydrodynamics (MHD) with anisotropic thermal conduction along field lines. In that section we also describe our solution methodology and tests. In Section 3 we describe the simple test problems that were run. Section 4 presents a convergence study involving thermal conduction that is relevant to the long-term evolution of SNRs.
G OV E R N I N G E Q UAT I O N S A N D S E M I -I M P L I C I T T I M E U P DAT E F O R T H E R M A L C O N D U C T I O N
In the ensuing four subsections we describe four things. In Section 2.1 we describe the MHD equations and their extension for thermal conduction. In Section 2.2 we describe the treatment of the anisotropic energy fluxes that describe TC in the classical and saturated limits, showing how the equations change character in either limit. In Section 2.3 we present the second-order accurate semi-implicit time-stepping strategy.
MHD equations
We solve the equations of MHD in cylindrical geometry. Radiative cooling from fig. 1 of MacDonald & Bailey (1981) is included. This curve follows the equilibrium ionization cooling curve of Raymond, Cox & Smith (1976) for 10 6 < T < 10 8 K; the non-equilibrium curve for isochoric cooling derived by Shapiro & Moore (1976) from 10 4 < T < 10 6 K; and then is smoothly extrapolated to zero at 10 2 K. We also include a diffuse heating term to represent processes such as heating by cosmic rays and photoelectric heating by starlight. We set the heating per unit mass to be constant in space and time. Anisotropic TC that transitions smoothly from classical TC to saturated TC has also been included using descriptions provided in Spitzer (1962) , CM and Balbus (1986) Here ρ is the fluid's density, (v r , v θ , v z ) represent the components of the velocities along the r, θ and z-axes, (B r , B θ , B z ) represent the components of the magnetic field along the axes and ε is the total energy density given by ε = ρv 2 /2 + P/(γ − 1) + B 2 /8π where γ is the ratio of specific heats and P is the pressure. For later use, the temperature is denoted by T, the gas constant by R, the sound speed by c s and the reduced mass of the interstellar gas is taken to be μ. and (T) are heating and cooling terms. n e and n H are the number densities of electrons and hydrogen atoms in the gas and can be related to the density ρ. The flux of TC, F net , in equation (2.5) will be the object of our study in the next subsection.
The MHD equations are solved explicitly using the RIEMANN code which uses a dimensionally unsplit scheme. The scheme uses spatially second-order accurate total variation diminishing (TVD) interpolation and temporally second-order accurate Runge-Kutta time-stepping along with a divergence-free reconstruction of the magnetic field as shown in Balsara (2001a) . The MHD algorithms have been described in Roe & Balsara (1996) , Balsara (1998a,b) , Balsara & Spicer (1999a,b) and Balsara (2004) . Various stringent MHD tests have been described in Balsara (1998b) , Balsara & Spicer (1999b) , Balsara (2004) and . The code has been applied to SNR-related problems in Balsara, Benjamin & Cox (2001) , , Mac et al. (2005) and . It has also been applied to numerous other astrophysical problems.
For this work, the MHD equations have to be solved in conjunction with the equations of TC. The next subsection will show that thermal conduction can behave like a parabolic operator in the classical limit and like a hyperbolic operator in the saturated limit. If we consider just the 10 8 K gas in an SNR and evaluate the explicit time-step that is required with a typical mesh size of 0.25 pc, we find that the explicit time-step needs to be less than 100 yr. Thus an explicit strategy for the temporal update of TC is out of question, especially if we intend to evolve SNRs over millions of years. For that reason, we carry out a detailed analysis of the flux of TC in the next subsection. This analysis will then lead us to an implicit solution strategy for thermal conduction along with a few beneficial schemes for interleaving such an implicit solution strategy with an explicit strategy for the rest of the MHD equations. This will be described, along with numerical tests, in the next section.
Understanding the physical behaviour of the flux of thermal conduction
The treatment of the flux of TC in equation (2.5) requires sensitive treatment since it changes character in different limits. An analytic discussion of these limits is contained in CM and Balbus (1986) . In this section we present a complementary treatment which is suitable for numerical implementation. In the presence of magnetic fields, the thermal conduction front is restricted to propagate in the direction of the magnetic field. As a result, it is very helpful to define the unit vector along the direction of the magnetic field by b = B/|B|. Following Spitzer (1962) the classical flux for TC can be written in a vectorial notation as
where, for the temperature regime being simulated, CM and SC92 show that it is appropriate to set a = 6 × 10 −7 CGS units. A vectorially consistent extension of the equations in Balbus (1986) shows that the saturated flux for TC can be written as
(2.8) Balbus & McKee (1982) suggest using φ = 0.3. CM show that the choice of F class or F sat depends strongly on the ratio F class /F sat . When the ratio is less than unity, one should choose F class from equation (2.7); but when the ratio exceeds unity, one should choose F sat from equation (2.8). To prevent an abrupt transition from one limit to the other, CM also present a flux limiter. The form of the flux limiter is not very important, since SC92 have shown that alternative flux limiters seem to work about as well. The flux limiters presented in CM and SC92 use a single structure for the flux. However, since we know from Balbus (1986) that the choice of flux causes the equations to change character, it helps to use a form of limiter that enables us to disentangle F class and F sat . The advantage of such a formulation is that it permits us to use discretizations for F class and F sat that are truer to their parabolic or hyperbolic natures, respectively. We thus write 9) where G(x) can take on several functional forms, a couple of which are given as follows:
We now turn our attention to understanding the nature of F class . To see that it is parabolic, take b = r , where r is the unit vector along the r-axis. Ignoring the velocity and magnetic field terms in equation (2.5) then allows us to write it in the limit of classical TC as
which clearly illustrates that the equation is parabolic. Equation (2.7) also shows that the heat flux is restricted to diffuse in the direction of the magnetic field. The diffusion coefficient transverse to the direction of the magnetic field is zero. The flux of classical TC can be written in cylindrical geometry as
Further insight into the nature of the flux can be gained by setting b θ = 0 and restricting the temperature gradient to be non-zero only along the r-axis in equation (2.13). We then get
(2.14)
Note that the net flux of heat in the presence of a magnetic field is smaller than the non-magnetized case by a factor of b r in the limit of classical TC. Thus the presence of the magnetic field has indeed diminished the classical heat flux, as expected. The structure of F class,r in equation (2.14) can be intuitively understood because it contributes a heat flux in the direction of the temperature gradient. The structure of F class,z in equation (2.14) is harder to understand until one realizes that the field channels the heat flux in its own direction, thus producing a heat flux in the z-direction. The r-component of the classical heat flux in equation (2.14) is reduced by b 2 r relative to the case without magnetic field. This reduction is consistent with the trend noted in CM.
We now turn our attention to understanding the nature of F sat . To see that it is hyperbolic, we write equation (2.8) as
Ignoring the velocity and magnetic field terms in equation (2.5) then allows us to write it in the limit of saturated TC as
To clarify the structure of equation (2.16) we define the following auxiliary variables:
In the limit where the density is constant in time (a choice that can easily be effected by operator-splitting the MHD update from the update of the TC), equation (2.16) can now be rewritten as
Equation (2.18) shows the temperature is transported advectively, illustrating the hyperbolic nature of saturated heat conduction. We realize that the signal speeds in the three directions in equation (2.18) are given by (3/2)
. We see, therefore, that the propagation speed for the conduction front in the limit of saturated TC is comparable to the sound speed. If the problem is dominated by saturated TC alone, it can even be solved entirely by time-explicit upwind techniques. In practice, classical TC will also be important so that the problem has to be solved using iterative, implicit techniques that retain saliency in the parabolic and hyperbolic limits. Because the fractional importance of F class and F sat in equation (2.9) can change with each successive iteration of an iterative method, it is not acceptable to freeze the saturated TC and treat it time-explicitly in the general case. Newton-Krylov multigrid methods have been known to work well on such problems and so they will form an important part of the solution strategy that we will describe later. If the temperature gradient is restricted to the r-direction in equation (2.16) we see that the saturated flux is proportional to b r , in keeping with the observation in CM.
The discussion in the previous two paragraphs has shown us that we should choose numerical discretizations for F class and F sat in equation (2.9) that are tailored to the parabolic and hyperbolic natures of the respective fluxes. Since parabolic equations respond best to zone-centred discretizations, we will choose such discretizations for F class . Note, though, that F class has a structure similar to a Laplacian operator with variable coefficients when the magnetic field is absent. That structure is destroyed when anisotropies related to the magnetic field are introduced in equation (2.13). These anisotropies also make the equations diagonally subdominant, making BiCGStab-based solution techniques ineffective. However, GMRES-based solution techniques still remain salient in this situation and we will resort to such techniques for our implicit, iterative solvers. Saad (1996) has provided a nice introduction to BiCGStab and GMRES-based solution techniques. GMRES solvers are also dramatically accelerated when coupled to multigrid methods and so we will use GMRES as a smoother within a multigrid scheme, see Balsara (2001b) . We next describe favourable methods for discretizing F sat in equation (2.9).
A solution technique for saturated TC emerges when one studies the Burgers-like equation:
We see that the solution should always respect the restriction T > 0, which is achieved by using TVD techniques to evaluate the variable T at zone boundaries. We also see that while the signal propagation in equation (2.19) depends on the sign of d z at the zone boundary, the two waves emanating from a zone boundary always travel in the same direction because T > 0. To evaluate the flux in equation (2.19) we, therefore, only need to use the monotonic temperature from the upwind direction. The above discussion makes it easy to see how one should evaluate the fluxes in equation (2.16). Thus by labelling zone centres by (i, j, k) and the upper r-boundary in that zone by (i + 1/2, j, k) we get
where
The MinMod function is a slope limiter that is traditionally used in TVD schemes. Other slope limiters may also be used. Note from equations (2.16) and (2.20) that the discretization is conservative. The TC is treated in a fully implicit fashion while the MHD part is treated explicitly. In Section 2.3 we will present implicit-explicit (IMEX, henceforth) time-stepping strategies that allow one to retain second-order accuracy while making such a split. The implicit TC operator is solved without any operator splitting between the classical and saturated fluxes.
Time-stepping strategy
From equations (2.1) to (2.6) we see that the MHD parts are best solved with a time-explicit, second-order accurate Runge-Kutta scheme. We want to retain that simplicity in our solution strategy even when the TC terms in equation (2.5) are included. However, the TC needs to be treated with a time-implicit or semi-implicit scheme to overcome time-step restrictions that might arise from a time-explicit treatment of parabolic terms. It is also advantageous to have an update strategy for the TC terms that is temporally second-order accurate. For that reason, we draw on IMEX schemes that were introduced by Rosenbrock (1963) and further catalogued in the text of Dekker & Verwer (1984) . The papers by Zhong (1996) and Verwer et al. (1999) have also proved useful. Within the context of such schemes one formally writes equations (2.1)-(2.6) as
Here 'u' is an eight-component vector that consists of the mass density, the three momentum densities, the total energy density and the three components of the magnetic field. The gradients of the MHD fluxes and the MHD source terms are written as f(u). The eight-component vector g(u) has zeros in all its components but for the fifth, which consists of the divergence of the flux of thermal component. Only g(u) is treated implicitly while f(u) is treated explicitly. To build an IMEX scheme, we want to treat f(u) explicitly while treating g(u) implicitly. In Section 2.3.1 we present an IMEX extension of the well-known Heun scheme. In Section 2.3.2 we present a lesser known but more powerful scheme known as the additive semi-implicit Runge-Kutta (ASIRK) scheme. In Section 2.3.3 we present results of a von Neumann stability analysis of the competing schemes, which then permits us to choose one of them as being superior.
IMEx extension of the Heun scheme
A very simple, fully implicit extension of the Heun scheme might be made as follows:
In the above equations, u n is the eight-component solution vector at the beginning of the time-step, u n+1 is the same at the end of the time-step and u * * is the solution at an intermediate time level. Such a scheme, while fully implicit in the TC terms, is also only first-order accurate in the time update from the g(u) term. Its temporal accuracy is, therefore, restricted to first order.
It is easy to make a second-order semi-implicit extension of the previous scheme. It consists of the following scheme:
25)
The above semi-implicit scheme is temporally second-order accurate. von Neumann stability analysis also shows it to be unconditionally stable, as we will show in Section 2.3.3. It is helpful to make explicit the solution strategy for equations (2.25) and (2.26). Realize that for all but the fifth component of equation (2.25) it is possible to carry out a time-explicit update to get the density ρ * * the velocity vector v * * and the magnetic field vector B * * . The fifth component of equation (2.25) can then be simplified to get an equation for the evolution of the temperature T * * which can be written explicitly as
Note that T * * implicitly appears in F * * net . Once T * * has been evaluated using the Krylov multigrid method, u * * 5 can be evaluated, completing the update of the fifth component of equation (2.25). This completes the first stage in the two-stage IMEX Runge-Kutta update.
Using all but the fifth component of equation (2.26) it is now possible to evaluate f (u * * ). We use f (u 
Once T n+1 has been evaluated using the Krylov multigrid method, u n+1 5
can be evaluated, giving us the vector of flow variables at the next time level. This completes our description of the second-order accurate, IMEX time-update strategy that is closest to the well-known Heun scheme.
Additive semi-implicit Runge-Kutta scheme
This scheme, as described in equation (28) of Zhong (1996) goes as follows:
(2.29)
The coefficients are given by
Equation (2.29) is difficult to interpret for a real astrophysical application, especially when the operator is not a simple diffusion operator and strong non-linearities are involved, so we do that for the reader. We form the intermediate variables u * and u † as follows:
(2.32)
We see from the above two equations that as soon as f (u n ) is evaluated, all but the fifth component of u * and u † are known. Thus with the density ρ †, velocity vector v † and magnetic field vector B † known, our task is to evaluate the temperature T † using the Krylov multigrid method for the following equation:
Once T † is known, all the components of the intermediate state u * can be evaluated using equation (2.31). This completes the first stage in the two-stage IMEX Runge-Kutta update.
Using u * we can now evaluate f (u * ). As before, we define the auxiliary variable u as
(2.34)
The last of the equations in equation (2.34) shows us that once f (u * ) is evaluated, all components of u except for the fifth component are known. Thus the density ρ , velocity vector v and magnetic field B are known. The temperature T can be found by using the Krylov multigrid method for the following equation:
(2.35)
Using T from the above equation, we can find u . Using u 5 we can now find u n+1 5 by using the relation 
von Neumann stability analysis
von Neumann showed that numerical schemes for solving partial differential equations (PDEs) can be analysed for their stability as well as their ability to reproduce the results of the actual PDE. It is not always possible to formulate such an analysis when the PDE does not have a beneficial structure or when the coefficients have strong non-linearities. Examining equations (2.7) and (2.8) we see that the coefficients in our problem do have strong non-linearities. Examining equation (2.13) shows that our PDE does not have a simple structure. It is, however, possible to make the simplifying assumption that in the non-magnetic limit the TC operator is isotropic and, therefore, simple. We also assume that instead of having coefficients in equation (2.7), which are strongly dependent on temperature, we can assume a simple, constant value K for isotropic TC. With this simplifying assumption we get F net =F class = −K∇T. We also assume that the hyperbolic part f(u) in equation (2.22) can be set to zero. We further assume that only the temperature has one-dimensional fluctuations that are of the form e ikx . von Neumann stability analysis then permits us to evaluate the amplification of these fluctuations when the actual PDE is used. It also enables us to evaluate the amplification of these fluctuations when the IMEX Heun scheme from Section 2.3.1 is used and when the ASIRK scheme from Section 2.3.2 is used. The factor by which the fluctuations are amplified is known as the amplification factor. The detailed formulae for the amplification factors are given in Appendix A.
To carry out a von Neumann stability analysis, we assume a mesh with zone size x and a time-step t. The dimensionless variable μ = K t/ x 2 parametrizes the size of the time-step t, with μ = 1 being the limit for an explicit scheme. A good implicit scheme should remain stable for all values of μ. We wish to study the amplification factor as a function of (k x) and for μ = 0.5, 4.0, 10.0 and 50.0. These values of μ give us insights that are applicable to the full range of μ, which can extend from zero to infinity. Figs 1(a)-(d) show the amplification factor for μ = 0.5, 4.0, 10.0 and 50.0, respectively, as a function of (k x). The solid line shows the exact result from the PDE, the dashed line shows the amplification factor for the ASIRK scheme from Section 2.3.2 and the dotted line shows the amplification factor for the IMEX Heun scheme from Section 2.3.1. From Fig. 1(a) we see that for small values of μ the ASIRK and IMEX Heun schemes both track the exact amplification factor from the PDE quite well, indicating that close to the explicit limit, all implicit schemes also produce good results. From Fig. 1(b) we see that for μ = 4.0, which is just a somewhat larger than the explicit limit for μ, the IMEX Heun scheme shows a larger deviation from the exact amplification factor from the PDE, whereas the ASIRK scheme does quite well. From Figs 1(c) and (d) we see that for even larger values of m the ASIRK scheme continues to track the exact amplification factor from the PDE, while this is not so for the IMEX Heun scheme. We see therefore, that while the IMEX Heun scheme is easier to code up, the ASIRK scheme from Section 2.3.2 is the scheme of choice for the full range of values of μ. We note though that all schemes presented in Section 2.3 are indeed unconditionally stable for all values of μ. 
C O D E T E S T S
In this section we describe three sets of code tests. The first code test pertains to the Field instability in the presence of TC (Field 1965) . The second test evaluates the code's ability to anisotropically conduct thermal energy along field lines. The third test compares our results of a supernova exploding in a uniform medium to those of Cioffi, McKee & Bertschinger (1988, CMB henceforth) .
Field instability
Field (1965) evaluated the growth rate for thermal instabilities in the presence of TC, atomic cooling and diffuse heating. This was done in the limit of a constant coefficient for TC, K. We use his results to test our code. The problem consists of an initially stationary patch of the ISM with a mean density ρ 0 = 1 a.m.u. cm −1 and a mean temperature T 0 = 2531.65 K. The diffuse heating is made to balance radiative cooling in the unperturbed medium. The cooling function was taken from Wolfire et al. (2003) . The parameters chosen correspond to a medium that is susceptible to thermal instability with this particular choice of cooling function. We imposed sinusoidal fluctuations with wavenumber k and growth rate 'n' in the pressure, density and velocity in one-dimensional slab geometry. The fluctuations were of the form
The above fluctuations can be substituted into the hydrodynamic equations and a dispersion relation obtained for them, as was done by Field (1965) . The dispersion relation is given by
The above dispersion relation gives growing modes for certain combinations of density, temperature, wavenumber and conduction coefficient and we use those growing modes to test our numerics. The dispersion relation can be solved analytically and an eigenvector of fluctuations can be obtained for each combination of n and k. The resulting evolution of eigenmodes in the linear regime is given by
The above fluctuations were initialized with a 5 per cent fluctuation in the density. For each choice of wavenumber we ensured that we resolved each wavelength with 100 zones. The system of equations was then evolved by our numerical code. The subsequent value for the rms fluctuation in the density as a function of time was used to obtain the numerically generated growth rates. Fig. 2 shows the numerically generated growth rates for various values of wavenumber k and three values of the TC coefficient K. The growing modes from the dispersion relation are also shown for comparison. We observe that in each case the numerical code was able to match the analytic calculation of the growth rate to better than 7.4 per cent in all cases. 
Anisotropic thermal conduction along magnetic field lines
The conduction of heat along a closed loop of magnetic field presents another good test of anisotropic TC. Such a test has been examined in detail by Sharma & Hammett (2007) and is based on earlier work by Parrish & Stone (2005) . The problem is discretized on a two-dimensional Cartesian mesh spanning [−1, 1] × [−1, 1] with uniform zones in the x-and y-directions. The initial magnetic field was specified by a magnetic vector potential A z (x, y) = (x 2 + y 2 ) 1/2 . The temperature follows the specification of Parrish & Stone (2005) and is given by and η 0 = 0.01. The dynamical evolution is suppressed so that we only solve for the anisotropic heat conduction equation. The initial pulse of heat flows along the magnetic field lines till the temperature reaches a steady state where it becomes isothermal along field lines. In practice, we find that a final time of 300 code units is adequate for achieving steady state and we use that as our final time in the simulation. Table 1 shows the L1, L2 and L∞ norms for the temperature variable over the computational domain, as well as T max and T min , the maximum and minimum values of the temperature at the stopping time of 300 time units. The results are shown from simulations that were run on meshes with 32, 64, 128, 256 and 400 zones on a side. Because we set up our initial conditions using a top-hat profile, the maximum error in all norms is located at the edges of the profile. For that reason, we also calculate the L∞ norm at the final time just within a thin ring at the centre of the temperature profile, 0.59 < r < 0.61, and we see that the convergence in L∞ is much improved. Similar results have been presented by Sharma & Hammett (2007) and we see that our results are competitive with many of their better results on comparable meshes. In order to further compare with Sharma & Hammett (2007) , we list the estimated perpendicular numerical diffusion from their equation (39), normalized to the explicit parallel thermal conduction coefficient. Here too we see good agreement with the results of Sharma & Hammett (2007) . Fig. 3 shows the temperature at the final time on a 256 × 256 zone mesh at a time of 300 code units. We see that the temperature is isothermal along circular rings, as expected.
Comparison of the radius-time relationship for an SNR with the semi-analytic formulation of CMB
CMB presented a semi-analytic formulation for the evolution of an SNR in a uniform, unmagnetized medium. The variation of the radius of the outer shock with time, known as the r-t relationship, was also catalogued in CMB. They developed their model from a large (1327-zone) one-dimensional simulation; however, such large models are not generally feasible in multiple dimensions. Thus, matching this r-t relationship with our code is a strong test of our numerics, and will be a preview for the resolution study presented in Section 4. For this test, we used a 200 × 200 zone mesh in cylindrical geometry. The zones were taken to have the same length and the computational domain covered a 100 × 100 pc region along the r-and z-axes. The computational domain was initialized with a uniform density of 1 a.m.u. cm −3 and a temperature of 10 000 K. The central 5 pc were imparted an energy of 10 51 erg. Two-thirds of that energy was in the form of kinetic energy and one-third of it was in the form of thermal energy. Heating and cooling as described in Section 2.1 were used. In keeping with CMB's formulation, TC was neglected for this test problem. Fig. 4 shows the r-t relationship obtained from our numerical code, shown as a solid line, along with the predicted values from equations (3.26) and (3.32a) of CMB, shown as a dashed line. Fig. 4 shows that the mean difference between the analytic curve from CMB and the numerical results is less than 2.5 per cent.
R E S O L U T I O N S T U DY
In this section we present the results of a resolution study of a real test problem, that of an SNR expanding into a magnetized ISM. The simulations presented here are most interesting in determining the hot gas content of the ISM and also the X-ray emission characteristics of the SNR, see Tilley & Balsara (2006) and Tilley, Balsara & Howk (2006) . Tilley & Balsara (2006) showed that when predicting the fraction of gas that emits in high-stage ions, the volume of the gas in the SNR with temperatures in excess of 3 × 10 5 , 7.9 × 10 5 and 2.2 × 10 6 K are most interesting. This is because these temperatures characterize various ionization stages of oxygen that are observable by FUSE and Chandra. The numerical effects that could most likely influence the results are: (i) the mesh size of the computation and (ii) the number of zones, in any one direction, over which the SNR is initialized. For that reason, we show in this section that the evolution of the hot gas as a function of time is independent of both the above-mentioned effects.
The simulations were carried out on a cylindrical mesh with the toroidal direction suppressed. Since the outer shock plays a role in confining the hot gas bubble, we chose a computational domain that captured the shock through the duration of the simulation. Since the outer shock propagates at different speeds in ISMs with different densities, pressures and magnetic fields, this required choosing a different value for R outer , the outer boundary of the computational domain in the r and z-directions. The zones were uniformly spaced along the r-and z-axes. The reverse shock in these SNR simulations has to bounce at the origin. In most instances the outer shock's structure can show mesh imprinting if the reverse shock's bounce at the origin is captured improperly. For that reason, N zones , the number of zones in the simulations was always chosen to overcome this mesh imprinting. The boundary conditions at the axis and the equator were chosen to be reflective and the outer boundaries were chosen to be continuative. In each case, the simulations were run until the hot gas bubble collapsed or until a final time of 10 Myr was reached. The final time t final , out to which the simulations were run is also catalogued.
The ambient ISM was always chosen to be quiescent with a constant density ρ ism = 0.7 a.m.u. cm −3 , a constant temperature T ism = 8000 K and a constant magnetic field B ism = 2 μG. The simulation domain had a size of 200 × 200 pc. We set up meshes having N zones = 192, 256 and 384. For the run with N zones = 192 zones we initialized the same supernova energy over six and 12 zones. Similarly, for the run with N zones = 256 zones we initialized the same supernova energy over eight and 12 zones. For the run with N zones = 384 zones we initialized the same supernova energy over 12 zones. The runs with N zones = 192 and 256 with 12 initial zones in the SNR correspond to SNRs that are initially a little larger than the other runs and so we make a small allowance for them being marginally more evolved. As a point of reference, we also show the same run without TC on a mesh with N zones = 384 zones where we initialized the same supernova energy over 12 zones. The density in the interior of the SNR was initially fixed at the interstellar density. In each case, 10 51 erg was injected in the zones that were demarcated as initially belonging to the SNR. One-third of that energy was injected as thermal energy with the remaining two-thirds being kinetic. The velocity profile in the SNR was initially set to be linear in the radial coordinate. Radiative cooling from MacDonald & Bailey (1981) was used in all the runs.
Figs 5(a)-(c) show a resolution study for the evolution of the volume of gas with T > 3 × 10 5 , 7.9 × 10 5 and 2.2 × 10 6 K, respectively, as a function of time. We see that past the initial time-step, the volume of hot gas for all the runs that do include TC is convergent at all times. The only small differences we observe arise in Fig. 5 (b) corresponding to T > 7.9 × 10 5 K. The bounces that are observed for times >500 kyr correspond to the collapse of the hot gas bubble, which gets periodically shocked as the interstellar pressure squeezes the hot gas bubble. The temperature of 7.9 × 10 5 K is particularly sensitive because this is also the mean temperature of the hot gas bubble at late epochs. We have carried out a complementary set of simulations carried out at higher densities. These simulations were initialized with a density ρ ism = 5.0 a.m.u. cm −3 , a temperature T ism = 10 000 K and a magnetic field B ism = 6 μG. These runs used a domain 200 pc on a side, with meshes having N zones = 192, 256 and 384. For the run with N zones = 192 zones we initialized the same supernova energy over six and 12 zones. Similarly, for the run with N zones = 256 zones we initialized the same supernova energy over eight and 12 zones. For the run with N zones = 384 zones we initialized the same supernova energy over 12 zones. As a point of reference, we also show the same run without TC on a mesh with N zones = 384 zones where we initialized the same supernova energy over 12 zones. Figs 6(a)-(c) show a resolution study for the evolution of the volume of gas with T > 3 × 10 5 , 7.9 × 10 5 and 2.2 × 10 6 K, respectively, as a function of time. Even for this case we confirm that past the initial time-step, the volume of hot gas for all the runs that do include TC is convergent at all times. As before, the temperature of 7.9 × 10 5 K is particularly sensitive because this is also the mean temperature of the hot gas bubble at late epochs. Since Figs 5 and 6 also include the cases without TC, we see that the exclusion of TC causes the largest departures in the evolution of the hot gas especially for T > 7.9 × 10 5 and 2.2 × 10 6 K. Furthermore, this departure sets in rather early, i.e. within 0.15 and 0.1 Myr for the hottest gas in the low-and high-density runs, respectively. It has been argued, Avillez & Breitschwerdt (2005) , that the turbulent diffusivity of the ISM would disperse the hot gas bubbles of SNRs in less time than TC can operate, making the inclusion of TC inessential. Tilley & Balsara (2006) and Tilley et al. (2006) show otherwise using filling factors and emission maps of simulated SNRs. Here we present an even stronger demonstration. The maximum diameters of the hot gas bubbles in Figs 5 and 6 are ∼120 and 60 pc, respectively. Using measures for the turbulent diffusivity of the ISM, see or Avillez & Mac Low (2002) , we estimate the turbulent diffusivity of the ISM as being a small multiple of 10 26 cm 2 s −1 and we use 2 × 10 26 cm 2 s −1 here. As a result, the hot gas bubbles will undergo turbulent dispersal in a small multiple of the diffusion time. For Figs 5 and 6 the turbulent diffusion time is given by 5.2 and 1.36 Myr, respectively, which is comparable to the lifetimes of the bubbles.
D I S C U S S I O N A N D C O N C L U S I O N S
Obtaining the hot gas filling fractions produced in SNRs is an important scientific problem both in SNR research as well as research into the ISM. The methods for treating anisotropic TC developed in this paper are based on methods that are considered mainstream in the numerical analysis literature. There exists a substantial body of work, see the text by Hunsdorfer & Verwer (2003) , suggesting that these methods are unconditionally stable for all sizes of time-step, independent of the time-step constraints provided by TC. The von Neumann stability analysis presented in Section 2.3.3 also shows that our methods are independent of the parabolic time-step constraints. In a subsequent paper we will use these methods to extract hot gas filling fractions as well as emissivities of high-stage ions from a suite of SNR simulations that probe different interstellar environments.
There also exists a more recent body of literature that deals with the super-time-stepping of the parabolic parts of systems of PDEs (Alexiades, Amiez & Gremaud 1996; Lewis, Masters & Cross 1997; O'Sullivan & Downes 2007) . In such methods, one takes a sequence of time-steps that are designed to cancel off the high-frequency oscillations that would otherwise be generated in a straightforward, time-explicit treatment of parabolic terms. The super-time-stepping methods, therefore, allow one to take time-steps that are somewhat larger than those afforded by a traditional explicit method for treating parabolic terms. However, the body of numerical analysis that has been carried out for . Panels (a)-(c) show a resolution study for the evolution of the volume of gas with T > 3 × 10 5 , 7.9 × 10 5 and 2.2 × 10 6 K, respectively, as a function of time for run L2. these newer methods is substantially smaller and one cannot ensure that these methods are unconditionally stable for all time-step sizes. It is possible that such methods might be applicable to the problem of anisotropic thermal conduction, especially when a flux limiter is present. A thorough study of the viability of super-time-stepping and its applicability to thermal conduction will be the topic of a subsequent paper.
We have presented a numerical formulation of anisotropic TC that correctly accounts for the classical and saturated character of the TC operator. Furthermore, we have introduced a temporally second-order accurate IMEX scheme for the time update of the TC terms in the MHD equations. We have verified our numerical implementation of anisotropic TC with the predicted behaviour for three important test problems. The tests include a study of the growth rates for the Field (1965) thermal instability, anisotropic conduction of a temperature pulse along loops of magnetic field and the CMB expansion of an SNR into a uniform medium. . Panels (a)-(c) show a resolution study for the evolution of the volume of gas with T > 3 × 10 5 , 7.9 × 10 5 and 2.2 × 10 6 K, respectively, as a function of time for run H6.
We have further examined the ability of the numerical formulation to capture the long-term evolution of an SNR expanding into the ISM in a convergence study over a range of ISM densities, temperatures and magnetic field strengths. This ensures that we are accurately tracking the proper physics with adequate resolution. This convergence study might also be helpful in global simulations of the ISM that include TC.
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The amplification factor for the IMEX Heun scheme from Section 2.3.1 is given by λ IMEX Heun (k) = 1 − 2μψ 1 + 2μψ .
The amplification factor for the ASIRK scheme from Section 2. In the previous two equations we have μ = K t x 2 ; ψ = sin 2 (k x/2).
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