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Introduction
Les instruments de mesures des vibrations sont habituellement en contact avec les objets
sur lesquels ils effectuent leur mesure (acce´le´rome`tres, jauges de contraintes...). Ces appareils
ont l’avantage d’eˆtre simples et peu one´reux. Cependant ils ne peuvent eˆtre utilise´s dans de
nombreux cas, pour deux raisons principales : la premie`re raison est que le contact entre l’instru-
ment et l’objet change ne´cessairement le de´placement et la fre´quence caracte´ristique de l’objet
teste´. La deuxie`me vient du fait que la demande industrielle concerne souvent des mesures a`
faire dans des environnements hostiles ou difficiles d’acce`s. De plus, les capteurs par contact
sont difficilement utilisables sur une chaˆıne de production dont la cadence ne´cessite un controˆle
”a` la vole´e ”. L’alternative a` ces capteurs de vibrations avec contact est l’utilisation d’appareils
interfe´rome´triques, qui peuvent eˆtre se´pare´s en deux cate´gories : les premiers en configuration
externe comme les dispositifs de Michelson ou Mach-Zehnder, et les seconds en configuration
de re´troinjection, comme dans le phe´nome`ne de self-mixing. Les premiers pre´sentent un certain
nombres de de´savantages : ils sont chers, encombrants, et ne´cessitent des me´thodes d’alignement
assez lourdes, alors que le self-mixing permet d’atteindre une re´solution moindre, certes, mais
pour un couˆt bien infe´rieur, simplement avec un boˆıtier contenant une diode laser et sa photo-
diode de controˆle. Il existe a` l’heure actuelle des interfe´rome`tres inte´gre´s sur des substrats en
silicium. L’encombrement du dispositif est alors re´duit et il n’y a plus de proble`me d’alignement.
Cependant le dispositif reste couˆteux et il fonctionne essentiellement sur des cibles pre´pare´es
de manie`re a` ame´liorer le rapport signal sur bruit et a` limiter le phe´nome`ne de speckle.
La chapitre I pre´sente la the´orie du self-mixing avec le mode`le de la cavite´ e´quivalente ainsi
que les sous pe´riodicite´s que peut avoir le signal dans certaines conditions.
La majeure partie de notre travail concerne la mesure de de´placement par self-mixing, ce
qui est de´veloppe´ au chapitre II, en montrant l’influence des re´gimes de fonctionnement de la
diode laser. Ce chapitre pre´sente e´galement les autres applications que peut avoir le self-mixing.
Le chapitre III de´taille le mode`le comportemental du self-mixing que nous avons propose´
dans la revue Journal of Quantum Electronics, qui permet de retrouver l’ensemble des signaux
obtenus expe´rimentalement. La connaissance de ce mode`le permet l’utilisation de techniques
de traitement du signal avance´es.
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Le chapitre IV pre´sente la conception d’un capteur de de´placement pour une re´troinjection
optique mode´re´e. Un traitement du signal auto-adaptif permet une mesure du de´placement
quasi temps re´el avec une bonne pre´cision.
Enfin le chapitre V pre´sente la conception d’un capteur de de´placement pour une re´troinjection
optique faible. Le principe du filtrage de Kalman, algorithme utilise´ dans ce cas est tout d’abord
de´veloppe´ et nous donnons une repre´sentation d’e´tat du signal par self-mixing dans le cas ou`
la cible a un de´placement sinusoidal.
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Chapitre I
Introduction a` la the´orie du self-mixing
1 Introduction a` la the´orie du phe´nome`ne de
self-mixing
Lorsqu’une cible est e´claire´e par une diode laser, une faible partie du faisceau laser re´fle´chi est
re´injecte´e dans la cavite´ active du laser. Ce phe´nome`ne, dit de re´injection ou de re´troinjection,
est e´tudie´ depuis longtemps [1][2][3]. En effet, dans de nombreux cas, ce phe´nome`ne est inde´sira-
ble, notamment dans le domaine des te´le´communications, car meˆme si seule une petite partie
de la lumie`re e´mise est re´injecte´e, elle est suffisante pour modifier le comportement spectral
du laser. On a alors recours a` l’utilisation d’un isolateur optique qui a pour but de prote´ger
la source laser de toute re´flexion parasite : les isolateurs sont pre´sents notamment dans tous
les appareils optoe´lectroniques pour les te´le´communications ainsi que dans les lecteurs de CD
et de DVD. Dans le pre´sent chapitre, nous allons montrer en quoi ce phe´nome`ne dit de ”self
mixing ” perturbe la puissance d’e´mission ainsi que le fre´quence d’e´mission du laser. On note
que ce phe´nome`ne apparaˆıt sous diffe´rents noms dans la litte´rature : ” Optical feedback ”[2],
” Optical Feedback interferometry ” [4][5] ”backscatter-modulated laser diode”[6] ”external
optical feedback effect”[1], ou enfin ”active optical feedback”[7].
1.1 Principe du self mixing
Le principe du self mixing est repre´sente´ sur la partie droite de la figure (I.1). Ce dispositif est
comparable a` l’interfe´rome`tre classique de Michelson (a` gauche sur la meˆme figure). Cependant,
le syste`me de mesure par self mixing est simple, peu one´reux et autoaligne´ puisqu’il ne ne´cessite
qu’une diode laser et une photodiode, inclue dans le meˆme boˆıtier ; alors que les composants
optiques de l’interfe´rome´trie traditionnelle (miroirs, isolateurs ...) sont tre`s chers et ne´cessitent
beaucoup de soin dans leur manipulation et leur alignement.
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Fig. I.1 – Analogie interfe´rences de type Michelson /”interfe´rences” par self-mixing.
Fig. I.2 – Sche´ma du boˆıtier comprenant la diode laser (DL) et la photodiode (PD) interne.
La lumie`re e´mise par une diode laser en direction de la cible est re´fle´chie et partiellement
renvoye´e vers le laser. Une partie de l’onde re´fle´chie est re´injecte´e dans la cavite´ active et
interfe`re avec le champ existant dans cette cavite´. Pour que cela fonctionne, il est bien suˆr
ne´cessaire que la cible se situe a` une distance infe´rieure a` la moitie´ de la longueur de cohe´rence du
laser. La photodiode (PD) inte´gre´e au boˆıtier laser (figure I.2), servant habituellement a` asservir
la puissance d’e´mission de la diode laser (DL), est alors mise a` contribution pour de´tecter les
variations de la puissance optique, induites par le phe´nome`ne de self mixing. La puissance de
sortie est ainsi module´e lorsque la cible est en mouvement ou que le courant d’injection de la
diode laser est module´. La principale diffe´rence avec des interfe´rences classiques re´side dans le
fait que les interfe´rences de type self-mixing ont lieu dans un milieu semiconducteur actif (voir
figure I.3) alors que les interfe´rences classiques sont ge´ne´ralement observe´es en espace libre, c’est
a` dire dans un milieu passif. Cette diffe´rence notable se traduit par une forme non sinuso¨ıdale de
la modulation d’intensite´ ge´ne´re´e par les interfe´rences dans le cas du self-mixing, contrairement
aux interfe´rences classiques. L’explication du phe´nome`ne de self mixing ne´cessite d’introduire le
4
CHAPITRE I. INTRODUCTION A` LA THE´ORIE DU SELF-MIXING
mode`le des cavite´s e´quivalentes, c’est a` dire que l’on conside´rera la cavite´ exte´rieure (i.e. l’espace
entre le laser et la cible) comme une cavite´ couple´e a` la cavite´ active du laser. Pour cela, nous
conside´rerons dans un premier temps une diode laser seule, puis une diode laser en pre´sence
d’une cible. On notera que la photodiode est incline´e de quelques degre´s par rapport a` la face
arrie`re du laser afin d’e´viter une re´troinjection du faisceau par re´flexion sur la photodiode.
1.2 La diode laser seule
Le milieu actif d’une diode laser de longueur `, de´limite´ par deux interfaces I1 et I2 peut
eˆtre mode´lise´ comme une cavite´ de Fabry-Perot (figure I.4). Les coefficients de re´flexion en
amplitude du champ e´lectrique sont note´s r′1 , sur l’interface I1 et r2, sur l’interface I2. La
puissance optique qui se propage de I1 vers I2, P1−→2(z) a une expression de la forme :
P1−→2(z) = P1−→2(0) exp (gz − αpz) (I.1)
avec g le gain du milieu actif, et αp le coefficient de pertes principalement dues aux absorp-
tions par porteurs libres.
Fig. I.3 – Diode laser a` double he´te´rojonction. La cavite´ active a une longueur note´e `, un
largeur s, et une e´paisseur d.
La condition d’e´mission d’un laser comporte une condition sur le gain (rapport de la puis-
sance optique sur le courant d’alimentation), lie´e au nombre de porteurs de charges pre´sents
dans la zone active par inversion de population et une condition sur la phase qui de´termine
a` quelle(s) fre´quence(s) le laser e´mettra. Cette condition est donne´e a` partir des champs
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e´lectriques, et non des puissances optiques. Le champ e´lectrique qui se propage de z = 0 a`
z = ` est donc tel que P1−→2(z) ∼ |E1−→2(z)|2. Il a pour expression :
E1−→2(z) = E1−→2(0) exp (−jρz − 1
2
γz) (I.2)
avec ρ le vecteur d’onde et γ, le coefficient d’absorption du milieu actif :
ρ =
2piµe0ν0
c
(I.3)
γ = −g + αp (I.4)
ou` µe0 repre´sente l’indice effectif de re´fraction de phase du milieu actif, ν0 la fre´quence
d’e´mission de la diode laser, c la vitesse de la lumie`re.
Le champ retour, apre`s re´flexion sur l’interface I2 a pour expression :
E2−→1(z) = E2−→1(`) exp (−jρ(`− z) + 1
2
(g − αp)(`− z)) (I.5)
E1−→2(0) et E2−→1(`) sont lie´s par les relations suivantes faisant intervenir les coefficients
de re´flexion :
E1−→2(z = 0) = r′1E2−→1(z = 0) sur l’interface I1 (I.6)
E2−→1(z = `) = r2E1−→2(z = `) sur l’interface I2
Les relations pre´ce´dentes sur les champs e´lectriques donnent la condition d’e´mission (I.7)
de la diode laser sans couplage externe [2] :
r′1r2 exp(−j
4piµe0ν0
c
`+ (gth0 − αp)`) = 1 (I.7)
La re´solution de cette e´quation en module et en phase permet d’acce´der aux expressions :
– du gain seuil sans cible gth0, c’est a` dire le gain a` partir duquel l’e´mission laser sera
possible :
gth0 = αp − 1
`
ln |r′1|.|r2| (I.8)
– des fre´quences optiques autorise´es de la diode laser :
ν0 = q
c
2`µe0
ou` que q est un entier (I.9)
Chaque valeur de q correspond a` une fre´quence distincte, donc un mode longitudinal distinct
de l’e´mission laser.
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Fig. I.4 – Mode´lisation du milieu actif d’une diode laser par une cavite´ de Fabry-Perot.
1.3 La diode laser en pre´sence d’une cible
1.3.1 Mode`le de la cavite´ e´quivalente
Conside´rons maintenant, cette meˆme diode laser en pre´sence d’une cible situe´e a` une distance
`ext de sa face avant. Cet ensemble peut eˆtre interpre´te´ comme l’association d’une cavite´ laser
de type Fabry-Perot de longueur `, avec une cavite´ externe de longueur `ext, association qui
peut eˆtre mode´lise´e par une cavite´ e´quivalente de type Fabry-Perot, de longueur `eq, figure
(I.5)[7].
Fig. I.5 – Mode´lisation du milieu actif d’une diode laser en pre´sence d’une cible par une cavite´
e´quivalente de Fabry-Perot.
Le coefficient req est le coefficient de re´flexion en amplitude de la cavite´ e´quivalente. L’ex-
pression de ce coefficient est de´termine´e graˆce au rapport, sur l’interface situe´e a` la distance
`eq sur la figure (I.5), du champ e´lectrique re´fle´chi Er sur le champ e´lectrique incident Ei . Le
coefficient req de´pend du temps de vol entre le laser et la cible.
Pour le calcul du coefficient req , on ne prendra en compte dans un premier temps qu’un
seul trajet aller retour entre la diode laser et la cible, car le coefficient de re´flexion de la cible
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r3 est suppose´ tre`s faible devant r2 dans ce mode`le simplifie´.
On conside`re une onde plane, se propageant dans le vide selon l’axe z ; son champ e´lectrique
e(t, z) est de la forme :
e(t, z) = A exp[jΦ(t− z
c
)] avec ωF (t− z
c
) =
d(Φ(t− z
c
))
dt
(I.10)
ou` A est l’amplitude de l’onde, Φ, la phase et ωF la pulsation de l’onde en pre´sence de la
cible.
Soient ei(t, z), le champ e´lectrique incident et er(t, z), le champ e´lectrique re´fle´chi par la
cible. En conside´rant la variation de la vitesse de la cible VF ne´gligeable pendant le temps
de vol τD =
2`ext
c
entre la diode laser et la cible, nous pouvons e´crire l’expression des champs
e´lectriques sur les interfaces. Ei est le champ e´lectrique incident, Er1 est le champ e´lectrique
re´fle´chi par l’interface I2 de la diode et Er2 le champ e´lectrique rentrant dans la diode apre`s
avoir e´te´ re´fle´chi par la cible.
Ei = ei(t, 0) = A exp(j
∫ t
0
(ωF (t, 0)dt) (I.11)
Er1 = r2Ei
Er2 = er(t, 0) = t2r3t
′
2 A exp
(
j
[∫ t− τD
2
0
(ωF (t, 0)dt) +
∫ t−τD
t− τD
2
c− VF
c+ VF
ωF (t, 0)dt
])
ou` t2, respectivement t
′
2, est le coefficient de transition sur l’interface I2 de la diode vers le
milieu exte´rieur, resp. du milieu exte´rieur vers la diode laser. La premie`re inte´grale repre´sente
le de´phasage de l’onde duˆ au trajet aller et la seconde inte´grale, le de´phasage de l’onde pour le
trajet retour.
On notera que lors de nos expe´riences, la vitesse de la cible que l’on essaie d’estimer est de
l’ordre, au maximum, de quelques millime`tres par seconde. Le de´calage fre´quentiel, duˆ a` l’effet
Doppler, dont l’expression est rappele´e ci-dessous est donc ne´gligeable :
∆Dopplerν =
2VF
VF + c
ν
ou` ν est la fre´quence d’e´mission du laser.
En tenant compte qu’en incidence normale t2 t
′
2 = 1 - r
2
2, on obtient alors, apre`s de´veloppement
limite´, l’expression du coefficient de re´flexion e´quivalent :
req(t) =
Er
Ei
= r2
[
1 + ζ exp
(
j
[∫ t−τD
t
ωF (t, 0)dt
])]
(I.12)
ou` ζ = (1− r22) r3r2 est un parame`tre de couplage entre la cible et la cavite´ laser (0 < ζ < 1)
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En se plac¸ant dans le cas de faible re´trodiffusion (c’est a` dire que le coefficient de re´flexion
en amplitude de la cible r3 est faible devant celui de la face avant de la diode laser r2), ζ << 1,
nous ne´gligeons les re´flexions multiples dans la cavite´ externe. Le coefficient de re´flexion en
amplitude de la cavite´ e´quivalente s’e´crit alors :
req(t) = ‖req(t)‖ exp(−jΦeq(t)) avec Φeq = ζsin(2piνF τD) et (I.13)
‖req(t)‖ = r2(1 + ζ cos[2piνF τD]) (I.14)
req(t) = r2 (1 + ζ exp [−j2piνF (t)τD(t)])
ou` νF (t) est la fre´quence optique de la diode laser mise en pre´sence de la cible. Le parame`tre
Φeq(t) est l’oppose´ de la phase du coefficient de re´flexion e´quivalent.
La condition d’e´mission laser pour la diode en pre´sence de cible (e´quation I.15) n’est autre que
l’e´quation (I.7) en remplac¸ant les grandeurs de la diode laser seule (spe´cifie´es par l’indice 0) par
celles de la diode e´quivalente (spe´cifie´es par l’indice F pour feedback). Par ailleurs, le coefficient
de re´flexion r2 est remplace´ par le coefficient req de la cavite´ laser e´quivalente.
r′1req exp
(
−j 4piµeFνF
c
`+ (gthF − αp)`
)
= 1 (I.15)
1.3.2 Gain seuil et fre´quences d’e´mission autorise´es
E´crivons en une seule e´quation (I.16), les deux conditions d’e´mission laser pour la diode
e´quivalente, en l’absence et en pre´sence d’une cible, a` savoir les e´quations (I.7) et (I.15)[7][8].
[
‖req
r2
‖ exp((gthF − gth0)`)
]
exp(−j(ΦF − Φ0)) = 1 ou`

ΦF =
4piµeF νF `
c
+ Φeq
Φ0 =
4piµe0ν0`
c
−Φ0 = −ΦF = 2qpi
(I.16)
La re´solution en module de l’e´quation (I.16) donne la valeur seuil du gain d’e´mission du
laser avec la cible : nous en de´duisons les relations de gain (I.17) et de phase (I.18) , ou` gth,
Φ et µe repre´sentent respectivement le gain seuil d’e´mission laser, la phase d’e´mission laser et
l’indice effectif de re´fraction [7].
gthF − gth0 = −ζ
l
cos (2piνF τD) (I.17)
ΦthF − Φth0 = 4pi`
c
(µeFνF − µe0ν0) + ζ sin (2piνF τD) (I.18)
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Cependant, l’indice effectif de re´fraction µe de´pend de la densite´ d’e´lectrons n et de la
fre´quence d’e´mission ν. La diffe´rence de ces deux grandeurs entre la diode avec couplage externe
(nF et νF ) et la diode sans couplage externe (n0 et ν0) est tre`s faible. Nous obtenons l’expression
de la variation, que l’on conside`re line´aire, de l’indice effectif de re´fraction en pre´sence et en
l’absence de cible [2].
∆µe = µeF − µe0 =
(
dµe
dn
)
∆n+
(
dµe
dν
)
∆ν avec
 ∆n = nF − n0∆ν = νF − ν0 (I.19)
En remplac¸ant cette diffe´rence d’indices effectifs de re´fraction dans l’e´quation (I.18) nous
obtenons alors l’e´quation suivante :
ν0
[
dµe
dn
]
∆n+
[(
dµe
dν
)
ν0 + µe0
]
.∆ν + ζ
c
4pi`
sin(2piνF τD) = 0 (I.20)
Maintenant, conside´rons par re´solution analytique l’indice effectif de re´fraction µe sous sa
forme complexe, de telle sorte que le champ e´lectrique e(t, z) de l’onde plane (se propageant
suivant l’axe z, avec un vecteur d’onde k) s’e´crive comme pre´ce´demment :
e(t, z) = A exp(−jkµez) avec
 µe = µ′e − jµ′′ek = 2pi
λ
= 2pi νF
c
(I.21)
De plus, pour une densite´ constante de courant d’injection supe´rieure a` celle du seuil
d’e´mission laser, les densite´s d’e´lectrons sont e´gales a` celles du seuil. Ainsi, pour une faible
variation du gain et de la densite´ d’e´lectrons entre la diode en l’absence et en la pre´sence de
cible, nous pouvons e´crire la relation suivante [2] :
(
dµ′′e
dn
)
= − c
4piν0
.
(
dg
dn
)
= − c
4piν0
.
(
gthF − gth0
nF − n0
)
(I.22)
En introduisant α le facteur d’e´largissement de raie autrement appele´ ”linewidth enhance-
ment factor” ou facteur de Henry, de´fini par la de´rive´e partielle de la partie re´elle de l’indice
effectif de re´fraction par rapport a` sa partie imaginaire, les e´quations (I.22)et (I.20), conduisent
a` la relation suivante entre les fre´quences d’e´mission de la diode laser en l’absence ν0 et en la
pre´sence de cavite´ externe νF :
µe0∆ν − αcgthF − gth0
4pi
+
c
4pi`
ζ sin(2piνF τD) = 0 (I.23)
puis
νF − ν0 + c
4pi`µe0
ζ[sin (2piνF τD) + α cos (2piνF τD)] = 0 (I.24)
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et enfin
νF − ν0 + c
4pi`µe0
ζ
√
1 + α2 sin (2piνF τD + arctanα) = 0 (I.25)
avec α = −
(
∂<(µe)
∂=(µe))
)
= −
(
∂µ′e
∂µ′′e
)
Ou` µe0 = µe0 + ν0
(
dµe
dν
)
repre´sente l’indice effectif de groupe de la diode en l’absence de
cible. En introduisant le parame`tre C de´fini ci-dessous , ou` τ` = µe0
2`
c
est le temps de vol dans la
cavite´ laser, nous obtenons finalement l’expression de la fre´quence d’e´mission laser avec cavite´
externe νF [7].
νF − ν0 + C
2piτD
sin (2piνF τD + arctanα) = 0 (I.26)
avec
C = f
τD
τ`
ζ
√
1 + α2 (I.27)
On remarque que le coefficient de couplage C tient a` la fois compte de la distance de la cible,
a` travers τD et de la quantite´ de lumie`re re´trodiffuse´e par la cible, par l’interme´diaire de ζ
(ζ ' 2, 7e− 2). f repre´sente la fraction de l’onde lumineuse re´troinjecte´e qui est effectivement
couple´e avec le mode lasant (f ' 0, 16) [9].
Ces deux dernie`res relations sont tre`s importantes lorsque l’on s’inte´resse au phe´nome`ne de
self-mixing a` des fins me´trologiques : en effet, elles relient les modifications de fonctionnement
subies par le laser en pre´sence de re´troinjection au de´placement de la cible e´claire´e par le laser.
1.3.3 Etude de la condition de phase
Afin d’e´tudier la condition de phase, on reprend l’e´quation (I.26) en posant :
∆ΦL = νF − ν0 + C
2piτD
sin (2piνF τD + arctanα) (I.28)
La figure (I.6) simule´e avec le logiciel Matlab, illustre trois exemples de comportement
spectral possible de la diode laser en fonction de la valeur du coefficient C. Les fre´quences
optiques possibles sont de´termine´es par la condition ∆ΦL = 0. On observe que pour diffe´rentes
valeurs de C, le nombre de solutions, et donc le nombre de modes possibles, diffe`rent. On observe
de plus que la (ou les) fre´quence(s) d’e´mission avec cible est (sont) de´cale´e(s) par rapport a` la
fre´quence d’e´mission sans cible.
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Fig. I.6 – Conditions de phase (e´quation I.28) pour diffe´rents coefficients C (Simulations avec
le logiciel Matlab) .
1.4 Expression de la puissance d’une diode laser en pre´sence
de re´troinjection
Afin de formuler l’expression de la puissance d’e´mission laser, nous devons partir de l’e´quation
de recombinaison des e´lectrons dans la cavite´ laser en fonction du temps [8][7] :
dn0
dt
=
1
e
dJ
dx
− vgN0g(n0)− n0
τn
(I.29)
ou` n0 est la densite´ d’e´lectrons en exce`s, t le temps, e la charge e´le´mentaire de l’e´lectron,
J la densite´ de courant, vg la vitesse de groupe, N0 la densite´ de photons et τn la dure´e de vie
moyenne des e´lectrons. Cette relation suppose que tous les porteurs sont injecte´s dans la zone
active de la diode laser. Ceci est obtenu graˆce a` une double he´te´rojonction (voir figure I.3).
En conside´rant simultane´ment le cas ou` la diode laser est seule (0 en indice) et en pre´sence
d’une cible (F en indice), en faisant l’hypothe`se qu’elle est alimente´e dans les deux cas par une
densite´ de courant constante J et que son gain est line´aire, nous obtenons le syste`me d’e´quations
suivant :

J
ed
= vgN0
dglin
dx
(nth0 − nnul) + nth0τn
J
ed
= vgNF
dglin
dx
(nthF − nnul) + nthFτn
ou` d repre´sente la largeur de la zone active de la diode laser. La notation th en indice signifie
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qu’il s’agit d’une variable seuil (threshold en anglais) et la notation lin indique que le gain est
suppose´ line´aire. nnul est la densite´ d’e´lectrons permettant d’atteindre le gain nul. A` partir de
ce syste`me et en faisant l’hypothe`se que ∆nth = nthF − nth0 est faible, nous pouvons exprimer
la densite´ de photons en pre´sence d’une cible en fonction de la densite´ de photons en l’absence
de cible :
NF = N0
[
1−∆nth
vg
(
dglin
dn
)− 1
N0τn
vg
(
dglin
dn
)
(nth0 − nnul)
]
(I.30)
que l’on peut aussi e´crire sous la forme :
NF = N0
[
1− ∆nth
nth0 − nnul (1−
1
vg
(
dglin
dn
)
N0τn
)
]
(I.31)
En conside´rant le gain line´aire par rapport a` la densite´ d’e´lectrons [2], il vient :
gthF − gth0
gth0
=
nthF − nth0
nth0 − nnul (I.32)
Maintenant, par l’e´quation (I.17) qui donne le gain de la diode en pre´sence de cible en fonc-
tion du gain de la diode seule, nous pouvons faire intervenir la phase 2piνF τD dans l’expression
de la densite´ de photons (I.30) et en utilisant la relation (I.32) :
NF = N0[1 +m cos(2piνF τD)] avec m =
ζ
gth0`
[
1 +
1
vgN0τn
(
dglin
dn
)] , (I.33)
m e´tant un parame`tre repre´sentant la modulation de la diode laser. Sachant alors que la
puissance d’e´mission laser est proportionnelle a` la densite´ de photons, nous pouvons donner la
relation suivante [7][4] :
P = P0(1 +m cos (2piνF τD)) (I.34)
Nous pouvons remarquer que la puissance optique (e´quation I.34) et la fre´quence optique
(e´quation I.26) de la diode laser mise en pre´sence d’une cible sont de´pendantes de la phase,
faisant notamment intervenir la distance a` la cible par l’interme´diaire de τD. Ainsi, la puissance
et la fre´quence optique de la diode laser seront modifie´es si le courant d’injection est module´
(ν0 varie) ou si la cible est en mouvement (τD est modifie´) ou les deux a` la fois. Cette rela-
tion est donc d’un inte´reˆt majeur lorsque l’on e´tudie le phe´nome`ne de self-mixing a` des fins
me´trologiques, puisqu’elle lie la puissance optique, c’est a` dire le signal auquel nous avons acce`s,
au de´placement de la cible D(t) que l’on chercher a` estimer.
Nous pouvons de´duire de l’e´quation (I.34) qui contient un cosinus, le fait que la puissance
d’e´mission de la diode laser en pre´sence d’une cible posse`de une pseudo-pe´riode. Celle-ci est
mise a` contribution pour les diffe´rentes applications du self-mixing que nous de´taillons ci-apre`s.
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Dans le cas de faible feedback (c’est a` dire qu’il existe une solution unique a` l’e´quation
(I.28), voir figure I.6), on conside`re les trois valeurs pour le parame`tre C (0, 25; 0, 5; 0, 75). Pour
ces trois valeurs, la figure (I.7), trace´e avec le logiciel Matlab, montre la variation the´orique de
la puissance d’e´mission a` la distance moyenne de 2 cm, pour un faible de´placement de la cible
(< 1 µm)qui permet de conside´rer le parame`tre C comme constant. Le parame`tre m de´fini par
l’e´quation (I.33) est line´airement proportionnel au coefficient de re´flexion en amplitude r3 de
la cible, et donc a` C. Ainsi si on prend la valeur m = 2/100 [8][2] pour C = 1, pour les trois
valeurs de C, 0,25 ; 0,5 et 0,75, le parame`tre m prendra les valeurs suivantes : 0 ; 5/1000 ; 1/100
et 1,5/100.
On remarque que l’allure de la pseudo pe´riode de´pend de l’intensite´ du feedback (i.e. de
la valeur du parame`tre C). Pour une valeur de C faible (C= 0, 25), le signal est quasiment
sinusoidal, comme dans le cas des interfe´rences classiques : le couplage avec la cible est faible.
Plus le feedback est e´leve´, et plus la puissance du laser en pre´sence de la cible a une allure en
dents de scie marque´e, l’inclinaison de la dent de scie donnant le sens de de´placement de la
cible, comme nous le verrons ulte´rieurement.
La re´troinjection d’une partie du faisceau laser perturbe la puissance de la diode laser
en fonction de la distance entre le laser et la cible et du coefficient de re´flexion de la cible. Ce
phe´nome`ne, conside´re´ a` l’origine comme parasite, peut donc eˆtre utilise´ a` des fins me´trologiques.
Fig. I.7 – Puissance d’e´mission normalise´e de la diode laser avec cible pour C = 0, 25; 0, 5; 0, 75
(simule´e avec le logiciel Matlab).
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2 Autres particularite´s exploitables du signal
de self-mixing
2.1 Comportement de la diode laser en pre´sence de re´tro-
injections multiples
2.1.1 Le cas des re´flections multiples
Dans le cas d’une re´troinjection optique mode´re´e (C < 4, 6), ce qui peut eˆtre le cas si la
cible est un miroir et si la puissance du laser est peu e´leve´e, il est ne´cessaire de conside´rer les
trajets multiples de l’onde dans la cavite´ externe avant qu’elle n’entre a` nouveau dans la cavite´
laser. C’est a` dire que la condition de monotrajet r3 << r2 que l’on avait jusqu’a` pre´sent, n’est
plus ve´rifie´e. Ainsi une inclinaison de la cible miroir, meˆme le´ge`re (de l’ordre de 1 mrad), par
rapport a` l’axe du faisceau laser a des conse´quences sur le signal (voir figure I.12). Le premie`re
mode´lisation de ce phe´nome`ne a e´te´ re´alise´e par Addy et Palmer [10].
La figure (I.8) montre la puissance d’e´mission du laser en pre´sence d’une cible et cela pour
deux cibles de nature diffe´rente. La figure (I.8-a) repre´sente le signal expe´rimental lorsque la
cible est recouverte d’une reveˆtement re´trore´fle´chissant, c’est a` dire que le faisceau lumineux est
toujours re´e´mis dans la direction d’ou` il vient (figure I.9), alors que la figure (I.8-b) a e´te´ obtenue
exactement dans les meˆmes conditions expe´rimentales, a` l’exception du reveˆtement re´fle´chissant
qui a e´te´ remplace´ par un miroir de mauvaise qualite´. Pour comprendre l’apparition d’un double
pic dans ce dernier cas, il faut conside´rer a` la fois la pre´sence de multiples trajets entre le laser
et la cible et un e´ventuel angle d’inclinaison de la cible par rapport a` l’axe laser-lentille de
collimation [11] :
La condition d’e´mission de la diode laser en pre´sence d’une cible, utilisant le mode`le de la
cavite´ e´quivalente est donne´ par l’e´quation (I.15), que l’on peut e´crire sous la forme :
r′1req exp[(g − αp)`]exp(−iωF τ`) = 1 (I.35)
ou` g est le gain line´aire par unite´ de longueur, αp le coefficient d’absorption par unite´ de
longueur, ` la longueur de la cavite´ active, ωF , la pulsation de l’onde en pre´sence de la cible et
τ` le temps de vol dans la cavite´ laser.
Mais il est ne´cessaire de donner un autre expression du coefficient de re´flexion e´quivalent
req, de manie`re a` rendre compte de l’effet des multiples re´flexions et/ou de l’inclinaison de la
cible :
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Fig. I.8 – Puissance d’e´mission de la diode, pre´sentant le phe´nome`ne de self-mixing en fonction
du temps : (a) La cible est couverte d’un reveˆtement re´trore´fle´chissant. (b) Un miroir a e´te´ colle´
sur la cible : les pics dus au phe´nome`ne de self-mixing se de´doublent.
Fig. I.9 – La re´flexion de la cible est diffe´rente s’il s’agit d’un miroir ou d’un reveˆtement
re´trore´fle´chissant.
req = r2 −
∞∑
p=1
(r2r3)
p−1fp(1− r22)r3 exp(ipωF τD). (I.36)
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ou` r2 et r3 sont respectivement le coefficient de re´flexion de la face avant du laser et de la
surface de la cible (voir figure I.5 ), τD est le temps de vol a` l’exte´rieur de la cavite´, ωF est la
pulsation du laser, p repre´sente le pe`me trajet et fp(1− r22) est le coefficient de couplage sur la
face du laser.
Pour de faibles angles d’inclinaison et en ne conside´rant que les deux premie`res re´flexions
dans la cavite´ externe, req s’e´crit [12][13][14] :
req = r2 − r21 exp (iωF τD)
1− [r2r3 exp(iωF τD)]2 −
r22 exp i(2ωF τD)
1− [r2r3 exp(iωF τD)]2 (I.37)
ou`
r21 = (1− r22)r3f
sin(θtpi)
θtpi
(I.38)
r22 = (1− r22)r2r23f (I.39)
et f est l’efficacite´ du couplage sur la face du laser lorsqu’il est parfaitement aligne´ avec la
cible, θt est l’angle d’inclinaison normalise´ par rapport a` l’angle pour lequel apparaˆıt le premier
de´doublement de pic. L’expression (I.37) peut s’e´crire sous la forme :
req = exp(G− iΦ) (I.40)
En utilisant l’e´quation (I.35) et en se´parant la partie re´elle et la partie imaginaire, on
obtient :
(g − αp)`+ ln(r1) = −G (I.41)
∆ω = ω0 − ω = ω0
2pi
Φ (I.42)
Introduisons maintenant les changements de variables suivants :
y = (g − αp)`+ ln(r1) (I.43)
x = ω0τ
m = ωτ
ou` y est l’e´quivalent du seuil d’e´mission laser, x, le de´phasage duˆ a` la cavite´ externe et donc
variable en fonction de celle-ci, et m, la phase de la lumie`re re´troinjecte´e.
En introduisant la relation (I.43)dans la relation (I.35) et en posant a = 2piθt :
req = r2 − r31exp[i(m+ a)]
1− [r2r3exp(im)]2 −
r32exp(i2m)
1− [r2r3exp(im)]2 (I.44)
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En combinant les e´quations (I.41),(I.43) et (I.44), on obtient :
y = −G(m) (I.45)
x−m = A Φ(m) (I.46)
ou` A = x
2pi
.
Fig. I.10 – Simulation nume´rique du signal de self-mixing en fonction du temps pour diffe´rents
angles d’inclinaison de la cible , en conside´rant que l’onde effectue deux trajets dans la cavite´.
y1 est le seuil d’e´mission normalise´ (y1 =
∆y)
∆ymax
), x, le retard de phase duˆ a` la variation de la
longueur de la cavite´. (a) θt=1/8 (b) θt=2/8 (c) θt=3/8 (d) θt=5/8 .
Pour tracer la figure (I.10), nous avons pris les valeurs des parame`tres suivants r1 = r2 =
0, 565, r3 = 0, 9 et f = 0, 001. Nous observons le meˆme de´doublement de pics que sur la figure
expe´rimentale (I.8). La figure (I.11) montre une simulation de signal de self-mixing la cible e´tant
normale au faisceau laser. L’absence de de´doublement de pics montre l’absence de multitrajets.
2.1.2 L’inclinaison de la cible
La figure (I.12) montre le me´canisme utilise´ pour de´crire l’effet de l’inclinaison du miroir
[10]. Lorsque la cible re´fle´chissante est incline´e, l’image de la sortie de la zone active du laser
forme´e par les premiers faisceaux sortants est de´cale´e. La lumie`re ne sera pas re´injecte´e dans la
cavite´ active, elle est re´fle´chie par la face du laser et parcourt un second trajet dans la cavite´
externe. Le point de re´flexion se trouvant dans le plan focal de la lentille, la seconde image
de l’ouverture co¨ıncide avec l’ouverture elle-meˆme. La longueur effective de la cavite´ est donc
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Fig. I.11 – Simulation nume´rique du signal de self-mixing en fonction du temps sans multitrajet.
(a) pour C = 0, 2, (b) pour C = 0, 9, (c) de´placement de la cible.
Fig. I.12 – Trajet d’un rayon lumineux dans la cavite´ externe, lorsque la cible est le´ge`rement
incline´e.
double´e, l’e´cart entre les modes longitudinaux de la cavite´ est donc diminue´ de moitie´. Les pics
de self-mixing sont aussi double´s.
Le fait que la pe´riodicite´ soit double´e permet d’augmenter la re´solution de la mesure de
de´placement qui est maintenant de λ/4, au lieu de λ/2 dans le cas du signal de self-mixing
simple. Pour cela, il faut que la cible ait une inclinaison d’environ 1 mrad [10] et la puissance
du laser ainsi que la distance a` la cible doivent eˆtre ajuste´ de manie`re a` obtenir un C = 3, 2
[13]. Il peut donc eˆtre inte´ressant d’incliner la cible dans ce but. Ne´anmoins cela constitue une
difficulte´ dans l’utilisation de ce phe´nome`ne s’il faut mesurer cette inclinaison au pre´alable.
2.2 Le phe´nome`ne de self mixing avec une diode multi-
mode
Dans les paragraphes pre´ce´dents, la diode utilise´e est monomode, avec une re´solution de base
dans la mesure de de´placement de λ/2. Mais la demande industrielle va bien au dela` de cette
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limite. C’est pour cela qu’il est inte´ressant d’e´tudier le phe´nome`ne de self-mixing en utilisant
une diode multimode, ce qui pourrait augmenter la re´solution de la mesure de vibrations.
Comme le montrent les expe´riences re´alise´es par le groupe d’optoe´lectronique de l’universite´
de Madrid [15], en pre´sence d’une cible vibrante, la puissance d’e´mission de la diode laser
multimode pre´sente toujours la pe´riodicite´ de λ/2 et une allure qui de´pend de la quantite´ de
lumie`re re´injecte´e. A cela, s’ajoute une sous pe´riodicite´, qui peut eˆtre exploite´e pour augmenter
la re´solution de la mesure de vibration. On peut montrer que cet effet est duˆ a` la coexistence
simultane´e de plusieurs modes laser.
Le montage expe´rimental est pre´sente´ a` la figure (I.13). Il comporte une came´ra CCD de
manie`re a` observer les diffe´rents modes du laser. En reprenant la figure (I.14), obtenue avec
une diode Sanyo DL−5032 − 001 (λ = 830 nm), on voit bien que l’apparition de doubles pics
coincide avec la pre´sence de deux modes oscillants. L’expe´rience a e´te´ renouvele´e avec une diode
Mitsubishi ML725B8F (λ = 1308 nm), les cinq modes oscillants donnent un de´doublement de
la pe´riodicite´ en cinq sous pics. Il existe donc une relation entre le nombre de modes du laser
et l’allure du signal de self mixing.
Fig. I.13 – Montage expe´rimental [15].
Il apparaˆıt alors que les diffe´rents modes coexistent sans interagir : ils se superposent
inde´pendamment. La figure (I.15) est une simulation re´alise´e avec le logiciel Matlab, elle
repre´sente l’enveloppe de la superposition de deux signaux de self-mixing, l’un a` la longueur
d’onde λ1 = 678, 25 nm et l’autre a` la longueur d’onde λ2 = 679, 25 nm. Cela confirme-
rait donc l’hypothe`se selon laquelle chaque mode produit son propre signal de self-mixing,
inde´pendamment de la pre´sence d’autres modes.
Il serait donc inte´ressant d’e´tudier a` notre tour le phe´nome`ne de self-mixing en observant
simultane´ment le spectre d’e´mission de la diode laser a` l’aide d’un analyseur de spectre optique.
Ceci permettrait alors une utilisation de diodes laser bas de gamme dans le visible, ce qui
re´duirait le couˆt de revient du capteur et faciliterait le pointage de l’appareil sur l’objet.
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Fig. I.14 – Puissance d’e´mission et spectre d’e´mission de la diode laser Sanyo DL−5032− 01
en pre´sence d’une cible [15].
Fig. I.15 – Puissance d’e´mission du laser fonctionnant en multimode : λ1 = 678, 25 nm et
λ2 = 679, 25 nm.
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3 Conclusion
Dans ce chapitre, nous avons e´tudie´ la perturbation de la fre´quence et de la puissance
d’e´mission d’une diode laser en pre´sence d’une cible. Ce phe´nome`ne, dit de self-mixing, est
fonction du coefficient de re´flexion de la cible ainsi que de la distance entre le laser et la
cible. Cette dernie`re proprie´te´ permet d’utiliser ce phe´nome`ne a` des fins me´trologiques, comme
nous allons le voir par la suite. Toutefois, nous n’avons montre´ ici qu’un mode`le the´orique
simple du phe´nome`ne. Ce mode`le va se complexifier en introduisant les diffe´rents re´gimes de
fonctionnement de la diode laser, suivant les valeurs prises par le parame`tre C. De plus, les
e´quations de ce mode`le the´orique sont souvent non line´aires, ce qui demande une re´solution
nume´rique ne´cessitant un certain temps de calcul.
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Chapitre II
La mesure de de´placement par
self-mixing
1 Les me´thodes de mesures de de´placements
sans contact
Il existe de nombreux types de capteurs de de´placements permettant des mesures dites non
destructives, c’est a` dire ne de´te´riorant pas la cible sur laquelle elles sont effectue´es. Ceux-ci
sont devenus d’un inte´reˆt majeur dans la mesure de profil ou le positionnement de grande
pre´cision. Des me´thodes optiques sont souvent utilise´es et la plupart du temps des diodes
lasers sont adopte´es comme sources optiques pour leur forte intensite´ lumineuse et leur ca-
racte´ristique de cohe´rence. La mesure de vibrations est souvent re´alise´e par des dispositifs
interfe´rome´triques (configuration Michelson ou Mach-Zender)[16]. Cependant, pour ces types
de syste`mes, l’utilisation de nombreux composants optiques est ne´cessaire, ce qui rend difficile
la re´alisation de capteurs compacts, d’ou` le de´veloppement de capteurs en optique inte´gre´e ;
ne´anmoins, leur couˆt de revient reste e´leve´. Les capteurs de de´placement, base´s sur l’interfe´rence
de ”self-mixing”, offrent en comparaison un syste`me de re´alisation compact et flexible, a` faible
couˆt. Ge´ne´ralement, ceux-ci utilisent des diodes lasers alimente´es par un courant d’injection
constant. De faibles de´placements de la cible suffisent a` modifier significativement la puissance
et la fre´quence optique, comme cela a e´te´ montre´ au chapitre pre´ce´dent. D’autres me´thodes
non intrusives car sans contact sont pre´sente´es dans les paragraphes suivants.
1.1 Les mesures capacitives
Les capteurs capacitifs sont utilise´s commune´ment a` la fois pour des applications scienti-
fiques et industrielles. Leur principe est base´ sur une variation de la capacite´ du condensateur
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correspondant a` la variation du parame`tre physique a` mesurer [17].
Un capteur de de´placement capacitif comprend deux e´lectrodes : une e´lectrode de re´fe´rence
(qui n’est autre que le capteur lui-meˆme) et la cible. La capacite´ e´lectrique du condensateur
ainsi forme´, est alors de´pendante de la disposition relative du capteur par rapport a` la cible et
de la constante die´lectrique du milieu inter e´lectrodes. Dans le cas d’un capteur plan et d’une
cible plane, celle-ci est donne´e par la relation :
Cp(d) = ε0εr
S
d
(II.1)
ou` ε0 = 8.8542 ∗ 10−12F/m−1 repre´sente la constante die´lectrique du vide, εr la constante
die´lectrique du milieu inter e´lectrodes, S la surface de l’e´lectrode mesurande (capteur) et d la
distance a` la cible. Ainsi, la constante die´lectrique du milieu inter e´lectrodes e´tant parfaitement
connue, la mesure capacitive de distance donne t-elle une mesure absolue. Les spe´cifications
exprimant la tension de sortie du capteur en fonction de la distance pre´sentent des zones
line´aires caracte´rise´es par leur sensibilite´. En se plac¸ant sur ces zones, il est donc possible
de faire des mesures d’amplitude de vibrations. Les plages de mesure sont faibles, variant de
quelques dizaines de microme`tres a` quelques centaines de millime`tres. Les bandes passantes les
plus courantes sont de l’ordre de 10 kHz, des valeurs plus e´leve´es peuvent eˆtre atteintes avec
une sensibilite´ de 0,1 µm.
D’autre part, la pre´cision de la mesure de´pend de la connaissance pre´cise de la constante
die´lectrique du milieu inter e´lectrodes. Or celle-ci est de´pendante de plusieurs parame`tres, tels
que la pression, la tempe´rature et l’humidite´, dans le cas de l’air.
En conclusion, les capteurs capacitifs ne donnent des mesures de distance que pour des
objets ayant des proprie´te´s die´lectriques. D’autre part, la mesure capacitive, bien qu’elle soit
absolue, de´pend de parame`tres exte´rieurs pour garantir a` la fois une bonne stabilite´ et une
bonne pre´cision.
1.2 Les mesures inductives
Contrairement aux capteurs capacitifs cite´s pre´ce´demment, les capteurs de distance inductifs
sont peu affecte´s par les facteurs environnementaux.
Les mesures inductives sont re´alise´es dans des milieux magne´tiques ou a` travers des parois
conductrices [17]. La pre´sence d’huile ou de poussie`re dans le milieu n’influence pas la mesure.
Il existe trois types de me´thodes : la mesure de l’induction magne´tique, la mesure des variations
de flux a` l’inte´rieur d’une bobine ou la mesure de la re´luctance d’un circuit magne´tique. La
mesure de l’induction magne´tique est limite´e a` des cibles ferromagne´tiques ; elle utilise une
sonde a` effet Hall ou a` magne´tore´sistance. Cependant, a` la sonde de mesure, il faut ajouter
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un dispositif de magne´tisation. Cette me´thode offre une bande passante e´leve´e, supe´rieure a`
20 kHz. De plus, il est possible d’effectuer des mesures de vitesse, en remplac¸ant la sonde par
une bobine dont la tension sera proportionnelle aux variations de flux. La pre´cision de la mesure
pour ces deux techniques est de l’ordre de 1%.
La troisie`me technique est base´e sur la mesure de la re´luctance du circuit magne´tique re´alise´
par le capteur et la pie`ce a` mesurer. En effet, lorsqu’un capteur inductif est rapproche´ d’une
cible magne´tique, sa re´luctance diminue. Si la pie`ce est simplement conductrice, la re´luctance
augmente. La mesure de la re´luctance est re´alise´e en plac¸ant un ou deux bobinages autour du
circuit magne´tique et en mesurant les variations d’impe´dance a` l’aide d’un circuit alternatif.
Ces variations sont en ge´ne´ral des fonctions hyperboliques de la distance. La plage de mesure
s’e´tend de quelques centie`mes de millime`tres a` 50mm. La pre´cision est de l’ordre de 0,1% sur
toute la gamme. Par contre, il est possible d’obtenir une sensibilite´ de 0,05 µm pour des plages
de mesures de quelques dixie`mes de millime`tre, ainsi qu’une bande passante de 50 kHz.
1.3 Les mesures optiques
La technique de triangulation permet des mesures sur une gamme de 0,1 mm a` 1 m avec
une pre´cision de l’ordre de 0,1% sur toute l’e´tendue de mesure. Il existe des capteurs qui ont
une bande passante de 20 kHz.
L’interfe´rome´trie est a` l’heure actuelle la technique optique la plus utilise´e pour la mesure
pre´cise de de´placements. Cependant, cette technique rend ne´cessaire l’utilisation de nombreux
composants optiques dont l’alignement est de´licat de mise en oeuvre et dont le couˆt reste e´leve´.
D’autre part, ces types de syste`mes sont ge´ne´ralement peu compacts, d’ou` le de´veloppement
de capteurs en optique inte´gre´e. Par exemple, le double interfe´rome`tre inte´gre´ de Michelson
de´veloppe´ par la socie´te´ CSO de Grenoble permet a` la fois de re´duire l’encombrement du
capteur et de re´soudre les proble`mes d’alignement. Ne´anmoins, son prix reste e´leve´ et la mesure
ne peut eˆtre re´alise´e que pour des cibles de type miroir. Les capteurs de de´placement, base´s
sur l’interfe´rence de ”self-mixing”, offrent en comparaison un syste`me de re´alisation compact
et flexible, a` faible couˆt. De plus, le sens de de´placement est directement de´duit de la forme
des signaux, alors qu’il faut un double interfe´rome`tre pour obtenir cette information. Enfin, ce
type de capteur permet de travailler avec des cibles usuelles, meˆme si l’effet speckle limite ses
performances.
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2 Application du phe´nome`ne de self-mixing a`
la mesure de de´placement
2.1 Principe de la de´tection homodyne
L’onde e´mise par le laser en l’absence de cible a une fre´quence note´e ν0. En pre´sence d’une
cible, cette onde est re´fle´chie dans la cavite´ active du laser. Son amplitude et sa phase sont
modifie´s, elle pre´sente maintenant une fre´quence νF . L’onde incidente et l’onde ainsi re´fle´chie
se superposent dans la cavite´ active de la diode laser (voir figure II.1), ce qui cre´e un battement
entre les deux fre´quences. Le photocourant re´sultant de la de´tection a donc la fre´quence νI =
νF − ν0 [18].
Fig. II.1 – Sche´ma de fonctionnement de la de´tection homodyne.
2.2 Pseudo-pe´riodicite´ de la puissance d’e´mission
Dans le chapitre pre´ce´dent, nous avons montre´ que la puissance d’e´mission de la diode laser
admettait une pseudo-pe´riode que nous notons T (voir e´quation I.34), qui peut eˆtre induite soit
par une modulation du courant d’injection soit par un mouvement de la cible. Cette pseudo-
pe´riode est de´finie comme le plus petit intervalle de temps tel que l’e´galite´ de la puissance
d’e´mission avec la cible et de la puissance d’e´mission sans cible ve´rifie´e a` un instant t0, le soit
aussi a` l’instant t0 + T . Cette de´finition implique donc, en reprenant l’expression (I.34) :
νF (to + T )τD(to + T )− νF (to)τD(to) = ±1 (II.2)
Nous pouvons e´crire alors la relation (I.26) en t0 sous la forme :
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Signaux captés
Onde réfléchie par la cible
Oscillateur local
Photodiode
Diode laser
Fréquence du courant
νI = νF − ν0
ν0
νF
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νF (t0)
τD(t0)
τD(t0 + T )
± 1
τD(t0 + T )
=
ν0(t0)
τD(t0)
τD(t0 + T )
± 1
τD(t0 + T )
− τD(t0)
τD(t0 + T )
C
2piτD(t0)
sin[2piτD(t0)νF (t0)± 2pi + arctanα]
(II.3)
En faisant l’hypothe`se d’une faible variation de la distance laser-cible pendant la pseudo-
pe´riode T et donc du parame`tre C, la relation (II.2) permet de simplifier l’e´quation (II.3) :
νF (t0 + T ) =
ν0(t0)
τD(t0)
τD(t0 + T )
± 1
τD(t0 + T )
− C
2piτD(t0 + T )
sin[2piτD(t0 + T )νF (t0 + T )± 2pi + arctanα]
(II.4)
L’e´quation (II.4) est la relation (I.26) prise en t0+T , en posant pour la fre´quence d’e´mission
sans cible en t0 + T la valeur :
ν0(t0 + T ) = ν0(t0)
τD(t0)
τD(t0 + T )
± 1
τD(t0 + T )
(II.5)
Expression que l’on peut aussi e´crire sous la forme [8][4][19] :
ν0(to + T )τD(to + T )− ν0(to)τD(to) = ±1 (II.6)
En utilisant l’expression du temps de vol dans la cavite´ externe τD et le fait que la fre´quence
d’e´mission du laser sans cible ν0 ne varie pas de fac¸on significative au cours de la pseudo-pe´riode
T , nous faisons intervenir la longueur de la cavite´ externe `ext et l’e´quation (II.6) se simplifie.
`ext(to + T )− `ext(to) = ±λ0
2
(II.7)
Cette relation met bien en e´vidence le fait qu’une pseudo-pe´riode de la puissance d’e´mission
correspond a` un de´placement d’une demi-longueur d’onde de la source laser, d’ou` la sensibilite´
the´orique de base du vibrome`tre par self-mixing, qui est donne´e comme s = λ0
2
. Pour une diode
laser e´mettant dans le proche infrarouge, cette sensibilite´ vaut environ 400 nm.
2.3 Montage expe´rimental
Pour valider expe´rimentalement cette proprie´te´, nous avons de´veloppe´ le montage compre-
nant la diode laser et la photodiode dans leur boˆıtier ainsi que son optique de collimation. La
diode laser e´claire une plaque constitue´e d’un mate´riau pie´zoe´lectrique (PZT), connecte´e a` un
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ge´ne´rateur basses fre´quences (voir figures II.2 et II.3). En effet, les mate´riaux pie´zoe´lectriques
ont la proprie´te´ de se charger e´lectriquement lorsqu’ils sont soumis a` une de´formation. Inverse-
ment ils se de´forment si on leur applique une tension, le phe´nome`ne e´tant re´versible.
La plaque constitue´e de ce mate´riau a donc la proprie´te´ de vibrer proportionnellement au
signal e´lectrique qui l’excite. Le PZT est recouvert d’un reveˆtement re´trore´fle´chissant ou d’un
miroir suivant le cas, afin de re´injecter le maximum de lumie`re dans la cavite´ active de la
diode laser et de s’affranchir de l’effet speckle. La cible re´fle´chissante et la diode forment une
cavite´ exte´rieure d’environ 5 cm, dont la longueur est module´e par la vibration du PZT. La
modulation de la puissance d’e´mission du laser est controˆle´e par la photodiode, amplifie´e puis
visualise´e sur un oscilloscope. L’acquisition du signal est re´alise´e a` l’aide du logiciel Labview.
Fig. II.2 – Montage expe´rimental pour la mesure de de´placement.
2.4 Conception e´lectronique
Le circuit e´lectrique (figure II.4) du capteur par self-mixing a e´te´ conc¸u de manie`re a` eˆtre
le moins sensible possible aux perturbations e´lectromagne´tiques exte´rieures. Ce circuit a pour
but de polariser la diode laser et d’amplifier le courant en sortie de la photodiode, en ayant le
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Fig. II.3 – Photographie du montage de self-mixing.
Fig. II.4 – Circuit e´lectrique du capteur par self-mixing. Les valeurs de re´sistances sont in-
dique´es en Ohms et les valeurs des condensateurs en microFarads.
moins de distortion possible, de manie`re a` avoir les pics de self-mixing non bruite´s.
La diode Zener fixe tout d’abord la tension V z = 6, 1V . Le potentiome`tre permet de faire va-
rier le courant d’alimentation de la diode laser (DL) : en effet, une fois la tension Vb de´termine´e,
elle fixe Ve et donc Idl, courant de polarisation de la diode laser. La diode est, de plus, prote´ge´e
par un re´sistance de faible valeur. Seule la composante alternative du signal sortant de la pho-
todiode (PD) est re´cupe´re´e, filtre´e graˆce a` un filtre passe haut et amplifie´e graˆce a` un simple
amplificateur ope´rationnel. La masse du circuit est relie´e au boˆıtier me´tallique dans lequel est
place´ le circuit, de manie`re a` re´aliser un blindage e´lectromagne´tique.
2.5 Etude d’un signal de de´placement
Le dispositif expe´rimental de mesure de de´placement, comporte une diode laser (HL7851G)
alimente´e par un courant constant, e´mettant a` le fre´quence ν0, soit une longueur d’onde
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λ0 = 785 nm et une puissance sans cible constante P0 e´gale a` 25 mW . La cible est un miroir,
place´ a` une distance D variable de la diode laser. Une simulation du mouvement de la cible et
de la fluctuation de la puissance lumineuse avec la cible re´alise´e a` partir des re´sultats the´oriques
du paragraphe (1.4) et du logiciel Matlab est donne´e par la figure (II.5). Cette figure montre
que le passage de la cible a` une distance minimum de la diode laser se traduit par une particu-
larite´, note´e ”H”. Dans la cas ou` la cible a un mouvement harmonique, la pe´riodicite´ de cette
particularite´ donne la fre´quence du mouvement.
Fig. II.5 – Mouvement sinusoidal de la cible the´orique et puissance d’e´mission the´orique de la
diode laser en pre´sence de cette cible.
Fig. II.6 – Capture de l’e´cran de l’oscilloscope : Variation de la puissance du laser en fonction
du temps. Voie 1 : Signal de self mixing. Voie 2 : De´placement de la cible re´el, fre´quence 364
Hz, amplitude 2, 5UA.
Nous remarquons une forme du signal en dents de scie asyme´triques, cette asyme´trie est
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d’autant plus marque´e que la re´troinjection est forte (figure I.7). Lorsque la cible change de
direction de mouvement, le pic en dents de scie change aussi d’inclinaison. Cette inclinaison
caracte´ristique est utilise´e pour retrouver le sens de de´placement de la cible.
La fluctuation re´elle de la puissance e´mise par la diode en fonction du temps est donne´e par
la figure (II.6). Il est possible de de´terminer, a` partir de cette figure, le de´placement de la cible
pendant un temps donne´, en comptant le nombre de pseudo-pe´riodes pendant ce meˆme temps
(voir paragraphe 2.2). Entre les instants T1 et T2, on compte 5 pseudo-pe´riodes, la cible s’est
donc de´place´e de ±5∗λ0/2 = ±1, 96 µm. De plus, comme le montre la figure (II.6), l’orientation
des dents de scie donne le sens de de´placement du signal : entre les instants T1 et T2, la cible
se rapproche du laser, le de´placement est donc de −1, 96 µm.
2.6 L’effet speckle
Bien que les capteurs utilisant le principe du self mixing offrent de nombreux avantages,
comme nous l’avons dit pre´ce´demment, les re´sultats obtenus peuvent eˆtre perturbe´s par un
bruit parasite : le phe´nome`ne de speckle ou granularite´ lie´ a` l’e´tat de surface de l’objet e´tudie´.
Ce speckle apparaˆıt sous la forme de grains alternativement sombres et brillants re´partis dans
l’espace de manie`re ale´atoire. Lorsqu’une cible est e´claire´e par un faisceau laser, une fraction
de la puissance non transmise ou non absorbe´e par la cible est re´trodiffuse´e dans l’espace.
Cette re´trodiffusion pour la majorite´ des mate´riaux usuels, est due a` la combinaison de deux
phe´nome`nes couramment e´tudie´s :
- La re´flexion spe´culaire, qui correspond a` la re´flexion d’un miroir, ge´ne´rant un faisceau d’une
grande directivite´,
- La re´flexion diffusante ou Lambertienne, l’e´nergie lumineuse est uniforme´ment re´partie dans
l’espace (cas du plaˆtre, par exemple). Voir figure (II.7)
Dans une premie`re approximation, une surface rugueuse e´claire´e par un faisceau laser
(lumie`re cohe´rente) peut eˆtre conside´re´e comme un ensemble infini de points e´metteurs de
lumie`re cohe´rente [20]. Duˆ au phe´nome`ne d’interfe´rence, l’intensite´ lumineuse en un point quel-
conque de l’espace de´pend de la diffe´rence de chemin optique entre les faisceaux provenant des
points e´metteurs de cette surface e´claire´e. C’est pourquoi le speckle apparait d’autant plus que
la rugosite´ de la surface est proche de la longueur d’onde du faisceau optique. Il apparaˆıt ainsi
dans l’espace une juxtaposition de petits grains sombres, dont le coefficient de transmission est
nul, et de petits grains brillants dont le coefficient de transmission est proche de l’unite´, comme
le montre la figure (II.8).
La pre´sence de ces grains de speckle re´partis dans l’espace environnant le laser repre´sente
un bruit pour ce dernier et en perturbe le fonctionnement.
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Fig. II.7 – Diagramme de rayonnement d’une surface quelconque e´claire´e par un faisceau laser
[20].
Fig. II.8 – Photographie d’une coupe de grains de speckle.
Fig. II.9 – Signal de self mixing perturbe´ par le speckle.
Ce de´filement des grains se traduit par de fortes modulations de l’enveloppe du signal de
self-mixing, pouvant aller jusqu’a` une perte du signal, comme on peut le voir sur la figure
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(II.9). Dans le cas d’une mesure de de´placement, si le signal disparaˆıt meˆme un court instant, le
comptage de pics est fausse´. La mesure ne sera donc plus valable, car elle est seulement relative,
par rapport a` la position d’origine. Cependant, la dure´e pendant laquelle l’amplitude du signal
est nulle est tre`s re´duite. Par conse´quent le signal de puissance optique peut eˆtre fortement
de´forme´ par la pre´sence de grains de speckle, il reste tout de meˆme envisageable d’exploiter ce
signal pour estimer la vitesse de la cible vise´e [20].
Dans le cas des capteurs utilisant le phe´nome`ne de self mixing pour estimer la position
d’une cible ou le de´placement d’une cible dans l’axe du faisceau laser, le phe´nome`ne de speckle
s’est re´ve´le´ eˆtre un proble`me majeur. Le capteur est en effet positionne´ de sorte que l’axe du
faisceau laser soit perpendiculaire a` la surface de la cible et le de´placement mesure´, s’il existe un
de´placement de la cible par rapport au capteur, est selon l’axe du faisceau laser. Le speckle est
alors un bruit tre`s geˆnant car la forme oblongue des grains de speckle font que, si un grain sombre
est situe´ devant l’ouverture de la diode laser, il y restera et empeˆchera la mesure d’eˆtre re´alise´e.
Pour obtenir une mesure valide il sera alors ne´cessaire de de´placer le capteur late´ralement. Dans
le cas d’un capteur de de´placement longitudinal, si un grain sombre se trouve sur l’entre´e de la
diode au cours du de´placement il existe deux possibilite´s : le de´placement est soit infe´rieur, soit
supe´rieur a` la longueur du grain de speckle. Cependant dans ces deux situations le re´sultat est
identique : la mesure de de´placement est fausse´e, a` cause d’un comptage de pics faux. En effet,
tant qu’un grain sombre de speckle est situe´ sur l’entre´e de la diode laser il n’y a pas de mesure
possible. Pour pallier ce proble`me, si la cible est non pre´pare´e (i.e. e´tat de surface rugueux),
une solution consiste a` asservir le capteur sur un grain lumineux a` l’aide d’un transducteur
pie´zoe´lectrique [21].
3 Influence des re´gimes de fonctionnement de
la diode laser sur le phe´nome`ne de self mixing
Les domaines de fonctionnement d’une diode laser soumise a` une re´troinjection sont classi-
quement se´pare´s en 5 zones. La figure (II.10), donne´e par Tkach et Chraplyvy [22] illustre cette
classification. Chacune des zones est caracte´rise´e par un comportement spectral de la diode
laser (monomode ou multimode, stabilite´). On remarque que ce tableau met en jeu les deux
parame`tres ”distance” et ”fraction de lumie`re re´trodiffuse´e” ζ, ce qui revient a` parame´trer ces
comportements en fonction du coefficient C (dont l’expression est donne´e par la relation I.27).
On notera que cette classification a e´te´ de´termine´e pour une diode laser DFB e´mettant
a` 1,5 µm. Les auteurs pre´cisent cependant qu’elle reste valable pour des diodes laser Fabry
Perot ; dans ce cas, les niveaux des se´parations entre les re´gimes donne´s par l’article changent :
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en l’e´tat actuel de nos connaissances, il ne sera donc pas possible de de´montrer une corre´lation
pre´cise entre la se´paration des re´gimes de Tkach et Chraplyvy et la classification, plus classique,
suivant les valeurs du parame`tres C, meˆme si cette corre´lation est re´alise´e empiriquement [23].
Fig. II.10 – Classification des zones de comportement spectral de la diode laser en pre´sence
d’une cible [22].
Fig. II.11 – Figure extraite de [23]. Les chiffres romains indiquent les re´gimes de fonctionne-
ment de la diode laser, en fonction de la valeur du parame`tre C.
3.1 Zone I - Ou` la diode reste monomode
Pour que la diode laser reste monomode en pre´sence d’une cible, la condition de phase (voir
figure I.6) ne doit donner qu’une seule solution. C’est la configuration que nous avons choisi
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d’e´tudier dans les chapitres pre´ce´dents afin d’introduire le phe´nome`ne physique de manie`re sim-
plifie´e. On obtient cette situation si la de´rive´e de l’expression (I.28) est strictement monotone.
On obtient alors la condition sur le coefficient C bien connue : C < 1 [8]. Ce qui e´quivaut
comme hypothe`se, a` conside´rer une faible re´troinjection, c’est a` dire en reprenant la figure
(I.5), r2 >> r3. Un seul mode d’e´mission du laser, c’est a` dire une seule fre´quence d’e´mission
est possible.
3.2 Zone II - Ou` la diode peut eˆtre multimode
Lorsque C > 1, plusieurs cas peuvent eˆtre observe´s. Dans un premier temps, le nombre de
solutions donne´ par la condition de phase varie de 1 a` 5.
Conside´rons le cas 1 < C < Ca, avec Ca un parame`tre de´termine´ nume´riquement pour que
l’e´quation ait au plus 3 solutions, soit Ca ≈ 4, 7 [24] [25]. On notera que la condition C = Ca
est incluse dans la zone II de´finie par Tkach et Chraplyvy. Ceux-ci ne font pas de distinction
entre le cas ou` trois modes d’e´mission sont possibles et quand cinq modes sont possibles. La
classification suivant les valeurs du parame`tre C est donc plus fine dans ce cas.
Pour 1 < C < 4, 6, deux cas peuvent alors eˆtre observe´s pour les solutions de l’e´quation
(I.28). La diode peut rester monomode ou devenir multimode selon la phase de l’onde retour.
Dans ce cas, ”multimode” signifie que la diode va sauter d’un mode a` l’autre au court du temps,
et non que plusieurs modes sont e´mis simultane´ment.
Les figures (II.12-a) et (II.12-b) illustrent ces deux situations. On observe que sur la figure
(II.12-a), il n’y a qu’une seule solution pour la condition de phase, la diode laser reste donc
monomode dans ce cas. Sur la figure (II.12-b), le coefficient C est inchange´ mais la longueur
de la cavite´ externe a le´ge`rement varie´, modifiant la phase de l’onde retour. On observe cette
fois-ci que la condition de phase donne plusieurs solutions. La diode laser est conside´re´e dans ce
cas multimode. Dans la pratique et apre`s observation expe´rimentale, il n’y a qu’un seul mode
lasant a` la fois sur les trois possibles. La se´lection ne s’effectue pas, comme on pourrait s’y
attendre, par la courbe de gain (gain modal le plus important), mais par la largeur de raie
spectrale de chacun des modes [26]. En effet, dans les zones I et II de la figure (II.10), la largeur
de raie spectrale des modes de la diode laser varie en fonction de la phase et de l’amplitude du
retour optique. Le mode lasant se´lectionne´ est celui qui posse`de la largeur de raie la plus faible.
De la meˆme manie`re, pour 4, 6 < C < 7, 8, l’e´quation (I.26) a alors cinq solutions, la fre´quence
d’e´mission est se´lectionne´e parmi elles.
35
Fig. II.12 – Condition de phase simule´e avec le logiciel Matlab, pour un laser fonctionnant en
zone II :(a) et (b) pour 1 < C < Ca constant et pour deux distances laser-cible diffe´rentes : (a)
1 solution (b) 3 solutions, (c) pour un C > Ca, il existe 5 modes d’e´mission possibles.
3.3 Influence du fonctionnement du laser en zone II sur
le phe´nome`ne de self mixing.
Comme nous l’avons de´ja` vu, pour un feedback faible (i.e. C < 1), la diode laser a un
fonctionnement monomode (zone I). La puissance optique du laser en pre´sence de la cible a
la forme de dents de scie classique. Par contre, pour un feedback moyen (i.e. 1 < C < 4, 7),
la diode laser e´met toujours suivant une seule longueur d’onde parmi celles possibles mais la
fre´quence optique ainsi que la puissance optique pre´sentent alors de l’hyste´re´sis. La solution de
l’e´quation de phase (I.28), dans ce cas, a une ou trois solutions, pour chaque valeur du temps
de vol τD, c’est a` dire pour chaque valeur de la distance D (laser-cible).
Une explication a` ce phe´nome`ne peut eˆtre que tant que la quantite´ de lumie`re re´injecte´e dans
la cavite´ e´tait faible (zone I), le laser pouvait re´pondre a` cette perturbation de manie`re line´aire :
une faible augmentation de la puissance dans cette zone provoque une augmentation de la
taille des pics de self-mixing. Lorsque la quantite´ de lumie`re re´injecte´e devient plus importante
(zone II), la re´ponse du laser ne peut plus eˆtre line´aire : le phe´nome`ne d’hyste´re´sis est le
premier stade de cette perte de line´arite´, qui implique aussi une perte de stabilite´. Il existe
alors plusieurs fre´quences d’e´mission possibles du laser, mais une seule est se´lectionne´e, comme
indique´ pre´ce´demment.
Parmi toutes ces fre´quences d’e´mission possibles (figure II.13), le laser va ”sauter” au point
de retournement, au cours du de´placement de la cible, d’une fre´quence a` une autre, selon que
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Fig. II.13 – Fre´quence d’e´mission du laser normalise´e dans le cas d’un fort feedback (C=4),
simule´e avec le logiciel Matlab. Les fle`ches pleines (resp. en pointille´s) repre´sentent l’e´volution
de fre´quence lorsque la cible se rapproche (resp. s’e´loigne) du laser
Fig. II.14 – Puissance optique the´orique du laser, simule´e avec le logiciel Matlab, en pre´sence
d’une cible en fonction du temps de vol dans la cavite´ τD(a) Dents de scie dans le cas de feedback
faible C=0,75 (b) Dans le cas de fort feedback, pre´sence d’hyste´re´sis C=4.
la distance augmente ou diminue, comme cela est indique´ par les fle`ches sur la figure (II.13). La
puissance d’e´mission du laser e´tant relie´e a` la fre´quence d’e´mission du laser par l’e´quation (I.34),
elle va aussi pre´senter des sauts (figure II.14)[27], ce qui produit le phe´nome`ne d’hyste´re´sis. Le
saut fre´quentiel re´alise´ par le saut de mode, ∆νhys (figure II.13) est donne´ par [10] :
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Fig. II.15 – Puissance optique the´orique du laser dans la cas de fort feedback, simule´e avec le
logiciel Matlab, en fonction du temps de vol dans la cavite´ τD et mouvement de la cible. (a)
La cible s’e´loigne du laser, (b) la cible se rapproche du laser. Dans les deux cas, les fle`ches
montrent l’e´volution de la puissance correspondante.
piτD∆νhys =
√
C2 − 1− arctan
√
C2 − 1 (II.8)
Fig. II.16 – (a) De´placement simule´ de la cible, (b) Puissance d’e´mission du laser the´orique
pour C = 3 et α = 5 en fonction du temps, montrant le phe´nome`ne d’hyste´re´sis, pour un
de´placement de 4× λ/2 creˆte creˆte.
La figure (II.14) correspond au trace´ de l’e´quation (I.34) en fonction de τD, dans le cas
d’une re´troinjection faible puis mode´re´e. Ce dernier cas est repris sur la figure (II.15) : lorsque
38
CHAPITRE II. LA MESURE DE DE´PLACEMENT PAR SELF-MIXING
la cible se rapproche du laser (Fig. II.15-a), les fle`ches repre´sentent l’e´volution physique de la
puissance, telle qu’on peut la voir sur un oscilloscope, de meˆme sur la figure (II.15-b), lorsque la
cible s’e´loigne. On remarquera que les fle`ches, pleines dans un cas et en pointille´s dans l’autre
n’ont pas la meˆme amplitude, ce qui impliquera donc qu’un signal de self-mixing pre´sentant de
l’hyste´re´sis aura ses pics du haut de taille infe´rieure a` ceux du bas.
La figure (II.16) correspond au trace´ the´orique de la puissance d’e´mission pre´sentant de
l’hyste´re´sis en fonction du temps tel qu’on devrait l’obtenir sur l’oscilloscope.
Fig. II.17 – En bleu : Allure du de´placement de la cible. En rouge : Puissance d’e´mission du
laser expe´rimentale, montrant le phe´nome`ne d’hyste´re´sis pour C = 3 environ en fonction du
temps, Fre´quence d’excitation 200Hz, de´placement de 7× λ0/2.
La figure (II.17) obtenue expe´rimentalement a la meˆme allure que la figure the´orique (II.16).
3.4 Zones III, IV et V - Zone de forte re´troinjection
Goldberg et Taylor [24] traitent ensemble les zones III, IV et V, de´finies se´pare´ment par la
suite par Tkach et Chraplyvy [22].
Au dela` de C ' 7, 8, l’e´quation (I.26) a cinq solutions et plus. Meˆme si le crite`re de se´lection
du mode lasant reste inchange´ (largeur de raie spectrale la plus faible), le comportement spectral
devient quant a` lui difficile a` interpre´ter. On peut cependant noter que la zone III correspond
a` une zone de fonctionnement parfaitement monomode pour la diode laser. La largeur de raie
spectrale est dans ce cas tre`s affine´e. On notera cependant que ce comportement correspond
a` une faible plage de re´troinjection (entre -40 et -50dB), ce qui le rend difficile a` observer
expe´rimentalement. Dans la zone IV intervient le re´gime chaotique (ou ”coherence collapse”)
pour lequel la diode laser perd toutes ses proprie´te´s de cohe´rence (largeur de raie spectrale de
plusieurs Gigahertz). Dans l’e´tat actuel des recherches mene´es au laboratoire, il semble que
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dans ce cas, une mesure de de´placement soit encore possible. Enfin, dans la zone V, la diode
redevient tre`s monomode avec un important taux d’extinction des modes late´raux de la cavite´
laser, ainsi qu’une largeur de raie tre`s fine. Cette technique est souvent utilise´e pour obtenir
une source laser monomode stable, mais ne nous concerne pas, dans le cadre de la re´alisation
d’un capteur faible couˆt.
3.4.1 Influence de la forte re´troinjection sur le phe´nome`ne de self
mixing : Le re´gime chaotique.
Lorsque l’on continue a` augmenter la puissance du laser (la cible e´tant recouverte du
reveˆtement re´trore´fle´chissant, afin de re´cupe´rer le maximum de lumie`re) alors que l’on a ob-
tenu le signal de self-mixing, on quitte le phe´nome`ne d’hyste´re´sis pour entrer dans le re´gime de
”coherence collapse” ou re´gime IV [22]. Pour cela, il est ne´cessaire que la face avant du laser,
donnant sur la cible, soit couverte d’un reveˆtement re´trore´fle´chissant.
Comme nous l’avons de´ja` dit, dans la zone III, le laser est monomode : la largeur spectrale
minimale est alors atteinte pour un feedback maximum tel que le laser reste monomode. Au
dela` ce feedback seuil, de nombreux pics apparaissent sur le spectre d’e´mission du laser, ils
correspondent a` l’apparition des modes longitudinaux de la cavite´ externe, que l’on nommera
par la suite XCM (eXtra Cavity Modes) pour plus de commodite´. Il s’agit la` de la transition
entre les re´gimes III et IV.
En l’absence de cible, le laser e´met suivant un des modes longitudinaux (LM pour Longitudi-
nal Mode) possibles de la cavite´ active. En pre´sence d’une forte re´troinjection, de multiples LM
apparaissent sur le spectre, re´sultants de sauts de modes longitudinaux. Ils ont une re´solution
fre´quentielle ∆f = c
2`
ou` c est la ce´le´rite´ de la lumie`re et ` la longueur de la cavite´ active. On
notera que ces sauts de modes semblent eˆtre provoque´s par les fluctuations de la densite´ de
porteurs et de l’indice de re´fraction dues aux battements de XCM aussi pre´sents dans la cavite´
[24].
Ces XCM se situent de part et d’autre des pics correspondant aux fre´quences d’e´mission
du laser seul (i.e. des LM) : ils ont une se´paration fre´quentielle ∆f = c
2D
ou` D la longueur de
la cavite´ externe (figure II.18). Dans le re´gime IV, lorsque le feedback augmente, la puissance
optique e´mise dans le mode principal se re´partit de manie`re de plus en plus uniforme sur les
XCM late´raux. La fre´quence devient de plus en plus instable, elle ”saute” de manie`re ale´atoire
d’un XCM a` l’autre et meˆme d’un groupe de XCM a` l’autre. L’enveloppe du spectre de chaque
groupe de XCM s’e´tale lorsque la re´troinjection augmente.
On sait que pour un laser de largeur spectrale ∆f , la longueur de cohe´rence correspondante
Lc est Lc = c
∆f
. L’e´largissement important de la largeur spectrale implique donc une forte
40
CHAPITRE II. LA MESURE DE DE´PLACEMENT PAR SELF-MIXING
Fig. II.18 – Sche´ma du spectre d’e´mission d’un laser ope´rant (a) sans re´troinjection, (b) en
pre´sence d’une faible re´troinjection, (c) en pre´sence de forte re´troinjection. D est la longueur
de la cavite´ externe, `, la longueur de la cavite´ active.
diminution de la longueur de cohe´rence. Elle peut passer de 10 m sans feedback a` 10 mm avec
une re´troinjection importante. Ce phe´nome`ne de perte de cohe´rence ou coherence collapse est
interpre´te´ comme e´tant un phe´nome`ne chaotique. Les e´quations d’e´tat de´crivant le comporte-
ment du laser en pre´sence de re´troinjection optique ont e´te´ donne´es en premier lieu par Lang et
Kobayashi [1]. Pour rendre compte au plus juste du comportement de la diode laser des re´gimes
de II a` V, il est ne´cessaire de conside´rer l’inte´gralite´ de ces e´quations [23] [28].
Si E(t) est le champ e´lectrique complexe, il s’e´crit E(t) = E0(t)exp(j(ω0t+Φ(t))) ou` E0(t)
est le module et Φ(t) la phase. ω0 est la pulsation du laser seul. La premie`re e´quation (II.9)
donne l’e´volution du module du champ e´lectrique. Elle se compose de l’e´volution du champ
classique additionne´e a` un terme comprenant ζ correspondant a` la re´troinjection.
d
dt
E0(t) =
1
2
(G(n,E20)−
1
τp
)E0(t) +
ζ
τ`
E0(t− τ) cos(ω0τ +∆(t)) + R
2VcEo(t)
(II.9)
La deuxie`me e´quation (II.10) donne l’e´volution de la phase du champ e´lectrique.
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c/(2D)
c/(2`)
ddt
Φ(t) =
1
2
αGN(n− nth0)− 1
τp
)
E0(t− τ)
E0(t)
sin(ω0τ +∆(t)) (II.10)
La troisie`me e´quation (II.11) donne l’e´volution traditionnelle de la densite´ moyenne de
porteurs dans la cavite´ active n(t).
d
dt
n(t) = J − n(t)
τs
−G(n,E20)E20(t)ou` ∆(t) = Φ(t)− Φ(t− τ) (II.11)
ou` ∆(t) est le retard de phase duˆ au temps de vol dans la cavite´ externe τ . Le gain modal
par unite´ de temps est :
G(n,E20) = Gn(n− n0)(1− εΓE20) (II.12)
ou` Gn est le coefficient de gain modal, n0 la densite´ de porteurs en conside´rant le milieu
transparent, ε le coefficient de compression du gain non line´aire et Γ, le facteur de confinement.
nth0 est la densite´ seuil de porteurs du laser seul, τp est la dure´e de vie du photon, τ` est le
temps de vol dans la cavite´, τs est la dure´e de vie des porteurs, J le terme de pompage, R =
nsp
τp
est le taux d’e´mission spontane´e dans la mode lasant, avec nsp, le facteur d’e´mission spontane´e.
Le premier mode`le rigoureux de´crivant la stabilite´ dynamique de diodes laser en pre´sence
d’une re´troinjection quelconque, est donne´ par Tromborg et Olesen [29], dont on peut conside´rer
que la the´orie de Zorabedian [30] est une approximation du premier ordre [31]. Le re´gime de
coherence collapse est la re´sultante de la compe´tition entre modes ayant un minimum de largeur
spectrale et le gain seuil minimum [32]. Pour re´soudre les e´quations de (II.9) a` (II.11) en re´gime
IV, il est ne´cessaire d’avoir les conditions aux limites E0(0), Φ0(0) et N0(0) mais aussi E0(t),
Φ0(t) ∀t ∈ {0,−τ}. Cette dernie`re condition implique que le syste`me a un nombre de solutions
infinies : en effet, l’e´volution temporelle de´pend de fac¸on notable des valeurs initiales E0 et Φ0
sur un intervalle de temps continu, c’est a` dire un nombre de points infinis. Un tel phe´nome`ne,
sensible aux conditions initiales est e´tudie´ par la the´orie du chaos [33].
3.4.2 L’entre´e dans le phe´nome`ne chaotique.
Comme on l’a vu pre´ce´demment, le spectre d’e´mission du laser en pre´sence d’une cible
montre plusieurs pics de re´sonance correspondant aux XCM. Ces pics sont se´pare´s en fre´quence
par l’inverse du temps de vol dans la cavite´. Ce sont les pics les plus proches de la fre´quence
d’e´mission du laser seul qui sont les moins amortis. Lorsque l’une de ces re´sonances devient
non amortie, ce qui correspond a` une bifurcation de Hopf, on entre en re´gime chaotique. La
solution calcule´e du syste`me d’e´quations (II.9)-II.11) donne un ”attracteur” dit e´trange. Cet
”attracteur” repre´sente le comportement vers lequel le syste`me est attire´, quelques soient les
conditions initiales. Le phe´nome`ne de coherence collapse est donc re´gi par certaines lois, il ne
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s’agit d’un de´sordre anarchique, comme on pourrait le croire a` premie`re vue, qui ne de´pend
que de la quantite´ de lumie`re re´injecte´e. D’ailleurs ceci est confirme´ par la figure (II.19). Ce
re´gime n’est pas un bruit, il est de´terministe, du moment ou` l’on conside`re les fluctuations
quantiques ne´gligeables [34]. Cette figure montre l’allure du de´placement de la cible ainsi que
la puissance optique en re´gime de coherence collapse. On remarque que les deux signaux ont la
meˆme fre´quence. On montre expe´rimentalement que si on augmente l’amplitude du de´placement
de la cible, l’amplitude de la puissance optique augmente e´galement.
Fig. II.19 – En bleu : Allure du de´placement de la cible. En rouge : Puissance optique en re´gime
de coherence collapse.
4 Autres applications du phe´nome`ne de self-
mixing
4.1 Autres mesures de de´placements
De nombreuses me´thodes ont de´ja` e´te´ propose´es dans la litte´rature afin d’ame´liorer la
re´solution de base du signal de self-mixing, soit une demi longueur d’onde par dent de scie.
Une fac¸on de proce´der peut eˆtre de moduler le chemin optique du capteur par self-mixing,
ce qui modifierait le temps de vol dans la cavite´ externe. Pour cela, un modulateur e´lectro-
optique en cristal de niobate de lithium LiNbO3 peut jouer le roˆle de modulateur de phase [35].
The´oriquement, N signaux de self-mixing espace´s de 2pi/N et e´chantillonne´s a` haute fre´quence
permettent de reconstruire un de´placement avec une re´solution cette fois de λ/2N . Un tel
capteur pilote´ par une carte DSP a permis d’obtenir une re´solution de λ/10 avec 5 signaux
de´cale´s en phase.
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Un mesure de de´placement peut eˆtre extraite des signaux a` la fois en re´troinjection faible et
mode´re´e [36] [37]. L’algorithme utilise´ est base´ sur la relation exacte existant entre la variation
de puissance optique et le de´placement. En posant, F = ∆P/∆P0 = cos(2piνcτD) comme la
puissance optique normalise´e, les relations (II.13) permettent d’extraire le de´placement D(t)
de la puissance optique expe´rimentale en inversant la relation (I.34).
(
dF
dt
).(
dD
dt
) < 0 : ∆D(t) =
1
2k
{arccos(F (t)) + C√
1 + α2
[αF (t) +
√
1− F (t)2] +m.2pi}
(
dF
dt
).(
dD
dt
) > 0 : ∆D(t) =
1
2k
{− arccos(F (t)) + C√
1 + α2
[αF (t)−
√
1− F (t)2] + (m+ 1).2pi}
(II.13)
ou` k est le nombre d’onde etm un entier. Cette me´thode ne´cessite de de´terminer auparavant
deux parame`tres :
– Le facteur C est estime´ a` partir du temps de monte´e et du temps de descente d’un pic
du signal de self-mixing. En effet, la valeur C pour C > 1 de´pend de la forme de la dent
de scie. Ceci doit eˆtre re´alise´ par un calibrage se´pare´.
– α, le facteur d’e´largissement de raie est e´value´ par un autre calibrage se´pare´, en effectuant
des mesures sur la diode module´e en courant.
Ce capteur a e´te´ utilise´ comme outil de diagnostic pour caracte´riser des microsyste`mes tels les
MEMS et les MOEMS [38]. Une autre me´thode permet d’obtenir une re´solution de λ/12, sans
de´termination de parame`tre pre´alable. Il s’agit de line´ariser la puissance optique normalise´e,
qui est approxime´e par des dents de scie ide´ales [39].
Des me´thodes bien plus e´labore´es ont e´merge´ au milieux des anne´es 90. Un laser He-Ne a`
deux modes stabilise´s en fre´quence est utilise´ : le mode polarise´ horizontalement est le faisceau
de re´fe´rence, alors que le mode polarise´ verticalement e´claire une cible excite´e par un haut
parleur [40]. Ces modes sont se´pare´s par un polariseur. Le signal de la photodiode externe est
e´chantillonne´ et amplifie´ par un oscilloscope. Un autre capteur a e´te´ re´alise´ avec une paire de
diodes lasers [41], chacune avec sa cavite´ externe. La premie`re est utilise´e comme re´fe´rence
alors que la deuxie`me est perturbe´e par le de´placement de la cible. Un compteur ainsi qu’un
analyseur de spectre permettent de compter les battements de fre´quence et visualiser le spectre.
Le de´placement reconstruit a une re´solution de 5 nm. En 2005, un nouveau montage utilise un
laser He-Ne (λ = 632,8 nm) et l’effet Zeeman (effet selon lequel les raies spectrales d’une
source de lumie`re soumise a` un champ magne´tique posse`dent plusieurs composantes, chacune
d’elles pre´sentant une certaine polarisation) permet d’obtenir une re´solution de λ/12 soit 53 nm
[42]. L’anne´e suivante, un laser He-Ne utilisant cette fois un cristal birefringent pour mesurer
des de´placements lors des tre`s fortes re´troinjections optiques [43] atteint une re´solution de
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160 nm. On est dans cette configuration, par exemple, lorsqu’il est ne´cessaire de mesurer les
de´placements de surfaces tre`s planes dont la re´flectivite´ est de l’ordre de 90%.
Un interfe´rome`tre de Michelson a` deux bras a e´te´ re´alise´, de manie`re a` mesurer des de´place-
ments line´aires avec une re´solution infe´rieure a` la longueur d’onde du laser, en conservant la
direction de de´placement de la cible [44]. Pour cela, les deux bras doivent eˆtre soumis a` la
re´troinjection.
Une nouvelle technique microsyste`me consiste a` utiliser une cavite´ externe tre`s petite (de
l’ordre de 3 a` 10 µm) de manie`re a` limiter les pertes par diffraction et rendre le capteur plus
simple a` re´aliser puisque sans lentille de collimation [45]. Ce capteur optimise´ pour C = 0, 5
permet d’atteindre une re´solution de 0,1 nm.
L’ensemble de ces techniques ne´cessitent de nombreux et couˆteux composants optiques
externes (objectifs de microscopes, miroirs, isolateurs, polariseurs ...) qui enle`vent au self-mixing
son inte´reˆt, notamment duˆ a` sa simplicite´ de mise en oeuvre.
Les VCSEL, diodes laser a` e´mission verticale pre´sentant de nombreux avantages (faible
courant de seuil, polarisation quasiment circulaire du faisceau, monomode longitudinal) peuvent
e´galement eˆtre utilise´es pour re´aliser un capteur par self-mixing [46] . Un le´ger angle entre le
faisceau laser et la normale a` la cible favorise les re´flexions multiples du faisceau avant de
re´entrer dans la cavite´ laser et permet dans ce cas la` aussi de doubler et meˆme de tripler les
pics de self-mixing. Pour une longueur d’onde d’e´mission d’un VCSEL a` 850 nm, la re´solution
ainsi obtenue est de l’ordre de λ/6 (en inclinant la cible de manie`re a` tripler les pics) soit
142 nm.
4.2 Mesures de vibrations
Le premier vibrome`tre utilisant le principe du self-mixing a e´te´ re´alise´ en 1996 [47]. Ce
sont ses faibles dimensions ainsi que son faible couˆt qui le rendent attrayant. Les principaux
avantages d’un tel vibrome`tre sont les suivants :
– il n’y a pas d’alignement optique a` re´aliser,
– il n’y a pas de modulation optique,
– il pre´sente une grande sensibilite´, une large bande passante ainsi qu’une grande dynamique
(jusqu’a`, respectivement 70 kHZ et 100 dB, [48])
– il fonctionne meˆme sur des surfaces rugueuses.
Un vibrome`tre par self-mixing permet e´galement de mesurer les vibrations basses fre´quences
de surfaces ayant une faible re´flectivite´. Le capteur a e´te´ applique´ pour la premie`re fois a`
l’analyse vibratoire : la re´sonance d’une mince plaque de me´tal a e´te´ de´termine´e avec une
pre´cision de 0, 2 Hz [49].
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Le vibrome`tre de´veloppe´ dans [47] permet de mesurer les vibrations d’a` peu pre`s toutes les
surfaces dans une bande passante allant de 0,1 a` 70 kHz avec une amplitude maximale pic a`
pic de 180 µm.
Un algorithme spe´cifique a e´te´ de´veloppe´ afin de suivre les variations de vitesse de la cible
en analysant en temps re´el le signal du vibrome`tre par self-mixing. En effet, ce signal peut
eˆtre tre`s perturbe´ par le speckle ge´ne´re´ par des cibles non coope´ratives. Cet algorithme est
donc re´alise´ afin de permettre l’utilisation d’un tel capteur dans des conditions industrielles,
lorsque le pre´-traitement de la cible n’est pas possible, par exemple dans l’industrie du bois et
la me´tallurgie [50].
Enfin un article de 2004 pre´sente un e´tat de l’art de la ve´locime´trie et de la vibrome´trie
par self-mixing [51]. Cette technique permet de mesurer la vitesse et les vibrations de cibles
solides avec les avantages cite´s pre´ce´demment avec des re´sultats comparables a` ceux donne´es
par la ve´locime´trie laser Doppler conventionnelle (ou LDV pour Laser Doppler Velocimetry).
La me´thode d’analyse du signal est identique a` celle utilise´e en LDV. Il est alors possible de
mesurer des vibrations avec une pre´cision de 5 nm, meˆme en pre´sence de speckle. Ce vibrome`tre
a e´te´ utilise´ pour caracte´riser des transducteurs pie´zoe´lectriques.
4.3 Mesures de vitesses
La mesure de vitesses est un proble`me cle´ du monde industriel, notamment dans l’ae´ronautique,
l’automobile et la me´tallurgie. Le besoin industriel est croissant en matie`re de la mesure de vi-
tesses de cibles e´loigne´es (car difficiles d’acce`s) et fortement non coope´rative, ainsi que la mesure
sans contact en ligne dans un proce´de´ de fabrication. De telles mesures sans contact peuvent
eˆtre re´alise´es par ultrasons ou par micro-ondes mais ces deux me´thodes ont une pre´cision spa-
tiale trop faible, ce qui rend les techniques optoe´lectroniques attrayantes. La LDV est quant a`
elle une me´thode tre`s pre´cise de mesures de vitesses de surface mais elle demande une grande
stabilite´ a` la fois e´lectrique et me´canique et son couˆt e´leve´ ne permet pas de multiplier les
mesures en multipliant les capteurs.
4.3.1 Rappel sur l’effet Doppler
Le principe de base sur lequel repose le capteur est l’effet Doppler-Fizeau. Cet effet a e´te´
de´couvert dans les anne´es 1840 par C. Doppler (physicien autrichien) pour les ondes sonores
et e´tendu au domaine des ondes lumineuses en 1848 par H. Fizeau (physicien franc¸ais). Cet
effet correspond a` la variation de la longueur d’onde de la radiation e´mise par une source qui
re´sulte du mouvement relatif de la source par rapport a` l’observateur. Dans le cas pre´sent, c’est
le mouvement relatif de la cible re´fle´chissante par rapport a` la source (la diode laser) qui est
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a` l’origine de l’effet Doppler. Dans la figure (II.20), les deux syste`mes d’ondes repre´sente´es se
de´placent dans le sens suivant : du point B (resp. B’) vers le point A (resp. A’).
Fig. II.20 – Illustration de l’effet Doppler.
∆t =
λF
c− VF =
λ′F
c+ VF
(II.14)
La relation (II.14) permet d’e´crire l’expression d’un intervalle de temps, ∆t, pendant lequel
une onde de longueur d’onde, λ (resp. λ′), se de´place d’un point B (resp. B’) a` un point A (resp.
A’). Les deux expressions relient les grandeurs physiques ce´le´rite´ de la lumie`re c, et vitesse de
la cible, VF , a` la longueur d’onde λ, de l’onde conside´re´e.
La relation (II.15) exprime la variation de fre´quence ∆νF de l’onde optique e´mise par une
source e´clairant une cible en mouvement relatif a` la vitesse VF , (voir figure II.20). Pour obtenir
cette expression de la variation de fre´quence induite par le de´placement de la cible, il faut
conside´rer l’onde e´mise par la diode laser, de longueur d’onde λF avant re´flexion sur la cible et de
longueur d’onde λ′F apre`s re´flexion sur la cible. En utilisant les relations λν = c et ν
′
F = νF+∆νF
ou` ν correspond a` la fre´quence de l’onde concerne´e, il est possible d’obtenir l’expression (II.15) a`
partir de l’expression (II.14). Pour cela il convient de de´velopper l’expression de λ′F en fonction
de νF et de la variation de fre´quence ∆νF .
∆νF = − 2VF
c+ VF
νF (II.15)
Le relation (II.15) peut e´galement s’e´crire :
FD =
2VF
λ
(II.16)
ou` FD est la fre´quence Doppler qui correspond a` la fre´quence des dents de scie du signal de
self-mixing.
En fait, la ve´locime´trie a e´te´ la premie`re utilisation du self-mixing : le faisceau re´fle´chi par la
cible mouvante a d’abord subi le de´calage fre´quentiel duˆ a` l’effet Doppler avant d’eˆtre me´lange´
dans la cavite´. Les premie`res de´monstrations ont e´te´ re´alise´es avec des lasers a` gaz He − Ne
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[52] ou CO2 [53], mais ces sources ne permettent de de´tecter la fre´quence Doppler que sur une
plage de fre´quence re´duite. Il a fallu attendre le milieu des anne´es 80 [54] pour que les diodes
laser soient utilise´es : dans le cas des faibles re´troinjections, la fre´quence Doppler peut eˆtre
observe´e avec un analyseur de spectre alors que pour une re´troinjection mode´re´e, la pente des
dents de scie permet de connaˆıtre le sens de de´placement. Re´cemment, les VCSEL (diodes laser
a` e´mission verticale) ont e´te´ e´tudie´s pour la ve´locime´trie, fonctionnant autour de leur point
de polarisation [55]. La rapport signal sur bruit de ces derniers augmente dans leur re´gime de
fonctionnement bistable mais le signal ne pre´sente plus de dents de scie mais une forme carre´e,
qui ne permet pas de de´terminer le sens de mouvement de la cible.
4.3.2 Mesures de vitesse de cible tournante
Le ve´locime`tre par self-mixing peut e´galement mesurer des vitesses qui ne sont pas dans
l’axe du faisceau laser. La fre´quence Doppler est alors donne´e par la relation :
FD =
2VF
λ
cos(θ) (II.17)
ou` VF est le module du vecteur vitesse qui a un angle de θ par rapport a` l’axe du faisceau
laser. Cette fre´quence Doppler peut eˆtre obtenue tre`s facilement en faisant une transforme´e de
Fourier rapide (FFT) temps re´el du signal de self-mixing. Cependant, cette mesure est fortement
perturbe´e lorsque la surface cible est rugueuse : un algorithme auto-re´gressif d’ordre 2 est alors
applique´ au signal, la re´solution est ainsi ame´liore´e d’un facteur 10 [56].
4.3.3 Ve´locime´trie speckle
L’effet speckle est habituellement conside´re´ comme un bruit a` e´viter (voir paragraphe 2.6). Il
est ici utilise´ afin de mesurer la vitesse de cibles rugueuses dont la vitesse est perpendiculaire au
faisceau laser. Le principe est le suivant : le faisceau laser e´claire la surface perpendiculairement
de manie`re a` minimizer l’effet Doppler. Lorsque cette surface a un mouvement de translation
, une partie du faisceau est re´injecte´e dans la cavite´. L’effet speckle va alors provoquer des
variations ale´atoires de la puissance optique. Une relation line´aire entre l’autocorre´lation du
signal de speckle provenant du ve´locime`tre par self-mixing et la vitesse d’une surface rugueuse
a e´te´ de´montre´e [57]. Un tel capteur a e´te´ utilise´ par exemple, pour caracte´riser la rugosite´ de
surfaces et les classifier graˆce a` un re´seau de neurones [58].
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4.4 Mesures me´dicales
Les multiples avantages du self-mixing de´veloppe´s pre´ce´demment permettent d’utiliser ce
phe´nome`ne pour des applications me´dicales, notamment l’absence de contact, l’accessibilite´ a`
des points de mesure e´loigne´s et la compacite´ du capteur. Plusieurs domaines me´dicaux ont e´te´
explore´s :
– Mesure de la vitesse du flux sanguin dans les arte`res. En effet la ve´locime´trie du sang
inte´resse les chercheurs e´tudiant par l’exemple l’angioplasty coronarienne et l’arte´rio-
scle´rose. Le capteur est alors comple´te´ par une fibre optique qui est place´e dans le vaisseau
sanguin au moyen d’un cathe´ter. Le faisceau lumineux pe´ne`tre alors dans le flux sanguin et
une partie de celui-ci est re´trodiffuse´ par les cellules sanguines, sa fre´quence subissant un
de´calage Doppler puis mixe´ dans la cavite´ laser avec la fre´quence originale. Un tel capteur
a e´te´ utilise´ notamment pour mesurer la vitesse du flux sanguin dans l’arte`re pulmonaire
d’un cochon [59]. Des telles mesures re´alise´es le long d’un meˆme canal sanguin peuvent
de´montrer la pre´sence d’une diminution anormale d’un vaisseau.
– Mesure de la vitesse du sang dans un capillaire sanguin. Cela inte´resse les spe´cialistes
des maladies cardiovasculaires. Depuis les anne´es 60, de nombreuses me´thodes ont e´te´
explore´es afin de mesurer la vitesse de globules rouges, cependant leur bande passante de
l’ordre de 3 Hz ne permet pas de mesurer les flux d’animaux ayant un rythme cardiaque
e´leve´. Un ve´locime`tre par self-mixing semblable a` celui du paragraphe pre´ce´dent a e´te´
utilise´ afin de mesurer le flux sanguin chez un agneau [60]. Cette me´thode ne´cessite de
fixer la fibre optique sur la peau avec un angle pre´cis de 30˚ par exemple, de manie`re a`
calculer la vitesse graˆce a` la relation (II.17).
– Mesure du flux sanguin a` travers la peau. Une me´thode de ve´locime´trie du sang sans
contact a e´te´ re´alise´e graˆce a` un boˆıtier comprenant une diode laser et sa photodiode de
controˆle ainsi qu’une optique de focalisation. En effet, une relation line´aire entre l’auto-
correlation du signal de self-mixing perturbe´ par le speckle et la vitesse du flux sanguin
humain mesure´ au bout du doigt [61]a e´te´ montre´e.
– De´tection des vibrations musculaires. Les mesures de vibrations musculaires (ou MMG
pour Me´chanomyographie) sont utilise´es en me´decine du sport afin de diagnostiquer les
maladies neuromusculaires et le vieillissement de la structure du muscle [62].
4.5 Mesures de distance absolue
Contrairement aux autres capteurs par self-mixing pre´sente´s jusque la`, il est ne´cessaire de
moduler le courant d’injection de la source laser par un signal triangulaire afin de mesurer de
manie`re simple des distances absolues. Ce n’est plus la longueur de la cavite´ externe (laser -
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cible) qui est modifie´e mais la longueur de la cavite´ active de la diode laser, ce qui revient a`
modifier la cavite´ Fabry-Perot e´quivalente.
Le premier capteur a e´te´ ainsi re´alise´ par Beheim et Fritsch en 1986, avec une erreur de
15 mm sur 1,5 m [63]. En 1998, une ame´lioration a e´te´ porte´e graˆce a` une diode laser Fabry-
Perot LD64110N, module´e a` 36 GHz sans saut de mode avec une re´solution de 4 mm pour une
distance mesure´e de 3 m [64].
5 Conclusion
Nous avons montre´ dans ce chapitre que le signal de self-mixing, qui e´tait auparavant
conside´re´ comme un phe´nome`ne parasite peut eˆtre utilise´ pour mesurer des de´placements de
cible, avec une re´solution de base e´gale a` une demie longueur d’onde du laser utilise´. Les
diffe´rents re´gimes de fonctionnement de la diode laser suivant la quantite´ de lumie`re qui est
re´injecte´e dans la cavite´ ont e´te´ de´taille´ : il en resort que le signal de self-mixing aura deux formes
principales, suivant que la re´troinjection est faible (C < 1) ou mode´re´e (C > 1 avec apparition
de l’hyste´re´sis). Le traitement de ces deux signaux se feront se´pare´ment. La re´solution de base
du capteur peut eˆtre augmente´e en inclinant la cible de manie`re a` avoir un de´doublement de pics
ou en utilisant une diode multimode, pour laquelle les pics se de´doubleront suivant le nombre
de modes en compe´tition. Nous avons e´galement de´taille´ un certain nombre de me´thodes de la
litte´rature, pre´sentant des capteurs par self-mixing, toutes utilisant des composants externes
ou un calibrage pre´alable.
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Chapitre III
Mode`le comportemental d’un capteur
par self-mixing
”Quant a` la compre´hension des e´ve´nements qui se de´roulent dans cette re´alite´ suppose´e,
elle ne peut eˆtre tente´e qu’en formulant de nouvelles hypothe`ses dont l’ensemble constitue un
mode`le. Il s’agit de de´finir quelques concepts tels que position, vitesse, acce´le´ration, masse,
force... et de de´crire leurs jeux entrelace´s au moyen de formules mathe´matiques. En raison
meˆme de leur construction, ces mode`les sont partiels et provisoires. Personne ne ” croit ” qu’ils
sont ” vrais ” ; le seul crite`re de leur valeur est leur capacite´ a` rendre compte des observations
et a` permettre des pre´visions. Lorsque des observations nouvelles paraissent en contradiction
avec le mode`le admis, c’est sans regret, et meˆme avec enthousiasme, que celui-ci est remplace´.”
Albert Jacquard
1 Mode`le comportemental exact d’une diode
laser soumise a` une re´troinjection
Le but de notre mode´lisation est d’e´tablir une relation entre le de´placement me´canique D(t)
de la cible et le signal optique en sortie de la diode laser du capteur par self-mixing.
Ce mode`le est une repre´sentation d’une re´alite´ cache´e, mais dont le comportement ne cor-
respond pas force´ment a` celui de cette re´alite´ cache´e. Un mode`le conceptuel comme celui la`
repre´sente les phe´nome`nes ainsi que leurs relations, mais son comportement ne correspond pas
force´ment a` celui de la re´alite´ cache´e qu’il repre´sente.
La mode´lisation comportementale d’un signal permet tout d’abord de tester les algorithmes
de traitement du signal sur un signal ”parfait” puisque de´nue´ de tout bruit. Mais elle per-
met aussi et surtout d’envisager l’utilisation de techniques avance´es de traitement signal, qui
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ne´cessitent la connaissance pre´alable de relations qui rendent compte de l’e´volution du signal
que l’on cherche a` traiter au cours du temps [65].
1.1 Analyse globale
Nous allons reprendre deux e´quations qui ont e´te´ e´tablies au chapitre I. Tout d’abord, la
condition de phase liant la fre´quence d’e´mission laser avec cible a` la fre´quence d’e´mission du
laser sans cible (e´quation I.26), peut s’e´crire sous la forme :
x0(t) = xF (t) + C sin [xF (t) + arctanα] (III.1)
ou` xF (t) et x0(t) sont les deux phases du signal, fonction des longueurs d’onde λF (t) et
λ0(t), respectivement avec et sans cible.
xF (t) = 2pi
D(t)
λF (t)/2
= 2piνF (t)τ(t) (III.2)
x0(t) = 2pi
D(t)
λ0(t)/2
= 2piν0(t)τ(t). (III.3)
Il est rappele´ que τ(t) = 2D(t)/c est le temps de vol dans la cavite´ externe (constitue´e par
la face avant du laser et la surface re´fle´chissante de la cible) et c, la vitesse de la lumie`re.
La puissance optique d’e´mission du laser (e´quation I.34) peut alors s’e´crire sous la forme :
P (t) = P0{1 +m cos[xF (t)]} (III.4)
.
La relation (III.1) est amne´sique, c’est a` dire qu’elle ne pre´sente pas d’effet me´moire. En
d’autres termes il n’est pas ne´cessaire de connaˆıtre l’historique de xF (t) pour calculer x0(t). On
note G la relation injective qui lie xF (t) et x0(t)
x0(t) = G[xF (t);C, α]. (III.5)
Cependant, nous ne cherchons pas a` calculer x0(t) en fonction de xF (t) mais l’inverse,
xF (t) en fonction de x0(t), relation que l’on notera a` l’aide de la fonction F . En effet, x0(t),
proportionnel au de´placement de la cible D(t) est une entre´e du mode`le et nous cherchons a`
calculer P (t) qui est fonction de xF (t).
xF (t) = F [x0(t);C, α] = G
−1[x0(t);C, α]. (III.6)
.
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Le proble`me est alors plus complexe car les non line´arite´s de l’e´quation (III.1) entraˆınent,
suivant les valeurs de C, un effet de me´moire important, comme nous le verrons par la suite.
Fig. III.1 – Trois graphes de la fonction x0(t) = G[xF (t);C, α] pour C = 0, 2, C = 1, C = 3
et α = 5. Le trace´ en pointille´ repre´sente l’e´quation x0(t) = xF (t) .
La figure (III.1) montre que la fonction G est bijective pour C < 1. Dans ce cas, F peut
eˆtre calcule´ nume´riquement. Mais lorsque C > 1, la fonction G n’est plus inversible.
La recherche directe de xF (t) en fonction de x0(t) est alors plus de´licate. Dans un premier
temps, nous allons tout d’abord calculer x0(t) en fonction de xF (t) et repre´senter xF (t) en
fonction de x0(t). Remarquons que si xF (t) = kpi − arctan(α) avec k entier, alors nous avons :
x0(t) = xF (t) = kpi − arctan(α) ∀kN (III.7)
qui est toujours solution de l’e´quation (III.1). Ceci induit que nous serons a` meˆme d’identifier
les points remarquables tels que :
xF (t) = F [kpi − arctan(α); c, α] = kpi − arctan(α) (III.8)
x0(t) = xF (t) = G[kpi − arctan(α); c, α] = kpi − arctan(α) (III.9)
La figure (III.2) pre´sente un exemple des relations entre xF (t) et x0(t). La constante
arctan(α) e´tant toujours comprise entre 0 et pi/2 ( puisque physiquement α  [3, 10]), il est
assez simple d’identifier les points remarquables x0(t) = xF (t) = kpi − arctan(α) pour les cas
ou` k est pair et ou` k est impair.
En effet, reprenons l’e´quation (III.1) et posons X = xF (t) + arctan (α). Il vient :
x0(t) = X − arctanα+ C sin(X) = Θ(X) (III.10)
Le de´veloppement de Taylor au premier ordre de Θ(X) autour de kpi est :
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Fig. III.2 – Exemples de relations entre xF (t) et x0(t) dans le cas ou` C = 2. La constante
arctan(α) e´tant toujours comprise entre 0 et pi/2, les courbes auront toujours la meˆme allure
autour des points remarquables x0(t) = xF (t) = kpi − arctan(α).
Θ(X) = Θ(kpi) + (X − kpi)Θ′(kpi) (III.11)
En replac¸ant l’e´quation (III.11) dans l’e´quation (III.10), nous obtenons :
x0(t) = [C cos(kpi) + 1]xF (t)− C(kpi − arctanα) cos(kpi) (III.12)
soit, en inversant :
xF (t) =
x0(t)
(−1)kC + 1 +
(−1)kC(kpi − arctanα)
(−1)kC + 1 (III.13)
Nous remarquons que pour les valeurs de k paires (et pour C > 0, condition physique
de pre´sence de re´troinjection), la de´rive´e de la courbe xF (t) en fonction de x0(t) aux points
x0(t) = xF (t) = kpi − arctan(α) est toujours positive et infe´rieure a` 1.
Sur la figure (III.3) nous retrouvons les sauts de mode du laser, qui correspondent au
phe´nome`ne d’hyste´re´sis observe´ expe´rimentalement en suivant la trajectoire d’un point sur la
courbe x0(t) fonction de xF (t). En effet, lorsque xF (t) atteint une valeur pour laquelle la de´rive´e
de la fonction F prend une valeur infinie, la phase xF (t) change brutalement. Ce phe´nome`ne
est illustre´ sur la figure (III.3) qui pre´sente la trajectoire emprunte´e au cours du temps par
le couple [xF (t), x0(t)]. Si l’e´volution temporelle de la distance D(t) est telle que xF (t) passe
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Fig. III.3 – Trace´ de la fonction xF (t) = F [x0(t);C, α] avec hyste´re´sis (C = 3 et α = 5). La
solution mathe´matique est la re´solution nume´rique de l’e´quation (III.1) alors que le trace´ en
gras traduit le comportement physique re´el de la diode laser et montre les sauts de monde.
successivement de la valeur x0A a` la valeur x0D puis revient a` x0A, le couple [xF (t), x0(t)] de´crit
la trajectoire A, B, C, D, E, F et A. Par exemple, le trajet C - E n’est parcouru que lorsque le
couple [xF (t), x0(t)] se trouvait de´ja` sur la trajectoire D - C un instant avant. On observe que
la non line´arite´ introduit ici un effet me´moire, comme nous l’avons de´ja` mentionne´.
La figure (III.4) montre que les fonctions F etG de´pendent assez peu du parame`tre α, facteur
d’e´largissement de raie propre a` chaque laser. Elle repre´sente la fonction x0(t) = G[xF (t);C, α]
pour trois valeurs du parame`tre α prise sur l’intervalle [3, 10]. Cet intervalle correspond aux
valeurs extreˆmes prises par ce parame`tre dans les diodes laser. Pour de grande valeur de α,
arctan(α)) ≈ pi/2, et on constate que les diffe´rents graphes sont quasiment identiques.
1.2 E´criture du proble`me sous la forme de sche´mas
blocs
L’e´tude des phe´nome`nes pre´sente´s ci-dessus est complexe si l’on conserve l’inte´gralite´ des
e´quations (III.1) et (III.4). De plus, le proble`me ainsi pose´ ne permet pas de pre´senter synthe´tique-
ment la chaˆıne des transformations que subit le de´placementD(t) pour donner la puissance P (t).
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Fig. III.4 – Trace´ de la fonction x0(t) = G[x0(t);C, α] calcule´ avec α = 3, α = 7 et α = 10 et
C = 3. La courbe en pointille´ repre´sente l’e´quation x0(t) = xF (t).
Une telle repre´sentation, lorsqu’elle est possible, permet d’identifier les zones de transformations
line´aires et non line´aires et replace le proble`me dans un contexte plus aise´ a` appre´hender.
Dans le cas particulier que nous traitons, nous proposons sur la figure (III.5) une repre´sentation
originale sous forme de sche´mas blocs des e´quations (III.1) et (III.4). Ce sche´ma fait apparaˆıtre
un ope´rateur fonctionnel qui de´crit la relation non line´aire qui existe entre les deux signaux
x0(t) et xF (t). Nous nous proposons de de´terminer cet ope´rateur dans les deux cas suivants :
– Cas des faibles re´troinjections : C < 1 (la diode laser est monomode)
– Cas des re´troinjections mode´re´es et faibles : C > 1 (la diode laser est multimode)
Fig. III.5 – Sche´ma block de la chaˆıne de transformation de´crivant le signal de self-mixing.
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1.3 Ope´rateur fonctionnel pour C < 1
Le sche´ma bloc de la fonction F [x0(t);C, α] peut eˆtre mode´lise´ par l’inversion nume´rique de
la fonction G, ce qui ne peut eˆtre re´alise´ analytiquement car elle est surjective. La fonction F
pre´sente´e figure (III.6) peut eˆtre vue comme la juxtaposition de morceaux de courbes Q(k−2),
Q(k), Q(k + 2) ... avec k pair. Chaque Q(k) peut eˆtre obtenu en translatant le graphe de la
fonction y = f(x;C) avec x  [−pi, pi], de manie`re a` ce que la portion de courbe d’indice k soit
impaire. Cette fonction f est de´finie de manie`re implicite en posant x = x0(t) + arctan(α) et
y = xF (t) + arctan(α), que l’on reporte dans l’e´quation (III.1)
Fig. III.6 – Trace´ de la fonction xF (t) = F [x0(t);C, α] avec C < 1. Le graphe est la juxtaposition
de morceaux de courbes Q(k − 2), Q(k), Q(k + 2), ... avec k pair.
Ainsi :
x = y + C sin(y) (III.14)
Il est aise´ de prendre un certain nombre de points ys, e´galement espace´s, entre −pi et pi et de
calculer les points xs correspondant. ys peut alors eˆtre trace´ en fonction de xs comme on peut
le voir sur le figure (III.6). Le calcul direct de y = f(x;C) peut eˆtre re´alise´ par interpolation
du jeu de donne´es {xs, ys}, qui s’exprime sous la forme :
y = f(x;C) ≈ fINTERP (x;xs, ys, C) (III.15)
La proce´dure d’interpolation est en fait une interpolation line´aire entre les e´chantillons d’une
table de donne´es.
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Fig. III.7 – Trace´ des e´chantillons ys en fonction des e´chantillons calcule´s xs = ys+C sin(ys).
La fonction implicite de´finie en (III.14) peut eˆtre calcule´e pour tout x[−pi, pi], par interpolation
du jeu de donne´es {xs, ys}
Il est aussi ne´cessaire de de´terminer le nombre k d’intervalles de 2pi compris entre 0 et x0(t).
Pour que x0(t) appartienne a` la courbe Q(k) (Voir Figure III.6), k doit satisfaire l’ine´galite´ :
(k − 1)pi − arctan(α) 6 x0(t) 6 (k + 1)pi − arctan(α) (III.16)
ou` kN. La solution de (III.16) est donne´e par
k
pair
= 2 round
(
x0(t) + arctan(α)
2pi
)
(III.17)
ou` round(·) est la fonction qui arrondit a` l’entier le plus proche. L’interpolation de la table de
donne´es ainsi que la calcul de k sont re´sume´s dans le sche´ma bloc de la figure (III.8). La chaˆıne
jusqu’au second bloc additionneur permet de calculer kpi − arctan (α) et donc de de´terminer
a` quelle portion de courbe Q(k) le x0(t) appartient. En posant x0s = x0(t)kpi − arctan (α),
nous pouvons alors raisonner sur la petite portion de courbe de la figure (III.7) : la table de
donne´es permet d’obtenir le y0s tel que y0s = fINTERP (x0s;xs, ys, C). xF (t) est alors reforme´
par xF (t) = y0s + kpi − arctan (α).
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Fig. III.8 – Mode`le comportemental exact de F [x0(t);C, α] dans le cas d’une faible re´injection
(C < 1).
1.4 Ope´rateur fonctionnel pour C > 1
1.4.1 Analyse globale
Comme nous l’avons de´ja` vu, lorsque C > 1, la diode laser du capteur pre´sente un comporte-
ment non line´aire. La figure (III.9-a) trace xF (t) en fonction de x0(t) en resolvant nume´riquement
la relation (III.1). Mais le comportement physique de la diode laser est diffe´rent et doit eˆtre
explique´.
– Les phases x0,R(k) et x0,F (k) correspondent aux valeurs prises par x0(t) quand la fonction
xF (t) = F [x0(t);Cα] a une pente infinie et pre´sente une discontinuite´ respectivement
montante (R pour rising) ou descendant (F comme falling).
– Si la phase initiale xF (0) du laser en pre´sence de re´troinjection se trouve entre xF,F (k−2) et
xF,R(k), la phase courante xF (t) reste sur le meˆme intervalle quand x0(t) est sur l’intervalle
[x0,F (k − 2), x0,R(k)].
– Lorsque x0(t) devient plus grand que x0,R(k), xF (t) pre´sente une discontinuite´ et appar-
tient alors au nouvel intervalle [xF,F (k), xF,R(k+2)]. Ceci est visible sur la figure (III.9-a)
et la discontinuite´ est mate´rialise´e sur la figure (III.9-b).
– Si maintenant x0(t) diminue pour que xF (t) pre´sente une nouvelle fois une discontinuite´,
le seuil change et il faut maintenant que x0(t) devienne plus petit que x0,F (k). xF (t)
appartient alors encore a` l’intervalle [xF,F (k − 2), xF,R(k)].
Afin de de´terminer les valeurs des points x0,R(k) et x0,F (k), il est ne´cessaire de tout d’abord
calculer les phases xF,R(k) et xF,F (k), en de´rivant la fonction x0(t) = xF (t) + C sin[xF (t) +
arctan(α)] par rapport a` xF (t).
∂x0(t)
∂xF (t)
= 1 + C cos[xF (t) + arctan(α)] = 0 (III.18)
Soient avec k pair
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xF,R(k) = kpi − arctan(α) + β
xF,F (k) = (k + 2)pi − arctan(α)− β (III.19)
ou` β = arccos(−1/C). En substituant xF,R(k) et xF,F (k) dans l’e´quation (III.1), pour k pair,
on obtient :
x0,R(k) = kpi − arctan(α) + β + C sin(β)
x0,F (k) = (k + 2)pi − arctan(α)− β − C sin(β). (III.20)
L’e´quation (III.20) montre que lorsque C > 1 mais proche de 1, β ≈ pi,
x0,R(k − 2) ≈ (k − 1)pi − arctan(α)
x0,F (k) ≈ (k + 1)pi − arctan(α).
Ceci est e´galement visible sur la figure (III.9-a).
Lorsque C augmente, les valeurs de x0,R(k−2) et x0,F (k) se rapprochent. Pour une certaine
valeur de C note´e C1, x0,R(k−2) = x0,F (k) et la discontinuite´ montant de k−2 et la discontinuite´
descendante de k se superposent (voir Figure (III.10)). Pour une certaine valeur supe´rieure
C = C2, un second chevauchement se produit lorsque x0,R(k−4) = x0,F (k) et ainsi de suite. La
de´termination de la valeur Cn correspondant au nie`me chevauchement entre les discontinuite´s
montantes et descendantes se fait graˆce a` l’e´quation
x0,R(k − 2n) = x0,R(k) (III.21)
qui peut eˆtre aussi e´crite sous la forme :
1
pi
{
arccos
(
− 1
C
)
+ C sin
[
arccos
(
− 1
C
)]}
= 1 + n (III.22)
Cette e´quation est re´solue nume´riquement, pour n = 1, par exemple, C1 = 4, 603, ce qui
correspond aux limites de la forte re´troinjection [22].
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Fig. III.9 – (a) xF (t) = F [x0(t);C, α] avec C = 3, 5, (b) Fonction continue par morceaux
k˜[x0(t);C, α] pre´sentant le phe´nome`ne d’hyste´re´sis, (c) Fonction de transfert qui consiste en la
juxtaposition de portions de courbe y = f(x) calcule´s par interpolation.
Fig. III.10 – Trace´ de xF (t) = F [x0(t);C, α] (a) avec C = 3 alors x0,R(k − 2) < x0,F (k), (b)
avec C = 4, 6 alors x0,R(k − 2) = x0,F (k), (c) avec C = 6 alors x0,R(k − 2) > x0,F (k).
1.4.2 Mode`le comportemental exact avec C > 1
La de´termination du mode`le comportemental exact ne´cessite une analyse pre´cise de la re-
lation x0(t)/xF (t) de´finie par F . La figure (III.9-c) montre que la fonction de transfert exacte
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xF (t) = F [x0(t);C, α] consiste en la juxtaposition de morceaux de courbes translate´es Q(k−2),
Q(k), Q(k+2) ... Pour une phase x0(t) donne´e, il est ne´cessaire de trouver la courbe Q(k) cor-
respondante en cherchant la valeur courante de k qui peut eˆtre calcule´e grace a` une nouvelle
fonction par morceaux note´e k˜ = [x0(t);C, α] pre´sente´e sur la figure (III.9-b).
La courbe Q(k) est syme´trique par rapport au point de coordonne´es
[x0(t) = kpi − arctan(α), xF (t) = kpi − arctan(α)]. x0(t) est sur la courbe Q(k) lorsque
x0,F (k − 2) 6 x0(t) 6 x0,R(k) (III.23)
que l’on peut aussi e´crire
− β − Csin(β) 6 x0(t)− kpi + arctan(α) 6 β + Csin(β). (III.24)
La phase correspondante xF (t) pour une courbe Q(k) donne´e appartient a` l’intervalle
[xF,F (k − 2), xF,R(k)]. Soit
− β 6 xF (t)− kpi + arctan(α) 6 β. (III.25)
Ici encore, la fonction implicite y = f(x;C) de´finie par l’e´quation (III.14) peut eˆtre employe´e
pour tracer Q(k). Quand C > 1, ys utilise´ pour calculer les e´chantillons xs est un ensemble
de points entre −β − C sin(β) et β + C sin(β) (voir Equation (III.24)au lieu de −pi et pi pour
C < 1).
Fig. III.11 – Trace´ des e´chantillons ys en fonction des e´chantillons calcule´s xs = ys+C sin(ys).
La fonction implicite de´finie en (III.14) peut eˆtre calcule´e pour tout x[−β − C sin(β),−β −
C sin(β)], par interpolation du jeu de donne´es {xs, ys}
Le mode`le comportemental exact pour C > 1 (voir figure III.12 ) consiste d’abord en une
banque infinie de triggers simples afin de de´terminer k˜[x0(t);C, α], c’est a` dire l’ensemble des
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valeurs de k correspondant a` la valeur courante de x0(t) telle que −β−Csin(β) 6 x0(t)−kpi+
arctan(α) 6 β +Csin(β). Une fois cette valeur k courante de´termine´e, un bloc d’interpolation
(en anglais Look-up table) permet de calculer comme pre´ce´demment y0s = f(x0s;C) (voir
Figure III.11) et de former xF (t) tel que xF (t) = y0s + kpi − arctan(α).
Lorsque le trigger k courant est actif (il renvoie alors la valeur 1 en sortie), il le reste jusqu’a`
ce que la valeur en entre´e x0(t) passe en dessous de la valeur seuil x0,F (k), lorsque le trigger
n’est pas actif (il renvoie alors la valeur 0 en sortie), il le reste jusqu’a` ce que la valeur en entre´e
de´passe le seuil x0,R(k).
:
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Fig. III.12 – Mode`le comportemental exact de F [x0(t);C, α] dans le cas d’un forte re´injection
(C > 1). La banque infinie de comparateurs permet de de´terminer la valeur de k courante et le
bloc d’interpolation (look-up table) permet de calculer y = f(x;C).
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2 Mode`le comportemental approche´ d’une diode
laser soumise a` une re´troinjection
La mode´lisation d’un signal doit eˆtre tout d’abord le plus pre`s possible de la physique afin
de rendre compte au mieux des particularite´s du signal re´el. Cependant, ce souci de de´tails
dans la mode´lisation peut eˆtre un obstacle a` l’utilisation de ce mode`le en traitement du signal
avance´. En effet, dans ce cas, la contrainte la plus forte sera la vitesse de calcul de mode`le de
fac¸on a` ce que le capteur puisse aussi fournir des mesures en temps re´el autant que possible,
meˆme si cela est au de´triment de sa pre´cision. C’est pourquoi nous allons donner dans la suite
un mode`le comportemental approche´.
2.1 Ope´rateur fonctionnel pour C < 1
Comme on peut le voir sur la figure III.6, il semble possible de line´ariser les portions de
courbesQ. Pour cela, il est ne´cessaire de de´composer la fonction F [x0(t);C, α] en de´veloppement
de Taylor au premier ordre autour de la solution particulie`re x0(t) = kpi − arctan(α). La fi-
gure (III.13) montre les lignes L(k) tangentes au graphe de la fonction F au point de coor-
donne´es [kpi− arctan(α), kpi− arctan(α)]. L’e´quation de la droite L(k) est de´termine´e graˆce au
de´veloppement au premier ordre de la fonction G de´finie par la relation (III.5) puis inverse´e.
x0(t) ≈ [1 + (−1)kC][xF (t)− kpi + arctan(α)] + kpi − arctan(α) (III.26)
L(k) est de´finie par la relation suivante qui sera note´e, par soucis de simplicite´ xF (t) =
F˜k[x0(t);C, α]
xF (t) ≈ x0(t) + (−1)
kC[kpi − arctan(α)]
1 + (−1)kC
= F˜k[x0(t);C, α]
(III.27)
Cette expression montre bien que lorsque C < 1, la pente de L(k) est donne´e par 1/(1 + C)
quand k est pair, et est plus faible que la pente de L(k) donne´e pour 1/(1 − C) quand k est
impair. Cela rend bien compte de l’allure de ”marches d’escalier” de la relation entre xF (t) et
x0(t), qui donnera pas la suite des sauts de modes et pre´figure les dents de scie de la puissance
optique correspondante.
La figure (III.13) montre que les droites L(k) et L(k + 1) se coupent au point P(k), dont
l’abscisse x0,A(k) est solution de l’e´quation
F˜k[x0,A(k);C, α] = ˜Fk+1[x0,A(k);C, α] (III.28)
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Fig. III.13 – De´veloppement au premier ordre de la fonction F [x0(t);C, α] autour des solutions
particulie`res x0(t) = kpi − arctan(α).
alors que l’ordonne´e est donne´e par
xF,A(k) = F˜k[x0,A(k);C, α] (III.29)
La fonction approche´e dans le cas des faibles re´troinjections est compose´e d’une juxta-
position de segments de droites, comme on peut le voir sur la figure (III.14). k est un en-
tier, pair ou impair, qui est de´fini par la valeur de la phase x0(t) comprise dans l’intervalle
[x0,A(k − 1), x0,A(k)]. La relation entre x0(t) et la valeur courante de k est repre´sente´e par une
fonction par morceaux note´e k˜[x0(t;C, α)], ceci est pre´sente´ sur le graphique du bas de la figure
(III.14).
Cette fois encore, il est possible de donner un sche´ma bloc approximatif de F [x0(t);C, α],
pre´sentant une infinite´ de comparateurs (voir figure III.15). Chaque bloc comparateur teste
la valeur courante de x0(t) par rapport au seuil x0,A(k). Si x0(t) < x0,A(k), le comparateur
renvoie la valeur 0, alors que si x0(t) > x0,A(k), le comparateur renvoie la valeur 1. Cela
permet de de´terminer la valeur de k correspondant au x0(t) courant selon la condition (III.16).
L’ensemble des valeurs de k correspondant a` chaque x0(t) (avec t = kT , T e´tant la pe´riode
d’e´chantillonnage du signal x0(t)) est note´ k˜[x0(t);C, α]. Ces comparateurs, une simple addition
ainsi que la relation line´aire (III.27) permettent alors de former facilement xF (t).
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Fig. III.14 – Trace´ de la fonction de transfert approxime´e du sche´ma bloc (figure III.5),
repre´sentant la fonction xF (t) = F [x0(t);C, α] dans le cas d’une faible re´troinjection.
Fig. III.15 – Sche´ma bloc approxime´ dans le cas de faible re´troinjection.
2.2 Ope´rateur fonctionnel pour C > 1
L’obtention du mode`le comportemental approxime´ dans le cas C > 1 est identique a`
ce qui a e´te´ fait au paragraphe pre´ce´dent pour un feedback faible, c’est a` dire en faisant
un de´veloppement de Taylor de la fonction F [x0(t);C, α] autour des solutions particulie`res
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x0(t) = kpi− arctan(α) avec k entier pair. La figure (III.16-c) montre que pour une valeur de k
particulie`re, un point de coordonne´es [x0(t), xF (t)] bouge le long de la droite L(k) de´finie par
l’e´quation (III.27) qui devient
xF (t) ≈ x0(t) + C[kpi − arctan(α)]
1 + C
= F˜k[x0(t);C, α]
(III.30)
avec k pair.
Lorsque la phase xF (t) saute de k a` k + 2, alors l’amplitude du saut de phase est donne´e
par :
∆xF = 2piC/(C + 1) (III.31)
Reste a` trouver la relation entre la phase x0(t) et la valeur courante de k. Pour le mode`le
approxime´, la fonction par morceaux k˜[x0(t;C, α)] introduite pour le mode`le C > 1 exact et
pre´sente´e sur la figure (III.9) peut eˆtre re´utilise´e. Le sche´ma bloc approxime´ pour F [x0(t;C, α)]
dans les cas de fortes re´troinjection (C > 1) est construit graˆce a` une infinite´ de triggers
simples, pre´sente´s sur la figure (III.16). La valeur courante x0(t) est compare´e a` deux seuils :
si x0(t) 6 x0,R alors le comparateur renvoie la valeur 0, si x0(t) > x0,R il renvoie la valeur 1 et
enfin si x0,F (t) 6 x0(t) 6 x0,F (t) alors le comparateur renvoie la meˆme valeur qu’il renvoyait
pour k − 1. Cela montre l’effet me´moire, de´ja` e´voque´ par ailleurs, dans un signal pour C > 1.
3 Comparaisons des simulations et des re´sultats
expe´rimentaux
3.1 Validation du mode`le comportemental
Le montage expe´rimental pre´sente´ dans le chapitre II est utilise´ afin de valider ce mode`le.
Pour obtenir une re´troinjection mode´re´, c’est a` dire C > 1, il est ne´cessaire de coller un morceau
de scotch re´trore´fle´chissant sur la cible. La fre´quence d’excitation de la cible piezoe´lectrique est
de 365 Hz. La diode laser utilise´ est une Hitachi HL 7851 G avec une longueur d’onde de
785 nm, un vibrome`tre commercial (Polytec CLV 1000) mesure avec pre´cision la vitesse de la
cible. Une inte´gration nume´rique permet de retrouver le de´placement de la cible. En conside´rant
que la cible vibre autour de sa position d’e´quilibre, la distance moyenne constante entre la
diode laser et la cible Dm n’est pas connue, on ne prend en compte que le de´placement de la
cible par rapport a` sa position d’e´quilibre, c’est a` dire D(t)−Dm. Un oscilloscope nume´rique
enregistre de manie`re synchrone la puissance optique en sortie du capteur ainsi que la vitesse,
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Fig. III.16 – (a) xF (t) = F [x0(t);C, α] avec C = 3, 5, (b) Fonction continue par morceaux
k˜[x0(t);C, α] pre´sentant le phe´nome`ne d’hyste´re´sis, (c) Fonction de transfert approxime´e qui
consiste en la juxtaposition de morceaux de droites L(k), et non plus de morceaux de courbes
comme sur la figure (III.9).
Fig. III.17 – Sche´ma bloc approxime´ dans le cas de forte re´troinjection C > 1
avec une fre´quence d’acquisition de Fs = 200kHz. La puissance optique expe´rimentale P (t) a
e´te´ normalise´e afin de faciliter la comparaison entre le signal expe´rimental et le signal simule´.
Pour simuler la variation de la puissance optique d’une diode laser soumise a` la re´troinjection
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Fig. III.18 – (a) De´placement D(t) de la cible de re´fe´rence obtenu par inte´gration du signal du
vibrome`tre. (b) Signal de Self-mixing expe´rimental P (t). (c) Signal de Self-mixing simule´ par
le mode`le comportemental. (d) Simulation de x0(t) et xF (t).
optique, il est ne´cessaire de connaˆıtre le de´placement de la cible D(t) ainsi que les valeurs de
parame`tres C et α. Le de´placement est ici donne´ graˆce au vibrome`tre, et les parame`tres C et
α ont e´te´ de´termine´s par une me´thode qui sera de´veloppe´e au prochain chapitre (C = 4, 2 et
α = 3, 4). La puissance optique simule´e avec ces donne´es est pre´sente´e sur la figure (III.18-c),
alors que la puissance optique expe´rimentale est pre´sente´e figure (III.18-b). La mode´lisation
reproduit bien toutes les particularite´s du signal de self-mixing : la pe´riode basse fre´quence
du signal est identique, ainsi que le nombre et la forme des pics en dent de scie, quant aux
transitions entre les pics du haut et les pics du bas, elles sont similaires. La figure (III.18-
d) repre´sente les phases x0(t) et xF (t) simule´es. La phase en pre´sence de re´troinjection xF (t)
mode´lise´e par les comparateurs montre les sauts de phase, alors que la phase en l’absence de
feedback x0(t) est bien proportionnelle au de´placement.
3.2 Re´sultats pour les diffe´rentes re´troinjections
Les figures (III.20) et (III.21) montrent diffe´rents signaux de self-mixing simule´s graˆce a` notre
mode`le, obtenus pour plusieurs valeurs de C. Le de´placement est sinusoidal d’amplitude creˆte
creˆte 5λ/2 et α = 5. Ces re´sultats ne tiennent pas compte des diffe´rents bruits perturbateurs qui
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pourraient affecter le syste`me. Les figures (III.22-a) et (III.22-b) montrent une bonne ade´quation
avec les signaux de self-mixing simule´s respectivement Figure (III.20) pour C = 0, 9 et Figure
(III.21) pour C = 3.
– Pour une tre`s faible re´troinjection, C = 0, 2 (Figure III.20), le signal de self-mixing ne
pre´sente pas encore de dents de scie, les franges sont semblables a` celles de l’interfe´rome´trie
classique. Pour C = 0, 9, la re´troinjection est faible, les franges prennent la forme de dents
de scie, oriente´es suivant la direction du de´placement.
– Pour C = 1, 5, la re´troinjection mode´re´e provoque l’apparition du phe´nome`ne d’hyste´re´sis,
en effet le bas des pics ge´ne´re´s par le de´placement de la cible dans une direction (dit ”pics
du haut” (voir figure II.16) n’est pas a` la meˆme hauteur que le bas des pics ge´ne´re´s dans
l’autre direction (dit ”pics du bas”). L’explication de cela est donne´e figure (III.19) : les
fle`ches montrent l’e´volution de la puissance selon que la cible s’e´loigne (trait plein) ou
se rapproche de la cible (pointille´s). La diffe´rence de taille des fle`ches en pointille´s et en
trait plein explique la diffe´rence de taille des pics du haut et des pics du bas.
La simulation pour C = 4, 6 montre la limite pour laquelle les pics du haut et les pics du
bas pre´sentent une zone de recouvrement, ce qui n’est plus le cas pour C = 6.
– Pour une forte re´troinjection C = 10, alors que le meˆme de´placement est conserve´,
l’hyste´re´sis est toujours observe´e mais on ne compte que 8 pics contre 10 pre´ce´demment.
Pour C = 20, il ne reste que 5 pics, l’allure du signal est alors similaire a` celle du signal
de la figure (III.23-a).
– Enfin pour les tre`s fortes re´troinjections, C = 100, les dents de scie disparaissent est le
signal devient semblable au de´placement me´canique. Le signal expe´rimental correspondant
est pre´sente´ figure (III.23-b).
La disparition des pics de self-mixing lorsque la valeur du parame`tre C augmente, ob-
serve´e sur les signaux synthe´tise´s par le mode`le, est e´galement visible sur les signaux
expe´rimentaux. L’e´tude de ce phe´nome`ne fera l’objet d’un futur travail de recherche.
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Fig. III.19 – Puissance optique the´orique du laser dans la cas de feedback mode´re´, simule´e
avec le logiciel Matlab, en fonction du temps de vol dans la cavite´ τD. Les fle`ches montrent
l’e´volution de la puissance selon que la cible s’e´loigne (trait plein) ou se rapproche de la cible
(pointille´s). La diffe´rence de taille des fle`ches en pointille´s et en trait plein explique la diffe´rence
de taille des pics du haut et des pics du bas.
Fig. III.20 – Signaux de self-mixing simule´s : pour une tre`s faible re´troinjection (C = 0, 2) ;
pour C = 0, 9, les dents de scie sont visibles ; Pour C = 1, 5 le phe´nome`ne d’hyste´re´sis com-
mence a` apparaˆıtre. Le de´placement est sinusoidal avec une amplitude creˆte-creˆte de 5λ0/2 et
α = 5.
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Fig. III.21 – Signaux de self-mixing simule´s : pour des re´troinjections mode´re´s C = 3 − 6,
pour des fortes re´troinjections C = 10 − 20, et pour le re´gime de coherence collapse C = 100.
Le de´placement est identique a` celui de la figure (III.20).
4 Comparaison des mode`les exact et approxime´
Les simulations re´sultants des mode`les exact et line´arise´ re´alise´es avec le de´placement
expe´rimental D(t) de la figure (III.18-a) ont e´te´ compare´es sur la figure (III.24). Ceci montre
que le mode`le le plus simple, qui consiste en la line´arisation par morceaux de la relation entre
x0(t) et xF (t) donne un signal simule´ a` peu pre`s identique au mode`le exact. La figure (III.24-
c) montre que la plus grande erreur est faite lors des discontinuite´s. Cette diffe´rence minime
entre les mode`les exact et approximatif peut dans un premier temps nous inciter a` utiliser de
pre´fe´rence le mode`le approximatif qui semble ne´cessiter moins de temps de calcul. Cependant le
mode`le exact peut eˆtre assez facilement calcule´ graˆce a` une table de donne´es. Nous utiliserons
donc syste´matiquement le mode`le comportemental exact pour nos simulations.
Le mode`le approxime´ pre´sente cependant l’inte´reˆt d’avoir une repre´sentation localement
line´aire du comportement complexe du laser. De`s lors, cela autorise l’utilisation de techniques
de traitement du signal avance´es, comme le Filtrage de Kalman E´tendu (FKE) par exemple. En
effet, le FKE ne´cessite pour traiter un signal de connaˆıtre au pre´alable un mode`le de celui-ci,
ce mode`le devant au moins eˆtre line´aire par morceaux.
5 Conclusion
Ce chapitre de´taille un mode`le comportemental original du capteur par self-mixing quelque
soit la quantite´ de lumie`re re´troinjecte´e dans la cavite´ optique. Le mode`le exact permet de
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(a) C ' 1 (b) C ' 3
(c) C ' 4, 5 (d) C ' 7
Fig. III.22 – Les diffe´rentes formes expe´rimentales du signal de self-mixing : (a) les dents de
scie classiques pour une faible re´troinjection, (b)-(c)-(d) pour une re´troinjection mode´re´e : le
phe´nome`ne d’hyste´re´sis.
(a) C ' 20 (b) Re´gime de coherence collapse
Fig. III.23 – Les diffe´rentes formes expe´rimentales du signal de self-mixing : (a) transition
entre le phe´nome`ne d’hyste´re´sis et le re´gime de coherence collapse, (b) re´gime de coherence
collapse.
73
Fig. III.24 – Comparaison entre les mode`les exact et approxime´ pour un de´placement identique
a` celui de la figure (III.18) avec C = 4, 2 et α = 3, 4
tester et de valider les algorithmes de´veloppe´s sur des signaux non bruite´s, alors que le mode`le
approche´, line´arise´ par morceaux, permet l’utilisation de certaines techniques de traitement
du signal avance´es. Les signaux simule´s obtenus sont tout a` fait similaires a` ceux obtenus
expe´rimentalement pour diffe´rents re´gimes de fonctionnement de la diode laser.
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Chapitre IV
Conception d’un capteur de
de´placement C > 1
1 Introduction
Le signal de self-mixing pre´sente deux formes principales exploitables pour les mesures de
de´placements, suivant le taux de re´troinjection auquel est soumis la diode : la faible re´troinjection
(C < 1) et la re´troinjection mode´re´e (C > 1), comme l’illustre la figure(IV.1). Ces deux re´gimes
sont re´gis par l’e´quation (I.26) qui est fonction du coefficient de couplage C. Cette relation tra-
duit deux comportements diffe´rents selon les valeurs prises par le coefficient de couplage C.
Notamment, lorsque C > 1, elle pre´sente un ”effet me´moire” duˆ au phe´nome`ne d’hyste´re´sis.
Ceci implique donc une diffe´rence de traitement du signal pour les deux re´gimes.
Le pre´sent chapitre est consacre´ au cas des re´troinjections mode´re´es, c’est-a`-dire lorsque
C > 1. [66][67].
Fig. IV.1 – Deux signaux de self-mixing : dans le cas d’une faible re´troinjection (C = 0, 8) et
d’une re´troinjection mode´re´e, pre´sentant de l’hyste´re´sis (C = 3).
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2 Principe de l’algorithme
Cet algorithme est appele´ ”algorithme de de´modulation” car on veut extraire de la phase
du signal de´finie a` 2pi pre`s, l’information relative au de´placement de la cible. Le principe de
cet algorithme se divise en deux parties. Il s’agit en premier lieu d’extraire une estimation
de la phase du signal en pre´sence de re´troinjection, que l’on notera x̂F (t), du signal de self-
mixing expe´rimental dont l’expression est donne´e par la relation (III.4). En injectant x̂F (t) dans
l’e´quation (III.1), on obtient la phase du signal sans re´troinjection x0(t), qui est proportionnelle
au de´placement D(t). Il est pour cela ne´cessaire de trouver le couple optimal du coefficient de
couplage C et du facteur d’e´largissement de raie α graˆce a` une proce´dure d’optimisation. Ce
principe est de´taille´ dans la suite.
La premie`re partie consiste donc en une estimation grossie`re de x̂F (t) de la phase du si-
gnal en pre´sence de re´troinjection xF (t), qui est base´e sur les proprie´te´s non line´aires de la
relation (III.1). Un controˆle automatique de gain permet tout d’abord de normaliser le signal
expe´rimental, de manie`re a` avoir P (t)/P0 sur un intervalle [−1, 1]. Il est rappele´ que le signal
de self-mixing P (t) en fonction de la phase du laser en pre´sence de re´troinjection est donne´
par la relation P (t)/P0 = cos(xF (t)). La fonction arccosinus permet donc d’extraire du si-
gnal expe´rimental x̂F (t) modulo pi. De plus, comme cela est reporte´ notamment dans [68], la
phase xF (t) pre´sente des discontinuite´s appele´es sauts de phase, dont l’amplitude est donne´e
par ∆xF = 2piC/(1 + C) (voir relation III.31). Cette expression montre que pour de grandes
valeurs de C, ∆xF est proche et le´ge`rement infe´rieur a` 2pi. La reconstruction grossie`re de la
phase en pre´sence de re´troinjection x̂F (t) va consister en l’addition ou la soustraction (suivant
le sens de de´placement de la cible) de 2pi au xF (t) modulo pi extrait du signal expe´rimental, a`
l’instant de la discontinuite´. En d’autres termes, les morceaux de courbe de xF (t) entre deux
pics repre´sentant des sauts de phase sont juxtapose´s avec un saut vertical de 2pi entre eux, saut
vers le haut ou vers le bas, suivant la direction de la cible. Ce de´roulement de phase implique
tout d’abord de de´tecter de manie`re la plus pre´cise possible les discontinuite´s du signal en dents
de scie, ce qui est re´alise´ graˆce a` un de´tecteur de transitions : le signal est de´rive´, sa de´rive´e
pre´sente alors des pics importants pour les transitions. Ces pics sont alors de´tecte´s graˆce a` un
comparateur a` seuil et un filtre inte´grateur ajoute et retranche 2pi, selon le signe de la discon-
tinuite´ (figure IV.2). La phase x̂F (t) est approxime´e, car le saut de phase re´el de´pend de C,
comme nous l’avons de´ja` pre´cise´.
En introduisant cette estimation grossie`re de la phase x̂F (t) de´livre´e par la premie`re partie
de cet algorithme dans l’e´quation de phase (voir relation III.1), il est possible d’obtenir une
valeur approche´e de la phase sans re´troinjection x0(t) donne´e par :
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Fig. IV.2 – Les diffe´rentes e´tapes de l’algorithme d’estimation de la phase : (a) Puissance
optique normalise´e P (t), (b) arccos[P (t)], (c) De´rive´e de arccos[P (t)], (d) Transitions et re-
construction de xF (t) en ajoutant 2pi a` chaque pic de puissance optique de´tecte´.
x̂0(t) = xF (t) + C sin (x̂F (t) + arctanα), (IV.1)
et donc par suite, du de´placement D(t) puisque D(t) = λ
2
x0(t)
2pi
comme cela a de´ja` e´te´ vu au
chapitre III. Restent alors inconnus C et α.
La deuxie`me e´tape permet l’estimation conjointe de ces parame`tres et de D(t).
L’expression χ(t) = xF (t) + arctan(α) peut aussi s’e´crire χ(t) = X(t) + θ, avec X(t) =
xF (t) ∀t > 0 qui varie temporellement et θ = xF (0) + arctan(α) qui est constant. L’e´quation
de phase s’e´crit alors :
x0(t) = xF (t) + C sin [xF (t) + θ] ∀t > 0 (IV.2)
L’algorithme est base´ sur le fait que les discontinuite´s du de´placement sont quasiment in-
existantes par rapport aux discontinuite´s de P (t) et xF (t) dues au comportement non line´aire
des e´quations (III.1) et (III.4). Partant de ce fait, le de´placement optimal que nous avons choisi
de se´lectionner parmi l’ensemble des de´placements reconstruits pour un ensemble de valeurs de
C et de θ, est celui qui posse`de le nombre de discontinuite´s le plus faible dans un intervalle de
temps donne´. Ce travail d’optimisation passe par la minimisation d’un crite`re qui est fonction
de ce nombre.
Le crite`re J(C, θ) que nous avons choisi dans cette e´tude s’appuie sur le calcul de la puissance
moyenne sur une feneˆtre temporelle de K points de la de´rive´e temporelle du signal x̂0(t) :
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J(C, θ) =
K∑
k=0
[x̂0(k)− x̂0(k − 1)]2 (IV.3)
ou` x̂0(k), k  N, est la forme discre´tise´e de la phase x0(t).
Ainsi le couple Ĉopt et θ̂opt qui minimise le crite`re J(C, θ) (e´quation IV.3), est le couple qui
permet la reconstruction du de´placement optimal :
Argmin
C,θ
[J(C, θ)] = Argmin
K∑
k=0
[x̂0(k)− x̂0(k − 1)]2 (IV.4)
Le sche´ma bloc de la figure (IV.3) re´sume les deux phases de l’algorithme.
Fig. IV.3 – Sche´ma bloc de l’algorithme d’estimation du de´placement a` partir de la puissance
optique.
3 Tests de l’algorithme sur des signaux simule´s
3.1 Signal sinuso¨ıdal
Notre algorithme a tout d’abord e´te´ teste´ sur des de´placements sinuso¨ıdaux simule´s. Le
de´placement de la cible est ici simule´ par une fonction sinuso¨ıdale d’amplitude 20 λ0/2 creˆte
a` creˆte a` une fre´quence de 380 Hz (Figure IV.4-a). La puissance optique correspondante est
calcule´e graˆce au mode`le exact de´veloppe´ au Chapitre II, en prenant C = 3 et α = 4 (Figure
IV.4-b). L’algorithme de de´modulation permet ensuite de reconstruire le de´placement de la
cible (Figure IV.4-c). L’erreur introduite par l’estimation de cet algorithme est calcule´e en
faisant la diffe´rence entre le de´placement simule´ et le de´placement reconstruit. Les lasers que
nous utilisons e´mettent dans l’infrarouge, a` une longueur d’onde d’environ 800 nm, l’erreur
maximale estime´e est d’environ 40 nm d’amplitude maximale (Figure IV.4-d) avec un e´cart-
type σ = 0, 02 pour un de´placement de 8 µ m, c’est a` dire d’environ 0, 5%. Cette erreur est due
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a` la non line´arite´ de l’e´quation (III.1) qui provoque une le´ge`re incertitude sur la reconstruction
de x0(t) a` l’instant de la discontinuite´.
Fig. IV.4 – Reconstruction d’un de´placement sinusoidal simule´. (a) De´placement de la cible
simule´, (b) Puissance optique calcule´e avec le mode`le du CHAPITRE II avec C = 3, α = 4, (c)
De´placement reconstruit avec l’algorithme de de´modulation, (d) Erreur de l’algorithme, calcule´e
comme e´tant la diffe´rence entre les courbes (a) et (c).
3.2 Signal ale´atoire
Notre algorithme permet e´galement d’estimer des de´placements ale´atoires. Le de´placement
ale´atoire simule´ est cette fois synthe´tise´ par un bruit blanc gaussien filtre´ par un filtre passe bas
(Figure IV.5-a). La figure (IV.5-b) montre la puissance optique correspondante, avec un nombre
de pics qui varie de manie`re ale´atoire, conjointement au de´placement. Le de´placement recons-
truit est pre´sente´ sur la Figure (IV.5-c), l’erreur estime´e est de 80 nm d’amplitude maximale
avec un e´cart-type σ = 0, 05, pour un de´placement d’amplitude maximale de 12 µm. L’origine
de l’erreur est la meˆme que dans le cas pre´ce´dent.
3.3 L’effet du sous e´chantillonnage
Un des facteurs limitant de cet algorithme est la fre´quence d’e´chantillonnage qui est utilise´e
lors de l’acquisition du signal expe´rimental. Cela est montre´ sur la figure (IV.6), la fre´quence
d’e´chantillonnage du signal simule´ est insuffisante (fre´quence d’e´chantillonnage de 700 kHz pour
un de´placement me´canique de 500 Hz a` une amplitude 10 µm), et cela provoque des erreurs
importantes dans la reconstruction du de´placement. Dans ce cas, l’amplitude de ces erreurs est
proportionnelle au nombre de pics qui n’ont pas e´te´ de´tecte´s.
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Fig. IV.5 – Reconstruction d’un de´placement ale´atoire simule´. (a) De´placement de la cible
simule´, (b) Puissance optique calcule´e avec le mode`le du CHAPITRE II avec C = 3, α = 4, (c)
De´placement reconstruit avec l’algorithme de de´modulation, (d) Erreur de l’algorithme, calcule´e
comme e´tant la diffe´rence entre les courbes (a) et (c).
Le signal de self-mixing est simule´ pour un de´placement de la cible a` une fre´quence de 500 Hz
avec une amplitude de 10 µm. La figure (IV.7) pre´sente l’e´cart-type de l’erreur de reconstruction
de l’algorithme applique´ au signal simule´ a` diffe´rentes fre´quences d’e´chantillonnage en fonction
de ces fre´quences d’e´chantillonnage. Jusqu’a` une fre´quence d’e´chantillonnage Fe =900 kHz,
l’e´cart-type de l’erreur de reconstruction est tout a` fait acceptable de l’ordre de 0,07. En dec¸a`,
l’e´cart-type augmente proportionnellement au nombre de pics qui n’ont pas e´te´ de´tecte´s.
Cependant, pour une cible qui vibre a` une fre´quence de 500 Hz avec une amplitude d’en-
viron 10 µm, une fre´quence d’e´chantillonnage de 900 kHz, ce qui correspond a` des valeurs
couramment rencontre´es en me´canique, permet de reconstruire le de´placement. Cette fre´quence
d’e´chantillonnage e´tant facilement atteinte pour les cartes de DSP actuelles, cela ne sera pas
un facteur limitant du point de vue expe´rimental.
3.4 Domaine de validite´ du l’algorithme
Le domaine de validite´ de l’obtention du coefficient de couplage C par l’algorithme est
donne´ graˆce au mode`le comportemental. De nombreux signaux de self-mixing sont ge´ne´re´s
pour diffe´rentes valeurs de C, appele´ ici Cmodele (voir Figure IV.8), pour un meˆme de´placement
D(t) et un meˆme facteur d’e´largissement de raie α. L’algorithme de de´modulation traite ces
signaux de synthe`se et donne une estimation de C, appele´e Cdemodulation.
Pour 2 < Cmodele, et jusqu’a` Cmodele = 30, nous avons une relation line´aire et identite´ entre
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Fig. IV.6 – Reconstruction d’un de´placement simule´ sinusoidal avec des sauts de phase dus a`
une fre´quence d’e´chantillonnage trop faible, qui empeˆche la de´tection syste´matique des tous les
pics.
Fig. IV.7 – E´cart-type de l’erreur de reconstruction de l’algorithme (voir figure IV.6-d) en fonc-
tion de la fre´quence d’e´chantillonnage pour un signal simule´ correspondant a` un de´placement
de la cible a` une fre´quence de 500 Hz avec une amplitude de 10 µm.
Cdemodulation et Cmodele : Cdemodulation = Cmodele, comme l’indique la figure IV.8 ci-dessous. En
effet, en dessous de C = 2, le signal simule´ est trop proche du signal sans hyste´re´sis C < 1,
pour que l’algorithme retrouve la valeur de C re´elle et au dela` de C = 30, on se rapproche
du phe´nome`ne de coherence collapse, les pics du signal sont de trop petite amplitude pour
qu’ils puissent eˆtre de´tecte´s. Cependant, meˆme si pour 1 < Cmodele < 2, le Cdemodulation obtenu
est faux (car toujours e´gal a` 1 ), il est tout de meˆme possible de reconstruire correctement le
de´placement en utilisant cette valeur.
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Fig. IV.8 – Valeur du coefficient de couplage C de´termine´ graˆce a` l’algorithme de de´modulation,
en fonction du C donne´ en parame`tre au mode`le. La droite correspond a` la droite d’e´quation
Cdemodulation = Cmodele.
4 Traitement des signaux expe´rimentaux
4.1 De´termination de C et α
La premie`re e´tape de l’algorithme de de´modulation est repre´sente´e sur la figure (IV.9).
Apre`s avoir de´tecte´ les transitions du signal expe´rimental a` l’aide d’un filtre nume´rique et de
comparateurs, on obtient une estimation de la phase du laser en pre´sence de re´troinjection x̂F (t).
Cette estimation est approche´e puisque l’on ajoute a` chaque transition 2pi et non 2piC/(C +1)
Fig. IV.9 – (a) Puissance optique expe´rimentale, (b) Estimation approximative de la phase du
laser en pre´sence de re´troinjection x̂F (t) .
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La minimisation du crite`re J(C, θ), dont nous avons de´ja` parle´ pre´ce´demment, permet en-
suite de de´terminer les valeurs optimales de C et de θ afin de re´soudre l’e´quation (IV.2). La
figure (IV.10-a) repre´sente l’allure de ce crite`re pour les donne´es expe´rimentales de la figure
(IV.9) et ce pour diffe´rentes valeurs de C et de θ. Les courbes de niveaux (IV.10-b) permettent
de visualiser la valeur de C optimale pour ces donne´es expe´rimentales : Ĉopt = 4, 2 et θ̂opt. La
valeur de θ̂opt n’a d’autre inte´reˆt que de reconstruire de fac¸on optimale le de´placement, mais
ne permet pas de retrouver le facteur de Henry α, qui ne´cessiterait de connaˆıtre la phase du
signal a` l’origine. Cependant, la de´termination exacte de ce parame`tre n’est pas importante
pour notre application comme on l’a vu sur la figure (III.4).
Fig. IV.10 – Crite`re J(C, θ) correspondant au signal expe´rimental sinuso¨ıdal pre´sente´ sur la
figure (IV.9-a), ou` θ = arctan(α) + xF (0) qui permet de trouver le couple (C, θ) optimal, afin
de re´soudre l’e´quation (IV.2).
4.2 Reconstruction d’un signal expe´rimental sinuso¨ıdal
Le de´placement reconstruit graˆce au capteur par self-mixing a e´te´ compare´ a` l’estimation du
meˆme de´placement re´alise´e par un vibrome`tre commercial Polytec CLV 1000 (Figure IV.11).
Le de´placement me´canique a une fre´quence de 360 Hz et une amplitude creˆte a` creˆte de 3 µm.
L’erreur entre les deux est assez faible, ±0, 04λ/2, c’est a` dire environ 32 nm pour ce laser (Fi-
gure IV.11-c). Cette erreur est infe´rieure a` l’erreur de 40 nm obtenue en simulation ; cependant,
cette erreur expe´rimentale n’est pas significative puisqu’elle est en dessous de la re´solution du
vibrome`tre comercial, qui est d’environ 100 nm. Pour avoir des re´sultats plus probants quant
a` la re´solution de notre capteur, il faudrait le calibrer avec un appareil bien plus pre´cis.
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Fig. IV.11 – Reconstruction d’un de´placement sinusoidal expe´rimental (a) Estimation du
de´placement avec le capteur par self-mixing, (b) Estimation du de´placement par le vibrome`tre
commercial, (c) Erreur, calcule´e comme la diffe´rence entre les deux estimations.
4.3 Reconstruction d’un signal expe´rimental ale´atoire
L’algorithme de de´modulation permet de la meˆme manie`re d’estimer des de´placements de
cible ale´atoires. La de´termination du couple (C, θ) optimal est re´alise´e graˆce au crite`re J(C, θ),
comme on peut le voir sur la figure (IV.12).
L’erreur, encore une fois calcule´e comme la diffe´rence entre l’estimation du de´placement
donne´ par la capteur par self-mixing et le de´placement donne´ par le vibrome`tre commercial est
cette fois de l’ordre de 400 nm. Cette erreur n’est pas non plus re´ellement significative puisqu’il
est difficile expe´rimentalement de mesurer le de´placement d’un meˆme point de la cible avec
deux capteurs simultane´ment (voir figure IV.13).
5 Ame´lioration avec l’utilisation d’ondelettes
pour la de´tection de pics
La me´thode de l’algorithme de´crit pre´ce´demment fonctionne tout a` fait correctement pour
des signaux de self-mixing ”propres”. Lorsque le signal est bruite´ par des perturbations e´lectromagne´-
tiques ou des couplages me´caniques, des erreurs se produisent pour la de´tection des pics et
provoquent une mauvaise reconstruction du de´placement.
La proble´matique principale de cet algorithme repose sur la de´tection syste´matique des sauts
de phase du signal, repre´sente´s par des pics. Jusqu’a` pre´sent, la me´thode utilise´e consistait a`
de´river le signal puis a` utiliser un de´tecteur a` seuil fixe, de manie`re a` ne de´tecter que les sauts
de phase. Cependant, lorsque le signal est bruite´, le seuil fixe peut de´tecter des bruits dont la
84
CHAPITRE IV. CONCEPTION D’UN CAPTEUR DE DE´PLACEMENT C > 1
Fig. IV.12 – Crite`re J(C, θ) correspondant au signal expe´rimental ale´atoire pre´sente´ sur la
figure (IV.13-a), ou` θ = arctan(α) + xF (0) qui permet de trouver le couple (C, θ) optimal, afin
de re´soudre l’e´quation (IV.2).
Fig. IV.13 – Reconstruction d’un de´placement ale´atoire expe´rimental. (a) Puissance optique,
(b) Estimation du de´placement graˆce au capteur par self-mixing, (c) Estimation du de´placement
donne´e par le vibrome`tre commercial, (d) Erreur, calcule´e comme la diffe´rence entre les deux
de´placements.
de´rive´e est aussi importante que celle des sauts de phase. D’autre part, le fait de fixer un seuil
peut masquer des points qui auraient duˆ eˆtre de´tecte´s [69].
Il faut donc utiliser une autre me´thode, de manie`re a` e´viter les fausses de´tections et les non
de´tections.
La de´tection de pics est un domaine qui a grandement e´te´ explore´ par les spe´cialistes
en traitement du signal durant les trente dernie`res anne´es, afin d’analyser les ECG (Electro-
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CardioGrammes) [70][71]. Le grand nombre de recherches faites dans ce domaine montre bien
la difficulte´ associe´e a` la de´tection de pics, proble`me apparemment assez simple. Ces me´thodes
de traitement du signal correspondent tout a` fait a` notre proble´matique : elles ont pour but
de de´tecter les battements du coeur, traduits sous forme de pics dans les ECG appele´s QRS,
similaires aux sauts de phase de notre proble`me (Figure IV.14).
(a) (b)
Fig. IV.14 – Similitudes entre les pics de la de´rive´e du signal de self-mixing (a) et les pics des
ECG (ElectroCardioGrammes) (b).
La de´tection de pics peut eˆtre re´alise´e par diffe´rentes me´thodes, parmi elles, des me´thodes
base´es sur les filtres digitaux et la de´rivation [70], des me´thodes base´es sur les ondelettes [72],
les re´seaux de neurones [73], la transforme´e de Hilbert [74], les algorithmes ge´ne´tiques [75], etc.
C’est la me´thode de la transforme´e en ondelettes, la plus souvent utilise´e pour la de´tection
de QRS, que nous avons choisie. Bien que cette the´orie soit bien connue et de´veloppe´e de fac¸on
exhaustive dans la litte´rature, nous allons pre´senter ici brie`vement quelques e´le´ments de the´orie
ne´cessaires a` la compre´hension de l’algorithme.
5.1 Rappel sur la transforme´e en ondelettes
La repre´sentation en ondelettes du signal est une repre´sentation temps-e´chelle, de principe
assez proche de la de´composition temps-fre´quence de la transforme´e de Fourier. Cependant,
cette dernie`re est une repre´sentation globale du signal. Elle ne permet pas d’analyser son com-
portement fre´quentiel local ni de de´tecter des discontinuite´s locales. La transforme´e en onde-
lettes (TO) remplace la sinuso¨ıde de la transforme´e de Fourier par une famille de translations
et dilatations d’une meˆme fonction, l’ondelette.
Les parame`tres de translation et de dilatation sont les deux arguments de la transforme´e en
ondelettes.
La transforme´e en ondelettes d’une fonction f(t) est de´finie de la manie`re suivante :
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Wf (a, b) =
∫ ∞
−∞
f(t)Ψ∗a,b(t)dt (IV.5)
ou` Ψ∗ est le complexe conjugue´ de la fonction ondelette Ψ(t).
Cet ensemble de fonctions d’analyse, la famille des ondelettes Ψa,b(t) se de´duit de la fonction
me`re par :
Ψa,b(t) =
1√
(2)
Ψ(
t− b
a
) (IV.6)
ou` a et b correspondent respectivement au parame`tre de dilatation (et donc d’e´chelle) et
de translation. La fonction me`re peut eˆtre repre´sente´e comme une oscillation sur une courte
dure´e, de moyenne nulle (Figure IV.15) d’e´quation, par exemple pour l’ondelette de Morlet
Ψ = e−x
2/2 cos(5x). La transforme´e en ondelettes discre`te (ou DWT pour Discret Wavelet
Transform) re´alise le calcul en discre´tisant les parame`tres d’e´chelle et de translation : a = 2j et
b = n.2j ou` j et n sont des entiers.
Fig. IV.15 – Exemple d’ondelette : l’ondelette de Morlet, dont l’e´quation est Ψ = e−x
2/2 cos(5x).
Comme dans notre cas, ce sont souvent les singularite´s d’un signal qui contiennent le plus
d’information. Le calcul de la TO va permettre de trouver les positions exactes de ces singula-
rite´s. En effet, d’apre`s Mallat [76], le maximum local du module de la TO, |Wf (t)| de´tecte les
positions des variations brusques d’un signal.
La premie`re des choses a` faire est de se´lectionner les e´chelles de de´composition qui vont
nous eˆtre utiles. Comme on peut le voir sur la figure (IV.16), pour les petites e´chelles, W2jf(t)
traite les hautes fre´quences du signal alors que les grandes e´chelles rendent comptes des basses
fre´quences.
Les pics du signal qui doivent eˆtre de´tecte´s ont des fre´quences e´leve´es. Nous pouvons
conside´rer uniquement les e´chelles j < 5. De plus, l’expe´rience nous montre que les e´chelles
caracte´ristiques de notre signal sont j = 1, j = 2 et j = 3.
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Fig. IV.16 – Re´ponse de l’amplitude en fonction de la fre´quence de la transforme´e en ondelettes
et bande passante du filtre e´quivalent pour diffe´rentes e´chelles.
Ensuite, il a e´te´ ne´cessaire de choisir l’ondelette qui convient le mieux a` notre signal parmi
les nombreuses familles d’ondelettes qui existent (Haar, Debauchies, Biorthogonales, Morlet,
Meyer ...). Cette se´lection a e´te´ re´alise´e en analysant successivement le comportement de chaque
famille d’ondelettes graˆce a` l’outil Wavemenu de la wavelet toolbox de Matlabr. L’ondelette
que nous utilisons est la reverse biorthogonale (Figure IV.17), note´e rbio, car elle est assez
similaire a` la discontinuite´ a` de´tecter.
Fig. IV.17 – Ondelette me`re reverse biorthogonale.
5.2 De´tection des pics
La TO permet de de´composer un signal sous la forme d’une combinaison line´aire de si-
gnaux connus servant de base a` la projection. La TO permet de calculer les coefficients de cette
de´composition. Ceux-ci sont relatifs a` l’e´chelle et de´composent le signal en un signal approxi-
matif et un signal de de´tail (voir figure IV.18). L’outil Wavemenu est encore une fois utile pour
visualiser cette de´composition et comprendre le traitement utilise´ (Figure IV.19). D’apre`s la
litte´rature, une des techniques les plus utilise´es pour la de´tection de singularite´s est la me´thode
du ”Modulus maxima”. Cette me´thode de´tecte les valeurs maximales des coefficients de de´tails
a` travers les e´chelles, de manie`re a` ce que seules celles qui sont pre´sentes sur plusieurs e´chelles
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et montrent une certaine continuite´ soient conside´re´es comme correspondantes aux singularite´s
du signal initial.
Fig. IV.18 – Le signal (S) est de´compose´ en une approximation (a1) et un de´tail (d1), de
niveau 1. L’approximation a1 est a` son tour de´compose´e en approximation (a2) et de´tail (d2)
de niveau 2.
Fig. IV.19 – De´composition d’un signal de self-mixing jusqu’au niveau 3, en utilisant l’outil
Wavemenu de Matlabr. s est le signal de self-mixing, a2 son approximation de niveau 2, d1 le
de´tail de niveau 1, et d2 le de´tail de niveau 2.
La recherche des valeurs maximales de coefficients est d’abord effectue´e sur les grandes
e´chelles de de´composition, car elles ont moins de valeurs maximales et sont moins bruite´es.
Sur les e´chelles de de´composition plus petites, la recherche est effectue´e autour des valeurs
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a1 d1
a2 d2
s = a1 + d1
s = a2 + d1 + d2
(a) (b)
Fig. IV.20 – Agrandissement de pics de d2 (voir figure IV.19). Chaque pic correspond a` une
transition montante (a) ou descendante (b).
de´tecte´es auparavant de manie`re a` minimiser le temps de calcul. Une fois le saut de phase
de´tecte´, il faut de plus de´terminer son signe. Cela est facilement re´alise´ : la figure (IV.20)
montre un agrandissement de pics issus de la de´composition du signal d2 (voir figure IV.19) ;
l’enveloppe des pics est diffe´rente suivant qu’ils sont dus a` une transition montante (figure
IV.20-a) ou descendante (figure IV.20-b).
Le seuil ne´cessaire a` la de´tection doit eˆtre adaptatif, c’est a` dire qu’il doit fonctionner pour
chaque nouveau signal. Pour cela notre programme trace un histogramme des valeurs obtenues
pour chaque de´composition du signal et fixe le seuil comme 1% de la valeur maximale, valeur
qui permet de de´tecter tous les pics de la de´composition sans eˆtre perturbe´ par le bruit.
Le figure (IV.21) illustre la de´tection des dents de scie par de´rive´e pour un signal de self-
mixing bruite´ qui laisse des pics non de´tecte´s. En utilisant la TO, tous les pics sont de´tecte´s
(voir figure IV.23). Les reconstructions qui de´coulent de ses deux me´thodes sont donne´es, res-
pectivement sur les figures (IV.22) et (IV.24).
L’erreur de la figure (IV.24-c), calcule´e comme la diffe´rence entre l’estimation du de´placement
donne´e par le capteur par self-mixing et celle donne´e par le vibrome`tre commercial est de
l’ordre de 7 λ/2 soit environ 2, 8 µm. Cela n’est pas repre´sentatif de la pre´cision de l’algorithme
puisque, comme cela a e´te´ dit pre´ce´demment, il est tre`s difficile de mesurer simultane´ment le
de´placement ale´atoire d’un meˆme point avec deux capteurs diffe´rents. Cependant, on notera
une grande ressemblance entre l’allure des deux de´placements.
6 Conclusion
Ce chapitre de´taille un nouvel algorithme qui permet d’extraire le de´placement d’un signal
de self-mixing dans le cas d’une re´troinjection mode´re´e. Cet algorithme est auto-adaptatif,
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Fig. IV.21 – (a) Signal de self-mixing ale´atoire bruite´, (b) De´tection des pics issus de la de´rive´e
du signal pre´ce´dent avec un seuil. Un certain nombre de pics ne sont pas de´tecte´s.
Fig. IV.22 – Reconstruction d’un de´placement ale´atoire en utilisant un simple seuil
pour de´tecter les pics. (a) Estimation du de´placement avec le capteur par self-mixing, (b)
De´placement de re´fe´rence donne´ par le vibrome`tre commercial, (c) Erreur, calcule´e comme
la diffe´rence entre les deux estimations.
ce qui fait que pour un signal peu bruite´, une fois le seuil de de´tection des pics fixe´s, il est
imple´mentable sur une carte DSP, par exemple en vue d’une industrialisation. Il n’est pas
ne´cessaire de faire un pre´calibrage afin de trouver les coefficients C et α, comme c’est le cas
pour le capteur de´veloppe´ dans [36]. Ce capteur permet d’atteindre une pre´cision d’environ
40 nm pour un de´placement de 8 µm du point de vue the´orique, mais les moyens me´trologiques
nous manquent pour nous permettre de valider cela expe´rimentalement. En effet, la pre´cision
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Fig. IV.23 – (a) Signal de self-mixing ale´atoire bruite´, (b) De´tection des pics issus de la
transforme´e en ondelettes du signal pre´ce´dent avec un seuil. Tous les pics sont de´tecte´s.
Fig. IV.24 – Reconstruction d’un de´placement ale´atoire en utilisant la transforme´e en onde-
lettes pour de´tecter les pics. (a) Estimation du de´placement avec le capteur par self-mixing, (b)
De´placement de re´fe´rence donne´ par le vibrome`tre commercial, (c) Erreur, calcule´e comme la
diffe´rence entre les deux estimations.
donne´e par le vibrome`tre commercial (valeur : 80 000 euros) n’est pas suffisante alors que
le vibrome`tre fibre´ Philtec, appareil e´galement disponible au laboratoire, a lui une pre´cision
suffisante, de l’ordre de quelques nanome`tres mais sur une plage de de´placement re´duite (de
l’ordre de 1 µm).
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Chapitre V
Conception d’un capteur de
de´placement C < 1
1 Introduction
Le chapitre pre´ce´dant e´tait consacre´ a` la conception d’un capteur de de´placement par self-
mixing pour une re´troinjection mode´re´e (C > 1). L’algorithme utilise´ dans ce cas est base´ en
partie sur la de´tection des discontinuite´s pre´sente´es par le signal lorsque la cible s’est de´place´e
d’une distance e´gale a` une demie longueur d’onde. Cette technique n’est plus adapte´e dans le
cas d’une faible re´troinjection (C < 1), cas ou` l’on n’observe plus ces discontinuite´s.
En effet, le signal de self-mixing le plus courant est le signal en re´troinjection mode´re´e.
Cependant, un signal en re´troinjection faible peut se pre´senter suivant la distance a` la cible et
la nature de la cible. Il est ne´cessaire de pre´voir un capteur qui s’adapte a` toute la plage de
re´troinjection qu’il est possible de trouver.
L’estimation la plus pre´cise possible du de´placement de la cible lorsque le capteur fonc-
tionne en faible re´troinjection est donne´e par une me´thode dite du maximum de vraisemblance.
Cependant cette me´thode ne´cessite d’importants calculs qui la rendent impropre a` toute uti-
lisation temps re´el. Pourtant, moyennant un certain nombre de connaissances a` priori sur le
signal a` traiter, le proble`me de l’estimation du de´placement utilisant la me´thode du maximum
de vraisemblance peut eˆtre re´solue, pour les syste`mes line´aires, par le filtre de Kalman, filtre
re´cursif et donc adapte´ a` la contrainte temps re´el de notre capteur.
Pour certains syste`mes non line´aires, l’algorithme de Kalman est inutilisable mais il peut eˆtre
adapte´ pour donner un estimateur sous-optimal appele´ Filtre de Kalman E´tendu (FKE)[77][78][79]
[80]. Contrairement au filtre de Kalman, le FKE est peu aise´ a` mettre en oeuvre. Les non
line´arite´s du signal de self-mixing pour C < 1 peuvent eˆtre ge´re´es par le FKE, mais ce filtre est
totalement inadapte´ au cas des re´troinjections mode´re´es qui entraˆınent des discontinuite´s dans
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le signal P(t) cause´es par le phe´nome`ne d’hyste´re´sis que nous avons pre´sente´ au chapitre III.
Ces proble`mes d’estimation de parame`tres de syste`mes non line´aires sont d’actualite´ pour la
recherche en traitement du signal [81]. Parmi toutes les me´thodes conventionnelles, nous avons
retenu le FKE, mais il existe aujourd’hui d’autres me´thodes comme le filtrage particulaire.
Cependant, le FKE est utilise´ depuis 40 ans pour re´soudre des proble`mes non line´aires, il est
de plus beaucoup plus rapide, car re´cursif, que le filtrage particulaire qui ne´cessite des calculs
couˆteux en temps.
L’organisation du chapitre est la suivante : dans un premier temps nous pre´sentons l’ap-
proche ge´ne´rale de l’estimation baye´sienne re´cursive dans laquelle nous plac¸ons notre travail, et
nous rappellerons comment le filtre de Kalman e´tendu permet de re´soudre de fac¸on re´cursive et
quasi optimale ce proble`me d’estimation. L’approche baye´sienne de l’estimation du de´placement
que nous venons de mentionner est ge´ne´rale mais ne´cessite de connaˆıtre un mode`le pre´cis du
de´placement que l’on cherche a` estimer. Ce mode`le doit eˆtre e´crit sous la forme d’e´quations
d’e´tat de´finissant un processus de Markov et qui s’inscrit ainsi dans le cadre ge´ne´ral de l’esti-
mation baye´sienne re´cursive. Dans ce travail, nous avons choisi de traiter le cas d’une mesure
de de´placements sinuso¨ıdaux. En effet, ce proble`me se rencontre tre`s fre´quemment dans l’in-
dustrie et les laboratoires de recherche lorsque l’on cherche a` estimer des fonctions de transfert
de structures me´talliques, par exemple, ou re´aliser une analyse modale.
Pour terminer, nous pre´sentons le travail expe´rimental de validation de la me´thode d’esti-
mation du de´placement pour le capteur de self-mixing dans le cas d’une faible re´troinjection a`
travers l’exemple de l’analyse de reveˆtements amortissants.
2 Estimation baye´sienne re´cursive
2.1 Introduction a` l’estimation baye´sienne re´cursive
Dans le cadre de l’e´tude du capteur par self-mixing et dans le cas d’une faible re´troinjection
optique, nous choisissons d’estimer le de´placement de la cible en utilisant une approche baye´sienne.
Cette de´marche s’appuie sur l’estimation de la grandeur a` mesurer (pour nous le de´placement
de la cible) a` partir d’une connaissance a` priori du mode`le physique associe´ au proble`me ainsi
que des proprie´te´s statistiques des signaux perturbateurs. L’estimation du de´placement, dans
le contexte baye´sien, est donne´e par l’espe´rance mathe´matique des estimations conditionnelle
aux observations (i.e. la ”moyenne” des estimations connaissant un certain nombre de mesures
expe´rimentales du signal de self-mixing) du signal optique P (t) disponibles de l’instant initial
t = 0 a` l’instant courant t, note´e E[]. Formellement, l’estimation du de´placement note´e D̂(k)
est donne´e par :
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D̂(k) = E[D(k)|Observations] (V.1)
La mise en oeuvre d’une strate´gie d’estimation baye´sienne re´cursive s’appuie sur les hy-
pothe`ses et les proprie´te´s statistiques des processus de Markov que ve´rifient de fac¸on remarqua-
blement pre´cise de tre`s nombreux syste`mes ou signaux physiques. Dans le cas de l’estimation du
de´placement D̂(k) que nous traitons dans le cas de notre capteur, cette hypothe`se markovienne
suppose que le de´placement de la cible a` l’instant discret k ne de´pend que du de´placement a`
l’instant k − 1. Dans de nombreux cas, cette relation permet de de´finir une e´quation d’e´tat,
comme nous le montrons dans le paragraphe suivant.
D̂(k + 1) = e(D̂(k)) (V.2)
avec e, fonction qui sera donne´e par la repre´sentation d’e´tat du syste`me physique.
2.2 Repre´sentation dans l’espace d’e´tat
La re´solution de nombreux proble`mes physiques ne´cessite d’estimer l’e´tat, a` chaque instant,
d’un syste`me en utilisant seulement les grandeurs disponibles : des mesures bruite´es. La seule
grandeur physique accessible de notre capteur par self-mixing est la variation de la puissance
optique de´tecte´e par la photodiode.
L’e´tat d’un syste`me a` un moment donne´ peut eˆtre caracte´rise´ par un ensemble de variables,
appele´es variables d’e´tat, regroupe´es dans un vecteur d’e´tat. Les variables d’e´tat de notre cap-
teur par self-mixing sont le de´placement relatif de la cible par rapport a` sa position d’e´quilibre,
une variable proportionnelle a` la vitesse et la position de la cible par rapport au capteur. La
vitesse de la cible pourrait ainsi eˆtre de´termine´e, mais notre travail ici porte exclusivement sur
la mesure de de´placements. La valeur de la position moyenne de la cible par rapport au capteur
estime´e par l’algorithme de Kalman est en fait une distance arbitraire modulo λ/2. Cependant
cette valeur est peu importante dans le cadre de notre e´tude, puisqu’elle entre dans le calcul
du de´placement relatif mais ne l’affecte. La seule chose que peut mesurer notre capteur est un
de´placement relatif et la distance absolue, quant a` elle ne peut eˆtre obtenue que par modulation
du courant d’injection de la diode (voir paragraphe 4.5).
Le proble`me met en jeu trois types de variables : les variables d’entre´e du syste`me, les
variables de sortie et les variables d’e´tat. L’e´tude du comportement d’un syste`me dynamique
passe par la construction d’un mode`le auquel est associe´ un syste`me d’e´quations donnant les
relations qui existent entre ces diffe´rents types de variables. Dans le cadre de la conception d’un
capteur par self-mixing, la variable d’entre´e du syste`me pourrait, par exemple, eˆtre le courant
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de polarisation si celui -ci variait au court du temps. Notre diode laser n’est pas module´e en
courant, et par conse´quent notre syste`me n’a pas de variable d’entre´e.
La premie`re relation caracte´risant le syste`me est appele´e e´quation d’e´tat et traduit une
mode´lisation markovienne de notre proble`me. Elle s’e´crit :
X(k + 1) = EK[k,X(k), U(k)] +W (k) (V.3)
ou`
– X(k) = [x1(k), ..., xm(k)]
T est un vecteur (m × 1), qui repre´sente les diffe´rents e´tats du
syste`me pris au court du temps. Pour le capteur par self-mixing,X(k) = [x1(k), x2(k), x3(k)]
T ,
ou` x1(k) est le de´placement relatif de la cible par rapport a` sa position d’e´quilibre, x2(k)
est proportionnel a` la vitesse de la cible et x3(k) est sa position.
– U(k) = [U1(k), ..., Up(k)]
T est le vecteur (p × 1) d’entre´e connu, qui est nul pour notre
capteur.
– W (k) = [W1(k),W2(k), ...,Wm(k)]
T est un vecteur ale´atoire (m× 1) , appele´ bruit d’e´tat,
qui correspond au bruit qui perturbe l’estimation, dans notre cas, du de´placement, de la
vitesse et de la position.
La deuxie`me e´quation est l’e´quation d’observation. Elle traduit le fait que les grandeurs
accessibles a` la mesure ne sont pas force´ment les variables d’e´tat mais plutoˆt une fonction de
ces variables. Pour notre capteur, il n’est bien e´videmment pas possible de mesurer directement
le de´placement, la vitesse de la cible ou sa position. La seule mesure physique a` laquelle nous
ayons acce`s est celle des variations de la puissance optique de la diode laser sous l’influence de
la re´troinjection optique.
Y (k) = H[k,X(k)] + V (k) (V.4)
ou`
– Y (k) = [Y1(k), ..., Yn(k)]
T est un vecteur (n×1), qui repre´sente les observations du syste`me
au court du temps. Dans notre cas, ce vecteur se re´duit a` un scalaire qui repre´sente la
puissance optique disponible a` l’instant k en sortie de la photodiode, soit Y (k) = P (k).
– V (k) = [V1(k), V2(k), ..., Vn(k)]
T est un vecteur ale´atoire (n× 1) , appele´ bruit d’observa-
tion. Il correspond au bruit de la mesure expe´rimentale de la puissance optique.
L’e´quation (V.3) montre que la fonction EK, donnant l’e´tat du syste`me a` l’instant k + 1
est une fonction de l’e´tat a` l’instant k, de X(k) uniquement et ne de´pend pas de X(k − 1),
X(k − 2) ... Ce comportement caracte´rise un processus de Markov d’ordre un. C’est a` dire,
lorsque la totalite´ du passe´ est connue, les proprie´te´s statistiques de X(k + 1) a` l’instant k + 1
ne de´pendent que du passe´ d’ordre un, c’est a` dire de l’e´tat a` l’instant k. Cette proprie´te´
est particulie`rement inte´ressante car elle autorise l’estimation du vecteur d’e´tat sans qu’il soit
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ne´cessaire de me´moriser l’information passe´e, ce qui est tre`s appre´ciable dans l’optique d’un
calcul par ordinateur. Si, de plus, W (k) et V (k) suivent des lois de distribution gaussiennes, le
processus est dit gaussien-markovien.
2.3 Estimation baye´sienne des e´tats d’un processus gaussien-
markovien
Pour pre´senter de fac¸on tre`s sche´matique la philosophie ge´ne´rale des me´thodes d’estima-
tion baye´sienne, plac¸ons-nous dans le cas classique d’un proble`me d’estimation optimale d’un
parame`tre θ. Sans aucune connaissance a` priori des proprie´te´s statistiques de ce parame`tre, l’es-
timation optimale est donne´e par la me´thode du maximum de vraisemblance [79]. Lorsqu’une
connaissance a` priori est disponible pour le parame`tre θ, comme un intervalle de variation ou
une Densite´ de Probabilite´ (DdP) par exemple, il est possible d’obtenir une estimation plus
pre´cise de ce parame`tre en recherchant une valeur optimale, conditionnellement a` l’information
a` priori disponible. Cette approche, rendue possible graˆce au the´ore`me de Bayes, porte le nom
de me´thode d’estimation baye´sienne. Pour le proble`me d’estimation que nous traitons dans ce
travail, nous recherchons les e´tats de notre proble`me (de´placement, la vitesse, position initiale)
conditionnellement aux informations disponibles en sortie de la photodiode [82].
Il est donc ne´cessaire de construire la Densite´ de Probabilite´ (DdP) a` priori des e´tats X(k).
Pour cela, les informations dont nous disposons sont :
– l’ensemble des mesures Y (k) (ou observation) re´alise´es de l’instant k = 0 a` l’instant k et
regroupe´es dans le vecteur :
Y(k) = [Y T (k), Y T (k − 1), ..., Y T (0)]T ; (V.5)
qui est, pour notre application l’ensemble des mesures des variations de la puissance
optique, soit Y(k) = P (k).
– les proprie´te´s statistiques des vecteurs ale´atoires W(k) et V(k) ;
– le mode`le pre´cis du syste`me ou du signal a` analyser donne´ par les e´quations d’e´tat (V.3)
et d’observation (V.4). Nous nous servirons pour cela du mode`le approxime´ (line´aire par
morceaux) de´veloppe´ au chapitre III.
Par la suite, il est note´ p(A|B), la densite´ de probabilite´ conditionnelle de A connaissant B.
Si l’on suppose que la DdP a` l’instant 0, p[X(0)|Y (0)] = p[X(0)], est connue et en utilisant toute
l’information disponible entre l’instant 0 et l’instant k, il est possible de construire p[X(k)|Y(k)]
de manie`re recursive en deux e´tapes : une e´tape de pre´diction et une e´tape de correction.
L’e´quation d’e´tat (V.3) permet dans un premier temps de pre´dire la DdP des e´tats. Ainsi
avec l’hypothe`se que la DdP p[X(k)|Y(k)] est connue, l’e´quation de Chapman-Kolmogorov
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permet de de´terminer la DdP de l’e´tat a` l’instant k + 1.
p[X(k + 1)|Y(k)] =
∫
p[X(k + 1)|X(k)]p[X(k)|Y(k)]dX(k) (V.6)
Dans un second temps, une nouvelle mesure Y (k + 1) est devenue disponible et est mise a`
profit pour actualiser p[X(k + 1)|Y(k + 1)] par l’interme´diaire de la loi de Bayes (V.7) :
p[X(k + 1)|Y(k + 1)] = p[Y (k + 1)|X(k + 1)]p[X(k + 1)|Y(k)]
p[Y (k + 1)|Y(k)] (V.7)
ou` la DdP normalise´e
p[Y (k + 1)|Y(k)] =
∫
p[Y (k + 1)|X(k + 1)]p[X(k + 1)|Y(k)]dX(k) (V.8)
de´pend de p[Y (k + 1)|X(k + 1)] de´finie par l’e´quation d’observation (V.4).
Les e´quations (V.6) et (V.7), ne de´pendant que de vecteurs a` l’instant k et a` l’instant k+1,
constituent la base d’une estimation re´cursive. Dans la pratique, il est difficile de trouver une
solution analytique a` ce proble`me. Ne´anmoins, dans un certain nombre de cas, la solution existe
et peut eˆtre apporte´e notamment par le filtrage de Kalman [83][81].
Fig. V.1 – Principe de l’estimation re´cursive de Bayes.
2.4 Estimation par filtrage de Kalman
L’approche baye´sienne est tre`s ge´ne´rale mais elle est souvent tre`s lourde a` utiliser. Kalman
a propose´ une me´thode re´cursive afin de re´soudre ce proble`me d’estimation Baye´sienne. L’avan-
tage de cet algorithme est qu’il calcule la solution du proble`me baye´sien de manie`re simple.
Cependant, l’algorithme de Kalman n’est e´quivalent a` l’estimation baye´sienne en terme d’opti-
misation que si l’hypothe`se que les processus mis en jeux dans le proble`me sont des processus
markoviens et gaussiens est ve´rifie´e. Ceci n’est plus le cas lorsque les syste`mes sont non line´aires.
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En 1960, Kalman publie un article [84] de´crivant cette me´thode de filtrage re´cursif line´aire
qui est particulie`rement adapte´e au traitement des signaux non-stationnaires. Cette technique
utilise une repre´sentation dans l’espace d’e´tat du syste`me a` e´tudier. Son principe consiste a`
e´valuer par re´currence l’estimation du vecteur d’e´tat a` l’instant k, en tenant compte a` la fois de
l’estimation de ce meˆme vecteur a` l’instant k− 1 et de l’information acquise depuis cet instant.
Ainsi le filtre de Kalman ne ne´cessite pas de conserver la totalite´ des informations passe´es. Les
calculs sont donc conside´rablement simplifie´s et surtout beaucoup plus rapides, ce qui rend la
me´thode tre`s inte´ressante pour des applications en temps re´el.
Dans un premier temps, les principes du filtrage de Kalman applique´s au traitement de
syste`mes line´aires sont expose´s. Cela permet d’aboutir a` l’algorithme ge´ne´ral du filtre de Kal-
man, estimateur d’e´tat courant a` un pas. Par la suite, cette me´thode de filtrage sera applique´
au signal de sortie de notre capteur de manie`re a` en extraire le de´placement. Cependant, ce
proble`me ne´cessite une e´quation d’observation non line´aire, qui n’est pas adapte´e au filtrage
classique de Kalman. Ne´anmoins, cette technique peut eˆtre e´tendue au cas non line´aire et
porte le nom de filtrage de Kalman e´tendu (EKF). Nous allons expliquer cette me´thode et son
application a` notre proble`me dans les parties suivantes.
2.4.1 Principe du filtre de Kalman
La me´thode d’estimation par filtrage de Kalman suppose que la DdP p[X(k)|Y(k)] a` chaque
instant k est de nature gaussienne, parame´tre´e par une moyenne et une covariance. Si p[X(k)|Y(k)]
est gaussienne, on montre que p[X(k + 1)|Y(k + 1)] l’est aussi sous certaines conditions :
– W (k) et V (k) doivent eˆtre des processus gaussiens,
– EK[k,X(k), U(k),W (k)] doit eˆtre une fonction line´aire de X(k) et de W (k) ;
– H[k,X(k), V (k)] doit eˆtre une fonction line´aire de X(k) et de V (k) ;
De cette fac¸on les e´quations d’e´tat (V.3) et d’observation (V.4) s’e´crivent respectivement
X(k + 1) = A(k)X(k) +W (k) (V.9)
Y (k) = C(k)X(k) + V (k). (V.10)
Les e´quations (V.9) et (V.10) font apparaˆıtre plusieurs signaux et donne´es qu’il convient de
pre´ciser :
– A(k) est une matrice (m ×m) connue qui peut e´voluer au cours du temps. Elle permet
de calculer l’e´volution de l’e´tat du syste`me au cours du temps.
– C(k) est une matrice (n×m) connue qui peut aussi e´voluer au cours du temps. Elle relie
le vecteur d’e´tat, a priori inconnu, aux observations expe´rimentales.
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– W (k) = [W1(k),W2(k), ...,Wm(k)]
T est un vecteur ale´atoire (m×1) inconnu et inaccessible
a` la mesure, souvent appele´e bruit d’e´tat.
– V (k) = [V1(k), V2(k), ..., Vn(k)]
T est un vecteur ale´atoire (n × 1) inconnu lui aussi et
inaccessible a` la mesure. Il est souvent appele´ bruit de mesure.
Ainsi le filtre de Kalman issu des relations de re´currence de´finies par l’e´quation de Chapman-
Kolgomorov (V.6) et la loi de Bayes (V.7) peut eˆtre conside´re´ comme la solution aux deux
relations re´cursives
p[X(k)|Y(k)] = N [Xˆ(k|k), P (k|k)] (V.11)
ou` la moyenne Xˆ(k|k) repre´sente l’estimation de l’e´tat du syste`me a` l’instant k connaissant
toutes les observations jusqu’a` l’instant k, et
p[X(k + 1)|Y(k)] = N [Xˆ(k + 1|k), P (k + 1|k)] (V.12)
ou` N (Xˆ, P ) de´signe une DdP gaussienne de moyenne Xˆ et de matrice de covariance P . P
donne la covariance de l’erreur d’estimation avec
P(k + 1|k) = E{X˜(k|k − 1)X˜T (k|k − 1)} (V.13)
Dans cette dernie`re relation X˜(k|k − 1) = X(k|k − 1) − Xˆ(k|k − 1) repre´sente l’erreur
d’estimation. Les deux e´quations (V.11) et (V.12) montrent que le filtre de Kalman repre´sente
la solution re´cursive d’un proble`me line´aire gaussien.
Par ailleurs, les statistiques du premier et du deuxie`me ordre des vecteurs W (k) et V (k)
sont suppose´es connues. Dans le cadre de cette e´tude elles sont donne´es par les moyennes
E[W (k)] = 0 et E[V (k)] = 0 (V.14)
ainsi que par les matrices de covariance des bruits d’e´tat et d’observation
RW (k, l) = E[W(k)W
T (l)] =
 RW (k, k) note´ Q(k) pour k = l0 pour k 6= l (V.15)
et
RV (k, l) = E[V(k)V
T (l)] =
 RV (k, k) note´ R(k) pour k = l0 pour k 6= l. (V.16)
De plus les processus vectoriels W (k) et V (k) sont suppose´s non corre´le´s, c’est a` dire que
E[W (k)V T (l)] = 0 ∀ k, l (V.17)
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2.4.2 Objectif du filtrage de Kalman
– La me´thode d’estimation baye´sienne, qui a e´te´ choisie pour re´soudre notre proble`me
d’estimation de de´placement est tre`s complique´e, en pratique, a` mettre en oeuvre dans
sa globalite´.
– L’algorithme de Kalman est une me´thode qui permet de re´soudre ce proble`me baye´sien
de manie`re beaucoup plus rapide, donnant les meˆmes re´sultats mais sous conditions que
le syste`me et les signaux traite´s ve´rifient des hypothe`ses restrictives : l’hypothe`se marko-
vienne selon laquelle le signal a` l’instant k ne de´pend que du signal a` l’instant k − 1 et
l’hypothe`se gaussienne, selon laquelle les bruits perturbateurs du syste`mes doivent eˆtre
des bruits suivant une loi de distribution gaussienne. Ces conditions ne sont pas remplies
dans notre proble`me d’estimation du de´placement.
– Cependant, lorsque les non line´arite´s du signal sont telles qu’elles permettent d’obtenir une
version localement line´arise´e de la repre´sentation d’e´tat du syste`me e´tudie´, l’algorithme
de Kalman peut encore eˆtre utilise´, moyennant quelques modifications des e´quations clas-
siques apporte´es au cas gaussien-markovien. Ce nouvel algorithme est appele´ Filtre de Kal-
man E´tendu (FKE). Cette line´arisation est possible dans le cas des faibles re´troinjections
(C < 1) mais ne l’est plus dans le cas de re´troinjections mode´re´es (C > 1) ou` apparaissent
d’importantes discontinuite´s (voir chapitre III).
– Pour pre´senter le filtre de Kalman e´tendu, nous rappelons tout d’abord les e´quations de
Kalman dans le cas ge´ne´ral gaussien-markovien puis nous pre´cisons les e´tapes supple´mentaires
ne´cessaires au FKE.
2.4.3 Algorithme ge´ne´ral de filtrage de Kalman re´cursif
Premie`re phase : Expression de la pre´diction optimale des observa-
tions en fonction de l’innovation
Le filtrage est donc re´cursif en estimant Yˆ [k + 1|Y(k)] pour k = 0, puis k = 1, puis k = 2,
etc. Le terme Yˆ [k + 1|Y(k)] de´signe l’estimation optimale de l’observation a` l’instant k + 1
connaissant toutes les valeurs de Y (k) jusqu’a` l’instant k.
De plus, l’erreur de pre´diction, appele´e encore innovation, du processus Y(k) est de´finie par
Y˜ [k|Y(k − 1)] = Y (k)− Yˆ [k|Y (k − 1)] (V.18)
Cette erreur renseigne sur la partie de l’information contenue dans Y (k) qui est nouvelle et
donc non pre´dictible a` partir de Y (k− 1). Les valeurs des innovations obtenues aux diffe´rentes
e´tapes 0,1,2,...,k peuvent eˆtre regroupe´es dans le vecteur Y˜(k). Il est alors possible de montrer
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qu’il existe une transformation affine entre Y(k) et Y˜ (k) et d’en de´duire que Y˜ (k) ve´hicule
autant d’information que Y(k). Ceci permet d’estimer, sans changement de re´sultat, Y (k + 1)
et X(k + 1) aussi bien a` partir de Y(k) que de Y˜(k).
Afin de ne pas alourdir inutilement les notations, le terme Y() sera omis par la suite.
L’innovation, de´crite par l’e´quation (V.19) devient alors
Y˜ [k|Y (k − 1)] = Y (k)− Yˆ [k|Y (k − 1)] (V.19)
Deuxie`me phase : Estimation des e´tats courant et a` un pas
L’estimation de X(k + 1), base´e sur la connaissance de toutes les innovations de l’instant 0
a` l’instant k s’e´crit alors
Xˆ(k + 1|k) = A(k)Xˆ(k|k) (V.20)
Dans cette e´quation Xˆ(k|k) repre´sente l’estimation de l’e´tat courant et est donne´ par
Xˆ(k|k) = Xˆ(k|k − 1) + L(k)Y˜ [k|(k − 1)] (V.21)
L’e´quation (V.20) devient alors
Xˆ(k + 1|k) = A(k)Xˆ(k|k − 1) +K(k)[Y [k)− C(k)Xˆ(k|k − 1)] avec K(k) = A(k)L(k)
(V.22)
La relation (V.22) est compose´e de deux termes :
– A(k)Xˆ(k|k− 1) repre´sente l’e´volution de l’e´tat estime´ sans tenir compte de l’information
nouvelle apporte´e par l’innovation. Ce re´sultat est aise´ment compre´hensible : en l’absence
de mesure Y (k), la meilleure approximation a` priori est celle qui ve´rifie l’e´quation d’e´tat
de´terministe dans laquelle on ne tient pas compte du bruit d’e´tat ;
– K(k)[Y (k) − C(k)Xˆ(k|k − 1)] = K(k)[Y (k) − Yˆ (k|k − 1)] = K(k)Y˜ (k|k − 1), terme de
correction qui permet d’affiner l’estimation grossie`re pre´ce´dente par la prise en compte
de l’erreur de pre´diction du signal de sortie.
Le terme K(k) est appele´ matrice de gain de Kalman. Cette matrice de gain de Kalman est
calcule´e lors de la troisie`me e´tape.
Troisie`me phase : Calcul de la matrice de gain de Kalman
Cette matrice s’e´crit
K(k) = A(k)P(k|k − 1)CT (k) [C(k)P(k|k − 1)CT (k) +RV (k, k)]−1 (V.23)
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ou` P(k|k − 1), de´fini par l’e´quation (V.13), repre´sente la matrice de covariance de l’erreur
d’estimation. La relation (V.23) peut encore s’e´crire K(k) = A(k)L(k) avec
L(k) = P(k|k − 1)CT (k) [C(k)P(k|k − 1)CT (k) +RV (k, k)]−1 (V.24)
C’est cette dernie`re matrice qui est utilise´e, dans la pratique, pour les calculs.
Quatrie`me phase : Calcul de la matrice de covariance de l’erreur
d’estimation
Cette matrice donne les moyens de juger de la qualite´ des estimations. Elle peut eˆtre calcule´e
de manie`re re´cursive a` l’aide de la relation
P(k + 1|k) = A(k)P(k|k)AT (k) +RW (k, k) (V.25)
avec
P(k|k) = P(k|k − 1)− L(k)C(k)P(k|k − 1) (V.26)
Ainsi
P(k + 1|k) = [A(k)−K(k)C(k)]P(k|k − 1)AT (k) +RW (k, k) (V.27)
Re´sume´ de l’algorithme de Kalman
L’ensemble des re´sultats e´tablis pre´ce´demment permet de trouver la pre´diction de X(k+1)
a` partir de toutes les mesures de Y (k) de k = 0 a` k. Cette proce´dure est donc e´quivalente ici
a` une ope´ration de pre´diction a` un pas. Cette me´thode permet aussi d’obtenir l’estimation de
X(k) a` partir de toutes les valeurs de Y (k), c’est a` dire X(k|k). Le filtrage de Kalman est alors
e´quivalent a` une ope´ration de filtrage dont l’algorithme le plus ge´ne´ral, satisfaisant ne´anmoins
la condition de line´arite´, peut se re´sumer ainsi :
Les conditions initiales sont les suivantes :
1. P(0| − 1) = P0
2. Xˆ(0| − 1) = EK[X(0)] = X0
3. L(0) = P0CT (0)[C(0)P0CT (0) +RV (0, 0)]−1
4. Xˆ(0|0) = X0 + L(0)[Y (0)− C(0)X0]
Il faut effectuer les calculs suivants pour k = 0,1,2,... :
1. de´termination de la matrice
L(k) = P(k|k − 1)CT (k) [C(k)P(k|k − 1)CT (k) +RV (k, k)]−1 (V.28)
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2. estimation de l’e´tat courant
Xˆ(k|k) = Xˆ(k|k − 1) + L(k)
[
Y (k)− C(k)Xˆ(k|k − 1)
]
(V.29)
3. de´termination de la matrice de covariance de l’erreur d’estimation
P(k|k) = P(k|k − 1)− L(k)C(k)P(k|k − 1) (V.30)
4. estimation de l’e´tat a` un pas
Xˆ(k + 1|k) = A(k)Xˆ(k|k) (V.31)
5. pre´diction de la matrice de covariance de l’erreur d’estimation
P(k + 1|k) = A(k)P(k|k)AT (k) +RW (k, k) (V.32)
2.5 Estimation par filtre de Kalman e´tendu
Le filtrage de Kalman tel qu’il a e´te´ pre´sente´ pre´ce´demment ne permet l’estimation des
e´tats d’un syste`me qu’a` condition que les e´quations d’e´tat et d’observation soient des fonctions
line´aires des e´tats. Cependant de nombreux proble`mes de physique susceptibles d’eˆtre re´solus
a` l’aide des me´thodes de Kalman pre´sentent un caracte`re non-line´aire. Il est possible de citer,
a` titre d’exemple le suivi de trajectoire radar, la de´modulation de fre´quence et les syste`mes
de synchronisation en te´le´communications comme les boucles a` verrouillage de phase. C’est
e´galement le cas du signal de self-mixing. En effet, la relation (III.1) liant la phase du signal en
l’absence de re´troinjection (proportionnelle au de´placement) a` la phase du signal en pre´sence
de re´troinjection xF (t) = F (x0(t)) est non line´aire, tout en ne pre´sentant pas de discontinuite´
comme cela est le cas dans le cas d’une re´troinjection mode´re´e. Cependant, les me´thodes a`
base de filtrage de Kalman peuvent eˆtre adapte´es a` la re´solution de tels proble`mes, moyennant
certaines approximations, tout en e´tant conscient que l’estimation ne sera alors plus optimale.
2.5.1 Principe de la me´thode
Le principe de la me´thode de traitement d’un syste`me non-line´aire a` l’aide d’un filtre de
Kalman e´tendu repose sur la line´arisation du proble`me a` l’aide d’un de´veloppement de Taylor
limite´ a` l’ordre un, autour de l’estimation courante Xˆ(k|k). Il est alors possible d’e´crire
X(k + 1) = EK[k, Xˆ(k|k)] + A(k)[X(k)− Xˆ(k|k)] + ... (V.33)
ou`
A(k) =
∂EK[k,X(k)]
∂X(k)
|X(k)=Xˆ(k|k). (V.34)
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Sur le meˆme principe le de´veloppement limite´ a` l’ordre 1 de l’e´quation d’observation donne
Y (k) = H[k, Xˆ(k|k)] + C(k)[X(k)− Xˆ(k|k)] + ... (V.35)
ou`
C(k) =
∂H[k,X(k)]
∂X(k)
∣∣∣∣
X(k)=Xˆ(k|k)
. (V.36)
Les matrices A(k) et C(k), de´finies par les relations (V.34) et (V.36), sont donc utilise´es
ici dans une adaptation au cas non line´aire de l’algorithme ge´ne´ral de Kalman pre´sente´ au
paragraphe (2.4.3). Des de´veloppements de Taylor d’ordre supe´rieur a` 1 sont, malgre´ tout,
envisageables mais au prix d’un accroissement de la complexite´ des calculs.
2.5.2 Algorithme ge´ne´ral du FKE
Les conditions initiales sont les suivantes :
1. P(0| − 1) = P0
2. Xˆ(0| − 1) = EK[X(0)] = X0
3. C(0) = ∂G[0,X(0)]
∂X(0)
∣∣∣
X(k)=Xˆ0
Il faut alors effectuer les calculs suivants pour k = 0,1,2,... :
1. de´termination de la matrice
L(k) = P(k|k − 1)CT (k)[C(k)P(k|k − 1)CT (k) +RV (k, k)]−1 (V.37)
2. estimation de l’e´tat courant
Xˆ(k|k) = Xˆ(k|k − 1) + L(k)[Y (k)− C(k)Xˆ(k|k − 1)] (V.38)
3. de´termination de la matrice de covariance de l’erreur d’estimation
P(k|k) = P(k|k − 1)− L(k)C(k)P(k|k − 1) (V.39)
4. estimation de l’e´tat a` un pas
Xˆ(k + 1|k) = EK[k, Xˆ(k|k)][Y (k)− C(k)Xˆ(k|k − 1)] (V.40)
5. de´veloppement limite´ a` l’ordre 1 de l’e´quation d’e´tat
A(k) =
∂EK[k,X(k)]
∂X(k)
|X(k)=Xˆ(k|k) (V.41)
6. calcul de la matrice de covariance de l’erreur d’estimation
P(k + 1|k) = A(k)P(k|k)AT (k) +RW (k, k) (V.42)
7. de´veloppement limite´ a` l’ordre 1 de l’e´quation d’observation
C(k) =
∂H[k,X(k)]
∂X(k)
|X(k)=Xˆ(k|k) (V.43)
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3 Mode´lisation du signal de self-mixing dans
l’espace d’e´tat
Nous nous plac¸ons dans le cas ou` le de´placement de la cible est sinusoidal, avec une fre´quence
re´duite connue f0 (la fre´quence re´duite est la rapport entre la fre´quence me´canique qui excite
le syste`me et la fre´quence d’e´chantillonnage). En effet, dans une grande partie des tests re´alise´s
en vibrations, la cible est soumise a` un de´placement sinusoidal. Ce cas est tre`s re´pandu puisque
qu’il est tre`s fre´quent de mesurer la re´ponse d’une structure a` une excitation, c’est a` dire le
de´placement de la structure en fonction de la fre´quence de la force qui lui est applique´e.
3.1 De´termination des e´tats du syste`me et mise en forme
des e´quations
Dans l’e´tude du capteur par self-mixing pour une faible re´troinjection, comme cela a de´ja`
e´te´ pre´cise´, le vecteur d’e´tat a pour premie`re composante x1(k), qui est le de´placement relatif
de la cible par rapport a` sa position d’e´quilibre. Ce de´placement, de type sinusoidal pour notre
application peut s’e´crire sous la forme discre´tise´e :
x1(k) = a cos(2pif0k + φ) (V.44)
ou` a est l’amplitude du de´placement relatif, f0, sa fre´quence re´duite et φ, sa phase. La
vitesse de la cible v(k) s’e´crit donc :
v(k) = −2pif0Fea sin(2pif0k + φ) (V.45)
ou` Fe est la fre´quence d’e´chantillonnage de notre signal. Pour faciliter l’e´criture de notre
e´quation d’e´tat, on pose que la deuxie`me composante du vecteur x2(k) est proportionnelle a` la
vitesse du de´placement :
x2(k) = − 1
2pif0Fe
v(k). (V.46)
Enfin, x3(k) est proportionnel a` la position constante inconnue avec une erreur de 2piλ0/2 .
x3(k) est un processus qui varie lentement, il mode´lise la position initiale.
Le de´placement de la cible discre´tise´ D(k) sera donne´ par la relation :
D(k) =
x1(k) + x3(k)
2pi
λ0/2 (V.47)
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Le syste`me d’e´quations aux diffe´rences donnant l’e´volution des composantes du vecteur
d’e´tat est donne´ par :
x1(k + 1) = cos(2pif0) x1(k)− sin(2pif0) x2(k)
x2(k + 1) = sin(2pif0) x1(k) + cos(2pif0) x2(k)
x3(k + 1) = x3(k) + w3(k) (V.48)
Les trois e´quations (V.48) peuvent eˆtre regroupe´es et mise sous la forme matricielle :

x1(k + 1)
x2(k + 1)
x3(k + 1)
 =

cos(2pif0) − sin(2pif0) 0
sin(2pif0) cos(2pif0) 0
0 0 1
 .

x1(k)
x2(k)
x3(k)
 (V.49)
En introduisant la matrice
A =

cos(2pif0) − sin(2pif0) 0
sin(2pif0) cos(2pif0) 0
0 0 1
 (V.50)
ainsi que le vecteur d’e´tat
X(k) = [x1(k), x2(k), x3(k)]
T (V.51)
La relation (V.49) peut alors s’e´crire sous la forme :
X(k + 1) = AX(k) +W (k). (V.52)
ou` W (k) = [0, 0, w3(k)]
T est le bruit d’e´tat.
Le signal de self-mixing est donc mode´lise´ par une e´quation d’e´tat line´aire et stationnaire
puisque la matrice A (V.50) ne de´pend pas du temps.
3.2 Mise en forme de l’e´quation d’observation
L’e´quation d’observation e´tablit le lien entre les donne´es expe´rimentales disponibles et l’e´tat
que l’on cherche a` estimer. En utilisant, la relation (I.34), il vient :
Y (k) = cos[F (x1(k) + x3(k))] + v(k) (V.53)
ou` Y (k) est la puissance optique normalise´e, F , la fonction qui donne xF en fonction de x0
et v(k) est un bruit blanc de variance σ2v et de moyenne nulle.
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3.3 Calcul des de´veloppements de Taylor des e´quations
d’e´tat et d’observation
L’e´quation d’e´tat propose´e par la relation (V.52) est line´aire. Il n’est donc pas ne´cessaire de
lui rechercher un de´veloppement limite´ autour de l’estimation du vecteur d’e´tatX(k) = Xˆ(k|k).
Il n’en va pas de meˆme pour l’e´quation d’observation (V.53) qui pre´sente un caracte`re non
line´aire. La matrice d’observation est alors donne´e par la de´rive´e de la fonction F :
C(k + 1) =
∂F [k + 1, X(k)]
∂X(k)
|X(k)=Xˆ(k+1|k)
C(k + 1) = [−sin[F (x1(k + 1) + x3(k + 1))].∂F
∂k
(x1(k + 1) + x3(k + 1)), 0, 0] (V.54)
Ainsi il est possible de calculer l’e´quation d’observation, qui meˆme si elle est globalement
non line´aire, peut ainsi eˆtre line´arise´e par morceaux.
4 Traitement de signaux simule´s et expe´rimentaux
4.1 Signal sinusoidal non bruite´ de synthe`se
Le mode`le de´veloppe´ dans le chapitre III permet de tester les limites des algorithmes
de´veloppe´s sur des signaux ide´aux, non bruite´s. Le de´placement simule´ est sinusoidal d’am-
plitude 16 λ/2 ≈ 6, 4 µm (avec λ = 785 nm la longueur d’onde de notre laser HL5178G
sans re´troinjection) et de fre´quence 310 Hz. Le signal de self-mixing correspondant ge´ne´re´ par
la mode`le est pre´sente´ Figure (V.2-b). L’estimation du de´placement donne´e par le filtre de
Kalman e´tendu (FKE), de bonne qualite´, est compare´e avec le de´placement simule´. La figure
(V.2-d) repre´sente l’erreur de l’algorithme calcule´e comme e´tant la diffe´rence de l’estimation du
de´placement par le FKE et du de´placement simule´. Apre`s le de´lai d’accrochage de l’algorithme,
infe´rieur a` la milliseconde, l’erreur est de ±0, 07λ/2 ce qui correspond a une erreur d’estimation
d’environ 56 nm.
4.2 Signal sinusoidal bruite´ de synthe`se
Il est e´galement inte´ressant de tester les limites de l’algorithme en utilisant un signal de
self-mixing simule´ bruite´ de manie`re artificielle.
Le premier signal a e´te´ bruite´ en additionnant au signal de self-mixing simule´ un bruit blanc
gaussien centre´ de variance σ2 = 0, 7. Le re´sultat pre´sente´ sur la figure V.3-b) est semblable a`
ce que l’on observe expe´rimentalement.
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Fig. V.2 – Reconstruction d’un de´placement simule´ par le filtre de Kalman e´tendu.
(a) De´placement simule´, (b) Puissance optique correspondante simule´e, (c) Estimation du
de´placement avec le filtre de Kalman e´tendu, (d) Erreur de l’algorithme calcule´e par (a)-(c).
La figure (V.4) repre´sente le de´placement reconstruit par le FKE et l’erreur de l’algorithme
est de 0, 4λ/2 soit 160 nm pour un de´placement de 5,6 µm, une fois le re´gime transitoire passe´.
La figure (V.5) repre´sente le signal de self-mixing simule´ et la pre´diction du signal donne´ par le
FKE, qui est calcule´e a` chaque instant. On note une bonne corre´lation de ces deux signaux, ce
qui nous indique que la pre´diction re´alise´e du signal par le filtre est correcte. Le rapport signal
sur bruit (RSB) donne´ par 10log[Amplitude de P (t)
σ
]2 vaut ici 1,55 dB.
Fig. V.3 – (a) De´placement de la cible simule´, (b) Puissance optique simule´e, bruite´e par un
bruit blanc gaussien contre´ de variance σ2 = 0, 7.
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Fig. V.4 – Reconstruction du signal de self-mixing. (a) De´placement reconstruit par le FKE,
(b) Erreur de reconstruction de l’algorithme, calcule´e comme la diffe´rence entre Fig. (V.3-a) et
(a).
Fig. V.5 – Reconstruction du signal de self-mixing. Puissance optique expe´rimentale et puis-
sance optique estime´e par le filtre de Kalman.
4.3 Signal expe´rimental
Notre FKE est maintenant teste´ sur un signal de self-mixing expe´rimental (voir figure V.6).
Ce signal est tout d’abord normalise´ et e´ventuellement filtre´ afin d’enlever la composante basse
fre´quence du signal. En effet, le signal de self-mixing est souvent perturbe´ par un signal si-
nusoidal, de meˆme ordre de grandeur que la fre´quence me´canique qui excite la cible. Cette
perturbation re´side dans un couplage me´canique entre l’excitateur de la cible et le capteur par
self-mixing, qu’il est tre`s difficile d’isoler totalement, meˆme en le posant sur une table optique.
La figure(V.7) repre´sente le de´placement estime´ par le FKE et le de´placement estime´ par
le vibrome`tre commercial. L’erreur est donne´e sur le figure (V.7-c) : elle est en moyenne de
λ/2 soit environ 400 nm, pour un de´placement de 10λ/2 soit 3,9 µm. Cette erreur, a` nouveau,
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n’est pas repre´sentative de la re´solution de notre capteur puisqu’il est tre`s difficile de mesurer
simultane´ment le de´placement d’un meˆme point avec deux capteurs.
La figure (V.8) repre´sente le signal de self-mixing re´el ainsi que l’estimation du signal de
synthe`se simule´ a` partir de l’estimation du de´placement donne´e par le filtre de Kalman. La
corre´lation entre les deux signaux montre que la pre´diction re´alise´e du signal par le filtre est
toujours correcte.
Fig. V.6 – Signal de self-mixing re´el dans le cas d’une faible re´troinjection. (a) Signal de
self-mixing expe´rimental sans traitement, (b) Signal de self-mixing expe´rimental normalise´.
Fig. V.7 – Reconstruction d’un de´placement expe´rimental par le filtre de Kalman e´tendu.
(a) Estimation du de´placement avec le capteur par self-mixing, (b) Estimation du de´placement
graˆce au vibrome`tre commercial, (c) Erreur calcule´e comme la diffe´rence entre (a) et (b). Une
autre fac¸on de calculer l’erreur peut eˆtre d’utiliser la formule : Erreur’ = 10 log 10(Amplitude
(a)/Amplitude (b))=1,9 dB.
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Fig. V.8 – Reconstruction de la puissance optique en injectant le de´placement obtenu par le
FKE dans le mode`le du chapitre III.
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5 Application du capteur de de´placement : Ana-
lyse de reveˆtements amortissants
Les vibrations d’une structure peuvent, suivant les cas, causer des de´sagre´ments acoustiques
pour les personnes se trouvant a` proximite´ et aller meˆme jusqu’a` la destruction de cette struc-
ture. Lors des phases de conception dans le domaine ae´ronautique, par exemple, la limitation des
nuisances sonores est capitale. C’est pour cela que de nombreuses recherches sont actuellement
mene´es afin de synthe´tiser de nouveaux reveˆtements amortissants, qui tout en restant le´gers,
contrainte indispensable en ae´ronautique, permettraient d’atte´nuer les vibrations perc¸ues par
les passagers.
5.1 Introduction
Les reveˆtements amortissants sont souvent utilise´s afin de re´soudre de nombreux proble`mes
de vibrations de structures. Ils peuvent eˆtre applique´s sur des structures de´ja` existantes et ont
un bon pouvoir amortissant sur une grande bande de fre´quence et sur une plage de tempe´rature
d’utilisation importante.
La figure (V.9-a) montre une structure avec une couche amortissante libre (c’est a` dire
simplement appose´e sur la structure), qui a e´te´ vaporise´e sur la structure ou thermocolle´e. Ce
traitement peut eˆtre applique´ sur un ou des deux cote´s de la structure. Lorsque la structure
de base est fle´chie, le mate´riau amortissant, viscoe´lastique (c’est a` dire qui a le comportement
d’un solide e´lastique et d’un fluide visqueux, et qui dissipe l’e´nergie par effet Joule), se de´forme
en compression et en extension dans des plans paralle`les a` la structure de base. C’est le cycle
de tensions et de contraintes du mate´riau, qui pre´sente une hyste´re´sis qui va dissiper l’e´nergie.
Le degre´ d’amortissement fourni par le mate´riau est limite´ par son e´paisseur et les contraintes
de poids.
La figure (V.9-b) montre cette fois un reveˆtement amortissant sous contrainte, compose´
du mate´riau viscoe´lastique en sandwich entre la structure de base et une couche e´lastique
exte´rieure. Lorsque la structure vibre en flexion, le mate´riau viscoe´lastique se de´forme sous
l’effet du cisaillement entre la structure et la couche supe´rieure rigide. Le reveˆtement amortissant
contraint est plus efficace que le libre car l’e´nergie est davantage dissipe´e dans ce cas. Elle est
transforme´e en chaleur lors du travail me´canique du mode de cissaillement dans le mate´riau
viscoe´lastique. La diffe´rence majeure entre les reveˆtements libres et contraints est l’influence
de l’e´paisseur de la couche : dans le cas contraint, l’amortissement de la structure augmente
avec l’e´paisseur jusqu’a` un certain point ou` il reste constant ; alors que dans le cas libre, il croit
line´airement avec l’e´paisseur.
113
Fig. V.9 – Reveˆtements amortissants : (a) libre, (b) contraint.
La re´ponse en fre´quence (RF) est une me´thode qui permet de mesurer l’efficacite´ du reveˆtement
amortissant. Elle est de´finie comme le rapport du de´placement de la structure a` qualifier et du
de´placement impose´ a` la structure, par un pot vibrant par exemple, en e´chelle logarithmique.
Cette fonction permet d’e´valuer les performances de la structure et de mesurer l’amortissement
structurel [85][86][87].
Le principe de la mesure est base´ sur l’essai de la poutre d’Oberst [88] qui a e´te´ ame´liore´
par Jaouen [89]. Pour cela, la structure est excite´e en son centre, comme le montre la figure
(V.10-a). Ce principe est ensuite transpose´ en montage expe´rimental, comme le montre la figure
(V.10-b).
(a)
(b)
Fig. V.10 – (a) Principe de l’essai (b) Montage expe´rimental
Pour re´aliser ce montage, une pie`ce de liaison a e´te´ cre´e´e afin de relier la tige de sortie du pot
vibrant a` la structure. Les figures (V.11-a) et (V.11-b) nous montrent deux dessins techniques
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de la pie`ce. Un filet de colle est place´ entre la pie`ce de liaison et la poutre afin d’avoir une liaison
fixe, et sans modifier la nature de la structure a` tester comme le montre la figure (V.11-a). A
partir de cette pie`ce de liaison on peut facilement exciter notre structure.
(a)
(b)
Fig. V.11 – Dessins techniques de la pie`ce de liaison.
5.2 Mise en oeuvre expe´rimentale
Nous voulons mesurer la re´ponse harmonique et l’amortissement de la structure recouverte
du reveˆtement amortissant. Pour cela nous allons exciter notre structure (une plaque d’alumi-
nium de 2 mm d’e´paisseur) graˆce un pot vibrant et mesurer la re´ponse fre´quentielle.
Le sche´ma du montage permettant de re´aliser la RF est pre´sente´ sur la figure V.12. La
commande du pot vibrant est effectue´e par un ge´ne´rateur basse fre´quence, qui est controˆle´
par le logiciel Labview, de manie`re a` re´aliser un sinus glissant (c’est a` dire un sinus dont la
fre´quence croˆıt au cours du temps). Le pot ainsi commande´ applique une acce´le´ration sur la
plaque (voir photo V.13). Un acce´le´rome`tre pie´zoe´lectrique (PZT), place´ entre le pot vibrant et
cette dernie`re, mesure l’acce´le´ration. Le capteur par self-mixing mesure la re´ponse de la plaque
a` cette acce´le´ration, c’est a` dire son de´placement. Un vibrome`tre commercial (Polytec CLV-700)
est utilise´ comme re´fe´rence. Les deux signaux, de l’acce´le´rome`tre PZT et du capteur par self-
mixing sont e´chantillonne´s par une carte d’acquisition e´galement pilote´e par Labview. Le signal
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de self-mixing acquis est traite´ par notre algorithme FKE qui permet d’estimer le de´placement
de la plaque au point d’impact du faisceau Laser. L’inte´gration nume´rique du signal de´livre´
par le vibrome`tre commercial donne le de´placement re´fe´rence de la plaque. Le rapport entre
l’amplitude du de´placement de la plaque et celle du de´placement excitateur impose´ par le pot
vibrant (obtenu par une double inte´gration du signal de l’acce´le´rome`tre PZT) est alors calcule´
pour chaque fre´quence.
Fig. V.12 – Sche´ma d’acquisition de la fonction de re´ponse fre´quentielle (RF)
Fig. V.13 – Photographie du montage expe´rimental : le pot vibrant excite la plaque, un
acce´le´rome`tre pie´zoe´lectrique mesure l’acce´le´ration qui excite la plaque et le capteur par self-
mixing mesure son de´placement.
5.3 Re´sultats
La figure (V.14) pre´sente la RF de la plaque en aluminium seule, sans reveˆtement amortis-
sant. L’amortissement est faible, comme l’indique la pre´sence de pics de re´sonance ayant une
grande amplitude. La figure (V.15) repre´sente la RF de cette plaque d’aluminium recouverte
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d’une couche libre de mate´riau composite commercial de la marque EAR, d’e´paisseur 5 mm.
Cette RF a e´te´ re´alise´e d’abord avec le capteur par self-mixing utilisant le FKE, puisque le
signal obtenu pre´sente un faible taux de re´injection (c’est a` dire C < 1) sur la figure (V.15-
a) puis avec le vibrome`tre commercial (Fig. V.15-b). La meˆme expe´rience a e´te´ re´alise´e avec
un reveˆtement amortissant contraint cette fois de la marque SMAC, d’e´paisseur 4 mm (Fig.
V.16). Dans les deux cas, l’erreur maximale obtenue entre les RF mesure´es avec le capteur par
self-mixing et le vibrome`tre commercial est de 4 dB.
Les figures (V.17-a) et (V.17-b) montrent l’effet du reveˆtement amortissant sur les vibra-
tions. L’amplitude de la RF a e´te´ diminue´e d’environ 20 dB. Ces re´sultats montrent que le
reveˆtement EAR semble eˆtre le plus performant, bien que celui ci soit un reveˆtement libre et
donc normalement moins amortissant qu’un reveˆtement contraint tel le SMAC. Cela peut eˆtre
explique´ par le fait que l’e´paisseur et la densite´ des deux couches sont diffe´rentes. Les deux
pre´sentent tout de meˆme un tre`s bon facteur d’amortissement : l’amplitude du de´placement de
la structure a bien e´tait re´duite, ce qui limite le proble`me de transmission de la vibration aux
autres parties de la structure, lorsque celles-ci existent.
Fig. V.14 – Re´ponse fre´quentielle de la plaque nue, re´alise´e par le capteur par self-mixing
sur la premie`re figure, par le vibrome`tre commercial sur la deuxie`me. La troisie`me figure est
l’erreur calcule´e comme la diffe´rence entre les deux re´ponses pre´ce´dentes.
6 Conclusion
Ce chapitre de´taille un nouvel algorithme qui permet d’extraire le de´placement d’un signal
de self-mixing dans le cas d’une re´troinjection mode´re´e. Il n’est pas ne´cessaire cette fois de
de´terminer les parame`tres C et α. Nous avons place´ le proble`me dans le contexte baye´sien,
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Fig. V.15 – Re´ponse fre´quentielle de la plaque libre EAR, re´alise´e par le capteur par self-mixing
sur la premie`re figure, par le vibrome`tre commercial sur la deuxie`me. La troisie`me figure est
l’erreur calcule´e comme la diffe´rence entre les deux re´ponses pre´ce´dentes.
Fig. V.16 – Re´ponse fre´quentielle de la plaque SMAC contrainte, re´alise´e par le capteur par
self-mixing sur la premie`re figure, par le vibrome`tre commercial sur la deuxie`me. La troisie`me
figure est l’erreur calcule´e comme la diffe´rence entre les deux re´ponses pre´ce´dentes.
c’est a` dire que nous avons cherche´ a` estimer le de´placement, connaissant une repre´sentation
d’e´tat du capteur ainsi que les proprie´te´s statistiques des bruits perturbateurs du syste`me.
L’algorithme choisi pour re´soudre le proble`me est le filtre de Kalman e´tendu, ce qui permet
de tenir compte de la non line´arite´ de notre syste`me. De nouvelles me´thodes comme le filtrage
particulaire auraient pu eˆtre utilise´es pour ce proble`me non line´aire mais ce dernier ne´cessite
un temps de calcul assez long. Au contraire, le filtre de Kalman e´tendu, graˆce a` un traitement
re´cursif de l’information, permet d’avoir le de´placement de la cible en temps re´el.
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(a)
(b)
Fig. V.17 – Re´ponses fre´quentielles des reveˆtements EAR et SMAC re´alise´es avec (a) le vi-
brome`tre commercial, (b) le capteur par self-mixing.
Le capteur de de´placements ainsi conc¸u permet d’atteindre une re´solution the´orique de
160 nm pour une amplitude de 5,6 µm. Ce capteur a e´te´ teste´ expe´rimentalement afin de
d’analyser des reveˆtements amortissants, en re´alisant leur re´ponse en fre´quence. Les mesures
obtenues avec notre capteur ont e´te´ compare´es avec celles re´alise´es par un vibrome`tre commer-
cial, l’erreur maximale entre les deux mesures est de 4 dB, ce qui est un tre`s bon re´sultat.
119
120
Conclusion
Dans ce travail, le phe´nome`ne de self-mixing, parfois conside´re´ comme parasite, a e´te´ ap-
plique´ a` la mesure de de´placements. Ce capteur de de´placement par self-mixing pre´sente l’avan-
tage d’eˆtre compact, auto aligne´ et ne ne´cessite pas de composant optique supple´mentaire. De
plus, l’utilisation d’une diode laser grand public assure un couˆt de revient du capteur peu e´leve´.
Un tel capteur a de multiples applications , allant du controˆle non destructif a` l’analyse
modale en passant par des applications me´dicales, pour mesurer le flux sanguin par exemple.
Nous avons propose´ un mode`le comportemental original du capteur par self-mixing. Tout
d’abord un mode`le exact, utilisant les e´quations de Lang et Kobayashi puis un mode`le ap-
proche´, line´aire par morceaux, qui permet d’utiliser certaines techniques avance´es de traite-
ment du signal. Dans les deux cas, les signaux simule´s sont tre`s proches de ceux observe´s
expe´rimentalement.
Suivant la quantite´ de lumie`re re´troinjecte´e dans la cavite´ active du laser apre´s re´flexion
sur la cible, le signal de self-mixing pre´sente principalement deux allures diffe´rentes. Il a e´te´
ne´cessaire de traiter ces deux types de signaux de manie`re se´pare´e.
Tout d’abord, nous avons e´tudie´ le cas ou` le capteur subit une re´troinjection mode´re´e
(C > 1). L’algorithme de´veloppe´ applique´ a` ce signal permet de retrouver le de´placement de
la cible avec une pre´cision the´orique de l’ordre de 40 nm (pour une amplitude de de´placement
de 8 µm) si la cible a un mouvement sinuso¨ıdal et 80 nm (pour une amplitude maximale de
de´placement de 12 µm) si la cible a un mouvement ale´atoire. Cet algorithme est autoadaptatif,
c’est a` dire qu’il ne ne´cessite aucun calibrage pre´alable. Sa simplicite´ permet e´galement une
implantation sur un DSP par exemple. Il peut e´galement eˆtre utilise´ dans le cas ou` le signal est
tre`s bruite´ en utilisant la transforme´e en omelette. La robustesse de l’algorithme pourrait aussi
eˆtre augmente´e en utilisant les algorithmes ge´ne´tiques, mais leur temps de calcul, de l’ordre de
quelques minutes, les rend impropres a` une utilisation temps re´el.
Une e´tude de la capabilite´ du capteur a e´te´ re´alise´e suivant la me´thode R&R (Re´pe´tabilite´
& Reproductibilite´). Elle a montre´ que notre capteur est bien adapte´ pour la mesure de
de´placements, avec un intervalle de tole´rance d’au moins 600 nm (voir Annexe A).
Bien qu’expe´rimentalement, le signal de self-mixing pour C < 1 soit moins fre´quent, nous
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avons e´galement e´tudie´ ce cas afin de traiter tous les cas possibles. Le capteur de de´placement
pour de faible re´troinjection utilise cette fois un filtre de Kalman e´tendu, qui ne´cessite l’uti-
lisation du mode`le comportemental line´arise´. Il a e´galement e´te´ ne´cessaire de donner une
repre´sentation d’e´tat du capteur. D’autres techniques de traitement du signal, comme le fil-
trage particulaire, par exemple, auraient pu eˆtre utilise´es mais elles demandent un temps de
calcul assez long, alors que le filtre de Kalman e´tendu, graˆce a` son traitement re´cursif de l’in-
formation, permet d’avoir le de´placement de la cible en temps re´el. Ce capteur de de´placement
permet d’atteindre une re´solution d’environ 160 nm pour un de´placement ale´atoire d’amplitude
maximale e´gale a` 5,6 µm.
En s’affranchissant de la contrainte temps re´el du capteur, le filtrage particulaire pour-
rait donner le de´placement quelque soit la re´troinjection a` laquelle est soumis le capteur. Un
re´seau de filtres de Kalman pourrait e´galement eˆtre une solution globale a` notre proble`me de
reconstruction de de´placement.
De plus, les travaux actuellement mene´s dans notre e´quipe de recherche montrent que le
phe´nome`ne de coherence collapse (re´gime atteint lorsque la quantite´ de lumie`re re´injecte´e dans
la cavite´ est tre`s importante), ne´glige´ jusque la`, pourrait permettre d’obtenir le de´placement
de la cible e´claire´e sans traitement du signal. Cependant, ce phe´nome`ne est tre`s peu stable, il
demande des conditions expe´rimentales bien pre´cises : la cible doit eˆtre pre´pare´e, et la distance
cible-capteur ainsi que l’amplitude du de´placement mesure´ doivent appartenir chacun a` une
plage de valeurs bien pre´cises.
Ce capteur de de´placements par self-mixing, compact, sans contact et faible couˆt donne
donc de tre`s bons re´sultats. L’analyse de structures me´caniques de plus en plus complexes
ne´cessite des re´seaux de capteurs : la qualite´ et la finesse d’analyse des structures complexes
en ae´ronautique ou dans le domaine spatial est d’autant meilleure que le nombre de mesures
simultane´es est important. Cependant, ces techniques ont un couˆt e´leve´ de part les capteurs
disponibles a` l’heure actuelle (vibrome`tres laser, etc.). Tous ces points donnent a` notre capteur
un inte´reˆt certain graˆce aux grandes pre´cisions que nous pouvons obtenir pour un couˆt assez
faible.
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Annexe A
Analyse de la capabilite´ du capteur par
self-mixing pour le controˆle qualite´
La Maˆıtrise Statistique des Proce´de´s (MSP) est un outil permettant une forte ame´lioration
de la qualite´ des produits manufacture´s [90][91]. Elle utilise le concept de pilotage de la produc-
tion par des cartes de controˆle permettant de surveiller un proce´de´ de fabrication afin d’anticiper
la production de rebuts ou encore d’optimiser la qualite´ de la production. Le principe consiste
alors a` pre´lever des e´chantillons et a` de´terminer la dispersion au sein d’un e´chantillon pour
de´tecter une e´ventuelle de´rive des parame`tres surveille´s. De telles informations ont pour ori-
gine commune les mesures obtenues a` partir d’instruments devant impe´rativement donner une
bonne repre´sentation de la re´alite´. La notion de capabilite´ (d’aptitude en franc¸ais courant)
permet de valider que les imperfections de l’instrument sont bien compatibles avec la mesure
a` effectuer, notamment l’intervalle de tole´rance fixe´ par les caracte´ristiques du produit. Plu-
sieurs me´thodes ont e´te´ de´veloppe´es permettant de de´terminer cette capabilite´. Ainsi, nous
avons choisi la me´thode R&R, l’une des plus couramment utilise´es dans l’industrie, afin de
de´terminer la Re´pe´tabilite´ et la Reproductibilite´ de notre capteur par self-mixing [92].
Depuis un sie`cle environ, les me´thodes de la MSP se sont de´veloppe´es dans l’industrie, tous
secteurs confondus, afin de piloter des processus de fabrication pour garantir la qualite´ du
produit ainsi manufacture´, mais aussi afin d’optimiser les processus de fabrication eux-meˆmes.
L’objectif est donc de re´duire, voire de supprimer, la production de rebuts afin d’ame´liorer
la productivite´ du processus de fabrication. Il s’agit ainsi de fabriquer des produits dont le
parame`tre critique identifie´ comme garant de la qualite´ soit aussi proche que possible d’une
valeur cible exprime´e par le cahier des charges. La MSP garantit donc la stabilite´ du processus
de fabrication. Pour ce faire, des e´chantillons de produits sont pre´leve´s a` intervalle re´gulier et
leur parame`tre critique mesure´. L’e´volution de ces mesures permet alors de piloter le processus
a` l’aide de cartes de pilotages. Les e´carts par rapport a` la valeur cible sont alors mesure´s a`
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l’aide d’un capteur dont les de´fauts ne doivent aucunement perturber l’analyse des donne´es
reporte´es sur les cartes de controˆle. Ainsi, le capteur devient un point cle´ d’une implantation
re´ussie de la MSP s’il parvient a` mesurer le parame`tre critique avec une grande pre´cision. La
me´thode R&R a e´te´ de´veloppe´e afin de de´finir a` quelles conditions un capteur ne perturbe pas
l’analyse des donne´es, en e´valuant ses erreurs de mesures. Pour cette me´thode, de telles erreurs
proviennent de la re´pe´tabilite´ du capteur (i.e. la dispersion de mesurage d’une pie`ce par un
meˆme capteur et un meˆme ope´rateur) mais aussi de la reproductibilite´ (i.e. aptitude du capteur
a` donner une meˆme moyenne de mesurage pour diffe´rents ope´rateurs) dans les meˆmes conditions
expe´rimentales. Une version simplifie´e de cette me´thode R&R a e´te´ propose´e pour de´terminer
la capabilite´ d’un profilome`tre commercial pour le controˆle qualite´ de microsyste`mes de type
MEMs [93]. Nous nous proposons d’utiliser la me´thode R&R dite ”comple`te” pour tester la
re´pe´tabilite´ et la reproductibilite´ de notre capteur en cours de de´veloppement.
La qualite d’un produit manufacture´ est de´finie par les limites infe´rieures (LIS) et supe´rieures
(LSS) de sa spe´cification, au niveau du cahier des charges, autour de la valeur cible X0 donne´e
par (LIS + LSS)/2. La capabilite´ du capteur CC est alors fonction de l’intervalle de tole´rance
IT ( = LSS − LIS, avec X0 ± IT/2) et de la de´viation standard du capteur σC :
CC =
IT
6σC
(A.1)
Pour ne pas interferer avec l’analyse des donne´es repre´sente´es sur les cartes de controˆle, une
capabilite´ d’au moins 4 doit eˆtre obtenue [91]. Dans ce cas, le capteur est parfaitement adapte a
la mise en place de la MSP. Dans le cas contraire, il faudra soit modifier l’intervalle de tolerance
en accord avec le donneur d’ordre soit ame´liorer les performances du capteur ou meˆme changer
de syste`me de mesure.
Ge´ne´ralement, la dispersion 6σC est due a` la combinaison d’erreurs de mesure dues a` la
re´pe´tabilite´ et a la reproductibilite´ :
σ2C = σ
2
repet + σ
2
reprod (A.2)
La me´thode R&R comple`te consiste alors a determiner cette dispersion du capteur comme
suit :
– 10 e´chantillons (par exemple) sont se´lectionnes.
– 3 ope´rateurs mesurent chacun deux fois chaque e´chantillon et rele`vent les valeurs du
parame`tre critique dans les meˆmes conditions expe´rimentales.
Dans notre cas de figure, les e´chantillons seront constitue´s de 10 de´placements mesure´s par
notre capteur, la cible e´tant l’actionneur pie´zoe´lectrique de´crit pre´ce´demment, vibrant a` une
fre´quence de 360 Hz. Pour garantir des conditions expe´rimentales aussi constantes que possible,
les trois ope´rateurs mesurent deux fois un de´placement donne´ dans un intervalle de temps aussi
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bref que possible. Puis le cycle complet recommence avec un autre de´placement. Les re´sultats
expe´rimentaux ainsi obtenus sont re´sume´s sur la figure (A.2). Les valeurs sont donne´es en
nombre de demi longueur d’ondes. X i repre´sente la moyenne entre deux mesures d’un meˆme
de´placement obtenues par l’ope´rateur i (i = 1 a` 3). L’e´tendue Ri est la difference entre ces deux
mesures.
La premiere e´tape consiste alors a` verifier la validite´ des mesures obtenues. Pour ce faire,
nous avons trace´ la carte de controˆle des e´tendues a` partir de nos re´sultats expe´rimentaux (Fig.
A.1). Nous avons alors calcule´ la Limite Supe´rieure de Controˆle (LSCR) de cette carte par la
relation :
LSCR = d4R (A.3)
Fig. A.1 – Carte de controˆle des e´tendues pour l’ensemble des re´sultats expe´rimentaux.
avec d4 un coefficient donne´ par des tables (d4 = 3, 267 pour une e´tendue calcule´e entre
seulement deux valeurs) et R =
∑3
i=1
Ri
3
, Ri e´tant l’e´tendue moyenne obtenue pour chaque
ope´rateur.
Nous avons obtenu : LSCR = 0, 239. Nous constatons alors que les e´tendues obtenues par
les ope´rateurs 1 et 3 lors du troisie`me de´placement mesure´ de´passent cette limite supe´rieure
(R = 0, 33 et 0, 37 respectivement). Ce de´placement ne sera donc pas conside´re´ pour la suite
des calculs dans la mesure ou` les deux re´sultats obtenus sont des points hors controˆle. Cepen-
dant, la me´thode demeure valide tant que le produit « nombre d’ope´rateurs » par « nombre
d’e´chantillons » est supe´rieur strictement a` 15 (27 dans notre cas). Par ailleurs, les autres valeurs
pre´sentent des fluctuations ale´atoires infe´rieures a` la limite et donc parfaitement valides.
La re´pe´tabilite´ est donne´e par la relation :
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Fig. A.2 – Tableau des re´sultats expe´rimentaux.
σrepet =
R
d∗2
(A.4)
ou` d∗2 est un coefficient donne´ par des tables et reliant l’e´tendue a` la de´viation standard
quand le nombre d’e´chantillons est petit, ce qui est le cas ici. Avec d∗2 = 1, 128, nous obtenons
σrepet = 0, 0475.
La reproductibilite´ est alors calcule´e a l’aide de la relation :
σop =
R
X
d∗2
(A.5)
avec R
X
= Xmax −Xmin.
Ici, d∗2 = 1, 912 (donne´ par des tables pour 3 ope´rateurs mesurant un de´placement donne´,
car on regarde l’influence des ope´rateurs) et σop = 0, 044. Afin de calculer plus pre´cise´ment
cette reproductibilite´, il convient d’enlever l’influence de la re´pe´tabilite´ comme suit :
σreprod =
√
σop −
σ2repet
n.r
= 0, 043 (A.6)
ou` n est le nombre de de´placements conside´re´s (n = 9) et r est le nombre d’ope´rateurs. On
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constate alors que l’influence de la re´pe´tabilite´ est faible.
En consequence, σC = 0, 064 et pour CS = 4 (condition ne´cessaire et suffisante), alors
IT = 602, 88 nm (λ = 785 nm, pour la source laser HL 7851G utilise´e). Notre capteur est donc
bien adapte´ pour la mesure de de´placements, si l’on souhaite implanter une MSP sans interfe´rer
avec l’analyse des donne´es reporte´es sur la carte de controˆle, avec un intervalle de tolerance
d’au moins 600 nm, soit encore X0 ± 300 nm.
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Conception d’un syste`me laser de mesures de de´placements par interfe´rome´trie
a` re´troinjection optique dans le cas de feedbacks faible et mode´re´.
L’utilisation des lasers est re´pandue dans le domaine de l’instrumentation. Cependant, le
fonctionnement de tels dispositifs peut eˆtre perturbe´ par le phe´nome`ne de re´troinjection op-
tique (ou self-mixing) auquel est soumis la diode laser. Cette sensibilite´ du laser au faisceau
optique de retour offre de nombreux avantages, notamment pour la mesure de de´placements.
Les capteurs base´s sur ce principe pre´sentent l’avantage d’eˆtre compact, sans contact, et au-
toaligne´s. Apre`s une analyse the´orique, un mode`le comportemental complet du self-mixing est
pre´sente´. Un capteur a e´te´ conc¸u afin de pouvoir fonctionner dans les cas les plus re´pandus
expe´rimentalement, a` savoir un feedback faible puis mode´re´. Deux algorithmes ont ensuite e´te´
de´veloppe´s de manie`re a` traiter le signal pour ces diffe´rents feedbacks. Ce nouveau capteur
permet e´galement de reconstruire des de´placements ale´atoires de cibles. Il a, de plus, e´te´ teste´
sur un montage me´canique utilise´ pour l’analyse de reveˆtements amortissants.
Mots cle´s : Self-mixing, Controˆle non destructif, Capteur, Mesure de de´placement, Filtre
de Kalman, Diode laser, Analyse vibratoire.
Conception of a laser displacement sensor using optical feedback interferometry
under weak and moderate regimes
Optical feedback interferometry, also known as the self-mixing effect, is similar to conven-
tional two-beam interferometry but without any auxiliary bulk. When a small fraction of the
backscattered laser beam from diffusely-reflecting surfaces re-enters the laser cavity, its spec-
tral properties are affected. This generates a variation in the laser optical power, resulting in
self-mixing which has been demonstrated to be suitable for sensing applications. A high-level
behavioural model has been proposed to represent this phenomenon. A displacement sensor
based on this principle has thus been designed to operate under weak and moderate feedback
regimes. Two algorithms have also been developed in order to process the resulting signals,
rendering the sensor capable of reconstructing random displacements. This has been verified
on damped anti-vibration coatings via modal analysis.
Key words : Self-mixing, Non-destructive testing, Sensor, Displacement measurement,
Kalman filter, Laser diode, Vibration analysis.
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