In this paper we address the approximate minimization problem of Markov Chains (MCs) from a behavioral metric-based perspective. Specifically, given a finite MC and a positive integer k, we are looking for an MC with at most k states having minimal distance to the original. The metric considered in this work is the bisimilarity distance of Desharnais et al.. For this metric we show that (1) optimal approximations always exist; (2) the problem has a bilinear program characterization; and (3) prove that its threshold problem is in PSPACE and NP-hard.
Introduction
Minimization of finite automata, i.e., the process of transforming a given finite automaton into an equivalent one with minimum number of states, has been a major subject since the 1950s due to its fundamental importance for any implementation of finite automata tools.
The first algorithm for the minimization of deterministic finite automata (DFAs) is due to Moore [2] , with time complexity O(n 2 s), later improved by the now classical Hopcroft's algorithm [3] to O(ns log n), where n is the number of states and s the size $ This article in an extended version of a paper accepted for publication at ICALP 2017 [1] . The current version provides proofs omitted in the original paper, additional examples, and a revised section on experimental results. Remarkably, we revise the proof of [1, Theorem 14] which contains a flaw. of the alphabet. Their algorithms are based on a partition refinement of the states into equivalence classes of the Myhill-Nerode equivalence relation. Partition refinement has been employed in the definition of efficient minimization procedures for a wide variety of automata: by Kanellakis and Smolka [4, 5] for the minimization of labelled transition systems (LTSs) w.r.t. Milner's strong bisimulation [6] ; by Baier [7] for the reduction of Markov Chains (MCs) w.r.t. Larsen and Skou's probabilistic bisimulation [8] ; by Alur et al. [9] and by Yannakakis and Lee [10] , respectively, for the minimization of timed transition systems and timed-automata. This technique was used also in parallel and distributed implementations of the above algorithms [11, 12] , and in the online reachability analysis of transition systems [13] .
In [14] , Jou and Smolka observed that for reasoning about the behavior of probabilistic systems (and more in general, all type of quantitative systems), rather than equivalences, a notion of distance is more reasonable in practice, since it permits "a shift in attention from equivalent processes to probabilistically similar processes". This observation motivated the development of metric-based semantics for quantitative systems, that consists in proposing 1-bounded pseudometrics capturing the similarities of the behaviors in the presence of small variations of the quantitative data. These pseudometrics generalize behavioral equivalences in the sense that, two processes are at distance 0 iff they are equivalent, and at distance 1 if no significant similarities can be observed between them.
The first proposal of a behavioral pseudometric is due to Desharnais et al. [15] on labelled MCs, a.k.a. probabilistic bisimilarity distance, with the property that two MCs are at distance 0 iff they are probabilistic bisimilar. Its definition is parametric on a discount factor λ ∈ (0, 1] that controls the significance of the future steps in the measurement. This pseudometric has been greatly studied by van Breugel and Worrell [16, 17] who noticed, among other notable results, its relation with the Kantorovich distance on probability distributions and provided a polynomial-time algorithm for its computation [18] .
The introduction of metric-based semantics motivated the interest in the approximate minimization of quantitative systems. The goal of approximate minimization is to start from a minimal automaton and produce a smaller automaton that is close to the given one in a certain sense. The desired size of the approximating automaton is given as input. Inspired by the aggregation of equivalent states typical of partition refinement techniques, in [19] , the approximate minimization problem has been approached by aggregating states having relative smaller distance. An example of this approach on MCs using the bisimilarity distance of Desharnais et al. is shown in Figure 1 . Let M be the MC on the left and assume we want to approximate it by an MC with at most 5 states. Since m 1 , m 2 are the only two states at distance less than 1, the most natural choice for an aggregation shall collapse m 1 and m 2 , obtaining an instance N x,y of the MC in the middle for some x, y ≥ 0 such that x + y ≤ 1. Any MC constructed in this way will not be closer than 1 4 from M. However, the MC on the right is a closer approximant of M, at distance 1 6 from it, showing that the approximate aggregation of states does not necessarily yield the closest optimal solution.
In this paper we address the issue of finding optimal solutions to the approximate minimization problem. Specifically we aim to answer to the following problem, left open in [19] : "given a finite MC and a positive integer k, what is its 'best' k-state approximant?
Here by 'best' we mean a k-state MC at minimal distance to the original ". We refer to this problem as Closest Bounded Approximant (CBA) and we present the following results 2 MSAB-1, and study their computational complexity. Sections 6 and 7 present two efficient heuristics for computing sub-optimal solutions for CBA-λ and discuss about their performances and limitations. We conclude with Section 8 discussing possible applications of our results and interesting ideas for future work.
Markov Chains and Bisimilarity Pseudometric
In this section we introduce the notation and recall the definitions of (discrete-time) Markov chains (MCs), probabilistic bisimilarity of Larsen and Skou [8] , and the probabilistic bisimilarity pseudometric of Desharnais et al. [26] .
For R ⊆ X ×X an equivalence relation, X/ R denotes its quotient set and [x] R denotes the R-equivalence class of x ∈ X.
We denote by D(X) the set of discrete probability distributions on X, i.e., functions µ : X → [0, 1], such that µ(X) = 1, where µ(E) = x∈E µ(x) for E ⊆ X. For x ∈ X, the Dirac distribution concentrated at x is the function 1 x : X → [0, 1] defined by 1 x (y) = 1 if x = y, 0 otherwise.
For a 1 , . . . , a n ∈ [0, 1] such that n i=0 a i = 1, we denote by
The support of a probability distribution µ ∈ D(X) is defined by
For example, given x, y ∈ X, support(
In what follows we fix a countable set L of labels. Intuitively, if M is in state m it moves to state m with probability τ (m)(m ). Labels represent atomic properties that hold in certain states. The set of labels of M is denoted by L(M) = { (m) | m ∈ M }. Hereafter, we use M = (M, τ, ) and N = (N, θ, α) to range over MCs and we refer to their constituents implicitly.
Definition 1 (Markov Chain
Definition 2 (Probabilistic Bisimulation [8] ). An equivalence relation R ⊆ M × M is a probabilistic bisimulation on M if whenever m R n, then 1. (m) = (n), and 2. for all C ∈ M/ R , τ (m)(C) = τ (n)(C). Two states m, n ∈ M are probabilistic bisimilar w.r.t. M, written m ∼ M n if they are related by some probabilistic bisimulation on M. In fact, probabilistic bisimilarity is the greatest probabilistic bisimulation.
Any bisimulation R on M induces a quotient construction, the R-quotient of M, denoted M/ R = (M/ R , τ / R , / R ), having R-equivalence classes as states, transition func- A pseudometric is said to lift an equivalence relation if it enjoys the property that two points are at distance zero iff they are related by the equivalence. A lifting for the probabilistic bisimilarity is provided by the bisimilarity distance of Desharnais et al. [26] . Its definition is based on the Kantorovich (pseudo)metric on probability distributions over a finite set X, defined as
where d is a (pseudo)metric on X and Ω(µ, ν) denotes the set of couplings for (µ, ν), i.e., distributions ω ∈ D(X × X) such that,
The above condition can be equivalently stated as for all E ⊆ X, ω(E × X) = µ(E) and ω(X × E) = ν(E), and µ (resp. ν) will be called left (resp. right) marginal of ω.
Remark 1 (Kantorovich as a Transportation Problem).
The Kantorovich metric has an intuitive interpretation as the solution of an optimization problem usually referred to as (homogeneous) mass transportation problem. Assume you are given a pile of sand and a hole we have to completely fill up with the sand. Obviously, the pile and the hole must have the same volume. Both the pile and the hole are modeled by probability measures µ, ν ∈ D(X), with µ(E) giving a measure of how much sand is located in the pile in location E ⊆ X and, ν(F ) how much sand can be piled in F ⊆ X. Moving the sand around should be done by minimizing the traveling distance. In this respect a coupling can be interpreted as a transportation plan (or schedule). A convenient way for visualizing a coupling ω ∈ D(X × X) for (µ, ν) is by means of the so called transportation table, with coordinates given by the supports of the measures µ and ν, and cells containing the value ω(x, y) at coordinate (x, y) (for convenience, when ω(x, y) = 0 the cell is left blank). In this representation the condition of ω of being a coupling can be easily checked by summing up the values of the cell in each row (resp., column) and checking that it equals the value of the corresponding marginal.
To make explicit the cost of the transportation from x to y, the cell (x, y) is further decorated with the distance d(x, y), displayed in the top-left corner of the cell.
As an example, consider the MC M = (M, τ, ) in Figure 1 and the transition probabilities τ (m 1 ) =
is equivalently represented as a transportation table as follows: Here we consider the distance d :
otherwise. Note that the above is an optimal coupling in the sense of (1).
Definition 3 (Bisimilarity Distance). Let λ ∈ (0, 1]. The λ-discounted bisimilarity pseudometric on M, denoted by δ λ , is the least fixed-point of the following functional operator on 1-bounded pseudometrics over M (ordered point-wise)
The operator Ψ λ is monotonic with respect to , hence, by Knaster-Tarski's fixed-point theorem, δ λ is well defined.
Intuitively, if two states have different labels δ λ considers them as "incomparable" (i.e., at distance 1), otherwise their distance is given by the Kantorovich distance w.r.t. δ λ between their transition distributions. The discount factor λ ∈ (0, 1] controls the significance of the future steps in the measurement of the distance; if λ = 1, the distance is said undiscounted.
The distance δ λ has also a characterization based on the notion of coupling structure.
Definition 4 (Coupling Structure
Intuitively, a coupling structure can be thought of as an MC on the cartesian product M × M , obtained as the probabilistic combination of two copies of M. Given a coupling structure C for M and λ ∈ (0, 1], let γ C λ be the least fixed-point of the following operator on
The function γ C λ is called λ-discounted discrepancy of C, and the value γ C λ (m, n) is the λ-discounted probability of hitting from (m, n) a pair of states with different labels in C.
Theorem 1 (Minimal coupling criterion [18] ). For arbitrary MCs M and discount factors λ ∈ (0, 1], δ λ = min γ C λ | C coupling structure for M .
As originally noted in [18, Lemma 10] , the (undiscounted) discrepancy can be used to bound the variational distance between trace distributions. The following lemma generalizes this result for arbitrary discount values. In the lemma we use P M,m (A) to denote the probability that a run of the Markov chain M starting in state m is in the set A ⊆ L ω . For a formal definition of P M,m (A) and a definition of measurable subset of the set L ω of infinite sequences over L, we refer the reader to, e.g., [27, Chapter 10] . For λ ∈ (0, 1] we use M λ to denote the MC (M {⊥}, τ λ , λ ) obtained by adding to the MC M a 'sink' state ⊥ to which all states in M go with probability (1 − λ), that is, for all m ∈ M , τ λ (m) = (1 − λ)1 ⊥ + λτ (m), and τ λ (⊥) = 1 ⊥ . The 'sink' state ⊥ has label different from all other states, that is, for all m ∈ M , λ (m) = (m), and λ (⊥) = λ (m).
Lemma 2. Let C be a coupling structure for the MC M. Then, for any measurable set
One can easily verify that C λ is a coupling structure for M λ . By [18, Lemma 10] ,
We conclude the proof by showing that for any m, n ∈ M , γ 
Case m, n ∈ M and (m) = (n).
By the above inequality and (2) we conclude
The following is a generalization of [18, Corollary 10] for arbitrary discount factors.
Corollary 3. For any measurable set A ⊆ L ω , discount factor λ ∈ (0, 1], and m, n ∈ M ,
Proof. Immediate consequence of Theorem 1 and Lemma 2. 2
So far we have considered a single Markov chain and described a pseudometric space over its states. The above definitions can be naturally extended to reason about the distance between two MCs by considering the distance induced over their disjoint union.
Given two MCs M = (M, τ, ) and N = (N, θ, α) with M ∩ N = ∅, their disjoint union, denoted as M ⊕ N , is the Markov chain having state space M ∪ N , probability
Usually, MCs are associated with an initial state to be thought of as their initial configurations. In the rest of the paper when we talk about the distance between two MCs, written δ λ (M, N ), we implicitly refer to the distance between their initial states computed over the disjoint union of their MCs 1 . Analogously, we may simply write
when m is the initial state of M.
The Closest Bounded Approximant Problem
In this section we introduce the Closest Bounded Approximant problem w.r.t. δ λ (CBA-λ), and give a characterization of it as a bilinear optimization problem.
Definition 5 (Closest Bounded Approximant). Let k ∈ N and λ ∈ (0, 1]. The closest bounded approximant problem w.r.t. δ λ for an MC M is the problem of finding an MC N with at most k states minimizing δ λ (M, N ).
Clearly, when k is greater than or equal to the number of bisimilarity classes of M, an optimal solution of CBA-λ is the bisimilarity quotient. Therefore, without loss of generality, we will assume 1 ≤ k < |M | and M to be minimal. Note that, under these assumptions M must have at least two nodes with different labels.
Let MC(k) denote the set of MCs with at most k states and MC A (k) its restriction to those using only labels in A ⊆ L. Using this notation, the optimization problem CBA-λ on the instance M, k can be reformulated as finding an MC N * such that In general, it is not obvious that for arbitrary instances M, k a minimum in (3) exists.
At the end of the section, we will show that such a minimum always exists (Corollary 6).
A useful property of CBA-λ is that an optimal solution can be found among the MCs using labels from the given MC. 
Lemma 4 (Meaningful labels). Let
In the following, fix M, k as instance of CBA-λ, let m 0 ∈ M be the initial state of M. By Lemma 4, Theorem 1 and Knaster-Tarski fixed-point theorem
where Ω(M, N ) denotes the set of all coupling structures for the disjoint union of M and N . This simple change in perspective yields a translation of the problem of computing the optimal value of CBA-λ to the bilinear program in Figure 2 . In our encoding, N = {n 0 , . . . , n k−1 } are the states of an arbitrary Markov chain with k states N = (N, θ, α) ∈ MC(k). and n 0 is the initial one. The variable θ n,v is used to 9 encode the transition probability θ(n)(v). Hence, a feasible solution satisfying (11) (12) (13) will have the variable c m,n u,v representing the value C(m, n)(u, v) for a coupling structure C ∈ Ω(M, N ). An assignment for the variables α n,l satisfying (9-10) encodes (uniquely) a labeling function α : N → L(M) satisfying the following property:
The constraint (9) models the fact that each node n ∈ N is assigned at most to one label l ∈ L(M), and the constraint (10) ensures that each node is assigned to at least one label in L(M). Conversely, any labeling α : N → L(M) admits an assignment of the variables α n,l satisfying (9-10) and (14) . Finally, an assignment for the variables d m,n satisfying the constraints (7-8) represents a prefix point of Γ
Let F λ M, k denote the bilinear optimization problem in Figure 2 . Directly from the arguments stated above we obtain the following result.
Corollary 6. Any instance of CBA-λ admits an optimal solution. The next example shows that even by starting with an MC with rational transition probabilities, optimal solutions for CBA-λ may have irrational transition probabilities. , any optimal solution must have some irrational transition probability. Now we prove that the above is indeed an optimal solution for CBA-1 on input M, 3 . Assume by contradiction that there exists
, then N * must be an MC of the form N zw for some of z, w ∈ [0, 1] such that z + w ≤ 1. Thus, Consider an arbitrary coupling structure C ∈ Ω(M, N zw ) for some z, w ≥ 0 such that
where
. The constraints on the marginals require that, for all i ∈ {0, 1, 2},
Consequently, for minimizing γ C 1 (m i , n 0 ), we shall choose the values of C(m i , n 0 ) in a way that makes A i = 0 (hence C(m i , n 0 )(m 4 , n 2 ) = 21 100 ). Therefore, we can restrict our attention to the family of coupling structures depicted in Figure 1 
We compute γ
thus, the inequality (17) simplifies to
The minimum value of the above is achieved at z = 
Let's consider the case L(N * ) L(M) and analyse three possible sub-cases.
, then no state in N has the same label as the initial state of M. Therefore, by definition of δ 1 we have δ 1 (M, N * ) = 1, which is greater than δ 1 (M, N xy ).
79 100
Therefore N xy is an optimal solution. 2
The Bounded Approximant Threshold Problem
The Bounded Approximant problem w.r.t. δ λ (BA-λ) is the threshold decision problem of CBA-λ, that, given MC M, integer k ≥ 1, and rational ≥ 0, asks whether there exists N ∈ MC(k) such that δ λ (M, N ) ≤ .
From the characterization of CBA-λ as a bilinear optimization problem (Theorem 5) we immediately get the following complexity upper-bound for BA-λ.
Theorem 7. For any λ ∈ (0, 1], BA-λ is in PSPACE.
Proof. By Theorem 5, deciding an instance M, k, of BA-λ can be encoded as a decision problem for the existential theory of the reals, namely, checking the feasibility of the constraints (8-13) in conjunction with d m0,n0 ≤ . The encoding is polynomial in the size of M, k, , thus it can be solved in PSPACE (cf. Canny [28] ). 2
In the rest of the section we provide a complexity lower-bound for BA-λ, by showing that BA-λ is NP-hard via a reduction from Vertex Cover. Recall that, a vertex cover of an undirected graph G is a subset C of vertices such that every edge in G has at least one endpoint in C. Given a graph G and a positive integer h, the Vertex Cover problem asks if G has a cover of size at most h.
The following lemma provides a lower-bound on the λ-discounted bisimilarity distance between M and any N ∈ MC(k).
Proof. The thesis holds trivially when (m) = α(n), since δ λ (m, n) = 1. Let (m) = α(n), and
We are now ready to present the main result of this session.
Theorem 9. For any λ ∈ (0, 1], BA-λ is NP-hard.
Proof. We provide a polynomial-time many-one reduction from Vertex Cover. Let G = (V, E), h be an instance of Vertex Cover and let m = |E|. Without loss of generality we assume m ≥ 2.
From G we construct the MC M G = (M, τ, ) having the following states: a root state r (thought of as the initial state); a sink state s; a state v for each vertex in V ; and two 'twin' states e and e for each edge e ∈ E. In M G each pair of twin edge states have the same label, all other nodes have pairwise distinct labels. The sink state s and all vertex states loop to themselves with probability 1; the root state r goes with uniform probability 1 2m to each edge state; for each edge e = (v 1 , v 2 ) in G, the state e (resp. e ) in M G goes with probability 1 m to v 1 (resp. v 2 ) and probability 1 − 1 m to the sink state s (cf. Figure 4 for an example of the construction of M G ). Next we show that
(⇒) Let C be a h-vertex cover of G. Construct M C ∈ MC(m + h + 2) by taking a copy of M G , removing all vertex states in V \ C, then removing one twin edge state for each edge in E making sure to keep those which are going with probability greater than zero to some vertex state in C -if both endpoints of the edge are in the cover C, just pick one twin edge state at random. Finally, redistribute uniformly the transition probabilities of the root state over the remaining edge states (cf. Figure 4) .
Next we show that
. For convenience, the states in M C will be marked with a bar to distinguish them from their counterpart in M
. We claim that G has a vertex cover of size h. Without loss of generality we may assume that the following hold for N :
2. N has initial stater with the same label than r, i.e., α(r) = (r); 
∈ L(N ), then we get the following contradiction
Finally, if (e) / ∈ L(N ), for some e ∈ E, then we get the following contradiction
(r andr are the initial states)
By assumption (5) we have that the sink state s in M G requires exacly one sink statē s in N with same label than s and having a self loop with probability 1. Similarly, for vertex states v in M, N requires at most one vertex statev with same label than v and having a self loop with probability 1. Lastly, for each edge e ∈ E, N requires at most two edge statesē andē to respectively represent the edge states e and e in M G ; clearly (e) = α(ē) and (e ) = (ē ). By the assumptions made above, we have that {r,s} ⊆ N and {ē,ē } ∩ N = ∅, for each edge e ∈ E. By Theorem 1, there exists C ∈ Ω(M, N ) such that
where for arbitrary e ∈ E, f e is a function in e and e defined as f e ( e , e ) = 1 2m − e · δ λ (e,ē) + 1 2m − e · δ λ (e ,ē) + e · δ λ (e,ē ) + e · δ λ (e ,ē ) .
The equality (18) follows by the fact that an optimal coupling ω can be found among those with support included in e∈E {(e,ē), (e ,ē), (e,ē ), (e ,ē )} (cf. Figure 5 (left)). Note that the above formulation is general enough to model the case whenē / ∈ N (resp. e / ∈ N ) in which case e = e = 1 2m (resp. e = e = 0). Consider an arbitrary edge e ∈ E with endpoints u, v ∈ V . Next, we lower-bounds for min f e ( e , e ) e , e ∈ 0, . The edge e may be covered byV (i.e.,ū orv appear in N , cf. Case B.) or not (i.e., neitherū norv appear in N , cf. Case A.).
A. If neitherū norv appear in N . Then, by Lemma 8, for arbitrary p ∈ {e, e } and q ∈ {ē,ē }, we have δ λ (p, q) ≥ λ m . Therefore, for arbitrary e , e ∈ [0,
B. Ifū orv appear in N . We distinguish two subcases: when bothē andē appear in N , or only one of them.
B.1. Ifē / ∈ N (resp.ē / ∈ N ), then e = e = 0 (resp. e = e = 1 2m ).
f e ( e , e ) = 1 2m δ λ (e,ē) + δ λ (e ,ē) ( e = e = 0)
Analogously, the caseē / ∈ N has the same lower-bound.
B.2. If bothē andē are in N , then 0 < e + e < 1 m . We further spit in two subcases: when bothū andv appear in N , or only one of them. B.2.1. If bothū andv are in N , then f e ( e , e ) ≥ 0 because δ λ (p, q) ≥ 0 for arbitrary p ∈ M and q ∈ N . B.2.2. Ifū / ∈ N (resp.v / ∈ N ), then, for any e , e ∈ [0,
Similarly, the casev / ∈ N has the same lower-bound.
By assigning with each edge e ∈ E any among the cases A, B.1, B.2.1, and B.2.2 described above, we induce a selection of the states of N and, at the same time, a selection of verticesV ⊆ V in the graph G, namely,V = {v ∈ V |v ∈ N }. Recall that at least m states in N have to be edge vertices and two other states are reserved respectively for the sinks and the initial stater, therefore |V | ≤ h. In the above assignment m + m edges are covered byV whereas m edges are not covered byV . Necessarily, m ≤ m . Otherwise, we have that
min f e ( e , e ) e , e ∈ 0, 1 2m (by Equation (18))
. If m = 0, thenV is a vertex cover for G an we are done. Otherwise, we claim that there is another assignment of the the edges where no edge is of type A inducing a vertex cover. Such assignment is obtained from the previous one, leveraging from the fact that m ≤ m . We proceed by turning all m edges of type A to edges of type B.1 or B.2.2 removing exactly one of the two edge states from (at most m ) edges of type B.2.1 (cf. Fig. 6 (left) ). This gives enough room to add vertex states in a way that all edges of type A are turned into edges of type B.1 or B.2.2 (cf. Fig. 6 (right) ).
This concludes the proof of the reduction from Vertex Cover. 2
Minimum Significant Approximant Bound
Recall that, having two MCs that are at distance 1 from each other means that there is no significant similarity between their behaviors. Accordingly, we say that an MC N is a significant approximant for the MC M w.r.t. δ λ if, and only if, δ λ (M, N ) < 1.
The Minimum Significant Approximant Bound problem w.r.t. δ λ (MSAB-λ) looks for the smallest positive integer k such that N ∈ MC(k) is a significant approximant for 17 a given an MC M. The decision version of this problem is called Significant Bounded Approximant problem w.r.t. δ λ (SBA-λ), and asks whether, for a given positive integer k, there exists N ∈ MC(k) such that δ λ (M, N ) < 1. When the distance δ λ is discounted (i.e., λ < 1), the two problems above turn out to be trivial because for any MCs M, N with initial states labelled with same label, δ λ (M, N ) ≤ λ, thus the minimum size for a significant approximant is always 1. In contrast, we show that when the distance δ λ is undiscounted (λ = 1) the same two problems are NP-complete. The NP-completeness result is obtained via a characterization of SBA-1 as a combinatorial problem in graph theory on vertex-labelled directer graphs.
A vertex-labelled directed graph is a directed graph G = (V, E) with a vertex labelling function associating with each vertex in V a label. 
We show that deciding M, k ∈ SBA-1 is equivalent to checking whether the underlying graph of M has a bottom strongly connected component (BSCC) and a path reaching it from the initial state satisfying the following condition: the size of the BSCC plus the number of labels occurring in a prefix of such path, obtained by removing the part that is reflected in the BSCC, does not exceed k. 
Proof. (⇒) By hypothesis there exists
We assume that N is minimal (otherwise one can replace it with its bisimilarity quotient). By Lemma 12 and Theorem 1, there exists C ∈ Ω(M, N ) such that β
Note that for arbitrary m ∈ M and n ∈ N such that γ C 1 (m, n) = 0, the following hold
Therefore, for any u ∈ M and v ∈ N we have that C(m, n)(u, v) > 0 implies γ Consider now the graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) where
Since M and N are minimal and m ∼ n for all (m, n) ∈ V we have that for all (m, n), There are two possible cases:
Case 1: if n i / ∈ V 2 for all 0 ≤ i < h we have that the zero-step path m h is trivially reflected in G 1 and
Case 2: If n i ∈ V 2 for some 0 ≤ i < h. Let q < h be the smallest index such that n q ∈ V 2 . Since C(m q , n q )(n q+1 , n q+1 ) > 0 implies θ(n q )(n q+1 ) > 0 and G 2 is a bottom strongly connected component, we have that also n q+1 ∈ V 2 . This shows that n q . . . n h is a path in G 2 . Since the isomorphism between G 2 and G 1 preserves the labels (indeed, any n ∈ V 2 is mapped with the unique state m ∈ V 1 such that m ∼ n) we can see that there exists a path v p . . . v h−1 m h in G 1 such that (m i ) = (v i ) for all p ≤ i < h. Therefore we have that the path m p . . . m h is reflected in G 1 and 
Note that θ is well defined because the support of τ (v) is included in V for all v ∈ V . By construction, states in N have pairwise distinct labels, therefore we can define the function f : M → N as f (m i ) = n if 0 ≤ i < p and n ∈ N such that α(n) = (m i ); and f (m i ) = v i if p ≤ i ≤ h. In the following we will prove that for all m i ∈ M , δ 1 (m i , f (m i )) < 1. We proceed by induction on r = h − i. 1 Figure 7 : (Left) The MC M G associated to the graph G in Figure 4 and (right) an MC N associated to the vertex cover C = {2, 3} of G such that δ 1 (M G , N ) < 1 (cf. Theorem 11).
Inductive Step (i < h): Let n = f (m i ) and n = f (m i+1 ) then the following hold
Inequality (*) is due to the fact that given µ, ν ∈ D(X), their 'parallel synchronisation' µ ν ∈ D(X × X) defined as (µ ν)(x, y) = µ(x) · ν(y) is a coupling for (µ, ν).
Theorem 11. SBA-1 is NP-complete.
Proof. The membership in NP is easily proved by using the characterization in Lemma 10 and exploiting Tarjan's algorithm for generating bottom SCCs. As for the NP-hardness, we provide a polynomial-time many-one reduction from Vertex Cover. Let G = (V, E) be a graph with E = {e 1 , . . . , e n }. We construct the MC M G as follows. The set of states is given by the set of edges E along with two states e 1 i and e 2 i , for each edge e i ∈ E, representing the two endpoints of e i and an extra sink state e 0 . The initial state is e n . The transition probabilities are given as follows. The sink state e 0 loops with probability 1 to itself. Each edge e i ∈ E goes with probability i are labelled by the node in V they represent. An example of construction for M G is shown in Figure 7 .
Next we show the following equivalence:
By construction, M G is minimal and its underlying graph H has a unique bottom strongly connected component, namely the self-loop in e 0 . Each path p = e n ; e 0 in H passes through all edge states, and the set of labels of the endpoint states in p is a vertex cover of G. Since e 0 , . . . , e n have pairwise distinct labels, we have that G has a vertex cover of size at most h iff there exists a path in H from e n to e 0 that has at most n + 1 + h different labels. Thus, (21) follows by Lemma 10. 20
Algorithm 1 Approximate Minimization -Expectation Maximization-like heuristic Input: M = (M, τ, ), N 0 = (N, θ 0 , α), and h ∈ N.
An Expectation Maximization-like Heuristic
In this section we describe an approximation algorithm for computing near-optimal solutions of CBA-λ for an arbitrary instance M, k .
Given an initial approximant N 0 ∈ MC(k), the algorithm produces a sequence of MCs N 0 , N 1 , . . . in MC(k) having successively decreased distance from M. We defer until later a discussion of how the initial MC N 0 is chosen. The procedure is described in Algorithm 1.
The intuitive idea of the algorithm is to iteratively update the initial MC by assigning relatively greater probability to transitions that are most representative of the behavior of the MC M w.r.t. δ λ . The procedure stops when the last iteration has not yield an improved approximant w.r.t. the preceding one. The input also includes a parameter h ∈ N that bounds the number of iterations. Furthermore, to simplify the exposition and avoid computational issues, we assume that δ λ (M, N 0 ) < 1, M is minimal 2 , |M | > |N | and both τ and θ 0 are rational transition functions.
The rest of the section explains two heuristics used in the UpdateTransition function invoked at line 5. This function shall return the transition probabilities for the successive approximant (see line 6). The two heuristics are both based upon an analysis of the coupling structure C ∈ Ω(M, N i−1 ) constructed at line 4.
Define β C λ to be the least fixed-point of the following functional operator on 1-bounded real-valued functions d : M × N → [0, 1] (ordered point-wise):
By Theorem 1, the relation R C = (m, n) | γ C λ (m, n) = 0 is easily shown to be a bisimulation, specifically, the greatest bisimulation induced by C.
Let C λ be the MC obtained by augmenting C with an 'sink' state ⊥ to which any other state moves with probability (1 − λ). Intuitively, the value β C λ (m, n) can be interpreted as the reachability probability in C λ of either hitting the sink state or a pair of bisimilar states in R C along a path formed only by pairs of states with identical labels starting from (m, n).
Proof. We prove the equivalent statement γ
One can easily show that G C λ is monotonic, thus by Knaster-Tarski's fixed-point theorem it admits least and greatest fixed points, say d and d respectively. We prove that G Consider
There 
From equation (5) and Lemma 12, we can turn the problem CBA-λ as
Equation (23) says that a solution of CBA-λ is the right marginal of a coupling structure C such that C λ maximizes the probability of generating paths with prefix in ∼ = * (R C ∪ ⊥) starting from the pair (m 0 , n 0 ) of initial states 3 , where ∼ = = {(m, n) / ∈ R C | (m) = α(n)}. In the rest of the section we assume N i−1 ∈ MC(k) to be the current approximant with associated coupling structure C ∈ Ω(M, N i−1 ) as in line 4 in Algorithm 1.
The "Averaged Marginal" Heuristic. The first heuristic is inspired by the Expectation Maximization (EM) algorithm described in [23] . The idea is to count the expected number of occurrences of the transitions in C in the set of paths ∼ = * R C and, in accordance with (23) , updating C by increasing the probability of the transitions that were contributing the most.
For each m, u ∈ M and n, v ∈ N let Z 
A solution of EM N , C describes a Markov chain N = (N, θ , α) and a coupling structure C ∈ Ω(M, N ) where, for arbitrary m ∈ M and n ∈ N
The above can be used to improve a pair N , C in the sense of (23).
, then an optimal solution for EM N , C describes a Markov chain N ∈ MC(k) and a coupling structure C ∈ Ω(M, N ) satisfying the inequality β
Proof. For any measurable set A ⊆ (M × N ) ω , and C ∈ Ω(M, N ), we denote by P C λ (A) the probability that a run of the chain C λ belongs to A. To shorten the notation, for B ⊆ (M × N ) * (resp. π ∈ (M × N ) * ) we write P C (B) (resp. P C (π)) to indicate
) that is the probability that C λ generates a path with prefix in ∼ = * R C or ∼ = * ⊥ starting from (m 0 , n 0 ).
Consider the following inequalities
(by Jensen's inequality)
where Q = π∈G P C (π) · ln P C (π) and Q = π∈G P C (π) · ln P C (π). Rearranging we have
The logarithm is an strictly increasing function, we have that
Thus, inequality 26 suggests that the best choice of C is that which maximizes Q as a function of C . Expanding the definition of Q we obtain
where ι is defined as ι(x) = 1 if x = (m 0 , n 0 ); 0 otherwise.
Recall that Z m,n u,v is the random variable that counts the number of occurrences of the edge ((m, n)(u, v)) in a prefix in G for a given path. Then Q can be rewritten as
Therefore the coupling structure C that maximizes the above is obtained as
Since C has to range among coupling structures of the form C ∈ Ω(M, N ) for some chain N with the same states as N we conclude that an optimal solution of EM N , C describes a coupling C such that Q ≥ Q. As above said, this implies β
Unfortunately, EM N , C does not have an easy analytic solution and turns out to be inefficiently solved by nonlinear optimization methods. In contrast, the relaxed optimization problem obtained by dropping the constraints (25) has a simple analytic solution 4 :
, and the first heuristic at line 5, updates θ i as follows
otherwise.
Recall that the c m,n u,v above may not describe a coupling structure because of the dropping of the constraints (25) . Nevertheless we recover the transition probability θ i , from it as the average of the right marginals.
The "Averaged Expectations" Heuristic. In contrast to the previous case, the second heuristic will update θ i by directly averaging the expected values of Z m,n u,v as follows
otherwise .
Computing the Expected Values. We compute E[Z m,n u,v | C] using a variant of the forward-backward algorithm for hidden Markov models. Let Z m,n : ((M × N ) ∪ ⊥) ω → N be the random variable that counts the number of occurrences of the pair (m, n) in a prefix in ∼ = * (R C ∪ ⊥) of the path. We compute the expected value of Z m,n w.r.t. the probability induced by C λ as the solution z m,n of the following system of equations
where ι is defined as ι(x) = 1 if x = (m 0 , n 0 ); 0 otherwise. Then, the expected value of Z m,n u,v with respect to the probability distribution induced by C λ is given by
Complexity of the Heuristics. It is worth noting that Algorithm 1 runs in polynomial time in the size of its input. Computing the coupling structure C in line 4, can be performed in polynomial time in the size of M ⊕ N 0 [18, 30] 5 . The update step requires one to compute E[Z m,n u,v | C] for each m, u ∈ M and n, v ∈ N . By Equation (28) , this can be done by solving two systems of linear equations, namely (27) and (22), each with O(|M | · |N |) unknowns.
Choosing the Initial Approximant. Similarly to EM algorithms, the choice of the initial approximant N 0 may have a significant effect on the quality of the solution.
Notice that the requirement δ λ (M, N 0 ) < 1 is fundamental for both the heuristics, otherwise E[Z m,n u,v | C] = 0 for all m, u ∈ M and n, v ∈ N . In case N 0 does not satisfy the above condition, one should replace it with a better approximant. We have seen that this is trivial to do when λ < 1, but for λ = 1 it may be hard to find one (cf. Theorem 11), in which case one may need to increase the size of the initial approximant.
For the labeling of the states, one should follow Lemma 4. As for the choice of the underlying structure one shall be guided by Lemma 10. However, due to Theorem 9, it seems unlikely to have generic good strategies for selecting a starting approximant candidate. Nevertheless, good selections for the transition probabilities and the number of states may be suggested by looking at the problem instance.
Finally, by the assumption made on the rationality of the transition functions of M and N 0 , Algorithm 1 will always return a chain with rational transition function. In light of Example 1, this means that there are cases where Algorithm 1 will never return an (exact) optimal solution, regardless from the choice of (the rational) initial approximant. Nevertheless, we will see that the we are still able to provide good sub-optimal solutions. Table 1 shows how the two heuristics update the initial approximant and how the 26 distance between M and the current approximant evolves at each iteration. Notably, the averaged marginals heuristics sets the parameter y to 21 100 in both tests, reaching the its theoretical optimal value. Regarding the parameter x the heuristics sets its value to 79 150 reaching an absolute error of 0.23 from its (irrational) theoretical optimal value. As Table 1 shows, in this example, the averaged expectation heuristic suffers from its oversimplified update procedure. It is worth noting how the quality of the outcome may not be influenced by the quality of the initial estimate. 2
Experimental Results
We evaluate the performances of Algorithm 1 by comparing the two proposed heuristics on two classical case studies: the IPv4 zeroconf protocol from [27, Ex.10.5] (cf. Figure 8 ) and the drunkard's walk (cf. Figure 9 ). Figure 9 : Markov chain DrkW(p, n, k) of the drunkard's walk for n = 1 steps to home and k = 2 steps to the bar. The parameter p ∈ [0, 1] models the probability of moving one step toward the bar. Table 2 shows the results of our tests 6 . The experiments have been performed by running our algorithm on a number of instances M, k of increasing size, where M is an instance of either the IPv4 protocol or the drunkard's walk.
As initial approximant we use a suitably small instance of the same model, with parameters p and q chosen randomly in the open interval (0, 1). For each experiment we report the discount factor λ; the distance to the original model respectively from N 0 and N h , where h is the total number of iterations; and execution time (in seconds). We compare the two heuristics, averaged marginals (AM) and averaged expectation (AE), on the same initial approximant.
The results obtained on the IPv4 protocol show significant improvements between the initial and the returned approximant. Notably, these are obtained in very few iterations of the update procedure. On this model, AM gives approximants of better quality compared with those obtained using AE; however AE seems to be slightly faster than AM. Both the heuristics can handle instances of size up to ∼100 states. On the drunkard's walk model, the two heuristics exhibit opposite results w.r.t. the previous experiment: AE provides the best solutions with fewer iterations and significantly lower execution times.
Case
|M | k λ = 1 λ = 0.8 δ λ -init δ λ -final # time δ λ -init δ λ -final # time 
Conclusions and Future Work
To the best of our knowledge, this is the first paper addressing the complexity of the optimal approximate minimization of MCs w.r.t. a behavioral metric semantics. Even though for a good evaluation of our heuristics more tests are needed, the current results seem promising. Moreover, in the light of [18, 30] , relating the probabilistic bisimilarity distance to the LTL-model checking problem as δ 1 (M, N ) ≥ |P M (ϕ) − P N (ϕ)|, for all ϕ ∈ LTL, our results might be used to lead saving in the overall model checking time. A deeper study of this topic will be the focus of future work.
We close with an interesting open problem. Membership of BA-λ in NP is left open. However, by arguments analogous to [33, 34] and leveraging on the ideas that made us produce the MC in Example 1, we suspect that BA-λ is hard for the square-root-sum problem. The latter is known to be NP-hard and in PSPACE, but membership in NP
