Abstract. We show that classification rules used in ordinal regression are equivalent to a certain class of linear multi-class classifiers. This observation not only allows to design new learning algorithms for ordinal regression using existing methods for multi-class classification but it also allows to derive new models for ordinal regression. For example, one can convert learning of ordinal classifier with (almost) arbitrary loss function to a convex unconstrained risk minimization problem for which many efficient solvers exist. The established equivalence also allows to increase discriminative power of the ordinal classifier without need to use kernels by introducing a piece-wise ordinal classifier. We demonstrate advantages of the proposed models on standard benchmarks as well as in solving a real-life problem. In particular, we show that the proposed piece-wise ordinal classifier applied to visual age estimation outperforms other standard prediction models.
Introduction
The classification problem consists of predicting a hidden class label y ∈ Y based on observations x ∈ X using a classifier h : X → Y. In the statistical classification, the pairs of (x, y) are assumed to be a realization of some random variables distributed according to P (x, y). This paper analyses a class of classification problems fitting under the ordinal regression setting which imposes additional assumptions on the distribution P (x, y). In particular, the labels in Y are assumed to be ordered, w.l.o.g. we use Y = {1, . . . , Y } equipped with a natural order, and they are modeled as a result of a course measurement of some continuous random variable χ(x). More precisely, let as define a set of Y intervals
determined by a sequence of non-decreasing thresholds θ 1 , θ 2 , . . . , θ Y −1 . The standard model of [1] assumes that we observe label y ∈ Y if a realization of the random variable χ(x) is in the interval U (y). Thus the classes correspond to contiguous ordered intervals on some continuous scale. Based on this assumption various ordinal regression models have been proposed and they are routinely applied in fields like social sciences, epidemiology, information retrieval or, recently in computer vision.
A typical problem is how to learn the classifier given a set of training examples {(x 1 , y 1 ), . . . , (x m , y m )} ∈ (X × Y) m drawn from i.i.d. random variables distributed according to some unknown distribution P (x, y) which satisfies the "ordering" assumption mentioned above. In this paper, we consider the formulation which defines the target classifier to be the one with minimal expected risk (also called Bayes classifier)
R(h) = E p(x,y) ∆(y, h(x)
where ∆ : Y × Y → R + is a given application specific loss function penalizing responses of the classifier.
In statistics, the learning problem is typically solved by constructing a plugin Bayes classifier which replaces the true distribution P (x, y) by its MaximumLikelihood estimate. This approach requires to guess the shape of the underlying distribution P (x, y) which can be difficult in practice. A different approach based on the risk minimization paradigm has been put forward in the machine learning literature. The idea is to learn the classifier directly from the examples without the need to estimate the generating distribution [2] . This approach selects the best classifier from a prescribed class of classifiers by minimizing a surrogate of the expected risk R(h). The typical class of classifiers considered in the context of ordinal regression is the linear thresholded rule
where x ∈ X = R n is a vector of real-valued features, w ∈ R n is a parameter vector and θ = (θ 1 , . . . , θ Y −1 ) ∈ R Y −1 a vector of thresholds. In the sequel we refer to (1) as the ordinal (ORD) classifier. We call the vector θ admissible iff its components are non-decreasing i.e.
The form of the ORD classifier reflects the assumption that the classes correspond to intervals on R. It is seen that ORD classifier predicts y iff the value x, w is in the interval U (y).
A Perceptron-like algorithm called PRank learning the ORD classifier in an on-line fashion has been proposed in [3] . They formulate learning as minimization of the empirical risk with the Mean Absolute Error (MAE) loss function ∆(y, y ) = |y − y | (also called ranking loss) and provide mistake bounds for the case of separable examples. The authors of [4] proposed to learn the ORD classifier by a modified Support Vector Machine algorithm originally designed for two-class classification. The paper [5] improves the algorithms of [4] by enforcing the learned thresholds to be admissible. A generic framework which allows to convert learning of the ORD classifier to the problem of learning a two-class linear SVM classifier (with modified example weights) have been proposed in [6] .
They show that appropriately weighted SVM hinge-loss is an upper bound of so called V-shaped loss (e.g. MAE and the 0/1-loss are V-shaped) evaluated on the ORD classifier. The paper [7] analyses a relation between the ordinal regression and the multi-class classifiers, however, by their definition the ordinal classifier as any Bayesian classifier with the V-shaped loss function, i.e. they do not considered ordering of the labels at all.
The previous works in their core convert learning of the ORD classifier into learning a set of two-class classifiers. The resulting two-class classifiers are trained by a modified SVM algorithm [4] [5] [6] or Perceptron [3] . In this paper we show that such conversions are not necessary. We prove that the ORD classifier is equivalent to a linear multi-class classifier whose class parameter vectors are collinear and their magnitude is linearly increasing with the label. We call the new representation the Multi-class ORDinal (MORD) classifier. Our equivalence proof is constructive so that we can convert any ORD classifier to the MORD classifier and vice-versa. We show that the new representation can be beneficial for learning. In particular, the well understood methods for learning multi-class linear classifiers can be readily applied. We experimentally show that a generic multi-class SVM algorithm used to learn MORD delivers the same (or slightly better) results when compared to the specialized learning algorithms derived for the ORD classifier. The proposed approach works for (almost) arbitrary loss function unlike the existing methods which require V-shaped losses. In addition, we show that the new representation allows to increase discriminative power of the ordinal classifier without need to use kernels by introducing a piece-wise ordinal classifier. We demonstrate advantages of the proposed models on standard benchmarks as well as in solving a real-life problem. We show that the proposed piece-wise ordinal classifier applied to visual age estimation outperforms other prediction models and is also comparable to commercial solutions.
The paper is organized as follows. The equivalence between the ORD classifier and the linear multi-class classifiers is described in Section 2. In Section 3, we define a new model for ordinal regression. In Section 4, we compare several classification models for ordinal regression in an unified view. In Section 5, we described a generic algorithm for learning the proposed models. Experiments are presented in Section 6 and Section 7 concludes the paper.
Ordinal Regression as Linear Multi-class Classification
Let us consider one-dimensional observations x ∈ X = R in which case the ORD classifier h(x) = 1 +
One may think of representing the ORD classifier in the form
where f : R × Y → R is a discriminant function. If we manage to construct the discriminant functions such that f (x, y) ≥ f (x, y ), y ∈ Y \ {y} iff h(x) = y then both representations will be equivalent i.e. h (x) = h(x), x ∈ R. Let us consider a linear discriminant function with the slope equal to y, i.e. f (x, y) = x · y + b y , in which case (2) becomes a linear multi-class classifier. It is not difficult to see that such linear classifier also splits the real axis into intervals. Fig 1 shows an example of the ORD classifier and its equivalent linear classifier h (x). The same idea can be applied for n-dimensional observations x ∈ X = R n . The multi-class linear classifier which can represent the ORD classifier (1) reads
where w ∈ R n is parameter vector and
Y is a vector of intercepts. We denote (3) as the Multi-class ORDinal (MORD) classifier. Inside the paper we assume that the "argmax" operator returns the minimal label in the case of more than one maximizer.
A natural question is whether both representations are equivalent in the sense that any ORD classifier can be represented by some MORD classifier and vice-versa. The following theorem gives a positive answer to the question. 
A proof is given in Appendix A. Our proof is constructive in the sense that we can provide a conversion from the ORD classifier to the MORD classifier and vice-versa. In exotic cases, which however may appear in practice, some classes can collapse to a single point and effectively disappear. To cover all such situations, we first define the concept of non-degenerated classifier and then we give formulas for the conversions.
Definition 1 (Degenerated and non-degenerated classifier). We call class y ∈ Y non-degenerated for classifier h (x) iff X y = interior({x ∈ X : h (x) = y}) = ∅. Classifier h (x) is non-degenerated iff all classes are non-degenerated. In opposite case the classifier is called degenerated.
Given a MORD classifier, the classŷ ∈ Y is non-degenerated iff the linear inequalities
are solvable w.r.t. z ∈ R. It is seen that we can check it in O(Y ) time. We refer to the proof for more details.
Conversion formulas. Given parameters of the ORD classifier w ∈ R n , θ ∈ Θ, the equivalent MORD classifier has parameters w and b given by
The conversion from the MORD classifier to the ORD classifier is done differently for the non-generated and the degenerated classifier. Given parameters of a non-degenerated MORD classifier w ∈ R n and b ∈ R Y , we can compute thresholds θ ∈ Θ of the equivalent ORD classifier by
Given parameters of a degenerated MORD classifier w ∈ R n and b ∈ R Y , we compute thresholds θ ∈ Θ of the equivalent ORD classifier by
where y i ∈ Y, i = 1, . . . , p is an increasing subsequence of non-degenerated classes.
Finally, let us note that the MORD classifier is represented by n + Y parameters insted of n + Y − 1 parameters of the ORD classifier. However, the parameters of the MORD classifier are unconstrained which makes the MORD representation attractive for learning because no additional constraints on the intercepts θ ∈ Θ are not needed.
Piece-wise Ordinal Regression Classifier
The discriminative power of the ORD classifier can be limiting in some cases. Mapping the observations into higher dimensional space via usage of kernel functions is one way to make the linear ORD classifier more discriminative. Though the "kernalization" of the ORD classifier is straightforward it is not suitable in all cases. For example, the kernels are prohibitive in applications which require processing of large amounts of training examples and/or if a real-time response of the classifier is the must. Instead, we proposed to stay in the original feature space where we construct a combined classifier from a set of simpler component classifiers. In our case, the component classifiers will be the MORD classifiers, each responsible for a subset of labels.
Let Z > 1 be a number of cut labels (
The cut labels define a partitioning of Y into Z subsets Y z = {y ∈ Y |ŷ z ≤ y ≤ŷ z+1 }, z ∈ Z. We will model dependence between the observation x and a subset of labels Y z by a component classifier
where
We define a combined classifier whose discriminant function is composed of discriminant functions of the component classifiers as follows
We set the discriminant functions to be
With these definitions it can be shown that: i) the component classifiers (8) are the ORD classifiers and ii) the combined classifier (9) is well defined because all its neighboring discriminant functions are consistent at the cut labels, i.e. f z (x,ŷ z+1 ) = f z+1 (x,ŷ z+1 ), z ∈ Z, holds. The claim i) is seen after substituting (10) into (8) which after some algebra yields h z (x) = argmax y∈Yz x, w z+1 − w z α(y, z) + b y and since α(y, z) is linearly increasing with y, Theorem 1 guarantees that h z (x) is the MORD classifier equivalent to the ORD classifier. The claim ii) follows from the fact that α(ŷ z+1 , z) = 1 and α(ŷ z+1 , z + 1) = 0, and thus f z (x,ŷ z+1 ) = x, w z+1 + bŷ z+1 = f z+1 (x,ŷ z+1 ).
We can explicitly write the component classifier, which we call the Piece-Wise Multi-class ORDinal (PW-MORD) classifier, as follows Figure 2 visualizes the ORD (=MORD) and the PW-MORD classifier on a toy data. It is seen that the distribution of the data cannot be well described by the ORD classifier while the PW-MORD composed of 3 ORD classifiers provides much better model in this case. 
Unified View of Classifiers for Ordinal Regression
Let us consider the linear multi-class classifier
Y are parameters and β : Y × {1, . . . , Z} → R are fixed numbers. We are going to describe several instances of the classifier (12) which can be useful models for ordinal regression.
Rounded linear-regression rule
is the most simplest model for the ordinal regression obtained by clipping a rounded response of the standard linear regression rule to the interval [1, Y ] . It is easy to show that (13) is an instance of (12) recovered after setting Z = 1, β(1, y) = 2y, y ∈ Y, and fixing the components of the intercept vector b to b y = 2by − y 2 . Using the conversion formula (6) we can show that the rounded linear-regression rule is equivalent to the ORD classifier with equal width of the decision intervals, namely, with θ k+1 − θ k = 2, k = 1, . . . , Y − 2.
Multi-class linear classifier
is recovered after setting Z = Y and β(y, z) = [[y = z]], y ∈ Y, z ∈ {1, . . . , Z}. It is the most generic (and also most discriminative) form of (12) which completely ignores ordering of the labels.
3. The proposed MORD classifier (3) is recovered after setting Z = 1, W = w 1 , and β(y, 1) = y, y ∈ Y. We showed that the MORD classifier is equivalent to the standard ORD classifier (1) most frequently used in the ordinal regression. (11) is recovered after setting β(y, z) according to β(y, z) = 1 − α(y, z) for z = 1, . . . , Z − 1 , y ∈ Y z , β(y, z) = α(y, z − 1) for z = 2, . . . , Z , y ∈ Y z , β(y, z) = 0 otherwise.
The proposed PW-MORD classifier
The PW-MORD is composed from Z − 1 MORD classifiers each modeling a subset of labels (see Section 3). The PW-MORD is most flexible as it allows to smoothly control its the complexity by a single parameter Z. It is easy to see that for Z = 2 the PW-MORD is equivalent to the MORD (=ORD) classifier while for Z = Y it becomes the Multi-class linear classifier.
Generic Learning Algorithm for Ordinal Regression
In this section we consider problem of learning parameters of the generic linear multi-class classifier (12) from given example set {(
We propose to use a generic and well understood framework originally developed for the structured output learning [8] . Following [8] , we define an approximate empirical risk
where ∆ : Y × Y → R is any loss function satisfying ∆(y, y) = 0 , ∀y ∈ Y and ∆(y, y ) > 0 , ∀(y, y ) ∈ Y 2 such that y = y .
(17) This risk approximation uses the idea of the margin-rescaling loss functions [8] applied on the classifier (12) . It is easy to prove that R(w, b) is a convex upper bound on the true empirical risk
We can formulate learning of the classifier (12) as the following convex unconstrained minimization problem
where · denotes the Frobenius norm and λ > 0 is a prescribed (regularization) constant used to control over-fitting. The setting with λ = 0, referred to as the empirical risk minimization learning, means that we simply try to find the classifier with minimal upper bound R(W , b) on the empirical risk R emp (W , b), in other words the one which performs best on training examples measured in terms of the prescribed loss ∆(y, y ). The setting λ > 0, referred to as the regularized risk minimization learning, is equivalent to minimizing the risk R(W , b) w.r.t. parameters constrained to be inside a ball with radius inversely proportional to λ. The latter setting can be also interpreted as trying to maximize a generalized margin between the training examples and the classifier. A big effort has been put by the ML community into development of efficient solvers for the problem (18). For example, a generic bundle method for risk minimization [9] or its accelerated variant [10] can be readily applied to solve (18).
Let us compare our framework with the existing algorithms for learning the ORD classifier. The existing algorithms consider a limited set of loss functions ∆(y, y ). The most generic approach of [6] derives an upper bound for so called V-shaped losses: a loss is called V-shaped if it satisfies (17) and in addition ∆(y, y ) ≥ ∆(y, y + 1) if y ≤ y and ∆(y, y ) ≤ ∆(y, y + 1) if y ≥ y .
(19) The V-shaped loss (19) subsumes the most frequently used losses, i.e. the MAE loss ∆(y, y ) = |y − y | and the 0/1-loss ∆(y, y ) = [[y = y]], yet it is not as generic as the loss (17) applicable in our framework. Next limitation of the existing algorithms is that they have to care about feasibility of the thresholds θ ∈ Θ because they work directly on the parameters of the ORD classifier. This requires to either introduce additional constraints on the thresholds θ ∈ Θ or to impose additional constraints on the loss function, namely, that the loss must be convex [6] . For instance, the 0/1-loss is not convex hence the learning algorithms require extra inequality constraints (like the SVOR-EXP algorithm of [5] ) which may complicate the optimization. Note that in our approach the problem (18) remains unconstrained irrespectively to the selected loss.
The generality of our framework, however, does not automatically imply that the risk approximation (16) is better (tighter) than those used in existing methods. We experimentally show that in the case of the MAE loss, i.e. the most frequently used one, the proposed approximation (16) provides slightly but consistently better approximation than the existing ones.
Experiments
In this section we empirically compare the proposed methods with existing algorithms. In Section 6.1 we present experiments on standard benchmarks. Experiments on real-life problem of visual age estimation are described in Section 6.2.
In our experiments we compare the following methods:
1. MORD. Proposed classifier (3) trained by (18) using the MAE loss. 2. PW-MORD. Proposed classifier (11) trained by (18) using the MAE loss.
3. LinReg. Rounded linear regressor (13) trained by (18) using the MAE loss. 4. LinClass. Standard multi-class linear classifier (14) trained by (18) using the MAE loss. It is an instance of the Structured Output Classifier [8] . Note that LinClass is up to the loss very similar to the standard multi-class SVM. 5. SVOR-EXP. Support Vector Ordinal Regression with explicit constraints [5] . 6. SVOR-IMC. Support Vector Ordinal Regression with implicit constraints [5] .
The SVOR-IMC and SVOR-EXP are instances of a generic framework of [6] developed for learning the ORD classifier (1). It was shown that the algorithms minimize a convex upper bound on the MAE-loss (SVOR-IMC) and the 0/1-loss (SVOR-EXP), respectively. Other methods for learning the ORD classifier have been proposed like SVM-based algorithms of [4] or the Support Vector Regression [2] . However, they are consistently outperformed by the SVOR-EXP and SVOR-IMC hence we compare only against the latter two.
We consider the MAE ∆(y, y ) = |y − y | as the desired metric because it is by far the most frequently used loss in the ordinal regression context as well as it is suitable for the real-life problem we consider.
All tested algorithms are instances of the regularized risk minimization framework (18). Note that SVOR-IMC and SVOR-EXP were originally formulated as quadratic programs but can be easily converted to (18). In the case of SVOR-IMC the problem (18) uses additional constraints θ ∈ Θ. The learning problem (18) is specified up to the regularization constant λ tuned on validation data from a fixed set of values Λ. In particular, we set Λ = {1, 0.1, 0.01, 0.001, 0}. We used two optimization algorithms to solve (18). For λ > 0 we used the Bundle Methods for Risk Minimization (BMRM) [9] . For λ = 0 we used the Analytic Center Cutting Plane Method (ACCPM) proposed in [11] . To avoid implementation bias, we wrote all algorithms by ourselves using mainly Matlab and C only to program a QP solver called inside the BMRM algorithm. In both cases we set the solvers to find the ε-optimal solution of the learning objective, in particular, we stopped the solver if the objective was below factor of 1.01 of the optimal value (we use the Lagrange dual to get the optimality certificate).
Standard Benchmarks
We performed experiments with seven data sets 1 used in [5] [6]. We followed exactly the same evaluation protocol. The data were produced by discretising metric regression problems into Y = 10 bins. Data are randomly partitioned to train/test part. The partitioning was repeated 20 times. The features are normalized to have zero mean and unit variance coordinate wise. The reported results are averages and standard deviations computed over the 20 partitions. The feature dimension and train/test ratios are listed in Table 1 .
We performed two experiments. The goal of the first experiment is to assess the ability of the proposed training algorithm (18) to minimize the empirical risk if compared to the existing algorithms SVOR-IMC and SVOR-EXC. Note that all the tested methods learn exactly the same ORD classifier by minimizing a convex approximation of the empirical risk whose direct optimization is not tractable. SVOR-IMC and SVOR-EXC use a specific risk approximation tailored for the ORD classifier. Our method makes it possible to train the ORD classifier using the standard margin-rescaling. In this experiment we set λ = 0, i.e. we minimized just the risk approximation which we want to assess. Table 1 summarizes the results. It is seen that our method slightly but consistently (up to one near draw for "Computer" data) outperforms the SVOR-IMC approximation in terms of the MAE loss for which both methods were intended. The results of SVOR-EXC optimizing the 0/1-loss are included just for completeness.
The goal of the second experiment is to assess the ability to minimize the test risk (generalization error). We compare the proposed methods PW-MORD against the standard models. We considered the PW-MORD with Z = 2, 3, 4 and the cut labels set symmetrically, i.e. {1, 10}, {1, 5, 10} and {1, 4, 7, 10}. Note that PW-MORD with Z=2 corresponds to the MORD classifier hence not included in testing. The optimal complexity of the PW-MORD classifier, i.e. the number Z, as well as the regularization constant λ ∈ {1, 0.1, 0.01, 0.001, 0} for all methods were selected based on 5-fold cross-validation estimate of the MAE (on training split). Table 2 summarizes the results. In most cases the PW-MORD classifier outperformed the competitors in terms of the target MAE metric. We attribute this fact to its flexible complexity and the ability of the proposed training algorithm to well approximate the loss function (see previous experiment). The PW-MORD was outperformed only by the LinReg on the "Pyrimids" data and by the LinCls on the "California" data. This is result is not surprising because the "Pyrimids" data have very few training examples hence the simplest regression model best avoids over-fitting. On the other hand, the "California" data are low dimensional with high number of training examples and thus LinCls, the most flexible model, can best describe the data without overfitting, i.e. the ordering prior imposed by the other models is not needed here. A surprising result is that the winner in terms of the MAE loss is in most cases the best method for the 0/1-loss, i.e. it is better than the SVOR-EXC algorithm directly optimizing the 0/1-loss. Currently we do not have a good explanation of this observation. 
Visual Age Prediction
We consider problem of predicting an apparent age of a person from an image of his/her face. We experimented on a dataset containing 37,668 face images obtained by putting together standard face-recognition benchmarks (Feret, PAL, LFW, BioID, FaceTracer, xm2vts) and completing the rest by images downloaded from the Internet. Images were manually annotated by age which was in range from 0 to 100 years. The database has equal ratio of male and females. Each face was registered by a landmark detector [12] , normalized to a canonical image 30 × 20 by affine transform and described by pyramid-of-LBP descriptor [13] . Each face is represented by n = 159, 488-dimensional sparse binary vector. We randomly split the data into training/validation/test part in ration 60/20/20. The validation part is used to tune the regularization constant. The reported results are averages and standard deviations of test errors computed over 3 splits.
We compared the linear multi-class SVM classifier (LinCls), the standard ordinal regression model implemented via the MORD representation and the PW-MORD classifier. In the case of LinCls we had to discretize the age into 10 equal bins because modeling all 101 classes would not be feasible (only representation of the classifier would require 120MB). We used PW-MORD with Z=11 and set the cut labels to equally cover the range of 101 years. Thus the PW-MORD classifier models each decade by a single linear ordinal regression classifier. We also compared against a commercial face recognition system developed by FACE.COM 2 . Results are summarized in Table 3 reporting the target MAE loss as well as the error levels. The proposed PW-MORD significantly outperformed all competing ordinal regression models by significant margin. The MORD classifier (=standard ORD model) is apparently not sufficiently discriminative. On the other hand, training full multi-class classier for all 101 classes is not feasible. The PW-MORD model also compares favorably with the FACE.COM system. Namely, in terms of MAE metric the FACE.COM is slightly better, however, the PW-MORD provides substantially better results for lower error levels what is typically preferred in practice. models. Second, it provides a path to develop new learning algorithms for ordinal regression borrowing from well understand multi-class classification. Third, it allows to design new models for ordinal regression with higher discriminative power. Experiments on standard benchmarks as well as a real-life problem of visual age estimation demonstrate usefulness of the proposed method.
