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Abstract—This work presents a neural network that consists
of nodes with heterogeneous sensitivity. Each node in a network
is assigned a variable that determines the sensitivity with which
it learns to perform a given task. The network is trained by
a constrained optimization that maximizes the sparsity of the
sensitivity variables while ensuring the network’s performance.
As a result, the network learns to perform a given task using only
a small number of sensitive nodes. Insensitive nodes, the nodes
with zero sensitivity, can be removed from a trained network
to obtain a computationally efficient network. Removing zero-
sensitivity nodes has no effect on the network’s performance
because the network has already been trained to perform the
task without them. The regularization parameter used to solve the
optimization problem is found simultaneously during the training
of networks. To validate our approach, we design networks with
computationally efficient architectures for various tasks such as
autoregression, object recognition, facial expression recognition,
and object detection using various datasets. In our experiments,
the networks designed by the proposed method provide the
same or higher performance but with far less computational
complexity.
Index Terms—Deep neural networks, efficient architecture,
heterogeneous sensitivity, constrained optimization, simultaneous
regularization parameter selection.
I. INTRODUCTION
NEURAL networks often consist of a large number ofnodes arranged in deep layers. As researchers have
addressed an increasingly wide variety of problems using
neural networks, these network architectures have become
increasingly complicated. High-performance networks often
contain thousands of nodes [1], [2], [3], [4], [5]. One property
of neural networks is that nodes share the workload [6]. A
network is trained to perform a given task utilizing all the
available nodes. Thus, all the nodes provided in a network
architecture contribute towards solving a given problem.
As neural networks are implemented on platforms with
less computational power, and as neural networks are asked
to perform more tasks on platforms with massive but still
finite computational power, designing a network with less
computational complexity has become an important issue [7],
[8]. Numerous studies have been conducted to determine
H. Cho, C. Lee, and S. Yang are with School of Electrical and
Computer Engineering, Ulsan National Institute of Science and Tech-
nology (UNIST), Ulsan, Korea (e-mail: hyeunjoong@unist.ac.kr, bran-
don27@unist.ac.kr, syang@unist.ac.kr).
J. Jang is with Electronics and Telecommunications Research Institute
(ETRI), Daejeon, Korea (e-mail:jangjh6297@gmail.com).
This work was supported by National Research Foundation of Korea under
Grant NRF-2016R1D1A1B01016041.
This work was supported by the Ulsan National Institute of Science and
Technology Free Innovation Research Fund under Grant 1.170067.01
how to prune network nodes and obtain a computationally
efficient network [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18]. In these approaches, the networks are first trained
with a large amount of nodes; then, the importance of each
node is evaluated by analyzing the node weight using various
measures. Finally, the nodes with less importance are removed
from the trained network. However, because all the nodes in
trained network share the workload, removing a node from a
trained network—even if its node weight indicates that is has
lesser importance, will degrade the network’s performance.
Consequently, pruning approaches are usually followed by
retraining the pruned network to recover the performance
losses from pruning.
In this paper, we propose a network that consists of nodes
with heterogeneous sensitivity. Each node in a network is
assigned a variable that determines its sensitivity to learn a
given task. Then, the network learns to perform the task by
relying more on the sensitive nodes and less on the insensitive
nodes. In extreme cases where the sensitivity of a node
is zero, the network does not utilize the node at all; it is
essentially disconnected. Node sensitivity is learned during
training through a constrained optimization. The sparsity of
the sensitivity is maximized while the network performance
is constrained within a certain range. As a result, the network
learns to perform a given task using only a small number
of sensitive nodes. By simply removing the nodes with zero
sensitivity, the computationally efficient architecture of a deep
network for a given task is obtained. The regularization
parameter used for the constrained optimization is determined
simultaneously during the training based on the L-curve,
which has previously been used to determine the regularization
parameters for inverse problems [19], [20], [21], [22].
We assign sensitivity to nodes in a network by introducing
a layer we call a sensitivity layer. The sensitivity layer can be
implemented as a special type of dense or convolutional layer.
Then, a network that includes these new sensitivity layers
can be implemented and trained using functions available in
standard deep learning packages [23], [24], [25]. Our approach
does not require any special optimization routine to solve the
constrained optimization problem that we designed to enforce
the sparsity of the sensitivity variables while training.
We designed computationally efficient architectures with
heterogeneous sensitivity for various tasks such as autoregres-
sion, object recognition, facial expression recognition, and ob-
ject detection using various datasets. We first applied networks
with heterogeneous sensitivity to design a simple autoencoder
and a deep convolutional neural network (CNN) for analysis.
The effects of the regularization parameters on the network’s
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performance and architecture are analyzed through the L-
curve. Simultaneous selection of the regularization parameter
during the training using the proposed algorithm is validated.
Then, we applied the sensitivity layers to deep networks
to solve various problems. Experiments are performed using
various networks, autoencoder, CNN, LeNET [1], VGG [1],
ResNet [4], and YOLO [5], and various dataset, Gaussian,
MNIST [26], CIFAR-10 [27], CK+ [28], VOC [29], and
ImageNet [36] for various types of classifications. By intro-
ducing nodes with heterogeneous sensitivity to the networks
and enforcing the sparsity of the sensitivity, we were able to
design networks that consist of notably fewer nodes but that
exhibit the same or even better performance. The proposed
method can be used to design an efficient network containing
the optimal number of nodes.
The rest of this paper is organized as follows. We introduce
networks with heterogeneous sensitivity and the constrained
optimization to determine efficient network architecture in
Section II-A and II-B, respectively. An algorithm for simul-
taneous selection of the regularization parameter during the
network training is presented in Section II-C. The imple-
mentation of the nodes with heterogeneous sensitivity as the
sensitivity layer is discussed in Section II-D. Comparisons to
pruning approaches to find efficient network architecture are
given in Section II-E. We present the experimental results
and discussions for the autoencoder in Section III-A and
III-B. We find efficient network architecture of deep networks
with heterogeneous sensitivity in Section III-D to III-F. We
compare the performance and complexity of the optimal deep
networks to those of pruned networks reported in literatures
in Section III-G to III-I. Section IV concludes the paper.
II. EFFICIENT ARCHITECTURE FOR DEEP NEURAL
NETWORKS
A. Neural Networks with Heterogeneous Sensitivity
Consider a network whose lth layer consists of the following
operations. The intermediate output uli is computed by either
a dense layer,
uli =
nl−1∑
j=1
W lijx
l−1
j , (1)
or by a convolutional layer,
uli = conv(W
l
i , x
l−1), (2)
where uli is the ith intermediate output node, x
l−1
j and x
l−1 are
the the jth nodes and the node volume in the (l− 1)th layers,
respectively. The network parameters W lij and W
l
i denote a
weight in the dense layer and a filter in the convolutional layer,
respectively. The number of nodes in the lth layer are denoted
as nl. The intermediate output is activated by an activation
function:
vli = f
l(uli). (3)
The activated output vli is weighted by a newly introduced
layer:
xli = s
l
iv
l
i, (4)
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(b)
Fig. 1. A layer schematic in the proposed network with heterogeneous
sensitivity: (a) dense layer; (b) convolutional layer.
where sli is a variable that determines the sensitivity of the
ith node in the lth layer xli. We denote this new layer as
a sensitivity layer. The schematics of the proposed network
architecture is given in Fig. 1.
The sensitivity variable sli in the sensitivity layer allows us
to apply heterogeneous sensitivity to the nodes in a network.
Consider a network trained to minimize a cost function E
using backpropagation [30], [31]. The weight matrix Wl,
whose element is the weight W lij of the lth layer, is updated
by
Wl ←Wl − ηδlxTl−1, (5)
where η is the step size and xl−1 is a vector whose elements
are xl−1i . In the lth layer, each element of the sensitivity vector
δl is
δli = s
l
i(
nl+1∑
k=1
δl+1k W
l+1
ki )
∂f l(uli)
∂uli
. (6)
The variable sli is a weight that reflects the sensitivity of a
node. When the weights are updated, nodes with larger values
of |sli| will respond more sensitively than those with smaller
|sli| values. In the extreme case, when sli = 0, the node is
completely insensitive. These zero-sensitivity nodes can be
regarded as disconnected nodes.
B. Optimization for Efficient Network Architecture
Node sensitivity (the sensitivity variable sli) can be deter-
mined during the training so that a network learns to perform
a given task using only a small number of sensitive nodes. To
accomplish this, we designed an optimization problem to train
the network:
minimize
L∑
l=1
‖sl‖1
subject to E < ,
(7)
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where sl is a vector whose elements are sli and E is a deviation
penalty that measures the deviations of network outputs from
the ground truth values. The cost function, which is the sum
of the `1 norm of sl, makes the vector sl sparse, so that
the network uses only a few sensitive nodes and includes
as many disconnected nodes as possible. The constraint on
E guarantees the performance of the network within the
threshold . The deviation penalty E is a typical cost function
used to train a network. The last layer of a network is usually
determined by a specific task. We set the sensitivity variable
for the last layer sLi to one.
The optimization problem can be rewritten as follows:
minimize
s1,s2,··· ,sL
W1,W2,··· ,WL
E + λ
L∑
l=1
‖sl‖1, (8)
where the regularization parameter λ weighs the deviation
penalty E and the sparsity penalty
∑ ‖sl‖1. When λ is large,
the sparsity penalty dominates the cost function in (8). The
trained network will consist of a small number of sensitive
nodes with as many insensitive (i.e., disconnected) nodes
as possible. However, because the deviation penalty E is
neglected during the training, the network will fail to provide
accurate outputs. In contrast, when λ is small, the deviation
penalty dominates the cost function, and the network will be
trained to provide accurate outputs but will utilize most of
the available nodes. Thus few insensitive (i.e., disconnected)
nodes will exist. Ideally, the goal is to find a λ that balances
the deviation and sparsity penalties.
C. Regularization Parameter Selection Via L-Curve
An L-curve is a plot of the two penalties for various
values of λ. The L-curve has previously been used in inverse
problems [19], [20], [21], [22]. In our problem, the L-curve
shows the deviation penalty vs. the sparsity penalty for various
values of λ. Let the deviation and sparsity penalties when the
network is trained with the regularization parameter λ be E(λ)
and S(λ). The L-curve is given by
{(φ(E(λ)), φ(S(λ))), λ > 0}, (9)
where φ is an increasing function such as the log function.
One region of the L-curve corresponds to solutions that are
dominated by the deviation penalty, and another region of
the L-curve corresponds to solutions that are dominated by
the sparsity penalty. The curve generally has an L-shape.
The corner of the L-curve provides a solution for which the
two penalties are balanced. We use the L-curve to determine
the best value of the regularization parameter λ for the
optimization problem in (8).
The operation of a deep network is usually composed of
multiple layers with non-linear activation function. Parameter
selection methods based on diagonalization of a matrix that
represents a linear operation of a system [32], [33] are not
applicable to determine the regularization parameter for deep
networks. Also, the training of a deep network usually requires
large amount of computation. Parameter selection methods that
find the maximum curvature point of the L-curve [19] are not
Algorithm 1 Simultaneous Training and Parameter Selection
1: λ← λ0,E ← ε.
2: initialize Wl’s.
3: while Termination condition is not met do
4: while E ≤ ε do
5: λ← λ+ ∆λ
6: Initialize sl’s.
7: Train the network for a number of epochs
8: Measure E.
9: end while
10: Train the network.
11: end while
practical, because the L-curve has to be constructed for many
values of λ.
We determine the regularization parameter λ simultaneously
during the training of a deep network. The network training
is initialized with random weight Wl’s and a small initial
regularization parameter λ0. The network is trained for a
given number of epochs and the deviation cost E is measured.
While the measured deviation penalty is smaller than ε, the
regularization parameter λ is increased by ∆λ, the sensitivity
variables are initialized randomly, and the network is trained
for a given number of epochs. When the regularization param-
eter λ becomes too large, the network cannot provide outputs
close to the ground truth. The deviation penalty E increases
substantially and becomes larger than ε. We find the largest
regularization parameter λ value that provides the deviation
penalty E ≤ ε. Then, the training of the network continues
with the found regularization parameter until the termination
condition for the network training is met. The algorithm for the
simultaneous network training and regularization parameter
selection is given in Algorithm 1.
D. Sensitivity Layer Implementation
The sensitivity layer can be regarded as a special type of
dense or a convolutional layer. A sensitivity layer added after
a dense layer with nl nodes can regarded as a set of nl (dense)
layers with one input node, one output node, and one weight.
A sensitivity layer added after a convolutional layer with nl
nodes can be regarded as a set of nl convolutional layers with
one input node, one output node, and a single one-by-one filter.
Hence, the sensitivity layer can be implemented using layer
definitions and functions already available in deep learning
packages [23], [24], [25].
Moreover training a network that includes sensitivity layers
can be accomplished with various training methods already
available in deep learning packages. The weights in the dense
or convolutional layers are updated by
W lij ←W lij − η
∂E
∂W lij
, (10)
and the parameters in the sensitivity layers are updated by
sli ← sli − η
∂E
∂sli
− ηλ s
l
i
|sli|
. (11)
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These approaches can be implemented as the training for
either dense or convolutional layers under `1 regularization.
Hence, by regarding the sensitivity layers as simply special
cases of dense or convolutional layers, we can implement and
train a network with the sensitivity layers using standard deep
learning packages. Our approach does not require any special
optimization routines to solve the constrained optimization
problem.
E. Comparison with Pruning Methods
Previous studies have investigated how to design compact
and efficient networks to allow deep networks to be deployed
on devices with restricted computational capabilities. A survey
of efficient deep network design methods can be found in
[7], [8]. Many approaches can prune nodes with high com-
putational complexity and memory requirements to obtain a
more efficient network. In these pruning approaches, a network
is first trained, and then the importance of each node is
evaluated with various measures. Finally, the less important
nodes are pruned from the trained network. The issue of how
the cost function used for the training changes with small
weight perturbations was analyzed In [9], [10], [11], [12]. For
example, the Hessian of a cost function provides information
on how small weight changes affect the cost. Connections in
a trained network that induce insignificant changes in the cost
function were removed from the network. In [13], [14], [15],
[16], [17], the importance of weights in a trained network was
evaluated using the l2, l1, and l0 norms of the node weights or
distances between the weights [41]. Then, the less important
connections between nodes were removed from the trained
network based on the evaluated measures. To encourage a
network to have node weights that result in smaller measures,
regularization by the l2, l1, and l0 norms of the node weights
is used during training.
Many pruning approaches use regularization as a function
of node weights. As a results some connections in dense
layers and some filter coefficients in convolutional layers
have small values. Removing a node from a network entirely
is not straightforward for dense layers and is difficult for
convolutional layers. Examples of pruning with removed con-
nections and filter coefficients are shown in Fig. 2 (a), where
prunned connection and prunned filter cofficients are denoted
as red lines and blocks, respectively. The network is trained
to perform a task utilizing all the available nodes. Because
nodes in a network share the workload [6], removing a
node—even one with a smaller measure of importance—from
a trained network will degrade the network’s performance.
Consequently, pruning approaches typically retrain the pruned
network to recover the performance loss from pruning.
The proposed method uses regularization as a function of
the sensitivity. As a result, removing zero-sensitivity nodes
is straightforward because they are already disconnected by
the end of the training. Examples of disconnected nodes for
dense and convolutional layers are shown in Fig. 2 (b), where
the nodes with zero sensitivity, denoted with red lines, can
be removed from a trained network. The network is trained
to perform a task utilizing only the sensitive nodes; therefore,
𝑊𝑙
Dense Layer
𝑊𝑙
Convolutional Layer
𝑊2
𝑊1
𝑊3
𝑊4
(a)
Sensitivity Layer
𝑊𝑙 𝑠𝑙
𝑠1
𝑠2 = 0
𝑠3
𝑠4
Dense Layer
𝑊𝑙 𝑠𝑙
Sensitivity LayerConvolutional Layer
𝑠1
𝑠2 = 0
𝑠3
𝑠4
𝑊2
𝑊1
𝑊3
𝑊4
(b)
Fig. 2. Examples of removed connections in a network: (a) pruning ap-
proaches; (b) proposed method: top: dense layer; bottom: convolutional layer.
Removed connections are indicated with red dotted lines.
removing zero-sensitivity nodes has no effect on the network’s
performance because the network has already been trained to
perform the task without them.
In [18], networks with activation functions with nodewise
variant slopes were introduced. Using this approach, the nodes
with steeper slopes learn more important features, and vice
versa. After training, the nodes with lower slopes are pruned
from the trained network. The assignment of nodewise variant
slopes to activation functions plays a role similar to that of the
sensitivity layers presented in this paper; however, that study
used a predefined set of values for the slopes regardless of the
data. Because a predefined set of slopes does not reflect the
actual data statistics, workload sharing still exists; hence, a
performance loss occurs after pruning. Our proposed method
can be viewed as an improvement of the work in [18] in which
the slopes of the activation functions are learned from the
data statistics by solving an optimization problem during the
training.
In [34], a layer similar to the sensitivity layer in our
proposed network was introduced to a trained network. The
variables in the added layer were then used for pruning. An
optimization problem was constructed to determine which
nodes could be removed from the trained network while still
ensuring the network’s performance. Again, however, because
nodes in a trained network share the workload, node pruning—
even when done through an optimization approach, degrades
the network’s performance. In contrast, the variables in the
sensitivity layers in our approach are found during network
training, thus avoiding the need for further pruning.
In [35], a group lasso of node weights is used as a regular-
ization factor. The group lasso enforces groupwise sparsity. By
defining all the coefficients in a filter as a group, a node can
be effectively removed from a convolutional layer. By defining
only a part of the filter coefficients as a group, filters with
different support levels can be used in a convolutional layer.
Consequently, different network architectures can be designed
by defining different groups. Such a design requires multiple
regularization parameters; however, the study did not address
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how to choose the regularization parameters to obtain efficient
architecture. In contrast, our approach uses regularization as
a function of node sensitivity, which allows us to simply
disconnect a node in both dense and convolutional layers. The
regularization parameter is chosen using an L-curve to help
find efficient architecture.
III. EXPERIMENTS AND DISCUSSIONS
We first analyze a network with heterogeneous sensitivity
using a simple autoencoder with Gaussian data and the MNIST
dataset [26] in Section III-A and III-B, respectively. The reg-
ularization parameter selection via the L-curve is discussed in
Section III-C using the autoencoder with the MNIST dataset.
Then, we find efficient network architecture of deep networks
with heterogeneous sensitivity using a CNN with the CIFAR-
10 dataset [27], using VGG [3] and ResNet [4] with the CK+
dataset [28], and using YOLO [5] with the VOC dataset [29]
in Section III-D to III-F. We compare the performance and
complexity of the proposed deep networks to those of pruned
networks reported in literatures for LeNet [1] with the MNIST
dataset, VGG and ResNet with the CIFAR-10 dataset, and
ResNet with the ImageNet dataset [36] in Section III-G to
III-I.
A. Autoencoder with Gaussian Data
To understand how a network with sparse sensitivity vari-
ables is trained to perform a given task, consider a simple
network in an autoregression setting. As an example, we
use a network with two dense layers and linear activation.
The sensitivity layer is implemented in the first layer. Then,
network operation can be written as follows:
y = Ax (12)
= W2S1W1x (13)
=
n1∑
k=1
s1kw
2
k(w
1
k)
Tx, (14)
where W1 and W2 are the weight matrices. The matrix S1 is
a diagonal matrix whose diagonal elements are the sensitivity
variables in s1k. The vectors w
2
k and (w
1
k)
T are the kth column
and row of W2 and W1, respectively. The network operation
is written as a linear combination of w2k(w
1
k)
T. The weights
for the linear combination are given by the sensitivity variable
s1k. The contribution of w
2
k(w
1
k)
T with small s1k values to the
operation of the network is small, and vice versa.
We find the columns of the matrices W1, W2 and the
diagonal matrix S1 through the optimization problem in (8).
The sensitivity variable s1 obtained by the optimization will
have many zero elements because sparsity is enforced. Without
loss of generality, let the elements of s1 be sorted such that
the (K + 1)th to n1th elements are zero. The contribution
of w2k(w
1
k)
T with s1k = 0 is zero. Hence, we can remove
those terms from the linear combination in (14). Then, we
approximate the network’s operation by
A ≈
K∑
k=1
s1kw
2
k(w
1
k)
T. (15)
TABLE I
AVERAGE NUMBERS OF SENSITIVE NODES DETERMINED BY
CONSTRAINED OPTIMIZATION USING GAUSSIAN DATASET
# of inputs # of inputs # of hidden # of nodes # of nodes
with with nodes with with
σ=1.0 σ = 0.01 s 6= 0 s = 0
8 8 16 8.3 7.7
8 4 12 8.0 4.0
8 0 8 7.5 0.5
4 12 16 4.0 12.0
4 8 12 4.1 7.9
4 4 8 4.1 3.9
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Fig. 3. Example of L-curve for autoencoder using Guassian dataset, showing
E vs.
∑L
l=1 ‖sl‖1 for different values of λ; (a) For a case where 8 of 12
inputs are correlated with high variances and the number of hidden nodes is
12; (b) For a case where 4 of 12 inputs are correlated with high variances
and the number of hidden nodes is 12.
Experiments are performed with 16, 12, and 8 inputs follow-
ing zero mean Gaussian distribution. We consider cases where
some inputs are correlated with large variances and the rest
of the inputs are independent with small variances. The large
and small variances are 1.0 and 0.0001, and the correlation
coefficient is 0.9. The number of hidden nodes, n1, are set to
16, 12, and 8. The autoencoders are trained by (8) for 50 times.
Table I shows the average numbers of nodes with nonzero and
zero sensitivity. The network is trained using the regularization
parameter λ corresponding to the corner point of the L-
curves. Examples of the L-curves are shown in Fig. 3. The
average number of sensitive nodes, with nonzero sensitivity,
is close to the numbers of nodes with large variances. The
proposed network with heterogeneous sensitivity trained via
the optimization problem in (7) operates similarly to the
principal component analysis [37]—it represents the inputs
through the small number of sensitive, or principal, nodes.
B. Autoencoder with MNIST Dataset
We analyze a simple network with heterogeneous sensitivity
trained with a dataset. A large number of hidden nodes are
used in the network and the number of required hidden nodes
is determined through training. We prepared a network with
784 hidden nodes in an auto-associative setting to reconstruct
the inputs. The rectified linear unit (ReLU) function is used as
the activation function for all the nodes. The sensitivity layer
is added after the activation functions and implemented as a
collection of 784 individual dense layers, each of which has
one input, one output, and one weight. As explained in Section
II-D, by implementing the sensitivity layer as a special type
of dense layer, we can implement and train the network using
standard functions in deep learning packages. Here, we used
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Fig. 4. L-curve for autoencoder using MNIST dataset, showing E vs.∑L
l=1 ‖sl‖1 for different values of λ; red: λ = 1.0 × 10−5; blue:
λ = 1.0× 10−3; green: λ = 1.0× 10−1.
the Keras Python deep learning library for implementation
and training. The sensitivity variables are initialized to one.
We adopted the `1 regularization in the sensitivity layer as
a training option and trained the network using the MNIST
dataset [26].
Optimizing the proposed networks requires the regular-
ization parameter λ that weights the deviation and sparsity
penalties. We found the appropriate λ value using the L-
curve. Fig. 4 shows the L-curve for the network using the
MNIST dataset, plotted using the deviation penalty E vs. the
sparsity
∑L
l=1 ‖sl‖1 at different λ values. The linear function
is used as the function φ in (9), as the L shape is clearly
observed with the choice. For small values of λ, for example
λ = 1.0 × 10−5, the deviation penalty dominates the cost
function of the unconstrained optimization problem in (8).
Then, the solution to the optimization problem provides only a
small deviation penalty but a large sparsity penalty. In contrast,
for large values of λ, for example λ = 1.0×10−1, the sparsity
penalty dominates the cost function, providing only a small
sparsity penalty but a large deviation penalty. The balance of
the two penalties can be achieved using the value from the
corner of the L-curve. We used a λ value of 1.0 × 10−3 for
the optimization, which corresponds to the corner of the L-
curve.
Fig. 5 shows examples of node sensitivity in networks
trained with different values of the regularization parameter
λ. The sensitivity variables, si, are shown, in the decreasing
order, for λ = 1.0 × 10−5, 1.0 × 10−4, 1.0 × 10−3, and
1.0× 10−2 in Fig. 5 (a), (b), (c), and (d), respectively. As the
λ value increases, there are more nodes with small sensitivity.
When λ = 1.0 × 10−2, many nodes can be removed from
the network. However, the trained network fails to provide
acceptable performance at this λ value. In contrast, a network
trained with λ = 1.0 × 10−3 shown in (c) corresponds to
the λ value at the corner of the L-curve. At this setting, the
network provides an acceptable deviation penalty yet has as
many zero sensitivity nodes as possible. In effect, the nodes
with zero sensitivity are disconnected. The efficient network
architecture of the autoencoder with one hidden layer for the
MNIST dataset is to have 75 hidden nodes.
Fig. 6 shows the result of PCA on the images in the MNIST
dataset. The average mean square error (MSE) values between
the inputs and their reconstructions using the k principal
components are shown in red line. The average MSE values
between the inputs and their reconstructions using the k most
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Fig. 5. Node sensitivity for an autoencoder trained with different λ values
using the MNIST dataset: (a) λ = 1.0 × 10−5; (b) λ = 1.0 × 10−4; (c)
λ = 1.0× 10−3; and (d) λ = 1.0× 10−2.
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Fig. 6. PCA of images in MNIST dataset, average MSE of reconstructed
images: red: when the first k principal components are used; blue: when the
first k nodes in the network with heterogenous sensitivity are used (λ =
1.0×10−3); green: when the first k nodes in the network with heterogenous
sensitivity are used (λ = 6.0× 10−3).
sensitive nodes are shown in blue line for the network trained
with λ = 1.0×10−3. This network has 75 nodes. When all the
75 nodes are used to reconstruct the images, the MSE is lower
than one would achieve by reconstructing the images using
the 75 principal components. However, when fewer than 75
nodes are used, the MSE values degrade faster than the PCA
results. The average MSE values between the inputs and their
reconstructions for the network trained with λ = 6.0×10−3 are
shown in green line. This network has 46 nodes. When all the
46 nodes are used to reconstruct the images, the MSE is lower
than one would achieve by reconstructing the images using
the 46 principal components. This observation suggests that
a network with a fewer number of nodes should be designed
by training a network using a higher regularization parameter
value rather than removing nodes from a trained network.
C. Regularzation Parameter Selection
In Section II-C, an algorithm to determine the regularization
parameter simultaneously with the training of a network is
proposed. In this section, we train a network using Algorithm
1, and compare the networks performance and complexity to
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Fig. 7. Simultaneous regularization parameter selection and network training:
red: L-curve constructed by Algorithm 1; blue: L-curve constructed by training
the same network multiple times at different regularization parameters.
a network trained using the regularization parameter at the
corner of the L-curve.
The same network used in the previous section, the autoen-
coder with a hidden layer, is trained using the Algorithm 1.
Fig. 7 shows the deviation and sparsity penalties at different
values of the regularization parameter used during the training
by the Algorithm 1. The algorithm increases the regularization
parameters until the deviation penalty during the training
increases considerable. Then, the algorithm trains the network
using the selected regularization parameter until the termina-
tion condition is met. The L-curve constructed by training
the same network multiple times at different regularization
parameters is also shown. It can be seen that the deviation
and sparsity penalty of the trained network is close to the
corner point of the L-curve.
The regularization parameter simultaneously selected during
the training by the Algorithm 1 is 5.0 × 10−4, while the
regularization parameter that corresponds to the corner of the
L-curve is 1.0 × 10−3. The numbers of hidden nodes are
89 and 75 and the training loss of the network is 0.0018
and 0.0009 for the network trained by the Algorithm 1 and
the one trained with the L-curve corner value. The results
obtained by determining the regularization parameter via the
Algorithm 1 were the same as one would get by hand-selecting
the parameter corresponding to the corner of the L-curve.
We used the Algorithm 1 using four epochs for each updated
values of λ, and the algorithm updated seven λ values. After
the λ values is found, the network is trained for 268 epochs
before the termination of the training. For comparison, the
network with a fixed values of λ is trained for 279 epochs.
The simultaneous training and selection of λ by the Algorithm
1 requires 6.1% more epochs than the training for a single
values of λ.
D. Deep CNN with CIFAR-10 Dataset
In this experiment, we consider a deep CNN with heteroge-
neous sensitivity for object classification using the CIFAR-10
dataset [27]. We prepared a network with four convolutional
layers and two dense layers, adding sensitivity layers to all
the convolutional layers and the first dense layers. The second
dense layer is designed to perform object classification. The
sensitivity layers for the convolutional layers are implemented
as a collection of convolutional layers, each of which has one
input node and one output node with a one-by-one filter. The
sensitivity layers for the dense layers are implemented as a
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Fig. 8. L-curve for CNN with CIFAR-10 data, showing E vs.
∑L
l=1 ‖sl‖1
at different values of λ; red: L-curve constructed by Algorithm 1; blue: L-
curve constructed by training the same network multiple times at different
regularization parameters.
collection of dense layers, each of which has one input node,
one output node, and one weight. We applied `1 regularization
in the sensitivity layers for training. For comparison, we
trained a baseline CNN with the same number of nodes
and layers and with the ReLU activation function using the
same training set. The batch normalization is applied after the
convolutional layers and the dropout is applied after the first
dense layer on both the asymmetric and the baseline symmetric
networks.
Fig. 8 shows the L-curve for the CNN. The regularization
parameter simultaneously selected during the training by the
Algorithm 1 is 0.7× 10−3, while the regularization parameter
that corresponds to the corner of the L-curve is 0.8 × 10−3.
Fig. 9 shows the sensitivity of the nodes, in decreasing
order, in each layer of the network trained with the find the
regularization parameter. The sensitivity variables sli are sparse
in all the layers and have many zero elements. Only the nodes
with non-zero sensitivity need to be included in the efficient
architecture. We used a thresholding approach to remove the
nodes with sensitivity values numerically close to zero to find
the efficient architecture.
We used the Algorithm 1 for the simultaneous regularization
parameter selection using four epochs for each updated values
of λ, and the algorithm updated five λ values. After the λ
values is found, the network is trained for 215 epochs before
the termination of the training. For comparison, the network
with a fixed values of λ is trained for 221 epochs. The
simultaneous training and selection of λ by the Algorithm
1 requires 6.3% more epochs than the training for a single
values of λ.
Table II summarizes the complexity and performance of
the proposed efficient CNN compared to the baseline CNN.
The proposed network includes only 39.30% of the nodes and
37.71% of the weights, and requires 33.21% of the FLOPs
compared to the baseline CNN. The accuracy of the efficient
and baseline CNN are 83.20% and 83.12%, respectively. By
using nodes with heterogeneous sensitivity, the CNN learns to
classify objects with the same accuracy as the baseline but uses
only an optimal number of nodes. We included the layer-wise
number of nodes, weights, and FLOPs data in the supporting
materials.
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Fig. 9. Sensitivity variables for the proposed CNN with CIFAR-10 data: (a)
1st conv layer; (b) 2nd conv layer; (c) 3rd conv layer; (d) 4th conv layer; and
(e) 1st dense layer.
TABLE II
PERFORMANCES OF PROPOSED EFFICIENT CNN WITH CIFAR-10 DATA
baseline proposed ratio
# of nodes 1290 507 39.30%
# of weights 3407498 1284942 37.71%
# of FLOPs 1.93E+08 6.43E+07 33.21%
accuracy 83.20% 83.12% 99.90%
E. VGG and ResNet with CK+ Dataset
A trained network can be transferred to form a basis for the
design of a network intended for another task. In this section,
we added the sensitivity layers to transferred networks to find
efficient architectures for a different task. We tested transferred
VGG [3] and ResNet [4] for facial expression recognition
using the CK+ dataset [28] to classify input facial images into
seven emotions:
{anger, contempt, disgust, fear, surprise, happiness, sadness}.
We selected 325 sequences of 118 subjects that are classified
as displaying one of the seven emotions. The so-called “apex
frames” that occur at the peak of the expression were collected
as labeled facial images. The network was trained and tested
using the ten-fold cross validation protocol.
The VGG-16 and ResNet-56 networks with heterogeneous
sensitivity were prepared by adding the sensitivity layers after
all the convolutional and dense layers. The batch normalization
TABLE III
COMPLEXITY AND PERFORMANCE OF PROPOSED EFFICIENT VGG-16
WITH THE CK+ DATASET
baseline proposed ratio
# of nodes 4743 589 12.41%
# of weights 15767367 174327 1.11%
# of FLOPs 1.25E+09 3.85E+08 3.07%
accuracy 97.89% 97.85% 100.00%
TABLE IV
PERFORMANCES OF PROPOSED EFFICIENT RESNET WITH THE CK+
DATASET
baseline proposed ratio
# of nodes 27207 3441 12.64%
# of weights 31872135 619369 1.94%
# of FLOPs 1.33E+09 2.86E+08 17.53%
accuracy 96.77% 96.03% 99.2%
and the dropout are used for the networks. The networks
were trained using the CK+ facial recognition dataset. We
determined the regularization parameter λ using the L-curve
as described earlier. After the training, we included only the
nodes with non-zero sensitivity in the efficient architecture. For
comparison, the baseline VGG-16 and ResNet-56 are trained
using the same training set.
Table III summarizes the complexity and performance of the
proposed efficient VGG-16 compared to the baseline VGG-16.
The efficient network includes only 12.41% of the nodes and
1.11% of the weights, and requires 3.07% of the FLOPs com-
pared to the baseline VGG-16. The accuracy of the efficient
and baseline VGG-16 are 97.89% and 97.85%, respectively.
Table IV summarizes the complexity and performance of
the efficient ResNet-56 compared to the baseline ResNet-56.
The proposed efficient network includes only 12.64% of the
nodes and 1.94% of the weights, and requires 17.53% of the
FLOPs compared to the baseline ResNet-56. The accuracy of
the efficient and baseline ResNet are 96.77% and 96.03%,
respectively. By using nodes with heterogeneous sensitivity,
the transferred VGG and ResNet learns to classify facial
expressions with the same accuracy as the baseline but uses
only a small number of nodes. We included the node-wise
sensitivity variables and the number of nodes, weights, and
FLOPs data in the supporting materials.
F. YOLO with VOC Dataset
We prepared a YOLO network with heterogeneous sensi-
tivity by adding sensitivity layers after all the convolutional
layers. We simplified the object detection task by consider-
ing only four object classes: car, motorbike, pedestrian, and
people. The network was trained using the VOC dataset. The
regularization parameter λ was found using the L-curve as
described previously.
Table V summarizes the complexity and performance of the
proposed efficient YOLO compared to the baseline YOLO.
The efficient network includes only 56.69% of the nodes
and 26.18% of the weights, and requires 43.12% of the
FLOPs compared to the baseline YOLO. The accuracy of the
efficient and baseline YOLO in terms of the mean average
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TABLE V
PERFORMANCE OF PROPOSED EFFICIENT YOLO WITH THE VOC
DATASET
baseline proposed ratio
# of nodes 10381 5885 56.69%
# of weights 50594061 13244927 26.18%
# of FLOPs 1.54E+10 6.66E+09 43.12%
mAP 70.9 69.2 97.60%
TABLE VI
COMPARISON TO PRUNING METHODS REPORTED WITH LENET ON
MNIST DATASET
# of FLOPs # of weights error
[13] baseline 0.80%
pruned 16.0% 8.24% 0.77%
[17] baseline 0.73%
pruned N/A 10.25% 0.76%
[38] baseline 0.87%
pruned 12.1% 9.01% 0.71%
[39] baseline N/A
pruned N/A 8.33% 1.70%
[40] baseline 0.94%
pruned 16.5% 16.00% 1.65%
[18] baseline 0.81%
pruned 78.6% 6.73% 0.71%
proposed baseline 0.80%
proposed 16.0% 6.40% 0.69%
precision (mAP) are 70.9 and 69.2, respectively. By using
nodes with heterogeneous sensitivity, the YOLO learns to
detect the specified objects with the same accuracy as the
baseline but uses only a small number of nodes. We included
the node-wise sensitivity variables and the number of nodes,
weights, and FLOPs data in the supporting materials.
G. LeNet with MNIST Dataset
We compared the complexity and performance of an pro-
posed efficient network found by the proposed method to
the pruning results reported in [13], [17], [38], [39], [40],
[18]. The LeNet-5 [1] network with heterogeneous sensitivity
was prepared and trained using the MNIST dataset. The
ratios of the weights remaining after the optimization and
the classification errors are reported in Table VI. The efficient
network designed by the proposed method provides the highest
performance with the least computational complexity.
H. VGG and ResNet with CIFAR-10 Dataset
We compared the complexity and performance of the pro-
posed efficient networks with the pruning results reported
in [16], [35], [18], [41]. The VGG-16, ResNet-56, ResNet-
20 networks with heterogeneous sensitivity were prepared
using the CIFAR-10 dataset. The batch normalization and the
dropout are used for the networks. The ratios of the weights
remaining after the optimization and the classification errors
are reported in Table VII. The efficient networks designed by
the proposed method provide the same or higher performance
but with less computational complexity.
I. ResNet with the ImageNet Dataset
The ResNet-50 network with heterogeneous sensitivity were
prepared using the ImageNet dataset. The batch normaliza-
TABLE VII
COMPARISON TO PRUNING METHODS REPORTED WITH VGG AND
RESNET ON THE CIFAR-10 DATASET
# of FLOPs # of weights error
[16] VGG-16 baseline 6.75%
pruned 65.6% 36.0% 6.60%
[18] VGG-16 baseline 6.67%
pruned 67.8% 29.6% 6.17%
[41] VGG-16 baseline
pruned 59.4% 6.33%
proposed VGG-16 baseline 6.67%
proposed 52.9% 16.1% 6.52%
[16] ResNet-56 baseline 6.96%
pruned 72.6% 86.3% 6.94%
[34] ResNet-56 baseline 7.20%
pruned 50.0% N/A 8.20%
[18] ResNet-56 baseline 6.82%
pruned 18.4% 26.2% 6.75%
[41] ResNet-56 baseline
pruned 72.6% 76.4% 6.88%
proposed ResNet-56 baseline 6.82%
proposed 45.4% 40.2% 6.70%
[35] ResNet-20 baseline 8.82%
pruned N/A N/A 7.51%
Proposed ResNet-20 baseline 8.21%
proposed 66.2% 72.3% 6.76%
TABLE VIII
COMPARISON TO PRUNING METHODS REPORTED WITH RESNET ON THE
IMAGENET DATASET
# of FLOPs # of weights accuracy
[42] baseline 72.88%
pruned (ThiNet-70) 63.2% 63.3% 72.04%
pruned (ThiNet-50) 44.2% 48.4% 71.01%
pruned (ThiNet-30) 28.4% 33.9% 68.42%
[43] baseline 72.88%
pruned (Pruned-90) 92.7% 93.5% 73.56%
pruned (Pruned-75) 82.6% 84.9% 72.89%
pruned (Pruned-50) 65.2% 68.0% 70.84%
[44] baseline 76.01%
pruned (DCP) 44.4% 48.5% 73.20%
pruned (WM+) 44.4% 48.5% 72.89%
pruned (WM) 44.4% 48.5% 70.84%
[45] baseline 76.01%
pruned N/A 67.3% 74.87%
[34] baseline 75.30%
pruned N/A 64.0% 72.30%
Proposed baseline 75.06%
proposed 68.6% 56.3% 75.03%
tion and the dropout are used for the network. With the
ImageNet dataset, the network converges very slowly with
inconsistent improvement of the penalty function during the
training. The regularization parameter is selected empirically
and trained with the selected parameter. The ratios of the
weights remaining after the optimization and the classification
errors are reported in Table VIII where comparisons to the
pruning results reported in [42], [43], [44], [45], [34] are
also given. The efficient networks designed by the proposed
method provide the same or higher performance but with less
computational complexity.
IV. CONCLUSION
In this study, we trained networks consisting of nodes with
heterogeneous sensitivity to perform a given task using only a
small number of sensitive nodes. The training is formulated as
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a constrained optimization problem whose parameter is found
simultaneously during the training based on the L-curve. By
introducing sensitivity layers that assign sensitivity variables
to nodes, we were able to implement and train a network
without using a complicated optimization tool. The networks
trained in this manner possess a small and computationally
efficient network architecture and simultaneously meet the
performance criteria. In our experiments, the efficient networks
designed by the proposed method provide the same or higher
performance but with far less computational complexity. The
proposed method can be used to determine the efficient
network architectures of deep networks.
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