Infinite-dimensional Newton methods can be effectively used to derive numerical proofs of the existence of solutions to partial differential equations (PDEs). In computer-assisted proofs of PDEs, the original problem is transformed into the infinite Newton-type fixed point
Introduction
In this paper, we study a new approach to proving the existence of solutions for elliptic problems. The proposed approach offers an improvement over existing numerical verification methods. We consider computer-assisted existence proofs for the nonlinear elliptic boundary value problem −∆u = f (u) in Ω, u = 0 on ∂Ω,
where Ω ⊂ R n (n = 1, 2, 3) is a bounded domain with a Lipschitz boundary, and f : H 1 0 (Ω) → H −1 (Ω) is a given nonlinear function. Equation (1) is a basic case of a semi-linear elliptic partial differential equation (PDE), for which many computer-assisted proof methods have been developed [3-5, 7-9, 11-15] . These methods are intended to prove the existence of solutions based on the fixed point theorem in the Sobolev spaces. Throughout this paper, denoting the first-order L 2 Sobolev space by H 1 (Ω), we define H 1 0 (Ω) := {u ∈ H 1 (Ω) : u = 0 on ∂Ω} with the inner product (u, w) H 1 0 := (∇u, ∇w) L 2 , and H −1 denotes the topological dual of H 1 0 (Ω). We now categorize the verification methods developed so far to clarify the significance and advantages of the method described in this paper:
• FN method: Applying the Newton method only for the finite-dimensional part (e.g., FN-Int [4, 5, 9] , FN-Norm [8, 9] ).
• IN method: Using the infinite-dimensional Newton's method (e.g., Newton-Kantorovichlike theorem [13] [14] [15] , IN-Linz [7, 9, 11] , Newton-Kantorovich theorem [16] ).
In the FN method, with an appropriate setting of the finite-dimensional subspace V h ⊂ H 1 0 (Ω), we first consider the Ritz projection R h : H 1 0 (Ω) → V h defined by ((I − R h )u, v h ) H 1 0 = 0 ∀v h ∈ V h for u ∈ H 1 0 (Ω). Using this projection, the problem is decomposed into two parts, one finite dimensional and the other infinite dimensional. Let ψ 1 ,· · · ,ψ N be a basis of V h , and let V ⊥ := {u ∈ H 1 0 (Ω) | (u, v h ) H 1 0 (Ω) = 0, v h ∈ V h } be an orthogonal complement of V h . For a given approximate solutionû ∈ V h , setting w := u −û, w h := R h w, and w ⊥ := (I − R h )w, the FN method uses the following fixed point formulation:
where A : H 1 0 (Ω) → H −1 (Ω) denotes the weak Laplace operator. In [3] , the candidate set of solutions is set to
and the fixed point theorem is applied to (2) in [3] to verify a solution in the set W = W h + W ⊥ .
To confirm the verification condition in the fixed point theorem, the verified computation of solutions for a linear system of equations and the constructive a priori error estimates for the Ritz projection play an essential role. This was the first approach to numerical verification, but is based on a sequential iteration method that differs from the FN method. The FN method applies Newton's method to the finite-dimensional part of (2) as follows: Let f [û] be the Fréchet derivative atû of the nonlinear term f (u), and let L : H 1 0 (Ω) → H −1 (Ω) be a linear operator defined as
Furthermore, the finite-dimensional operator T : V h → V h is defined as
and T is assumed to be nonsingular. Then, we can rewrite the finite-dimensional part of (2) as
This FN method was developed in [4] , and it has been confirmed that Newton's method is actually more effective for the verification of w h than the method in [3] . Additionally, by using the verified matrix computations in (7) , the calculation cost is not unreasonable. However, Newton's method cannot be expected to be effective for the infinite dimensional w ⊥ . This causes difficulties in the verification process. For example, if first derivatives such as (b · ∇)u are included in f (u), the verification becomes inefficient and often fails. Namely, as Newton's method is ineffective on the primary term of the infinite-dimensional part w ⊥ , there is an explosive expansion of the iteration and verification fails. In [8] , the FN-Norm method was proposed. This ensures more effective verification by setting the candidate set W h of the finite-dimensional part as
However, the problem is not essentially resolved, because the first-order term of the infinitedimensional part w ⊥ remains, and this reduces the effect of Newton's method. In contrast, the IN method assumes that the linearized operator L is nonsingular and considers the following fixed point equation:
where F(û) := Aû − f (û) (9) and
As (8) is a Newton-type formulation in the infinite-dimensional sense, the linear term with respect to w, which is a shortcoming of the FN method, is no longer present in the right-hand side of the equation. Therefore, a Newton-Kantorovich-like theorem can be derived using the fixed point equation (8) . However, as the inverse operator L −1 cannot be calculated directly, it is necessary, as a decomposition from the verification for nonlinear problems, to show the invertibility of L and estimate the operator norm L −1 . Thus, the evaluation of ||L −1 || is the major task in the verification procedures of the IN method, and has been studied by many researchers since 1991 (e.g., [2, 7, [10] [11] [12] [13] [17] [18] [19] [20] ). In general, the IN method defines the candidate set as
Therefore, compared with the FN method, the IN method is overestimated for finite-dimensional parts that can be computed directly. We now describe a new approach that incorporates the advantages of both the FN and IN methods. In this paper, we basically consider the IN method based on (8) , but we propose a verification method without estimating the norm L −1 . Through a computational procedure that avoids the direct evaluation of the operator norm L −1 , a highly accurate and efficient verification can be expected. We decompose (8) into finite-dimensional and infinite-dimensional parts: namely,
However, we cannot directly calculate L −1 for the same reason as in the existing IN method.
To overcome this difficulty, we define the operator matrix
satisfying
Here, we apply the fixed point theorem to the following equation:
with candidate sets (3) and (4) . Note that the right-hand side of this fixed point equation no longer has linear terms in w h and w ⊥ , and that we can directly calculate the finite-dimensional part. Therefore, the proposed method removes the disadvantages of the FN and IN methods. For the actual implementation of the verification procedure, it is necessary to obtain a more detailed form of the operator matrix H. Thus, we consider a concrete construction of this matrix below. The remainder of this paper is organized as follows. Section 2 describes how to construct the operator matrix H. In Section 3, we present the results of numerical experiments using the operator matrix H. The appendix describes why the proposed method offers an improvement over previous techniques based on some useful results.
Constitution of the inverse operator matrix H
This section presents a detailed description of the actual construction of the operator matrix H defined by (13) and (14) . The basic idea comes from the concept of the 'Schur complement' for matrices.
We consider a solution φ that satisfies the linear equation
for a given g ∈ H −1 (Ω). We denote
We multiply A −1 from the left on both sides of (16), and decompose the result into the finiteand infinite-dimensional parts using the Ritz projection R h as follows:
where I V ⊥ is an identity operator on V ⊥ . Furthermore, transforming the above equation using the operator matrix yields
Additionally, we define the 2 × 2 block operator matrix D by
Moreover, if the operators L and D are nonsingular, then we have
and H is equal to D −1 from (14). We first present a sufficient condition for the nonsingularity of operators D and L, which also gives a detailed expression of H(= D −1 ). (6) is assumed to be nonsingular. Let S : V ⊥ → V ⊥ be a linear operator defined as
If S is nonsingular, then the operators D and L, defined by (18) and (5), respectively, are also nonsingular and the solution
Proof.
. We first show that the operator matrix D is nonsingular.
respectively. We rewrite the operator matrix D and the bounded operator S as follows:
We note that the operator S is corresponding to the Schur complement of T of the matrix operator D.
As T and S are nonsingular, we can define the operator matrixD as
IfDD and DD become identity operator matrices, then this implies that D is nonsingular and its inverse matrix coincides withD. Observe that
Therefore,D is the inverse operator of D and is equal to H. Multiplying this from the left of (17), we obtain
Note that the above arguments provide a detailed expression of the operator matrix H in the theorem. We next show that the linearized operator L is nonsingular. To prove that L is injective, we show that φ = 0 is the only solution to the equation Lφ = 0. This can be readily seen from the fact that, using the nonsingularity of the operator matrix D and the bijectivity of A, the solution for (17) with g = 0 implies that φ = 0.
Finally, we prove that the linearized operator L is surjective. For this, it is sufficient to show that there exists a solution φ ∈ H 1 0 (Ω) satisfying Lφ = g for any g ∈ H −1 (Ω). Now, for g ∈ H −1 (Ω), define (φ h , φ ⊥ ) T as the left-hand side of (21) and set φ := φ h + φ ⊥ . Then, by the nonsingularity of the operator matrix H, the function φ satisfies (17), and therefore it also implies (16) , which proves the desired surjectivity. Thus, the operator L is nonsingular. Theorem 2.1 provides a concrete expression of the operator matrix H satisfying (13) . Moreover, Theorem 2.1 is a new expression for the solution φ of the linear noncoercive elliptic PDE Lφ = g. Therefore, for example, the exact expression of the Ritz projection error for the solution of the linear noncoercive elliptic PDE Lφ = g is also derived from Theorem 2.1 (see Appendix C for details).
At the end of this section, we describe how to verify that T and S in the assumptions of Theorem 2.1 are nonsingular operators. Let G ∈ R N ×N be a real matrix defined as ( G) i,j := (∇ψ j , ∇ψ i ) L 2 − (f [û]ψ j , ψ i ) L 2 . If the matrix G is invertible, then T is a nonsingular operator. Therefore, by confirming the regularity of the matrix G using numerical computation with guaranteed accuracy, we can easily check the regularity of T .
To confirm the regularity of the operator S, the following operator norm is used. For two Banach spaces X and Y , the set of bounded linear operators from X to Y is denoted by L(X, Y ) with the usual sup norm T L(X,Y ) :
. When X = Y , we simply use L(X). Then, we can confirm the regularity of S using the following wellknown theorem. Lemma 2.2 (Well known). Let S be a bounded linear operator satisfying (19) . Setting κ :
holds, then S is invertible and its norm satisfies
3 Numerical examples
Verification procedure
In this subsection, we describe a verification procedure to realize computer-assisted proofs using the fixed point formulation (15) with the operator matrix H. The proposed verification method is a combination of the FN and IN methods developed above. Letû ∈ V h ⊂ H 1 0 (Ω) be a solution that satisfies the following equation:
For example,û may be obtained by numerical computations with guaranteed accuracy for finitedimensional nonlinear equations such as the Krawczyk method. Note that R h A −1 F(û) in (15) becomes zero.
Next, we verify that the matrix G defined as ( G) i,j := (∇ψ j , ∇ψ i ) L 2 − (f [û]ψ j , ψ i ) L 2 and the operator S are nonsingular. As Theorem 2.1 implies that the linearized operator L defined as (5) is nonsingular, we can transform problem (1) into the fixed point equation (15) using the operator matrix H. Note that the constant κ in Lemma 2.2, which is used for verifying the nonsingularity of the operator S, can be obtained using a method developed in previous studies [2, 7, 10, 19] . In particular, [19] is a good reference regarding the differences resulting from the decomposition of the norm.
Schauder's fixed point theorem or Banach's fixed point theorem may be applied to the fixed point equation (15) with the candidate sets (3) and (4), as in [3, 4] . Here, the fixed point theorem may be selected as follows. If the nonlinear term f (u) is similar to that in [13] (e.g., f (u) ∈ L 2 (Ω) ∀u ∈ H 1 0 (Ω)), then because L −1 G is a compact operator, Schauder's fixed point theorem can be used. If this is not the case, or if we need to prove the local uniqueness of the solution, it is preferable to use Banach's fixed point theorem. In fact, a survey of the FN method [5] makes it easy to select the appropriate method.
Example
In this subsection, we present an example where our method is used to verify a solution of the elliptic boundary value problem
with Ω = (0, 1) 2 . This is Emden's equation, and is a good test problem for comparing the proposed method with other approaches because the nonlinear term u 2 is widespread. In addition, because the results for ρ in (11) given by many existing IN methods [7, 13, 14, 16] are almost the same, there is no need to compare numerous existing IN approaches. Emden's equation has also been discussed in terms of the FN method [21] . All computations were implemented on a computer with 2.20 GHz Intel Xeon E7-4830 v2 CPU × 4, 2 TB RAM, and CentOS 7.2 using C++11 with GCC version 4.8.5. All rounding errors were strictly estimated using the toolbox kv Library [1] . This guarantees the mathematical correctness of all the results.
We constructed approximate solutions for (23) using a Legendre polynomial basis. More concretely, define the set {ψ 1 , ψ 2 , · · · ψ N } of Legendre polynomials as
and define the finite-dimensional subspace as a tensor product V N h := span(ψ 1 , · · · ψ N ) × span(ψ 1 , · · · ψ N ).
Then,û ∈ V N h satisfying the finite-dimensional nonlinear problem (22) can be written aŝ
whereû i,j is a real number. For example, when N = 10, a solutionû satisfying (22) can be obtained using the Krawczyk method (see Table 1 ). Here, 1.23 789 456 denotes the interval [1.23456, 1.23789]. As the solution has symmetry, note thatû i,j is zero when i and j are even. Under this setting, approximate solutionsû ∈ V 10 h were computed numerically. Their graphs are displayed in Figure 1 . Thus, taking the candidate set as
the method proposed in this paper succeeded in the numerical verification of problem (23). The verified results W h for the finite-dimensional parts are presented in Tables 1 and 2 , and the results α for the infinite-dimensional parts are given in Table 2 . Furthermore, we can prove that the exact solution u * of (23) exists inû + W h + W ⊥ , and we can estimate
FN-Int (e.g., [4, 5, 9] ) was also applied using similar candidate sets (24) and (25) and performing a detailed evaluation of the finite-dimensional and infinite-dimensional parts. However, as FN-Int only applies Newton's method to the finite-dimensional parts, the verification fails for N = 10, which implies N = 10 is too small to achieve successful verification.
As the error bound of the form u * −û H 1 0 ≤ ρ is obtained in the course of successful verification by the IN method for N = 10, we compare the proposed method with the IN method from this viewpoint in Table 2 . It is clear from the table that the value of ρ given by the proposed method is smaller than that produced by the existing IN method. Additionally, as described in subsection 3.1, because we partially incorporate the detailed calculations of the IN method into the proposed method, enhancing the IN method could lead to improvements in the results of the proposed method. The reason why the proposed method produces smaller values of ρ than the existing IN method is discussed in Appendix B and Appendix D.
From Table 1 , which presents results for N = 10, the error interval of the finite-dimensional part appears to be rather large. This is because N is too small. In fact, very sharp results can be obtained in the case of N = 40 (see Table 3 ). Here, ±1.23 789 456 × 10 −11 denotes the interval [−1.23456 × 10 −11 , 1.23789 × 10 −11 ].
Conclusion
In this paper, we have described a new formulation (15) for the numerical proof of the existence of solutions for elliptic problems. The proposed approach has advantages over both the existing FN and IN methods. In particular, we derived a specific formula for the operator matrix H, which is needed to compute (15), in Theorem 2.1. As a result, while using the infinite-dimensional Newton's method, the error evaluation for each coefficient interval of the finite basis is also enclosed, as demonstrated by the results in Table 1 . This is considered an advantage of the FN method. Furthermore, the proposed method produces better results than the IN method, even for the norm estimation, as demonstrated by Table 2 . There have been many studies on the estimation of the norm L −1 L(H −1 ,H 1 0 ) , because it plays an important role in the existing IN method (e.g., [7, 10-13, 17, 19] ). In the following, we show that it is also possible to obtain the upper bound of the inverse operator norm L −1
using Theorem 2.1.
Corollary Appendix B.1 (of Theorem 2.1). Under the same assumptions as in Theorem 2.1, L is invertible and it follows that
where · E denotes the Euclidean norm.
Proof. We define the norm of the direct product space
Then, from Theorem 2.1, the solution φ of the linear equation (16) can be evaluated as
Therefore, we have
. Moreover, using the structure of the operator matrix H defined in (13) , we have
The estimation of the inverse operator norm in Corollary Appendix B.1 is closely related to the method used in previous studies [7, 10, 19] . However, it is recommended that Theorem 2.1 be applied directly without using Corollary Appendix B.1. For example, for the first term on the right-hand side of (8), the existing IN method evaluates 
. 
Appendix C An exact expression for the Ritz projection error in the solution of the noncoercive equation (16) In this section, we derive an expression for the Ritz projection error φ−R h φ in the exact solution φ of the linear noncoercive elliptic PDE (16) . Using this result, we can, for example, determine a constant C that satisfies the inequality φ − R h φ H 1 0 ≤ C Lφ L 2 , φ ∈ {φ ∈ H 1 0 |∆φ ∈ L 2 (Ω)}, even though the elliptic operator L is noncoercive (cf. [6] ).
Appendix D Verification method using a Kantorovich-type theorem based on Theorem 2.1
In section 3, we presented some actual examples of candidate sets (3) and (4). However, it has also been pointed out that the finite-dimensional candidate set (3) has the drawback whereby the interval width increases because it involves interval arithmetic [8] . This shortcoming is almost solved by our present method, because the expression G defined by (10) only contains the term (w h + w ⊥ ) in quadratic or higher-order expressions. However, the proposed method has some disadvantages from the viewpoint of computational cost. Therefore, we first introduce a Kantorovich-type theorem as an example in which the candidate set is (11) Theorem Appendix D.1 (Kantorovich-type). Letû ∈ V h ⊂ H 1 0 (Ω) be an approximate solution of (1) . Assume that the Fréchet derivative L is nonsingular and satisfies
for a certain positive β, and that the following holds for a certain positive ω:
If βω < 1/2, then there exists a solution u ∈B(û, ρ) of (1) satisfying
Moreover, the solution is unique inB(0, 2β).
When we use Kantorovich-type theorems in computer-assisted existence proofs, it is necessary to determine the constants β and ω. In existing methods (e.g., [13, 15, 16] ), these constants are determined as follows: = sup
where v ∈B(0, 2β).
Corollary Appendix D.2 clearly gives the desired estimation with higher accuracy than the existing method. However, because Kantorovich-type theorems use the candidate set (11) instead of (3) and (4) 
