We introduce type-checking games, which are ω-regular games over Böhm trees, determined by a type of the Kobayashi-Ong intersection type system. These games are a higher-type extension of parity games over trees, determined by an alternating parity tree automaton. However, in contrast to these games over trees, the "game boards" of our type-checking games are composable, using the composition of Böhm trees. Moreover the winner (and winning strategies) of a composite game is completely determined by the respective winners (and winning strategies) of the component games.
Introduction
Higher-order model checking (HOMC), or the model checking problem for trees generated by recursion schemes, is a widely studied problem in connection with the verification of higher-order programs [10, 18] . With respect to monadic second-order (MSO) prop- * This work was partially supported by JSPS KAKENHI 23220001.
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In both theory and practice, model checking is mainly a whole program analysis. Perhaps surprisingly, this is also true of HOMC. There are multiple decision procedures that can model check trees generated by ground-type functional programs, but not by highertype programs, which generate trees with binders i.e. Böhm trees.
Indeed it is open as to what is an appropriate higher-type analogue of HOMC qua decision problem. It seems natural to consider a Böhm tree as a graph with additional edges from bound variables to their binders, but the MSO theory is undecidable even for a λY-definable Böhm tree [4] .
Symptomatic of our limited understanding of HOMC is a lack of a denotational (i.e. compositional) semantics of higher-order programs suitable for the direct analysis of model checking algorithms. A precise and abstract formulation of such a compositional semantics would be a cartesian closed category of parity games.
Our goal, then, is to build a compositional framework for HOMC, using the λY-calculus as our programming language. The primary task is to identify a well-behaved set C of properties τ over Böhm trees U , and a mechanism for a satisfaction relation |= U : τ whose validity is characterised by a system of witnesses s. We list some desiderata.
(1) The satisfaction relation |= should conservatively extend the MSO properties of trees (i.e. order-2 Böhm trees).
(2) Decidability of λY-definable Böhm trees: It should be decidable, given a λY-term M and τ ∈ C, whether |= BT(M ) : τ , writing BT(M ) for the Böhm tree of M . To this end, our choice of C is the set of intersection types of the Kobayashi-Ong type system [11] , as formulas of Böhm trees; we introduce a new notion of 2-player game over Böhm trees, called type-checking games, as the mechanism of a satisfaction relation whose validity is witnessed by P having a winning strategy for the game in question.
Contributions of the paper
We start from an algebraic abstraction of the parity conditions, called left-closed ω-monoid. This general notion-every ω-regular winning condition can be expressed by using a finite left-closed ω-monoid-underpins all subsequent developments: our typechecking games (Sec. 3), the concomitant type system (Sec. 4), effect arena and two-level games (Sec. 5 and 6) are all parametrised on a left-closed ω-monoids and a finite set of ground types.
We introduce type-checking games, which are a kind of highertype property-checking games played over a Böhm tree, the property in question being an intersection type of the Kobayashi-Ong type system [11] . On the one hand, type-checking games generalise the property-checking games (such as parity games) which are played over trees, to games which are played over trees with binders; on the other, they may be viewed as an extension of Stirling's dependency tree automata [21] to infinite (binding) trees with ω-regular conditions. The table below summarises the various aspects of types as a higher-order analogue of alternating parity tree automata (APT). A remarkable feature of type-checking games is their intensional or two-level compositionality. Given two such games of composable simple types, not only are their underlying "game boards" composable as Böhm trees, the winning strategies of the composite game are completely determined by the respective winning strategies of the component games (Theorem 11). A key to this result is Lemma 10: certain (but enough) winning strategies of type-checking games are themselves representable as Böhm trees.
We introduce a new intersection type system that characterises the winner of type-checking games for λY-definable Böhm trees. Since HOMC can be regarded as the 2nd-order fragment of the type-checking games, this type system-which is decidable (Theorem 17)-also characterises HOMC, and may be viewed as a conservative extension and simplification of the Kobayashi-Ong type system. Precisely we prove a transfer theorem (Theorem 18): P wins the type-checking game determined by a given intersection type τ over the Böhm tree of a λY-term iff that term is typable by τ . The second major result is a higher-order version of effective selection (Theorem 20): given an inhabited intersection type, we can effectively construct a λY-term whose Böhm tree represents a P-winning strategy of the type-checking game of that type.
The semantic foundation, and the ultimate basis of the results mentioned above, is a new category of effect arena games. To our knowledge, this is the first example of a cartesian closed category of games and winning strategies of ω-regular conditions. We then construct a two-level game semantics (in the sense of [16] ) as an accurate model of our type system. Our categorical constructions give HOMC examples of positive and negative actions [14] and of parametrised adjunction.
Related work
Salvati and Walukiewicz [20] have established a transfer theorem for (infinitary) λY-terms: for a fixed vocabulary of terms, the MSO properties of Böhm trees of terms are effectively MSO properties of the terms themselves. However their theorem is only applicable to Böhm trees without binders (i.e. order-2 Böhm trees in our terminology). This restriction seems essential to their development. Their proof of the transfer theorem relies on the (effective) equivalence between MSOL and non-deterministic parity automata for defining tree languages. However, no such equi-expressivity results for defining Böhm-tree languages are known. Moreover, MSOL is undecidable on the binding structures of λY-definable Böhm trees [4] . In contrast, our framework, and in particular our type-based transfer theorem (Theorem 18), work for Böhm trees of all orders definable by (finitary) λY-terms.
Haddad [7] has given a new proof of effective selection [2] for recursion schemes, using a notion of shape-preserving scheme transformation. We (Theorem 20) extend Haddad's result to all higher orders, based on a derivation-as-term interpretation of a new intersection type system. This approach can be found in the work of van Bakel [23] and of Kobayashi et al. [12] , but applied to different problems.
Further details and all proofs are in the downloadable long version [22] .
Monoidal-Closed Structure of Priorities
This section introduces the notion of left-closed ω-monoid, abstracting the algebraic properties of the parity condition (see Example 3). Types and games of this paper are parametrised by a leftclosed ω-monoid.
First we review the notion of ordered ω-semigroups [17] . We write e1, e2, . . . or ei i∈ω for infinite sequences.
, where E and F are partially ordered sets equipped with the following operations:
-An associative binary operation
All the operations must respect the partial orders i.e.
(i) e1 e 1 and e2 e 2 implies e1 • e2 e 1 • e 2 , (ii) e e and f f implies e f e f , and (iii) ei e i for every i implies π ei i∈ω π e i i∈ω .
Furthermore the infinite product must satisfy the following laws:
Here is defined by e1, . . . , ei 1 , ei 1 +1, . . . ei 2 , ei 2 +1, . . . , ei 3 , . . .
for every infinite chain 0 < i1 < i2 < · · · of natural numbers.
An ordered ω-monoid is an ordered ω-semigroup (E, F) such that E has an identity element. We write ε for the identity element. We have ε f = f for every f ∈ F. An ordered monoid E has left-residuals if there exists a binary operation e\e s.t. e • d e iff d e\e . Then E as the preorder category is a left-closed (strict) monoidal category.
Definition 2 (Left-closed ω-monoid / winning condition). A leftclosed ω-monoid is an ordered ω-monoid (E, F) with E having leftresiduals. A winning condition is a triple (E, F, Ω), where (E, F) is a left-closed ω-monoid and Ω ⊆ F is a lower-closed subset of F (i.e. f ∈ Ω and f f implies f ∈ Ω).
A winning condition (E, F, Ω) determines the winner of an infinite play associated with an infinite sequence ei i∈ω of elements in E: we say that P wins the play just if π ei i∈ω ∈ Ω.
Given a winning condition (E, F, Ω), we say Ω ⊆ F is stable if for every e ∈ E and f ∈ F, f ∈ Ω ⇐⇒ e f ∈ Ω. A winning condition is finite if E and F are finite.
Example 3. The parity condition is a finite and stable winning condition. Let P = {0, 1, 2, . . . , 2N } be the set of priorities and Ωparity ⊆ P ω be the set of all infinite sequences satisfying the parity condition (i.e. the largest priority that occurs infinitely often is even). The priorities have a monoidal product e1 • e2 = max(e1, e2) with 0 as the identity. Consider the sub-priority order [6] :
The monoid product respects the sub-priority order. Priorities have left-residuals, defined by:
if e < e or (e = e and (e is odd or 0)) e + 1 if e > e and e is odd e − 1 if e ≥ e and e is even and e > 0.
Consider a winning condition (P, {e, o}, {e}) with e ≺ o. The infinite product is defined as π e1, e2, . . . = e just if e1, e2, . . . ∈ Ωparity and the mixed product is defined by e f = f . It is finite and Ω = {e} is stable.
It is well-known that finite ω-semigroups coincide with ω-regular languages [17] . By a similar argument, every ω-regular winning condition can be viewed as a finite winning condition and vice versa. In particular, for every finite winning condition (E, F, Ω), the ω-language { ei i∈ω | π ei i∈ω ∈ Ω} is ω-regular.
In the sequel, for simplicity, Ω is assumed to be stable. See the long version [22] for the general case.
Type-Checking Games
This section introduces formulas describing the properties of Böhm trees, which may be viewed as a (slight) extension of the Kobayashi-Ong type system [11] . The main result is compositionality (Theorem 11), which will be proved by game semantics in Section 6.2 (proofs of other results are in the long version [22] ).
Henceforth we fix a stable winning condition (E, F, Ω) and a finite set Q of ground types.
Preliminary: Böhm trees
We briefly review the notion of simply-typed Böhm trees. See the long version [22] for the formal definitions.
First, we define simple types, which we shall refer to as kinds in order to avoid confusion with (intersection) types to be introduced later. The set of kinds is defined inductively:
where o is the unique base kind and κ1 → κ2 is the kind for functions from κ1 to κ2. A kind environment is a finite sequence of kind bindings of the form x :: κ. Kind environments are ranged over by ∆. We use :: for kind bindings and kind judgements in order to distinguish them from type bindings and type judgements.
We assume the standard notion of Böhm trees, which are possibly infinite trees with binders, defined co-inductively by the grammar:
where ⊥ (meaning divergence) is a special symbol of kind o. Böhm trees are required to be well-kinded and η-long. Kind judgements ∆ T :: o and ∆ U :: κ have the expected meaning. Böhm trees of appropriate kinds can compose: for Böhm trees U and V of kinds κ → κ and κ respectively, we write U @ V for the application of U to V , which has kind κ . It is well-known [5, 9] that Böhm trees of a given kind corresponds bijectively to innocent strategies of the corresponding arena. This bijection bridges the gap between the Böhm-tree representation in this section and the game-semantic analysis in the following sections.
Böhm trees subsume ordinary (node-labelled, ranked) trees. Let Σ = {a1, . . . , an} be a set of tree constructors and ar(ai) be the arity of the constructor ai. We write Σ ⊥ for Σ {⊥}, where ⊥ is of arity 0. A tree over Σ ⊥ is just a Böhm tree of 2nd-order kind
Kobayashi-Ong types
We use types of the Kobayashi-Ong type system [11] as formulas specifying properties of Böhm trees. Our syntax simplifies the original system [11] by removing flags from the type envionments, and extends it by being parametrised by winning conditions. Furthermore we introduce new operations on types, namely, positive and negative actions of effects.
There are two classes of types, prime types and intersection types, defined by the following grammar:
(Prime Types) τ, σ ::= q | α → τ (Intersection Types) α, β ::= i∈I τi; ei where q ∈ Q, ei ∈ E and I = ∅, ω or {1, 2, . . . , k} for some k ∈ ω. Precisely, the set of types is defined by induction on the structure of kinds. See the refinement relation below.
We use the infix notation for intersection, e.g., τ1; e1 ∧ τ2; e2 means i∈{1,2} τi; ei . The intersection connective ∧ is neither associative, commutative nor idempotent (e.g. τ1; e1 ∧ τ2; e2 = τ2; e2 ∧ τ1; e1 and τ ; e ∧ τ ; e = τ ; e ). However these laws are true modulo the equivalence induced by the subtyping relation (defined below). Note that we allow intersection of countably infinite types i∈ω τi; ei . A type is finite if all the index sets are finite. We define the projection p k by p k ( i∈I τi; ei ) := τ k ; e k for each k ∈ I.
We call an element e ∈ E an effect. The effect e of τ ; e is the summary of effects from a certain point to the call of τ . For example, e in the judgement U : τ ; e is the summary of effects from the beginning of the computation to the call of U , and e in λx.T : τ ; e → q is the summary of effects from the call of λx.T to the call of its argument x.
The Kobayashi-Ong type system considers only types that refine kinds. The judgement τ :: κ (resp. α :: κ) means that the prime type τ (resp. the intersection type α) refines the kind κ. The derivation rules are as follows.
q :: o α :: κ τ :: κ α → τ :: κ → κ ∀i ∈ I.τi :: κ i∈I τi; ei :: κ The subtyping relation is defined by the following mostly standard rules. Precisely it is a kind-indexed family of relations on prime types of the same kind and on intersection types of the same kind. We write τ ≈ τ if τ τ and τ τ .
α α τ τ α → τ α → τ ∀j ∈ J . ∃i ∈ I . (τi σj and ei dj) i∈I τi; ei j∈J σj; dj Note that the effect annotation is contravariant. Intuitively this is because an effect describes a property of the caller (the context) who is contravariant to the callee (the term).
A type environment Γ is a finite sequence of intersection type bindings of the form x : α such that the binding variables are pairwise distinct. We write Γ(x) = α if x : α is in Γ. The refinement relation and the subtyping relation for environments are both defined by point-wise extension.
The positive action [14] of E to intersection types and type environments is defined by:
Similarly the negative action e\ \− can be defined, e.g.,
They form a Galois connection by the definition of e\e :
Here e\ \− is the left-adjoint since the effect annotation is contravariant. The positive action on type environments simplifies and generalises the flag-updating operation in the original type system [11] and the priority-updating operation in the work of Fujima et al. [6] . Its left adjoint (the negative action) is new, to the best of our knowledge.
Type-checking games over Böhm trees
It is well-known that the problem of whether a tree is accepted by a given parity tree automaton is equivalent to solving a certain parity game over the tree. This subsection extends such games over trees to games over Böhm trees. Given a Böhm tree U of kind κ and a type α :: κ, we shall define a type-checking game, which is a game between Proponent and Opponent (henceforth, simply P and O) over the Böhm tree U . This is a conservative extension of games over trees, which can be considered as type-checking games restricted to 2nd-order types. where n ≥ 0. The former is a P-position and the latter, written Γ (Ui) i≤n : (αi) i≤n , is an O-position. Positions must be kindrespecting: for the former, Γ :: ∆ for some ∆, and ∆ T :: o; and for the latter, Γ :: ∆ and ∆ Ui :: κi and αi :: κi for every i. In our game, effects (corresponding to priorities or colours in the standard terminology) are assigned to edges, instead of positions. There are three kinds of edges. The first kind has the form
where p k (Γ(x)) = α1 → · · · → α l → q; e with e ε for some k. The second kind of edges has the form
where, for some j ≤ n and k, Uj = λx1. . . . .λx l .T and p k (αj) = β1 → · · · → β l → q; e and x : β means x1 : β1, . . . , x l : β l . The third kind of edges is for divergence,
So the unique infinite play starting from (Γ ⊥ : q) has effects ε, ε, . . . . The winner of an infinite play is determined by the effects of the path: P wins just if π e1, e2, . . . ∈ Ω, where e1, e2, . . . is the sequence of effects along the path. If a finite maximal play ends at a P-position (resp. O-position) then O (resp. P) wins.
Specifying the initial position determines a game. By abuse of notation, we write Γ T : q and Γ U : α for the games starting from these positions. Further when the game Γ T : q has a winning P-strategy, we say Γ T : q is valid and write Γ T : q. We abbreviate Γ (U ) : (α) to Γ U : α and Γ U : τ ; ε to Γ U : τ .
In edges from P-positions, P can use only types annotated by ε (or greater). This means that variable x is used immediately without making any effect. The effect ε in the first kind of edges is "meaningless" since π e1, ε, e2, ε, e3, ε, . . . = π e1, e2, e3, . . . .
The second rule can be understood as a combination of three moves. First O chooses a component j ≤ n and an index k of the intersection type αj, resulting in
Let τ ; e = p k (αj). Then the effect e acts:
Lastly new variables are introduced:
The third rule says that the divergence makes infinitely many ε effects. The ε effects here is significant: P wins the play if and only if π ε, ε, . . . ∈ Ω.
Consider the order-4 Böhm tree U0, due to Clairambault and Murawski [4] , as shown in Figure 1 . Notice that in U0, each bound variable occurs infinitely often, and infinitely many names are required to represent variable binding. Consider the tree property ϕ = "there are only finitely many occurrences of bound variables in each branch". Let U be a Böhm tree satisfying ∆ U ::
Take the parity winning condition consisting of effects 2 ≺ 0 ≺ 1, and a single ground type q.
1 Observe that, because the effect at each contravariant position in the typing judgement is 1 and the identity effect ε = 0 1, the typing does not restrict where a bound variable may occur in the input tree U . Intuitively, the effect 1 (at the underlined covariant position 1) in the type of b accounts for each occurrence of a variable introduced by b.
Consider the type-checking game Γ U0 :
). Then, with O choosing the right branch and then the left, we have
and P wins the play. Note that P has a winning strategy. 1 Since the ground type is unique, we can abbreviate types α to α whereby α 1 → . . . → αn → q; e := α 1 → . . . → αn → e and α ∧ β := α ∧ β. Remark 6. The game over a tree (i.e. a 2nd-order Böhm tree) determined by a parity tree automaton is a type-checking game over the same tree. The type corresponding to the automaton is constructed as follows. For instance, consider the transition rule (q0, a, {(1, q1), (2, q2), (2, q3)}), which means the tree is accepted from q0 if (i) the root is labelled by a, (ii) the first child of the tree is accepted from q1, and (iii) the second child is accepted from both q2 and q3. This rule can be expressed by the type binding
where ei is the priority of the state qi and 2N − 1 is the maximum odd priority (meaning that this rule is available at every position). The type environment corresponding to an APT is just the collection of all such type bindings. Remark 7. The type-checking games are closely related to (alternating) dependency tree automata [21] , automata for (finite) trees with binders like the λ-abstraction of Böhm trees. As recogniser of well-kinded finite Böhm trees (i.e. finite terms in βη-normal form), dependency tree automata are equi-expressive to type-checking games. From this point of view, type-checking games can be considered as an ω-regular extension of dependency tree automata, which is new, to the best of our knowledge. Composition of Böhm trees gives us a way to compose the "game boards" of the type-checking games. This is a significant generalisation of the situation of games over trees. The main theorem of the paper states that the winner of a game over U @ V is characterised by the respective winners of the games over its components, U and V . This theorem is a consequence of a refined version (Theorem 11) together with Lemma 10 below.
Böhm tree representation of a winning strategy
As for a parity game over a tree determined by an alternating parity tree automaton, a winning strategy of the game can be represented by a tree labelled by the transition rules, known as a run-tree. Lifting this observation to higher orders, we shall prove that a winning strategy of a type-checking game over a Böhm tree can itself be represented by a Böhm tree.
The basic idea of the Böhm-tree representation of a derivation is similar to our previous work [16] , interpreting intersections as products. For example, consider a type environment Γ = x : τ1; e1 ∧ τ2; e2 ∧ τ3; e3 , y : τ4; e4 ∧ τ5; e5 and assume that Γ x U : q. A strategy-describing Böhm tree is a Böhm tree under the type environment (Γ) = x : τ1; e1 × τ2; e2 × τ3; e3 , y : τ4; e4 × τ5; e5 .
At the initial position Γ x U : q, P has three options, using τ1; e1 , τ2; e2 or τ3; e3 . In (Γ)
In order to formalise the above idea, we need to endow Böhm trees and types with indexed products. Extended Böhm trees are (co-inductively) defined by the following grammar:
where x is a possibly empty sequence of variables. In an extended Böhm tree, the subterm at the head position must be a projected variable p k y, and each argument subterm an indexed tuple i∈I V i . Extended types are closed under indexed products, which are written i∈I τi; ei , instead of i∈I τi; ei . We write for the replacement of intersections by products; for example ( i∈I j∈J i qij; eij → qi; ei ) means i∈I j∈J i qij; eij → qi; ei . U k for every k ≤ n and i ∈ I k . We write V (Γ U : τ ) just if V U and (Γ) V : (τ ) (this is the natural extension of type-checking games over extended Böhm trees). In that case, we say V is a run-Böhm-tree.
The following lemma justifies the Böhm-tree representation of winning strategies.
As the main contribution of the paper, we show how winning strategies can be composed and decomposed. This is the "proofrelevant" version of compositionality (Theorem 8). This theorem will be proved by game semantics in the sequel.
(Γ U2 : α) and W = V1 @ V2 for some α, V1 and V2.
Type System for Model-Checking Böhm Trees
This section studies (decision procedures for) the Model-Checking Problem for λY-definable Böhm Trees, i.e., whether BT(M ) : τ for a given λY-term M and type τ , where BT(M ) is the Böhm tree of M . We develop a type assignment system that characterises the winner of type-checking games for λY-definable Böhm trees. Since the standard higher-order model-checking can be regarded as the second-order fragment of the type-checking games, the type system also characterises higher-order model checking (for treegenerating λY-terms).
In this section, we assume that (E, F, Ω) is finite. Otherwise some algorithmic results would fail.
Preliminary: λY-calculus
The set of terms is given by:
where Yκ is the fixed-point combinator of kind (κ → κ) → κ. The kinding rules are defined as usual. We write M [N/x] for the standard capture-avoiding substitution. The reduction relation is given by the following rules 
Typing rules
Definition 13. Assume a kinded term ∆ M :: κ. There are three kinds of judgements for M : prime type judgement Γ M : τ , prime effect judgement Γ M : τ ; e , and intersection type judgement Γ M : α, where Γ :: ∆, τ :: κ and α :: κ. The typing rules are as follows:
τ ; e = pi(Γ(x)) for some i and e ε Γ x : τ
and the subtyping rule for Γ M : τ ; e . The variable rule requires x to have type τ with effect ε, since x is used immediately without any effects. This rule is equivalent to the rule x : τ ; ε x : τ followed by the subtyping rule with Γ (x : τ ; ε ). The positive-action rule applies e-action to both sides. This rule would be unsound or incomplete if Ω were not stable. The rule for Y just checks if the judgement is true in the Böhm-tree semantics. Without relying on the type-checking game, we can define an equivalent game for Y on a finite graph.
Definition 14 (Game for Y).
Given a prime type τ of kind (κ → κ) → κ, we define the game G(τ ) as follows. Here types are considered modulo ≈. A P-position has the form α P σ, where α :: κ → κ and σ :: κ, and an O-position has the form α O β, where α :: κ → κ and β :: κ. Recall that σ, τ (resp. α, β) range over prime (resp. intersection) types. Edges are defined by:
whenever p k (α) = β → τ ; e with e ε and τ τ for some k, and
whenever p k (β) = τ ; e for some k. The initial position of G(α → τ ) is α P τ . The winner of an infinite play is determined by the (infinite sequence of) effects along the play.
Lemma 15. P wins BT(Y) : τ iff P wins G(τ ).
Remark 16. Though our game G(τ ) has the same flavour as the game used in the Kobayashi-Ong system [11] , it requires careful effect handling. That is because Y can be applied to an open term, whereas the recursion of recursion schemes always takes closed terms. For a closed term M , M : τ is equivalent to M : τ ; e for every e, so the effect of this position is not significant. In contrast, as for open terms, the effect e of Γ M : τ ; e affects Γ. This is handled by the left-residual operation e\ \α in edges from O-positions.
Assuming a finite winning condition, the set of types modulo ≈ is finite for each kind. It follows that G(τ ) is an ω-regular game on a finite graph; hence G(τ ) is decidable. Further, for every term ∆ M :: κ, there are only finitely many type judgements Γ M : τ modulo ≈. Therefore, by an induction on the structure of the term, the type-checking problem is decidable .
Theorem 17 (Decidability). Γ M : τ is decidable.
The type system is sound and complete with respect to the typechecking games. The proof is by induction on the structure of the term, using Proposition 12 and Theorem 8.
An order-n transfer theorem for a set C of properties says that the C-definable properties of order-n λY-definable Böhm trees are effectively the C-definable properties of the term-generators themselves. See the long version [22] for further details. 
q; 1 → q; 1 → q; 0 (which is abbreviated to Γ M : (1 → 1) → 0 in Example 5). The tree BT(M ), due to Clairambault and Murawski [4] , is interesting. When viewed as a graph, consisting of the tree edges augmented by the binding relation (so that each bound variable points to its binder), BT(M ) has an undecidable MSO theory [4] . However, thanks to Theorems 17 and 18, problems such as whether BT(M ) satisfies a given typedescribable property (e.g. ϕ in Example 5) are decidable.
Function type with effect-annotated result type
In the current syntax of function types α → τ , the result part must be a prime type, which has no effect annotation. However this is not a real restriction. Actually, one can define another kind of function types in which the result part has effect annotation, e.g., α ⇒ τ ; e , as a derived form using the negative action of e.
The key observation is
Using this fact, it is easy to see that
So by defining α ⇒ τ ; e := (e\ \α) → τ ; e , we have Γ, x : α M : τ ; e iff Γ λx.M : α ⇒ τ ; e as desired.
A similar construction will appear in the definition of the exponential arena in Section 5.
Effective selection
As we have seen, if P wins Γ BT(M ) : τ , there exists a Böhm tree representing a winning strategy. It is natural to ask: can we effectively construct a λY-term D such that BT(D) represents a winning strategy of the game i.e. BT(D) (Γ BT(M ) : τ )? This subsection proves that D can easily be constructed from a derivation of Γ M : τ by induction on the derivation. This result extends the effective selection result [2, 7] to higher-order judgements.
A derivation is finite if all types in it are finite. If Γ M : τ is derivable and Γ and τ are finite, then it has a finite derivation. A representation of a finite derivation Γ M : τ is a λY-term (Γ) D : (τ ) (augmented with finite products), defined by induction on the derivation. We write D (Γ M : τ ) if D is a representation of a derivation concluding Γ M : τ . See the long version [22] for the complete list of rules.
BT(D) ( BT(Y
pi(Γ(x)) = τ ; e and e ε (pix) (Γ x : τ ) Di (Γ M : τi; ei ) (i = 1, 2, . . . , k) ( i∈{1,...,k} Di) (Γ M : i∈{1,...,k} τi; ei )
The second main theorem states that a representation D actually generates a winning strategy. The proof is the same as that of the soundness direction of Theorem 18, but uses the "proof-relevant" version (Theorem 11) instead of Theorem 8.
Now what is left is the effective construction of D for the base case of Y. Since G(τ ) is an ω-regular game, it has a finite-memory winning strategy. The expected λY-term can be extracted from this winning strategy, using mutual recursion. Recall that, if M is of 2nd-order, BT(M ) is the value tree and a winning strategy is an accepting run-tree. So this result gives an effective construction of an accepting run-tree, which is known as effective selection [2, 7] . In fact, our result leads to a generalisation of the previous result to arbitrary higher-order judgement.
Effect Arena Games
In order to prove the results in the previous sections, this section and the next develop innocent game semantics for type-checking games. Given a winning condition (E, F, Ω) and a finite set Q of ground types, we construct a category G (E,F,Ω) of effect arena games. The category G (E,F,Ω) is cartesian closed and, when Ω is stable as we have assumed, it is equipped with an adjunction (−\ \−) (− −) parametrised by E which is considered a preorder category.
is itself a positive action (equivalently, a parametric comonad) [14] .
An important result of this section is the well-definedness of the category G (E,F,Ω) ; the main technical lemmas are concerned with the preservation of the winning condition by strategy composition.
Effect arenas
The category G (E,F,Ω) is based on Inn, the category of arenas (consisting of only question moves) and innocent strategies [9] . An object A of G (E,F,Ω) is an arena |A|, called the underlying arena, equipped with an assignment of an effect for each move. The hom-set G (E,F,Ω) (A, B) can naturally be viewed as a subset of Inn(|A|, |B|).
Definition 22 (Effect arena). An effect arena (or arena for short)
A is a tuple (MA, A, λA, ϑA, EA) where 1. MA is a set of moves, 2. A ⊆ (MA × MA) is an enabling relation, 3. λA : MA → {P, O} is the ownership function, 4. ϑA : MA → Q is a ground-type assignment, and 5. EA : MA → E is an effect assignment.
We write A m if there is no m such that m A m. The enabling relation must satisfy the conditions:
An effect arena is just a standard arena equipped with effect and ground-type assignments, which are used to determine the set of "good" innocent strategies, called consistent strategies.
For an arena A, the set M init A ⊆ MA of initial moves of A is {m ∈ MA | A m}. A move m ∈ MA is called an O-move if λA(m) = O and a P-move if λA(m) = P . We often write m P (resp. m O ) to make the owner explicit. A justified sequence of an arena A is a sequence of moves such that each element except the first is equipped with a justification pointer to some earlier move. A play of an arena A is a justified sequence s that satisfies: (i) Well-openness, (ii) Alternation, (iii) Justification, and (iv) Visibility. (The definition of these standard notions can be found in [9] .) A P-strategy (or strategy) s of an arena A is a prefix-closed subset of plays of A that satisfies Determinacy and Contingent Completeness (see [9] for the definitions). An infinite justified sequence is said to be an infinite play if all its finite prefixes are plays. A strategy contains an infinite play just if it contains all its finite prefixes. An infinite P-view is an infinite play all of whose finite prefixes are P-views. We use bold symbols such as s and p for infinite plays and P-views.
Strategies are not required to be total. If a play s ∈ s ending with an O-move is not answered by s, we write s · ⊥ ∈ s. Let us write s to mean the P-view [9] of s. A strategy s is innocent just if for every pair of plays s · m, s ∈ s (where s and s end with O-moves and m is a P-move), s = s implies s · m ∈ s and s · m = s · m for some m . Consistency of innocent strategies has three criteria: Groundtype Reflection, Correctness of Summary and Winning Condition. Ground-type Reflection was introduced in our previous work [16] (called Colour Reflection therein): An innocent strategy is groundtype reflecting if s · m
). This captures well-typedness in the simple type system with multiple ground types.
Definition 23 (Correctness of Summary). Let A be an effect arena and s be a play of the underlying arena |A|. The effect of a Pmove m P in s is a correct summary if E(m P ) is a summary of the respective effects of the O-moves between m and its justifier. Formally, assume s = s0 · m P · s1 and let
A play s is summarising if for every P-move m that occurs in s, the effect of m is a correct summary. A strategy is summarising just if every play in the strategy is summarising.
Notice that we only consider P-views in the definition of correctness of summary (because there may be an irrelevant O-move outside of the P-view between the moves in question).
We introduce some convenient notations. Given a finite sequence of moves s = m1 · m2 · . . . · m k (not necessarily a play), we write s O for the subsequence consisting of O-moves. When applied to plays, the resulting subsequence is no longer a play. The effect map is naturally extended to sequence of moves as
(and ε if k = 0). Using these notations, the correctness of summary can be expressed as p · n · s · m ∈ s implies E * (s O ) E(m). For an infinite sequence of moves, we define
Definition 24 (Winning Condition
). An innocent strategy s of an effect arena A satisfies the winning condition (or simply Ω) if the following conditions hold: The condition on P-views is rephrased as
Remark 25. If π ε, ε, . . . ∈ Ω, then every unanswered finite Pviews satisfies Ω. If not, consistent strategies must be total.
Definition 26 (Consistency). An innocent strategy s of an effect arena A is consistent if s is ground-type reflecting, summarising and satisfies the winning condition.
Products and exponentials
Given two effect arenas A and B, we construct the product A × B and the exponential A ⇒ B. The underlying arenas of the product and of the exponential are respectively the product and the exponential of underlying arenas. I.e. |A × B| = |A| × |B| and |A ⇒ B| = |A| ⇒ |B|. Recall that MA×B = MA + MB and
The effect assignments for A×B and A ⇒ B are defined by:
For an explanation of the effect assignments for the exponential arena, see the argument at the end of Section 4.2.
Category of consistent strategies
We say an arena A satisfies the winning condition (or simply Ω) just if m1 m2 · · · implies π E(m1), E(m2), . . . ∈ Ω.
Definition 27. The category G (E,F,Ω) of effect arenas and consistent strategies is defined by the following data.
• Objects: An effect arena that satisfies Ω.
• Maps:
is the set of all innocent and consistent strategies of A ⇒ B.
The identity maps and composition are inherited from the underlying arena game model.
To prove that G (E,F,Ω) is well-defined, it suffices to show (i) consistency of the identity maps, and (ii) consistency of the composite of consistent strategies. The consistency of the identity is rather straightforward.
Lemma 28. For every effect arena A that satisfies Ω, the identity id A of the underlying arena is consistent.
We prove that for every consistent strategies s : A ⇒ B and t : B ⇒ C, the composite (s; t) : A ⇒ C is consistent.
First we consider correctness of summary. An interaction sequence s ∈ Int(A, B, C) is said to generate a P-view just if s A⇒C is a P-view. Given an interaction sequence s, we write s O A⇒C for the subsequence of s A⇒C consisting of O-moves. The first key lemma is about effects on an interaction sequence of summarising strategies.
Lemma 29. Assume that s : A ⇒ B and t : B ⇒ C are summarising strategies. Let s ∈ Int(s, t) be an interaction sequence generating a P-view. Take any move m in s and let
Corollary 30. If s and t are summarising, so is s; t.
Now we study an infinite interaction sequence generating an infinite P-view, in order to prove the preservation of the winning condition by composition. Let s = m1 · m2 · · · · ∈ Int(|A|, |B|, |C|) be an infinite interaction sequence. Its sub-view is an infinite subsequence p = n1 · n2 · · · · of s s.t.
where n1 is an initial C-move or an initial B-move. A sub-view starting from an initial C-move is a P-view of B ⇒ C, and a subview starting from an initial B-move can be viewed as a P-view of A ⇒ B. The second key lemma says that every infinite interaction sequence has an infinite sub-view. The proof relies on a result of Clairambault and Harmer [3] .
Lemma 31. Let s : |A| ⇒ |B| and t : |B| ⇒ |C| be innocent strategies and s ∈ Int(s, t) be an infinite interaction sequence generating a P-view. Then s has an infinite P-view of s or t as its sub-view.
Lemma 32. If s and t are summarising and satisfies Ω then s; t satisfies Ω.
Proof. (Sketch) Here we check that the winning condition holds for infinite P-views. Let p ∈ (s; t) be an infinite P-view in the composite, and s ∈ Int(s, t) be the interaction sequence such that p = s A⇒C . By Lemma 31, s has an infinite P-view of s or t as its sub-view. Consider the case that it is an infinite P-view q of s. The other case can be proved similarly. Assume that s = m1 · m2 · · · · and q = n1 · n2 · · · ·. Since q is a sub-view of s, we have
Note that n 2k cannot be an O-move of A ⇒ C and hence
The last expression is in Ω because s satisfies Ω. Hence by lowerclosedness of Ω, we have E
The next theorem follows from Corollary 30 and Lemma 32.
Theorem 33. The composite of consistent strategies is consistent. Therefore G (E,F,Ω) is well-defined.
Categorical structure of G (E,F,Ω)
For simplicity, we write G for G (E,F,Ω) . Since an effect arena is an ordinary arena with additional information, it is natural to consider the forgetful functor |−| : G −→ Inn. Because G (A, B) maps forgetfully to Inn(|A|, |B|) and the identities and strategy composition are inherited from Inn, |−| surely defines a functor.
Proposition 34. A × B is a cartesian product and A ⇒ B is an exponential in G . Furthermore |−| is a CCC functor.
For an arena A and effect e, we define e A to be an arena that has the same underlying arena and the same ground-type assignment as A, equipped with the effect assignment
By defining e s = s for strategies, e − is a functor for every e.
(This follows from the fact that Ω is stable.) Further it is a (strict) positive action of E op [14] .
For each e ∈ E, e − has a left-adjoint e\ \− : G −→ G . The arena e\ \A has the same underlying arena as A. The effect assignment is given by
For strategies, e\ \s = s similarly to e (−).
It is easy to see e\ \− e − for every e ∈ E, and hence they form an E-parametrised adjunction.
Two-Level Games
Based on the effect arena games of Section 5, we shall build a game model that can interpret intersection types with effect annotations. The constructions of this section are a straightforward adaptation of the two-level constructions introduced in our previous work [16] .
Two-level effect arena games
Definition 37 (Two-Level Arenas). A two-level arena is a triple (A, , K), where A is an effect arena, K is an arena without effects, and : MA → MK is a map of moves that preserves the enabling relation i.e. A m implies K (m) and m A m implies (m) K (m ). In case the map is clear from the context, we abbreviate (A, , K) to A :: K.
The map of moves can be extended naturally to a map of plays, (m1 · m2 · . . . · m k ) := (m1) · (m2) · . . . · (m k ). Notice that the RHS is actually a play of K, since the enabling relations are preserved by . Take a two-level arena (A, , K) and strategies s of A and t of K. We write s ⊂ t just if s ∈ s implies (s) ∈ t for every s. We omit and simply write s ⊂ t if is clear from the context.
Definition 38 (Two-Level Strategies). A two-level strategy of a two-level arena (A, , K) is just a pair s :: t of innocent strategies of A and of K respectively such that s ⊂ t. It is consistent if s is a consistent strategy of A. It is relatively total if s · ⊥ ∈ s implies (s) · ⊥ ∈ t. A consistent and relatively total two-level strategy is said to be winning.
The product (resp. exponential) of two-level arenas is defined as component-wise products (resp. exponentials) equipped with the obvious map of moves. The category G :: Inn has two-level arenas as objects and the maps from (A :: J) to (B :: K) are the two-level winning strategies of (A :: J) ⇒ (B :: K). Composition is defined component-wise.
Lemma 39. Let s1::t1 and s2::t2 be winning two-level strategies. Then the composite (s1; s2)::(t1; t2) is winning. The category of two-level games is a CCC by the products and exponentials introduced in the preceding. Projection on the second component p : (G :: Inn) −→ Inn : (A :: K) → K is a strict CCC functor. This functor is neither a fibration nor an opfibration, but satisfies a weaker property that suffices for completeness. Positive action e − is defined by e (A :: K) := (e A) :: K on two-level arenas and e (s :: t) := s :: t on two-level strategies. Negative action is defined similarly.
Connection to type-checking games
The results in Section 3 described by Böhm trees are just a rephrasing of results in this section described by the two-level arena game model, via the bijective correspondence between Böhm trees and innocent strategies.
The game semantics of types mapping types to arenas is straightforwardly defined by using the CCC structure, fibred products and effect actions. Given q ∈ Q, we define the two-level arena Oq = (A, A type environment is interpreted as the product of its components. We simply write [[τ ] ] leaving the kind implicit.
Assume the map |·| from kinds to (ordinary) arenas, and the bijection from the Böhm trees of kind κ to the innocent strategies of the arena |κ| . By abuse of notation, this bijective map is also written as |·| . The next lemma bridges the gap between the typechecking games and the two-level game model. Theorem 11 is a corollary of Lemma 39, Lemma 40 and Lemma 41. 
Further directions
The type-describable properties seem not to be closed under union and negation. The introduction of negation to higher-order types could be of practical significance, since negative ground types have played a key rôle in PREFACE, a state-of-the-art model checker [18] . It would be interesting to understand the general semantic picture when E is a category, rather than a preorder.
