Ostwald ripening occurs near equilibrium conditions when larger clusters grow at the expense of dissolving smaller clusters. We propose that ripening kinetics for growth and dissolution can be represented by a general population balance equation ͑PBE͒ for the cluster size distribution ͑CSD͒. This PBE can also describe cluster growth or dissolution in the absence of ripening. The Kelvin equation provides the effect of interfacial energy on solubility in terms of the cluster radius. The continuity equation conventionally applied to ripening or cluster growth is obtained as a Taylor series expansion of the governing PBE. Numerical and moment solutions of the PBE show the evolution of the CSD. The cluster number density declines, and the average cluster mass increases. The variance can initially increase as the CSD broadens by growth of large clusters, and then decrease until eventually vanishing. The final state after a long time is a single large cluster in equilibrium with the fluid solution.
I. INTRODUCTION
Ostwald ripening is the final stage of a first-order phase transition for condensation of a metastable phase. 1 The first stage is nucleation, either homogeneous ͑a free energy barrier is surmounted to form critical-sized clusters͒ or heterogeneous ͑nucleation sites present in the system allow molecular, i.e., monomer, deposition͒. The second stage is cluster growth by monomer deposition, which depletes the metastable phase of monomer and causes stable clusters to grow regardless of their size. Due to the random deposition of monomers from the metastable phase, this growth process yields a size distribution of clusters, even when the criticalsized clusters formed by homogeneous nucleation have the same uniform mass. This was recently illustrated for vaporliquid nucleation and growth 2 and crystal growth or dissolution. 3 The free energy of the clusters is likewise distributed, due to the effect of surface curvature of different sized clusters on interfacial energy. 4 The curvature, and hence the interfacial free energy, is reduced by increasing the cluster size. Smaller clusters thus are driven to dissolve and give up their monomers to larger clusters: This final stage of the phase transition is Ostwald ripening or coarsening, also called isothermal recrystallization 5 when the phase transition is liquid to solid. In this paper, cluster is a generic term for the condensed phase, whether it is a liquid droplet or solid precipitate.
Ripening models are based on the Kelvin ͑or GibbsThomson͒ equation, [6] [7] [8] [9] which gives the relationship for the ratio of interfacial energy to thermal energy such that smaller clusters are less stable than larger ones and therefore larger clusters grow at the expense of smaller ones. The Kelvin equation 6 for a given supersaturation provides an expression for the critical nucleus size, above which the cluster grows, below which the cluster is unstable and dissolves unless fluctuations allow homogeneous nucleation. Clusters become more soluble as they become smaller, and eventually disappear, yielding up their mass for growth of larger clusters. 10 The ultimate state is reached when but one cluster remains in equilibrium with the monomer solution. Although most papers on the theory of ripening mention the reduction in cluster numbers during ripening, this effect is sometimes neglected altogether. Obviously, the final equilibrium condition of one large cluster cannot be attained unless denucleation is considered. Some models focus instead on the mass transfer rate for dissolution and growth. Conventional theories are usually based on first-order differential equations for cluster growth of the cluster size distribution. 1, 6, 7 The growth rate is represented by the difference between the solution concentration and its equilibrium saturation value as the driving force. When supersaturation is much greater than unity, homogeneous nucleation can occur, and all stable clusters ͑larger than critical nucleus size͒ will grow. The goal is to describe ripening for a distribution of clusters when supersaturation causes larger clusters to grow while smaller clusters vanish ͑denucleate͒. Some ripening models apply to only a few particles, 11 rather than the more interesting distribution of particle sizes. Typically the exponential in the Kelvin equation is approximated by the first-order linear term. 6, 7 An analytical asymptotic solution is usually sought that applies for long time and is independent of initial conditions. 6 Most theories do not explicitly represent the evolution to a single large cluster, which would be expressed as a Dirac ␦ distribution.
*Author to whom correspondence should be addressed. The present objective is to formulate a new approach to Ostwald ripening ͑or isothermal recrystallization͒ that accounts for the evolution of the cluster size distribution ͑CSD͒ expressed in terms of the cluster mass, rather than its radius. The distribution-kinetics approach with single monomer addition and dissociation is reversible and is generally applicable to growth, dissolution, or ripening phenomena. Based on a rigorous mass balance, nucleation ͑or denucleation͒ appears as a source ͑or sink͒ term representing the nucleation rate. 6 Denucleation of unstable clusters ensures that the cluster number decreases as required for a realistic model of ripening. The reversibility ensures that a closed system relaxes to equilibrium, where the system is saturated. The equilibrium is dynamic, with monomer addition and dissociation continuing at equilibrium. For a continuous distributionkinetics theory, the second moment can be shown to grow during ripening, but because of denucleation, the variance decreases. The CSD spreads and large particles grow larger. Smaller clusters shrink, releasing their mass to the solution. Eventually, after a long time, only one large particle would remain, which clearly requires an explanation based on a discrete distribution model. The continuous distribution kinetics theory applies only for a very large number of clusters, so that as the number of clusters declines, a discrete model must eventually be implemented. A numerical solution for discrete PBE shows ripening that continues until cluster mass is accumulated into one large cluster, subject to conservation of the mass initially available. The discussion applies for various expressions for rate coefficients.
The present paper is organized as follows: We first present our approach based on distribution kinetics, and formulate a population balance for the reversible addition of monomer to a cluster. Next the evolution to an equilibrium state is described. In Sec. IV we develop the governing equations for ripening, and in Sec. V we discuss the numerical solution to these equations. Finally, we present and discuss the results of the calculations, and draw conclusions.
II. DISTRIBUTION KINETICS
The CSD is defined by c(x,t)dx, which represents the concentration of clusters at time t in the mass range (x,x ϩdx). Moments are defined as integrals over the mass,
The zeroth moment c (0) (t) is the molar ͑or number͒ concentration of clusters, and the first moment c (1) The deposition or condensation process by which monomers of mass xЈϭx m are reversibly added to or dissociated from a cluster of mass x can be written as a reactionlike process
where C(x) represents the cluster of mass x and M(xЈ ϭx m ) is the monomer. This process intrinsically conserves mass, and is most naturally represented by balance equations in terms of mass x rather than cluster radius r. The balance equations governing the cluster distribution, c(x,t), and the monomer distribution, m(x,t)ϭm(t)␦(xϪx m ), are thus based on mass conservation:
͑2.4͒
According to the molecularity of Eq. ͑2.2͒, addition reactions are second-order in c(x,t) and m(x,t), whereas dissociation reactions are first-order in c(x,t). Nucleation of clusters of mass x* at rate I are source terms or, in this case, sink terms for denucleation. Initial conditions are c(x,tϭ0)ϭc 0 (x) and m(x,tϭ0)ϭm o ␦(xϪx m ). The growth and dissociation rate coefficients, k g and k d , may in general depend upon x and local thermodynamic conditions, and must therefore be expressed as constitutive relations. Ripening means that all clusters are either growing or dissolving at rates depending on their size as determined by the Kelvin equation. Powerlaw expressions allow for a kinetic dependence on cluster size, and thus we consider k g (x)ϭ␥x and k d (x)ϭx , where ␥ and in general are functions of temperature. The coefficients ␥ and may depend on the deposition or dissociation processes or on the mode of transport to and from the cluster surface. When the constitutive relations are substituted and the moment operation, defined by Eq. ͑2.1͒, is applied, the general moment equations are
When ϭ, the equations reduce to those proposed by McCoy. 3 It follows from Eq. ͑2.5͒ that the cluster moment equations for nϭ0, 1, and 2 are
Equations ͑2.6͒ and ͑2.8͒ demonstrate that mass is then conserved for any values of and thus
so that the decrease in solute mass is balanced by an increase in cluster mass.
III. EVOLUTION TO EQUILIBRIUM
The evolution to equilibrium can be understood by formulating thermodynamic equilibrium conditions. We consider that the free energy of a cluster, , relative to the monomer solution, depends upon its mass x according to a polynomial in x, 14, 15 
where the coefficients j are independent of x and t. The system total free energy ͑relative to the monomer solution͒ therefore is given by
Minimizing the free energy at equilibrium, dG/dtϭ0, therefore implies that derivatives of all moments must also vanish, dc ( j) /dtϭ0, jу0. Equilibrium is thus established by a hierarchical sequence in which the moments vanish. From Eq. ͑2.7͒ when dc (0) /dtϭ0, the number of clusters must be constant with Iϭ0, when denucleation ceases. By Eq. ͑2.8͒ the first moment becomes constant, as well as the monomer concentration, dm/dtϭ0. Either Eq. ͑2.6͒ or ͑2.8͒ yields the equilibrium solubility condition, m eq ϭc eq ͑ ͒ /␥c eq ͑ ͒ .
͑3.3͒
The temperature and physical property effects 6 ͑interfa-cial energy, particle density, particle surface curvature͒ are expressed through the Kelvin equation, 11 m eq ϭm ϱ exp͑⍀ ͒ ͑3.4͒ with ⍀ϭ2/rRT ͑3.5͒
in terms of the gas constant R, monomer molar volume ϭx m / in the cluster, excess surface free energy , radius of an assumed spherical cluster r, and equilibrium solute concentration for a plane cluster surface m ϱ . is the mass density of the crystals. The ratio of interfacial energy, 2/r, to thermal energy, RT, determines the size effect on solubility.
If a cluster has a shape other than spherical, a more involved expression is required to account for the effect of surface shape on free energy ͑for example, for a rectangular crystal 11 ͒. Equation ͑3.4͒ determines that larger clusters are more stable than smaller clusters, so that smaller clusters tend to dissolve while larger clusters grow by deposition of the dissolved monomer. Obviously the smaller clusters can dissolve totally, reducing the number of clusters. The smallest stable cluster has radius r*ϭ2/͑RT ln S ͒ ͑3.6͒
from which we have x*ϭ(4/3) r* 3 as the critical cluster mass. By this reasoning, eventually only a single large cluster will exist, of a size consistent with the mass balance, Eq. ͑2.11͒,
As the number of clusters becomes small, this evolution to a single cluster must be expressed by a discrete population balance theory. The continuous model shows the second moment initially increasing ͓Eq. ͑2.9͔͒ as larger particles get larger and smaller particles get smaller. To aid the solution of the PBE, Eqs. ͑3.3͒ and ͑3.4͒ provide an expression for that introduces the thermodynamic effects, ϭ␥m ϱ e ⍀ c eq ͑ ͒ /c eq ͑ ͒ .
͑3.8͒
Driven by the cluster interfacial energy, ripening occurs when ϭ, which serves as a realistic condition for evaluating the present model. The molar concentration of solute, m(t), even though near equilibrium, may change during ripening as the average cluster radius r grows. Final equilibrium is reached when m→m eq and all but one cluster has diminished to vanishing size, thus minimizing the free energy. The final cluster distribution is therefore the Dirac ␦ distribution for a single cluster,
and therefore
where N A is Avogadro's number and c eq avg is a large mass embodying the mass of dissolved clusters. According to Eq. ͑3.4͒, at long time when dm/dtϭ0 the supersaturation becomes constant and approaches m eq /m ϱ ϭe ⍀ eq , by definition. For the single large cluster at this final state, ⍀ eq Ϸ0, and therefore m eq /m ϱ ϭS eq Ϸ1. The cluster radius r at any time is found from the average cluster mass, (4/
͑3.11͒
and c avg →c eq avg at the long-time final state.
IV. EQUATIONS FOR RIPENING
We consider ripening to occur when competing growth and dissolution processes for large and small clusters cause denucleation which decreases the number of clusters. The CSD changes according to Eq. ͑2.3͒, which becomes, when the integrations over the Dirac distributions are performed, 2,16 the finite-difference differential equation,
͑4.1͒
The discrete PBE thus can be considered a special case of the continuous PBE. The equation is similar to nearest-neighbor master equations used to solve many problems of kinetics and energetics. 17 
͑4.2͒
When third-and higher-order derivative terms are neglected, we have a convective-diffusion equation ͑with denucleation rate, I͒ for c(x,t). It is obvious, therefore, why the CSD must change both its average and variance. If secondderivative terms are neglected, one has the approximate continuity equation in x space,
where
A similar equation with x replaced by cluster radius r ͑see the Appendix͒ is customarily applied in ripening models.
1,8,12,13
The present theory is thus a generalization of the approximate models for Ostwald ripening based on Eq. ͑4.3͒ as the governing differential equation. Requiring Eq. ͑4.4͒ to satisfy the equilibrium condition, k d (x)/k g (x)ϭm eq ϭm ϱ exp(⍀), and allowing rate coefficients to be independent of x gives V͑x ͒ϭk g ͓mϪm ϱ exp͑⍀ ͔͒.
͑4.5͒
The growth rate coefficient k g may be specific to a stirred system, or may be related to the monomer diffusion coefficient in an unstirred system. Equation ͑4.5͒ allows the driving force for ripening to vanish when equilibrium is attained. In Eq. ͑4.5͒, V depends upon xϭ(4/3)r 3 through ⍀, which varies inversely with r ͓Eq. ͑3.5͔͒. 
V. NUMERICAL SOLUTION
One obtains the CSD for integer values ,
where ⍀()ϭ␣/ 1/3 and *ϭ(␣/ln S) 3 in terms of ␣ ϭ(4N A /3x m ) 1/3 2/RT. In this formulation, Kelvin's relation applies to each cluster rather than to the average cluster; thus clusters larger than the critical size grow while smaller clusters dissolve. 18 The mass balance for monomer, Eq. ͑2.6͒, becomes
Here, ⍀ must be evaluated at the average-sized cluster,
. The dimensionless general moment equation is
͑5.5͒
The moment equations for nϭ0, The governing equation for S() follows from Eq. ͑5.4͒,
The moment equations are
which can be solved along with Eq. ͑5.7͒. Adding Eqs. ͑5.7͒ and ͑5.9͒ gives the total mass balance,
The integrated mass balance, S o ϩC o (1) ϭS(ϩC (1) (), can be used to determine the approximate number of intervals needed to do the numerical analysis. Because C (1) 
ϭc
(1) /m ϱ x m is scaled by the monomer mass x m , it is directly related to the number of monomers in the cluster. Likewise, ϭx/x m is the interval in the differencedifferential equation representing the number of monomers in the cluster, and * is the smallest number of clustered ͑in the nucleus͒. The final state is when S eq ϭexp(⍀ eq ), so that the final mass ͑in units of number of monomers͒ of the larg- (1) does not change much ͑because S is fairly close to 1, at least not too much greater than 10͒. For smaller clusters C (1) can change quite a bit, but still only by hundreds of monomers. Note that C avg will always change significantly because C (0) approaches 1/N A m ϱ . This means that we need a calculation method that is centered near C avg () and bounded at the lower end by *ϭ(␣/ln S) 3 , which increases as S decreases. It is bounded ͑for all time͒ at the upper end by C eq (1) . It is therefore possible to consider a narrow CSD with a few hundred intervals to do the numerical analysis.
Because C(,) lies in the semi-infinite domain, it was converted to a bounded range ͑0,1͒ by the mapping function, Ϫ*ϭy/(1Ϫy) with 0рyр1. The grid for this mapping is fine in the range of prevalent sizes and coarse at very high and very low sizes. This ensures that y varies from 0 to 1 when varies from * to ϱ. By choosing to be C avg Ϫ*, y is centered at 0.5, and the distribution is centered around ϭC avg , which requires fewer intervals. The initial distribution was assumed to be an exponential. The initial zeroth moment, C o (0) , is assumed to be unity. The differential equation ͑5.3͒ was solved by RungeKutta technique with an adaptive time step. C(,) is evaluated at each time step sequentially. Denucleation implies that the CSD is zero when р*, and requires that the cluster concentration is calculated by integration of the nonzero CSD from * to ϱ.
The mass variable ͑͒ was divided into 500 intervals and the adaptive time ͑͒ step varied from 0.001 to 0.1. These values ensured stability and accuracy at all values of the parameters. At every time step, the mass balance ͓Eq. ͑5.11͔͒ is verified. Ripening is slow, with power law rather than exponential time dependence. 1 Computer solutions are thus lengthy, requiring 4 h of CPU time on a DEC-Alpha machine for the polydispersity to reach 1.003.
We consider a gamma initial distribution with smallest crystal mass, x*,
which has the moments ) and the critical crystal size, *(ϭ(␣/ln S) 3 ) is chosen to be equal to 5. Figure 1 shows the evolution of the crystal size distribution for C o avg of 75. When C o avg is fixed, the polydispersity ͓defined as
) 2 ͔ computed from Eq. ͑5.13͒ is 1.36. The distribution evolves from an initial exponential distribution cutoff at a value of ϭ30, which is the initial critical cluster size, o * .
As the number of clusters declines, the CSD area and height decrease and the numerical calculation for ripening ends when the one remaining cluster is in equilibrium with the monomer phase, consistent with the mass balance based on initial total amount of monomer. Figure 2 shows the evolution of the supersaturation S for four different C o avg of 33, 50, 75, 100 and marked 1, 2, 3, 4 in the figure. Figure 3 is a log-log plot that shows the decline of e ⍀ with time. Figure 4 shows the time evolution of S and e ⍀ as they gradually approach each other. The log-log plots for cluster number concentration ͑Fig. 5͒ and average cluster size ͑Fig. 6͒ show evolution to power-law behavior with time. The polydispersity P D ͑Fig. 7͒ evolves to a delta distribution where P D equals unity, independent of the initial condition, similar to the asymptotic behavior described by other investigators. 1, 8 For the lowest curve in Fig. 7 corresponding to C o avg of 33 and a polydispersity of 1.008, the initial CSD is a near-delta distribution of many clusters which increases slightly before decreasing to unity, the final CSD for a single large cluster.
The evolution to a single large cluster is an important feature of ripening that seems to have been avoided in some prior theories.
The ordinary differential moment equations ͑5.7͒-͑5.10͒ are readily solved with the NDSolve routine in Mathematica ® and are plotted in Figs. 2-7 and compared with the numerical scheme. The variation of the zeroth moment with time is given by Eq. ͑5.8͒, dC (0) /dϭϪJ(). Because the number of crystals at any time is not known, the variation of the zeroth moment is not known a priori and a functional form for J has to be assumed. The rate of denucleation, I or J, is determined by the number of clusters of size r* ͓Eq. ͑3.6͔͒, and thus requires knowledge of the CSD, which cannot be accurately constructed unless several moments are already available. In the numerical scheme, however, the variation of the zeroth moment is directly calculated because J is the number of clusters removed at every time step of the computation when they reach the critical cluster size, x*. Thus the moment solutions require the denucleation rate, J, as a function of . The variation of C (0) with , obtained in the numerical scheme, was fitted to a functional form, C (0) ϭ͓1ϩ0.08(ϩ⑀) 0.57 ͔ Ϫ1 . The factor, ⑀, is chosen to be 0.0001 so that the differential of C (0) exists at ϭ0. As shown in Figs. 2-7 , the solutions of the moment technique compare well with the solutions obtained by the numerical scheme. The moment approach, however, has the severe disadvantage that it does not allow a straightforward estimation of the denucleation rate, J, because one needs the actual CSD to know the number of clusters at any time t. In the numerical solution of the population balance equation, J is the number of clusters removed at every time step of the computation when they reach the critical cluster size, x*.
VI. CONCLUSION
Because ripening occurs for a distribution of particle sizes, the governing equations must describe how such a distribution evolves with time. The thermodynamic effect of size on solubility is the main driving force for this evolution. As smaller, more soluble clusters dissolve and vanish, they give up their mass to larger clusters that are growing. The present distribution kinetics theory emphasizes the importance of particle loss in Ostwald ripening. Only when such denucleation is accounted for can the final state of one large particle be realized. The population balance equations of this work are based on mass conservation, similar to the distribution kinetics of chain polymerization. Numerical solutions show the growth and broadening of the CSD in agreement with moment solutions for the average and variance. As larger clusters grow while smaller clusters dissolve and eventually disappear, the average cluster mass steadily increases. Finally, one cluster remains in equilibrium with the monomer solution. By numerical integration of a discrete PBE, derived as a special case of the continuous PBE and represented as a difference-differential equation, the asymptotic nature of the CSD at long time is realized. The moment solutions also match the results obtained from numerical computations. However, the denucleation rate has to be determined from the numerical computation for use in the moment equations.
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APPENDIX
A moment theory for ripening in terms of the cluster radius 1, 7, 8, 12, 13, 18 ͑rather than mass, x͒ can be fashioned from Eqs. ͑4.3͒-͑4.5͒. The conventional procedure is to consider the particle distribution defined by p(r,t)dr, which at time t is the number of clusters having radii in (r,rϩdr). The moments are defined by 
