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A THEOREM OF HEINE–STIELTJES,
THE SCHUBERT CALCULUS,
AND BETHE VECTORS IN THE slp GAUDIN MODEL
I. SCHERBAK
Abstract. Heine and Stieltjes in their studies of linear second-order differential equa-
tions with polynomial coefficients having a polynomial solution of a preassigned degree,
discovered that the roots of such a solution are the coordinates of a critical point of
a certain remarkable symmetric function, [He], [St]. Their result can be reformulated
in terms of the Schubert calculus as follows: the critical points label the elements of
the intersection of certain Schubert varieties in the Grassmannian of two-dimensional
subspaces of the space of complex polynomials, [S1].
In a hundred years after the works of Heine and Stieltjes, it was established that
the same critical points determine the Bethe vectors in the sl2 Gaudin model, [G].
Recently it was proved that the Bethe vectors of the sl2 Gaudin model form a basis of
the subspace of singular vectors of a given weight in the tensor product of irreducible
sl2-representations, [SV].
In the present work we generalize the result of Heine and Stieltjes to linear differential
equations of order p > 2. The function, which determines elements in the intersection
of corresponding Schubert varieties in the Grassmannian of p-dimensional subspaces,
turns out to be the very function which appears in the slp Gaudin model.
In the case when the space of states of the Gaudin model is the tensor product of
symmetric powers of the standard slp-representation, we prove that the Bethe vectors
form a basis of the subspace of singular vectors of a given weight.
1. Introduction
The theory of p-th order Fuchsian differential equations with polynomial solutions is
closely related to the Schubert calculus in the Grassmannian of p-dimensional subspaces
of the vector space of complex polynomials. We describe this relation, which is crucial
in the present work, in Sec. 1.1. Then in Sec. 1.2 we formulate a classical result of Heine
and Stieltjes in terms of the Schubert calculus, as well as its strengthening obtained in
[SV], [S1]. This corresponds to the case p = 2. In Sec. 1.3 we formulate our extension of
the Theorem of Heine–Stieltjes to p > 2. Sec. 1.4 contains an application of our result to
the Gaudin model, and Sec. 1.5 is devoted to the case of special Schubert intersections
in which the result can be strengthened.
1.1. Linear differential equations with polynomial solutions and the Schubert
calculus. See [F] for the Schubert calculus and [R] for the theory of Fuchsian equations.
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If all solutions to a linear differential equation of order p with meromorphic coefficients
are polynomials, then the solution space V is an element of the Grassmannian Gp(Polyd)
of p-dimensional subspaces in the vector space Polyd of complex polynomials of degree
at most d, where d is the degree of the generic solution. Conversely, any V ∈ Gp(Polyd)
defines a linear differential equation EV with the solution space V .
For any z ∈ C, consider the flag F•(z) = {F0(z) ⊂ F1(z) ⊂ · · · ⊂ Fd(z) = Polyd},
where Fi(z) consists of the polynomials of the form ai(x−z)
d−i+ · · ·+a0(x−z)
d. Define
F•(∞) by Fi(∞) = Polyi , 0 ≤ i ≤ d.
If integers w1, . . . , wp satisfy d+ 1− p ≥ w1 ≥ . . . wp ≥ 0 , we call w = (w1, . . . , wp) a
Schubert index. For any z˜ ∈ C ∪∞, the Schubert cell Ω◦
w
(z˜) ⊂ Gp(Poly)d is formed by
elements V ∈ Gp(Poly)d which satisfy the conditions
dim (V ∩ Fd−p+i−wi(z˜)) = i , dim (V ∩ Fd−p+i−wi−1(z˜)) = i− 1 , i = 1, . . . , p .
The Schubert variety Ωw(z˜) is the closure of the Schubert cell,
Ωw(z˜) = {V ∈ Gp(Polyd) | dim (V ∩ Fd−p+i−wi(z˜)) ≥ i , i = 1, . . . , p } .
The complex codimension of Ωw(z˜) in Gp(Polyd) is |w| = w1 + · · ·+wp . The homology
class [Ωw] of Ωw(z˜) does not depend on the choice of flag. We will denote σw the
corresponding Schubert class, that is the cohomology class in H2|w|(Gp(Polyd)), whose
cap product with the fundamental class of Gp(Polyd) is [Ωw], see [F].
For any z˜ ∈ C ∪ ∞ and any V ∈ Gp(Polyd), we have V ∈ Ω
◦
w(z˜;V )(z˜) for a cer-
tain Schubert index w(z˜;V ). Equivalently, the exponents of the equation EV at z˜ are
wp+1−i(z˜;V ) + i− 1, 1 ≤ i ≤ p , see Sec. 2.3.
The Wronskian of V ∈ Gp(Polyd) is defined as a monic polynomial WV (x) which is
proportional to the Wronskian of some (and hence, any) basis of V . See [EGa], [KhSo]
for relations of the Wronskian to the Schubert calculus. Clearly WV (x) is also the
Wronskian of the differential equation EV .
If WV (z0) 6= 0, then w(z0;V ) = (0, . . . , 0). Equivalently, any singular point of the
equation EV is a root of the Wronskian WV (x). Moreover, for any singular point z˜ the
codimension of Ωw(z˜;V )(z˜) is exactly the multiplicity of z˜ as a root of the Wronskian. The
sum of the codimensions of the Schubert varieties corresponding to all singular points
(including ∞) equals the dimension of Gp(Polyd) (this is in fact the Fuchs theorem on
exponents at singular points, see [R]). One can see that the intersection of these varieties
coincides with the intersection of the corresponding Schubert cells.
1.2. Theorem of Heine–Stieltjes in terms of the Schubert calculus. In [He],
pp. 472–479, [St], Heine and Stieltjes studied the following problem.
PROBLEM Let A(x) and B(x) be given complex polynomials of degrees n and n − 1
respectively, n ≥ 2. To determine a polynomial C(x) of degree less than or equal to n−2
such that the equation
A(x)u′′(x) +B(x)u′(x) + C(x)u(x) = 0
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has a solution which is a complex polynomial of a preassigned degree k.
They assumed that A(x) has no multiple roots, A(x) =
∏n
j=1(x− zj). Then B(x) can
be given by B(x)/A(x) = −
∑n
j=1mj/(x− zj), where mj and zj are suitable complex
numbers. In the present work we are interested in the result of Heine and Stieltjes under
the following additional assumption,
all numbers m1, . . . , mn are positive integers.
In this case the theory of Fuchsian equations ([R], Ch. 6) asserts that if the equation has
a polynomial solution u(x) with no multiple roots, then all solutions to this equation
are polynomials and u(zj) 6= 0, 1 ≤ j ≤ n.
In order to formulate the result of Heine and Stieltjes in terms of the Schubert calculus,
we call V ∈ G2(Polyd) a nondegenerate two-plane if its polynomials of the smallest degree
do not have multiple roots. Writem = (m1, . . . , mn),M = m1+· · ·+mn, z = (z1, . . . , zn)
and
(1) Wm,z(x) = (x− z1)
m1 . . . (x− zn)
mn , degWm,z = M .
If WV (x) = Wm,z(x) and if V contains a polynomial of degree k, then V contains
polynomials of degreeM+1−k as well. Denote ∆(u) the discriminant of the polynomial
u(x) and Res(u,Wm,z) the resultant of u(x) and Wm,z(x). If u(x) is a polynomial of the
smallest degree in a nondegenerate two-plane, then ∆(u) 6= 0.
Theorem A (Heine–Stieltjes) Let u(x) be an unknown polynomial of positive degree
k ≤M/2. Then the critical points with non-zero critical values of the function
Φm,z(u) =
∆(u)
Res(u,Wm,z)
are in a one-to-one correspondence with the nondegenerate two-planes in the intersection
of Schubert varieties
Im(z) = Ω(m1,0)(z1) ∩ · · · ∩ Ω(mn,0)(zn) ∩ Ω(M−2k;0)(∞) ⊂ G2(PolyM+1−k) ,
and determine solutions to the Problem.
Intersections of Schubert varieties corresponding to flags F•(z˜) were studied by
D. Eisenbud and J. Harris. The results of [EH] say that Im(z) is zero-dimensional
and consists of σ(m1,0) · ... · σ(m1,0) · σ(M−2k,0) elements counted with multiplicities.
If z is generic, then one can say more. Here and everywhere in the text, the words
“generic z” mean that z does not belong to a suitable proper algebraic surface in Cn.
Theorem B ([S1], cf. Theorem 12 of [SV]) For generic z, the intersection Im(z) is
transversal and consists of nondegenerate two-planes only.
Thus the critical points of the function Φm,z determine the intersection Im(z) and
all solutions to the Problem, for generic z. The number of these critical points was
calculated explicitly in [SV], Theorems 1 and 5.
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1.3. Nondegenerate p-planes. In the present work we extend Theorems A and B
to p > 2. Fix {w} = {w(1), . . . ,w(n),w(n + 1)}, the set of n + 1 Schubert indices
w(j) = (w1(j), . . . wp−1(j), 0), such that
|w(j)| = mj , 1 ≤ j ≤ n, |w(n+ 1)| = dimGp(Polyd)−
n∑
j=1
mj .
Consider the intersection of Schubert varieties
(2) I{w}(z) = Ωw(1)(z1) ∩ · · · ∩ Ωw(n)(zn) ∩ Ωw(n+1)(∞) ⊂ Gp(Polyd) .
This intersection is zero-dimensional, [EH]. Moreover, if V ∈ I{w}(z), then V has no
base point and its Wronskian is Wm,z(x) given by (1).
For any V ∈ I{w}(z) denote V• = {V1 ⊂ V2 ⊂ · · · ⊂ Vp = V } the flag obtained by
the intersection of V and F•(∞). Denote Wi(x) the Wronskian of Vi, 1 ≤ i ≤ p. In
particular, Wp(x) =Wm,z(x). We say that V is a nondegenerate p-plane in I{w}(z) if
• for any z˜ ∈ {z1, . . . , zn,∞}, any 1 ≤ i ≤ p, and any 1 ≤ l ≤ i, there exists a
polynomial in Vi which has a root of order exactly wp+1−l(z˜;V ) + l − 1 at z˜;
• for any complex number t /∈ {z1, . . . , zn} and any 1 ≤ i ≤ p − 2 such that
Wi(t) = 0, we have Wi+1(t) 6= 0.
In order to write down the function whose critical points determine the nondegenerate
p-planes in I{w}(z), introduce notions of relative discriminant and relative resultant. For
fixed z = (z1, . . . , zn), any monic polynomial P (x) can be presented in a unique way as
the product of two monic polynomials T (x) and Z(x) which satisfy
P (x) = T (x)Z(x), T (zj) 6= 0, Z(x) 6= 0 for any x 6= zj , 1 ≤ j ≤ n.
Define the relative discriminant of P (x) with respect to z as
∆z(P ) =
∆(P )
∆(Z)
= ∆(T )Res2(Z, T ),
and the relative resultant of Pi(x) = Ti(x)Zi(x), i = 1, 2, with respect to z as
Resz(P1, P2) =
Res(P1, P2)
Res(Z1, Z2)
= Res(T1, T2)Res(T1, Z2)Res(T2, Z1).
For V ∈ I{w}(z), take the flag V• and present the Wronskian Wi(x) of Vi in such a form,
Wi(x) = Zi(x)Tp−i(x).
If V is a nondegenerate p-plane, then the Schubert indices {w} define polynomials
Z1, . . . Zp and the degrees k0, . . . , kp−1 of polynomials T0, . . . , Tp−1, see Sec. 3.1. In par-
ticular, Zp(x) = Wm,z(x), Z1(x) = 1, T0(x) = 1, i.e. k0 = 0. Moreover, polynomials
T1, . . . , Tp−1 do not have multiple roots and any two neighboring of them do not have
common roots.
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Definition The function
(3) Φ{w},z(T1, . . . , Tp−1) =
∆z(W1) · · ·∆z(Wp−1)
Resz(W1,W2) · · ·Resz(Wp−1,Wp)
is called the generating function of the Schubert intersection I{w}(z).
Theorem 1 There is a one-to-one correspondence between the critical points with
non-zero critical values of the function Φ{w},z(T1, . . . , Tp−1) and the nondegenerate p-
planes in I{w}(z).
The proof of Theorem 1 is given in Sec. 3.3.
Remark For any V ∈ I{w}(z), any 1 ≤ i ≤ p − 1, and any z˜ ∈ {z1, . . . , zn,∞},
there exists a basis P(x), . . . , Pi(x) in Vi such that Pl(x) has a root of order at least
wp+1−l(z˜;V ) + l − 1 at z˜, 1 ≤ l ≤ i. This means that the Wronskian Wi(x) = WVi(x)
is of the form Wi(x) = Zi(x)Fp−i(x), where Zi(x) is defined by the Schubert indices as
above and Fp−i(x) is a certain polynomial. The conditions for V to be a nondegenerate
p-plane mean that the polynomials Fi(x), 1 ≤ i ≤ p− 1, are as generic as possible.
Conjecture For generic z, the intersection I{w}(z) given by (2) is transversal and
consists of nondegenerate p-planes only; in particular, the critical points of the function
Φ{w},z(T1, . . . , Tp−1) determine all elements of I{w}(z), for generic z.
Plausibly, the statements “V ∈ I{w}(z) is a nondegenerate p-plane” and “V is a
simple point of the Scubert intersection I{w}(z)” are equivalent; in other words, the con-
ditions of nondegenericity provide intrinsic characterization for the points of transversal
intersection.
We succeed to prove the Conjecture only in the case of special Schubert intersections
using the relation to the Gaudin model; these are Theorem 2 and its Corollary formulated
in Sec. 1.5.
1.4. Bethe vectors in the slp Gaudin model. On Bethe vectors in the Gaudin model
see [G], [FeFrRe], [Fr], [ReV].
Consider Lie algebra slp = slp(C). Fix the tensor product L = L1 ⊗ · · · ⊗ Ln of irre-
ducible finite-dimensional slp-representations and z = (z1, . . . , zn) with pairwise distinct
complex coordinates. The Gaudin hamiltonians associated with z and L, are defined as
follows,
(4) Hi(z) =
∑
j 6=i
Cij
zi − zj
, i = 1, . . . , n,
where Cij : L → L is a linear operator acting as the Casimir element on the factors
Li and Lj and as the identity on the other factors of L. The Gaudin hamiltonians
commute, and one of the main problems in the Gaudin model is to find their common
eigenvectors. This problem is solved by means of the Bethe Ansatz which is a widely used
method for diagonalizing of commuting hamiltonians in integrable models of statistical
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mechanics. The idea of the Bethe Ansatz is to construct a certain function v : CK → L
in such a way that for some special values of the argument t = (t1, . . . , tK), the values
of the function are eigenvectors. The equations which determine these special values
of the argument are called the Bethe equations and the corresponding vectors v(t) are
called the Bethe vectors. The subspace of singular vectors of a given weight in L is an
invariant subspace of the Gaudin hamiltonians. The Bethe equations in the Gaudin
model associates with z and with this subspace provide the critical point system of a
certain function called the master function of the model, [G], [FeFrRe], [ReV].
It turns out that the function (3) written in terms of unknown roots of polynomials
T1, . . . , Tp−1 is the master function of the Gaudin model associated with z and the
subspace SingkΓ{a} of singular vectors of the weight
Λ(k) = Λa(1) + · · ·+ Λa(n) − k1α1 − · · · − kp−1αp−1 , k = (k1, . . . , kp−1), ki = deg Ti ,
in the tensor product Γ{a} = Γa(1) ⊗ · · · ⊗ Γa(n) of irreducible slp-representations Γa(j)
with integral dominant highest weights Λa(j),
(Λa(j), αi) = ai(j), ai(j) = wi(j)− wi+1(j), 1 ≤ i ≤ p− 1, 1 ≤ j ≤ n,
here α1, . . . , αp−1 are simple roots of the Lie algebra slp = slp(C) and (·, ·) is the Killing
form on the dual to the Cartan subalgebra.
For any 1 ≤ j ≤ n, the Schubert class σw(j) and the slp-module Γa(j) have the same
Young diagram, [F]. The condition that Λ(k) is an integral dominant weight is necessary
for I{w}(z) might be non-empty. Under this condition, the Schubert class dual to σw(n+1)
and the slp-module Γa(n+1) have the same Young diagram. The relation of the Schubert
calculus to the representation theory of the Lie algebra slp(C) implies that the dimension
of Sing
k
Γ{a} is the intersection number of the Schubert classes σw(1) · ... σw(n) · σw(n+1),
[F]. Theorem 1 leads to the following claim.
Corollary from Theorem 1 For the Gaudin model, which associates with z and
Sing
k
Γ{a}, the number of Bethe vectors is at most dimSingkΓ{a}.
Remark While the first version of the text was in preparation, E. Mukhin and
A. Varchenko have posted on arXiv a preprint containing this result in a different for-
mulation, see Sec. 5.6 of [MV].
1.5. Special Schubert intersections and the Gaudin model associated to the
tensor product of symmetric powers of the standard slp-representation. Let
the Schubert indices w(1), . . . ,w(n) be special,
w(j) = (mj , 0, . . . , 0) , 1 ≤ mj ≤ d+ 1− p , 1 ≤ j ≤ n .
A theorem of Heine–Stieltjes, the Schubert calculus, and the slp Gaudin model 7
Denote Ω(mj ) = Ω(mj ,0,...,0) the corresponding special Schubert varieties. The intersection
given by (2) becomes
I{m,w(n+1)}(z) = Ω(m1)(z1) ∩ · · · ∩ Ω(mn)(zn) ∩ Ωw(n+1)(∞) ⊂ Gp(Polyd) ,(5)
m = (m1, . . . , mn), |w(n+ 1)| = dimGp(Polyd)−
n∑
j=1
mj ,
which is a special Schubert intersection.
In this case Zi(x) = 1, and hence Tp−i(x) = Wi(x) for all 1 ≤ i ≤ p − 1. Therefore
the relative discriminants and resultants turn into the usual ones and the generating
function takes the form
(6) Φ{m,w(n+1)},z(W1, . . . ,Wp−1) =
∆(W1) · · ·∆(Wp−1)
Res(W1,W2) · · ·Res(Wp−1,Wp)
.
This is the master function of the Gaudin model associated to the tensor product of
the mj-th symmetric powers of the standard slp-representation, and the following result
holds.
Theorem 2 In the Gaudin model associated with the tensor product of symmetric
powers of the standard slp-representation, the Bethe vectors form a basis in the subspace
of singular vectors of a given weight, for generic z = (z1, . . . , zn).
The proof is given in Sec. 5.4. This theorem immediately implies the statement of the
Conjecture for the special Schubert intersections.
Corollary from Theorem 2 For generic z, the special Schubert intersection (5) is
transversal and consists of nondegenerate p-planes only.
Since the intersection Im(z) of Theorem B is special, Theorem 2 and its Corollary can
be considered as an extension of Theorem B.
Plan of the paper
Sec. 2 is an exposition of the theory of linear differential equations with only polyno-
mial solutions in terms of the Schubert calculus and Wronskians. Results of this section
are Proposition 2 of Sec. 2.3 containing an upper bound for the number of the equations
with given singular points and exponents, and Proposition 4 of Sec. 2.4 which is an
essential ingredient in the proof of Theorem 1 given in Sec. 3. Corollary 4 of Sec. 3.4 is
a reformulation of Theorem 1 in terms of rational curves in CPp−1. In Sec. 4 we collect
necessary facts on the slp-representations and on the slp Gaudin model and deduce the
Corollary from Theorem 1. In Sec. 4.3 we discuss the problem on the simplicity of the
common spectrum of the Gaudin hamiltonians. Sec. 5 is devoted to the case of special
Schubert intersections. Propositions 6 and 7 of Sec. 5.1 give an explicit form of the cor-
responding differential equations. Using these propositions and relations to the Gaudin
model, we prove Theorem 2 and deduce Corollary 7 on the number of the corresponding
differential equations.
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2. Fuchsian equations with only polynomial solutions
and the Schubert calculus
2.1. Linear differential equations with only polynomial solutions. Denote Poly
the vector space of complex polynomials in one variable and Gp(Poly) the Grassmannian
of p-dimensional subspaces of Poly. Fix V ∈ Gp(Poly) and consider the linear differential
equation EV with meromorphic coefficients and the solution space V . This equation is
unique, up to multiplication by a meromorphic function. Let u = u(x) be an unknown
function. If polynomials P1(x), . . . , Pp(x) form a basis of V , then EV can be written in
the form
(7) det


u(x) P1(x) . . . Pp(x)
u′(x) P ′1(x) . . . P
′
p(x)
. . . . . . . . . . . .
u(p)(x) P
(p)
1 (x) . . . P
(p)
p (x)

 = 0 .
On the left hand side the Wronski determinant of functions u(x), P1(x), . . . , Pp(x) stands.
The equation EV is Fuchsian. On Fuchsian equations see, for example, Ch. 6 of [R].
Any solution of any Fuchsian equation at any point z ∈ C has the form
u(x) = (x− z)ρ
∞∑
l=0
cl(x− z0)
l, c0 6= 0,
where ρ is a suitable complex number called an exponent at z. A point where all
coefficients of the equation are holomorphic is an ordinary point. At any ordinary point
the exponents are 0, 1, . . . , p− 1. A non-ordinary point is called singular.
A Fuchsian equation has an ordinary (resp., singular) point at infinity if after the
change x = 1/ξ the point ξ = 0 becomes an ordinary (resp., singular) point of the
transformed equation.
For any z ∈ C, an exponent of the equation EV at z is a non-negative integer ρ = ρ(z)
such that the equation has a solution of the form (x−z)ρf(x), where f(x) is a polynomial
which does not vanish at z. An exponent at infinity is a non-positive integer −k such
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that the equation has a polynomial solution of degree k. For any z˜ ∈ C ∪∞, the set of
exponents at z˜ consists of p pairwise distinct integers.
Any finite singular point of the equation EV is a root of the Wronskian WV (x). If
z0 ∈ C is a root of WV (x) of multiplicity m0, then the sum of all exponents at z0 is
m0 + p(p− 1)/2.
Assume that the generic solution to the equation EV has degree d. This means that
V belongs to Gp(Polyd), where Polyd ⊂ Poly is the subspace of polynomials of degree
at most d. In this case the degree of WV (x) is at most p(d + 1 − p). We say that
p(d+ 1− p)− degWV is the multiplicity of the root at ∞. The sum of all exponents at
infinity is − degWV − p(p− 1)/2. If the multiplicity at ∞ is 0, then the equation does
not have singularity at ∞ and the exponents at ∞ are −d+ p− 1,−d+ p− 2, . . . ,−d.
Any Fuchsian differential equation of order p with only polynomial solutions is defined
by its solution space. For V ∈ Gp(Poly), call the singular points of EV the singular points
of V and the exponents of EV at z˜ ∈ C ∪∞ the exponents of V at z˜.
Remark All results related to Fuchsian differential equations with only polynomial
solutions can be reformulated for Fuchsian equations with only univalued solutions, con-
sidered up to the rational changes. Indeed, consider a Fuchsian equation of order p with
respect to unknown function u with only univalued, that is rational, solutions. The solu-
tion space can be spanned by p functions of the form Pi/Q, where P1, . . . , Pp and Q are
polynomials. The change of dependent variable u 7→ u/Q gives a new Fuchsian equation,
and the solution space of the new equation is spanned by polynomials P1, . . . , Pp. Cp.
Sec. 1.3 of [SV].
2.2. Intersections of Schubert classes. (See, for example, [F].) We use notation
of Sec. 1.1. The Grassmannian Gp(Polyd) is a smooth complex algebraic variety of
dimension p(d+ 1− p), and the Schubert classes {σw} for all possible Schubert indices
give a basis over Z for the cohomology ring H∗(Gp(Polyd)). The product or intersection
of two Schubert classes σw and σv has the form
σw · σv =
∑
u: |u|=|w|+|v|
C(w;v;u)σu ,
where coefficients C(w;v;u) are nonnegative integers known as the Littlewood–
Richardson coefficients.
If the sum of codimensions of Schubert classes equals the dimension of Gp(Polyd), then
their intersection is an integer, identifying the generator of the top cohomology group
σ(d+1−p,...,d+1−p) ∈ H
2p(d+1−p)(Gp(Polyd))
with 1 ∈ Z. This integer is called the intersection number.
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2.3. Fuchsian equations with only polynomial solutions and Schubert inter-
sections in Gp(Polyd). Fix V ∈ Gp(Polyd) and consider the equation EV . The degree
of the generic solution to this equation is less than or equal to d. For any z ∈ C, write
the exponents in the decreasing order, d ≥ ρ1(z) > · · · > ρp(z) ≥ 0. Write the exponents
at ∞ in the decreasing order, 0 ≥ −d1 > · · · > −dp ≥ −d. Define the Schubert index
w(z˜;V ) = (w1(z˜), . . . , wp(z˜)) of V at z˜ ∈ C ∪∞ as follows,
(8) wi(z) = ρi(z) + i− p if z ∈ C ; wi(∞) = d− di + i− p , i = 1, . . . , p.
The theory of Fuchsian equations with only polynomial solutions of Sec. 2.1 can be
reformulated in terms of the Schubert calculus.
Proposition 1. Let V ∈ Gp(Polyd). Then
• V ∈ ∩z˜∈C∪∞Ω
◦
w(z˜;V )(z˜) = ∩z˜∈C∪∞Ωw(z˜;V )(z˜) ;
• z˜ ∈ C ∪ ∞ is an ordinary point of the equation EV if and only if
w(z˜;V ) = (0, . . . , 0);
• for any singular point z˜ ∈ C ∪∞ of the equation EV , the codimension |w(z˜;V )|
is the multiplicity of z˜ as a root of the Wronskian WV (x);
•
∑
z˜∈C∪∞ |w(z˜;V )| = dimGp(Polyd) . ⊳
Thus the intersection of all Schubert varieties Ωw(z˜;V )(z˜) coincide with the intersection
(9) IV = Ωw(z1;V )(z1) ∩ · · · ∩ Ωw(zn;V )(zn) ∩ Ωw(∞;V )(∞) ,
where z1, . . . , zn are all finite singular points ofEV . As it is known ([EH]), the intersection
(9) is zero-dimensional and its cardinality is bounded from above by the intersection
number of the corresponding Schubert classes, σw(z1;V ) · ... · σw(zn;V ) · σw(∞;V ) .
If V ′ ∈ IV , then the equations EV and EV ′ have the same singular points and the same
exponents at these points. We arrive at the following statement on Fuchsian equations.
Proposition 2. For any V ∈ Gp(Polyd), the Fuchsian differential equations of order p
having the same singular points and the same exponents at these points as EV are in
a one-to-one correspondence with the elements of the Schubert intersection IV given by
(9). The number of such equations is finite and bounded from above by the intersection
number of the corresponding Schubert classes. ⊳
2.4. Wronskians. Fix V ∈ Gp(Polyd) and a basis P1(x), . . . , Pp(x) of V . For 1 ≤ l ≤ p,
denote V (l) = Span{P1, . . . , Pl} and Wl(x) the Wronskian of V (l), 1 ≤ l ≤ p. In
particular, we have W1(x) = P1(x), V (p) = V and Wp(x) = WV (x). For convenience,
set W0(x) = 1.
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Proposition 3. ([PSz], Part VII, sec. 5, Problem 62) The equation EV can be written
in the form
(10)
d
dx
W 2p−1(x)
Wp−2(x)Wp(x)
. . .
d
dx
W 22 (x)
W3(x)W1(x)
d
dx
W 21 (x)
W2(x)W0(x)
d
dx
u(x)
W1(x)
= 0. ⊳
Corollary 1. For the equation (10), the functions
u1(x) = W1(x),
u2(x) = W1(x)
∫ x W2W0
W 21
,
u3(x) = W1(x)
∫ x(W2(ξ)W0(ξ)
W 21 (ξ)
∫ ξ W1W3
W 22
)
,
. . . . . . . . . . . .
up(x) = W1(x)
∫ x(W2(ξ)W0(ξ)
W 21 (ξ)
∫ ξ (W1(τ)W3(τ)
W 22 (τ)
∫ τ
. . .
∫ η Wp−2Wp
W 2p−1
)
. . .
)
form a basis in the solution space, and the polynomial Wi is the Wronskian of
u1, . . . , ui , 1 ≤ i ≤ p. ⊳
Proposition 4. If for some t ∈ C and for some 1 ≤ l ≤ p− 1, we have Wl(t) = 0 and
Wl±1(t) 6= 0, then W
′
l (t) 6= 0 and
(11)
W ′′l (t)
W ′l (t)
−
W ′l+1(t)
Wl+1(t)
−
W ′l−1(t)
Wl−1(t)
= 0 .
Proof: The equation EV (l) can be written as follows,
d
dx
W 2l−1(x)
Wl−2(x)Wl(x)
. . .
d
dx
W 21 (x)
W0(x)W2(x)
d
dx
u(x)
W1(x)
= 0, l = 2, . . . , p.
Any solution to the equation EV (l) is clearly a solution to the equation EV (l+1) as well.
Proposition 1 asserts that t is an ordinary point of the equations EV (l±1) and a singular
point of the equation EV (l). Thus the set of exponents at t of the equation EV (l) contains
{0, 1, . . . , l−2}, is contained in the set {0, 1, . . . , l}, and differs from the set {0, 1, . . . , l−
1}. Hence this set is {0, 1, . . . , l − 2, l}, the Schubert index of V (l) at t is w(t;V (l)) =
(1, 0, . . . , 0), |w(t;V (l))| = 1, and t is a simple root of the Wronskian Wl(x).
In order to prove the equality (11), note that the solution ul+1(x) of the equa-
tion EV (l+1) given in Corollary 1 is a polynomial. Therefore the most interior in-
tegral should be a rational function. In particular, the residue of the integrand,
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Wl+1(x)Wl−1(x)/W
2
l (x), at t should be zero. We have
Wl+1(x)Wl−1(x)
W 2l (x)
=
=
(
Wl+1(t) +W
′
l+1(t)(x− t) + . . .
) (
Wl−1(t) +W
′
l−1(t)(x− t) + . . .
)
(
W ′l (t)(x− t) +
1
2
W ′′l (t)(x− t)
2 + . . .
)2 =
=
(
Wl+1(t) +W
′
l+1(t)(x− t) + . . .
) (
Wl−1(t) +W
′
l−1(t)(x− t) + . . .
)
W ′2l (t)(x− t)
2
×
×
(
1−
W ′′l (t)
W ′l (t)
(x− t) + . . .
)
,
where dots stand for the terms containing higher degrees of (x−t). Therefore the residue
at t is
−
Wl−1(t)Wl+1(t)W
′′
l (t)
W ′3l (t)
+
W ′l+1(t)Wl−1(t) +W
′
l−1(t)Wl+1(t)
W ′2l (t)
,
and the statement follows. ⊳
Remark Originally, the equality (11) was proved by A. Gabrielov in a different, purely
algebraic, way ([Ga]).
3. The generating function of a Schubert intersection
3.1. The Schubert intersection. Consider the intersection of Schubert varieties
I{w}(z) given by (2). For any V ∈ I{w}(z), all finite singular points are {z1, . . . , zn}
and the Wronskian is as in (1). According to the definition of Schubert indices (8), the
exponents ρl(zj) at zj and the exponents −dl at ∞ are as follows,
(12) ρl(zj) = wl(j) + p− l , dl = d− wl(n + 1) + l − p , 1 ≤ l ≤ p, 1 ≤ j ≤ n.
We have
(13) 0 ≤ d1 < d2 < · · · < dp = d, 0 = ρp(zj) < ρp−1(zj) < · · · < ρ1(zj) ≤ d.
The conditions dp = 0 and ρp(zj) = 0 for 1 ≤ j ≤ n mean that V has no base point.
Denote V• the flag obtained by the intersection of V and F•(∞) (recall that we define
Fl(∞) = Polyl),
(14) V• = { V1 ⊂ V2 ⊂ · · · ⊂ Vp = V } , dimVl = l.
The degrees of polynomials in Vl are d1, . . . , dl. Denote Wl(x) the Wronskian of Vl,
1 ≤ l ≤ p. In particular, Wp(x) coincides with Wm,z(x) given by (1).
Define polynomials
(15) Zi(x) =
n∏
j=1
(x− zj)
mj(i), 1 ≤ i ≤ p− 1,
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where
(16) mj(i) =
p∑
l=p+1−i
ρl(zj)−
i(i− 1)
2
=
p∑
l=p+1−i
wl(j), 1 ≤ i ≤ p− 1, 1 ≤ j ≤ n .
In particular, the condition wp(j) = 0 for 1 ≤ j ≤ n gives mj(1) = 0 and Z1(x) = 1.
Lemma 1. The ratio Wi(x)/Zi(x) is a polynomial of degree
ki =
p−i∑
l=1
dl −
n∑
j=1
p∑
l=i+1
ρl(zj) + (n− 1)
(p− i)(p− i− 1)
2
=(17)
= i(d+ 1− p)−
i∑
l=1
wl(n+ 1)−
n∑
j=1
p∑
l=p+1−i
wl(j) , 1 ≤ i ≤ p− 1.
Proof: For any 1 ≤ j ≤ n, there exists a basis in Vi consisting of polynomials which
have a root at zj of multiplicities at least ρp(zj), . . . , ρp+1−i(zj). Therefore Wi(x) has
a root at zj of order at least mj(i). Furthermore, Vi is spanned by polynomials of
degrees d1, . . . , di, therefore the degree of Wi(x) is
∑i
l=1 dl − i(i − 1)/2. Clearly kp−i =
degWi −m1(i)− · · · −mn(i). ⊳
Corollary 2. If the Schubert intersection I{w}(z) is non-empty, then the numbers ki
given by (17) are nonnegative.
The definition of a nondegenerate p-plane, see Sec. 1.3, implies that if V ∈ I{w}(z)
is nondegenerate, and if V• is the corresponding flag (14), then Vl ∈ Gl(Polydl), the
exponents of Vl at ∞ of are −d1, . . . ,−dl, and the exponents at zj are ρp(zj) =
0, ρp−1(zj), . . . , ρp+1−l(zj), for any 1 ≤ l ≤ p and 1 ≤ j ≤ n. We arrive at the fol-
lowing conclusion.
Lemma 2. Let V be a nondegenerate p-plane in I{w}(z) and V• the flag (14). Then
polynomials Tp−i(x) = Wi(x)/Zi(x), where Wi(x) is the Wronskian of Vi and Zi(x) is
defined by (15), (16), do not have multiple roots and satisfy
Tp−i(zj) 6= 0, 1 ≤ j ≤ n, 1 ≤ i ≤ p− 1; Tp−1(x) = W1(x).
Moreover, Tp−i(x) and Tp−i−1(x) do not have common roots for 1 ≤ i ≤ p− 1. ⊳
3.2. The generating function of I{w}(z). If V is a nondegenerate p-plane in I{w}(z),
then Lemma 2 implies that the relative discriminant of Wi(x) with respect to z is
∆z(Wi) = ∆(Tp−i)Res
2(Zi, Tp−i), 1 ≤ i ≤ p− 1,
and the relative resultant of Wi(x) and Wi+1(x) with respect to z is
Resz(Wi,Wi+1) = Res(Tp−i, Tp−i−1)Res(Tp−i, Zi+1)Res(Tp−i−1, Zi), 1 ≤ i ≤ p− 1,
see Sec. 1.3.
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In order to re-write down the generating function (3) in terms of unknown roots
of polynomials T1, . . . , Tp−1, recall that if P (x) = (x − a1) . . . (x − aA) and Q(x) =
(x− b1) . . . (x− bB), then
∆(P ) =
∏
1≤i<j≤A
(ai − aj)
2 , Res(P,Q) =
A∏
i=1
B∏
j=1
(ai − bj).
Denote
t(i) =
(
t
(i)
1 , . . . , t
(i)
ki
)
i = 1, . . . , p− 1,
the roots of Ti(x) and write t =
(
t(1) , . . . , t(p−1)
)
, k = (k1, . . . , kp−1). The numbers
mj(i), 1 ≤ j ≤ n, 1 ≤ i ≤ p − 1, are defined in (16). Set mj(0) = 0 and mj(p) = mj ,
1 ≤ j ≤ n, and denote m = {mj(i), 1 ≤ j ≤ n, 0 ≤ i ≤ p}. We have
Φ{w},z(W1, . . . ,Wp−1) = Φm,k,z(t) =(18)
=
p−1∏
i=1
∏
1≤l<s≤ki
(t
(i)
l − t
(i)
s )
2
×
p−2∏
i=1
ki∏
l=1
ki+1∏
s=1
(t
(i)
l − t
(i+1)
s )
−1
×
p−1∏
i=1
n∏
j=1
ki∏
l=1
(t
(i)
l − zj)
2mj(p−i)−mj(p−i−1)−mj (p−i+1) .
This is a rational function in k1 + · · · + kp−1 variables. If ki = 0 for some i, then
corresponding terms in (18) are missing.
According to (16), we get
(19) 2mj(i)−mj(i− 1)−mj(i+ 1) = ρp+1−i(zj)− ρp−i(zj) + 1 ≤ 0,
for any 1 ≤ j ≤ n and 1 ≤ i ≤ p− 1.
The critical points with non-zero critical values are solutions to the equations
Φ−1
m,k,z(t)
∂Φm,k,z
∂t
(i)
l
(t) = 0 , 1 ≤ i ≤ p− 1, 1 ≤ l ≤ ki .
These equations have the following form,
∑
s 6=l
2
t
(i)
l − t
(i)
s
−
ki−1∑
s=1
1
t
(i)
l − t
(i−1)
s
−
ki+1∑
s=1
1
t
(i)
l − t
(i+1)
s
+(20)
+
n∑
j=1
2mj(p− i)−mj(p− i− 1)−mj(p− i+ 1)
t
(i)
l − zj
= 0.
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The set of critical points is clearly invariant with respect to the group Sk = Sk1 ×
· · · × Skp−1 , where Ski is the group of permutations of t
(i)
1 , . . . , t
(i)
ki
. For any orbit, the
critical value is the same.
3.3. Proof of Theorem 1. Now we are in position to establish a one-to-one correspon-
dence between the orbits of critical points with non-zero critical value of the function
Φm,k,z(t) given by (18) and the nondegenerate p-planes in the intersection of Schubert
varieties I{w}(z) given by (2). The indices {w} andm,k are related as in (16) and (17).
Let V be a nondegenerate p-plane in I{w}(z). Consider the Wronskians W1, . . . ,Wp−1
corresponding to the flag V• defined by (14), and write the equation EV in the form
(10). Proposition 4 says that the roots of polynomials W1, . . . ,Wp−1 which differ from
the singular points of the equation give a solution to the system (20). Indeed, a direct
calculation gives
W ′′p−i(t
(i)
l )
W ′p−i(t
(i)
l )
=
∑
s 6=l
2
t
(i)
l − t
(i)
s
+
n∑
j=1
2mj(p− i)
t
(i)
l − zj
,
W ′p−i±1(t
(i)
l )
Wp−i±1(t
(i)
l )
=
ki±1∑
s=1
1
t
(i)
l − t
(i±1)
s
+
n∑
j=1
mj(p− i± 1)
t
(i)
l − zj
.
Conversely, any critical point of Φm,k,z(t) with non-zero critical value defines poly-
nomials Tp−i(x) and Wi(x) = Tp−i(x)Zi(x) with Zi(x) given by (15), 1 ≤ i ≤ p. The
polynomials Wi(x) determine an equation of the form (10). Corollary 1 gives p lin-
early independent solutions u1, . . . , up to this equation, and Wi(x) is the Wronskian of
u1, . . . , up. We have to show that Span{u1, . . . , up} is a nondegenerate p-plane in the
Schubert intersection I{w}(z) given by (2).
First, we check that u1, . . . , up are regular functions. For u1 = W1 it is evident.
Fix 1 ≤ i ≤ p − 1 and consider the most interior integrand in the formula for ui+1 of
Corollary 1. It is Wi−1Wi+1/W
2
i (recall that we set W0 = 1). This is a rational function,
hence it is regular at any point which differs from the roots of Wi. The roots of Wi are
zj and t
(p−i)
l , 1 ≤ j ≤ n, 1 ≤ l ≤ kp−i According to (19), zj is a root of the integrand of
multiplicity ρp−i(zj) − ρp−i+1(zj) − 1 ≥ 0, and hence the integrand is regular at zj for
any 1 ≤ j ≤ n. The residue at t
(p−i)
l vanishes according to Proposition 4. Therefore the
integral has the form
∫ ξ Wi−1(τ)Wi+1(τ)
W 2i (τ)
dτ =
c(
ξ − t
(p−i)
l
) + F (ξ),
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where c is a constant number and F (ξ) is a function regular at t
(p−i)
l . Proposition 4 says
that t
(p−i)
l is a simple root of Wi, hence the next integrand which is
Wi−2(ξ)Wi(ξ)
W 2i−1(ξ)
(
c
(ξ − t
(p−i)
l )
+ F (ξ)
)
is regular at t
(p−i)
l . We conclude that this integrand is regular at all points which differ
from the roots of Wi−1, hence we can repeat the same arguments for this integrand as
well. In the last analysis, we get that the function ui+1 is regular, for any 1 ≤ i ≤ p− 1.
Next, the exponents of the equation with the solution space Vi = Span{u1, . . . , ui}
at zj are exactly ρl(zj), p − i + 1 ≤ l ≤ p, 1 ≤ j ≤ n, and the exponents at ∞ are
−d1, . . . ,−di, where
ρl(zj) = mj(p+ 1− l)−mj(p− l) + p− l , j = 1, . . . , n ,
dl = kp−l − kp+1−l + l − 1 +
n∑
j=1
(mj(l)−mj(l − l)) , l = 1, . . . p .(21)
The relations (16) and (17) assert that the exponents at the points z1, . . . , zn are non-
negative integers, and the exponents at ∞ are non-positive integers. Hence u1, . . . , up
are polynomials and the solution space is a nondegenerate p-plane in I{w}(z). ⊳
Corollary 3. The number of critical orbits with non-zero critical values of the function
Φm,k,z(t) given by(18) is at most the intersection number σw(1) · ... σw(n) ·σw(n+1), where
{w} and m,k are related as in (16), (17). ⊳
3.4. Nondegenerate rational curves. The elements of Gp(Polyd) can be interpreted
as equivalence classes of rational curves. More precisely, any basis P1, . . . , Pp of V ∈
Gp(Polyd) defines a rational curve of degree d in CP
p−1as follows,
γV : CP
1 → CPp−1, [t : s] 7→
[
sdP1(t/s) : · · · : s
dPp(t/s)
]
,
and any other basis defines an equivalent curve. The singular points and the Schubert
indices (or, equivalently, the exponents) at these points provide the ramification data of
the curve, see [KhSo].
The flag (14) determine a set of p−1 intermediate curves γV (1), . . . , γV (p−1); the rational
curve γV (l) is defined by Vl ∈ Gl(Polydl), 1 ≤ l ≤ p− 1.
If γV is defined by a nondegenerate p-plane V , then we say that it is a nondegener-
ate rational curve. A nondegenerate curve with ramification data z and {w} can be
characterized as follows,
for all intermediate curves, all ramification points distinct from z1, . . . , zn are flexes.
Theorem 1 can be reformulated in terms of rational curves.
Corollary 4. There is a one-to-one correspondence between the critical points with non-
zero critical values of the function Φ{w},z given by (3) and the nondegenerate rational
curves in CPp−1 with the ramification data z and {w}. ⊳
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Our Conjecture says that for generic z, all rational functions with prescribed ramifi-
cation data z and {w} are nondegenerate. The case p = 2 has been done in [S1].
4. Bethe vectors in the slp Gaudin model
4.1. Subspaces of singular vectors. (See [FH].) Consider the Lie algebra slp =
slp(C). Denote (·, ·) the Killing form on the dual to the Cartan subalgebra, and
α1, . . . , αp−1 the simple roots. We have
(αi, αi) = 2, (αi, αi±1) = −1, (αi, αj) = 0 for |i− j| ≥ 2 .
Take a vector a = (a1, . . . , ap−1) with nonnegative integer coordinates, and denote Γa
the irreducible representation with integral dominant highest weight Λa,
(Λa, αi) = ai, 1 ≤ i ≤ p− 1.
Consider the tensor product of n irreducible representations with integral dominant
highest weights Λa(j), 1 ≤ j ≤ n,
Γ{a} = Γa(1) ⊗ · · · ⊗ Γa(n) , {a} = {a(1), . . . , a(n)} .
Define the weight
Λ(k) = Λa(1) + · · ·+ Λa(n) − k1α1 − · · · − kp−1αp−1,
where k = (k1, . . . , kp−1) is a vector with nonnegative integer coordinates. The subspace
SingkΓ{a} of singular vectors of the weight Λ(k) in Γ{a} is as follows,
(22) SingkΓ{a} = {v ∈ Γ{a} | hiv = (Λk, αi)v, eiv = 0, i = 1, . . . , p− 1} ,
where {ei, fi, hi}
p−1
i=1 are the standard Chevalley generators of slp ,
[hi, ei] = 2ei , [hi, fi] = −2fi , [ei, fi] = hi ; [hi, hj] = 0 , [ei, fj] = 0 if i 6= j.
We will assume Λ(k) to be an integral dominant weight. This means that the numbers
(Λ(k), α1) =
n∑
j=1
a1(j)− 2k1 + k2,(23)
(Λ(k), αl) =
n∑
j=1
al(j) + kl−1 − 2kl + kl+1, 2 ≤ l ≤ p− 2,
(Λ(k), αp−1) =
n∑
j=1
ap−1(j) + kp−2 − 2kp−1
are nonnegative integers. Denote a(n + 1) the vector with coordinates
al(n + 1) = (Λ(k), αl) , 1 ≤ l ≤ p− 1,
and Γa(n+1) the slp-representation with highest weight Λ(k). The dimension of SingkΓ{a}
is the multiplicity of Γa(n+1) in the decomposition of Γ{a} into the direct sum of irreducible
representations.
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4.2. The master function of the Gaudin model associated with z and Sing
k
Γ{a}.
The master function determines those of common eigenvectors of the Gaudin hamilto-
nians (4) which are singular vectors of the weight Λ(k) in Γ{a}. This is a function in
k1 + · · ·+ kp−1 complex variables
{t
(i)
l , 1 ≤ i ≤ p− 1, 1 ≤ l ≤ ki}
which has the following form (see [ReV]),
p−1∏
i=1
ki∏
l=1
n∏
j=1
(t
(i)
l − zj)
−ai(j)
p−1∏
i=1
∏
1≤l<s≤ki
(t
(i)
l − t
(i)
s )
2
p−2∏
i=1
ki∏
l=1
ki+1∏
s=1
(t
(i)
l − t
(i+1)
s )
−1.
We see that this is the same function as in (18) with
ai(j) = mj(p− i− 1)− 2mj(p− i) +mj(p− i+ 1), 1 ≤ i ≤ p− 1, 1 ≤ j ≤ n.
Consider the Schubert intersection I{w}(z) given by (2). The indices w(j), 1 ≤ j ≤ n+1,
determine numbers ki and mj(i), 1 ≤ i ≤ p− 1, 1 ≤ j ≤ n, in accordance with (16) and
(17). We arrive at the following result.
Corollary 5. There is a one-to-one correspondence between the nondegenerate p-planes
in I{w}(z) ⊂ Gp(Polyd) and the Bethe vectors of the Gaudin model associated with z
and Sing
k
Γ{a}, where
ai(j) = wi(j)− wi+1(j), 1 ≤ i ≤ p− 1, 1 ≤ j ≤ n;
ki = i(d+ 1− p)−
i∑
l=1
wl(n+ 1)−
n∑
j=1
p∑
l=p+1−i
wl(j) , 1 ≤ i ≤ p− 1. ⊳
For all 1 ≤ j ≤ n, the Schubert class σw(j) and the slp-module Γa(j) correspond to the
same Young diagram, see [F]. This diagram has p− 1 rows with wi(j) boxes in the i-th
row, or equivalently, it has ai(j) columns of the length i.
As one can easily check, the condition that Λ(k) given by (23) is an integral dominant
weight is necessary for I{w}(z) is non-empty, see Corollary 2.
Recall that the Schubert classes σw˜ and σw in Gp(Polyd) are dual if |w˜| + |w| =
p(d + 1 − p) and the intersection number σw · σw˜ is 1 in H
2p(d+1−p)(Gp(Polyd)). The
Schubert class dual to σw(n+1) and Γa(n+1) correspond to the same Young diagram, [F].
The relation of the Schubert calculus in to the representation theory of Lie algebra slp(C)
implies the following fact.
Proposition 5. [F] The multiplicity of Γa(n+1) in Γ{a} is the intersection number of
the Schubert classes σw(1) · ... σw(n) · σw(n+1). ⊳
This Proposition and Corollary 3 give the Corollary from Theorem 1 of Sec. 1.4.
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4.3. Eigenvalues of Bethe vectors. Our construction provides a correspondence be-
tween Bethe vectors and Fuchsian differential equations with only polynomial solu-
tions. On the other hand, as it is explained in Sec. 5.4–5.8 of [Fr], the eigenvalues
µ = (µ1, . . . , µn) of any common eigenvector of the Gaudin hamiltonians (4) determine
an slp-oper which generates trivial monodromy representation of the fundamental group
π0 (CP
1 \ {z1, . . . , zn,∞}). This oper is in fact a differential operator of the form
Dµ =
(
d
dx
)p
+ fp−2(x)
(
d
dx
)p−2
+ · · ·+ f0(x)
with meromorphic coefficients.
The operator Dµ corresponds to a certain Fuchsian differential equation with only
polynomial solutions and the singular points belonging to the set {z1, . . . , zn,∞}. More
precisely, the link is as follows,
KerDµ =
{
P (x)
(WV (x))
1/p
, P (x) ∈ V
}
,
where V is a certain p-dimensional subspace in the vector space of complex polynomials
such that all finite singular points of V belong to the set {z1, . . . , zn}.
In Sec. 5 of [Fr], it is proved that the existence of a common eigenvector of the Gaudin
hamiltonians with eigenvalues µ = (µ1, . . . , µn) implies the existence of a Bethe vector
with these eigenvalues. Presumably, the Bethe vectors of the Gaudin model span the
relevant subspace of the singular vectors. For the case of sl2, this has been proved in
[ReV]. The simplicity of the spectrum of the Gaudin hamiltonians then can be easily
deduced from the relation to differential equations, see [S2]. Likely, the connection
between the Frenkel construction and the presented one implies that the Bethe vectors
are separated by their eigenvalues. Then the simplicity of the spectrum is equivalent to
the statement that the Bethe vectors span the subspace of singular vectors.
5. Bethe vectors in the tensor product of symmetric powers of the
standard slp-representation
5.1. Special Schubert varieties and Fuchsian equations. Consider the Schubert
intersections such that the Schubert indices corresponding to all finite singular points
are special, that is w(j) = (mj, 0, . . . , 0) for certain positive integers mj , 1 ≤ j ≤ n. The
Young diagram of the special Schubert variety Ωmj consists of one row with mj boxes.
Denote d = (d1, . . . , dp), where integers d1, . . . , dp satisfy
(24) 0 ≤ d1 < · · · < dp−1 < dp = d, d1 + · · ·+ dp = m1 + · · ·+mn +
p(p− 1)
2
.
The Schubert index at infinity w(n + 1) is defined by d. We will denote I{m,d}(z) the
intersection (5) with wl(n+ 1) = d− dl + l − p, 1 ≤ l ≤ p, see (8).
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Proposition 6. If V ∈ I{m,d}(z), then the equation EV has the form
(25)
n∏
j=1
(x− zj)u
(p)(x) + F1(x)u
(p−1)(x) + · · ·+ Fp(x)u(x) = 0,
where Fi(x) is a polynomial of degree at most n− i for any 1 ≤ i ≤ p, and
(26) F1(x) =
(
−
m1
x− z1
− · · · −
mn
x− zn
)
·
n∏
j=1
(x− zj) .
Conversely, if m1, . . . , mn are positive integers, if all solutions to the equation (25), (26)
are polynomials, and if the degrees d1, . . . , dp of solutions satisfy (24), then the solution
space belongs to I{m,d}(z).
Proof : The decomposition of the determinant in the left hand side of (7) with respect
to the first column gives the following form of the equation EV ,
WV (x)u
(p)(x)−W ′V (x)u
(p−1)(x) + Fp−2(x)u
(p−2)(x) +
+ · · ·+ F2(x)u
′′(x) + F1(x)u
′(x) + F0(x)u(x) = 0 ,
where F0, . . . , Fp−2 are suitable polynomials. We see that the multiplicities of zj as a
root of the coefficient at u(p) and of the coefficient at u(p−1) differ by 1. Furthermore,
for any 1 ≤ j ≤ n we have ρl(zj) = p − l, 2 ≤ l ≤ p, in accordance with the definition
of the Schubert index (8). Therefore it is enough to proof that if the equation
xkF0(x)u
(p)(x) + xk−1F1(x)u
(p−1)(x) + F2(x)u
(p−2)(x) + · · ·+ Fp(x)u(x) = 0,
where F0(0) 6= 0, F1(0) 6= 0, and k ≥ 2, has solutions of the form
xifi(x), fi(0) 6= 0, i = 0, 1, . . . , p− 2,
then F2(0) = · · · = Fp(0) = 0. Indeed, the substitution of u(x) = x
p−2fp−2(x) into the
equation gives F2(0) = 0, then the substitution of u(x) = x
p−3fp−3(x) into the equation
leads to F3(0) = 0 and so on. Finally, the substitution of u(x) = f0(x) gives Fp(0) = 0
and finishes the proof of the first part of the Proposition.
The second part follows from Proposition 1, since the exponents of the equation (25),
(26) at all singular points are known. ⊳
As we explained in Sec. 1.5, the generating function of the intersection I{m,d}(z) has
the form (6). According to Lemma 2, we have Wi(x) = Tp−i(x) for 1 ≤ i ≤ p− 1. Thus
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in terms of unknown roots of the Wronskians W1, . . . ,Wp−1, we get
Φ(t) = Φk,m,z(t) =
n∏
j=1
k1∏
l=1
(t
(1)
l − zj)
−mj(27)
×
p−1∏
i=1
∏
1≤l<s≤kl
(t
(i)
l − t
(i)
s )
2
×
p−2∏
i=1
ki∏
l=1
ki+1∏
s=1
(t
(i)
l − t
(i+1)
s )
−1 ,
here t(i) = (t
(i)
1 , . . . , t
(i)
ki
) are the roots of Wp−i(x), 1 ≤ i ≤ p − 1, in accordance with
notation of Sec. 3.2.
5.2. Subspaces of singular vectors in the tensor product of symmetric powers
of the standard slp-representation. Denote L the standard slp-representation. Fix
vector m = (m1, . . . , mn) with positive integer coordinates and set
Lj = Sym
mjL, L⊗m = L1 ⊗ · · · ⊗ Ln .
With notation of Sec. 4.1, we have Lj = Γ(mj ,0,...,0). The corresponding Young diagram
is the same as for the special Schubert variety Ωmj ; it is a row with mj boxes. Denote
E = (1, 0, . . . , 0). The weight of Lj is mjE. For nonnegative integers k1, . . . , kp−1,
consider the weight
Λ = (m1 + · · ·+mn)E − k1α1 − . . . kp−1αp−1 , k = (k1, . . . , kp−1) .
Set k0 = m1 + · · ·+mn. We have
(Λ, αi) = ki−1 − 2ki + ki+1 , 1 ≤ i ≤ p− 2, (Λ, αp−1) = kp−2 − 2kp−1.
Clearly Λ is an integral dominant weight if and only if
ki−1 + ki+1 ≥ 2ki , 1 ≤ i ≤ p− 2, kp−2 ≥ 2kp−1 .
On the other hand, the relation (21) in our case takes the form
d1 = kp−1 , di = kp−i − kp+1−i + i− 1 , 1 ≤ l ≤ p,
as for any 1 ≤ j ≤ n we have mj(i) = 0, 1 ≤ i ≤ p− 1. Thus Λ is an integral dominant
weight if and only if d = (d1, . . . , dp) satisfies (24).
Consider Sing
k
L⊗m, the subspace of singular vectors of the weight Λ in L⊗m. The
master function of the Gaudin model associated with z and Sing
k
L⊗m is given by (27).
If ki vanishes for some i, then the corresponding terms in Φ(t) are missing.
According to Corollary 3 and Proposition 5, the number of critical orbits of the func-
tion Φk,m,z(t) is bounded from above by the dimension of SingkL
⊗m.
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5.3. Case n = 2. In this case we can suppose z = (0, 1), and the special Schubert
intersection takes the form
I{(m1,m2),d}(0, 1) = Ωm1(0) ∩ Ωm2(1) ∩ Ωw(∞) ⊂ Gp(Polyd) ,
w = (w1, . . . , wp), d = (d1, . . . , dp), wl = d− dl + l − p.
Proposition 7. I{(m1,m2),d}(0, 1) consists of a single element if d = (0, 1, . . . , p−3, m1+
m2 − d + 2p − 3, d) and is empty otherwise. If V ∈ I{(m1,m2),d}(0, 1), then the equation
EV has the form
x(x− 1)u(p)(x) + ((−m1 −m2)x+m1)u
(p−1)(x) +
+ (d− p+ 2)(m1 +m2 + p− d− 1)u
(p−2)(x) = 0.
Proof: In our case the equation of Proposition 6 takes the form
x(x− 1)u(p)(x) + ((−m1 −m2)x+m1) u
(p−1)(x) + cu(p−2)(x) = 0 ,
where c is some constant. Clearly the functions 1, x, . . . , xp−3 are solutions to this
equation, i.e. dl = l − 1, 1 ≤ l ≤ p − 2. The value of dp−1 is defined then by (24),
dp−1 = m1 +m2 − d+ 2p− 3. We get
w = (d+ 1− p, . . . , d+ 1− p, 2(d+ 1− p)−m1 −m2, 0).
It remains to notice that the obtained equation is the Gauss hypergeometric equation
with respect to u(p−2)(x), [R]. Therefore c is the product of the corresponding exponents
at infinity, which are −dp−1 + (p− 2) and −d+ (p− 2). ⊳
Denote Φ0(t) the function given by (27) with n = 2, m = (m1, m2), (z1, z2) = (0, 1).
This is the master function of the Gaudin model associated with (0, 1) and the subspace
of singular vectors of the weight
Λ0 = (m1 +m2)E − k1α1 − · · · − kp−1αp−1
in Symm1L⊗ Symm2L. The Pieri formula in this case can be formulated as follows, [F].
Lemma 3. The dimension of the subspace of singular vectors of the weight Λ0 in
Symm1L ⊗ Symm2L is 1 if 0 ≤ k1 ≤ min{m1, m2} and k2 = · · · = kp−1 = 0, and 0
otherwise. ⊳
Proposition 8. The number of critical orbits with non-zero critical values of the func-
tion Φ0(t) is 1 if the highest weight Λ0 enters the tensor product Sym
m1L ⊗ Symm2L,
and 0 otherwise.
Proof: If V is an element of Gp(Polyd) corresponding to a critical point of Φ
0(t), then
Proposition 7 asserts that one can take 1, x, . . . , xp−3 as the first p − 2 polynomials of
the basis of V . Thus the Wronskians of the first p − 2 subspaces of V•, see (14), are
W1(x) = · · · = Wp−2(x) = 1, i.e. k2 = · · · = kp−1 = 0.
For k2 = · · · = kp−1 = 0, the function Φ
0(t) coincides with the master function of the
sl2 Gaudin model associated with z = (0, 1) and the subspace of singular vectors of the
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weight m1 +m2 − 2k1 ≥ 0 in the tensor product of two irreducible sl2-representations
with highest weights m1 and m2. Results of Sec. 9 of [ReV] say that critical points with
non-zero critical value exist only if 0 ≤ k1 ≤ min{m1, m2}; moreover all of them are
nondegenerate, lie in the same orbit and define a non-zero Bethe vector. ⊳
Corollary 6. If I{(m1,m2),d}(0, 1) is non-empty, then it is a nondegenerate p-plane. ⊳
5.4. Proof of Theorem 2. We showed that the number of critical orbits with non-zero
critical values is dimSingkL
⊗m in the case m = (m1, m2) and z = (0, 1).
Results of N. Reshetikhin and A. Varchenko (see Theorem 9.16 and Theorem 10.4
of [ReV]) imply that dimSing
k
L⊗m gives then a bound from below for the number of
critical orbits with non-zero critical values of the function Φ(t) = Φk,m,z(t) given by (27),
for generic z = (z1, . . . , zn). Taking into account the Corollary from Theorem 1, we get
that the number of these critical orbits is exactly dimSingkL
⊗m. Moreover, arguments
similar to those in the proof of Theorem 9.16 in [ReV] show that distinct orbits define
distinct non-zero Bethe vectors. This finishes the proof of Theorem 2. ⊳
Corollary 7. For generic z = (z1, . . . , zn), the number of equations of the form (25),
(26) having polynomial solutions of degrees d1, . . . , dp with 0 ≤ d1 < · · · < dp equals the
dimension of Sing
k
L⊗m, where k = (k1, . . . , kp−1),
ki = d1 + · · ·+ dp−i + (n− 1)
(p− i)(p− i− 1)
2
, i = 1, . . . , p− 1. ⊳
24 I. Scherbak
References
[EGa] A. Eremenko and A. Gabrielov, Degrees of real Wronski maps, Discrete Comput. Geom. 28
(2002), 331–347.
[EH] D. Eisenbud and J. Harris, Divisors on general curves and cuspidal rational curves, Invent. Math.
74 (1983), 371–418.
[F] W. Fulton, Young Tableaux, Cambridge University Press, 1997.
[FH] W. Fulton and J. Harris, Representation theory: a first course, Springer-Verlag, 1991.
[Fr] E. Frenkel, Affine algebras, Langlands duality and Bethe ansatz, Proceedings of the International
Congress of Math. Physics, Paris 1995, International Press, 1995, 606–642.
[FeFrRe] B. Feigin, E. Frenkel, N. Reshetikhin, Gaudin model, Bethe ansatz and critical level, Commun.
Math. Phys. 166 (1994), 27–62.
[Ga] A. Gabrielov, private communication.
[G] M. Gaudin, Diagonalization d’une class hamiltoniens de spin. Journ. de Physique 37, no. 10 (1976),
1087 – 1098.
[He] E. Heine, Handbuch der Kugelfunktionen, vol. 1, 2-nd edition, Berlin 1878.
[KhSo] V. Kharlamov and F. Sottile, Maximally inflected real rational curves, preprint (2002),
math.AG/0206268.
[MV] E. Mukhin and A. Varchenko, Critical points of master functions and flag varieties, preprint
(2002), math.QA/0209017.
[PSz] G. Po´lya and G. Szego, Problems and Theorems in Analysis II, Springer–Verlag, 1976.
[R] E. Rainville, Intermediate differential equations, The Macmillan Company, 1964.
[ReV] N. Reshetikhin, A. Varchenko, Quasiclassical Asymptotics of Solutions to the KZ Equations. In:
Geometry, Topology, and Physics for Raoul Bott, International Press, 1994, 293–322.
[S1] I. Scherbak, Rational functions with prescribed critical points, GAFA 12 (2002), 1365–1380.
[S2] I. Scherbak, Gaudin’s model and the generating function of the Wronski map, to appear in the
Banach Center Publications.
[SV] I. Scherbak and A. Varchenko, Critical points of functions, sl2 representations, and Fuchsian
differential equations with only univalued solutions, preprint (2001), math.QA/0112269, to appear
in the Moscow Mathematical Journal.
[St] T. Stieltjes, Sur certains polynoˆmes qui ve´rifient une e´quation differentielle line´aire du second ordre
et sur la the´orie des fonctions de Lame´, Acta Math. 6 (1885), 321–326; Oeuvres Comple`tes, vol. 1,
434–439.
School of Mathematical Sciences
Tel Aviv University
Ramat Aviv, Tel Aviv 69978, Israel
E-mail: scherbak@post.tau.ac.il
