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Abstract
In this paper, the automatic speech recognition (ASR) and
statistical machine translation (SMT) systems of RWTH
Aachen University developed for the evaluation campaign of
the International Workshop on Spoken Language Translation
(IWSLT) 2012 are presented. We participated in the ASR
(English), MT (English-French, Arabic-English, Chinese-
English, German-English) and SLT (English-French) tracks.
For the MT track both hierarchical and phrase-based SMT
decoders are applied. A number of different techniques
are evaluated in the MT and SLT tracks, including domain
adaptation via data selection, translation model interpolation,
phrase training for hierarchical and phrase-based systems,
additional reordering model, word class language model, var-
ious Arabic and Chinese segmentation methods, postprocess-
ing of speech recognition output with an SMT system, and
system combination. By application of these methods we can
show considerable improvements over the respective base-
line systems.
1. Introduction
This work describes the automatic speech recognition (ASR)
and statistical machine translation (SMT) systems developed
by RWTH Aachen University for the evaluation campaign
of IWSLT 2012 [1]. We participated in the ASR track, ma-
chine translation (MT) track for the language pairs English-
French, Arabic-English, Chinese-English, German-English
and the spoken language translation (SLT) track. State-of-
the-art ASR, phrase-based and hierarchical machine transla-
tion systems serve as baseline systems. To improve the MT
baselines, we evaluated several different methods in terms of
translation performance. We show that phrase training for the
phrase-based (forced alignment) as well as for hierarchical
approach (forced derivation) can reduce the phrase table size
while even improving translation quality. In addition, differ-
ent word segmentation methods are tested for both Arabic
and Chinese as source language. For English as source lan-
guage, we perform a part-of-speech-based adjective reorder-
ing as preprocessing step. System combination is employed
in three language pairs of the MT track to improve the trans-
lation quality further. Moreover, we investigate the use of
the Google Books n-grams. For the SLT track, an SMT sys-
tem is applied to perform a postprocessing of the given ASR
output. This paper is organized as follows. In Section 2 and
3 we describe our ASR system and baseline translation sys-
tems. Sections 4 and 5 give an account of the phrase training
procedure for the hierarchical phrase-based system and the
system combination applied in several MT tasks. Our ex-
periments for each track are summarized in Section 6. We
conclude in Section 7.
2. ASR System
The ASR system is based on our English speech recognition
system that we also successfully applied in Quaero evalua-
tions [2].
In the acoustic feature extraction, the system computes
Mel-frequency cepstral coefficients (MFCC) from the au-
dio signal, which are transformed with a vocal tract length
normalization (VTLN). In addition, a voicedness feature is
computed. Acoustic context is incorporated by concatenat-
ing nine feature vectors in a sliding window. The resulting
feature vector is reduced to 45 dimensions by means of a
linear discriminant analysis (LDA). Furthermore, bottleneck
features derived from a multilayer perceptron (MLP) are con-
catenated with the feature vector.
The acoustic model is based on hidden Markov models
(HMMs) with Gaussian mixture models (GMMs) as emis-
sion probabilities. The GMM has a pooled, diagonal covari-
ance matrix. It models 4500 generalized triphones which are
derived by a hierarchical clustering procedure (CART). The
parameters of the GMM are estimated with the expectation-
maximization (EM) algorithm with a splitting procedure ac-
cording to the maximum likelihood criterion.
The language model is a Kneser-Ney smoothed 4-gram.
Several language models are trained on different datasets.
The final language model is obtained by linear interpolation.
Table 1: Acoustic training data of ASR system
Corpus Amount of data [hours]
quaero-2011 268h
hub4+tdt4 393h
epps 102h
Table 2: Language model training data of ASR system
Corpus Amount of data [running words]
Gigaword 4 2.6B
TED 2.7M
Acoustic transcriptions 5M
The vocabulary of the recognition lexicon is obtained by ap-
plying a count-cut-off on the language model data. Each
word in the lexicon can have multiple pronunciations. Miss-
ing pronunciations are derived with a grapheme-to-phoneme
tool.
The recognition is structured in three passes, In the first
pass, a speaker independent model is used. The recognition
result of the first pass is used for estimating feature transfor-
mations for speaker adaptation (CMLLR). The second pass
uses the CMLLR transformed features. Finally, a confusion
network decoding is performed on the word lattices obtained
from the second pass.
The acoustic model of the ASR system is trained on 793
hours of transcribed acoustic data in total, see Table 1. The
acoustic training data consists of American broadcast news
data (hub4+tdt4), European parliament speeches (epps), and
British broadcast conversations (quaero). The MLP is trained
on the 268 hours of the quaero corpus only. We use 4500
triphone states and perform eight EM splits, resulting in a
GMM with roughly 1.1 million mixture components.
The language model is trained on a large amount of news
data (Gigaword), the transcriptions of the audio training data,
and a small amount of in-domain data (TED), see Table 2.
The recognition lexicon consists of 150k words.
3. Baseline SMT Systems
For the IWSLT 2012 evaluation RWTH utilized state-of-the-
art phrase-based and hierarchical translation systems as well
as our in-house system combination framework. GIZA++
[3] was employed to train word alignments, all LMs were
created with the SRILM toolkit [4] and are standard 4-gram
LMs with interpolated modified Kneser-Ney smoothing, un-
less stated otherwise. We evaluate in truecase, using the
BLEU [5] and TER [6] measures.
3.1. Phrase-based Systems
For the phrase-based SMT systems, we used in this work
both an in-house implementation of the state-of-the-art MT
decoder (PBT) described in [7] and the implementation of
the decoder based on [8] (SCSS) which is part of RWTH’s
open-source SMT toolkit Jane 2.1 1. We use the standard
set of models with phrase translation probabilities and lex-
ical smoothing in both directions, word and phrase penalty,
distance-based reordering model, an n-gram target language
model and three binary count features. The parameter
weights are optimized with MERT [9] (SCSS, HPBT) or the
downhill simplex algorithm [10] (PBT).
3.2. Hierarchical Phrase-based System
For our hierarchical setups, we employed the open source
translation toolkit Jane [11], which has been developed at
RWTH and is freely available for non-commercial use. In
hierarchical phrase-based translation [12], a weighted syn-
chronous context-free grammar is induced from parallel
text. In addition to contiguous lexical phrases, hierarchi-
cal phrases with up to two gaps are extracted. The search
is carried out with a parsing-based procedure. The standard
models integrated into our Jane systems are: phrase transla-
tion probabilities and lexical smoothing probabilities in both
translation directions, word and phrase penalty, binary fea-
tures marking hierarchical phrases, glue rule, and rules with
non-terminals at the boundaries, four binary count features,
phrase length ratios and an n-gram language model. Op-
tional additional models are IBM model 1 [13], discrimi-
native word lexicon (DWL) models, triplet lexicon models
[14], a discriminative reordering model [15] and several syn-
tactic enhancements like preference grammars and string-to-
dependency features [16]. We utilize the cube pruning algo-
rithm [17] for decoding and optimize the model weights with
standard MERT [9] on 100-best lists.
4. Forced Derivation
As proposed in [18], an alternative to the heuristic phrase
extraction from word-aligned data is to train the phrase ta-
ble with an EM-inspired algorithm. Since in [18] a phrase
table for a phrase-based system was learned, we employed
the idea of force-aligning the training data on a hierarchical
phrase-based setup [19]. Instead of applying a modified ver-
sion of the decoder, a synchronous parsing algorithm based
on two successive monolingual parses is performed. The idea
of the two-parse algorithm is to first parse the source sen-
tence. Then, phrases extracted from the source parse tree are
used to parse the target sentence. After parsing, we apply the
inside-outside algorithm on the generated target parse tree to
compute expected counts for each applied phrase. Using the
expected counts, we update the phrase probabilities and ap-
ply a threshold pruning on the phrase table. Leave-one-out
1http://www-i6.informatik.rwth-aachen.de/jane/
Table 3: Forced Derivation (FD) results for the MT task
English-French including phrase table (PT) size.
system dev test PT size
BLEU TER BLEU TER # phrases
baseline 27.4 56.9 30.4 51.2 72M
FD 27.6 56.6 30.5 51.3 8.7M
is applied to counteract over-fitting effects. We tested this
procedure on the English-French MT task. The results are
shown in Table 3. The phrase table size was reduced by 88%
without hurting performance.
5. System Combination
System combination is used to produce consensus trans-
lations from multiple hypotheses generated with different
translation engines. System combination can be divided into
two steps. The first step produces a word to word alignment
for the given single system hypotheses. In a second step a
confusion network is constructed. Then, the hypothesis with
the highest probability is extracted from this confusion net-
work. For the alignment procedure, we have to choose one
of the given single system hypotheses as primary system. To
this primary system all other hypotheses are aligned and thus
the primary system defines the word order. In Figure 1 a sys-
tem combination of four different system is shown. We select
the bold hypothesis as primary hypothesis. The other hy-
potheses are aligned to the primary using the METEOR [20]
alignment. The resulting hypotheses have different word
lengths and thus it is possible to align a word to an empty
word marked as $. Once the alignment is given, we are able
to built a confusion network. As the hypotheses consist of
different words and may have different sentence length, the
unaligned words could produce incorrect arcs. To fix the in-
correct arcs, we introduce a reordering model based on the
language model scores of the given adjacent incorrect arcs.
For unaligned parts, we take the hypothesis with the high-
est language model score and align the unaligned parts of all
hypotheses to that one. As result we get a more meaningful
confusion network. In Figure 1 different confusion networks
with and without the reordering model are shown. A more
compact representation of the confusion network is given in
Figure 2.
As choosing a primary hypothesis is a hard decision, we
build for each hypothesis as primary system one confusion
network. To combine these different networks, we just use
the Union operation from the automata theory. The next step
is to extract the most probably translation from the confu-
sion network. Each arc in the confusion network is rescored
with different statistical models as word or phrase counts of
the single systems, a language model score, a word penalty
and a binary feature which marks the primary system of the
partial confusion network. We give each model a weight and
this is it
system that was future
hypotheses this is in the future
future is this
that|this was|is $|it future|$
alignment this|this is|is $|it in|$ the|$ future|$
future|$ this|this is|is $|it
$ this is it $ $ $
confusion $ that was $ future $ $
network $ this is $ in the future
future that is $ $ $ $
reordering $ this is it $ $ $
of $ that was $ $ $ future
unaligned $ this is $ in the future
words $ this is $ $ $ future
Figure 1: Example for system combination of four different
hypotheses.
0 15:that/1
7:this/3
23:is/3
8:was/1
30:*EPS*/3
4:it/1
40:*EPS*/3
2:in/1
50:*EPS*/3
6:the/1
60:*EPS*/1
1:future/3
Figure 2: Confusion network of four different hypotheses.
Table 4: System combination results for the MT tasks
English-French (en-fr), Arabic-English (ar-en) and Chinese-
English (zh-en).
system tst2010
BLEU TER
en-fr best single system 32.0 50.1
system combination 32.9 42.9
ar-en best single system 27.1 54.4
system combination 28.0 53.4
zh-en best single system 14.7 74.5
system combination 15.4 74.1
combine them in a log-linear model. The weights can be op-
timized with MERT and the translation with the best score
within the lattice is the consensus translation.
By applying system combination in the English-French,
Arabic-English and Chinese-English MT task, we achieve
improvements of up to +0.9 points in BLEU and up to -1.0
points in TER.
6. Experimental Evaluation
6.1. Automatic Speech Recognition
In Table 5 we compare the word error rate (WER) of the three
different passes. A lower WER indicates a better recognition
quality. We achieve an improvement of 2.5 points in WER by
applying the second pass. Furthermore, the confusion net-
work decoding improves the recognition by 0.2 points.
Table 5: Results of the English ASR task. Our ASR system
is incrementally improved with each pass.
dev2010 tst2010
pass 1 20.0 18.4
pass 2 17.5 15.9
cn-decoding 17.3 15.7
6.2. English-French
For the English-French task, RWTH employed both phrase-
based decoders (SCSS, PBT), different hierarchical phrase-
based systems (HPBT) and a system combination of the best
setups. All experimental results are given in Table 6.
The SCSS baseline system is trained on the in-domain
data (TED) [21]. For this baseline, we achieve the biggest
improvement by training an additional translation model on
the available out-of-domain data (+1.1% BLEU). The sys-
tem is further improved by applying part-of-speech-based ad-
jective reordering rules as preprocessing step [22] (+0.3%
BLEU) and a 7-gram word class language model (+0.3%
BLEU).
For the PBT setups, the baseline is a system trained
on all available data (allData). By adding phrase-level dis-
criminative word lexicons [14] (DWL) and a reordering
model, which distinguishes monotone, swap, and discontin-
uous phrase orientations [23, 24] (MSD-RO), the baseline
system is improved by 0.9 points in BLEU and 0.7 points in
TER.
The HPBT baseline is trained on the in-domain data. By
limiting the recursion depth for the hierarchical rules with a
shallow-1 grammar [25], we achieve an improvement of 0.6
points in BLEU. The bigger language model is trained on the
target part of the bilingual corpus, the Shuffled News data
and the 109 and French Gigaword corpora. As for the SCSS
system, we trained an additional phrase table on the out-of-
domain data. All in all, we are able to improve the HPBT
baseline by +2.3% BLEU and -1.8% TER.
To increase the translation quality further, we employed
system combination as described in Section 5 on sev-
eral systems including the last year’s primary submission
(HPBT.2011). We gain an enhancement of 0.9 points in
BLEU and 0.7 points in TER compared to the best single sys-
tem. Compared to the last year’s submission on the 2011
evaluation set, we could improve our best single system by
1.6 points in BLEU and 1.8 points in TER and further 1.0%
BLEU with system combination (Table 7).
6.2.1. Google Books n-grams
For the English-French translation task we also investigated
upon using the Google Books n-grams [26] which is a collec-
tion of n-gram counts extracted from digitized books. These
counts are categorized by language and publication year of
the books containing the n-grams. Selecting a range of years
Table 6: Results for the English-French MT task. The
open-source phrase-based decoder (SCSS) is incrementally
augmented with a second translation model trained on out-
of-domain data (oodDataTM), adjective-reordering as pre-
processing step (adj-reordering) and a word class language
model (WordClassLM). The in-house phrase-based decoder
(PBT) is trained on all available bilingual data (allData) and
incrementally augmented with a discriminative word lexi-
con (DWL) and an additional reordering model (MSD-RO).
The hierarchical phrase-based decoder (HPBT) is incremen-
tally augmented with a shallow-1 grammar (shallow), a big-
ger language model (bigLM), an alternative lexical smooth-
ing (IBM-1), forced derivation (FD) and a second transla-
tion model trained on out-of-domain data (oodDataTM). The
primary submission is a system combination of all systems
marked with *.
system dev2010 tst2010
BLEU TER BLEU TER
SCSS TED 25.9 58.3 29.3 52.1
+oodDataTM 28.2 56.1 31.4 50.9
+adj-reordering 28.2 56.4 31.7 50.5 *
+WordClassLM 28.3 56.0 32.0 50.1 *
PBT allData 27.9 55.8 30.9 50.6 *
+DWL 28.0 56.1 31.6 50.3 *
+MSD-RO 28.1 55.8 31.8 49.9 *
HPBT TED 25.7 58.6 29.0 52.8
+shallow 26.6 57.8 29.6 52.0
+bigLM 26.8 57.6 30.2 51.7
+IBM-1 27.4 56.9 30.4 51.2 *
+FD 27.6 56.6 30.5 51.3 *
+oodDataTM 27.7 56.5 31.3 51.0 *
HPBT.2011 27.4 57.0 31.1 50.7 *
system combination 29.5 54.9 32.9 49.2
Table 7: Comparison of 2011 and 2012 English-French task
submission on tst2011.
submission tst2011
BLEU TER
2011 (single system) 36.1 43.8
2012 (best single system) 37.7 42.0
2012 (system combination) 38.7 40.9
and using the vanilla n-grams resulted in language models
with very high perplexities: The preprocessing steps applied
to the underlying corpus do not match the preprocessing used
in our system. By adapting the vanilla n-grams reasonable
perplexities were obtained. We could further improve the
language model by selecting only n-grams from books pub-
lished in the last few years.
Our final language model uses 4-grams obtained from the
Google Books n-grams which are mixed with our previously
described language model. The resulting language model
has a perplexity of 81.4 on our development set which com-
pares to a perplexity of 85.0 of the original language model.
However, we did not use the improved language model in
our final system since very small to no increase in transla-
tion quality was observed whereas the language model size
was increased. We believe that the combination of mismatch
in preprocessing, OCR errors and the very broad domain of
the Google Books n-grams lead to the rather small improve-
ments. It should be noted that a newer version of the Google
Books n-grams [27] is available that was not available during
the time of work.
6.3. Arabic-English
RWTH participated last year in the Arabic-English TED task,
achieving the best automatic results in the evaluation. This
year, the architecture of the Arabic-English system is similar
to last year, where a system combination is performed over
different systems with differing Arabic segmentation meth-
ods. The differences from last year include: larger bilin-
gual in-domain training data (130K versus 90K last year), the
inclusion of the English Gigaword for language-modeling,
and phrase table interpolation. We experimented with linear
phrase table interpolation, where the phrase probabilities in
both directions are interpolated linearly with a fixed weight
optimized on the development set. We created two phrase
tables, one using the TED in-domain and the other using the
UN corpus, and interpolated them with a weight of 0.9 for the
TED phrase table. The interpolation resulted in 1% BLEU
improvement over a system using a phrase table trained over
the full data.
The different segmentation methods are similar to last
year, and include:
FST A finite state transducer-based approach introduced
and implemented by [28]. The segmentation rules are
encoded within an FST framework.
SVM A reimplementation of [29], where an SVM frame-
work is used to classify each character whether it
marks the beginning of a new segment or not.
CRF An implementation of a CRF classifier similar to the
SVM counterpart. We use CRF++2 to implement the
method.
MorphTagger An HMM-based Part-Of-Speech (POS) tag-
ger implemented upon the SRILM toolkit [30].
MADA v3.1 An off-the-shelf tool for Arabic segmentation
[31]. We use the following schemes: D1,D2,D3 and
ATB (TB), which differ by the granularity of the seg-
mentation.
2http://crfpp.sourceforge.net/
Table 8: Arabic-English results on the test set (tst2010) for
different segmentations, comparing 2011 and 2012 systems.
MADA-TB ALL is a system using unfiltered bilingual data.
The primary submission is a system combination of all the
listed systems.
system 2011 2012
BLEU TER BLEU TER
FST 25.1 57.0 26.5 55.8
SVM 25.4 57.4 26.6 54.4
HMM 25.7 56.9 26.9 55.1
CRF 25.7 56.7 26.9 54.5
MADA-D1 24.7 57.1 26.3 55.4
MADA-D2 25.2 57.1 26.9 54.7
MADA-D3 25.4 57.1 27.0 54.0
MADA-TB 26.1 56.4 - -
MADA-TB ALL 26.1 56.6 27.1 54.4
system combination 27.0 54.7 28.0 53.4
As in last year, adaptation using filtering is done for both
LM training and TM training. To build the LM, we use a
mixture of all available English corpora, where News Shuf-
fle, giga-fren.en and the English Gigaword are filtered. For
translation model filtering, we use the combined IBM-1 and
LM cross-entropy scores. We perform filtering for the Mul-
tiUN corpus, selecting 116 of the sentences (400K). Due to the
different Arabic segmentations we utilize, we performed the
sentence selection only once over the MADA-TB method,
and used the same selection for all other setups.
We trained phrase-based systems for all different seg-
mentation schemes using the interpolation of TED and the
400K selected portion of the UN corpus. Additionally, one
system was trained on all available data, preprocessed with
MADA-TB. The results are summarized in Table 8. The table
includes a comparison between the 2011 and 2012 systems
on the test set. This year systems clearly improves over last
year, with improvements ranging from 1% up-to 1.7% BLEU.
The single system MADA-TB ALL of 2012 performs simi-
larly to the system-combination submission of 2011. The
final system combination improves over last year submission
with +1% BLEU and -1.3% TER.
6.4. Chinese-English
Results of Chinese-English systems are given in Table 9. The
system combination in Table 9 is RWTH’s primary submis-
sion. The system combination was done as follows. We use
both a phrase-based decoder [7] and a hierarchical phrase-
based decoder Jane [11]. For each of the two decoders we
do a bi-directional translation, which means the system per-
forms standard direction decoding (left-to-right) and reverse
direction decoding (right-to-left). We thereby obtain a total
of four different translations.
Table 9: Chinese-English results on the dev test set for dif-
ferent segmentations. The primary submission is a system
combination of all the listed systems.
system dev2010 tst2010
BLEU TER BLEU TER
PBT 12.2 80.0 14.2 73.7
PBT-reverse 11.9 79.6 13.7 74.3
HPBT 12.7 80.0 14.7 74.5
HPBT-reverse 12.8 81.0 14.5 76.2
HPBT-withUN-a 12.1 81.4 14.1 76.0
HPBT-withUN-b 12.5 80.4 14.0 75.5
system combination 13.7 78.9 15.4 74.1
To build the reverse direction system, we used ex-
actly the same data as the standard direction system and
simply reversed the word order of the bilingual corpora.
For example, the bilingual sentence pair “今天 是 星期
天 。||Today is Sunday .” is now transformed to “。 星
期天 是 今天||. Sunday is Today”. With the reversed cor-
pora, we then trained the alignment, the language model and
our translation systems in the exactly same way as the nor-
mal direction system. For decoding, the test corpus is also re-
versed. The idea of utilizing right-to-left decoding has been
proposed by [32] and [33] where they try to combine the ad-
vantages of both of the left-to-right and right-to-left decod-
ing with a bidirectional decoding method. We also try to
gain benefits from two-direction decoding, however, we use
a system combination to achieve this goal.
In Table 9, first four systems do not use UN data. For
HPBT-withUN-a and HPBT-withUN-b we additionally se-
lect 800k bilingual sentences from UN. HPBT-withUN-a and
HPBT-withUN-b are built using the same setup but with dif-
ferently optimized feature weights. PBT-reverse is the re-
verse system of PBT. HPBT-reverse is the reverse system
of HPBT. HPBT-withUN-a and HPBT-withUN-b are trained
with normal the left-to-right direction. From the results we
draw the conclusions: HPBT performs better than PBT; UN
data does not help; system combination of the six systems
gets the best result.
6.5. German-English
For the German-English task, RWTH submitted a phrase-
based system which is extended by several state-of-the-art
improvements. In a preprocessing step, the German source
is decompounded [34] and part-of-speech-based long-range
verb reordering rules [22] are applied. The baseline uses a
4-gram language model trained on the target side of the bilin-
gual data. When using additional monolingual data, we per-
form data selection as described in [35].
The results are given in Table 10. We created two base-
lines, one trained on all available bilingual data, one trained
Table 10: Results for the German-English MT task. The
phrase-based decoder (SCSS) trained on TED data is in-
crementally augmented with forced alignment phrase train-
ing (FA), additional monolingual data (ShuffledNews, Gi-
gaword), a word class language model (WordClassLM) and
a second translation model trained on out-of-domain data
(oodDataTM).
system dev2010 tst2010
BLEU TER BLEU TER
SCSS allData 29.0 49.5 27.5 51.6
SCSS TED 29.9 48.4 28.4 50.3
+FA 30.3 47.7 28.5 49.9
+ShuffledNews 31.1 47.9 29.2 50.2
+WordClassLM 31.2 47.8 29.8 49.7
+oodDataTM 31.9 47.4 30.3 49.3
+Gigaword 32.6 46.4 30.8 48.6
on the in-domain TED data only. The pure in-domain system
clearly outperforms the general system on the TED data sets.
This baseline is improved by forced-alignment phrase train-
ing (+0.1% BLEU) [18], adding 14 of the Shuffled News data
(+0.7% BLEU), a 7-gram word class language model (+0.6%
BLEU), a second translation model trained on all available
out-of-domain data (+0.5% BLEU) and finally by adding 18
of each of the 109 and Gigaword corpora to the LM training
data (+0.5% BLEU).
6.6. Spoken Language Translation (SLT)
The input for the translation systems in the SLT track is
the automatic transcription provided by the automatic speech
recognition track. In this work, we used the recognitions of
our ASR system described in Section 2. Due to the fact that
the output of the ASR system does not provide punctuation
marks or case information and contains recognition errors,
we have to adapt the standard text translation system used in
the English-French MT track.
Firstly, as described in [36], we trained a translation sys-
tem on data without punctuation marks and case information
in the source language, but including punctuation and casing
in the target language. By translating ASR output with such a
system, punctuation and case information are predicted dur-
ing the translation process. We denote this as IMPLICIT.
As a second approach an SMT system was trained on
a corpus with ASR output as source language data and the
corresponding manual transcription as target language data,
i.e. we interpret the postprocessing of the ASR output as
machine translation [37]. We denote this as POSTPROCESS-
ING. In order to built such a corpus we recognized the pro-
vided talks with our ASR system. On this corpus a standard
phrase-based SMT was trained. During the translation of the
ASR output punctuation and case information are restored.
The output of this SMT system is the input of a standard text
translation system.
Table 11: Comparison between the methods IMPLICIT and
POSTPROCESSING on the SLT task English-French (IWSLT
2012).
system dev2010 tst2010
BLEU TER BLEU TER
IMPLICIT 19.2 67.8 22.5 61.6
POSTPROCESSING 20.1 67.2 23.4 60.7
In Table 11, we compare the IMPLICIT method with our
second approach (POSTPROCESSING). Note, for the experi-
ments we utilized the best single system of the MT English-
French track. POSTPROCESSING outperforms IMPLICIT and
we achieve an improvement of 0.9 points in BLEU and 0.9
points in TER.
7. Conclusion
RWTH participated in ASR, MT (English-French, Arabic-
English, Chinese-English, German-English) and SLT tracks
of the IWSLT 2012 evaluation campaign.
Considerable improvements over respective baseline sys-
tems were achieved by applying several different techniques.
For the MT track, among these are phrase training for the
phrase-based as well as for the hierarchical system, an ad-
ditional reordering model, word class language model, data
filtering techniques, phrase table interpolation, and differ-
ent Arabic and Chinese segmentation tools. To improve the
SLT system, postprocessing of the ASR output is modelled
as machine translation. By system combination, additional
improvements of the best single system were achieved.
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