Approximate exchange-correlation functionals in Kohn-Sham (KS) density-functional theory (DFT) struggle to describe the delocalization and static correlation of electrons. This leads to poor dissociation energies, which are either vastly underestimated when delocalization is present or vastly overestimated when static correlation is present. We demonstrate how the alternative framework of partition density-functional theory (PDFT) can correctly describe bond dissociation through its focus on, and correct treatment of, sharply-defined 'atoms-in-molecules'. This method is illustrated through calculations on the dissociation of H + 2 and H2, the two paradigm systems displaying delocalization and static correlation. For the case of stretched H2, we show that our proposed method leads to an effective KS potential which contains a peak around the bond midpoint. This feature is absent from almost all density-functional approximations but has been shown to appear in the exact KS potential and is essential for the correct description of electron dynamics. [2] continues to be one of the most practical formulations of the many-electron problem in quantum chemistry and solid-state physics. More than 9,000 papers in 2012 reporting on DFT calculations for a wide variety of systems show that DFT is an invaluable computational and interpretative tool in chemistry and materials science [3] . Improving on the accuracy and efficiency of KS-DFT calculations is a constant and pressing goal for the electronic-structure community [4] , which works on understanding the sources of errors [5, 6] , developing new exchange-correlation (XC) functionals [7] [8] [9] , and designing better and faster computational algorithms [10] .
The Kohn-Sham (KS) prescription [1] of densityfunctional theory (DFT) [2] continues to be one of the most practical formulations of the many-electron problem in quantum chemistry and solid-state physics. More than 9,000 papers in 2012 reporting on DFT calculations for a wide variety of systems show that DFT is an invaluable computational and interpretative tool in chemistry and materials science [3] . Improving on the accuracy and efficiency of KS-DFT calculations is a constant and pressing goal for the electronic-structure community [4] , which works on understanding the sources of errors [5, 6] , developing new exchange-correlation (XC) functionals [7] [8] [9] , and designing better and faster computational algorithms [10] .
Two open problems in DFT are the delocalization and static correlation errors of approximate functionals, arising from improper treatment of fractional charges and spins, respectively [5] . Delocalization error causes underestimation of energies in dissociating molecular ions, chemical reaction barrier heights, charge-transfer excitations, band-gaps of semiconductors, as well as overestimation of binding energies of charge-transfer complexes and response to electric fields. Static correlation error is responsible for the problems with degenerate and neardegenerate states, incorrect dissociation limit of neutral diatomics and poor treatment of strongly correlated systems. The simplest systems that display these errors are stretched H + 2 and H 2 . Local and semi-local approximations to the exchange-correlation energy (E XC ) severely underestimate the dissociation energy of H + 2 due to delocalization, and overestimate the dissociation energy of H 2 due to static correlation (See Table I ).
In this work we demonstrate that partition densityfunctional theory (PDFT) [11] is a suitable framework to solve these problems. The partition energy of PDFT (denoted E p , to be defined below) is amenable to simple approximations which can handle delocalized and statically correlated electrons, greatly improving dissociation energies in both cases. For example, Table I PDFT allows a molecular calculation to be performed on individual fragments of a molecule rather than on the molecule as a whole. It is based on the densitypartitioning scheme of ref. [12] [13] , and is nearly equivalent in practice to the latest formulation of embedding theory [14] based on earlier work of Cortona [15] and Wesolowski and Warshel [16] . One critical difference, essential for this work, is our use of ensemble functionals to treat non-integer electron numbers and spins.
In order to partition the molecule into fragments, the nuclear potential is divided into fragment potentials, v α . We typically choose atom-based fragments, where each nucleus controls its own fragment, but any partition may be chosen as long as the sum of fragment potentials equals the total external potential.
Each individual fragment calculation is a standard DFT calculation for the ensemble ground-state density of N α electrons in an effective potential. We denote the α th fragment density as n α and the sum of fragment densities as n f . The number of electrons in each frag-ment, N α , is determined from the principle of chemical potential equalization [12] and is not necesarily an integer number. The effective external potential for each fragment is the sum of the fragment's potential, v α , and the partition potential, v p . The latter is a global quantity ensuring that all of the fragment calculations produce densities that sum to yield the correct molecular density while minimizing the sum of the fragment energies, E f . The partition potential enters formally as a lagrange multiplier, but can be calculated as the functional derivative of E p with respect to the total density [17] .
The partition energy, E p , central to our work, is the difference between the total molecular energy, E[n], and the sum of the fragment energies,
, is the total electronic energy for N α electrons in the fragment potential v α (r) (the partition potential does not contribute to E α ). If N α is not an integer then E α [n α ] is the energy of an ensemble of two systems, one with p = ⌊N α ⌋ electrons and another one with p + 1 = ⌈N α ⌉ electrons. As argued in ref. [17] , the minimum value of E f with respect to variations of the n α 's is a functional of the total density. Subtracting this quantity from the true groundstate energy yields
, an implicit functional of the molecular density. We may also write E p as an explicit functional of the fragment densities:
In the two-fragment case, E p can be divided into components and written out explicitly in terms of fragment densities:
where
. This is similar to the non-additive functionals of embedding theory [14] [15] [16] except that the functional values for each fragment are calculated from ensembles, as noted previously. In practice, a choice of density-functional approximation (DFA) must be made for E XC and ∆E XC . In addition, the ∆T s term requires writing the non-interacting kinetic energy as a functional of the density. Approximate kinetic energy functionals may be used [18] , although ∆T s can also be obtained from an inversion of the sum of fragment densities as in ref. [19] . (We use von Weizsäcker inversion here, since both of our illustrative systems, H + 2 and H 2 , have a single occupied orbital).
For a given choice of XC functional, we may exactly reproduce the corresponding KS-DFT calculation as long as the same DFA is employed for ∆E XC and E f [20] . We can also trivially reproduce a KS-DFT calculation by setting the number of fragments equal to one. In these ways PDFT subsumes KS-DFT.
However, PDFT also goes beyond KS-DFT. For example, the following "Overlap Approximation" produces the results reported on the 2 nd column of Table I (when used with LDA):
where ⌊N s ⌋) ). The overlap measure, S, is designed to go to zero at infinite fragment separation and to one at the united-fragment limit and is reminiscent of the work of [21] . Why this works will be made clear later on. We note that although E OA p produces accurate dissociation energies for the paradigm systems H + 2 and H 2 , the actual binding curves are inaccurate at intermediate separations. Nevertheless, Table  I suggests that the route is promising. One strategy for improving upon OA is to investigate different choices for the overlap S and for f (N s , S). Another promising route that we explore here is choosing one XC functional for the fragment calculations and another for the ∆E XC term, thus producing a molecular density and energy different from those of a KS-DFT calculation performed using either XC functional. The separation of E p [n] and E f [n] opens opportunities for new approximations within a selfconsistent framework. In particular, when the error of a DFT calculation is due to fragmentation, as in bondstretching, expressing E p [n] as a functional of the set of fragment densities has the potential of fixing the error from its root. The physics of inter -fragment interactions is contained in E p while the intra-fragment interactions are contained in E f . This is the main idea we wish to explore in the remainder of this Letter. We first discuss a consequence of using different levels of approximation for E p and E f . As shown in ref. [17] , the partition potential is determined from the chain rule:
, where the α th -partition potential is given by v p,α (r) = δE p /δn α (r) and Q α (r ′ , r) = δn α (r ′ )/δn(r) satisfies the sum-rule: α Q α (r ′ , r) = δ(r ′ − r). As long as the same level of approximation is employed for E p and E f , then at convergence v p,α (r) = v p,β (r) ∀α, β so the choice of Q α is inconsequential provided the sum-rule is satisfied. When different levels of approximation are used for E p and E f , however, the v p,α (r) are not necesarily identical at convergence, and it becomes critical to specify the approximation being used for the Q α . Future work will need to establish the effect of different approximations for Q on final energies and densities. Throughout the present work, we employ the Local-Q approximation suggested in ref. [17] , which directly leads to an expression for the two-fragment partition potential:
We now have all of the neccesary tools to perform PDFT calculations with separate approximations for E f and E p . We implemented these calculations on a realspace prolate spheroidal grid, following the work of Becke and other workers [22] [23] [24] [25] [26] , and found XC potentials and energies through use of the Libxc library [27] . We validated the code through calculations on H + 2 and H 2 at equilibrium geometries for both PDFT and standard KS-DFT calculations where our code yields the same energies to within 10 −7 hartrees for all calculations (see table II for comparison to the literature). We now look at the delocalization and static-correlation errors from the point of view of PDFT, and demonstrate our proposed solutions.
Delocalization: We first consider the accuracy of E f in H + 2 . Since the Hamiltonian has inversion symmetry, the correct ground-state density has "half an electron" on the left and "half an electron" on the right, but the correct ground-state energy at infinite separation is that of an isolated hydrogen atom (-0.5 hartree). A correct sizeconsistent electronic-structure method must therefore assign an energy of -0.25 hartree to a hydrogen atom with half an electron. This same argument may be extended to dissociating hydrogen chains, resulting in the conclusion that the energy is a piecewise-linear function of electron number [28] . This is of course accomplished by the exact grand-canonical ensemble functional [29] , but it is not accomplished by most approximate functionals, as can be seen in Fig.1 for PBE [7] and LDA [30, 31] . While PBE yields an excellent value for the energy of a single electron in a hydrogen atom, the self-interaction error
is a convex function of electron number N . As a consequence, PBE underestimates the energy for half an electron in a hydrogen atom by 53mH. Two times this error is precisely ∆E H (∞) + ∆E XC (∞) in Eq.(1), the PBE delocalization error of H + 2 at infinite separation. The OA of Eq.2 works by suppressing this error as S(∞) = 0 and happens to be accurate at the equilibrium separation as well, but is inadequate at intermediate separations.
Because PDFT treats each fragment using an ensemble, the fragment calculation for the left or right half of stretched H + 2 is a linear interpolation between calculations for zero and one electron. We call this interpolation ensemble-PBE (EPBE) for PBE or ensemble-LDA (ELDA) for LDA, and plot the resulting curves in Fig.  1 . Note that the EPBE curve is indistinguishable from the exact curve leading us to the conclusion that our calculation of E f is reasonably accurate.
We therefore focus on improvements to the E p functional and look to range-separated hybrid (RSH) functionals for inspiration [32] . In RSH functionals a larger portion of exact exchange is included in long-range interactions to improve accuracy. The distinction between long-range and short-range is made by a tunable parameter. In our case the distinction between long and short range is the distinction between E f and E p . This suggests inclusion of exact exchange in E p should improve its long-range behavior.
We explore this idea by using exact-exchange for the ∆E XC term of Eq.1:
For single-orbital systems, exact exchange can be calculated directly from the density. For larger systems it could be obtained via inversion along with the kinetic energy. The results of a self-consistent PDFT calculation with this functional are shown in Fig.1 . ∆E EXX X exactly cancels ∆E H , making E p exact for H + 2 . The remaining error is due to E f [n]. PBE and even LDA provide good approximations for E f [n] because each fragment calculation is done for a well-localized density with an integer number of electrons. The ensemble formulation then gives us the correct scaling for the energy of each halfelectron fragment.
Static Correlation: We next see how this idea might be applied to handle static correlation, taking H 2 as an example. As in the H + 2 case, we first consider the dissociation products of H 2 : two isolated hydrogen atoms, with a total energy of -1.0 hartree. However, the molecular calculation is spin-neutral, and it remains spinneutral throughout dissociation due to inversion symmetry. Therefore each dissociating hydrogen atom has an electron which is "half spin up" and "half spin down". The exact functional assigns an energy to this fragment equal to that of a spin-up electron in a hydrogen atom. This is known as the constancy condition [6] . However, approximate functionals do not show this behaviour and typically overestimate the energy of a system with fractional spins. This overestimation exactly matches the static correlation error of dissociated H 2 , and is given by ∆E XC (∞). Once again Eq.2 works by suppressing this error as S(∞) = 0 and is accurate at the equilibrium separation as well, but is inadequate at intermediate separations. Each fragment in an H 2 PDFT calculation contains one electron, but the energies and spin-densities are considered to be ensembles of a spin-up and a spin-down electron. The energies and densities are then linear interpolations between a spin-up calculation and a spindown calculation. These two cases are degenerate so the fragment energies satisfy the constancy condition. Once again, E f is accurate with standard DFA's and we simply need to improve E p .
We may at first consider a similar approach to what we used for H + 2 :
where ∆E DFA C is the non-additive correlation energy from the DFA used in fragment calculations. The results using both PBE and LDA are plotted in the top frame of Fig.2 along with the exact E p for both PBE and LDA. We see that inclusion of exact exchange actually worsens the dissociation behaviour.
However, size-consistency imposes another constraint on the partition energy: at infinite separation E p must go to zero. For H 2 the only part of E p which does not go to zero is the ∆E XC term. We propose the following overlap-weigthed approximation (OWA):
where S is the same overlap measure introduced in Eq.2.
It is plotted in the bottom frame of Fig.2 . Clearly, the OWA only slightly supresses the overlap. The middle frame of figure 2 shows OWA results using PBE and LDA for ∆E DFA C
. We see that both OWA-PBE and OWA-LDA follow the exact curve closely and approach the correct dissociation limit.
To understand the success of OWA we go further and examine the molecular XC potential that yields the same molecular density as our PDFT calculations. This can be done in the present case through von Weiszäcker inversion: ǫ is the KS eigenvalue and v H [n f ] is the Hartree potential due to the sum of fragment densities. Fig.3 compares the effective XC potential from two PDFT calculations on stretched H 2 (internuclear separation of 10 bohrs). For the first we use the LDA in both E f and E p . For the second we use LDA in E f and OWA-LDA for ∆E XC in E p .
There has been significant previous work on exact Kohn-Sham potentials and it is well known that stretched H 2 develops a peak at the bond midplane [34] [35] [36] [37] [38] [39] [40] . This exact feature of v s (r), essential for the correct description of dissociation and electron dynamics [41, 42] , is absent from most approximate DFA's but is nicely captured by our OWA. This also motivates further development of time dependent PDFT [43] .
The techniques described thus far are specific to homonuclear diatomic molecules, but we hope to extend these ideas to more general multifragment systems. Our work suggests that local and semi-local DFA's already do well for the local ized fragments involved in the calculation of E f and we instead need to focus on approximations for E p as functionals of the fragment densities. We conclude that an alternative to deriving more accurate XC-functionals that are nearly-free of selfinteraction and static correlation errors is to develop simple partition-energy functionals to be used in combination with standard XC-functionals in the framework of PDFT.
