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FREQUENCY DOMAIN ITERATIVE TUNING FOR ACTIVE NOISE AND VIBRATION
CONTROL
by Jian Luo
In this thesis a new adaptive control method, called Iterative Tuning in the Frequency Domain
(FD-IT), is proposed for Active Noise and Vibration Control (ANVC). This approach is a gradi-
ent based self-tuning method which completely relies on analysis of the frequency response of
system dynamics and the spectrum of signals.
The new method is based on a new gradient estimation theory in the frequency domain. In this
theorythegradientoftheoutputspectrumwithrespecttocontrollerparametersisexpressedwith
thefrequencyresponseofdynamicsandthespectrumofsignals. Whentheperformancegradient
with respect to controller parameters can be expressed as some function of the signals’ spectrum,
it can be computed out completely in the frequency domain. Similar to audio compression, when
the system’s signals contain few frequencies, the computation of performance gradient can be
greatly simpliﬁed by making ”partial modelling” with respect to those frequencies.
According to the proposed theory, the new iterative tuning method, i.e., FD-IT, is developed
for ANVC problems with periodic disturbances. It can tune the feedback/feed-forward con-
trollers simultaneously with one experiment per iteration except some extra experiments for
initial tuning. It covers both Single Input Single Output (SISO) and Multiple Input Multiple
Output (MIMO) systems. Furthermore, it can be extended to nonlinear systems as well. Some
issues about the implementation of the iterative method are discussed. Through the comparison
with some other popular active control methods in ANVC, the advantages of the new method,
including: the ﬂexibility in selecting controllers, the simplicity in control structure, and the
convenience in implementation, are emphasized.
The effectiveness and robustness of the proposed iterative tuning method are tested through
simulated SISO and MIMO Linear Time Invariant (LTI) systems. Two simulated nonlinearities
are used to illustrate the usefulness of the methods in nonlinear system as well. To show the
practicability, the linear and nonlinear FD-ITs are implemented in an air-duct system with a
PC-DSP based agent-architecture. All the results illustrate that FD-IT is an easy and effective
approach to solve ANVC problems with periodic disturbances.iiContents
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SYMBOL
C Controller
C Set of Complex number
d Disturbance signals
experiment When appeared together with ‘iteration’, it denotes a single tuning stage
when changing the condition of ANVC, i.e., updating controller parameters
and injecting extra signals;
In Chapter 8, it denotes a complete tuning work in the experimental platform
F Feed forward controller (or path)
G Unknown dynamics in active noise and vibration control problems
H Feedback controller (or path)
iteration One iterative stage in the tuning with repeated operation
j Complex imaginary unit, i.e.,
p
( ¡ 1)
J Control performance, average linear quadratic performance as default
N Common period as default
r Reference signal
R Set of Real number
T Closed loop dynamics
u Control actions
uf Feed forward control actions
uh Feedback control actions
w controller parameter vector
wH Feedback controller parameter vector
wF Feed forward controller parameter vector
y System output
z Time delay operator
jj ¢ jjn n-order Norm of a vector, matrix or function
7! Mapping to
:= Estimate
¼ approximate
: = Denote
2 Belong to
xiiiNOMENCLATURE xiv
Áx Spectrum of signal x
©P Frequency response of dynamics P
P0 Derivative of dynamics P
MT Transport of matrix M
M¤ Conjugation of matrix M
S
Union
rJ Gradient of function J
¢x Increment of variable x
1 Inﬁnity
ABBREVIATION
ARMA AutoRegressive, Moving Average model
ARX AutoRegressive, Moving Average eXogenous model
BDI Belief-Desire-Intention agent model
DFT Discrete Fourier Transform
FD Frequency Domain
FD-IT Iterative Tuning in the Frequency Domain
FIR Finite Impulse Response (ﬁlter)
FIR-FD-IT Finite Impulse Response ﬁlter-based Iterative Tuning in the Frequency Domain
FRF Frequency Response Function
FSF Frequency Selective Filtered
FSF-FD-IT Frequency Selective Filtered Iterative Tuning in the Frequency Domain
FELMS Filter error (e) Least Mean Square method
FXLMS Filter reference (x) Least Mean Square method
GFRF Generalized Frequency Response Function
IFT Iterative Feedback Tuning
IIR Inﬁnite Impulse Response (Filter)
ILC Iterative Learning Control
LMS Linear Mean Square method
LQ Linear Quadratic
LS Least Square method
LTI Linear Time-Invariant system
LTV Linear Time-Variant system
MIMO Multi-Input Multi-Output system
MF-FDT Model-Free Frequency Domain Tuning
NARMAX Nonlinear Auto-Regressive, Moving Average eXogenous model
RLS Recursive Least Square
SISO Single-Input and Single-Output system
TD Time Domain
TD-IFT Iterative Feedback Tuning in the Time Domain
ZPK Zeros-Poles-gain format ﬁlterChapter 1
INTRODUCTION
V
ibration is one of the essential and common phenomenons in the physical world. In acous-
tics vibration is called sound or noise in the frequency range of human being’s hearing.
There are also structural vibrations out of the range of human hearing. Some sounds and vi-
brations are very useful. For instance, the voice is one of the basic methods to communicate
information, and testing shock waves can be used to detect fault in equipments and structures.
Some high levels of noise (>90dB) can have adverse effects and are considered as serious envi-
ronmental pollution. Some vibration can cause damage to equipments and structures. With the
development of industry and life in modern society, the problem to deal with unwanted noise
and vibration has become more and more imperative in the last 30 years.
Traditionally, noise and vibration were reduced by passive methods, such as: spring damping
system, damping plates, mufﬂers, sound absorbing materials, double-glazing windows, noise
barriers etc. All these passive methods are mostly suitable for high frequencies and have various
disadvantages. In the last two decades, active control of noise and vibration has emerged as an
applicable approach to bridge the low-frequency technology gap.
1.1 Active Noise and Vibration control
Active noise and vibration control (ANVC) aims to attenuate the system output, that has un-
wanted levels of vibrations, by control signals that counteract disturbance signals by altering
system dynamics or by cancellation. Altering system dynamics makes the system less excitable
at certain frequency bands. If dynamical alterations are difﬁcult to bring about by redesign, then
control inputs can be provided to destructively interfere with vibrating system outputs.
Usually the signals in ANVC are sound waves and vibrations, that can be measured by micro-
phones and accelerometers, respectively. The core task of ANVC is to design a control scheme,
including implementation of control algorithm, set up of sensors and actuators, to produce de-
structive interference with the unwanted disturbance (noise or vibration) according to the mea-
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sured reference and output signals. In the following subsections, the historical background is
reviewed ﬁrst. It is followed by a review of current methods for the development of ANVC
technology. Design considerations of ANVC are brieﬂy discussed in the last subsection.
1.1.1 Historical background
The idea of cancelling adverse noise and vibration by adding compensation signals is not new.
This general idea of wave interference with anti-phase ﬁrst emerged in optics in the17th century.
Initial physical principles of wave interference in acoustic ﬁeld can be attributed to the research
work of Lord Rayleigh in the late 1870’s [116]. He produced interference of two sound ﬁelds
using two electromagnetically synchronized tuning forks. This experimental result proved that
the interference in acoustics performs in the same way as in optics, and it is the essentially
common to all wave phenomenons.
The principle proved by Lord Rayleigh can be graphically described by Fig. 1.1. The top wave
in Fig. 1.1 can be considered as original wave source, such as: unwanted noise or vibration,
the bottom wave can be considered as control wave produced by a control actuator. They have
almost same amplitude but opposite phase, i.e., the phase delay is ¼. The two waves are inter-
fering and the residual wave is shown on the right hand side. There is nearly no wave left except
some perturbation.
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FIGURE 1.1: Principle of interference for ANVC
Essentially the objective of ANVC is to achieve a ﬁeld with minimal wave amplitude by intro-
ducing some suitable interference waves. In the early 1930’s, the idea of ANVC was summa-
rized and patented by Lueg to control noise in an airduct [87]. This patent, with an appendedChapter 1 INTRODUCTION 3
sheet of drawings, is generally considered as the ﬁrst written document on active noise control.
Since then, a great amount of work has been carried out to develop and develop methodologies
for the control of noise and vibration in various application areas.
In 1950’s, Olson [101, 102] performed the ﬁrst laboratory experiments about ANVC and given
a farsighted prediction of its application possibilities. Before the extension of computer de-
velopment of digital signal proceeding (DSP) technology, ANVC was achieved by analogue
equipment. The low-precision and complexity of analogue components prevented ANVC ex-
tension from laboratory to practical application [36] and therefore retarded the development of
further theory.
During the 1970’s the research discipline of ANVC was fueled by the widespread introduction
of DSP technology in research and industry. K. Kido was probably the ﬁrst to use computers in
ANVC [67]. Since the 1990’s versatile and high-performance DSP processors and computers
have become popular and cheaper. Digital control for ANVC, based on DSP and computer
technologies can realize fast, Multi-Input Multi-Output (MIMO) controllers with a reasonable
cost [34]. They have speeded up the application of of ANVC into real engineering problems.
ANVC has been widely used in vehicles[14, 22, 76, 81, 118], transport systems [55, 63, 118],
rotating machinery[19, 28, 166, 171], high precision equipment [33, 38, 132, 163, 167] and
consumer electronics [1, 31, 43, 44, 91, 126]. The most popular application in recent years
seems to be in the structure [18, 39, 42, 49, 56, 61, 62, 84, 88, 100] and ﬂuid areas [42, 66, 74,
127, 155, 158].
Asafastdevelopingapplicationtopic, ANVChasutilizedmanytechniquesfromdifferentﬁelds.
Wavelet analysis has been used in ANVC to solve the system with complex disturbances [17,
19]. With the development of artiﬁcial intelligence (AI), some approaches from AI such as fuzzy
logic controllers [79, 83, 112], Neural Network (NN) controllers [59, 77, 109, 111, 130, 135]
and Genetic Algorithms (GA) [49, 154] have also been successfully used in ANVC. Stochastic
control method [152] has also been adopted in ANVC problems [15, 41, 90, 122] . In order
to suppress the disturbance in some large ﬁeld or structures, distributed control in ANVC [40,
69, 137] has been a hot topic in recent years. Another popular practical approach is semi-active
control which is the hybrid method combining active controls and passive suppressions [2, 66,
164, 168, 169].
1.1.2 Classiﬁcation in ANVC
As the name of ANVC states, active noise control (ANC) and active vibration control (AVC) are
two major topics in ANVC. Active noise control (ANC) aims to cancel unwanted sound. With
man’s increasing demand for a better living and working conditions, a lot of attention is paid
to noise pollution and noise control is an active engineering ﬁeld. Successful example products
are noise cancellation headphones, headrests and noise cancellation speaker systems in vehicles.
Active vibration control (AVC) aims to suppress mechanical vibrations at low frequencies whichChapter 1 INTRODUCTION 4
are typically below 1kHz. Application areas of AVC typically includes mechanical systems,
industry equipment, complicated structures and highrise building.
According to the physical features of disturbances, the disturbance signals in ANVC can be
either broadband spectrum or narrow-band spectrum, with either stochastic signals or determin-
istic signals. When the disturbance source is unpredictable, the disturbance is often stochastic
and broadband such as noise pollution in the environment and micro vibration in complicated
equipment and structures. When the disturbance is excited by a few generators, it is always a
periodic signal, such as the vibration caused by motors in industrial machineries.
From the aspect of the different controller structures, feedback and feed-forward controllers
are the two most common and basic types. While feed-forward controller have the advan-
tage of having a more stable performance, feedback controller are suitable in cases where no
disturbance-reference signals are available. Some other controller structures such as Two De-
grees of Freedom (TDF) controllers can be considered as a combination of these two types.
According to the time when controllers are designed, control methods for ANVC can be divided
into two categories: off-line model based control designs and the on-line control designs.
Off-line model-based designs in ANVC are based on models which are known a priori or off-
line identiﬁed. Its advantage is that it can deal with a broad frequency band of disturbances
and, if conditions permit, it can yield high performance cancellation. This approach has been
well developed and widely used in some instruments and platforms which have relative simple
structures but high-precision requirement. As a generalized concept of ‘off-line design’, the
methods of passive noise and vibration control can also be classiﬁed into an ‘active’ category if
the passive components, such as sound absorbers and dampers, can be considered as a certain
kind of ‘controllers’.
On-line control design is developed to deal with the problems when off-line modelling can not
present complete dynamics of control objectives under different work conditions. It will be
discussed in detail in the literature review in the next Chapter.
1.1.3 Design consideration of ANVC
There are several aspects to be considered when designing a successful ANVC system.
The ﬁrst important step in control design is to clarify the control objective. Considering the
spectrum of disturbances (noise or vibration), the practical disturbance signals can be sorted as
broad band signals which can include some stationary random signals and periodical signals
which have ﬁnite discrete spectrum.
Regarding system dynamics, there are Linear Time Invariant (LTI) and Linear Time Variant
(LTV) systems, Nonlinear Time Invariant (NTI) and Nonlinear Time Varying (NTV) systems.Chapter 1 INTRODUCTION 5
Consideringtheinput/outputchannelsofthesystem, thereareSingleInputSingleOutput(SISO)
and Multiple Input Multiple Output (MIMO) systems.
An important choice to be made is to select a proper control algorithm. While model based
control methods may require some complicated computations to give a satisfactory model and
robust bounds on uncertainties, they are more suitable for handling broadband control problems
andoff-lineortime-invariantcases. Adaptivemethodscantrackthechangethesystemdynamics
and tune controllers directly, they are widely used in realtime implementations in practice. Also
some relatively new techniques, such as sliding model control, and neural network control, have
been used for nonlinear ANVC.
The last stage of control design is to choose some proper hardware implementation. Con-
trollers can be implemented either with a supervisor computer (such as a personal computer,
PC) through serial ports, or directly with independent Digital Signal Processor (DSP) boards
through some other I/O ports that are more suitable for some complicated problems such as the
MIMO cases.
Another practical problem in hardware implementation is to ﬁnd proper actuators/sensors that
can provide the control actions and data acquisitions in the frequency band of interest. In noise
control, microphones and speakers of various technologies are usually chosen as sensors and
actuators, respectively. In vibration control, piezoelectric elements and accelerometers are the
most commonly used sensors, there are varying choices for vibration actuators, such as shakers
and tunable dampers.
1.2 Overview of the Thesis
As discussed above, the essential idea of ANVC is based on wave interference that is a concept
in the frequency domain. While the most of popular control methods, such as the Filter-X LMS
method, are based on analysis in the time domain, this thesis will propose a new adaptive control
method for ANVC that is based on an analysis in the frequency domain.
The proposed adaptive control method of this thesis is based on a new gradient estimation theory
which relies on frequency domain (FD) analysis of system dynamics and signals. The proposed
adaptive control method is ﬁrst tested on a simulation based platform to show its effectiveness.
Experimental work is also implemented to demonstrate the practical performance of the algo-
rithm.
1.2.1 Contribution of the thesis
The following subsections divide the contributions of this thesis into four areas: gradient esti-
mation, iterative tuning algorithms, implementation issues and test work of the proposed control
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The ﬁrst contribution is the development of a new gradient estimation theory based on the anal-
ysis of the frequency response of the system dynamics and of the signals’ spectrum. Using the
frequency response of closed-loop dynamics, the relationship between the inﬁnitesimal change
in controller parameters and inﬁnitesimal change in the spectrum of the system output is exam-
ined. When the control performance can be expressed in the frequency domain, the gradient of
the control performance with respect to the controller parameters can be completely expressed
within the frequency domain. The derivation of the proposed gradient estimate also reveals
similarities with other gradient estimation methods found in the literature.
The second contribution is to develop iterative-tuning algorithms for ANVC problems with pe-
riodic disturbance. While the theory mentioned above is the general framework for most of the
adaptive control problems, a detailed control algorithm is studied for the special case of ANVC
with periodic signals. In this algorithm and its permutations, no explicit or complete dynamical
model is required to be known a priori. There is only one initial experiment required to estimate
the gradient in Single Input Single Output (SISO) cases. In Multiple Input Multiple Output
cases (MIMO), the number of extra initial experiments is the same as the number of input chan-
nels of the secondary dynamics. During adaptation there is only one experiment per iteration
which allows implementation in the form of an adaptive controller. Furthermore, the proposed
algorithms can be used to tune feed-forward controllers as well as feedback controllers.
Thethirdcontributionistheextensionthefrequencydomainiterativetuningmethodtononlinear
systems. While the nonlinear dynamics can be represented with the Generalized Frequency
Response Function (GFRF) in the frequency domain, the nonlinear dynamics can be locally
linearized as multiplication between a derivative matrix of GFRF and the spectrum vector of
inputchanges. Similarlytothelinearcase, thegradientcanbeexpressedviathenonlinearclosed
loop dynamics and it can be estimated through some experiments that realize small changes in
the input spectrum.
The last contribution is implementation methods for the proposed iterative tuning method in
simulation and on an experimental system. The proposed control algorithm is tested on three
simulated platforms under SIMULINK, and an air duct system under laboratory conditions. All
the results have proved the effectiveness and practicality of the proposed control algorithms in
real engineering environments.
1.2.2 Structure of the thesis
There are nine chapters in this thesis. The main body of the thesis can be divided into three parts.
Part one is the literature review in Chapter 2. Part two is the theoretical part of the proposed
control method including Chapters 3, 4 and 5, Chapter 6 addresses the control problem of a
nonlinear plant. Part three is on testing of the proposed control algorithms in simulated and
experimental platform in Chapters 7 and 8. Chapter 9 draws conclusions and points to future
work.Chapter 1 INTRODUCTION 7
Considering the broad applicability, ﬂexibility and practicality of discrete time control systems
in ANVC, the control algorithms in this thesis are based on discrete models and controllers if
not stated otherwise.
The detailed structure of the thesis for the rest of the chapters is as following:
In Chapter 2 a literature review on adaptive control methods in ANVC is presented. As one
of the most widely used control methods, Filtered reference Least Mean Square (ﬁlter-X LMS)
method is ﬁrst explained. Some permutations of this method, which are also based on the Least
Mean Square (LMS) algorithm, are brieﬂy reviewed. Some other recently developed adaptive
control methods for ANVC, which are time domain Iterative Feedback Tuning (IFT) control and
Model Free Frequency Domain Tuning (MF-FDT) control, are also reviewed here.
In Chapter 3 the gradient estimation theory for SISO cases is introduced through system analy-
sis in the frequency domain. Through analyzing the inﬁnitesimal change of the output spectrum
caused by the perturbation of the controller parameters, the gradient of the output spectrum is
derived with respect to the tunable parameters of feedback and feed-forward controllers. Given
the average quadratic performance criteria, using Parseval’s Theorem, the gradient of the per-
formance criterion with respect to the controllers parameters is completely expressed within the
frequency domain formalism. This gradient estimate can then be used to tune both feedback and
feed-forward controllers. Comparison with some other adaptive control methods in ANVC is
made that clariﬁes the essential features of the proposed estimation theory.
In Chapter 4 the iterative-tuning algorithm for SISO linear systems is based on the gradient es-
timate of the criterion that evaluates periodic signals. ANVC with periodic signals is especially
suitable control problem of the proposed algorithm. Without known a priori model the proposed
algorithm can estimate the partial Frequency Response Function (FRF) of the closed-loop dy-
namics through two different input-output experiments and make controller tuning adaptively.
Some important issues in implementing the algorithm are discussed. Through introducing Fre-
quency Selective Filters (FSF), the modiﬁed algorithm of FSF-FD-IT is developed to improve
the performance and stability of an ANVC systems. The simplicity and ﬂexibility of the ob-
tained control structure and operation are compared to some other adaptive control methods in
ANVC.
In Chapter 5 the extension to MIMO systems is studied. The derivative matrix of extended
Frequency Response Function is deﬁned for MIMO systems. As expected there is a lot of
similarity with the SISO case. The only major difference is the format of spectrum vectors of
input and output signals and the frequency response matrix of the system. Having obtained a
gradient estimate in the frequency domain, a practical tuning algorithm is straightforward in the
MIMO case.
In Chapter 6 the extension to nonlinear cases is studied. The derivative matrix of the frequency
responses for nonlinear dynamics is studied which can be well explained by the Generalized
Frequency Response Functions (GFRFs) for nonlinear systems. After this step, the estimateChapter 1 INTRODUCTION 8
technique for gradient estimation in the frequency domain for nonlinear system is almost the
same as that in linear cases apart from some difference handling matrices and signal and spec-
trum vectors. Having yielded the gradient estimation theory, the practical tuning algorithms and
some implementation issues are also discussed for the nonlinear case.
In Chapter 7, the simulation work based on SIMULINK is performed. The effectiveness of
the algorithm is tested by three SIMULINK based examples, i.e., a SISO example, a MIMO
example and a nonlinear example. The robustness of the algorithm against the error in the
frequency domain is also shown through some extended examples.
In Chapter 8, an experimental systems is set up to test the proposed iterative-tuning algorithm.
Anairductsystemisselectedtoimplementtheproposedcontrolalgorithm. Thecommonlyused
Texas Instrument TMS320C44 CPU based DSP board is used as a digital controller. Results are
promising for the real engineering applications.
In Chapter 9 conclusions are drawn. Advantages and characters of the proposed control method
are emphasized . Future research directions are pointed out.Chapter 2
LITERATURE REVIEW
T
his Chapter provides a literature review on current control methods in ANVC. It is divided
into four parts. The ﬁrst part is a brief panorama of control design in ANVC. Then the
most commonly used Filter-X LMS (FX-LMS) method and its recently improved versions are
discussed. Finally, tworecentadaptivecontrolmethodsinANVC:theIterativeFeedbackTuning
(IFT) control and Model-Free Frequency Domain Tuning (MF-FDT) control are discussed.
For simplicity, all the control methods are presented under SISO conditions in this Chapter.
2.1 Current development of ANVC
By now ANVC has achieved a lot both in theory and applications. The theoretical development
of algorithms for ANVC can be split into two major classes. (1) model based control which aims
to build a proper model for the system dynamics and use that for control; (2) direct adaptive
control in which aggregated estimation and control is performed.
Today, the model-based control approach has been most ﬂourishing research ﬁeld in ANVC.
In the model-based control, mismatch between nominal models and real dynamics is one of the
key problems. In general, it is often difﬁcult to build a complete control system to meet all the
changing conditions of a real system with an off-line model. The working conditions of a real
plant and system are always affected by some uncontrollable factors, for example, the plant can
be time varying in ANVC systems.
Researchers have developed some techniques aiming to either to build more reliable models
or design controllers tolerating the mismatch which derived from two of the most important
improvements in control theory: the concept of model uncertainty [73, 108, 129, 148] and
robust control design [29, 170], which yields error-tolerant controllers for uncertain models with
bounded descriptions of uncertainty. In the last ten years, the synergy and duality of modelling
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and controller design [47, 51, 71, 123] has become one of the important topics about the model-
based control. Especially, the concepts of model validation [72, 85, 157] and unfalsiﬁcation
control [70, 72, 121, 156] synergizes and dualizes system identiﬁcation and control design in
adaptive control [139, 143, 144, 145, 159] that make adaptive control more stable and robust.
Nowadays, model uncertainty and robust control design has been considered more and more
frequently in ANVC problem [16, 48, 57, 75, 84, 100, 153, 160].
Another important topic in model-based control is modelling nonlinear dynamics in that non-
linearity exists everywhere in the real world. While some researchers use model uncertainty
to bound the mismatch between linear models and real nonlinearity [13], some new control
methodologies are introduced into ANVC in complicated mechanical systems, such as: sliding
mode control [80, 133, 134], switching control [86] and predictive control[162].
Direct adaptive control is one of the most successful methods in ANVC, which either requires
no explicit modelling and updates controllers directly or performs online system identiﬁcation
and then design controllers with the online estimated model. A key to adaptive control is to ﬁnd
appropriate‘directions’toupdatecontrollers. Theabilityofself-improvementandautomatically
tracking the change of the system is the most attractive feature of this method [124]. Since
most of real plants controlled by realtime ANVC have very complex dynamics and are varying
underdifferentworkingconditions, theonlinecontrollerdesignmethodhasbeenthemainstream
approach in ANVC in industry and comfort applications.
One of the important milestones in algorithmic developments is the ﬁlter-x LMS method that
emerged in early 1980s [97]. The ﬁltered-x LMS (FXLMS) method is the most successful
online design method in ANVC that has been widely used in commercial products for ANVC.
Many variations of the ﬁlter-x LMS method have been developed to expand the applicability of
initial idea of the ﬁlter-x LMS method. At the same time convergence and stability problems of
adaptive control are also active research topics in the area of ANVC.
Some other adaptive control methods, such as Iterative Tuning method [146] and Model-Free
Frequency Domain Tuning (MF-FDT) [95], are also developed for ANVC problems.
While this thesis will propose a new adaptive control method, some further discussion about
the direct adaptive control in ANVC will be presented to provide a clearer understanding of
direct adaptive methods in ANVC in the following parts of literature review. At ﬁrst the clas-
sical ﬁltered-x LMS method and some of its permutations are reviewed for their popularity.
Afterwards, some recently developed adaptive control algorithms in ANVC are introduced.
2.2 Filter-X LMS method
In ANVC the ﬁltered-x LMS (FXLMS) method [97] is the most widely used and well studied
control algorithm today. It is a family member of adaptive ﬁlters where the reference signal is
ﬁltered through a model of the secondary path dynamics.Chapter 2 LITERATURE REVIEW 11
2.2.1 Prototype of FXLMS
In 1980, D. R. Morgan proposed Filtered-X LMS algorithm for active noise control in [97]. A
block diagram of the Filtered-X LMS is given in Fig. 2.1.
FIGURE 2.1: Block diagram for the FXLMS algorithm
Considering the feed-forward system in Fig. 2.1, the output vector can be expressed as
e(w) = d + GF(w)x (2.1)
Given output series e = fe(0);:::;e(L ¡ 1)g with length L, the most commonly used average
quadratic cost function is deﬁned as
J(w) : =
1
L
L¡1 X
t=0
e2(t) (2.2)
The objective of ANVC is to tune a parameter vector w of the controller F(w) to minimize
performance J(w) as (2.2).
The gradient of performance J(w) with respect to the parameter vector w can be written as
rJ(w) = 2
L¡1 X
t=0
e(t)
de(t)
dw
; (2.3)
where
de(t)
dw
= G
dF(w)
dw
x: (2.4)
Due to the linearity of the system the order of cascaded dynamical blocks can swapped and
Eqn. (2.4) can be rewritten as
de(t)
dw
=
dF(w)
dw
Gx; (2.5)Chapter 2 LITERATURE REVIEW 12
which leads to
rJ(w) = 2
L¡1 X
t=0
e(t)
dF(w)
dw
Gx; (2.6)
According to (2.6), the tuning ‘direction’ of feed-forward controller F(w) is the steepest de-
scent, which can be directly calculated using the output signal e and the reference signal x
passing through G. If the real dynamics G can be represented with a nominal model ^ G, it can
be used to ﬁlter the reference signal x.
Denoting a signal
xf = ^ Gx; (2.7)
the update of controller F(w) moves the parameter vector w along the negative gradient direc-
tion
wk+1 = wk ¡ 2¹
L¡1 X
t=0
e(t)rF(w)xf: (2.8)
NormallyaFiniteImpulseResponseﬁlter(FIR)isusedforANVCforitssimplicityandstability.
The partial derivative of p-order FIR is
@F(@w)
wn
= z¡n;n = 0;:::;p (2.9)
where z¡n is the time shifter with n sample time delay and wn is the coefﬁcient of z¡n.
Eqn. (2.9) can be expressed with the measurable signal x
f
t as
rF(w)xf = x
0f
t
: = [xf(t);xf(t ¡ 1);:::;xf(t ¡ p)]T: (2.10)
Eqn. (2.8) then can be written with simpler form as
wi+1 = wi ¡ 2¹
L¡1 X
t=0
e(t)x
0f
t : (2.11)
2.2.2 FXLMS with Online Secondary Path Estimate
In the original FXLMS method it was assumed that the model of the secondary path G is known
a priori. In order to solve time-varying problems and to improve FXLMS, a realtime estimate of
the secondary path was ﬁrst reported in 1990 [131].
Without losing generality, the reference signal x is often obtained from a sensor with dynamics
S. Assuming that the disturbance d can be expressed with the reference signal x ﬁltered throughChapter 2 LITERATURE REVIEW 13
a inverted transfer function SI, i.e. d = SIx. Then the output signal in (2.1) can be rewritten as
e = SIx + GF(w)x (2.12)
Assuming that the transfer functions G and PI can be estimated by nG and nS-order FIR mod-
els with coefﬁcients fg0;:::;g(nG¡1)g and fs0;:::;s(nS¡1)g respectively, it is convenient to
introduce the following vector notations as
£(t) = [g0;:::;g(nG¡1);s0;:::;s(nS¡1)]T (2.13)
and
©(t) = [u(t);:::;u(t ¡ nG + 1);x(t);:::;x(t ¡ nS + 1)]T: (2.14)
It is straightforward to to write the output signal as
e(t) = £(t)©T(t): (2.15)
All the elements in the vector ©(t) are obtainable through measurements or calculation and the
output signal e(t) can be measured. Only the elements in the vector £(t) are required to be
estimated. A Recursive Least Square (RLS) algorithm [35] to estimate these unknown variables
is
^ £(t + 1) = ^ £(t) + ¹
©(t)
n + ©(t)©T(t)
[e(t) ¡ ^ £(t)©T(t)] (2.16)
where ¹ is the adaption gain and the small, positive constant n is introduced to avoid division
by 0. The convergence of the above algorithm can be guaranteed by the condition 0 < ¹ < 2.
Therefore, the recursive equation is solved by minimizing the cost function
J =
1
L
L¡1 X
t=0
Ef[^ £(t) ¡ ^ £(t ¡ 1)]2g; (2.17)
with the constraint e(t) = £(t)©T(t).
Using (2.16) models are obtained for the primary and secondary path and the FXLMS method
is applied by (2.17).
2.2.3 Permutations of Filtered-X LMS
Being a family of adaptive control methods for ANVC, the FXLMS method has a lot of varia-
tions for different control applications.Chapter 2 LITERATURE REVIEW 14
In 1983 the ﬁltered error LMS method (FELMS) was proposed for ANVC in [128]. As its name
implies, FELMS ﬁlters the error output signals with a certain dynamics, which is generally the
estimated model of secondary path dynamics.
FIGURE 2.2: Block diagram of FELMS method
As a member of the family of FXLMS, the deduction process to deliver rJ(w) is almost the
same as that of FXLMS, which is referred in [128]. As shown in Fig. 2.2, given a p-order FIR
feed-forward controller F, the update rule of controller parameter vector can be expressed as
wi+1 = wi ¡ 2¹
L¡1 X
t=0
ef(t)x0
t: (2.18)
where x0
t :=
@F(w;x(t))
@w = [x(t);:::;x(t ¡ p)]T and ef(t) = ^ Ge is the ﬁltered error.
Based on the idea of FELMS, FXLMS can be extended to feedback control for ANVC. The
block diagram of feedback control with FELMS is shown in Fig. 2.3.
Given a feedback controller H, the update rule for the controller parameter vector can be ex-
pressed as
wi+1 = wi ¡ 2¹
L¡1 X
t=0
ef(t)
@H(w;e(t))
@w
: (2.19)
where ef(t) = ^ Ke is ^ K ﬁltered error and ^ K is the nominal closed-loop dynamics, i.e.,
K =
G
1 ¡ GH
: (2.20)
After the 1990s, the research of FXLMS focused on the improvement of FXLMS algorithm
since FXLMS and FELMS have covered the structures of most control systems. In order to
satisfy the online demands and hardware limitations, one of the most important topics aimed
to reduce the computation and memory requirements. Some discussion of this can be found
in [3, 6, 25, 26, 27, 99, 150]. Another active topic is the study of stability conditions, robustnessChapter 2 LITERATURE REVIEW 15
FIGURE 2.3: Block diagram of feedback control with FELMS
and convergence of FXLMS, which can be referred in [20, 96].
Adjoint FXLMS is proposed in [150] which can be used to control nonlinear dynamics. When
the NARMAX model or Volterra/Wiener function model is introduced to represent the nonlinear
dynamics, ﬁltered-x LMS has been used to implement nonlinear ANVC [21, 23, 136].
2.3 Iterative Feedback Tuning Control
Apart from FXLMS, other methods of adaptive control for ANVC, such as self-tuning control,
were not widely used and well developed until the end of the 1990s. The Iterative Feedback
Tuning (IFT) method for ANVC is one of the successful examples of extending the ‘negative-
gradient tuning principle’ of FXLMS.
2.3.1 Iterative feedback tuning in the time domain
In the middle of 1990s, IFT [52, 54] was ﬁrst reported to solve servo control problems. It
is essentially a self-tuning method in the time domain, which solves the gradient of control
performance in the time domain.
A general SISO and LTI system with tunable feedback controller H(wH) and feed-forward
controller F(wF) can be graphically represented as shown in Fig.2.4. It can be used to illustrate
either ANVC problems where d is an unknown disturbance, or servo control problems where d
is considered as the desired trajectory signals.Chapter 2 LITERATURE REVIEW 16
FIGURE 2.4: Block diagram of a general LTI control system
Considering an ANVC system as Fig.2.4, the output y(t) can be represented as
y(t) =
GF
1 ¡ GH
r(t) +
GH
1 ¡ GH
d(t) (2.21)
In the IFT [54] the key idea is to estimate the partial derivatives of y(t) with respect to wH using
the following equation:
@y(t)
@wH
=
@H(wH)
@wH
G
1 ¡ GH
y(t) (2.22)
Similarly, the estimation of partial derivatives of y(t) with respect to wF is given in [93] as
@y(t)
@wF
=
@F(wF)
@wF
G
1 ¡ GH
r(t) (2.23)
Assuming an averaged quadratic performance criterion for SISO system such as
J(w) :=
1
N
N¡1 X
t=0
y2(t) (2.24)
it is straightforward to write
@J
@wH
=
2
N
N¡1 X
t=0
y(t)
@y(t)
@wH
(2.25)
and
@J
@wF
=
2
N
N¡1 X
t=0
y(t)
@y(t)
@wF
(2.26)Chapter 2 LITERATURE REVIEW 17
As described in Fig. 2.5 and Fig. 2.6, by injecting y(t) and r(t),
@y(t)
@wH and
@y(t)
@wF are the outputs
of the close-loop system G
1¡GH followed by post-ﬁlters
@H(wH)
@wH and
@F(wF)
@wF , respectively.
FIGURE 2.5: Block diagram of feedback tuning
FIGURE 2.6: Block diagram of feed-forward tuning
Note that H(wH) and F(wF) are always known by designers, post-ﬁltering by ﬁlters
@H(wH)
@wH
and
@H(wH)
@wH can be computed after obtaining zh(t) and zf(t) as shown in Fig. 2.5 and Fig. 2.6,
which avoids multiple real experiments for all parameters in wH and wF. Therefore, in IFT,
after one normal experiment, two extra gradient experiments are performed to produce zH(t)
and zF(t), which lead to the gradient as
@J
@wH
=
2
N
N¡1 X
t=0
y(t)
@H(wH)
@wH
zh(t) (2.27)
and
@J
@wF
=
2
N
N¡1 X
t=0
y(t)
@F(wF)
@wF
zf(t) (2.28)
In IFT the methodology is relatively simple and practicable. Given an initial stable controller,
the controller can be tuned completely through experimental data without any model of the
system.
In this scheme feedback and feed-forward controllers are tuned separately based on (2.22)
and (2.23), which requires two additional experiments. Also using the normal experiments,
altogether IFT had to perform 3 £ NT experiments to implement NT-step tuning iterations.Chapter 2 LITERATURE REVIEW 18
In order to distinguish it from the proposed frequency domain method, the method illustrated
in Fig. 2.5 and Fig. 2.6 is called time domain iterative feedback tuning (IFT) in the rest of this
thesis.
2.3.2 Online IFT for ANVC
The approach described in the previous subsection is the most basic and general idea of IFT.
Note that in Fig. 2.5 and Fig. 2.6 there is no disturbance d, which means that the disturbance is
switched off in the gradient experiments, the previous method is only suited for off-line tuning
for ANVC. In the case of periodic disturbances, this problem can be solved by using identical
disturbances in different periods and self-tuning method can be adopted to perform online tuning
for ANVC.
In [93] online IFT was introduced to control ANVC with periodic disturbances and has been
testedinaseriesoflaboratoryexperiments[92]. Inthisapproach, itisnotnecessarytoswitchoff
the disturbance signal and therefore some modiﬁcation of the experiments described by (2.22)
and (2.23) has to be performed for the online tuning application.
In the online application disturbance d has to be considered in the gradient experiments. Consid-
ering periodic disturbance d with common period N, in order to cancel the impact of d, (2.21)
can be rewritten as
GF
1 ¡ GH
r(t) +
G
1 ¡ GH
d(t + N) ¡ y(t) = 0 (2.29)
It is straightforward to rewrite (2.22) and (2.22) as following:
@y(t)
@wH
=
@H(wH)
@wH
(
G
1 ¡ GH
y(t) +
GF
1 ¡ GH
r(t) +
G
1 ¡ GH
d(t + N) ¡ y(t)) (2.30)
@y(t)
@wF
=
@F(wF)
@wF
(
G
1 ¡ GH
rp(t) +
GF
1 ¡ GH
r(t) +
G
1 ¡ GH
d(t + N) ¡ y(t)) (2.31)
As illustrated in Fig. 2.7 and Fig. 2.8, the online gradient experiments for H(wH) and F(wF)
produce zh and zf respectively. Using (2.25) and (2.26), the online estimate of the gradient of
the performance J(wH;wF) is straightforward.
Noting the assumption of LTI system, the frequency response function (FRF) can be considered
independent with respect to the frequency. Frequency Selective Filter based on IFT [93] (FSF-
IFT) was also developed for multi-tone disturbances, in which narrow bandwidth ﬁlters were
used to split one complicated tuning task for all multi-tone disturbance into multiple tuningChapter 2 LITERATURE REVIEW 19
FIGURE 2.7: Gradient experiment for H in online IFT
FIGURE 2.8: Gradient experiment for F in online IFT
subtasks for each of the dominant tones of the disturbance spectrum. In FSF-IFT, it is not
necessary to wait a long common period of all multi-tones to perform gradient experiments but
to perform gradient experiments for each single tone after its period. While FSF-IFT gives a
more complicated structure by using some extra frequency selective ﬁlters (FSF), its advantage
is obviously that it it results in a more effective tuning process.
2.4 Model-free Frequency Domain Tuning Control
In the previous sections the mentioned adaptive control methods in ANVC are all based on
analysis in the time domain. The control methods based in the frequency domain have some
essential advantages in the application of ANVC since the physical foundations of ANVC are
anti-phase compensation in the frequency domain.
In [94, 95], a Model-Free Frequency Domain Tuning (MF-FDT) method was proposed for
ANVC with periodic disturbances.
Considering an LTI ANVC system as illustrated in Fig. 2.9, the output of the system can be
expressed in a vector formatChapter 2 LITERATURE REVIEW 20
FIGURE 2.9: Block diagram of MF-FDT for ANVC
y = d + Gu (2.32)
which has optimal solution of control action as
u = ¡
d
G
(2.33)
Considering expressions of y, d,u and G in the frequency domain, all signals and systems can
be represented by complex gains as
y = yr + jyi;
d = dr + jdi;
G = Gr + jGi;
u = ur + jui;
(2.34)
It is straightforward to rewrite (2.32) with the complex gains as
y =
"
yr
yi
#
=
"
dr
di
#
+
"
Gr ¡Gi
Gi Gr
#"
ur
ui
#
= d + Gu (2.35)
where y, d and u are matrix formats of signals, and G is the matrix format of system dynamics.
An average quadratic cost function is to be minimized. The control criteria in the frequency
domain are given by
J(u) :=
1
2
yTy =
1
2
(yr)2 +
1
2
(yi)2 (2.36)
From (2.35), it is straightforward to get the gradient of J with respect to control action u as
rJ(u) = GTy (2.37)Chapter 2 LITERATURE REVIEW 21
In (2.37), while y is measurable through experiments, the remaining problem is how to calculate
the gradient without any prior information about the secondary path dynamics. In order to solve
the above problem, similar to IFT, a two-stage tuning approach is designed to get derivative
information about rJ:
1. The ﬁrst stage is to perform such common experiment as illustrated in Fig.2.9,
2. The second stage is to perform such an extra gradient experiment as designed in Fig. 2.10.
FIGURE 2.10: Gradient experiment being injected complex conjugate output in MF-FDT
In Fig. 2.10, the input of the gradient experiment, i.e., y¤
k, is the complex conjugate of the
previously recorded output in the common experiment. The index k indicates the data from the
common experiment and the index k + 1 refers to the current gradient experiment. Therefore,
the output of the gradient experiment is given by
zk =
"
zr
zi
#
k
=
"
dr
di
#
k+1
¡
"
dr
di
#
k
+
"
Gr ¡Gi
Gi Gr
#"
yr
¡yi
#
k
(2.38)
Note that the disturbance is periodic, dk and dk+1 are identical and eliminate each other,
and (2.38) can be rewritten as
"
zr
zi
#
k
=
"
Gr ¡Gi
Gi Gr
#"
yr
¡yi
#
k
(2.39)
By obtaining the complex gain of z the gradient of J(u) becomes
rJ(uk) =
"
zr
zi
#
k
(2.40)
Using a steepest descent method with a proper step size ¹, the update rule for the feedback
control action isChapter 2 LITERATURE REVIEW 22
"
ur
ui
#
k+1
=
"
ur
ui
#
k
¡ ¹
"
zr
zi
#
k
(2.41)
As shown in Fig. 2.9, although controller C looks like a feedback controller in the control struc-
ture, MF-FDT can be considered as a member of the family of Iterative Learning Controllers
for the control action u is determined from the output yk¡1 in the previous iteration but not
feedback the output data yk in the current iteration. Controller C acts as a signal generator and
otherwise can be considered as a feed-forward controller with some ﬁxed reference in current
iteration.
This method has some advantages over FXLMS method as it
² avoids the requirement of reference signals, which are sometimes unavailable in the prac-
tice;
² reduces the computation by tuning the spectrum of control action u directly;
² does not demand prior knowledge of the secondary path G.
RLS algorithm has also be used in MD-FDT to avoid extra gradient experiments which is similar
to RLS algorithm used in FXLMS and the detailed implementation is stated in [107].
2.5 Discussion about the Limitation
Although above three methods have been all successfully applied into real platform, they have
their own limitations.
While FXLMS only tunes feedforward controllers, FELMS only tunes feedback controllers. At
the same time, FXLMS requires nominal model ^ G which is generally identiﬁed off-line. When
using RLS online estimation, FXLMS is not true gradient based tuning any more due to the
adaptive approaching of RLS algorithm.
IFT method has more complex structure which requires additional path to inject extra signals.
At the same time, it requires more complicated operations in implementation which requires
extra experiments in order to make each tuning.
MF-FDT method has the same drawbacks as ITF. It requires additional signal injection and extra
gradient experiment.
In the following part of the thesis, an new iterative tuning method, FD-IT, will be developed to
overcome above limitations, especially the drawbacks of IFT and MF-FDT.Chapter 2 LITERATURE REVIEW 23
2.6 Summary
This Chapter presented a brief review of control design for Active Noise and Vibration control
(ANVC).AftergivingashortreviewaboutthebackgroundanddevelopingthehistoryofANVC,
three important adaptive control methods for ANVC are discussed in detail, i.e. the FXLMS
method, the IFT method and the MF-FDT method.
FXLMS is an adaptive ﬁltering based control method in time domain that requires nominal
model of the secondary path and is mainly used to tune feed-forward controllers. IFT method
is a self-tuning control method in the time domain that requires additional path to inject extra
signal and extra experiments to ‘produce’ a gradient of the control criterion. MF-FDT is a model
free self-tuning control method in the frequency domain that requires additional path and extra
experiments in implementations.Chapter 3
GRADIENT ESTIMATE IN THE
FREQUENCY DOMAIN
T
his Chapter proposes a new gradient estimation theory to tune both feedback controllers
and feed-forward controllers. The method is completely based on the analysis of system
dynamics and signals in the frequency domain. Considering its representation in the frequency
domain, the approach is especially suitable for control problems with ﬁnite-spectrum signals,
such as ANVC with periodic disturbances.
There are three parts in the Chapter. First a general framework of ANVC is represented with a
generalized dynamical model with both feedback and feed-forward controllers and the control
problem is represented as a mathematical optimization problem to minimize average quadratic
cost functions in the time domain. Secondly, a new gradient estimation theory is stated in the
frequency domain through analyzing the spectrum of signals and frequency responses of system
dynamics. Finally, comparisons with other gradient estimation methods are also presented.
3.1 Problem Setting of ANVC
This section presents a general framework for the ANVC problems addressed in this thesis.
Fundamental equations and performance functions are deﬁned and the essence of self-tuning
control is formulated in the time domain. The proposed framework can be extended to some
general control problems as discussed in the end of this section.
3.1.1 Control model and mathematical description about ANVC
Consider a SISO LTI ANVC system with feedback and feed-forward controllers, Fig. 3.1 gives
a schematic description.
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FIGURE 3.1: Block diagram of an ANVC system with feedback and feed-forward controllers
The measured output, which is affected by the disturbance d 2 Rnd, is represented by y 2 Rny.
G is the unknown plant dynamics with inputs d and u 2 Rnu , and produces output y. It can be
described as
y = G(d;u) (3.1)
The control signals from the feed-forward controller F and feedback controller H are denoted
by uf 2 Rnu and uh 2 Rnu, respectively. The tunable control system C comprises the param-
eterized feed-forward controller F and the feedback controller H:
C(w;r;y) : F : uf = F(wF;r)
H : uh = H(wH;y)
u = uf + uh
(3.2)
which can be tuned by adjusting their parameter vectors in w := fwF;wHg 2 Rnw.
It is assumed that the disturbance-detection (also called ”reference” in the literature) signal
r 2 Rnr is obtained through an unknown dynamics S from d. While the output signal y(t)
is measurable and recordable, the disturbance signal d cannot be measured directly.
If the system has steady output y = fy(0);:::;y(N ¡ 1)g with length of N sampling periods
then the control performance criterion is deﬁned as the average quadratic performance of a
length N output sequence:
J(w) :=
1
N
N¡1 X
n=0
q(n)y2(n); (3.3)
where q(n) is a series of a priori known weight factors varying with the index n.Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 26
Eqn.(3.3) can be expressed in the vector format as
J(w) :=
1
N
yT(t)Qy(t); (3.4)
where Q := diag[q(0);:::;q(N ¡ 1)] is the a priori known weight matrix.
The objective of controller tuning is to tune the controller parameters wF and wH to minimize
the performance criterion (3.3). The optimization problem can be formulated as
min : J(w) in (3.3);
s:t:
(
Eqn. (3.1);
Eqn. (3.2):
(3.5)
Without losing generality, the dynamics represented by (3.1) and (3.2) are always assumed to
contain differentiable functions. Hence, one of the effective methods to solve such optimization
problem as (3.5) is by the steepest descend method which is based on the gradient estimate
rJ(w).
For example using Newton’s method [10], the steepest descend update strategy is
wk+1 = wk ¡ ¹rJ(wk); (3.6)
where wk, wk+1 is the controller parameter vector in the kth and (k + 1)-th control iteration
respectively, and a proper positive real value ¹ is the step size.
In general the problem of minimizing J(wF;wH) is not necessarily convex. The tuning method
only ﬁnds a suboptimal solution at a local minimum. This suboptimal solution of the problem
is given as a solution of
rJ(wo
F;wo
H) = 0 (3.7)
There is and abundance of literature available on global optimization [32, 104, 106, 110]. To
summarize, under the above proposed framework the key task to is to ﬁnd out the gradient of
rJ in order to solve the ANVC problem.
3.1.2 Extensions to general control problems
Although the above framework is based on ANVC problems, it can be generalized to most
control problems without difﬁculties.
Considering servo control problems, the block diagram of a typical servo system is shown in
Fig. 3.2.
Compared with the feedback system described in Fig. 3.1, Fig. 3.2 has only slight differences
in that the unknown disturbance, d, in Fig. 3.1 is substituted with desired track reference, r, inChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 27
FIGURE 3.2: Block diagram of a servo control system with feedback controller
Fig. 3.2 and there are real output z and error signal y presented as outputs. The mathematical
model of the servo control problem can be represented in terms of (3.5) as well.
3.2 Gradient Estimate in the Frequency Domain
As mentioned above, the gradient estimate is the key step in adaptive control. In this section,
the above mentioned general framework for ANVC in the time domain is described from the
aspect of the frequency domain, and a new gradient estimation technique is proposed as based
on representations completely in the frequency domain.
3.2.1 Descriptions in the frequency domain
In this subsection some preliminary assumptions are presented about the dynamics considered
in the frequency domain. Some notation is also deﬁned and some equations are set up for further
discussion.
Consider a SISO discrete system as described by Fig. 3.1, there is an N-length output data
set y := fy(0);:::;y(N ¡ 1)g 2 RN. Let !m := 2¼m
N ;m = 0;:::;N ¡ 1 denote m-th
discrete frequency for an N-length time sequence. Áy := fÁy(!0);:::;Áy(!N¡1)g 2 CN is
the discrete spectrum of the N-length time sequence y, i.e. Áy
: = DFT(y). There are similar
notations of Ád, Ár, Áuf and Áuh.
InthefrequencydomaintheplantGcanbedescribedwithFrequencyResponseFunctions(FRF)
fÁd;Áug 2 C2N 7! Áy 2 CN as:
Áy = ©G(Ád;Áu) (3.8)
and the controller system C is described as function of fw;Ár;Áyg 2 Cnw+2N 7! Áu 2 CN:Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 28
©C(w;Ár;Áy) : ©F : Áuf = ©F(wF;Ár)
©H : Áuh = ©H(wH;Áy)
Áu = Áuf + Áuh
(3.9)
It is assumed that ©G, ©F and ©H are differentiable functions with respect to the spectra of
input arguments, i.e., fÁy;Árg and the tunable parameters, i.e., fwH;wFg.
Considering differentiable functions, local linearization can be be performed in case of inﬁnites-
imal increments. For the ANVC system as in Fig. 3.1, the local linearization of ©G can be
described as:
¢Áy ¼
dÁy
dfÁd;Áug
"
¢Ád
¢Áu
#
(3.10)
Since Ád can be considered as ﬁxed for the stationary disturbance assumptions, only the case
that ¢Ád = 0 is needed to be discussed.
We introduce now notations as
©G0 := ©Gu0 :=
@©G(Ád;Áu)
@Áu
2 CN£N (3.11)
and
©H0 := ©Hu0 :=
@©H(wH;Áuh)
@Áuh
2 CN£N (3.12)
which ©G0 and ©H0 are used more frequently in order to simplify expression if no confusion.
At the same time the derivative matrixes with respect to parameter vectors fwF;wHg can be
denoted by
©H0
w :=
@©H(wH;Áuh)
@wH
2 CN£nwH (3.13)
and
©F0
w :=
@©F(wF;Áuf)
@wF
2 CN£nwF (3.14)
The inﬁnitesimal increments of plant dynamics G in the frequency domain with respect to ¢Áu
can be written asChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 29
¢Áy ¼ ©G0(¢Áuf + ¢Áuh) (3.15)
3.2.2 Gradient estimate in the frequency domain
In order to estimate the gradient of the performance criterion J with respect to the control
parameter vector w, the technique of perturbation analysis is adopted to ﬁnd out the relationship
from the change of controller parameters to the change of output spectra.
Considering small updates of the parameters, i.e., w, i.e., wF ! wF + ¢wF and wH !
wH +¢wH, small increments of the control action in the feed-forward path ¢Áuf are obtained
as
¢Áuf = ©F0
w¢wF: (3.16)
There are two changing variables in the feedback path when tuning feedback controllers: the
change of output spectrum ¢Áy and the change of parameters ¢wH, which leads to
¢Áuh = ©H0¢Áy + ©H0
w¢wH: (3.17)
According to (3.15), it is straightforward to write the increment equation as
¢Áy = ©G0(
@©F(Ár;wF)
@wF
¢wF +
@©H(Áy;wH)
@wH
¢wH + ©H0¢Áy) (3.18)
FIGURE 3.3: Block diagram of inﬁnitesimal increment in frequency domainChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 30
Denoting
¢Áw
uh :=
@©H(Áy;wH)
@wH
¢wH (3.19)
¢Á
y
uh := ©H0¢Áy (3.20)
¢Áw
u := ¢Áw
uh + ¢Áuf (3.21)
(3.22)
Equation (3.18) can be illustrated in Fig 3.3.
As illustrated in (3.18), the dynamics G is considered as an unknown control object and the
input/output increment mapping is ¢Áu 7! ¢Áy.
Note that the physical inﬁnitesimal increment in the path of feedback controller H comprises
two parts:
² Áw
uh caused by the change of controller parameter ¢wH;
² Á
y
uh caused by the change of output ¢Áy.
If (I ¡©G0©H0)¡1 exists, the input/output mapping f¢Áw
uf +¢Áw
uhg 7! ¢Áy can be rewritten
from (3.18) as
¢Áy = (I ¡ ©G0©H0)¡1©G0(¢Áw
uf + ¢Áw
uh) (3.23)
Considering the closed-loop system T := fG;Hg as the unknown plant to be controlled, (I ¡
©G0©H0)¡1©G0 is the partial derivative matrix of ©T with respect of the change of the spectrum
of input signals.
Introducing the notation
©T0 := (I ¡ ©G0©H0)¡1©G0 (3.24)
and using (3.23), the partial derivative of Áy with respect to controller parameters wH and wF
can be written as
@Áy
@wH
= ©T0
@©H(Áy;wH)
@wH
(3.25)
and
@Áy
@wF
= ©T0
@©F(Ár;wF)
@wF
(3.26)
In (3.25) and (3.26), controllers H and F are known by designers. Therefore, the key item of
gradient estimation in the frequency domain is to estimate the closed-loop dynamics ©T0.Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 31
3.2.3 Gradient of the performance criterion
After getting the gradient of the output spectrum, the gradient of performance criterion with
respect to parameters is easy to obtain if the performance can be represented in terms of the
spectra.
Considering the average quadratic performance (3.3), according to Parseval’s Theorem [103], it
is straightforward to write the frequency domain format as
J =
1
N
N¡1 X
i=0
Á¤
y(!i)ÁQ(!i)Áy(!i) =
1
N2Á¤
y©QÁy (3.27)
where ÁQ(!i) and ©Q represent the element and matrix format in the frequency domain of the
weighting matrix Q in (3.4).
The derivative of performance J with respect to the controller parameters can be written in the
frequency domain format as
@J(w)
@wi
=
2
N2Á¤
y©Q©T0
@©C(w;Áy;Ár)
@wi
(3.28)
While the output y, the controller H and F are all known, Áy and
@©C(w;Áy;Ár)
@wi are both avail-
able in (3.28). The key to gradient estimation turns out to be to ﬁnd an estimate of ©T0.
Remark 3.2.1. As mentioned in the beginning of this subsection, the criterion function J(w) is
not limited to the average quadratic cost function. The gradient of the generalized performance
J(w), including u too, can be also obtained by following the proposed approach.
Consider the cost function JG(w) in generalized minimum variance control [161] as
JG(w) = yTQy + uTRu (3.29)
where y and u are ﬁnite length measured output and control vectors, respectively, and Q and R
are a priori known weighting matrixes.
According to Parseval’s Theorem [103], (3.29) can be represented in frequency domain as
JG(w) =
1
N2(Á¤
y©QÁy + Á¤
u©RÁu) (3.30)
where ©Q and ©R represent the weighting matrices Q and R in (3.29), respectively.
Similar to the previous deduction process using (3.25) and (3.26), it is straightforward to obtain
the gradient of the generalized criterion JG(w) in the frequency domain as follows:Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 32
@JG(w)
@wi
=
2
N2(Á¤
y©Q©T0 + Á¤
u©R)
@©C(w;Áy;Ár)
@wi
(3.31)
Remark 3.2.2. In order to ease the description of the gradient estimate in the frequency domain,
SISO systems are assumed here in a preliminary analysis. The above discussion is based on
the increment equation (3.15) and the methods and conclusions can be easily extended to multi-
input/multi-output (MIMO) and nonlinear systems when they can represent with such increment
format as (3.15).
Since ©G0 is deﬁned as the partial derivative in the above discussion, in the MIMO case the
gradient with respect to the control action in one control channel can be considered as the partial
derivative with respect to control action for one channel.
There is no plant linearity limitation with the discussion so far in this subsection, the method
and conclusions can be applied to nonlinear systems. While ©G0 is a complex diagonal squared
matrix in the linear case, it can be considered as complex squared matrix with elements in non-
diagonal positions.
AdetaileddiscussionaboutMIMOandnonlinearsystemswillbegiveninChapter5andChapter
6, respectively.
3.2.4 Extended analysis with periodic signals
In the previous subsections conclusions were drawn without any limitation about the disturbance
and reference signals. However, in general, a ﬁnite time series signal has inﬁnite spectrum in the
frequency domain. While the acquired signals are always ﬁnite in the time domain in control
engineering, their spectra will be inﬁnite practically almost always in the frequency domain.
This implies that the spectrum vectors Áy and Ár, the matrix ©T0 and
@©C(w;Áy;Ár)
@wi are all
inﬁnite-dimensional, which is impractical in real applications.
Fortunately, the above limitation can be avoided in the case that the signal has ﬁnite frequency
spectrum for a periodic signal or when ﬁnite spectrum approximations are feasible.
Considering (3.28) in the general case, Á¤
y can be considered as a weighting vector where
the conjugate complex value of a single frequency spectrum, Á¤
y(!) is the weighting factor of
@Áy(!)
@w . It can be expressed as a sum
@J(w)
@wi
=
2
N2
X
!2(¡1;1)
Á¤
y(!)Q(i;i)
@Áy(!)
@wi
(3.32)
where
@Áy(!)
@wi := ©T0(Áy(!);Áu)
@©C(w;Áu;Ár)
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In(3.32), notethatifÁy(!i) = 0and
@Áy(!i)
@wi < 1thenÁ¤
y(!i)
@Áy(!i)
@wi = 0. Inthematrixformat
of (3.28), if i-th element in Áy is zero and jj©T0
@©C(w;Áy;Ár)
@wi jj1 < 1, then the elements in the
i-th row in matrix ©T0
@©C(w;Áy;Ár)
@wi will not affect the result of rJ(w).
To calculate the gradient of the performance criterion rJ(w) for a stable system, it is only
necessary to consider the system’s frequency response with respect to the frequencies which are
contained in the output spectra.
Assume that a periodic output y has a spectrum Áy with ﬁnite none-zero values. The none-
zero value frequencies compose a n­-size ﬁnite frequency set ­ := f!0;:::;!n­¡1g,n­ < 1,
which are denotated by Áyj­ := fÁy(!0);:::;Áy(!n­¡1)g. And all the other elements in Áy
are 0, i.e., Áy(!) = 0;8! 6= ­.
In the linear case the [©T0
@©C(w;Áy;Ár)
@wi ] for a ﬁnite frequency, the set ­, can be represented
as ©T0j­
@©C(w;Áy;Ár)
@wi j­, where ©T0j­ and
@©C(w;Áy;Ár)
@wi j­ denote the frequency response with
respect to the ﬁnite frequency set ­.
As a consequence, in order to get
@J(w)
@wi in (3.28), only Áyj­, ©T0j­ and
@©C(w;Áy;Ár)
@wi j­ is
required to to obtain rJ(w). It is straightforward to rewrite (3.28) to the format with respect to
the ﬁnite frequency set ­ as
@J(w)
@wi
=
2
N
Á¤
yj­©T0j­
@©C(Áy;Ár;w)
@wi
j­ (3.33)
While the gradient estimate in the frequency domain has the limitation of ﬁnite spectrum which
limits applicability in some control problems, using (3.33), in the case of periodic signals, the
gradient estimate in the frequency domain can be much more effective than known methods in
time domain.
Consider now a control problem with period length N for signals in the time domain and with
ﬁnite frequency spectrum ­ in the frequency domain. While the problem in the time domain is
to solve N sub-problems for
@y(t)
@w ;t = 0;:::;N ¡ 1, the problem in the frequency domain is
to solve n­ sub-problems of estimation of
@Áyj!i
@w ;i = 0;:::;n­ ¡ 1. For instance, as shown in
Fig. 3.4, a length N time series signal requires to process N data to compute the gradient in the
time domain. When the signal contains only 3 frequencies, it requires to process only 3 spectral
data to compute the gradient in the frequency domain.
Therefore if n­ << N the gradient estimate for control can be greatly simpliﬁed in view
of (3.33). Furthermore, since Áy can be considered as weighting factors as shown in (3.32),
if the spectrum of the signal y has some dominant frequencies ­, i.e., Áyj­ ¼ Áy, then it is
straightforward to rewrite (3.33) as
@J(w)
@wi
¼
2
N
Á¤
yj­©T0j­
@©C(Áy;Ár;w)
@wi
j­; if Áyj­ ¼ Áy (3.34)Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 34
FIGURE 3.4: Proceeding in the time domain and frequency domain
Eqn. (3.33) represents a new approach to gradient estimates for control problems with periodic
disturbances. Since periodic signals are very common in ANVC, the proposed gradient estimate
method is especially suitable to solve ANVC problems. At the same time Eqn. (3.34) can also
be used to deal with the disturbance containing some noise.
Remark 3.2.3. Although the primary application ﬁeld is ANVC with periodic signals, the pro-
posed gradient estimation techniques can be extended to some common control problems since
the previous discussion is based on the general framework described with the Fig. 3.1 and the
related mathematical model (3.5). Such a problem is the servo control problem illustrated by
Fig. 3.2. The gradient estimate in the frequency domain for the common control problems
is straightforward. Since most signals can be considered to have ﬁnite dominant frequencies,
Eqn. (3.34) can be practical to solve the most of common control problems in applications.
3.3 Comparison with Other Gradient Estimate Techniques
As mentioned above, the gradient estimate in the frequency domain is based on a general idea
of how to compute gradient in adaptive control problems. In this section, the proposed gradient
estimation technique is compared with the gradient estimation approach taken in some other
popular control methods in ANVC. This will illustrates FD-IT’s similar representation in the
frequency domain that helps to gain insight into other related IFT control methods.
In this section, the comparisons are based on the principle of gradient computation in control.
Thecomparison about detailalgorithms to implementcontrol will be discussedin the nextChap-
ter.
3.3.1 Reformation in LTI ANVC
Before making comparisons, the general gradient estimate in the frequency domain, i.e., (3.25),
(3.26) and (3.28), is specially studied in the LTI system.Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 35
Considering the ANVC system shown in Fig. 3.1, the plant G and controllers H and F are all
assumed to be LTI systems.
For LTI controllers we can write
@©H(Áy;wH)
@wH and
@©F(Áy;wF)
@wF as follows:
©H0
w =
@©H(Áy;wH)
@wH
=
@©H(wH)
@wH
Áy (3.35)
and
©F0
w =
@©F(Ár;wF)
@wF
=
@©F(wF)
@wF
Ár (3.36)
In the linear case there is ©T0 = ©T and ©T0 in FD-IT is substituted as ©T in the following
discussion in this section. It is straightforward to rewrite (3.25) and (3.26) as
@Áy
@wH
= ©T
@©H(wH)
@wH
Áy (3.37)
and
@Áy
@wF
= ©T
@©F(wF)
@wF
Ár (3.38)
Due to linearity ©T,
@©F(wF)
@wF and
@©H(wH)
@wH are all diagonal square matrixes and this leads to
©T
@©H(wH)
@wH
=
@©H(wH)
@wH
©T; (3.39)
and
©T
@©F(wF)
@wF
=
@©F(wF)
@wF
©T (3.40)
Therefore, (3.37) and (3.38) can be written as
@Áy
@wH
=
@©H(wH)
@wH
©TÁy (3.41)
and
@Áy
@wF
=
@©F(wF)
@wF
©TÁr (3.42)
Using (3.41) and (3.42), rJ(w) in LTI ANVC can be expressed asChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 36
@J(wH)
@wH
=
2
N
Á¤
y
@©H(wH)
@wH
©TÁy (3.43)
and
@J(wF)
@wF
=
2
N
Á¤
y
@©F(wF)
@wF
©TÁr (3.44)
3.3.2 Use of dynamical derivatives in the LTI case
The new gradient estimation method has been deduced completely in the frequency domain. In
order to generalize the proposed method to common control problems, the incremental format
equations as (3.15) and (3.18) are used because nonlinearities can be locally linearized with
inﬁnitesimal incremental equations.
Actually in the LTI case the proposed gradient estimates can be directly obtained through the
derivation of the integrated system dynamics.
Considering a typical feedback and feed-forward hybrid control system as in Fig. 3.5, the plant
G is a LTI system, the LTI feedback controller is H(wH) and the feed-forward controller is
F(wF) that both have tunable parameters wH and wF.
FIGURE 3.5: Diagram of feedback and feed-forward control system
As it is well known the whole dynamics can be expressed in the time domain as
y =
G(z¡1)F(z¡1;wF)
1 ¡ G(z¡1)H(z¡1;wH)
x (3.45)
which can be expressed in the frequency domain [24] as
Áy = [I ¡ ©G©H(wH)]¡1©G©F(wF)Áx (3.46)
As mentioned in the above subsection, ©G, ©H(wH), ©F(wF) and [I ¡ ©G©H(wH)] are all
diagonal matrixes in the LTI case.
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@Áy
@wF
= [I ¡ ©G©H]¡1©G
@©F(wF)
@wF
Áx = ©T
@©F(wF)
@wF
Áx (3.47)
which is the same as (3.38).
According to (3.46), the derivative
@Áy
@wH is ﬁrst given as
@Áy
@wH
= [I ¡ ©G©H]¡2©G
@©H(wH)
@wH
©G©FÁx (3.48)
In LTI systems [I ¡ ©G©H]¡1, ©G and
@©H(wH)
@wH are all diagonal matrixes, and their positions
are exchangeable in (3.48), which gives
[I ¡ ©G©H]¡2©G
@©H(wH)
@wH ©G©FÁx
= f[I ¡ ©G©H]¡1©Ggf
@©H(wH)
@wH gf[I ¡ ©G©H]¡1©G©FÁxg
= ©T
@©H(wH)
@wH Áy
(3.49)
Considering three braced items in (3.49), according to the denotation of the closed loop dynam-
ics T (3.24) in LTI case and system output spectrum in (3.46), it is straightforward to write
@Áy
@wH
= ©T
@©H(wH)
@wH
Áy (3.50)
which is same as (3.37).
Therefore in LTI case the new proposed gradient theory can be well explained by the direct
deduction through the derivation of system dynamics.
3.3.3 Comparison with gradient estimate in the time domain
In this subsection, the computations of criterion gradient in two popular tuning methods in
the time domain, including: FXLMS and TD-IFT, are compared with the proposed gradient
estimate, which is now abbreviated as FD-GE for the rest of this discussion.
First we consider the original FXLMS method in which the performance criterion gradient can
be expressed as
J(w) = 2
N¡1 X
t=0
y(t)(rF(w)xf) (3.51)
where xf = Gr.
Note that no feedback controller is used in the prototype of the FXLMS method, the closed-loop
dynamics T(G;H) is simpliﬁed to be secondary path dynamics G, which leads to ©T = ©GChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 38
in the frequency domain. Therefore, compared with (3.44), the terms in (3.51) have matching
relationships as shown in Tab. 3.1:
FXLMS FD-GE
y(t) Á¤
y
rF
@©F(wF;Ár)
@wF
xf(= Gr) ©TÁr(= ©GÁr)
TABLE 3.1: Comparison between gradient computations in FXLMS and in the frequency do-
main (FD-GE)
Considering the feedback tuning permutation of FXLMS and FELMS method, the computation
of performance gradient is expressed as
J(w) = 2
N¡1 X
t=0
y(t)(rH(w)ef) (3.52)
where ef = Kr.
According to (2.20), K in FELMS is the closed-loop dynamics T(G;H) in FD-GE. Therefore,
compared with (3.43), the terms in (3.52) have matching relationship as shown in Tab. 3.2:
FELMS FD-GE
y(t) Á¤
y
rH
@©H(wH;Ár)
@wH
ef(= Kr) ^ ©TÁy(= ^ ©TÁy)
TABLE 3.2: Comparison between gradient computations in feedback FELMS and in the fre-
quency domain (FD-GE)
Secondly, considering TD-IFT as illustrated in Fig. 2.7 and Fig. 2.8, the computation of the
performance criterion gradient is based on zh and zf, which are the outputs of extra experi-
ments by injecting the previously recorded output fy(¡N);:::;y(¡1)g and repeated reference
fr(¡N);:::;r(¡1)g, respectively. It is noted that zh and zf are both ﬁltered by the closed-loop
system, which can be presented as:
zh =
G
1 ¡ GH
y; (3.53)
and
zf =
G
1 ¡ GH
r: (3.54)
Therefore, compared with (3.43) and (3.44), the items in (2.25) and (2.26) have matching rela-
tionship as shown in Tab. 3.3.Chapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 39
TD-IFT FD-GE
y(t) Á¤
y
@H(wH;y)
@wH
@©H(wH;Áy)
@wH
@F(wF;r)
@wF
@©F(wF;Ár)
@wF
zh(t) ©TÁy
zf(t) ©TÁr
TABLE 3.3: Comparison between gradient computations in TD-IFT and in the frequency do-
main (FD-GE)
3.3.4 Comparison with model-free frequency domain tuning methods
While there are only a few comprehensive tuning methods available in the literature for both
feedback and feed-forward controllers for ANVC, the MF-FDT method can also be considered
to be an iterative learning control (ILC) method in the frequency domain.
Therefore in MD-FDT the closed-loop dynamics is identical with the secondary path, i.e., ©T =
©G.
At the same time note that the tunable parameters in the model-free frequency domain tuning
method are the ILC control actions u themselves, i.e. wF = u with
@H(u;y)
@u
´ I: (3.55)
Compared with (3.44), the items in (2.40) have matching relationship as shown in Tab. 3.3.
Tab. 3.4.
MF-FDT FD-GE
[yi yr]T
k Á¤
y
G ©G(= ©T)
I
@H(u;y)
@u
zk = G[yi yr]T
k Á¤
y©T
@H(u;y)
@u
TABLE 3.4: Comparison between gradient computations in the MF-FDT and in the frequency
domain (FD-GE)
3.3.5 Chain rule in the gradient estimation procedure
According to the above comparisons made, the gradient estimate in the frequency domain can
be used to explain the gradient computations in all the mentioned control methods. It gives a
universal description about gradient estimate in the frequency domain.
Through the previous comparisons made between the each term in the equations for gradient
computations, the computational procedures to for the performance gradient imply the ”physicalChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 40
essence” of the chain rule as shown in Fig. 3.6, i.e. an update of parameters causes a change in
control action, the change of control action leads to change in output, and the change in output
affects the ﬁnal performance. As shown in Fig. 3.6, they have similar expressions in the time
and frequency domain, i.e.,
@C(w)
@w -
@©C(w)
@w , ¢u-¢Áu, G
1¡GH- ©G
I¡©G©H, ¢y-¢Áy.
FIGURE 3.6: Chain rule of gradient estimate in the time and frequency domain
In the chain shown in Fig. 3.6, the most intricate and key link is the mapping from the control
action u to the output y, i.e., the closed-loop dynamics T.
Among the above mentioned adaptive control methods, TD-IFT and the proposed gradient es-
timate in the frequency domain gives a comprehensive presentation of the gradient estimation
procedurewhichbothexplainsthemappingofclosed-loopdynamicsandoffersacontrolmethod
that suits both feedback controllers and feed-forward controllers. While TD-IFT provides a way
to perform gradient estimation in the time domain, FD-IFT can be considered as an equivalent
expression in the frequency domain.
Despite the similarity of the gradient computations, the tuning algorithms and implementations
of these adaptive control methods can be quite different. The difference between the new pro-
posed method and existing methods is mainly due to different operations performed in the time
and frequency domains.
3.4 Summary
This Chapter proposed a new gradient estimation theory completely performed in the frequency
domain. The core is the gradient of the output spectrum Áy with respect to the controller pa-
rameters w in a feedback and feed-forward hybrid system. Although the presentation in this
Chapter is mainly based on ANVC problem as in Fig.3.1 and on an average quadratic criterion
as (3.29), the proposed gradient estimation method can also be used to attack common control
problems and general performance criteria.
An advantage is that the proposed approach can greatly simplify gradient computation when
the signal and system have much simpler presentation in the frequency domain than in the timeChapter 3 GRADIENT ESTIMATE IN THE FREQUENCY DOMAIN 41
domain.
Thegradientestimationmethodinthefrequencydomainhasbeendiscussedusingequation(3.28)
that has only one unknown item that is the closed-loop dynamics ©T0. In the next chapter, based
on (3.28), the details of the tuning algorithms are developed to obtain ©T0 through control ex-
periments.Chapter 4
ITERATIVE TUNING IN THE
FREQUENCY DOMAIN
F
ollowing the gradient estimation theory as presented in the previous chapter, this chapter
will develop an online tuning method for ANVC problems with periodic signals.
This Chapter comprises three parts. First of all, the main task of gradient estimation in the
frequency domain is to get the frequency response of the closed-loop dynamics, i.e. ©T0. Some
ideas to the online estimation of ©T0 are brieﬂy presented. One iterative method is studied in
detail and the general algorithm for the iterative tuning in the frequency domain is developed.
Secondly, some issues with practical implementations are discussed, including the applications
in different controller structures and the also the possible instability problem in the tuning pro-
cess. At the end of this chapter the proposed online tuning algorithm is compared to some
popular adaptive control methods in ANVC, i.e., FXLMS, IFT and MF-FDT.
4.1 Online Iterative Tuning In the Frequency Domain
In the previous chapter the computation of the performance criterion gradient is based on (3.28)
or (3.33) for periodic disturbances, where the unknown terms ©T0 or ©T0j­ are the key to
obtaining the gradient of the criterion.
In the k-th iteration, ©k
T0 is the closed-loop dynamics, comprising secondary path dynamics ©k
G0
and k-th feedback controller ©k
H0. In LTI systems, ©k
G0 is time invariant that is identical with
©G0. In this case, if ©G0 is known a priori through off-line identiﬁcation, it is easy to compute
©k
T0. The tuning process becomes straightforward by updating the controller parameters as (3.6)
along the negative direction of the performance gradient obtained by (3.28) or (3.33).
42Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 43
4.1.1 Online tuning methods
However, in many ANVC applications the system dynamics G is not available to perform off-
line identiﬁcation, or can be slightly time varying in different operational states. An online
gradient estimation technique is necessary and is more valuable in the application than a priori
estimation.
According to (3.28) or (3.33) to perform online tuning it is necessary to estimate ©T0 or ©T0j­
in the case of periodic disturbances through realtime experiments.
Note that ©T0 can be presented as an incremental equation as ¢Áy = ©T0¢Áu, the unknown
dynamics©T0 canbeestimatedthroughthespectrumdifferencepair: outputspectrumdifference
(¢Áy) and control action spectrum difference (¢Áu). There are a lot of methods to produce the
spectrum difference pair to solve ©G0.
As in IFT, one of the simplest ways is to perform one extra experiment that injects some addi-
tional control excitation ¢u and acquires the difference in output ¢y during the original and
extra experiments. In implementation, the additional control excitation ¢u is to be determined
by design that takes into account the identical spectrum of the disturbance with output y. The
extra experiment is illustrated in Fig. 4.1.
FIGURE 4.1: Extra experiment to estimate gradient in the frequency domain
However, the operation and structure of this method is complicated since there is an extra ex-
periment and extra path to inject additional control actions. To avoid these drawbacks, a new
adaptive control method is proposed that tunes the controllers without extra signals and corre-
sponding injection path in each iteration.
The idea of iterative tuning in the frequency domain is simple and it is is also based on the
spectrum difference pair f¢Áu;¢Áyg.
1. In k-th iteration, output spectrum Ák
y and control action spectrum Ák
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2. Given gradient rJ(wk) in the k-th iteration, the parameter vector for (k+1)-th iteration,
i.e., wk+1, is updated as wk+1 = wk ¡ ¹J(wk).
3. In(k+1)-thiteration, applyingparametervectorwk+1, outputspectrumÁk+1
y andcontrol
action spectrum Ák+1
u can be acquired through experiment.
4. After getting Ák
y and Ák+1
y , and Ák
u and Ák+1
u , the closed loop dynamics ©T0 can be
estimated through the spectrum difference pair, i.e., (¢Áu = Ák
u ¡ Ák+1
u ) - (¢Áy =
Ák
y ¡ Ák+1
y ). Then ©k+1
T0 and rJ(wk+1) are obtainable.
It should be noted that, in the step 4 of the above process, the spectrum difference pair, i.e.,
(¢Áu = Ák
u ¡ Ák+1
u ) - (¢Áy = Ák
y ¡ Ák+1
y ), can not be directly used in ¢Áy = ©T0¢Áu to
estimate ©T0 because the parameter of feedback controller has been changed from H(wk) to
H(wk+1) in k-th and (k + 1)-th iterations.
There are two methods to estimate ©T0 through the spectrum difference pair f¢Áu;¢Áyg : the
direct estimate approach and indirect estimate approach. They are presented in the following
two subsections.
Note that ©T0 becomes a diagonal frequency response matrix for SISO LTI systems so that the
single diagonal element ©T0(!) in ©T0 for the frequency response about a single frequency !
can be estimated separately. In order to ease on the notation in the following subsections, the
estimate of ©T0 will be represented with the estimate of a single frequency response ©T0(!) and
the extension to full ©T0 is straightforward.
4.1.2 Direct estimate approach
The ﬁrst method is the direct estimation which can be derived from the increment equation of
©T0 (3.23) directly.
Considering a SISO LTI system G, the control action is denoted by ui := ui
f + ui
h in the i-th
iteration and uj := u
j
f + u
j
h in the j-th iteration, the outputs in the two different iterations are
denoted by yi and yj, and the parameter vectors of the feedback controller are wi
H and w
j
H,
respectively.
As mentioned above, the change in the feedback path, i.e., ¢uh = ui
h ¡ u
j
h, comprises two
parts:
² ¢Á
y
uh caused by the change of output spectrum ¢Áy = Ái
y ¡ Á
j
y,
² ¢Áw
uh caused by the change of feedback parameters ¢wH = wi
H ¡ w
j
H.
Note that the mapping of ©T0 is from ¢Áw
u to ¢Áy in (3.23), ¢Áw
uh can be obtained from
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¢Áw
uh = Ái
uh(!) ¡ ©H(wj;Ái
y(!)): (4.1)
It is straightforward to write the difference equation between i-th and j-th iteration as:
Ái
y(!) ¡ Áj
y(!) = ©i
T0(!)[(Ái
uf(!) ¡ Á
j
uf(!)) + Ái
uh(!) ¡ ©h(wj;Ái
y(!))] (4.2)
where the term ¢Áw
uf in (3.23) is represent with (Ái
uf(!) ¡ Á
j
uf(!)).
Assuming y has ﬁnite dominant frequency ­, ©i
T0j­ is a diagonal matrix with diagonal element
©Ti(!);! 2 ­.
It is straightforward to obtain a direct estimate of ©Tij­ as:
^ ©i
T0j­ = fdiag[Ái
ufj­ ¡ Á
j
ufj­ + Ái
uhj­ ¡ ©Hj­(wj;Ái
yj­)]g¡1diag(Ái
yj­ ¡ Áj
yj­) (4.3)
In some cases the control actions cannot be measured directly but the reference signal r is
obtainable. The change of control action caused by the change of control parameters, i.e., ¢Áw
u,
can be calculated through the following two equations:
¢Áw
uf = ©F(wi
F;Ár) ¡ ©F(w
j
F;Ár); (4.4)
and
¢Áw
uh = ©H(wi
H;Ái
y) ¡ ©H(w
j
H;Ái
y); (4.5)
Therefore, (4.3) can be rewritten as
^ ©i
T0j­ = fdiag[©F(wi
F;Ár) ¡ ©F(w
j
F;Ár)
©H(wi
H;Ái
y) ¡ ©H(w
j
H;Ái
y)]g¡1diag(Ái
yj­ ¡ Á
j
yj­)
(4.6)
Although the derivation of (4.3) looks somewhat complicated, as shown in (4.3), the computa-
tion of ©i
T0j­ is almost completely based on the measured data except one simple calculation,
©H0j­(wj;Ái
yj­).
4.1.3 Indirect estimate approach
Another method is the indirect estimation approach, which computes ©T0 after estimating ©G0.
It is easier and more ﬂexible than the direct estimation approach.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 46
Note that ©T0 is the closed-loop dynamics comprising the unknown dynamics G and the feed-
back controller H(wH). ©T0 can be obtained when the designed feedback controller ©H0(wH)
is known and an estimate of ©G0 is available. The estimation of ©G0j­ is much simpler than
estimation of ©T0j­.
^ ©G0j­, the realtime estimate of ©G0j­, is given by
^ ©i
G0j­ = [diag(Ái
uj­ ¡ Áj
uj­)]¡1diag(Ái
yj­ ¡ Áj
yj­) (4.7)
Given H(wi
H) produced in the i-th iteration and ^ ©G0j­ estimated with (4.7), it is straightforward
to obtain ^ ©i
T0j­ at i-th iteration as
^ ©i
T0j­ = (I ¡ ^ ©G0j­©i
H0j­)¡1^ ©G0j­ (4.8)
Considering the two different controller parameter vectors in the i-th and j-th iterations, i.e.
fwi
f;wi
hg and fw
j
f;w
j
hg, and if the control action ui and uj in i-th and j-th iteration are
measurable, ©T0 can be obtained from (4.8) after estimating ©G0 using (4.7).
In some cases the control action u cannot be measured directly but the reference signal r is
measurable. Then the control action caused by the change of parameters can be computed
through the following two equations:
¢Áuf = ©F(wi
F;Ár) ¡ ©F(w
j
F;Ár); (4.9)
and
¢Áuh = ©H(Ái
y;wi
H) ¡ ©H(Áj
y;w
j
H); (4.10)
Therefore, (4.7) can be rewritten as
^ ©G0j­ = fdiag[©Hj­(wi;Ái
yj­) ¡ ©Hj­(wj;Á
j
yj­)
+©Fj­(wi;Ái
rj­) ¡ ©Fj­(wj;Á
j
rj­)]g¡1diag(Ái
yj­ ¡ Á
j
yj­)
(4.11)
After getting ©G0 with (4.11), the estimate of ©T0 is straightforward.
Compared with the direct estimation approach, an advantage of the indirect estimation method
as described by (4.8) and (4.7) or (4.11) is obvious: in the LTI case ©T0 can be updated with-
out estimating ©G0 in each iteration in the indirect estimation approach while ©T0 have to be
estimated in each iteration in the direct estimation approach.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 47
4.1.4 General algorithm of iterative tuning in the frequency domain
According to the discussions in the above two subsections, the estimate of ©T0 can be obtained
from realtime experiments. In the proposed method the estimation is based on a sequence of
experiments with different controllers which produce the blocks of data to obtain the differences
in spectra. It is a kind of self-tuning control method since the tuning procedure employs blocks
of data in the time domain. The proposed online tuning algorithm is called Iterative Tuning (IT)
in the Frequency Domain (FD), abbreviated as FD-IT.
To summarize: under the assumption that the system is LTI and all signals contain a ﬁnite
frequency set ­ only, the general algorithm of FD-IT is given as Algorithm 4.1.1.
Algrithm 4.1.1. General Algorithm of FD-IT
At the i-th iteration, given a prior estimate of the set ­ and designed controllers Hi and Fi,
perform an experiment and record data with length of the common period of ­
² I) Estimate ­ through frequency estimation techniques and ^ ©T0j­ through the following
methods:
– Direct estimation approach
¤ Let j = i ¡ 1 solve ^ ©T0j­ with (4.3),
– Indirect estimation approach
¤ a) Let j = i ¡ 1, solve ^ ©G0j­ with (4.7) or (4.11),
¤ b) Solve ^ ©T0j­ with (4.8),
² II) Obtain the derivative of J with (3.27) or (3.33);
² III) Update the controller parameters wi+1 with (3.6);
² IV) If not determined, let i = i + 1 and return to I)
Based on the above algorithm, given initial stable controllers fH(w0
H);F(w0
F)g, a typical tun-
ing process of FD-IT with indirect estimate approach can be illustrated as in Fig. 4.2:
With regards to the above general algorithm it should be noted that controllers are only presented
as
@C(w)
@w in mathematical terms, which leaves us with the possibility of various choices to
implement the algorithm in different control applications.
4.2 Implement FD-IT in Different Controller Structures
While the general algorithm was studied in the previous section, it can be applied for control in
practice through various controller structures. The details of possible implementations in some
typical controller structures are studied in this section.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 48
FIGURE 4.2: Block diagram of iterative tuning in the frequency domain with indirect estimate
approach
4.2.1 Issues about phase error correction
Note that in (3.28) the ©T0 is a partial derivative matrix with respect to the spectrum of the
control action. This implies that Ád is ﬁxed for ©T0. Generally, d is considered to be stationary
so that the norm of Ád is invariant. However, when the starting point of a acquiring a data
sequence with length N changes, the phase Ád can change as well.
Considering IFT, the injection of y and r are required at the same point in the common period
to keep identical phases. In [92, 93, 142], it is stated that there is ¼
2 a phase error limitation in
order to keep tuning convergent.
In the above discussions on FD-IT, the Ádi and Ádj between the i-th and j-th experiments were
required to keep identical phases, which required the same starting points in a common period
to acquire data.
Fortunately, in FD-IT the phase error can be corrected through reference spectra in implementa-
tions. Considering the linear ANVC system described as Fig. 3.1, it is straightforward to write
the path from disturbance d to output y in the frequency domain as
Áy = (
©Gd
I ¡ ©Gu©H
+
©Gu©F©S
I ¡ ©Gu©H
)Ád (4.12)
The reference signal, the feed-forward controller output and the feedback controller output can
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Ár = ©SÁd;
Áuf = ©H©SÁd;
Áuh = ©H(
©Gd
I¡©Gu©H +
©Gu©F©S
I¡©Gu©H)Ád
(4.13)
Considering one experiment with disturbance d, output y, reference r, feed-forward control ac-
tion uf and feedback control action uh, their spectra are Ád, Áy, Ár, Áuf and Áuh, respectively.
If there is an offset of the starting point with time difference ¢t. i.e., the offset disturbance
~ d(t) = d(t + ¢t). The phase error can be described with one phase error matrix ©¢t, i.e.,
~ Ád = ©¢tÁd. From (4.13), there exist ~ Ár = ©¢tÁr, ~ Áy = ©¢tÁy, ~ Áuf = ©¢tÁuf and
~ Áuh = ©¢tÁuh.
While d is unknown but r is measurable, if ©S is assumed as LTI system and invertible, ©¢t is
invertible as well, i.e.,
©¡1
¢t = diag( ~ Ár)diag(Ár)¡1 (4.14)
It is straightforward to get the phase error in correct format as
~ Áy = ©¡1
¢tÁy;
~ Áuf = ©¡1
¢tÁuf;
~ Áuh = ©¡1
¢tÁuh
(4.15)
Considering the i-th and j-th iteration in FD-IT, there exist the phase errors leading to Ári =
©¢tÁrj. From (4.15), the phase error correction for i-th iteration with respect to the j-th itera-
tion can be described as
~ Áyi = diag(Árj)diag(Ári)¡1Áyi;
~ Áufi = diag(Árj)diag(Ári)¡1Áufi;
~ Áuhi = diag(Árj)diag(Ári)¡1Áuhi;
(4.16)
For the direct estimation approach (4.3) can be rewritten as
^ ©Tj = diag( ~ Áyi ¡ Áyj)diag[ ~ Áufi ¡ Áufj +
@©Hj
@wH
Áyj(wi ¡ wj)]¡1 (4.17)
For the indirect estimation approach (4.7) can be rewritten as
^ ©Gu = [diag( ~ Áui ¡ Áuj)]¡1diag( ~ Áyi ¡ Áyj) (4.18)
With (4.16)-(4.17), the phase error can be corrected by using invariant reference spectrum in
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4.2.2 Issues about variety of the controller
It is noted that there is no limitation on the structure and mathematical format of controllers in
FD-IT except the existence of derivative matrix
@©C(Áy;Ár;w)
@w j­. The structure of implementa-
tion and the mathematical format are ﬂexible for implementing FD-IT in applications.
Most common structures of controller, such as: FIR controller, IIR controller, neural-network
(NN) controllers and fuzzy logic controllers, can be used in FT-IT, except some controllers with
undifferentiable factors, such as, hard threshold functions in neural-networks with and hard
membership function in fuzzy logics.
In Algorithm 4.1.1, the updating of controllers to provide controller tuning is represented in
terms of
@©C(Áy;Ár;w)
@w . Given certain hardware implementation of controllers, the variety of
mathematical formats can be chosen according to varying conditions of applications.
In most of the applications the polynomial format is the ﬁrst choice for its simplicity in mathe-
matics and in implementation. An IIR controller can be represented in polynomial format as
y(t) = b(1)x(t ¡ 1) + ::: + b(p)x(t ¡ p) ¡ a(1)y(t ¡ 1) ¡ ::: ¡ a(q)y(t ¡ q) (4.19)
which is a typical q-order AutoRegressive (AR) p-order Moving Average (MA) model with
parameter vector w := fa(1);:::;a(q);b(1);:::;b(p)g, the partial derivative in the frequency
domain of the controller with w can be written as
@Áy(w)
@a(i)
j! = ¡Áyj!
e¡ji!
1 +
Pq
k=1[a(k)e¡jk!Áx(!)]
;i = 1;:::;q; (4.20)
where ©C(Áx(!);w)j! =
Pp
k=1[b(k)e¡jk!Áx(!)]
1+
Pq
k=1[a(k)e¡jk!Áx(!)], and
@Áy(w)
@b(i)
j! =
e¡ji!
1 +
Pq
k=1[a(k)e¡jk!Áx(!)]
;i = 1;:::;p: (4.21)
In some cases the Zeros-Poles-Gain (ZPK) format is more straightforward and suitable to make
tuning take into consideration the stability problem concurrently.
The discrete transfer function of an IIR controller can be represent in the ZPK format as
h(z) = k
Qnz
i=1[z ¡ rz(i)]
Qnp
i=1[z ¡ rp(i)]
(4.22)
where the zeros are frz(1);:::;rz(nz)g, poles are frp(1);:::;rp(np)g, gain is k, and the pa-
rameter vector is w := frz(1);:::;rz(nz);rp(1);:::;rp(np);kg.
It is straightforward to get the frequency domain’s derivative function as follows:Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 51
@Áy(w)
@rz(i)
j! = ¡
Áyj!Áxj!
e¡ji! ¡ rz(i)
; i = 1;:::;nz (4.23)
@Áy(w)
@rp(i)
j! =
Áyj!Áxj!
e¡ji! ¡ rp(i)
; i = 1;:::;np (4.24)
and
@Áy(w)
@k
j! =
Áyj!Áxj!
k
(4.25)
While the polynomial format is simple to use, ZPK format is valuable when considering stability
of IIR controllers. As state above, the mathematical format of a controller is only the represen-
tation of the controller in the tuning algorithm and independent from the numerical hardware
implementation. It can be selected by algorithm designers according to different conditions.
The hybrid format can be used to combine advantages of the polynomial format and the ZPK
format so that the numerator is in polynomial format and the denominator in poles format, i.e.,
y(t) =
b(1)z + ::: + b(p)zp
Qnp
i=1[z ¡ rp(i)]
x(t) (4.26)
It is straightforward to get then that
@Áy(w)
@b(i)
j! =
e¡ji!Áx(!)
Qnp
k=1[1 ¡ e¡jk!]
;i = 1;:::;p: (4.27)
and
@Áy(w)
@rp(i)
j! =
Áyj!Áxj!
e¡ji! ¡ rp(i)
; i = 1;:::;np (4.28)
Furthermore, it should be noted that the mathematical format can be changed during the tuning
process, which will be discussed in the next section.
4.2.3 Frequency selective ﬁltered based iterative tuning
In this subsection an important ﬁlter structure, namely the Frequency-Selective-Filter (FSF), is
introduced to implement FD-IT. It is particularly suitable for control problems with periodic
signals.
Fig. 4.3 illustrates the block diagram of a Frequency-Selective-Filter-based (FSF) controller
system with m FSF channels. In this system, the FSF controller group can updated in realtime
according to the signal’s spectrum and maintained in both feedback and feed-forward paths.
Using the FSF-based controller system shown in Fig. 4.3, the implementation of FD-IT is
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FIGURE 4.3: Block diagram in frequency domain of FSF-based controller system
Considering ideal Frequency-Selective-Filter with gain 1 at the pass frequency and gain 0 at
other frequencies,
@©C(w;Áy;Ár)
@wi j­ in (3.33) is written as
2
6 6 6
4
@©
(0)
C (Áy(!0);Ár(!0);w)
@w 0 0
. . .
...
. . .
0 0
@©
(n­¡1)
C (Áy(!(n­¡1));Ár(!(n­¡1));w)
@w
3
7 7 7
5
(4.29)
A real Frequency-Selective-Filter always has frequency leakage, which is not zero gain in the
non-pass-frequency but often ignored when the gain is small enough. In practice, when the dom-
inant frequencies are too close, the frequency leakage of FSF cannot be ignored. Considering
the frequency leakage,
@©C(w;Áy;Ár)
@wi j­ should be written as
2
6
6 6
4
©
(0)
FSF(Áy(!0);Ár(!0);w)
@©
(0)
C (Áy(!0);Ár(!0);w)
@w :::
. . .
...
©
(0)
FSF(Áy(!(n­¡1));Ár(!(n­¡1));w)
@©
(0)
C (Áy(!(n­¡1));Ár(!(n­¡1));w)
@w :::
::: ©
(n­¡1)
FSF (Áy(!0);Ár(!0);w)
@©
(n­¡1)
C (Áy(!0);Ár(!0);w)
@w
...
. . .
::: ©
(n­¡1)
FSF (Áy(!(n­¡1));Ár(!(n­¡1));w)
@©
(n­¡1)
C (Áy(!(n­¡1));Ár(!(n­¡1));w)
@w
3
7
7 7
5
(4.30)
4.3 Issues about Stability of FD-IT
Stability is one of the most important topics in control engineering. In previous discussions, the
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the updated controllers. In the following subsections, the stability of FD-IT is discussed to tune
feed-forward and feedback controllers, respectively.
In FD-IT, while initial stability is guaranteed by prior selected initial controllers, the stability
during tuning process is depended on choosing a proper small step size ¹. In the following
two subsections we will study how to determine the proper step size ¹ to update feed-forward
controllers and feedback controllers.
4.3.1 Issues about stability of IIR controller
Firstly, the stability of feed-forward tuning is discussed when the tuned closed-loop dynamics T
is assumed to be stable. The sufﬁcient and necessary condition to make feed-forward controller
F to stabilize system as Fig.3.1 is to locate all the poles of F in the unit circle. Obviously, FIR
feed-forward controllers always stabilize a stable closed-loop dynamics since FIR ﬁlters’ poles
are all zeros. The remaining question is then how to tune IIR feed-forward controllers in FD-IT.
In order to satisfy the pole assignment rule in the discrete system that all the poles should be
within the unit circle [78], the most straightforward method is to make trial error and test if poles
of updated IIR controllers are within unit circle before applying controllers into real systems.
The trial and test algorithm is
Algrithm 4.3.1. Trial and Test for IIR feed-forward controller in FD-IT
At the i-th iteration, initial conditions are satisﬁed as
1. the closed-loop dyanmics T := fG;H(wi)g is stable,
2. C(wi) := fF(wi
F);H(wi
H)g and rJ(wi) is known,
3. a initial step size ¹i
0 and limitation for ¹i 2 (¹i
min;¹i
max) are manually set.
the trial and test method to update the IIR feed-forward controller is:
Let k = 0,
² I) Compute trial IIR F(wi+1
k ) as wi+1
k = wi + ¹i
krJ(wi
F),
² II) Compute poles of F(wi+1
k ) and test if the poles are all within unit circle,
² III) If No, let k = k+1, change ¹i
k = ¹i
k¡1+¢, where ¢ 6= 0 make ¹i
k 2 (¹i
min;¹i
max),
and goto I),
² IV) If Yes, wi+1 = wi+1
k and apply C(wi+1) to the next experiment.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 54
Algorithm 4.3.1 can be used for any mathematical format of linear controllers, including poly-
nomial format, gain-zeros-poles (ZPK) format and state-space format. The drawback is the high
cost of trials and tests.
Toavoid cost of trial and test, ZPK format as (4.22) can be adopted to represent IIR controllers in
mathematics. Given rJ(w) in ZPK format as (4.23), (4.24) and (4.25), the updating algorithm
is quite straightforward since poles of updating the controller can be computed directly with
ri+1
p = ri
p ¡ ¹
@Áy(w)
@rp(i)
(4.31)
The pure algorithm to tune ZPK format controllers can be considered an implementation of
the Homotopy Continuation Method (HCM) in control engineering [45, 147], which searches
optimal root solutions along their separate root pathway. Since the poles are limited to the unit
circle, it is possible to ﬁnd out the global optimal solution for the poles while ﬁxing zeros. Like
bifurcation points in the homotopy continuation method, the pure ZPK tuning algorithm may
merge some pole values from different update tracks during tuning process. In this latter case
the pure ZPK tuning can not divide them in the subsequent updates.
There are several ways to solve this problem. As in HCM, the update directions of bifurcation
points are determined by introducing 2nd order derivatives, then the Hermitian matrix can be
used to avoid merge of the zeros and poles. From the aspect of control implementation, since
one controller can be expressed in different mathematical formats, the polynomial format can be
used to substitute the ZPK format when bifurcation points appear. Alg. 4.3.2 gives the scheme
of algorithm of such hybrid polynomial-ZPK tuning.
Algrithm 4.3.2. Hybrid Polynomial-ZPK tuning in FD-IT
At the i-th iteration, initial conditions are satisﬁed as
1. the closed-loop dyanmics T := fG;H(wi)g is stable,
2. ZPK format C(wi) and rJ(wi) is known,
the hybrid tuning is
² I) If there is no duplicate poles or zeros, goto II), else goto III).
² II) Choose proper step size ¹i
z;¹i
p;¹i
k, guarantee jjri+1
p jj2 < 1 through (4.31), and update
zeros ri+1
z , poles ri+1
p and gains ri+1
k like (4.31). Goto IV).
² III) Change ZPK format of C(wi) to polynomial format and update corresponding coef-
ﬁcients with Alg. 4.3.1. Change the polynomial format to IIR format and goto IV).
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4.3.2 Issues about stability of closed-loop dynamics
After dealing with stability problem of IIR controllers for feed-forward control, another impor-
tant issue of system stability is how to stabilize closed-loop dynamics T := fG;Hg.
In order to discuss the stability problems of T := fG;Hg, one of the possible approach is to
use generalized stability margin bG;H [170]:
bG;H :=
(
jjT(G;H)jj¡1
1 for the stable closed-loop
0 for the unstable closed-loop
(4.32)
where
T(G;H) :=
Ã
GH
1¡GH
G
1¡GH
H
1¡GH
1
1¡GH
!
(4.33)
Given two LTI feedback controllers H1 and H2, if T(G;H1) is stable, the sufﬁcient condition
to make T(G;H2) stable is that the Vinnicombe distance ±º(H1;H2) [170],
±º(H1;H2) := jj
H1 ¡ H2 p
1 + H¤
2H2
p
1 + H¤
1H1
jj1 (4.34)
= max(
H1(j!) ¡ H2(j!)
p
1 + H¤
2(j!)H2(j!)
p
1 + H¤
1(j!)H1(j!)
;¡1 < ! < 1)
should satisfy ±º(H1;H2) < bG;H1.
Therefore, while bG;H1 is unknown but H1 is known, ±º(H1;H2) is a suitable criterion to de-
scribe the robust performance of the closed-loop dynamics fG;H2g.
There are two methods to improve the stability of the control system.
Firstly, as direct iterative tuning via spectral analysis [65], one extra experiment can be added
into each iteration with some additional zero-mean white-noise signal ¢u injected into the
closed-loop dynamics as in Fig. 4.1.
Assuming ¢u having variance ±2
u, the system has changed of output ¢y and changed feedback
bath ¢uh, which is illustrated in Fig. 4.4.
In the extra stability experiment, there existChapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 56
FIGURE 4.4: Extra stability experiment
¢uh =
GH
1 ¡ GH
¢u; (4.35)
¢y =
G
1 ¡ GH
¢u; (4.36)
¢uh =
H
1 ¡ GH
¢y; (4.37)
¢u + ¢uh =
1
1 ¡ GH
¢u: (4.38)
According to the deﬁnition of norm of matrix [64], the generalized stability margin bG;Hi in i-th
iteration can be estimated with the following equation:
^ bG;Hi
: = j
¢Áu
¢Áuh
;
¢Áu
¢Áy
;
¢Áy
¢Áuh
;
¢Áuh
¢Áu + ¢Áuh
j1 (4.39)
After getting the estimated generalized stability margin ^ bG;Hi through extra experiment, the
Vinnicombe distance ±º(Hi;H(i+1)) can be obtained from (4.34), and stability of the updated
controller H(w(i+1)) can be guaranteed by
±º(Hi;H(i+1)) < ^ bG;Hi (4.40)
However, there are some limitations with this method. At ﬁrst, it requires one extra experiment
in each iteration. At the same time, in practice, the ideal white-noise signal ¢u is not avail-
able, and the exact spectrum f¢Áy;¢Áuhg is not obtainable either as it is only estimated from
f¢y;¢uhg.
The second method is a practical approach by introducing a synthetical cost function including
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Considering the initial condition that no feedback controller is applied, wH0 = 0 and H(0) ´ 0,
the Vinnicombe distance between H(wH) to H(0) can be written with a simpler format as
±º(wH) = jj
H(wH)
p
1 + H¤(wH)H(wH)
jj1: (4.41)
In order to consider stability properties, synthetic performance Jsyn including output perfor-
mance JP(w) as (3.29) and a robustness performance JR(wH) can be deﬁned as
Jsyn(wH) = JP(wH) + ¸JR(wH)
JP : =
1
N
N¡1 X
t=0
y2(t) (4.42)
JR : = ±º(wH)
where ¸ is an appropriate weight factor preset by designer.
In this case, H(wH) is known and JR can be obtained. It should be noted that introduction
of Jsyn is only a melioration of the performance function that leads to sufﬁcient generalized
stability margin bG;H, but there is not guarantee to stability of the closed-loop system.
4.4 Comparison with Other Adaptive Control Methods in ANVC
In this section, the tuning procedure of FD-IT is compared with the tuning procedures of some
other typical adaptive control methods in ANVC. Through the comparison, FD-IT presents the
advantage of simplicity in control structure and in convenience of operation.
4.4.1 Tuning procedure of FD-IT
At ﬁrst the tuning procedure of FD-IT is studied in order to compare it with other methods.
As an iterative tuning control method, FD-IT is based on separate experiments which produce
signals by iteration block. In ANVC problems, the length of the data block is always the com-
mon period of signals N. Controller updating happens after each iteration, hence there are often
signiﬁcant phases during tuning process.
In the case of a LTI plant and when the secondary path dynamics G is known a priori, the tuning
procedure is straightforward. The relationship between the tuning iteration and the experiment
is illustrated in Fig. 4.5.
When the secondary path dynamics G is prior unknown, as shown in Fig. 4.6, at the beginning
of the tuning, one extra experiment with the controller parameters is manually performed. It isChapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 58
FIGURE 4.5: Tuning procedure of FD-IT with known G in LTI cases
FIGURE 4.6: Tuning procedure of FD-IT with online estimate of G in LTI cases
then necessary to estimate G in LTI systems. After estimating G, the following procedure is the
same as the procedure shown in Fig. 4.5.
FIGURE 4.7: Tuning procedure of FD-IT in a slow LTV system
FD-IT can be used in slow LTV system as well, i.e. when the time variation of system dynamics
is much slower to take place than the common period of the disturbance. In this case, ^ ©k
G0j! is
varying but can be estimated realtime through the data from k-th and (k ¡ 1)-th experiments.
The relationship between tuning iteration and experiments can be illustrated in Fig. 4.7.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 59
In all above procedures the controller structure is simple as in Fig. 3.1 without additional path
to inject extra signals.
4.4.2 Comparison with FXLMS methods
As mentioned in Chapter 2, FXLMS and its permutations belong to adaptive control methods
that tune controllers continuously. When the secondary path dynamics G is known, as shown
in (2.8), the controller parameter vector w is tuned continuously in FXLMS. It requires neither
extra experiments to operate nor additional injection paths in structures. Obviously, FXLMS
method is one of the most simple and easy ways to control effectively.
When the secondary path dynamics G is a priori unknown, the update of controller parameters
can also be based on Recursive-Least-Squares method as (2.16). Although the implementation
of FXLMS RLS is relatively simple as well, it is however not a gradient descent tuning method,
but it may have the advantage of faster convergence of controller parameters and higher compu-
tational load.
TherearethreemajorfactorstoimpactontheconvergencespeedofFXLMSwithRLSmethod[50,
138]:
1. G is often IIR dynamics, which yields an inﬁnite dimension vector £(t) in (2.13).
2. RLS method as (2.16) does not give steepest decent direction to update w in (2.8).
3. The speed of convergence is also determined by the adoption gain ¹, which is priori
unknown and quite varying in different control problems.
Therefore,the speed of convergence of FXLMS with RLS method may be very slow in practice.
Although FXLMS method is more convenient to use than FD-IT when the secondary path G is
known, FD-IT offers steepest descent tuning with relatively simple operations in practice.
4.4.3 Comparison with other iterative tuning methods
The iterative feedback tuning in the time domain (IFT) and model-free frequency domain tuning
(MF-FDT) are both iterative tuning control methods.
In IFT, there are two extra experiments, one for the feedback controller, another for the feed-
forward controller. The tuning procedure of IFT can be illustrated as in Fig. 4.8. In order to
make NT tuning iterations, 3NT experiments are required.
Similar with IFT, one extra experiment is required to estimate the dynamics of the secondary
path G in MF-FDT. Therefore, 2NT experiments are required to make NT tunings.Chapter 4 ITERATIVE TUNING IN THE FREQUENCY DOMAIN 60
FIGURE 4.8: Tuning procedure of IFT
Compared with FD-IT, these two iterative tuning control methods require auxiliary path to inject
additional signals and extra experiments. They are more complicated in control structure and
implementation.
4.5 Summary
Based on the gradient estimation method proposed in Chapter 3, this chapter describes gradient-
based iterative tuning methods in control implementation. The essential idea is presented to
estimate ©T0 through the spectrum difference pairs f¢Áu;¢Áyg from the different control ex-
periments.
Iterative Tuning in the Frequency Domain (FD-IT) is studied in detail, which estimates ©T0
through a sequence of experiments during the tuning process. There is no requirement on extra
experiments and additional signal injections except one extra experiments in the initial tuning
iteration.
Some important issues about control implementation are discussed that include: implementation
in different controller formats and the instability problem during tuning process.
Comparison with some other popular adaptive control method in ANVC is also presented that
underlines the convenience and ﬂexibility of FD-IT in implementations.Chapter 5
Frequency Domain Iterative Tuning in
MIMO Systems
I
n previous chapters all discussion has been based on SISO LTI systems in order to ease the
presentation of the gradient theory and control algorithm. This Chapter discusses the issues
about extension of FD-IT for SISO to Multiple Input Multiple Output (MIMO) LTI system.
This chapter contains three parts. In the ﬁrst part a general framework is proposed for MIMO
systems in ANVC problems. The deﬁnition of the extended FRF derivative matrix for MIMO
systems is given in the second section. In the third section the FD-IT method is discussed in a
general framework and the algorithms of FD-IT in the MIMO case are studied.
5.1 MIMO Linear ANVC
In practical applications, control systems are always complicated and affected by many factors
that may necessitate multiple outputs and multiple control actions. For instance, in Fig. 3.1 the
feedback and feed-forward control system can be considered as a SISO system when feedback
and feed-forward control actions share the same secondary path G. However, this system should
be considered as a MIMO system in practice because the secondary paths for feedback and feed-
forward control actions are always different as the feedback and feed-forward control signals use
different actuators. Therefore the extension of FD-IT to the MIMO case is very important for
applications.
In this section a general framework is proposed to describe the general LTI ANVC problem
including MIMO dynamics and some deﬁnitions are given.
A general ANVC system is illustrated in Fig. 5.1. As this is different from the SISO LTI system
shown in Fig. 3.1, there are two major points to note:
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FIGURE 5.1: Block diagram of a MIMO ANVC system with feedback and feed-forward con-
trollers.
² In Fig. 5.1, the double line connections between the modules denote transmission paths
containing multiple signals.
² Thefeedbackandfeed-forwardcontrollerscanhaveindependentsecondarypathsinFig.5.1.
The measured output that is affected by the disturbance d 2 Rnd is represented by y 2 Rny. G
is the unknown plant dynamics with inputs d and u 2 Rnu, and produce y. It can be described
as
y = G(d;u) (5.1)
The control signals u from the feed-forward controller F and feedback controller H are de-
noted by uf 2 Rnu and uh 2 Rnu, respectively. The tunable control system C comprises the
parameterized feed-forward controller F and the feedback controller H:
C(w;r;y) : F : uf = F(wF;r)
H : uh = H(wH;y)
u = (uf;uh)
(5.2)
which can be tuned by adjusting their parameter vectors w := fwF;wHg 2 Rnw.
It is assumed that the disturbance detection (‘reference’) signal r 2 Rnr is not correlated with
the output y, and r is often obtained through an unknown but time-invariant dynamics S from
d. While the output signal y(t) is measurable and recordable, the disturbance signal d cannot
be measured directly.
When the system has steady output y, the cost function of such an ANVC system is always
deﬁned as the average quadratic performance of a length N output sequence:Chapter 5 Frequency Domain Iterative Tuning in MIMO Systems 63
J(w) :=
1
N
N¡1 X
t=0
yT(t)Qy(t) (5.3)
where Q is a priori deﬁned weighting matrix.
Similarly as in the SISO LTI case, a general ANVC problem can be expressed as an optimization
problem in formally as (5.4)
min : J(w) in (5.3)
s:t:
(
Eqn. (5.1)
Eqn. (5.2)
(5.4)
Comparingtheabovemathematicalexpression(5.4)totheoptimizationprobleminSISOLTI3.5,
they are almost the same in mathematics and the solutions are always similar in theory.
In fact, based on the above general framework shown in Fig. 5.1, the deduction of a gradient
estimate in the frequency domain for MIMO LTI case is almost same as the SISO LTI case, after
making some slight modiﬁcations of the derivative matrix of FRF in MIMO systems.
5.2 Extended FRF derivative matrix in MIMO systems
In this section the dynamics of MIMO systems is expressed in the frequency domain and the
extended FRF derivative matrix is introduced for linear MIMO systems.
Considering the MIMO linear system described by Fig. 5.1 there is an N-length output data set
with the index of time Y := fy(0);:::;y(N ¡ 1)g, where y(t) := fy1(t);:::;yny(t)g 2 Rny
is the output at time t. This can be rewritten with the index of the output channels as Y =
fy1;:::;ynyg where yi = fyi(0);:::;yi(N ¡1)g;i = 1;:::;ny is the output in the i-th output
channel.
As with the notation of discrete spectrum in SISO case, !m := 2¼
N m;m = 0;:::;N ¡ 1 is
deﬁned as m-th discrete frequency for N-length data in MIMO system. Considering one single
output in one channel in multiple output Y, Ái
y := fÁi
y(!0);:::;Ái
y(!N¡1)g 2 CN denotes the
discrete spectrum of the i-th output yi.
Therefore, the discrete spectrum of Y is described as Áy := fÁ1
y;:::;Á
ny
y g 2 C(ny£N)£1.
There are similar notations used for Ád, Ár, Áuf and Áuh.
In the frequency domain the plant G is described as function fÁd;Áug 2 C((nd+nu)£N)£1 7!
Áy 2 C(ny£N)£1:
Áy = ©G(Ád;Áu) = ©G(Ád;Á1
u;:::;Ánu
u ) (5.5)Chapter 5 Frequency Domain Iterative Tuning in MIMO Systems 64
and the controller system C is described as function fw;Ár;Áyg 2 C(nw+((nr;ny)£N))£1 7!
Áu 2 C(nu£N)£1:
©C(w;Ár;Áy) : ©F : Áuf = ©F(wF;Ár)
©H : Áuh = ©H(wH;Áy)
Áu = Áuf + Áuh
(5.6)
Considering LTI systems the extended frequency response functions (FRFs) ©G, ©H and ©F
in MIMO cases are assumed as 1st order differentiable functions with respect to their input
spectrums. ItisalsoassumedthatH andF are1storderdifferentiablefunctionsinthefrequency
domain with respect to their tunable parameters w.
In order to describe local linearization in frequency domain with the linear equations, the matrix
format of ©G0, ©H0 and ©F0 is to be introduced before proceeding with further discussions on
iterative tuning in the frequency domain.
Considering the ANVC system illustrated in Fig. 5.1, the local linearization of ©G0 can be
expressed as
¢Áy =
2
6 6
4
¢Á1
y
. . .
¢Á
ny
y
3
7 7
5 = ©
(d;u)
G0
2
6
6 6
6 6 6
6 6 6
6
4
¢Á1
d
. . .
¢Á
nd
d
¢Á1
u
. . .
¢Ánu
u
3
7
7 7
7 7 7
7 7 7
7
5
(5.7)
where ©
(d;u)
G0 :=
dÁy
dfÁd;Áug 2 C[ny£N]£[(nd+nu)£N] is the total derivative with respect to Ád and
Áu, and given by
©
(d;u)
G = [©d
G0 ©u
G0] =
2
6 6
4
©
(d7!y1)
G ©
(u7!y1)
G
. . .
. . .
©
(d7!yny)
G ©
(u7!yny)
G
3
7 7
5 (5.8)
In (5.8) the partial derivatives of G with respect to disturbance Ád and control action Áu are
given by
©
(d7!yi)
G := [©
(d17!yi)
G0 :::©
(dj7!yi)
G0 :::©
(dnd7!yi)
G0 ]T 2 C(nd£N)£N;j = 1;:::;nd (5.9)
©
(u7!yi)
G := [©
(u17!yi)
G0 :::©
(uj7!yi)
G0 :::©
(unu7!yi)
G0 ]T 2 C(nu£N)£N;j = 1;:::;nu (5.10)
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Here, ©
(dj7!yi)
G0 2 CN£N is the partial derivative matrix of the i-th output spectrum Ái
y with
respect to j-th disturbance spectrum Á
j
d, ©
(uj7!yi)
G0 2 CN£N is the partial derivative matrix of
Ái
y with respect to j-th control action spectrum Á
j
u.
As LTI systems are now assumed, it is worthwhile pointing out that the frequency response is
independent, and ©
(dj7!yi)
G0 and ©
(uj7!yi)
G0 are diagonal matrices.
Since Ád is always assumed time invariant during the tuning process and to ease the notation,
©u
G0 is denoted by ©G0, i.e.,
©G0 :=
@Áy
@Áu
= [©
(u7!y1)
G ;:::;©
(u7!yny)
G0 ]T 2 C(ny£N)£(nu£N) (5.11)
It is straightforward to obtain that
©H0 :=
@Áuh
@Áy
= [©
(y7!uh1)
H0 ;:::;©
(y7!uhnu)
H0 ]T 2 C(nu£N)£(ny£N); (5.12)
©w
H0 :=
@Áuh
@wH
2 C(nu£N)£(nwh) (5.13)
and similarly
©F0 :=
@Áuf
@Ár
= [©
(r;uf1)
F ;:::;©
(r;ufnu)
F ]T 2 C(nu£N)£(nr£N); (5.14)
©w
F0 :=
@Áuf
@wF
2 C(nu£N)£(nwf); (5.15)
FIGURE 5.2: Block diagram of 2I2O feedback controller in the frequency domainChapter 5 Frequency Domain Iterative Tuning in MIMO Systems 66
Fig. 5.2 gives a graphic illustration of one 2-Input/2-Output (2I2O) feedback controller in the
frequency domain.
In an LTI system, using the above notations, the increment equation in the frequency domain of
G with respect to the change in control action u = uf + uh can be written as
¢Áy = ©
(u7!y)
G0 (¢Áuf + ¢Áuh) (5.16)
which is same as (3.15).
5.3 Iterative Tuning in the Frequency Domain for MIMO system
In Section 5.2 the MIMO dynamics is presented in the frequency domain in order to obtain the
inﬁnitesimal increment equation of the secondary dynamics ©
(u7!y)
G0 as (5.16) that is used to
deduct gradient estimate in the frequency domain for MIMO systems.
5.3.1 Gradient estimate in MIMO system
Note that (5.16) in MIMO systems has same increment equation as (3.15) in SISO systems.
Considering a ﬁnite frequency set ­ it is straightforward to obtain similar results for gradient
estimates in the MIMO case:
@Áy
@wH
j­ = ©
(u7!y)
T0 j­
@©H(Áyj­;wH)
@wH
(5.17)
and
@Áy
@wF
j­ = ©
(u7!y)
T0 j­
@©F(Árj­;wF)
@wF
(5.18)
and
@J(w)
@wi
=
2
N2Á¤
y©Q©
(u7!y)
T0 j­
@©C(Áyj­;Árj­;w)
@wi
(5.19)
Although (5.17)-(5.19) for MIMO system are almost same as (3.25)-(3.28) in SISO, there are
some differences with the dimensions of the terms in these equations.
² In SISO system, the dimensions of Áy, Ár and ©T0 are n­, n­ and n­ £ n­;
² In MIMO system, the dimensions of Áy, Ár and ©T0 are ny £ n­, nr £ n­ and (ny £
n­) £ (nu £ n­).
5.3.2 Iterative tuning in the frequency domain in MIMO system
Similar to (3.28), in (5.19) the only unknown term is ©T0, which is the key to the iterative tuning
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Boththedirectestimationand theindirectestimationapproach areapplicabletoMIMOsystems.
As stated in Chapter 4, since indirect estimation is more convenient in control implementations,
only indirect estimation is discussed in detail in this subsection.
In the indirect estimation the key point is to estimate ©
(u7!y)
G0 . Note that ©
(u7!y)
G0 has ny £ N
rows and nu £ N columns, which has ny £ N + nu £ N unknown variables to estimate in LTI
system.
IntheLTIcasethefrequencyresponseofMIMOsystemsisindependentatdifferentfrequencies.
Therefore the indirect estimate of ©G0 is discussed by studying the single frequency response
©
(u7!y)
G0 (!) 2 Cny£nu in this subsection.
If the spectrum change of the i-th channel control action ui(t) and i-th channel output yi(t) at
single frequency ! is denoted with ¢Ái
u(!) and ¢Ái
y(!), respectively, the increment equation
of a single frequency response ©
(u7!y)
G0 (!) caused by the change of control action spectrum
¢Áu(!) := f¢Á1
u(!);:::;¢Ánu
u (!)gT 2 Cnu£1 is given by an equation set as:
¢Áy(!) = ©
(u7!y)
G0 (!)¢Áu(!): (5.20)
where ¢Áy(!) := f¢Á1
y(!);:::;¢Á
ny
y (!)g 2 Cny£1.
In (5.20), there are ny equations, while ©
(u7!y)
G0 (!) has ny £ nu unknown variables to solve.
Therefore, given nu difference pairs (¢Áu(!)¡¢Áy(!)), nu equation sets (5.20) can be used
to build up a large equation group which has nu £ ny equations and can be used to estimate
©
(u7!y)
G0 (!).
As discussed in Chapter 4 the nu difference pairs (¢Áu(!)¡¢Áy(!)) can be obtained through
nu + 1 experiments. For example, considering nu + 1 sequential examples, from k ¡ nu-th to
k-th experiment, the large equation group is given by
8
> > <
> > :
Á
(k)
y (!) ¡ Á
(k¡1)
y (!) = ^ ©
(u7!y)
G0 (!)[Á
(k)
u (!) ¡ Á
(k¡1)
u (!)]
. . .
. . .
. . .
Á
(k)
y (!) ¡ Á
(k¡nu)
y (!) = ^ ©
(u7!y)
G0 (!)[Á
(k)
u (!) ¡ Á
(k¡nu)
u (!)]
(5.21)
where Á
(i)
y (!) and Á
(i)
u (!);i = k¡nu;:::;k denote the single frequency ! spectrum of output
and control action in the i-th experiment, respectively.
If the nu £ ny large equation group built up through nu + 1 experiments is of full-rank, the
©
(u7!y)
G0 (!) can be estimated and ^ ©
(u7!y)
T0 (!) 2 Cny£nu is computed from
^ ©
(u7!y)
T0 (!) = [I ¡ ^ ©
(u7!y)
G0 (!)©
(y7!u)
H0 (!)]¡1^ ©
(u7!y)
G0 (!) (5.22)
where I is the ny-dimension unit matrix and ©
(y7!u)
H0 (!) 2 Cnu£ny.
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^ ©
(u7!y)
T0 (!) =
^ ©
(u7!y)
G0 (!)
1 ¡ ^ ©
(u7!y)
G0 (!)©
(y7!u)
H0 (!)
: (5.23)
Tosummarize, under the assumption of a ﬁnite frequency set­ for the disturbance and assuming
an LTI system, we have the following tuning strategy in for MIMO system:
Algrithm 5.3.1. At the k-iteration,
1. Estimate Ák
r, Ák
u and Ák
y in k-th experiment;
2. Build up a full rank equation group as (5.21) with nu spectrum difference pairs f¢Áuj­;
¢Áyj­g through (nu + 1) sequential experiments, and estimate ©
(u7!y)
G0 j­ by solving the
equation group;
3. Calculate ©
(u7!y)
T0 j­ with (5.22);
4. Obtain the derivative of J with (5.19);
5. Update the controller parameter vector w using
wi+1 = wi ¡ ¹rJ(wi) (5.24)
where ¹ is a suitable step size to update the controller.
5.3.3 Implementation of FD-IT in MIMO systems
As mentioned above, at least nu different equation sets as in (5.20) are required to obtain
©
(u7!y)
G0 (!), which means nu pairs of difference data f¢u;¢yg. In an implementation to esti-
mate rJ(w) and make one gradient-based tuning update, 1 + nu experiments are required to
yield nu pairs of f¢u;¢yg to estimate ©
(u7!y)
G0 j­.
Remark 5.3.2. In LTI systems, ©
(u7!y)
G0 j­ is considered unchanged and can be estimated off-line
or at the beginning of tuning. If ©
(u7!y)
G0 j­ is priori unknown, ©
(u7!y)
G0 j­ can be estimated in
realtime through the ﬁrst nu+1 experiments. After then, ©
(u7!y)
T0 j­(©
(u7!y)
G0 j­;©Hj­(wi
H)) can
be computed with the change of Hi without estimating ©
(u7!y)
G0 j­ again.
As shown in Fig. 5.3, to perform NT times gradient-based tuning, plus nu initial extra experi-
ments to estimate ©
(u7!y)
G0 j­, NT + nu times experiments are necessary to be performed.
It is worthwhile to note the realtime estimate of ©
(u7!y)
G0 j­, which is useful for tuning Linear
Time Variant (LTV) systems. FD-IT can be used to tune slow LTV system as well in which the
G changes so slowly that they can be considered as invariant relative to the interval of length
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FIGURE 5.3: Tuning procedure of FD-IT for LTI MIMO systems
Remark 5.3.3. At k-th tuning iteration the current secondary dynamics ©
k(u7!y)
G0 j­ can be esti-
mated with the 1 + nu difference data pairs f¢u;¢yg from the (k ¡ nu)-th experiment to the
k-th experiment. As shown in Fig. 5.4, in case of slow LTV systems, FD-IT can also perform
NT gradient-based tuning iterations within NT + nu experiments.
FIGURE 5.4: Tuning procedure of FD-IT for slow LTV MIMO systems
As mentioned above, the obvious advantage of FD-IT over TD-IFT is that FD-IT requires much
less experiments to tune than TD-IFT. As stated in [52, 53, 58], to solve the gradient with
respect to all possible parameters in full block controllers, nu £ny gradient experiments for the
feedback controller H and nu £ nr gradient experiments for the feed-forward controller F are
required, which needs (1 + nu £ ny + nu £ nr) experiments in order to compute all gradients
for one step tuning. If the blocks of the controller are not independently parameterized, a more
elaborate procedure is required [53]. Therefore, in order to perform NT tuning updates, FD-IT
can ﬁnished within only NT + nu periods as shown in Fig. 5.3 and Fig. 5.4, while TD-IFT
requires NT £ (1 + nu £ ny + nu £ nr) periods of experiments as shown in Fig. 5.5.Chapter 5 Frequency Domain Iterative Tuning in MIMO Systems 70
FIGURE 5.5: Tuning procedure of iterative feedback tuning in MIMO system.
5.4 Summary
This chapter extended FD-IT from SISO system to MIMO system.
The derivative matrix of the extended FRF is introduced for MIMO systems. With the derivative
matrix the local linearity can be presented as increment equations as (5.16) in MIMO system.
Based on (5.16), the deduction procedure is almost same as the procedure for SISO systems,
the difference lies with the dimension of the increment equations.
In linear MIMO FD-IT, only one experiment is required to make tuning except that nu extra
experiments that is same as the number of input channels are required at the beginning of the
tuning.Chapter 6
Frequency Domain Iterative Tuning in
Nonlinear Systems
This chapter presents an extension of the principles of FD-IT to nonlinear systems. The topic is
divided into four parts. In the ﬁrst part, general ANVC problem including nonlinear dynamics
is set up. Next the Generalized Frequency Response Function (GFRF) and its derivative matrix
is introduced. In the third section the gradient estimate for nonlinear system is studied in the fre-
quency domain. Finally implementation issues of the FD-IT methodology for nonlinear plants
is discussed.
6.1 SISO Nonlinear ANVC problem
In many applications the actual control system is always nonlinear while LTI dynamics is often
used by engineers to approximate real systems. In some cases the LTI assumption is accurate
enough to describe the essence of the dynamics. However, in a lot of cases nonlinearity is not
ignorable and the LTI assumption can lead to signiﬁcant under performance.
As nonlinear systems are much more common than LTI systems in practical control engineer-
ing, the extension of FD-IT to nonlinear systems can be valuable in practice. As mentioned in
Chapter 3 the gradient estimate in the frequency domain is still valid for nonlinear plants. To
simplify the descriptions of FD-IT for nonlinear systems, ﬁrst SISO systems are assumed here,
the extension to nonlinear MIMO case is straightforward and can be done along similar lines as
it was in Chapter 5 for LTI systems.
The general framework illustrated in Fig. 3.1 is still valid to describe nonlinear systems, includ-
ing most deﬁnitions and equations. The two important sets of differences between linear and
nonlinear dynamics are as follows:
I Different expressions in the time domain and frequency domain
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² In linear systems the dynamics can be written as convolution of Markov weights
and the input sequence so that y = G[d;u]T, where function G is not related to the
input d and u. Similarly, in the frequency domain the FRF of linear dynamics can
be written as multiplication between FRF matrix and spectrum vector such as Áy =
©GdÁd + ©GuÁu, and the derivative matrix in the frequency domain is identical
with the FRF matrix.
² In nonlinear systems the nonlinear dynamics is always represented by a general
function such as y = G(d;u). In the frequency domain the nonlinear dynamics has
more complicated representation of its frequency response, and its derivative matrix
in the frequency domain is not necessarily the same as its frequency response matrix.
II Different output considerations
² In in linear systems the disturbance d is periodic, then the steady output y contains
the same frequencies as d. Therefore the frequency set in output y is invariant while
tuning of the controllers is taking place. In the cost function (3.3), the common
period N can be determined from the original output and it is kept unchanged during
the whole tuning process.
² In a nonlinear system, when the disturbance d is periodic, then the frequencies con-
tained in the steady output y are not necessarily the same as in the disturbance d.
In general the frequencies contained in output y are varying while the controller is
tuned. Therefore, in the cost function (3.3) the common period N may change and
should be determined by each tuned output.
Consequently, there will be a slightly modiﬁcation in the performance criterion in the case of
nonlinear ANVC. When the system has steady output yk in the k-th experiment and it has
common period Nk, the cost function of a system as in Fig 3.1 can be deﬁned as the average
quadratic performance of a length Nk output sequence:
J(w) :=
1
Nk
Nk¡1 X
t=0
yT(t)Qy(t) (6.1)
where Q is an a priori deﬁned weighting matrix.
The nonlinear ANVC problem can be expressed as an optimization problem as
min : J(w) in (6.1);
s:t:
(
Eqn. (3.1)
Eqn. (3.2)
(6.2)
Comparingtheabovemathematicalexpression(6.2)totheoptimizationprobleminSISOLTI(3.5),
they have similar presentation and hence the gradient based method is one of most effective so-
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In fact, based on the above general framework shown in Fig. 3.1, the derivation of a gradient
estimate in the frequency domain for nonlinear systems is almost the same as that for linear
system except some slight modiﬁcations of the derivative matrix of FRF in the nonlinear case.
6.2 Derivative Matrix of Generalized FRF in nonlinear systems
In this section the generalized frequency response function (GFRF) [7, 8] is introduced for
nonlinear dynamics, which is based on Volterra/Wiener series function [89, 119, 125], and the
derivative matrix of GFRF is proposed for iterative tuning in the frequency domain for nonlinear
system.
6.2.1 Generalized Frequency Response Function for the Nonlinear System
In this subsection the Generalized Frequency Response Function (GFRF) is introduced to de-
scribe nonlinear dynamics and the matrix format of the GFRF is presented.
GFRF is based on Volterra series functional representation from mathematics. The Volterra
series functional [149] was ﬁrst discussed in various publications by V. Volterra since 1887 and
ﬁnally published in Spanish in 1927. Volterra’s representation for nonlinear systems appeared
in the work of N. Wiener in the early 1940s as he studied the response of a nonlinear system to
white noise inputs. Since the 1950s, several works [4, 11] contained important subsequent work
on the Volterra functional representation applied to nonlinear systems.
First the Volterra functional representation of nonlinear discrete time SISO system G is con-
sidered. Given an N-length input sequence u := fu(0);:::;u(N ¡ 1)g, the output of G is a
sequence y := fy(0);:::;y(N ¡ 1)g. It can be described with an n-degree Volterra/Wiener
series function as [125]:
y(t) = h0 +
n X
k=1
f
N¡1 X
i1=0
:::
N¡1 X
ik=0
hk(i1;:::;ik)
k Y
j=0
u(t ¡ ij)g (6.3)
where the k-th Volterra kernel hk(i1;:::;ik) is real and equals to zeros if any argument is
negative.
In [125], the sufﬁcient but not necessary condition to guarantee the convergence of (6.3) is stated
as:
N¡1 X
i1=0
:::
N¡1 X
ik=0
jhk(i1;:::;ik)j < 1 (6.4)Chapter 6 Frequency Domain Iterative Tuning in Nonlinear Systems 74
The steady response to sinusoidal inputs in nonlinear systems can be studied through the Volter-
ra/Wiener approach. Generally, unlike LTI system, in nonlinear systems there is no one-to-one
mapping in the frequency domain. The presentation of nonlinear response in the frequency
domain is often called Generalized Frequency Response Function (GFRF) in most of papers.
The n-th order GFRF is the n-fold Fourier transform of the n-th order Volterra kernels:
Hn(!1;:::;!n) =
N¡1 X
i1=0
:::
N¡1 X
in=0
fhn(i1;:::;in)e¡j(!1+:::+!n)g (6.5)
In the probing method [5] the input signal is given by
u(t) =
n! X
m=1
Amej!mt; (6.6)
and this is injected to probe the plant to reveal information in the frequency domain.
As stated in [151], the output of the system described by (6.3) can be expressed as
Áy(t) =
n X
k=1
X
I
X
II
fHk(j!1;:::;j!k)(
nk Y
i=1
Ai)ej(!1+:::+!k)tg (6.7)
where
P
I denotes the summation of all combinations of taking k frequencies from n! frequen-
cies at a time, and
P
II denotes the summation of all the permutations of !1;:::;!k.
Note that in (6.7) the output y can also be expressed as the combination of several frequencies.
If the kernel functions of GFRF Hf¢g(¢) are assumed to be 1st order differentiable, then it is
straightforwardto derive the matrix format of 1st order derivative functions of GFRF using (6.7).
For example, considering a nonlinear system described by a 2nd order Volterra function as (6.3),
the input signal is
u(t) = A1ej(!1t+®1) + A2ej(!2t+®2): (6.8)
It is then straightforward to write the output y(t) as
y(t) = H0 + H1(!1)A1ej(!1t+®1) + H1(!2)A2ej(!2t+®2) (6.9)
+H2(!1;!1)A2
1ej2(!1t+®1) + H2(!2;!2)A2
2ej2(!2t+®2)
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Unlike an LTI system that would only have two frequencies of !1 and !2, the nonlinear output
y includes frequencies 0 (offset item), !1, !2, 2!1, 2!2 and !1 + !2.
Considering the inﬁnitesimal increment of the Áu as
u(t) = A1ej(!1t+®1) + ¢A1ej(!1t+¢®1) + A2ej(!2t+®2) + ¢A2ej(!2t+¢®2); (6.10)
the increment of y(t) can be locally linearized with 1st order derivatives as
¢y(t) = (H1(!1)ej!1t + 2H2(!1;!1)A1ej2!1t (6.11)
+2H2(!1;!2)A2ej(!1+!2)t)¢A1ej(!1t+¢®1)
+(H1(!2)ej!2t + 2H2(!2;!2)A2ej2!2t
+2H2(!1;!2)A1ej(!1+!2)t)¢A2ej(!2t+¢®2)
6.2.2 Derivative matrix of GFRF
In the above subsection the 1st order derivative function of GFRF in the time domain is il-
lustrated with a 2-frequency signal input, which is presented as a local linearization format
as (6.11). In this subsection the matrix format of the derivative function of GFRF for nonlinear
systems is studied in the frequency domain.
To ease the presentation let us start from the previous 2nd order Volterra function example de-
scribed by (6.8)and (6.9). Considering single frequency spectrum Áy(!k) := Akej®k in the
frequency domain, the amplitude is Ak and phase angle is ®k. Therefore, in the previous exam-
ple, the input u(t) can be expressed in the frequency domain with non-zero spectrum as Áu :=
fÁu(!1);Áu(!2)g, and y(t) can be expressed as Áy := fÁy(0);Áy(!1); Áy(!2);Áy(2!1);
Áy(2!2);Áy(!1 + !2)gT.
Denoting the ﬁnite frequency sets ­¢u := f!1;!2g and ­¢y := f0;!1;!2;2!1;2!2;!1+!2g,
¢Áuj¢u := f¢Áu(!1);¢Áu(!2)gT and¢Áyj¢y := f¢Áy(!1);¢Áy(!2);¢Áy(2!1);¢Áy(2!2);
¢Áy(!1+!2)gT, Eqn. (6.11) can be expressed as the matrix format in the frequency domain as
¢Áyj¢y = ©G0jf­¢u7!­¢yg¢Áuj¢u; (6.12)
where ©G0jf­¢u7!­¢yg denotes the matrix of 1st order partial derivative GFRF with respect to
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©G0jf­¢u7!­¢yg =
2
6 6
6 6 6
6
4
H1(!1)ej!1t 0
0 H1(!2)ej!2t
2H2(!1;!1)A1ej2!1t 0
0 2H2(!2;!2)A2ej2!1t
2H2(!1;!2)A2ej(!1+!2)t 2H2(!1;!2)A1ej(!1+!2)t
3
7 7
7 7 7
7
5
(6.13)
According to (6.7) the extension of the above derivation from the 2-frequency input case to the
general multi-tone input case is straightforward and the matrix ©G0 in the multi-tone input case
is of similar format as (6.13).
Consider the nonlinear dynamics G for which the spectrum of input u and output y are Áu =
fÁu(!u1); :::;Áu(!un­u)g and Áy = fÁy(!y1);:::;Áy(!yn­y)g, are deﬁned at the frequency
sets of input and output: ­u := f!u1;:::;!un­ug and ­y := f!y1;:::;!yn­yg. Similarly,
given a small increment of Áu in ­¢u, i.e., ¢Áuj­¢u, the local linearized increment of Áy
in ­¢y, i.e., ¢Áyj­¢y, can be expressed in a format as (6.12), where the derivative matrix of
GFRF, ©G0jf­¢u7!­¢yg 2 Cyn­y£un­u, is given as
©G0jf­¢u7!­¢yg :=
2
6 6
4
©G0(!u1;!y1) ::: ©G0(!un­u;!y1)
. . .
...
. . .
©G0(!u1;!yn­¢y) ::: ©G0(!un¢u;!yn¢y)
3
7 7
5 (6.14)
where ©G0(!uk;!yl);uk = u1;:::;un­¢u;yl = y1;:::;yn­¢y is the local linearized coefﬁ-
cient of the mapping from ¢Áu(!uk) to ¢Áy(!yl).
Compared with the diagonal FRF matrix for linear systems, the derivative matrix of GFRF for
nonlinear systems is different in four points:
1. While the derivative matrix of FRF, ©G0, is always identical with the FRF matrix, ©G, in
a linear system, ©G0 is always not same as ©G in a nonlinear system.
2. While ©G0 is invariant with respect to the input spectrum Áu in a linear system, ©G0
in (6.14) is a local linearized coefﬁcient matrix and variant with respect to the input spec-
trum Áu.
3. While ©G0 is always a square matrix in a linear system for Áy has identical frequencies
with Áu, ©G0 is generally a non-square matrix in a nonlinear system for ­¢u is always
different from ­¢y.
4. While ©G0 is a diagonal matrix in a linear system, there exist non-zero off-diagonal items
in (6.14), which is caused by the cross-coupling among the different frequencies in the
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Using (6.14), the local linearization of G at fÁuh;Áuf;Áyg can be written with the inﬁnitesimal
increment equation as (3.15):
¢Áyj­¢y ¼ ©G0jf­¢u7!­¢yg(¢Áuhj­¢u + ¢Áufj­¢u): (6.15)
6.3 Iterative Tuning in the Frequency Domain in Nonlinear System
In section 6.2, nonlinear dynamics is presented with GFRF in the frequency domain in order to
deliver the increment equation of local linearized secondary dynamics ©
(u7!y)
G0 as (6.15). In this
section, iterative tuning in the frequency domain is studied for nonlinear system based on the
increment equation.
6.3.1 Gradient estimate in nonlinear system
Note that the increment equation (6.15) for nonlinear systems has the same format as (3.15)
for LTI systems. Using (6.15), local linearization can be performed in nonlinear systems using
inﬁnitesimal increments analysis.
As illustrated in Fig. 3.3, the derivation of the gradient estimate in the frequency domain for
nonlinear systems is similar to that in Chapter 3. Considering the full spectrum it is straightfor-
ward to get similar results on the gradient estimate in the nonlinear case as the results in linear
case:
@Áy
@wH
= ©T0
@©H(Áy;wH)
@wH
(6.16)
and
@Áy
@wF
= ©T0
@©F(Ár;wF)
@wF
(6.17)
and
@J(w)
@wi
=
2
N2Á¤
y©Q©T0
@©C(Áy;Ár;w)
@wi
(6.18)
However, when considering ﬁnite frequency set signals, i.e. a discrete spectrum, there is an
important difference for nonlinear systems relative to LTI systems. Given Ár,Áu and Áy with
ﬁnite frequency sets ­r, ­u and ­y respectively, (6.18) can be rewritten as
@J(w)
@wi
=
2
N2Á¤
yj­y©Q©T0jf­¢u7!­yg
@©C(Áyj­y;Árj­r;w)
@wi
(6.19)
where ­¢u denotes the frequency set of the change of the control action spectrum ¢Áu caused
by the change of control parameters ¢w at the fÁyj­y;Árj­r;wg.
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1. In a nonlinear system, the partial closed dynamics ©T0jf­¢u7!­yg is presented as
©T0jf­¢u7!­yg = (I ¡ ©G0jf­¢u7!­yg©H0jf­y7!­¢ug)¡1©G0jf­¢u7!­yg (6.20)
which is derived from
¢Áyj­y = ©G0jf­¢u7!­yg[
@©F(Árj­r;wF)
@wF
¢wF (6.21)
+
@©H(Áy;wH)
@wH
¢wH +
@©H(Áyj­y;wH)
@Áy
jf­y7!­¢ug¢Áyj­y];
In a linear system, the partial closed dynamics is ©Tj­y = (I ¡ ©Gj­y©Hj­y)¡1©Gj­y.
2. In (6.19) for a nonlinear system, ­r, ­u and ­¢u are often different from ­y; In (3.33)
for LTI system, ­r, ­u and ­¢u are always identical with ­y and all substituted with ­
in (3.33).
3. In (6.19) for a nonlinear system, ©T0jf­¢u7!­yg is a (n­y £ n­¢u)-dimension matrix;
In (3.33) for LTI system, ©T0j­y is a n­y-dimension diagonal square matrix.
6.3.2 Iterative tuning in the frequency domain in nonlinear system
In (6.19) controller C is known by the designer,
@©C(Áyj­y;Árj­r;w)
@wi and ¢Áu caused by ¢w
is computable given fÁyj­y;Árj­r;wg. Like (3.28), the only unknown item is ©T0jf­¢u7!­yg,
which is the key in the iterative tuning in the frequency domain in nonlinear system as well.
In the indirect estimate approach the problem of estimating ©T0jf­¢u7!­yg turns out to be esti-
mating ©G0jf­¢u7!­yg through experiments and then computing ©T0jf­¢u7!­yg with (6.20).
Like the analysis of FD-IT for MIMO systems in the previous chapter, given one spectrum
difference pair f¢Áuj­¢u; ¢Áyj­yg, one inﬁnitesimal increment equation set is given by
¢Áyj­y ¼ ©
u7!y
G0 jf­¢u7!­yg¢Áuj­¢u (6.22)
which has n­y equations.
Since ©
u7!y
G0 jf­¢u7!­yg has n­y £ n­¢u unknown variables, n­¢u such equation sets as (6.22)
are required to build up a large equation group to solve ©
u7!y
G0 jf­¢u7!­yg.
As discussed in the previous section, the n­¢u difference pairs f¢Áu; ¢Áyg can be obtained
through (n­¢u + 1) experiments. For example, considering (n­¢u + 1) sequential examples,
from k ¡n­¢u-th to k-th experiment, if the change of control action is properly small, the large
equation group is given as:Chapter 6 Frequency Domain Iterative Tuning in Nonlinear Systems 79
8
> > <
> > :
Á
(k)
y j­y ¡ Á
(k¡1)
y (!)j­y = ^ ©
(u7!y)
G0 jf­¢u7!­yg[Á
(k)
u j­¢u ¡ Á
(k¡1)
u j­¢u]
. . .
. . .
. . .
Á
(k)
y j­y ¡ Á
(k¡n­¢u)
y (!)j­y = ^ ©
(u7!y)
G0 jf­¢u7!­yg[Á
(k)
u j­¢u ¡ Á
(k¡n­¢u)
u j­¢u]
(6.23)
which has (n­¢u £ n­y) equations to solve ^ ©
(u7!y)
G0 jf­¢u7!­yg.
If the (n­¢u £ n­y) large equation group built up through nu + 1 experiments is full-rank,
©
(u7!y)
G0 (!) can be estimated and ^ ©
(u7!y)
T0 (!) 2 Cny£nu is computable with (6.20).
To summarize, the tuning strategy in the frequency domain for a nonlinear system is given as:
Algrithm 6.3.1. At the kth iteration the ­k
r, ­k
u, ­k
y and ­k
¢u can be vary during the tuning
process.
1. Estimate Ák
r, Ák
u and Ák
y, compute ­k
¢u through
@©C(Ák
y;Ák
r;wk)
@w ;
2. Build up a full rank equation group as (6.23) with nk
­¢u spectrum difference pairs f¢Áu;
¢Áyg through (n­k
¢u + 1) sequential experiments, and estimate ©
(u7!y)
G0 jf­k
¢u7!­k
yg by
solving the equation group;
3. Calculate ©
(u7!y)
T0 jf­k
¢u7!­k
yg with (6.20);
4. Solve the derivative of J with (6.19);
5. Update the controller parameter w with
wi+1 = wi ¡ ¹rJ(wi) (6.24)
where ¹ is a proper step size to update the controller.
6.4 Implementation issues of FD-IT in nonlinear system
First of all at least n­¢u different equation sets as (6.15) are required to obtain ©
(u7!y)
G0 j­¢u,
which means that n­¢u pairs of difference data f¢u;¢yg are required. In the implementation,
in order to estimate rJ(w) and make one gradient-based tuning, 1 + n­¢u experiments are
required to yield n­¢u pairs of f¢Áu;¢Áyg to estimate ©
(u7!y)
G0 jf­¢u7!­yg.
In nonlinear systems ©
k(u7!y)
G0 jf­¢u7!­yg generally varies during the tuning process. Hence, in
ordertoestimatetheperformancegradientrJ(w), theunknownsecondarypath©
(u7!y)
G0 jf­¢u7!­yg
has to be online estimated in every tuning iteration. At the same time it should be pointed out
that the number of required extra experiments, i.e., n­k
¢u, in each tuning iterations is always
different. A typical tuning procedure of FD-IT for nonlinear systems is illustrated in Fig. 6.1.Chapter 6 Frequency Domain Iterative Tuning in Nonlinear Systems 80
FIGURE 6.1: Tuning procedure of iterative tuning in the frequency domain in nonlinear system
As shown in Fig. 6.1, the initial tuning iteration requires (n­1
¢u + 1) experiments manually
performed (or automated), where the manually set control parameters, i.e., w1;:::;w
n­1
¢u,
should stabilize the ANVC system, and the change among these parameters should be properly
small to satisfy the local linearization condition. After then, the subsequent k-th tuning iteration
can use its n­k
¢u sequential experiments as extra experiments to estimate rJ(wk). In the tuning
procedure shown in Fig. 6.1, it is assumed that the subsequent fn­k
¢u;k > 1g is not greater than
the number of its previous experiments and no extra manual experiment is required after initial
tuning iterations. In this case, in order to perform NT gradient-based tuning, (NT + n­0
¢u)
experiments are required.
Secondly, ­¢u is often very small due to the inﬁnitesimal increment condition. If ¢u is directly
computed through ¢u = uk+1 ¡ uk, it is very sensitive with to noise in sensors and actuators.
In practice, when H(wH), F(wF) and r, y are known, Á¢u can be solved with a more robust
method as
Á¢u = ©H(wk+1
H ;Ák+1
y ) ¡ ©H(wk
H;Ák
y) + ©F(wk+1
F ;Ák+1
r ) ¡ ©F(wk
F;Ák
r) (6.25)
where Á¢u is determined by the main frequencies of output ­y and reference ­r.
Speciﬁcally, if H(wH) and F(wF) are linear controllers, ­¢u = ­y [ ­r.
Finally, it is worthwhile to point out that there is a trade-off in the step size ¹ between per-
formance and robustness. ¹ must be sufﬁciently small so that the high order terms in Taylor
expansions can be neglected to perform local linearization in (6.21). On the other hand, too
small ¹ yields a poor signal to noise ratio (SNR). When the nonlinearity is not signiﬁcant then
larger ¹ can be used. When the system’s SNR is high and the nonlinearity is notable, some small
¹ should be adopted. Sometimes, some extra manual experiments to change control actions uk
slightly are required to perform local linearization when the nonlinearity is notable.Chapter 6 Frequency Domain Iterative Tuning in Nonlinear Systems 81
6.5 Summary
This chapter extended the gradient estimation method and iterative tuning in the frequency do-
main from the linear case to the nonlinear case.
The derivative matrix format of Generalized FRF is introduced for nonlinear systems. With this
generalized derivative matrix the local linearization can be presented by inﬁnitesimal increment
equations as (6.15) in nonlinear systems. Based on (6.15), the derivation procedure is almost the
same as the derivation procedure in the linear case and some differences lie in the dimensions
of the increment equations.
To implement FD-IT for a nonlinear system some more extra experiments are required at the
beginning of tuning. ­¢u can be computed with (6.25). The trade-off in the choice of the step
size is clariﬁed.Chapter 7
Simulation Work
I
n this chapter SIMULINK-based simulations are presented to demonstrate FD-IT in ANVC
problems. The simulation work consists of three parts. Firstly, FD-IT in SISO LTI system is
illustrated with a simulated duct system; Secondly, FD-IT is illustrated in a simulated 2-Input-2-
Output system; Finally, FD-IT for a nonlinear system is illustrated with saturation nonlinearity
and dead-zone nonlinearity.
7.1 Simulation Work for SISO LTI System
This section illustrates the usefulness of the FD-IT in a SISO LTI system. FIR-FD-IT and FSF-
FD-IT are tested and compared. The robustness of FD-IT against errors in common period is
also illustrated through simulation experiments.
7.1.1 Simulation platform
The SIMULINK block diagram of ANVC for a SISO LTI system is given in Fig. 7.1, which is
used in [138] to test IFT in ANVC. It comprises a feedback controller H and a feed-forward
controller F.
The digital control system sampling rate is 4 kHz. The discrete-time plant model is an 8th-order
transfer function with an additional delay of 14 sampling periods:
G(z) = z14 0:417z ¡ 0:3989z2 + 0:023z3 + 0:0232z4
1 ¡ 1:6675z + 0:8358z2 ¡ 0:0182z3 ¡ 0:0165z4 (7.1)
¡0:0201z5 + 0:0178z6 ¡ 0:3608z7
¡0:0133z5 ¡ 0:0076z6 ¡ 0:0003z7
+0:5728z8
¡0:0525z8u + d
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FIGURE 7.1: Block diagram of ANVC for a SISO LTI system
The disturbance signal is a mix of three sine-waves with frequencies of 100Hz, 160Hz and
250Hz and a white noise signal wt with variance 0:01, leading to:
d(t) =
1
3
(sin(2¼100t) + sin(2¼160t) + sin(2¼250t)) + wt (7.2)
as showed in Fig. 7.2.
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FIGURE 7.2: Initial output without control in SISO ANVC
The reference signal r(t) is obtained from d(t) by:
r(t) = 0:4d(t ¡ 10) + ef (7.3)Chapter 7 Simulation Work 84
where ef is a sensor white noise with variance 0:001.
There is sensor white noise eh with variance 0:001 as well. According to off-line or online
frequency estimate, the minimal common period of disturbance is 400 samples. In the following
SISO simulation tests the common period is set as 800, i.e., N = 800.
In ANVC, in order to satisfy the stability demand and high-level of cancellation, a large-order
ﬁnite impulse response (FIR) controller is generally required [138, 142, 165]. Two type of con-
trollers are tested in the simulation platform (Fig.7.1). One is the Finite Impulse Response (FIR)
controllers, another is the Frequency-Selective-Filtered (FSF) controllers, which is abbreviated
as FIR-FD-IT and FSF-FD-IT, respectively.
In the following SISO simulations all the initial controllers are set to zero. As shown in Fig.7.2,
the initial performance criterion without control is 0:1668.
7.1.2 Simulation result of FIR-FD-IT
The ﬁrst SISO simulation tests FIR controllers in FD-IT. The feedback controller is realized with
a 10-th order FIR structure and the feed-forward controller with a 60-th order FIR structure. The
step size for the feedback controller H is ¹h = 0:02 and the step size for feed-forward controller
F is ¹f = 0:2.
After 47 tuning iterations, the performance is 0:00015 with 30dB cancellation. The ﬁnal output
y after tuning are illustrated in Fig. 7.3.
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FIGURE 7.3: Final output after tuning in SISO FIR-FD-ITChapter 7 Simulation Work 85
Fig. 7.5 illustrates performance updating during tuning process. In Fig. 7.5, the decrease of the
performance criterion is stable after the 2nd experiment when the gradient based tuning works
and the ﬁnal cancelation is satisfactory.
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FIGURE 7.4: Controller parameter’s updating during tuning process in SISO FIR-FD-IT, (A)
updating of the coefﬁcient of z in FIR in feed forward path, (B)updating of the coefﬁcient of z
in FIR in feedback path
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FIGURE 7.5: Performance updating during tuning process in FIR-FD-IT
Fig. 7.4 illustrates the updating of control parameter wF(1) and wH(1)’s (i.e., the coefﬁcient
of z in FIR ﬁlter of F and H) during tuning process. The second experiment is a manual extraChapter 7 Simulation Work 86
experiment when the feed-forward controller F is manually set as uf = 0:1r.
In the simulation tests of FIR-FD-IT, from around ¹f = 0:4, oscillating phenomena begin to
happen, and from around ¹h = 0:025, instability begins during the tuning process.
7.1.3 Simulation result of FSF-FD-IT
The second SISO simulation tests FSF controllers in FD-IT. Fig.7.6 illustrates FSF feed-forward
controller group for 100Hz, 160Hz and 250Hz, which is used in module F in Fig.7.1. The
cascaded tunable modules ‘F***’ are 11-th FIR controllers. The feedback controller module H
has similar structure except that the cascaded tunable modules ‘H***’ are 3-rd FIR controllers.
In this simulation test the step size for feedback controller H is ¹h = 0:5 and the step size for
feed-forward controller F is ¹f = 2:5.
FIGURE 7.6: FSF feed-forward controller group
After 40 tuning iterations, the performance is 0:00011 with 32dB cancelation. The ﬁnal output
y after tuning are illustrated in Fig. 7.7 .
Fig. 7.8 illustrates the updating of control parameter wF(1) and wH(1)’s (i.e., the coefﬁcient
of z in three FIR ﬁlters of three FSF channels in F and H) during tuning process. The second
experiment is a manual extra experiment when the feed-forward controller F is manually set as
uf = 0:05r.
Fig. 7.9 illustrates the performance updating during tuning process where the decrease of the
performance criterion is stable after the 2nd experiment when the gradient based tuning works
and the ﬁnal cancellation is satisfactory.
In the simulation tests of FSF-FD-IT, from around ¹f = 5:0, oscillating phenomena begin to
happen, and from around ¹h = 0:9, instability begins to happen during the tuning process.Chapter 7 Simulation Work 87
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FIGURE 7.7: Final output after tuning in FSF-FD-IT
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updating of the coefﬁcient of z in three FIR for 100Hz, 160Hz and 250Hz frequencies FSF
channels in feed forward path, (B)updating of the coefﬁcient of z in FIR for 100Hz, 160Hz and
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FIGURE 7.9: Performance updating during tuning process in FSF-FD-IT
7.1.4 Comparison of simulation results
In this subsection, the comparison of results of FSF-FD-IT, FIR-FD-IT and TD-IFT [138] sim-
ulation is performed to illustrate the simplicity and effectiveness of FSF-FD-IT.
Firstly, the simulation work of FD-IT is compared to that of TD-IFT. In Chapter 6 of [138] a
detailed simulation work is presented to test FIR based TD-IFT and FSF based TD-IFT, which is
based on the simulated duct system as 7.1. Since they are both gradient based tuning methods,
the ﬁnal tuning performance is almost same. In FIR based TD-IFT, the ﬁnal cancelation is
around 30dB, and in FSF based TD-IFT, the ﬁnal cancelation is 32dB, which is almost same
tuning results as FIR-FD-IT and FSF-FD-IT, respectively.
However, there are two important advantages of FD-IT over TD-IFT.
² According to Fig. 7.1, the diagram of control system for FD-IT is very simple which
only requires some measurement path to acquire experimental data. On the other hand to
implement TD-IFT the auxiliary path to inject extra signals is necessary.
² As shown in Fig. 7.5 and Fig. 7.9, only one extra experiment is required, which is the
non-gradient-based tuning in the second experiment. To implement FIR based FD-IT,
there are three stages in one iteration.
Through the simulation tests in the above two subsections, comparing FSF-FD-IT to FIR-FD-IT,
it is clear that FSF-FD-IT has advantages over FIR-FD-IT in two respects:Chapter 7 Simulation Work 89
1. FSF-FD-IT is more stable in tuning than FIR-FD-IT. While FIR-FD-IT gives stable tuning
when ¹h < 0:025 and ¹f < 0:4, FSF-FD-IT gives stable tuning when ¹h < 0:9 and
¹f < 5:0. This is caused by the introduction of Frequency-Selective-Filter group. While
FIR controller is of ”all-pass” ﬁlter in character, the stability of FIR-FD-IT has to be
considered in the complete spectrum. On the other hand, through introducing FSF ﬁlters,
the stability of FSF-FD-IT is mainly determined by the the closed dynamics in the ﬁnite
frequencies ­y.
2. FSF-FD-IT is more efﬁcient in tuning than FIR-FD-IT. While FIR-FD-IT has 60-th FIR in
F and 10-th FIR in H, and requires 47 iterations to achieve 30dB cancelation, FSF-FD-IT
has 11-th tunable FIR in F and 3rd tunable FIR in H , and spends 40 iterations to achieve
32dB cancellation.
The reason is straightforward. In FIR-FD-IT, given nF-th order FIR controller F and
nH-th order FIR controller H, the tuning is to perform minimization optimization in the
nF-dimensional space for F and nH-dimensional space for H. In FSF-FD-IT, FSFs can
split the whole solution space into independent n­ sub-spaces since the FRF is inde-
pendent in the LTI system. Each sub-space is nF-dimensional for the FIR tunable con-
trollers in F and nH-dimensional for the FIR tunable controllers in H. The tuning is
performed by multiple minimization sub-optimization in these sub-spaces independently.
While fnF;nHg in FSF-FD-IT is always much smaller than fnF;nHg in FIR-FD-IT, the
minimization optimization is efﬁcient in lower dimensional space, i.e., the tuning is more
efﬁcient in FSF-FD-IT.
7.1.5 Robustness against error in the common period
Iterative tuning in the frequency domain is a self-tuning approach completely based on a fre-
quency domain approach. Hence its robustness against errors in the fundamental period of the
system is one of the most important factors affecting its robustness.
AnimportantspectrumerroristheerrorinthecommonperiodN. FD-ITshowssomerobustness
against the error of estimation of the common period N too.
Given that the actual common period of the disturbance is N = 800, some estimation error Ne
of the estimated common period are generated so that ^ N = N + Ne. A series of simulation
experimentsbasedonFSF-FD-ITareperformedwhile ^ N ischanging. Fig.7.10givesthechange
of ﬁnal performance after 20 iterations when the estimated common period ^ N changes from 795
to 805:
Fig. 7.11 illustrates a typical tuning performance updating curve when ^ N = 795, which gives
13dB cancellation after 20 iterations.
According to above simulation result, in SISO system, FSF-FD-IT presents good robustness
against errors in the common period N.Chapter 7 Simulation Work 90
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FIGURE 7.10: Change of tuning result with respect to ^ N
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7.2 Simulations on MIMO Systems
This section illustrates the effectiveness of FD-IT in MIMO system as tested in simulation using
MATLAB. FIR based and FSF-based control structures are tested and compared. The robustness
against the error of the common period N is also discussed on a simulation example.
7.2.1 Simulation platform
The block diagram of a SIMULINK-based simulation is given in Fig. 7.12. It is a 2-input and 2-
output LTI system. y1, y2, r1 and r2 denote the data acquired for output and reference signals.
Module Ny1, Ny2, Nr1 and Nr2 denote the senor noise in the output and reference paths.
They are assumed as white noise with standard deviation 0:001.
FIGURE 7.12: Block diagram of MIMO ANVC in SIMULINK
Figure 7.13 illustrates the block diagram of the unknown plant G.
FIGURE 7.13: Block diagram of MIMO Plant GChapter 7 Simulation Work 92
In [94], a 2-Input and 2-Output linear dynamics is used to simulate the secondary path Gu to
illustrate the usefulness of Model-Free Frequency-Domain-Tuning (MF-FDT), which is given
as
Gu(z) =
"
0:1z8¡0:3z9
1+0:2z¡0:2z2
0:01z6¡0:03z7
1+0:02z+0:01z2
¡0:02z7¡0:02z8
1+0:01z¡0:01z2
¡0:2z8¡0:3z9
1+0:1z¡0:2z2
#
(7.4)
To compare the tuning results between MF-FDT and FD-IT, it is also used in the platform
illustrated in Fig. 7.13. The disturbance path Gd are given by and
Gd(q) =
"
0:85z4
1+0:4z 0
0 0:95z6
1¡0:2z2
#
(7.5)
The sampling frequency is 4kHz. The disturbance signal d is a mix of three sine-waves with
frequencies of 50Hz, 80Hz and 100Hz and a white noise signal wt with standard deviation 0:01
leads to:
d(t) =
1
3
[sin(100¼t) + sin(80¼(t ¡ 0:091)) + sin(50¼t)] + wt (7.6)
In the above system the uncontrolled initial output is shown in Fig. 7.14.
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FIGURE 7.14: Initial output without control in MIMO ANVC
The reference signal r(t) is obtained from d(t) by S:Chapter 7 Simulation Work 93
S(q) =
"
0:8z8
1+0:8z 0
0 0:5z10
1+0:9z
#
(7.7)
7.2.2 Simulation for FIR-FD-IT and FSF-FD-IT in MIMO system
In this subsection, two formats of the controller structure are tested with the above simulated
platform. One is an FIR controller structure (FIR-FD-IT), another is an FSF based controllere
structure (FSF-FD-IT).
FIR-FD-IT has the 10-th order feedback controller and the 40-th order feed-forward controller.
The step size (adaptation gain) for feed-forward controller tuning is ¹f = 0:6 and step size for
feedback controller tuning is ¹h = 0:15.
In FSF-FD-IT, 1st-order Butterworth bandpass ﬁlters are online designed according to the online
estimated spectrum of y, and the tunable modules use 2nd FIR format ﬁlters. The bandwidths
of the FSF were given by the disturbance frequency §10 percent which also eliminates the
unwanted white noise in the tuning. The step size (adaptation gain) for feed-forward controller
tuning is ¹f = 10:0 and step size for feedback controller tuning is ¹h = 2:5.
When applying FIR-FD-IT, after 50 iterations, the ﬁnal performance is J = 0:0371 with 8:2dB
cancellation. The ﬁnal output with control is shown in Fig. 7.15.
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FIGURE 7.15: Final output of FIR-FD-IT in MIMO ANVC
During tuning process, the 2nd and 3rd iteration are manual updates, where all feed forward
controller H is set as zeros except that sub-path of F11 and F21 is set as 0:1, respectively. TheChapter 7 Simulation Work 94
updating of controller parameters wF(1) and wH(1) (i.e., the coefﬁcient of z in FIR ﬁlters in F
and H) along tuning process is illustrated as Fig. 7.16.
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FIGURE 7.16: Controller parameter’s updating during tuning process in MIMO FIR-FD-
IT, (A) updating of the coefﬁcient of z of FIR in four sub-pathes in the feed forward path,
(B)updating of the coefﬁcient of z of FIR in four sub-pathes in the feedback path.
When applying FSF-FD-IT, after 50 iterations, the ﬁnal performance is J = 0:0014 with 22:4dB
cancelation. The ﬁnal output with control is shown in Fig. 7.18.
When updating controller parameters in MIMO FSF-FD-IT, ZPK format is adopted to produce
more accurate dynamics, i.e., the parallelized FSF ﬁlters are intergraded as one ZPK format
ﬁlter. Fig. 7.19 illustrates the updating of the integrated gains in four sub-pathes in F and H
during tuning process. The 2nd and 3rd experiment is a manual extra experiment when the
feed-forward controller F is manually set as gain 0:2.
Fig. 7.20 shows the performance updating of FSF-FD-IT along tuning process. Compared to
MF-FDT in [94] which has around 15dB cancelation, FSF-FD-IT produce almost same control
result.
On the other hand, as shown in the performance updating curves in Fig. 7.17 and Fig. 7.20, FD-
IT in the above two simulations has 2 manual-set experiments, i.e., the 2nd and 3rd experiments,
all other iterations are gradient-based tuning. Compared to MF-FDT in [94] which has 3 stages
in each iteration and requires an additional path to inject extra signals, FD-IT is much more
convenient to implement in practice.
Compared with FIR-FD-IT, FSF-FD-IT in MIMO systems can supply much better tuning per-
formance than FIR-FD-IT in MIMO as well. The reason is straightforward according to theChapter 7 Simulation Work 95
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FIGURE 7.17: Performance update in FIR-FD-IT in MIMO ANVC
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FIGURE 7.18: Final output of FSF-FD-IT in MIMO ANVCChapter 7 Simulation Work 96
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FIGURE 7.19: Controller parameter’s updating during tuning process in MIMO FSF-FD-IT,
(A) updating of the integrated gains in four sub-pathes in the feed forward path, (B)updating of
the integrated gains in four sub-pathes in the feedback path.
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FIGURE 7.20: Performance update in FSF-FD-IT in MIMO ANVCChapter 7 Simulation Work 97
explanation for SISO case in the pervious section.
7.2.3 Simulation for the robustness against the error of N
Simulation is performed to test the robustness of FD-IT against the error in the common period
N in MIMO system. To test the robustness against errors of N, a series of simulations based on
FSF-FD-IT are performed with varying N.
Someestimation errorNe oftheestimated commonperiodN usuallyoccurs thatwill bedenoted
by ^ N := N +Ne. A test with a series of simulation experiments are performed while the exact
common period is N = 800 and ^ N is changed from 795 to 805. There are 4 experiments for
each ^ N. In these simulation experiments, ¹f = 4:0 and ¹h = 1:0.
795 796 797 798 799 800 801 802 803 804 805
0.01
0.015
0.02
0.025
J
Estimated Common Period
FIGURE 7.21: Change of ﬁnal performance with respect to ^ N, while the true common period
N = 800
Fig.7.21givesthechangeoftheaverageﬁnalperformanceafter40iterationswhentheestimated
common period ^ N changes from 795 to 805:
According to the simulation results, FSF-FD-IT is robust against errors in the estimate of com-
mon period around the true N.
7.3 Simulation Work for a Nonlinear System
In this section, simulated nonlinear platform is used to test the applicability of FD-IT for non-
linear ANVC problems.Chapter 7 Simulation Work 98
7.3.1 Simulation platform
In [138], a linear simulated model was used as a linear ANVC example, which is also used
for previous SISO LTI simulation tests. As shown in Fig. 7.22, in order to test the practical
application and compare the different performance of FSF-FD-IT in the linear and nonlinear
cases, the same linear simulated duct plant is selected and pre-cascaded with a nonlinear module
to simulate nonlinearity of actuators.
FIGURE 7.22: Block diagram for simulation
The sampling rate of the digital control systems is 4 kHz. As shown in Fig. 7.22, the secondary
path comprises two parts. The ﬁrst part is a LTI module which is the same as the module used in
SISO simulation example as in Eqn. 7.1; another part is a pre-ﬁltered nonlinear module which
presents the nonlinearity of actuators.
Two common nonlinearities, i.e. saturation and dead zone, in the actuator path are simulated. In
the ﬁrst simulation, a ‘tansig’ module marked ‘1’ in Fig. 7.22 is pre-cascaded before G which
described the saturation. In the second simulation, the dead zone nonlinearity is simulated by
the block marked ‘2’ in Fig. 7.22.
The disturbance signal is a mix of three sine-waves with frequencies of 100Hz, 160Hz and a
white noise signal Nd with variance 0:01, leading to:
d(t) = 0:7[sin(2¼100(t + 0:07)) + sin(2¼160t)] + Nd; (7.8)
which has spectrum shown in Fig. 7.23.Chapter 7 Simulation Work 99
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FIGURE 7.23: Spectrum of the initial output in nonlinear ANVC
The reference signal r(t) is obtained from d(t) by:
r(t) = 0:4d(t ¡ 10) + Nr (7.9)
where Nr is a white noise with variance 0:001. There exists white noise Ny with variance 0:001
in the path of measurement of y.
In nonlinear systems, considering the change of frequency set ­, the common period is always
set to some large value. In the following simulation work, the common period is deﬁned as
N = 2000.
7.3.2 Simulation result
As shown in Fig. 4.3, the tunable modules are a 6th order FIR ﬁlters in the feed-forward con-
troller and are 3rd order FIR ﬁlters in the the feedback controller. All the initial controllers are
set to zeros. The initial performance criterion without control is0:49. In the 2nd to 4-th iteration,
all feed-forward controllers are manually set and all the feedback controllers keep zeros.
In the ﬁrst simulation with ‘saturation’ nonlinearity, the step size (adaptation gain) for the feed-
forward controller tuning is ¹f = 0:25 and the step size for the feedback controller tuning is
¹h = 0:025.
Fig.7.24 shows the updating of performance in a typical tuning example. After 50 tuning itera-
tions, the ‘ﬁnal’ performance is 0:0196 with cancelation of 14:0dB. Fig.7.25 is the partial power
spectrum of the ﬁnal output, where the main frequencies are 160Hz, 420Hz, 40Hz, 360Hz and
220Hz in turn.Chapter 7 Simulation Work 100
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FIGURE 7.24: Performance updating in NL-FD-IT in saturation nonlinearity
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FIGURE 7.25: Spectrum of the ﬁnal output after 58 tuning steps for saturation nonlinearity
In the second simulation, with regard the stability sensitivity of ‘dead zone’ nonlinearity to the
feedback controller, only the feed-forward controller is tuned. The step size for feed-forward
controller tuning is ¹f = 0:4 and ¹h = 0:04 for the feedback controller. Fig. 7.26 shows
the updating of performance in a typical tuning example. After 50 tuning iterations, the ﬁnal
performance is 0:0115 with cancelation of 16:3dB. Fig.7.27 is the partial spectrum of the ﬁnal
output, where the main frequencies are 420Hz, 100Hz, 160Hz, 220Hz and 280Hz in turn.
As shown in Fig. 7.26 and Fig. 7.27, the nonlinearities in these two simulation examples are
signiﬁcant by the end of tuning and FSF-FD-IT give satisfying tuning performance under the
nonlinear conditions.Chapter 7 Simulation Work 101
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FIGURE 7.26: Performance updating in NL-FD-IT in dead-zone nonlinearity
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FIGURE 7.27: Spectrum of the ﬁnal output after 40 tuning steps for dead-zone nonlinearityChapter 7 Simulation Work 102
7.4 Summary
This Chapter tested the proposed Iterative Tuning in the Frequency Domain (FD-IT) through
simulation examples.
In the simulation work for FD-IT in SISO and MIMO LTI systems, two control structures,
i.e., FIR-FD-IT and FSF-FD-IT, are used to illustrate the ﬂexibility of FD-IT with different
type of controllers. The results of FIR-FD-IT and FSF-FD-IT are compared and the reasons
for different performances are discussed to see which FSF-FD-IT presents better tuning perfor-
mance for ANVC control. Robustness against some errors in the frequency domain is illustrated
through simulation examples as well in order to see which FD-IT presented satisfactory robust-
ness against the error of common period N.
Two typical nonlinearities in actuators, saturation and dead-zone, are simulated to test the use-
fulness of FD-IT in the given nonlinear system. The simulation result illustrate that FD-IT is
applicable to nonlinear ANVC engineering problems.Chapter 8
Experimental Work
T
his Chapter presents laboratory tests of the proposed FD-IT method for ANVC. FD-IT were
implemented on a hardware setups to demonstrate its effectiveness, an air duct system.
There are three parts in this Chapter. First the hardware setup is described including some
nonlinear speciﬁcation of actuators. The software setup is followed in the second part. Finally,
the experimental results are shown before the summary.
8.1 Hardware Implementation
8.1.1 Platform of duct system
As shown in Fig. 8.1, an air duct system is used to test FD-IT for ANC in a real semi-closed
environment.
FIGURE 8.1: Duct system
The duct is made of aluminium plates. It consists of two main parts. As shown in Fig.8.2, the
speaker (EuroTec 520CO 4­, 10w), i.e., Spk0, ﬁxed in the left part, is a disturbance speaker.
In the middle of the whole duct, the speaker (EuroTec 520CO), i.e., Spk1, is ﬁxed in the right
part as a control speaker. The reference microphone (Mic0) is 10cm right from the disturbance
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speaker (Spk0). The error microphone (Mic1) is ﬁxed to the right end of the duct and it acquires
the error signal as system output y.
FIGURE 8.2: Schematic diagram of the duct system used.
The disturbance speaker and control speaker are driven by an audio power ampliﬁer (SONY TA-
FE570), which ampliﬁes the stimulus source signal from analogue output of a PC after low-pass
ﬁltering. The error signal collected by Mic1 is ampliﬁed by an audio power ampliﬁer (Philips
TD1015) with 6V power from a regulated power supply (MANSON EP-920), and the reference
signal is ampliﬁed by another TD1015 with 3V power from another EP23. They both feed into
the analogue input of the PC.
The disturbance source signal into the power ampliﬁer (TA-FE570) is derived from an analogue
output of a PC-based control system, and ﬁltered by a low-pass RC ﬁlter with cut off frequency
of 4000Hz. The disturbance source signal and control signals are both produced by C programs
running on a DSP board in the PC-based control system.
The ampliﬁed error signal from TDA1015 is ﬁltered through a band-pass RC ﬁlter with pass-
band from 65Hz to 4000Hz, and then fed into the analogue input of the PC-based control system.
The experimental data are processed by the DSP board in the PC.
In order to test the feed-forward tuning part of FD-IT, the reference signal r is derived from the
analogue output of thde PC, and ﬁltered by a low-pass RC ﬁlter with 4000Hz cut off.Chapter 8 Experimental Work 105
8.1.2 PC-based control system
The experimental platform is controlled by the a PC-based control system that comprise three
parts:
1. A/D and D/A interface: Blue Wave System PC/16IO8 multichannel I/O board provides
a 16 channel 12 bit Analog to Digital Converter (ADC), an 8 channel 12 bit Digital to
Analog Converter (DAC) and 4 digital input lines and 4 digital output lines. It acquires
analogue measurement data and converts them to digital values for the DSP control unit.
It also converts digital control signals from the DSP control unit to analogue disturbance
and control signals used in experimental platform.
2. DSP control unit: Blue Wave System PCI/C44S-60-1 is a DSP board based on Texas In-
struments TMS320C4x range of Digital Signal Processors (DSPs). Independent of the
PCI bus, it has a parallel data transfer interface, the Blue Wave DSPLINK2 interface,
to communicate with PC/16IO8 board to receive experiment data and send disturbance
source and control signals. It has a full 32 bit PCI interface that allows rapid communi-
cation between the host PC and other PCI bus peripherals to send tuning data and results.
It acts as disturbance source generator and real-time controllers H(wH) and F(wF), in
the PC-based control system. In these two experiment, the sampling rates are both set at
8000Hz by the C program running in DSP board.
3. PC host unit: Compatible PC system has AMD Althlon 1G Hz CPU and 384M RAM, and
the operating system is Windows 2000. The PC host acts as manager of the whole PC-
based control system, it perform initialization, receives tuning data, implements FD-IT
algorithm, sends tuning result, manages the tuning process.
8.1.3 FRF of actuator path
As discussed in Chapter 7, nonlinearities exist in real dynamics, such as: sensors, actuators.
People often choose some ’linear’ dynamic range to simplify the control problems. However,
the real actuator path, including, audio ampliﬁer, speaker, sometime shows some unignorable
nonlinear characteristics.
In this experimental ANC system, 200Hz, 400Hz, 500Hz and 800Hz harmonic signals are pro-
duced from the DSP card to stimulate Spk1. Before the ANC experiments a series of test exper-
iments can be performed to investigate the frequency response of the whole actuator path with
respect to those frequencies.
For instance, the frequency response of 500Hz is investigated through a series test experiments.
In these experiments, a 500Hz single harmonic stimulus signal is produced by the DSP card
with varying amplitude K, i.e., y0(t) = K sin(2¼ £500) to stimulate the control speaker Spk1.Chapter 8 Experimental Work 106
TABLE 8.1: Frequency Response at 500Hz
Amplitude of stimulus input K 0.1 0.2 0.3 0.4 0.5
Amplitude of output (V) 0.06 0.19 0.32 0.45 0.54
Phase of output (±) -145 -146 -147 -147 -147
Amplitude of stimulus input K 0.6 0.7 0.8 0.9 1.0
Amplitude of output (V) 0.57 0.59 0.61 0.61 0.62
Phase of output (±) -148 -148 -149 -149 -149
The output signal is measured by the sensor Mic. For each different K, 10 experiments are done
to ﬁnd the mean value of the output.
The result of frequency response for 500Hz is shown in Table. 8.1, and the amplitude response
is illustrated as Fig. 8.3.
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FIGURE 8.3: FRF of actuator path at 500Hz
According to above FRF test experiments the FRF at 500Hz presents three different sections:
1. When K < 0:1, FRF presents small gain that looks like ‘dead zone’ nonlinearity;
2. When 0:1 < K < 0:5, FSF presents higher gain that looks like linear dynamics;
3. When K > 0:5, FRF presents smaller gain that looks like ‘saturation’ nonlinearity.
8.2 Software Implementation
With regard to the limitations of the DSPs used, the software implementation is divided into two
parts: real time control on the DSP board and iterative tuning on the PC host. These two parts
run simultaneously and require proper communication and cooperation.Chapter 8 Experimental Work 107
Thiskindofadaptivecontrolsystemrequiresseveralindependentroutinestocooperatetorealize
the control task. It can be implemented through agent-based programming techniques, which
makes the control system smarter and more ﬂexible.
8.2.1 Agent-based programming
An Agent is a system that is situated in some environment and that is capable of autonomous
action in this environment in order to meet its design objectives. With a deeper analysis of pos-
sible agent behaviours, researcher developed some models of agents: logic-based agents [82],
reactive agents [46], belief-desire-intention (BDI) agents [114, 115], and layered architectures
agent [98].
As one of the originators of the concept of Agent [12], agent based control has been applied in
variousenvironmentsrequiringautonomouscontrol, suchas: robot[37], unmannedvehicle[30],
trafﬁc control [105], warehouse management [68].
There are some basic characteristics of ”agents” [60]:
² Autonomous: they react themselves to observations of their environment without requir-
ing explicit commands by making their own decisions,
² Proactive: they recognize and react to changes in the environment which present oppor-
tunities,
² Embedded: their actions take into consideration the real-time constraints imposed by the
environment,
² Heterogeneous: many different kinds of agents can work together in the same system,
and be added or removed without interrupting it.
This notation is quite similar to the concept of adaptive control systems, that is a system requir-
ing sensing, taking actions, and is designed to satisfy some (performance) objective.
The use of the concept of ‘Agent’ can increase productivity of organizations both in cooperative
and competitive environments. Therefore, the application of Agent concepts in adaptive control
systems should focus on the management of adaptive process.
Similar to the idea proposed in [140, 141], an adaptive control system can be organized as an
agent-based system as shown in Fig. 8.4:
² ACa: Adaptive control algorithm implementation.
² CMa: Supervisor or organizer of the whole adaptive control system.
² Ea: Executive agent to acquire data and produce control signals.Chapter 8 Experimental Work 108
FIGURE 8.4: Agent-based adaptive control system
² HIa: Interface to human beings.
² IOa: I/O interface between host PC and actuator/sensor components.
² PMa: Modelling agent for adaptive control if necessary.
² Xa: Removable and ﬂexible agent offering some more functions.
8.2.2 A simple Agent-based structure: MATLAB-C-DSP mixed programming
MATLAB is a very powerful software for control engineering. However, there is no direct inter-
face between MATLAB and PCI/C44S-60-1 DSP board. Therefore, MATLAB-C-DSP mixed
program is developed to realized a simple agent-based structure for FD-IT as shown in Fig. 8.5.
FIGURE 8.5: Schematic diagram of FD-IT software implementation by agents.
² ITa: It is the union of all the single agents in host PC. There are a lot of integrated func-
tions and rich resource of control routines available online for MATLAB. It is very conve-Chapter 8 Experimental Work 109
nient to perform control tuning and improve tuning algorithm in MATLAB. In FD-IT, the
programinMATLABisinchargeofthemanagementofiterativetuningprocesses, includ-
ing: initialization of work, manually setting controllers in extra experiments, receiving
tuning data, implementing FD-IT tuning, sending tuning result, adaptively determining
step size ¹, stopping tuning process.
² IOa: It is a communication agent between DSP and MATLAB. Since the PCI/C44S-60-1
board is not supported by MATLAB, there exists an interprocess communication prob-
lem between the two sub-communication-process: DSP-Operation System (OS), and OS-
MATLAB. Windows 2000 has supplied several techniques for interprocess communica-
tions [120], such as: WMD hardware driver, Clipboard, DDE, COM. File mapping [117]
enables a process to treat the contents of a memory ﬁle as if they were a block of memory
in the process’s address space, which is widely used in a lot of OSs. In this agent-based
programming, mapping ﬁle techniques is adopted to make the program more mobile be-
cause it is used in some embedded system such as Win CE [9], Linux [113].
In PC side, Blue wave system provides some C-based library functions to read and write
data between memory in the host PC and shared memory in PCI/C44S-60-1 board. A
service routine is programmed to read tuning data from DSP shared memory to mapping
a ﬁle and write tuning parameters from mapping ﬁle to DSP shared memory.
At the same time, MATLAB-R12 provides an interfaces to external routines written in C
languages, i.e. C MEX-ﬁles, that are dynamically linked subroutines that the MATLAB
interpreter can automatically load and execute. Using C MEX-ﬁles integrated mapping
ﬁle I/O functions, MATLAB can share the mapping ﬁle accessed by the previous service
routine.
² DSPa It is the executive agent that is in charge of acquiring experimental data and pro-
ducing control actions through the real-time controller on the DSP board. In DSP side,
Blue Wave System (now part of Motorola) also provides C-language-based and assembly-
language-based methods to program the routine in DSP, which is written off-line on the
PC side and loaded into the DSP during the initialization of the whole control system.
8.3 Experimental Results
In ANC in the duct system, the level of performance during tuning process demonstrates the
effectiveness of FD-IT in an actual ANVC system. Given the nonlinearity in the actuator path,
linear FD-IT and nonlinear FD-IT are both tested in the duct system. Two types of source
disturbances are produced on the DSP board, which are given by
d00 = 0:33 £ [sin(2¼ £ 200t) + sin(2¼ £ 400t) + sin(2¼ £ 500t)] (8.1)
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d10 = 0:33 £ [sin(2¼ £ 400t) + sin(2¼ £ 500t) + sin(2¼ £ 800t)] (8.2)
In all experiments, the initial controller is to set F0 = 1:2 and H0 = 0. The typical initial states
of the ANC system is illustrated as following Fig. 8.6 and Fig. 8.7, that have initial performance
as J0 = 0:4956 and J0 = 0:4378, respectively.
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FIGURE 8.6: Initial state in duct system with 200,400 and 500Hz disturbance, (A) initial error
output, (B) power spectrum of initial output, (C) initial control actions, (D) power spectrum of
initial control
In the initial manual experiments, the manually set controllers are given by Fi = F0+¢Fi;i 6=
0, where the random parameter change jj¢Fijj2 < 0:1jjF0jj2.
In FIR-FD-IT, F is 40-th order FIR controller and H is 10-th order FIR controller. In FSF-FD-
IT, 2nd order Butterworth ﬁlter is adopted, and the FIR tunable module in F and H are 16-th
and 8-th order, respectively. In the linear FD-IT, the common periods is set as N = 800.
In the nonlinear case, FIR-FD-IT is adopted for its simplicity in practice, as it has the same
controller structures as the linear FIR-FD-IT. The common period in nonlinear case is set as
N = 2000.
Each iteration lasts 3N sampling periods including 2N sampling periods to let the system reach
steady state, which means the iterations are at least 0:3s and 0:75s in linear and nonlinear cases,
respectively.Chapter 8 Experimental Work 111
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FIGURE 8.7: Initial state in duct system with 400,500 and 800Hz disturbance, (A) initial error
output, (B) power spectrum of initial output, (C) initial control actions, (D) power spectrum of
initial control
8.3.1 Experimental results of linear FD-IT in duct system
In this subsection, linear FD-IT algorithm is used to implement ANC in the duct system.
Firstly, d00 is used as source disturbance to stimulate the disturbance speaker.
In linear FIR-FD-IT, the tuning step sizes are set as ¹F = 0:20;¹H = 0:02. After 80 experi-
ments, the ﬁnal performance J80 = 0:0103 with 16:8dB cancellation, which spend 59:23s. The
ﬁnal states is illustrated in Fig. 8.8. The performance curve for the tuning process is shown in
Fig. 8.9.
The linear FSF-FD-IT is also tested in this platform, the tuning step sizes are set as ¹F =
0:8;¹H = 0:4. After 50 experiments, the ﬁnal is J50 = 0:0108 with 16:6dB cancellation after
45:17s of tuning. In this air-duct system, it did not demonstrate notable advantages about the
tuning results, but brought more complicated FSF structures than FIR-FD-IT. In the following
description, FIR-FD-IT is mainly discussed to compare the tuning performance of linear FD-IT
and nonlinear FD-IT because it is used in both linear and nonlinear tuning.
Secondly, d10 is used as source disturbance to stimulate the disturbance speaker.
In linear FIR-FD-IT, the tuning step sizes are set as ¹F = 0:24;¹H = 0:024. After 80 experi-
ments, the ﬁnal performance J80 = 0:0429 with 10:1dB cancellation, which spend 61:12s. The
ﬁnal states is illustrated in Fig. 8.10. The performance curve for the tuning process is shown in
Fig. 8.11.Chapter 8 Experimental Work 112
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FIGURE 8.8: Final state in duct system using linear FIR-FD-IT with disturbance d00, (A) ﬁnal
error output, (B) power spectrum of ﬁnal output, (C) ﬁnal control action, (D) power spectrum
of ﬁnal control
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FIGURE 8.9: Performance curve for linear FIR-FD-IT with disturbance d00Chapter 8 Experimental Work 113
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FIGURE 8.10: FinalstateinductsystemusinglinearFIR-FD-ITwithdisturbanced10, (A)ﬁnal
error output, (B) power spectrum of ﬁnal output, (C) ﬁnal control action, (D) power spectrum
of ﬁnal control
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8.3.2 Experimental results of nonlinear FD-IT in duct system
In following experiments, nonlinear FIR-FD-IT is used to implement nonlinear tuning on the
duct system which achieves a higher level of cancellation than linear FD-IT.
Firstly, the duct system is disturbed by d00, and nonlinear FIR-FD-IT is adopted in tuning which
has tuning step sizes as ¹F = 0:20;¹H = 0:02.
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FIGURE 8.12: Final state in duct system using nonlinear FIR-FD-IT with disturbance d00,
(A) ﬁnal error output, (B) power spectrum of ﬁnal output, (C) ﬁnal control action, (D) power
spectrum of ﬁnal control
After 79 experiments, the tuned performance is J79 = 0:00268 with 22:6dB cancellation after
80:49s of tuning. The ﬁnal outputs and control actions of the duct system are illustrated in
Fig. 8.12, and the performance updating during the tuning is shown in Fig. 8.13.
Secondly, the duct system is disturbed by d10 and nonlinear FIR-FD-IT is adopted in tuning
which has tuning step sizes as ¹F = 0:24;¹H = 0:024.
After 71 experiments, the tuned performance is J71 = 0:00011 with 25:8dB cancellation, which
spent 84:56 second. The ﬁnal states of the duct system is illustrated in Fig. 8.14, and the perfor-
mance updating during the tuning is shown in Fig. 8.15.Chapter 8 Experimental Work 115
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FIGURE 8.13: Performance updating in nonlinear FIR-FD-IT with disturbance d10
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FIGURE 8.14: Final state in duct system using nonlinear FIR-FD-IT with disturbance d10,
(A) ﬁnal error output, (B) power spectrum of ﬁnal output, (C) ﬁnal control action, (D) power
spectrum of ﬁnal controlChapter 8 Experimental Work 116
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FIGURE 8.15: Performance curve for nonlinear FIR-FD-IT with disturbance d10
8.3.3 Comparison and discussion
According to the experiment results, it is easy to ﬁnd that nonlinear FD-IT achieves better tuning
result than linear FD-IT, which provides additional 5:8dB cancellation in d00 disturbance case
and additional 15:7dB cancellation in d10 disturbance case.
Comparing Fig. 8.8 to Fig. 8.12, the power spectrums of control action are 0:059 at 200Hz,
0:005 at 400Hz and 0:067 at 500Hz in linear FD-IT, where they are 0:016 at 200Hz, 0:003 at
400Hz and 0:060 at 500Hz in nonlinear FD-IT. Comparing Fig. 8.10 to Fig. 8.14, the power
spectrums of control action are 0:004 at 400Hz, 0:052 at 400 and 0:007 at 800Hz in linear FD-
IT, while they are 0:003 at 400Hz, 0:044 at 400 and 0:002 at 800Hz in nonlinear FD-IT. The
extra cancellation are supplied by the change in control action when the control signals are very
small.
Recalling the FRF test experiments in the previous section (as Fig. 8.3), the FRF of the actuator
path presents some dead zone nonlinearity when the stimulus signal is very small. Therefore,
the extra cancellation achieved by nonlinear FD-IT can be well explained: When the control
signal is some proper large, the duct system is in the range of good linear dynamics , which
linear FD-IT tune the system well. When the control signal becomes small enough, the duct
system presents some dead zone nonlinearity, which linear FD-IT is not applicable any more,
and nonlinear FD-IT can make some further tuning.
According to the comparison of Fig. 8.9 with Fig. 8.13 and Fig. 8.11 with Fig. 8.15, some
difference in the tuning process from linear FD-IT to nonlinear FD-IT can be observed:
² In linear FD-IT, there are only two initial manual extra experiments as shown in Fig. 8.9
and Fig. 8.11; In nonlinear FD-IT, there are more than two manual extra experimentsChapter 8 Experimental Work 117
which is actually 6 initial manual experiments as shown in Fig. 8.13 and Fig. 8.15.
² In linear FD-IT, the tuning process is smooth as shown in Fig. 8.9 and Fig. 8.11 for the
computation of ©G is simple and robust; In nonlinear FD-IT, the tuning process has some
ﬂuctuation as shown in Fig. 8.13 and Fig. 8.15 for the computation of ©G0 is more com-
plicated and more sensitive to noise.
8.4 Summary
This chapter demonstrates the experimental work to test FD-IT for ANC problems. An air
duct system is built up. A simple Agent-based FD-IT system is realized with Matlab-C-DSP
programming techniques.
In linear FD-IT, 16:8dB cancellation has been achieved to suppress 200, 400 and 500Hz distur-
bances, and10:1dBcancellationhasbeenachievedtosuppress400, 500and800Hzdisturbances
in the duct system.
Despite the dead zone nonlinearity in the actuator path, 22:6dB cancellation has been achieved
to suppress 200, 400 and 500Hz disturbance, and 25:8dB cancellation has been achieved to
suppress 400, 500 and 800Hz disturbance in the duct system.
The experimental results illustrate the effectiveness of FD-IT under the practical conditions.Chapter 9
Conclusion and Future Work
T
he conclusions are concerned with three aspects of the thesis: ﬁrst with the gradient esti-
mation theory in the frequency domain, secondly with the iterative tuning method in the
frequency domain, and thirdly with tests in simulation and experimental work.
The description future covers the topic of improving the gradient estimate, the theoretical anal-
ysis itself and also future implementation techniques of the iterative tuning algorithm.
9.1 Conclusions on the Gradient Estimate in Frequency Domain
The ﬁrst part of the thesis proposed a new gradient estimate completely from the aspect of the
frequency domain.
Before proposing the new gradient estimation theory, a general framework of Active Noise
and Vibration Control system with hybrid feedback and feed-forward controllers was deﬁned.
This general framework, including signals, dynamics and cost functions was presented in the
frequency domain.
Based on the proposed framework, the gradient of the system output spectrum with respect to
controller parameters was obtained through local linearization of mapping the secondary path
from the change of input spectrums to the change of output spectrum. The gradient estimate of
the system output spectrum with respect to controller parameters is at the core of the proposed
gradient estimation theory. Since the performance criterion function can always be expressed
as a function of output and control actions in the frequency domain, the gradient estimate of
performance with respect to the control parameters can be obtained. In the proposed gradient
estimation theory a key term is the derivative matrix of frequency response of the closed-loop
dynamics. While the closed-loop dynamics represents the mapping form the change of the
control action to the change of system output, the proposed gradient estimation theory illustrates
the chain rule of derivation in the frequency domain, which maps small (inﬁnitesimal) change in
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the controller parameters to a change in the spectrum of control actions, then maps to a change in
the output spectrum, and ﬁnally to some change in control performance. When compared with
the gradient estimate techniques of some popular ANVC methods, the new proposed frequency
domain gradient estimate can be similar to the other gradient estimate in the time domain.
It is worth noting that the new proposed gradient estimate is not only suitable for ANVC prob-
lems, but also for the general control problems since common discrete signals can be expressed
using discrete spectra in the frequency domain. It is particularly suitable for ANVC problem
with periodic disturbances because the description of the system dynamics and signals in the
frequency domain can be greatly simpliﬁed by focusing to a limited frequency set while the
signals are often long data sequences.
As shown the new proposed gradient estimation theory can be extended to the MIMO case and
also to nonlinear system. Given proper descriptions of signal spectra and an extended FRF
in MIMO system and derivative matrix of GFRF in nonlinear system, the proposed gradient
estimation theory is applicable to MIMO and nonlinear system as well.
9.2 Conclusions on the Iterative Tuning in the Frequency Domain
Based on the proposed gradient estimate, the key problem in ANVC is to solve derivative matrix
of the FRF of closed loop dynamics which includes an unknown secondary path. The basic idea
is to estimate the matrix through spectrum difference pairs of inputs and outputs.
This thesis proposed a new adaptive control method for ANVC: Iterative Tuning in the Fre-
quency Domain (FD-IT). In order to obtain the closed-loop dynamics, spectrum difference pairs
are produced through different experiments with different controller parameters, where the pa-
rameters can be either manually set or tuned using gradient-based methods. Therefore no ad-
ditional path is required to inject extra signals unlike in TD-IFT. Except the extra manual (or
automated) experiments in the initial stage of tuning, only one experiment is required to do
gradient-based updating in subsequent tuning iterations. This is simple in control structures and
convenient in control implementations.
FD-IT imposes no limitation on the controller format except that the controller should be a dif-
fertiable dynamics in the frequency domain. Using Frequency-Selective-Filtered (FSF) ﬁlters,
FSF-FD-IT can concentrate on the tuning of FSF controllers for a ﬁnite frequency set that is rel-
evant for the periodic disturbance. With Zeros-Poles-Gains (ZPK) format, it is easier to analyse
and maintain the stability of feed-forward control. Considering stability of the closed-loop, one
solution is to perform extra experiments to test the generalized stability margin of the current
closed-loop dynamics. Another practical method is to use some hybrid cost function including
the Vinnicombe distance of feedback controllers.
In comparison with some other adaptive control method for ANVC in the literature, FD-IT
presents some notable advantages:Chapter 9 Conclusion and Future Work 120
² It can be used to tune feedback controllers as well as feed forward controllers;
² It has ﬂexible and simple control structure without additional signal injection path;
² Itcanperformgradient-basedtuningthroughoneexperimentexceptsomeinitialmanually
arranged set of experiments for initial tuning of parameters.
9.3 Conclusions on Tests in Simulation and Experimental Work
Tests of FD-IT in ANVC have been performed in simulation and on an experimental platform,
both of these has proved the effectiveness of FD-IT in ANVC.
FIR-FD-ITandFSF-FD-IThavebeentestfortheSISOandMIMOsystemsinsimulation. While
FIR-FD-IT has a simpler control structure, FSF-FD-IT offered much better tuning performance
and stability of performance. The robustness of FSF-FD-IT against some errors in the frequency
set has also tested in both SISO and MIMO systems. FSF-FD-IT has presented satisfactory
robustness against errors in estimated common period. Two nonlinear simulated platforms were
used to illustrate the applicability of FSF-FD-IT to nonlinear systems, in all cases signiﬁcant
cancellation of the disturbance was achieved.
In experimental test work, an air duct system is setup to test the performance of linear and
nonlinear FD-IT in the real system. In the experiment works, linear FD-IT has achieved 16:8dB
cancelation to suppress 200, 400 and 500Hz disturbance, and 10:1dB cancelation to suppress
400, 500 and 800Hz disturbance. Nonlinear FD-IT has achieved 21:6dB cancelation to suppress
200, 400 and 500Hz disturbance, and 25:8dB cancelation has been achieved to suppress 400,
500 and 800Hz disturbance.
9.4 Future Work
As the proposed gradient estimation theory and iterative tuning method is powerful, future work
could continue along some lines of investigation as suggested here.
9.4.1 Extension of the gradient estimation theory
In this thesis the proposed idea concentrated on the ANVC problem with periodical distur-
bances. Although some brief statement about the extension of general framework from ANVC
to common control problems has been presented to illustrate the applicability of the proposed
idea in general control problems. Further study of the extension is worthwhile in future research.
The extension can include different performance criterion functions than the average quadratic
performance and focus on criteria suitable for servo control.Chapter 9 Conclusion and Future Work 121
As mentioned above, one of the most notable advantages of the gradient estimate in the fre-
quency domain is that when the system can be described in much simpler ways in the frequency
domain, the gradient estimate can be greatly simpliﬁed through the proposed approach. Since
the time domain and the frequency domain can be considered as two different integral operator
domains in mathematics, this advantage can be extended to a general idea:
Given a general framework P in the time domain, if we can ﬁnd a proper integral operator
z which the z transferred framework z(P) is simpler than P, the gradient estimate can be
performed in the integral operatorred domain of z to simplify the computation work.
Obviously, the difﬁculty is how to ﬁnd such a proper integral operator which can give simpliﬁed
transferred representation of both signal and dynamics.
Noting there is no limitation about the integral operator, some techniques such as wavelet
method and stochastic method can be some possible candidates. It is well worthy to investi-
gate in theory further.
9.4.2 Improvement of iterative tuning algorithm
In this thesis the iterative tuning algorithmic description has mainly discussed how to process
the output using a ﬁnite and ﬁxed frequency set in the linear case. In the nonlinear case a
realtime estimate of the frequency set has been introduced in FD-IT. How to process the output
spectrum with inﬁnite or varying frequency set is an interesting topic for control engineering.
It can greatly extend the applicability of FD-IT from ANVC to more general control problems.
The realtime frequency estimate can be just a very basic start of the theory and one may able to
process varying frequency set signals. More detailed research work could be done to complete
this topic.
Convergence of the algorithms and robustness of control implementation are always two of the
most important theoretical topics in adaptive control. Especially, the development of some exact
and practical robustness tuning algorithms are very valuable in control engineering.
9.4.3 Improvement in control implementation
In order to implement the iterative tuning algorithms in control engineering practice, there is
a lot work to be done, one of which is how to organize different functional modules to realize
controller tuning. While a simple PC-DSP board based programs and FSF FIR controllers are
usedinexperimentalwork, someartiﬁcialintelligencetechniquescanbeincorporatedtomanage
the whole controller tuning work, including to perform proper extra manual experiments, to
determine if the tuning converges, to give proper step size.
An agent-based control system can be suitable to to manage such kind of iterative tuning con-
trol system, especially for LTI system in which the tuning can be performed for each singleChapter 9 Conclusion and Future Work 122
frequency. Some other work, such as managements about manual experiment and step size,
monitoring the system stability, can be allocated to some individual agents which can monitor
and instruct the control system with reasoning and ﬂexibly.
Some other types of AI controllers can also be used in FD-IT, especially in the nonlinear case.
For instance, Neural Network (NN) controller which has been successfully used in Active Noise
Control (ANC) can be used in FD-IT as well.References
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