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Abstract
We present the formalism of phenomenological thermodynamics in terms of the
even-dimensional symplectic geometry, and argue that it catches its geometric
essence in a more profound and clearer way than the popular odd-dimensional
contact structure description. Among the advantages are a number of conceptual
clarifications: the geometric role of internal energy (not made as an independent
variable), the lattice of potentials, and the gauge interpretation of the theory.
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1. Motivation
Phenomenological thermodynamics of equilibrium (PTE) has become a standard ax-
iomatic theory in hands of Carathéodory [4] and Gibbs [6]. Formulated in the general
way [17, 3], it reveals a universal structure which became rather incorporated into the
latter statistical and quantum statistical mechanics than replaced by them.
It has often been remarked that phenomenological thermodynamics is an exam-
ple of a theory the formalism of which cannot be understood without the language of
differential geometry. Paradoxically, the standard expositions often leave the geomet-
rical content unclear, the “differential calculus” is formal, often carried out without
specified underlying manifolds — leaving the student of PTE rather perplexed.1
Recently, phenomenological thermodynamics joined the program of geometriza-
tion in physics.2 These approaches extended the configuration space of PTE by in-
cluding 2n + 1 coordinates (like S, V , N , T , p, µ, and U ) and describe PTE as an
odd-dimensional “phase space” with a contact structure.
1Carathéodory assumes that each description of a given system requires independent treatment and is
based on a different underlying space with different coordinates. Most often, the underlying manifold of
PTE in the classical textbooks is that of n+ 1 extensive variables (like S, V , N , and U ).
2For development of this view, see [7, 12, 13, 14, 17, 5] and citations therein.
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Jerzy Kocik Geometry of thermodynamics 2
In this exposition, we propose an alternative description in which symplectic struc-
ture appears as the one that underlines PTE.3 The internal energy U is not a basic co-
ordinate but rather contributes—together with other thermodynamical potentials—to
an algebraic lattice of potentials. In particular, one needs to distinguish between the
“universal internal energy” U and the internal energy of a system u.
2. The phase space of PTE
Here are the basic definitions constituting PTE.
• Thermodynamical phase space is a pair (M,α), where M is a 2n-dimensional
manifold and α ∈ Λ1M is a differential l-form of the maximal rank. The form
α will be called the Gibbs form. Consequently, the phase space forms also a
symplectic manifold, since the bi-form ω =: dα is nondegenerate. A state is a
point in M .
Example 2.1. The standard model of thermodynamics is based on a 6-dimensional
linear space with variables:
T — temperature S — entropy
P — pressure V — volume
µ — chemical potential N — number of molecules
[intensive variables] [intensive variables]
Much distress can be avoided if we denote the negative pressure simply as
P¯ ≡ −P .
The (adjusted) differential Gibbs form is
α = S dT + V dP¯ +N dµ (2.1)
The symplectic form on M is
dα = dS ∧ dT + dV ∧ dP¯ + dN ∧ dµ (2.2)
• A process is a curve c : R → M . The one-form α has a physical sense of the
work W [c] associated with carrying out the process c:
W [c] =
∫
c
α (2.3)
Process c is admissible if c˙ ∈ Kerα, that is 〈α|c˙〉 (implying ∫c α = 0).
3This exposition closely follows [10].
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FIGURE 2.1: Phase space and a “theory”
• A theory (or a system) is a submanifold Λ ⊂ M of the phase space such that
the Gibbs form vanishes when restricted to Λ:
α |Λ= 0 (2.4)
If the embedding map is denoted
ı : Λ→M (2.5)
then (2.4) can be written simply as
ı∗α = 0 (5.2′)
Equation (2.5) defining system Λ is called the equation of state.
Equation (2.4) is called the Gibbs-Duhem relation and means that α restricted
to Λ vanishes, i.e., that the directions tangent to Λ lie in the kernel of α, i.e.
TΛ ⊂ Kerα.
Corollary 2.1. Since the external derivative commutes with the map ı∗, it im-
mediately follows from (2.5) that
ı∗dα = 0, (2.6)
i.e., that Λ is a Lagrangian submanifold of M (notice that (2.5) imposes condi-
tions for Λ more restrictive than (2.6)). This implies that the dimension of Λ is at
most 12 dimM . Equation (2.6) is called theMaxwell identity and is, in fact, the
integrability condition for α on Λ (it is an analog of Hamilton-Jacobi equation
in classical mechanics).
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• The special phase space is the cotangent bundle over a linear space Q
M = T ∗Q ∼= R2n
Q ∼= Rn
pi (2.7)
The Gibbs form α is defined as the natural Liouville form of the cotangent bun-
dle. Manifold Q will be called configuration space and coordinates on Q are
the intensive parameters of PTE. If x′i are any linear coordinates on Q, and
pi are the induced coordinates on T ∗Q, called extensive parameters, then the
(adjusted) Gibbs form is
α = pidx
i
and
ω = dα = dpi ∧ dxi (xi =: x′i ◦ pi) (2.8)
The special phase space (5) possesses a natural function:
• The universal function of internal energy is the function U ∈ FM , i.e., a map
T ∗Q→ R, that can be expressed in the above linear coordinates as
U = pix
i
Internal energy is a coordinate-independent concept and can be defined as
U(p) =: p(Vpi(p)) (2.9)
where V ∈ XQ is the natural Liouville vector field on the configuration space,
and p, as a point of T ∗Q, is a differential form on Q.
Since dU = pi dxi + xi dpi, the Gibbs form may be written as
α = −xi dpi + dU (2.10)
so that the Gibbs relation (2.4) assumes the well-known textbook form:
ı∗ (xi dpi − dU) = 0
i.e., (xi ◦ ı) d(pi ◦ ı)− d(U ◦ ı) = 0
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Thermodynamical Mandala
M U α ω 0
Λ u 0 0
d d
ı ı∗ ı∗ ı∗
EQUATION
OF STATE
FUNDAMENTAL
RELATION
GIBBS-DUHEM
RELATIONS
MAXWELL
definitions
MAXWELL
IDENTITIES
• Fundamental relation is an alternative way to select or describe a system Λ ⊂
M and uses function U . Let Λ be a manifold with a scalar function set on it:
u : Λ → R
Problem: Find an embedding ı : Λ → M such that u will match with U along
the embedding. i.e.,
ı∗U = u (2.11)
Equation (2.11) will be called the fundamental relation and u – the defining
function. The defining function u should not be confused with the universal
function of internal energy U ∈ FM . The function u ◦ ı ≡ U |Λ is the internal
energy of the system ı : Λ→M .
It is easy to check that:
Corollary 2.2. The solutions to the equation of state (2.11) satisfy automatically
Gibbs-Duhem relation (2.5).
In practical applications, the above is realized as follows: Let ρ be a projection
from M onto some manifold D of dim D ≤ 12 dimM . We can set a problem:
for a given function u ∈ FD, find the submanifold ı : Λ→M such that
ı∗U = (ρ ◦ ı)∗u (9′)
The basic example is that of D = Q and ρ = pi (cf. (2.7)).
Λ M R
D R
ı U
u
% id
% ◦ ı (2.12)
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FIGURE 2.2: The fundamental relation
3. Standard model – an example
The standard model of thermodynamics is based on a 6-dimensional space:
INTENSIVE VARIABLES
x1 = T (temperature)
x2 = −P ≡ P¯ (pressure)
x3 = µ (chemical potential)
EXTENSIVE VARIABLES
p1 = S (entropy)
p2 = V (volume)
p3 = N (number of molecules)
(3.1)
Extensive variables are additive and are proportional to the size of the system. Inten-
sive variables are independent of the size of the system and specify a local property.
The differential Gibbs form is thus
α = S dT + V dP¯ +N dµ
= −T dS − P¯ dV − µdN + dU (3.2)
where
U = TS + P¯ V + µN (3.3)
The symplectic form on M is
dα = dS ∧ dT + dV ∧ dP¯ + dN ∧ dµ (3.4)
The embedding ı of the system (2.4) may be set by “constraints” of the type PV =
const · T (“ideal gas equation;” see Table (1) for other theories), or, equivalently, by
the fundamental relation (2.11). For example, let Q be the subspace of M spanned
by directions (T, P, µ), and let the defining function u ∈ FQ be chosen, i.e. u =
u(T, P, µ). Denote
S ◦ ı = S(T, P, µ)
V ◦ ı = V (T, P, µ)
N ◦ ı = N(T, P, µ)
Then the fundamental relation (2.10) is an equation for an embedding ı such that the
following is satisfied
u(T, P, µ) = S(T, P, µ) · T + V (T, P, µ) · P +N(T, P, µ) · µ (3.5)
which agrees with the standard textbook definitions.
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ideal gas: pV = RTN
van der Waals:
(
p+
a
V 2
)
(V − b) = RTN
Berthelot:
(
p+
a
TV 2
)
(V − b) = RTN
Dieterici: p(V − b) e aRTV = RTN
Onnes: pV = NRT
(
1 +B(T )
a
V
+ C(T )
( a
V
)2
+ . . .
) (
Virial
Expansion
)
TABLE 1: Some theories of PTE (see [11] p. 158)
4. Seven (or∞) potentials of PTE
The Gibbs form α of the phase space can always be expressed in the canonical coor-
dinates as α = pi dxi (Darboux Theorem). If for any reason we would like to have a
term xk̂dp
k̂
instead of p
k̂
dxk̂ for any k (the hat above an index k denotes that k is fixed
and no summation is intended), then the exterior derivative of p
k̂
xk̂ must appear in the
expression of Gibbs form
α = pi dx
i =
∑
i 6=k
pi dx
i − xk̂ dp
k̂
+ d(p
k̂
xk̂) (4.1)
Such a coordinate-flip can be done for any pair of conjugated canonical variables on
2n-dimensional M . Consequently, every subset J of I = {1, 2, . . . , n} determines a
function:
fJ =
∑
k∈J
pk x
k (4.2)
Clearly, there are 2n independent functions of this type. In particular, we assume
fΦ = 0. Function fJ will be called the J-th thermodynamic potential. The Gibbs
form can be expressed in a form involving the J-th potential
α =
∑
i∈I−J
pi dx
i −
∑
k∈J
xk dpk + dfJ (4.3)
For the 6 coordinates of the standard model (3.1), we have 7 non-zero potentials that
form a lattice structure isomorphic with the lattice of subsets of the set I = {1, 2, 3}
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U = TS + P¯ V + µN
F = P¯ V + µN I = P¯ V + TS H = TS + µN
Ω = P¯ V G = µN Γ = TS
0
where some of the functions are traditionally called
U - internal energy Γ - (no name)
F - Helmholtz free energy G - Gibbs potential
I - (no name) Ω - grand potential
H - enthalpy 0 - just zero! (trivial potential)
Different potentials appear naturally in different situations. Typically, the choice
of coordinates determines convenient potential to be used. For example, if the coordi-
nates on Λ ⊂ M are induced from (T, V,N) on M , then potential F finds its natural
application since the Gibbs form (2.1) may be rewritten as
α = S dT − P¯ dV − µdN + dF (4.4)
Thus
ı∗α = S(T, V,N) dT − P¯ (T, V,N) dV − µ(T, V,N) dN + dF (T, V,N) (4.5)
so that Gibbs-Duhem relation ı∗α = 0 reduces to
ı∗S = S(T, V,N) = −∂F ◦ ı
∂T
∣∣∣∣∣
V,N
ı∗P¯ = P¯ (T, V,N) =
∂F ◦ ı
∂V
∣∣∣∣∣
T,N
ı∗µ = µ(T, V,N) =
∂F ◦ ı
∂N
∣∣∣∣∣
T,V
(4.6)
Note that (4.6) these can be viewed as defining relations for the PTE variables. To see
how the choice of coordinates suggests a convenient potential, consider, for instance,
how the entropy function S can be related to other three potentials
ı∗S = −∂G ◦ ı
∂T
∣∣
P,N
= −∂Ω ◦ ı
∂T
∣∣
N,µ
= −∂F ◦ ı
∂T
∣∣
µ,P
(4.7)
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By analogy, all of the 3 · 7 such relations can be expressed.
Potentials without coordinates. The linearity of the special phase space allows one
to define thermodynamical potentials in a coordinate-free way. Indeed, each decom-
position A of the space Q into two subspaces
Q = A⊕B piA : Q→ A
determines a potential function fA on T ∗Q which at point p ∈ T ∗Q assumes value
fA(p) = p((piA)∗Vpi(p)) (4.8)
where Vpi(p) is the Liouville vector evaluated a point pi(p). Function fA may be called
the thermodynamical potential for the splitting A.
This defines an infinite lattice L of thermodynamical potentials with the structure
induced from the natural lattice of subspaces A and B in the linear space Q. The
maximal element of the lattice, U , corresponds to the trivial decomposition Q = Q⊕
{0}. The minimal element, the constant null function, corresponds to Q = {0} ⊕Q.
The Boolean lattice in Figure 2 is a finite sublattice of L.
5. Gauge interpretation of PTE
Let {E, pi,M} be a fiber bundle over the thermodynamical phase space M with real
line R as the typical fiber, and with a projection
pi : E → M
Define Gibbs connection∇ as a vector-valued exterior form
∇ = ∂u ⊗ α (5.1)
The curvature of the connection is
Curv (∇) = ∂u ⊗ dα = ∂u ⊗ ω (5.2)
A system can be redefined as a submanifold Λ ⊂ M such that the curvature form on
the subbundle {pi−1(Λ), pi,Λ} vanishes.
A potential can be viewed now as a section of the fiber bundle
f ∈ Sec (E, pi,M) f : M → E, pi ◦ f = idM (5.3)
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Each such section induces a differential one-form αf = ∇f on M (see Equation 20)
defined by its value on any vertical vector v ∈ TM
αf (v) = ∇vf
Thus the known potentials correspond to convenient “choices of gauge” for the Gibbs
connection α. In this context the holonomy group has the meaning of work required to
perform a cyclic process. Indeed, if γ : I → M is a loop process in the phase space,
then the curve γ˜ lifted to space E by the connection ends in the same fiber pi−1γ(0),
but possibly in a point different from the initial, and then γ˜(1)− γ˜(0) = ∆U .
6. Comparison with classical mechanics
We conclude with a few remarks on classical mechanics versus phenomenological
thermodynamics. It became customary to stress the similarity between structure of
PTE and that of classical mechanics (CM), whereas they should be rather contrasted.
Canonical Structure. Although both PTE and CM rely essentially on a manifold
with the closed differential biform ω = dα of the (pre-)symplectic structure (Poisson
bracket), yet the one-form α plays a different role in each formalism:
• in CM, form α is defined up to an external derivative on any function on the
manifold of the phase space, i.e. the gauge α → α′ = α + df does not change
the classical equation of motion X dα = dH , since dα = dα′
• in PTE things seem to be quite opposite: one of the one-forms (the Duhem-
Gibbs form) generating the symplectic structure, namely Gibbs form α, is distin-
guished, and this fact is crucial for the theory. The equation for the submanifold
Λ of admissible states, ı∗α = 0, is not invariant under the gauge α → α + df .
(Only the implied Maxwell identity ı∗dα = 0 is invariant). This fact is the
source of importance of thermodynamical potentials in PTE.
Legendre– versus Gauge Transformations. The appearance of different potentials
in PTE is often compared to Legendre transformation of CM.
• In CM, the Legendre transformation is essentially the map between tangent and
cotangent bundles over configuration space, TQ → T ∗Q, so that the induced
map transforms the “messy” symplectic form d(∂vL) ∧ dx defined by the La-
grangianL on TQ into the canonical form dp∧dx on T ∗M (Darboux variables).
• This context does not appear in PTE, where the pre-symplectic form dα = dS∧
dT +dV ∧dP¯ +dN ∧dµ has already the canonical form. The potentials appear
when one would like to express the same form α in another basis of differentials
on M (like e.g. T dS = −S dT + d (TS)).
Remark 6.1. If coordinates S, V,N (i.e., extensive variables) are chosen to be used
on Λ, then the “method” gives
α = − T dS︸ ︷︷ ︸
d¯Q
heat
change
− P¯ dV − µdN︸ ︷︷ ︸
d¯W
work
+ d(TS + P¯ V + µN)︸ ︷︷ ︸
dU
internal
energy
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α
∣∣
Λ
= 0 is equivalent to energy conservation (for any “theory” Λ), namely
dQ
heat
transferred
to the system
= dW
work
done by
the system
+ dU
change of
internal
energy
Remark 6.2. Some authors, in an attempt to geometrize thermodynamics, consider
θ = T dS − P dV + µdN − dU
as the basic form on an odd-dimensional manifold with coordinates (T, S, p, V, µ,N, u),
u as an independent variable!
Appendix A: Magic thermodynamical cube
FIGURE 6.1: Thermodynamic cube
How to Read It
1.
∑
Any cube
diagonal
= U (sum of potential on any cube diagonal equals to U )
2.
∑
=
∑
(Good for any face diagonals)
3. Two potentials on the same edge differ by a product of the adjacent faces,
for instance:
U − F = ST, F − Ω = V T, F −G = P¯ V, etc.
4. Finding associated variables: Any three adjacent variables are (admissible)
convenient to describe a system. The potential in the corner and the three vari-
ables are called associated. Choose a potential, say F . Turn the cube so that the
corresponding triangle F is facing you. The associated variables are those in the
squares surrounding the triangle, V , N , and T .
Potential F and variables {T,N, V }
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5. Gibbs relations: Each of the thermodynamical variables can be defined in terms
of a partial derivative of a potential. To find expression for a particular variable
(say P ), turn the cube to see the opposite face (V ). The variable in question,
P¯ ≡ −P , is equal to the partial derivative of any visible potential (triangle) with
respect to the variable in the square.
−P = ∂U
∂V
∣∣∣∣
S,N
=
∂F
∂V
∣∣∣∣
T,N
=
∂Ω
∂V
∣∣∣∣
T,µ
=
∂I
∂V
∣∣∣∣
S,µ
Notice that each derivative is taken in another system of variables, the ones
associated to the corresponding potential, and therefore different variables are
set constant.
6. Maxwell’s identities: Any belt of four faces, e.g horizontal {S, V, T, P¯}, gives
Maxwell identities:
∂S
∂V
∣∣∣∣
T,N
=
∂P
∂T
∣∣∣∣
V,N
or
∂S
∂V
∣∣∣∣
T,µ
=
∂P
∂T
∣∣∣∣
V,µ
Appendix B: Various identities in coordinates
For the reader who wants to verify readings from the “magic cube of thermodynamics”,
the basic identities are listed below.
TABLE 1. Potentials:
U = TS + P¯ V + µN
F = P¯ V + µN
I = TS + P¯ V
H = TS + µN
Γ = TS
G = µN
Ω = P¯ V
0 = 0
TABLE 2. Potential differences:
U − F = ST
U −H = V P¯
U − I = Nµ
H −G = ST
H − Γ = Nµ
F −G = V P¯
F − Ω = µN
I − Γ = V P¯
I − Ω = ST
Ω− 0 = P¯ V
G− 0 = Nµ
Γ− 0 = ST
TABLE 3. Associated variables:
U −→ (S, V,N)
F −→ (T, V,N)
I −→ (S, V, µ)
H −→ (S, P,N)
Γ −→ (S, P, µ)
G −→ (T, P,N)
Ω −→ (T, V, µ)
0 −→ (T, P, µ)
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I
F
H
G
U
O
Jerzy Kocik
FIGURE 6.2: Magic cube of thermodynamics – enlarge, cut and glue. For consistency with the
text, “P ” should be replaced by “P¯ ≡ −P ”
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TABLE 4. Gibbs’ relations:
T =
∂U
∂S
∣∣∣∣∣
N,V
=
∂H
∂S
∣∣∣∣∣
N,P
=
∂I
∂S
∣∣∣∣∣
µ,V
=
∂Γ
∂S
∣∣∣∣∣
P,µ
−P = ∂U
∂V
∣∣∣∣∣
S,N
=
∂F
∂V
∣∣∣∣∣
T,N
=
∂Ω
∂V
∣∣∣∣∣
T,µ
=
∂I
∂V
∣∣∣∣∣
S,µ
µ =
∂U
∂N
∣∣∣∣∣
V,S
=
∂H
∂N
∣∣∣∣∣
S,P
=
∂G
∂N
∣∣∣∣∣
T,P
=
∂F
∂N
∣∣∣∣∣
V,T
S = −∂F
∂T
∣∣∣∣∣
V,N
= −∂G
∂T
∣∣∣∣∣
P,N
= −∂Ω
∂T
∣∣∣∣∣
V,µ
V =
∂H
∂P
∣∣∣∣∣
N,S
=
∂G
∂P
∣∣∣∣∣
T,N
=
∂Γ
∂P
∣∣∣∣∣
S,µ
N = −∂Ω
∂µ
∣∣∣∣∣
V,T
= −∂Γ
∂µ
∣∣∣∣∣
S,P
= −∂I
∂µ
∣∣∣∣∣
S,V
TABLE 5. Gibbs differential form:
dU = T dS + P¯ dV + µdN
dF = −S dT + P¯ dV + µdN
dI = T dS + P¯ dV −N dµ
dH = T dS − V dP¯ + µdN
dΓ = T dS − V dP¯ −N dµ
dG = −S dT − V dP¯ + µdN
dΩ = −S dT + P¯ dV −N dµ
0 = −S dT − V dP¯ −N dµ
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TABLE 6. Maxwell’s identities:
∂V
∂T
=
∂S
∂P¯
∣∣∣∣∣
T,P, (µ or N)
∂V
∂µ
=
∂N
∂P¯
∣∣∣∣∣
µ,P, (T or S)
∂N
∂T
=
∂S
∂µ
∣∣∣∣∣
T,µ, (P or V )
−∂P¯
∂T
=
∂S
∂V
∣∣∣∣∣
T,V, (µ or N)
−∂N
∂V
=
∂P¯
∂µ
∣∣∣∣∣
V,µ, (T or S)
−∂T
∂µ
=
∂N
∂S
∣∣∣∣∣
µ,S, (V or P )
∂T
∂V
=
∂P¯
∂S
∣∣∣∣∣
V,S, (µ or N)
∂µ
∂V
=
∂P¯
∂N
∣∣∣∣∣
V,N, (T or S)
∂T
∂N
=
∂µ
∂S
∣∣∣∣∣
N,S, (P or V )
−∂T
∂P¯
=
∂V
∂S
∣∣∣∣∣
P,S, (µ or N)
− ∂V
∂N
=
∂µ
∂P¯
∣∣∣∣∣
N,P, (S or T )
− ∂µ
∂T
=
∂S
∂N
∣∣∣∣∣
T,N, (V or P )
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