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Further Results on Detection and Channel
Estimation for Hardware Impaired Signals
Yunfei Chen, Senior Member, IEEE, Zhutian Yang, Jie Zhang, Mohamed-Slim Alouini, Fellow, IEEE
Abstract— Hardware impairment is inevitable in many wireless
systems. It is particularly severe in low-cost applications due to
the imperfect components used. In this paper, the channel estima-
tion and non-coherent detection problems of hardware impaired
signals are studied for a single-carrier, single-antenna and single-
hop system. Specifically, three different cases are investigated:
signals with additive distortion only, signals with in-phase and
quadrature imbalance only, and signals with both impairments.
The maximum likelihood and Gaussian approximation methods
are used to derive the new non-coherent detectors for amplitude
modulated signals, while the maximum likelihood and moment-
based methods are employed to design the new channel estimators
for all signals. Numerical results show that the new non-coherent
detectors outperform the existing non-coherent detectors in the
presence of hardware impairment. The performance gain can be
as high as 8 dB. They also show that the new channel estimators
have much higher accuracy than the existing estimator. In some
conditions, the accuracy of the new estimator is about 100 times
that of the existing estimator.
Index Terms— Channel estimation, hardware impairment,
non-coherent detection.
I. INTRODUCTION
Wireless communication has seen unprecedented develop-
ment in recent years. To enable such a development, the use of
low-cost wireless devices is crucial. Due to this, it is inevitable
that the quality of the components used in these devices may
not meet a high standard, leading to hardware impairment
(HWI).
There have been considerable amount of research work
conducted on HWI in wireless systems. To name a few, in
[2], the effect of in-phase and quadrature imbalance (IQI)
on the outage probability and symbol error rate of a single-
antenna multi-carrier system was discussed. This was further
extended to multiple-input-multiple-output (MIMO) systems
in [3] and [4] and relaying systems in [5] - [8]. In [9], the
effect of additive distortion (AD) due to phase noise and
nonlinear power amplification on the outage performance of
a receiver diversity system was examined. More works have
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been conducted on relaying systems. For example, in [10]
and [11], the effect of AD on the performances of two-
way relaying systems was studied. Similar studies were also
performed for one-way relaying using amplify-and-forward or
decode-and-forward protocols. Reference [12] evaluated the
effect of AD in a non-orthogonal multiple access system,
[13] considered it in a full-duplex massive MIMO system,
[14] studied it for a mixture of radio and optical links, [15]
applied it to the beamforming design of a MIMO system, while
[16] - [18] examined it in a hybrid satellite and terrestrial
network with a mixture of satellite and terrestrial links. On
the other hand, references [19] and [20] investigated a generic
relaying system. Moreover, the effect of AD in the presence
of other imperfection, such as channel estimation errors, was
also studied in [21] - [24] (Due to the limited space, we only
mention four of them here). Similar to [12], [25] and [26] also
derived the performance of non-orthogonal multiple access
system with IQI or phase noise, but without relaying.
The aforementioned works consider either IQI or AD but
not both. There have been very few works that consider both
HWIs. For example, in [27], energy detection with both IQI
and AD was examined. The model used in [27] distinguishes
AD by phase noise from that by amplification and only studies
distortions at the receiver. Reference [28] looked into the
effects of both IQI and AD on the performance of a single
antenna single-hop system, [29] studied them for a multi-
antenna and single-hop system, while [30] discussed a single-
antenna dual-hop system with HWI at source, relay as well as
destination.
The above works have mainly evaluated the effect of HWI
on the wireless performances. However, when the HWI is
present, it may be necessary to re-design the wireless system
for the best performance, as knowledge of the HWI can be
utilized in the design to improve system performance. In this
regard, reference [31] proposed a new optimal detector for
spatial modulation in the presence of IQI. A similar detector
was also proposed for amplify-and-forward relaying by the
same authors [32]. Reference [33] derived a new detector for
teraHertz systems considering nonlinear power amplification
at the transmitter, while reference [28] designed a new optimal
detector in the presence of both IQI and AD. Similarly, refer-
ences [36] and [37] studied the use of linear minimum mean
squared error (LMMSE) and deep learning in the channel es-
timation of massive MIMO systems with nonlinear amplifica-
tion using deterministic behavioral models, references [38] and
[39] applied sparse recovery and expectation-maximization to
estimate massive MIMO channels with nonlinear amplification
using stochastic models, while references [40] and [41] used
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LMMSE for massive MIMO channels with IQI.
All the above works have provided very useful guidance
and insights on the designs of wireless systems suffering
from HWI. However, two further studies are still necessary.
Firstly, most existing channel estimators have only considered
AD or IQI but not both. Also, the existing estimators are
very complicated. Secondly, to further reduce the cost of
device, non-coherent detection can be employed, as it does
not require channel estimators, at the cost of performance loss
compared with coherent detection. Most existing works have
not investigated the problem of non-coherent detection for
hardware impaired signals. References [34] and [35] evaluated
the performances of existing non-coherent detectors subject to
HWI but did not derive any new non-coherent detectors.
Motivated by the above observations, in this paper, the prob-
lems of channel estimation and non-coherent detection using
hardware impaired wireless signals are studied for a single-
antenna, single-carrier and single-hop wireless system. Three
different cases are considered: the signals suffer from AD only,
the signals suffer from IQI only, and the signals suffer from
both AD and IQI. Approximate maximum likelihood (ML) and
Gaussian approximation methods are used to derive the new
non-coherent detectors for amplitude modulation. For channel
estimation, new estimators are developed by using both ML
and moment-based (MB) methods for any modulation. The
performances of the new estimators are examined in terms of
the mean squared error (MSE) as well as the error rates of co-
herent detectors employing them. Numerical results show that
the new non-coherent detectors have significant performance
gains over the existing non-coherent detector, especially when
the signal-to-noise ratio (SNR) is large. Also, the new channel
estimators outperform the conventional ML estimators that
ignore HWI in most cases. Under some reasonable conditions,
the accuracy of the new estimator is 100 times that of the
existing estimator. The novelty and the contribution of this
work are summarized as follows.
• New non-coherent detectors for hardware impaired sig-
nals are derived. Compared with the previous works
in [2] - [33], the new non-coherent detectors do not
require channel state information to reduce cost. Also,
compared with conventional non-coherent detectors, the
new detectors take HWI models into account to improve
detection performance. This improvement could be as
large as 8 dB in SNR in some cases.
• New channel estimators for hardware impaired signals
are derived. Compared with [36] - [41], our estimators
are much simpler and consider both AD and IQI. Also,
compared with the conventional ML channel estimator
ignoring HWI, our new estimators improves the accuracy.
The MSE of the new estimator could be 100 times smaller
than the conventional ML estimator ignoring HWI.
• In addition to the derivations of new detectors and estima-
tors, this work thoroughly investigates the performances
of HWI signal detectors and estimators by considering
and quantifying the effects of important parameters.
The rest of the paper is organized as follows. In Section
II, the system model will be discussed. In Section III, new
non-coherent detectors for hardware impaired signals will
be proposed. Section IV gives the newly designed channel
estimators for hardware impaired signals. Section V presents
the numerical examples to show the advantages and disadvan-
tages of the new detectors and estimators. Finally, concluding
remarks are made in Section VI.
Notations: In the following, unless otherwise specified,
E{·} represents the expectation operation, CN (·, ·) represents
a complex Gaussian random variable, (·)∗ represents the
conjugate operation, argx denotes the value of x satisfying
certain criterion, min{·} denotes the minimum, ln denotes the
natural logarithm, sin(·) denotes the sine function.
II. SYSTEM MODEL
Consider a wireless communications system where both
transmitter and receiver have one single antenna. Assume that
the transmitted information signal is x with E{|x|2} = P .
When there is no HWI, the received signal is given by
y = hx+ n, (1)
where h is the fading channel gain following a complex
Gaussian distribution with h ∼ CN (0, σ2h) so that the Rayleigh
fading model is assumed, and n is the additive white Gaussian
noise (AWGN) with n ∼ CN (0, σ2n). Assume that h, x and n
are independent. When HWI occurs, three different cases will
be discussed in the following.
A. AD Only
In the first case when there is only AD caused by power
amplifiers, the received signal is given as [1]
y = h(x+ d) + n, (2)
where d represents the AD caused by imperfect power am-
plification and follows a complex Gaussian distribution with
d ∼ CN (0, (σ2t + σ2r)P ), σ2t is the variance of the AD at
the transmitter, σ2r is the variance of the AD at the receiver,
and P , x, h and n are defined as before. The parameters
of σ2t and σ
2
r come from numerous theoretical analysis and
measurement results. It is also motivated by the central limit
theorem to model the aggregate distortion from various RF
stages. Assume that d is independent of h and n. The model
in (2) has been widely used in the literature, such as [9] - [30].






as the signal-to-distortion ratio (SDR). The SDR increases
when the distortion decreases.
B. IQI Only
In the second case when there is only IQI caused by
imperfect phase shifter or mismatched local oscillator, the
received signal is given as [28]
y = K1(hxq + n) +K2(hxq + n)
∗, (3)
where xq = G1x+G∗2x
∗ is a widely linear transformed signal
of the transmitted information signal x due to the IQI at the
transmitter, G1 = 12 (1 + ζT e
jϕT ) and G2 = 12 (1− ζT e
−jϕT )
are the IQI coefficients at the transmitter, ζT represents the
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amplitude mismatch at the transmitter, ϕT represents the phase
mismatch at the transmitter, K1 = 12 (1 + ζRe
jϕR) and K2 =
1
2 (1− ζRe
−jϕR) are the IQI coefficients at the receiver from
[28], ζR represents the amplitude mismatch at the receiver, ϕR
represents the phase mismatch at the receiver, h and n are the
fading channel gain and the AWGN, respectively, as defined
before. Note that we follow the model in [28] for K1 and K2,




2 (1 − ζRe
jϕR). Their only difference is the polarity
of the phase. Thus, one can easily obtain results for the
model in [1] by replacing ϕR with −ϕR in the following. The
parameters of ζT , ζR, ϕT and ϕR come from the amplitude
and phase mismatch between the in-phase and quadrature
branches of the local oscillator, as aQ(t) = ζT sin(ωct+ ϕT )
and aI(t) = cos(ωct) at transmitter before up-conversion and
bQ(t) = −ζR sin(ωct− ϕR) and bI(t) = cos(ωct) at receiver
before down-conversion, where ωc is the carrier frequency.
Substituting the expression of xq into (3), one further has












In this case, gx+ fx∗ is the signal component in the received
signal and z is the noise component in the received signal. This
model has also been widely used in the IQI literature, such as
[2] - [8]. Compared with the conventional model in (1), the
IQI leads to extra terms in the signal component containing x∗
and h∗ as well as extra term in the noise component containing
n∗. This makes the signal and noise improper Gaussian [42].





|K2|2 at receiver that quantifies the level of IQI. When
ϕT = 0, ζT = 1 or ϕR = 0, ζR = 1, there is no IQI at the
transmitter or receiver, respectively. If both ϕT = 0, ζT = 1
and ϕR = 0, ζR = 1, the hardware becomes perfect.
C. AD and IQI
In the third case, the system suffers from both AD caused
by nonlinear power amplification and IQI caused by phase and
amplitude mismatch. Then, the received signal is given by




yq = h(xq + e) + n, (7)
and all the parameters are defined as before except the AD
e now follows a complex Gaussian distribution with e ∼
CN (0, (σ2t + σ2r)P ′) and P ′ = E{|xq|2} = E{|G1x +
G2x
∗|2}. Substituting (7) and the expression of xq into (6),
one further has





and g, f are defined in (5). It is easy to see that (2)
and (4) are special cases of (6) when there is no IQI or
AD, respectively. Also, in the following, parameters of AD
and IQI are required. These parameters could change with
temperature etc. However, these changes are slow compared
with fading and therefore, their values can be obtained before
detection and estimation, as in [2] - [41]. For later use, the
improper Gaussian probability density function (PDF) is given
as follows.




















where xR is the real part of x, xI is the imaginary part of x, mR
is the mean of xR, mI is the mean of xI , σ2R is the variance of
xR, σ2I is the variance of xI , and ρ is the correlation coefficient
between xR and xI [42].
III. NON-COHERENT DETECTION
From (1), the conventional coherent detector can be derived
as a minimum distance detector
x̂MD-C = argx min{|y − hx|2}. (11)
This detector assumes knowledge of the channel gain h. If this
knowledge is not available or not used to save cost, the PDF of











Note that the PDF of y is conditioned on x but this condition-
ing is omitted for simplicity here and in the following. Thus,
the conventional non-coherent ML detector can be derived as












For on-off keying (OOK), it can be shown that the detector
in (12) is equivalent to the energy detector, which is widely
used in low-cost applications [43], [44]. Next, we will derive
the new detectors for hardware impaired signals.
A. AD Only
In this case, the received signal is given by (2). Using (2),
the approximate ML non-coherent detector is obtained in the
Appendix as
























where Ka(x) = π2
I−a(x)−Ia(x)
sin(aπ) is the a-th order mod-
ified Bessel function of the second type and Ia(x) =∑∞
m=0
(x/2)2m+a
m!Γ(m+a+1) is the a-th order modified Bessel function
of the first type [45, eq. (8.406.1)].
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To simplify the non-coherent detection, one can approxi-
mate y as a Gaussian random variable with mean zero and
variance σ2n + σ
2














h|x|2 + σ2h(σ2t + σ2r)P ]
, (14)
and the Gaussian approximation (GA) non-coherent detector
can be derived from (14) as









h|x|2 + σ2h(σ2t + σ2r)P
}
. (15)
It can be easily verified that for OOK, this detector becomes an
energy detector. Also, the conventional non-coherent detector
in (12) is a special case of (15) when there is no AD at either
transmitter or receiver so that σ2t = σ
2
r = 0.
For later comparison, the optimal coherent detector in the
presence of AD is derived from (2) as
x̂OP-AD = argx min{|y − hx|2}. (16)
B. IQI Only
In this case, the received signal is given by (3). Denote
U = UR + jUI = hxq + n = h(G1x + G
∗
2x
∗) + n. When
h is unknown in the non-coherent detection, U is a complex
Gaussian random variable with U ∼ CN (0, σ2U ) where σ2U =
σ2h|G1x + G∗2x∗|2 + σ2n, as both h and n are Gaussian. One
has from (3)
y = yR + jyI = (K
R





2UR −KR2 UI), (17)






2 are the real and imaginary parts of
K1 and K2, respectively.
From (17), one has E{yR} = 0 and
α2yR = E{(KR1 UR −KI1UI +KR2 UR +KI2UI)2}







Also, one has E{yI} = 0 and
α2yI = E{(KR1 UI +KI1UR +KI2UR −KR2 UI)2}














= − sin(ϕR). (20)
Thus, the received signal in (3) is an improper Gaussian ran-
dom variable, as the correlation between its real and imaginary
parts is not zero. Using (18) - (20) in (10) and after some
manipulations, the non-coherent ML detector is derived as
x̂ML-IQI = argx min
{








Comparing (21) with (12), one sees that the conventional non-
coherent detector is a special case of the new non-coherent
detector when ϕT = ϕR = 0 and ζT = ζR = 1 so that there
is no IQI at either the transmitter or the receiver.
For comparison, the optimal coherent detector is also given
here. From (5), z = zR+jzI is an improper Gaussian random
variable with E{z} = 0 and








ρz = − sin(ϕR), (22c)
by using the same method as before. Denote ΛR = Re{gx+
fx∗} and ΛI = Im{gx + fx∗}, where Re{·} takes the real
part of a complex number and Im{·} takes the imaginary part
of a complex number. After some manipulations, the optimal
coherent detector is
x̂OP-IQI = argx min
{








This detector has also been derived in [28] and [32].
C. AD and IQI
This is the most complicated case. In this case, the received
signal is given by (6) suffering from AD and IQI at both
transmitter and receiver. So this is also the most general case.
In this case, the approximate ML non-coherent detector is



































To simplify the non-coherent detection, one can also ap-
proximate yq as a Gaussian random variable with mean zero






h|G1x + G∗2x∗|2, where σ2e is








q , y is an improper Gaussian random variable
with E{y} = 0 and
α2yR =






σ2n + |G1x+G∗2x∗|2σ2h + σ2eσ2h
2
, (25b)
ρy = − sin(ϕR). (25c)
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. X, NO. X, XXX XXXX 5



























+ 2 sin(ϕR)ζR yRyI
cos2(ϕR)[σ2n + σ
2
h|G1x+G∗2x∗|2 + σ2hσ2e ]
 . (27)
This non-coherent detector is much simpler than the approxi-
mate ML detector in (24).
For later comparison, the optimal coherent detector with
known channel gain is also given here. From (9), when h is
known, one has eh+n following CN (0, σ2n+(σ2t +σ2r)P ′|h|2).
Thus, w = K1(eh+n)+K2(eh+n)∗ is an improper Gaussian





















ρw = − sin(ϕR). (28c)
The derivation is similar to before. This gives the optimal
coherent detector as
x̂OP-ADIQI = argx min
{








This detector has also been derived in [28] before. It has the
same form as the detector in (23), except that the received
signal yR and yI in (29) are determined by (6), while those
in (23) are determined by (4). The performances of these
detectors will be examined and compared later.
Remark. Similar to the conventional non-coherent detector
in (12), the proposed approximate ML and GA non-coherent
detectors in (13), (15), (21), (24) and (27) remove the phase
information of the transmitted signal x by squaring it. Thus,
these detectors are only applicable to amplitude modulation,
frequency modulation and position modulation [46], [47].
For phase modulation, it is well-known that its non-coherent
detection requires differential encoding at the transmitter,
which is not discussed here [46]. Nevertheless, amplitude mod-
ulation, frequency modulation and position modulation are
widely used in low-cost low-power applications. For example,
energy detection is a type of OOK that is very important for
spectrum sensing in cognitive radios [49]. It is also widely
used in ambient backscatter communications [50]. For ultra-
wide bandwidth systems, pulse position modulation is one of
the two main modulation schemes studied [48]. Our proposed
non-coherent detectors can be used in these applications.
Remark. For low-cost low-power applications, performance
is often less important than cost. Hence, single-antenna and
single-carrier implementation is more likely to be used than
multi-antenna and multi-carrier implementation to save spec-
tral and energy costs. For example, in LoRa for Internet-
of-Things, single antenna and single carrier are used by
remote devices [51]. In surveillance, passive radar can also
use single-antenna and single-carrier GSM signals for target
detection [52], [53]. Thus, this work assumes single-antenna
and single-carrier in the derivation.
IV. CHANNEL ESTIMATION
Since the coherent detectors require channel knowledge, in
this section, channel estimation of hardware impaired signals
will be studied. Assume that L known pilot symbols are used
to estimate the channel gain h. When there is no HWI, the
l-th received signal is given by
yl = hxl + nl, (30)
where l = 1, 2, · · · , L, xl is the l-th pilot and its value is
known, nl is the noise in the l-th sample following the same
distribution as n in (1), and h is the channel gain to be
estimated. The conventional ML estimator for h ignoring HWI








When there is only AD, the l-th received signal is given by
yl = h(xl + dl) + nl, (32)
where dl and nl are the AD and noise in the l-th sample
following the same distributions as d and l in (2), respectively,
and other symbols are defined as before. Similarly, when there
is only IQI, the l-th received signal is given by
yl = K1(hxql + nl) +K2(hxql + nl)
∗, (33)
where xql = G1xl + G∗2x
∗
l and nl has the same distribution
as n in (3), and when there are both AD and IQI, the l-th
received signal is given by
yl = K1yql +K2y
∗
ql, (34)
where yql = h(xql + el) + nl and el, nl have the same
distributions as e and n in (7), respectively.
A. AD Only
We study the ML estimation first. In this case, the joint PDF


















Since h = reθ, one has the log-likelihood function as
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where θl = tan−1
Re{ylx∗l }
Im{ylx∗l }
is the phase angle of ylx∗l and
tan−1(·) is the inverse tangent function. Taking the first-order
derivative of the log-likelihood function with respect to θ, one
has

















l=1 |ylx∗l | sin(θl)∑L
l=1 |ylx∗l | cos(θl)
. (38)
Similarly, the ML estimator for r can be obtained by taking
the first-order derivative of the log-likelihood function with






























|ylx∗l | cos(θl − θ̂ML) = 0. (39)
This is a third-order polynomial whose solutions are quite
complicated. To simplify the estimation, assuming that σ2n <<
(σ2t + σ
2
r)P , one has
r2 +
∑L



































Finally, the ML estimator for h is
ĥML = r̂MLe
jθ̂ML , (41)
where r̂ML is given by (40) and θML is given by (38).
The ML estimator for r in (40) is complicated. A simpler
estimator can be obtained by using the moment-based (MB)
method. In this case, from (2), one has the second-order
moment of y as
E{|y|2} = |h|2E{|x|2}+ |h|2E{|d|2}+ E{|n|2}, (42)








l=1 |xl|2. Thus, the MB
estimator for r is
r̂MB =




l=1 |xl|2 + (σ2t + σ2r)P
. (43)
Also, a mixed ML-MB estimator for h is
ĥML-MB = r̂MBe
jθML , (44)
where r̂MB is given by (43) and θML is given by (38).
A pure MB estimator for h can also be derived by using
the first-order moment of y as
E{yx∗} = hE{|x|2}+ hE{dx∗}+ E{nx∗} = hE{|x|2},
(45)








One sees that, in this specific case, ĥMB in (46) happens to be
the same as the conventional ML estimator in (31). In the
general case, they are different, and it can be proved that
the ML estimator is asymptotically efficient while the MB
estimator is not [55]. However, in this specific case, the MB
estimator is also asymptotically efficient.
B. IQI Only
From (33) and (4), yl can be rewritten as yl = yRl+jyIl =
gxl + fx
∗
l + zl, where zl = K1nl + K2n
∗
l is an improper
Gaussian random variable whose statistics are given by (22).
Thus, yl also follows an improper Gaussian distribution only
with non-zero mean gxl + fx∗l . Specifically, denoting h =
hR + jhI and Λl = ΛRl + jΛIl = gxl + fx∗l , one has
ΛRl = Bl1hR +Bl2hI , (47a)
ΛIl = Bl3hR +Bl4hI , (47b)
with
Bl1 = Re{K1G1xl+K1G∗2x∗l +K2G2xl+K2G∗1x∗l }, (48a)
Bl2 = Im{−K1G1xl −K1G∗2x∗l +K2G2xl +K2G∗1x∗l },
(48b)
Bl3 = Im{K1G1xl+K1G∗2x∗l +K2G2xl+K2G∗1x∗l }, (48c)
Bl4 = Re{K1G1xl+K1G∗2x∗l −K2G2xl−K2G∗1x∗l }. (48d)


























where ΛRl and ΛIl are given by (47), αzR, αzI and ρz
are given by (22). By taking the first-order derivatives of
f(y|hR, hI) with respect to hR and hI and setting the


















































































Solving these two linear equations for hR and hI , the ML
estimators can be derived as ĥR and ĥI , respectively. Thus,
the ML estimator for h in the case when there is only IQI is
ĥML = ĥR + jĥI , (51)
where ĥR and ĥI are solutions to (50).
Next, we will derive the MB estimator for h. From (4), one
has
E{yx∗} = Λx∗, (52)











































l hI . (53b)
These two equations can be solved to give the MB estimator
for h as
ĥMB = ĥR + jĥI , (54)
where ĥR and ĥI are solutions to (53).
C. AD and IQI
When both AD and IQI exist, the received sample is given
by (34). It can be shown that the ML estimator for h is very
difficult to obtain, as one has to solve two nonlinear equations
for hR and hI . Thus, we only derive the MB estimator in this
case. From (8), one has
E{yx∗} = Λx∗, (55)
as the mean of wx∗ is also zero. One sees that (55) has the
same form as (52), except that the sample has both AD and
IQI now. Thus, the MB estimator for h in the presence of
both IQI and AD has the same form as (54), except that yl is
determined by (34).
V. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical examples are presented by com-
puter simulation. In the examination, we set P = 1, σ2h = 1,
ϕT = ϕR = 5
◦, ζT = ζR = ζ = 0.835 or 1.670, and run
106 trials. The values of ζ = 0.835 and ϕT = ϕR = 5◦ were
chosen according to [28] to give a typical image rejection ratio
of 20 dB [2]. The value of ζ = 1.67 was chosen to examine the
effect of ζ by doubling 0.835. Other values are also possible.
For the approximate ML non-coherent detectors, the infinite
series is truncated to the first 50 terms. We consider OOK.























Optimal coherent detector,  = 10 dB
Approximate ML non-coherent detector (proposed),  = 10 dB
GA non-coherent detector (proposed),  = 10 dB
Conventional non-coherent detector,  = 10 dB
Optimal coherent detector,  = 20 dB
Approximate ML non-coherent detector (proposed),  = 20 dB
GA non-coherent detector (proposed),  = 20 dB
Conventional non-coherent detector,  = 20 dB
Fig. 1. Bit error rate of OOK with AD only.























Optimal coherent detector,  = 0.835
ML non-coherent detector (proposed),  = 0.835
Minimum distance detector,  = 0.835
Conventional non-coherent detector,  = 0.835
Optimal coherent detector,  = 1.670
ML non-coherent detector (proposed),  =1.670
Minimum distance detector,  = 1.670
Conventional non-coherent detector,  = 1.670
Fig. 2. Bit error rate of OOK with IQI only.






















 = 10 dB
Optimal coherent detector, =0.835
ML non-coherent detector (proposed),  = 0.835
GA non-coherent detector (proposed),  = 0.835
Minimum distance detector, =0.835
Conventional non-coherent detector, =0.835
Optimal coherent detector, =1.670
ML non-coherent detector (proposed),  = 1.670
GA non-coherent detector (proposed),  = 1.670
Minimum distance detector, =1.670
Conventional non-coherent detector, =1.670
Fig. 3. Bit error rate of OOK with both AD and IQI.
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as the SNR. For the detectors, the error rate
is studied. For channel estimators, the MSE is studied.
Figs. 1 - 3 show the performances of the non-coherent
detectors using OOK with AD only, with IQI only, or with both
AD and IQI, respectively. The optimal coherent detector is also
given as a benchmark. From Fig. 1, one sees that the optimal
coherent detector performs the best, as expected. Among the
non-coherent detectors, the GA non-coherent detector is the
best. It approaches a lower limit as γ increases. This is caused
by the AD, as can be seen from (2), where the AD increases
with h. For the conventional non-coherent detector, its error
rate first decreases then increases with γ. The conventional
non-coherent detector is derived by assuming that the received
signal is Gaussian. At small γ, the Gaussian noise is strong
and therefore, the Gaussianity of the received signal in (2) is
high. Consequently, the error rate decreases with γ. As γ keeps
increasing, the noise becomes weak so that the AD starts to
dominate. However, when the AD dominates, the received sig-
nal is not Gaussian any more, as d∗h is not Gaussian. Hence,
the conventional non-coherent detector based on the Gaussian
assumption starts to deteriorate when γ keeps increasing. For
the approximate ML non-coherent detector, when ϵ = 10dB,
its performance is identical with the GA non-coherent detector
when γ is larger than 15 dB. Its performance when ϵ = 20dB
is worse than that when ϵ = 10dB, because its derivation is











is large, (σ2t +σ
2
r)P is small
for fixed σ2h so that the approximation is no longer valid. This
leads to large approximation errors in the approximate detector
and thus poor performance when ϵ = 20dB.
Also, from Fig. 2, the new ML non-coherent detector is
slightly better than the conventional non-coherent detector
when ζ = 0.835. When ζ increases to 1.670, the performance
of the new ML non-coherent detector almost does not change,
while the conventional non-coherent detector degrades a lot so
that at an error rate of 10−2, the new non-coherent detector is
almost 8 dB better than the conventional one. Similar obser-
vations can be made from Fig. 3, where the SDR is fixed at
10 dB, while ζ changes from 0.835 to 1.670. One sees that the
new ML and GA non-coherent detectors are not sensitive to the
change of the IQI ζ at all, so is the optimal coherent detector.
On the other hand, both the conventional non-coherent detector
and the minimum distance detector degrade considerably when
ζ increases. Moreover, the error rate of the conventional non-
coherent first decreases then increases, similar to Fig. 1.
Figs. 4 - 6 show the MSEs of the derived channel estimators.
One sees that all the MSEs decrease when the sample size
L increases, or when the SNR γ increases. When there is
AD only, from Fig. 4, all MSEs approach lower limits with
increasing γ, caused by the AD as can be seen from (32).
Among the new estimators, the MB estimator has the same
performance as the conventional ML estimator, as expected,
as (46) is the same as (31). Both the ML estimator in (41)
and ML-MB estimator in (44) are worse than the conventional
ML estimator when γ is small and better than it when γ
is large. When γ is small, the Gaussian noise dominates so
that the Gaussian assumption based on which the conventional
















 = 10 dB
ML estimator (proposed), L=10
ML-MB estimator (proposed), L=10
MB estimator (proposed), L=10
Conventional ML estimator, L=10
ML estimator (proposed), L=100
ML-MB estimator (proposed), L=100
MB estimator (proposed), L=100
Conventional ML estimator, L=100
Fig. 4. Mean squared error for estimators with AD only.



















ML estimator (proposed), L=10
MB estimator (proposed), L=10
Conventional ML estimator, L=10
ML estimator (proposed), L=100
MB estimator (proposed), L=100
Conventional ML estimator, L=100
Fig. 5. Mean squared error for estimators with IQI only.














 = 10 dB,  = 0.835
MB estimator (proposed), L=10
Conventional ML estimator, L=10
MB estimator (proposed), L=100
Conventional ML estimator, L=100
Fig. 6. Mean squared error for estimators with both AD and IQI.
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 = 20 dB
ML estimator (proposed), L=10
ML-MB estimator (proposed), L=10
MB estimator (proposed), L=10
ML estimator (proposed), L=100
ML-MB estimator (proposed), L=100
MB estimator (proposed), L=100
Optimal detector without estimation error
Fig. 7. Bit error rate of OOK with channel estimation error in AD.
estimator is derived will be valid. Under the same conditions,
since the ML-MB estimator in (44) uses the second-order
moment and the ML estimator in (41) ignores the noise,
they under-perform the conventional estimator using the first-
order moment. When γ increases, the AD dominates so that
the Gaussian assumption based on which the conventional
estimator is derived will no longer be valid. Hence, the ML-
MB estimator and the ML estimator start to outperform it.
Also, the ML-MB estimator outperforms the ML estimator,
as the ML estimator ignores the noise and hence incurs large
approximation errors when γ is small and the noise is strong.
Also, when there is IQI only, from Fig. 4, the new ML
estimator in (51) is always the best. In some reasonable
conditions, such as when γ = 16 dB and L = 100, the new
ML estimator is about 100 times better than the conventional
ML estimator. The new MB estimator in (54) is also better than
the conventional ML estimator. Moreover, the MB estimator
and the conventional ML estimator have an error floor, while
the new ML estimator does not. When there are both AD and
IQI, from Fig. 6, the new MB estimator always outperforms
the conventional ML estimator. Both have error floors but the
new estimator has a lower floor with less errors. In fact, the
MSE of the new estimator when L = 10 is even lower than
that of the conventional ML estimator when L = 100, for
γ > 20 dB.
Figs. 7 - 9 show the bit error rates of OOK using different
channel estimators proposed for the optimal coherent detector
in (16), (23) and (29), respectively. One sees from Fig. 7
that the ML-MB estimator in (44) and the MB estimator in
(46) give almost identical performance to the detector with
perfect channel knowledge, when L = 100. When L = 10,
there is a gap between them and the perfect detector, and the
gap increases with γ. For the ML estimator in (41), there
is a considerable performance gap. Also, from Fig. 8, the
ML estimator in (51) and the MB estimator in (54) have
identical performance to the detector without estimation error
when L = 100. The performance gap between L = 10 and
L = 100 is also small, especially when γ is small. Finally,
from Fig. 9, similar observations can be made, where L = 100























ML estimator (proposed), L=10
MB estimator (proposed), L=10
ML estimator (proposed), L=100
MB estimator (proposed), L=100
Optimal detector without estimation error
Fig. 8. Bit error rate of OOK with channel estimation error in IQI.























MB estimator(proposed), L=10,  = 10 dB
MB estimator(proposed), L=100,  = 10 dB
Optimal detector without esitmation error,  = 10 dB
MB estimator(proposed), L=10,  = 20 dB
MB estimator(proposed), L=100,  = 20 dB
Optimal detector without esitmation error,  = 20 dB
Fig. 9. Bit error rate of OOK with channel estimation error in both AD
and IQI.
gives almost identical performance with perfect estimation.
The performance difference is more sensitive to the sample
size L than to the SDR ϵ.
Fig. 10 compares the coherent detector in (29) using channel
estimates from (54) with the GA non-coherent detector in
(27), when both AD and IQI occur. The coherent detector
takes the energy penalty of pilots into account. If L pilots
are used, the effective SNR of the coherent detector becomes
γ
L+1 . One sees that the GA non-coherent detector outperforms
the coherent detector with estimated channel, when γ is small.
As γ increases, the coherent detector with estimated channel
becomes better than the GA non-coherent detector, as the GA
detector suffers from an error floor. Also, for the coherent
detector, L = 10 has a better performance than L = 100.
This is because the energy penalty for L = 100 is larger than
the accuracy improvement. Finally, the detection performance
improves when ϵ increases, as expected. Fig. 11 compares the
proposed detectors for OOK and 4-ary amplitude modulation
(4-AM). As expected, 4-AM has poorer performance. In most
low-power low-cost applications, reliability is more important
than rate. Hence, binary modulation is preferable. Table I




Conventional detector in (11) one logarithm
Approximate ML in (12)
one Bessel, one infinite se-
ries, four powering, one
exponential
GA in (14) one logarithm
ML in (21)
one logarithm, conversion
of complex signals to real
and imaginary parts
Approximate ML in (24)
one Bessel, one infinite
series, six powering, one
exponential, conversion of




of complex signals to real
and imaginary parts
Conventional estimators iterative, matrix operations
New estimators one-shot, simple multipli-
cations and additions






















GA non-coherent detector (proposed), =10 dB
Coherent detector with MB estimator (proposed), =10 dB, L=10
Coherent detector with MB estimator (proposed), =10 dB, L=100
GA non-coherent detector (proposed), =20 dB
Coherent detector with MB estimator (proposed), =20 dB, L=10
Coherent detector with MB estimator (proposed), =20 dB, L=100
Fig. 10. Comparison of the coherent detector in (29) using the proposed
MB estimator in (54) and the GA non-coherent detector in (27) with both AD
and IQI.



















=10 dB,  = 0.835
OOK
4-AM
Approximate ML non-coherent detector for AD only (proposed)
GA non-coherent detector for AD only (proposed)
ML non-coherent detector for IQI only (proposed)
Approximate ML non-coherent detector for AD and IQI (proposed)
GA non-coherent detector for AD and IQI (proposed)
Fig. 11. Comparison of the proposed detectors for OOK and 4-AM.
compares the complexity of different detectors and estimators.
VI. CONCLUSION
We have proposed several new non-coherent detectors and
channel estimators for hardware impaired signals suffering
from either AD, or IQI or both. Numerical results have shown
that the newly proposed non-coherent detectors outperform the
conventional non-coherent detectors. These detectors are very
useful for applications where low cost is preferred, as they do
not require channel knowledge. Numerical results have also
shown that the new channel estimators perform much better
than the conventional ML estimators ignoring HWI. When
multiple antennas are used, similar methods to [29] can be
used. In this case, (8) will become [9, eq. (10)], where x, y
and w become vectors with elements from different antennas,
and g and f will become matrices that incorporate the channel
and HWI matrix. The approximate ML non-coherent detector
can be obtained by averaging the conditional joint PDF of the
received signals, conditioned on the channel, over the channel
matrix whose elements are independent to give the joint PDF
as multi-variate Gaussian. The GA non-coherent detector can
be directly derived by deriving the mean and variance of
the received signal vector. The new ML estimators can also
be obtained from the approximate joint likelihood function,
while the MB estimator can be obtained from its first- and
second-order moments. Due to the space limitation, they are
not presented here.
APPENDIX DERIVATION OF (13) AND (24)
Using the ML method, the likelihood function conditioned
















since y is a complex Gaussian random variable with mean hx




r)P |h|2. Denote h = rejθ. Since
Rayleigh fading is assumed, one has the joint PDF of r and









































































where Ψ is the phase angle of y∗x, I0(·) is the zero-th order
modified Bessel function of the first type [45, eq. (8.406.1)],
and the last equation is obtained by integrating over θ using
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[45, eq. (3.339)]. This integral cannot be solved. However,



































































































where the first equation is obtained by using the series
expansion of the Bessel function [45, eq. (8.447.1)], and
the second equation is obtained by using [45, eq. (3.478.4)].
In practice, this assumption holds when HWI dominates the
channel distortion. This happens when the nonlinearity of the
RF components are particularly high or when the receiver
noise is very low. From (58), one has (13).
Similarly, from (7), yq is a complex Gaussian random vari-
able with yq ∼ CN (0, |G1x+G∗2x∗+e|2σ2h+σ2n), conditioned
on the AD e. Also, from (6), y = yR+jyI = K1yq+K2y∗q and
using the same method as before by expanding y to its real and
imaginary parts, it can be shown that E{yR} = E{yI} = 0
and
α2yR = E{y2R} =
σ2n + |G1x+G∗2x∗ + e|2σ2h
2
, (59a)
α2yI = E{y2I} = ζ2R
σ2n + |G1x+G∗2x∗ + e|2σ2h
2
, (59b)
ρy = − sin(ϕR). (59c)
Thus, y is an improper Gaussian random variable, and the PDF





















Denote Q = G1x+G∗2x
∗ + e. Since e is a complex Gaussian
random variable with e ∼ CN (0, (σ2t + σ2r)P ′), Q is also
a complex Gaussian random variable with Q ∼ CN (G1x +
G∗2x
∗, (σ2t + σ
2
r)P
′). Hence, |Q| is a Rician random variable





















































where the Rician PDF of |Q| has been applied. This integral
cannot be solved. However, when σ2n << σ
2












































A closed-form expression can be obtained by using the same
method as (58) that expands the Bessel function into a series
and solves the integral using [45, eq. (8.447.1)] and [45, eq.
(3.478.4)] to give (24).
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