This study examines the climatic drivers of ice-off dates for lakes and rivers across the Northern Hemisphere. Most lakes and rivers have trended toward earlier ice-off dates over the last century, as would be expected from long-term climate change. However, we also identify modes of climate variability that significantly impact the short-term behavior of ice-off time series. In particular, the North Atlantic Oscillation (NAO), Pacific-North American Pattern (PNA), and to a lesser degree the El Niño-Southern Oscillation (ENSO) explain a substantial fraction of the interannual variance in melt dates, while the Pacific Decadal Oscillation (PDO) and Atlantic Multidecadal Oscillation (AMO) generally do not. Furthermore, the spatial pattern of the early or late ice-off dates associated with the NAO, PNA, and ENSO matches a priori expectations due to the known surface temperature patterns associated with these oscillations. In all regions, the strongest correlation to ice-off is with one of the highfrequency modes-the NAO or PNA, suggesting that short-term weather variations play a stronger role than lower-frequency climate variability (ENSO, PDO, AMO) in driving ice-off.
Introduction
Ice cover on lakes and rivers is a key seasonal feature, and winter ice conditions influence ecological processes both during winter and the following spring and summer (Hampton et al. 2017 ). Ice melt for lakes at middle and high latitudes is typically followed by vertical mixing of the water, setting the stage for the seasonal dynamics of physical stratification, plankton community succession, trophic interactions, and productivity (Gerten and Adrian 2000; Schindler et al. 2005; Weyhenmeyer et al. 2008; Salonen et al. 2009; Katz et al. 2015) . In addition, ice-off is often a period of higher greenhouse gas emissions from lakes (Striegl et al. 2001; Ducharme-Riel et al. 2015) . Rivers usually do not stratify, but they do undergo a seasonal phenology related to the hydrologic flows triggered by the end-of-winter snowmelts in many regions (Beltaos and Prowse 2009) . Hence, ice-off date is an important annual event for inland waters that triggers subsequent physical, biotic, and biogeochemical processes.
Records of the freezing and melting dates of lakes and rivers across the Northern Hemisphere exist as early as the nineteenth century-and much earlier in a few cases-allowing comparisons with the time series of various climate phenomena. Most obviously, global warming should drive a trend toward earlier ice-off. A number of studies have documented this pattern for various lakes across the Northern Hemisphere (Robertson et al. 1992; Anderson et al. 1996; Magnuson et al. 2000; Duguay et al. 2006; Jensen et al. 2007; Latifovic and Pouliot 2007; Ghanbari et al. 2009; Patterson and Swindles 2014; Sharma and Magnuson 2014; Sharma et al. 2016) . Trends toward warmer near-surface lake water temperatures have also been documented and are linked to changes in lake ecosystems (Coats et al. 2006; Hampton et al. 2008; Adrian et al. 2009; O'Reilly et al. 2015) .
In addition to long-term warming, several climate oscillations are known to drive temperature anomalies in the Northern Hemisphere on time scales ranging from weeks to decades. Before describing these oscillations, we note that the terms Boscillation^and Bmode of variability,^used interchangeably here, denote phenomena that repeat with an approximate periodicity (i.e., quasiperiodic rather than strictly periodic phenomena). This differs from the use of both terms in the physics literature.
The North Atlantic Oscillation (NAO) and the Pacific-North American Pattern (PNA) represent regional oscillations of sea level pressure (SLP), which are associated with shifts in the strength and position of the midlatitude jet stream. A positive NAO index is associated with cool temperature anomalies in eastern Canada and warm temperature anomalies in northern Europe (e.g., Hurrell 1995; Hurrell et al. 2003) . A positive PNA index is associated with warm temperature anomalies in Canada and the western USA (e.g., Leathers et al. 1991; Notaro et al. 2006; Ault et al. 2011) . (More detailed descriptions of the NAO and PNA are provided in Section 3) These two oscillations represent primarily internal atmospheric variability, and both are high-frequency oscillations with periods on the order of weeks (though they do have some power at lower frequencies as well; see Fig. 10 of Hurrell et al. 2003) .
By contrast, the El Niño-Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), and Atlantic Multidecadal Oscillation (AMO) represent patterns of sea surface temperature (SST) variability in the equatorial Pacific, North Pacific, and North Atlantic oceans, respectively. Due to the longer memory of the ocean in contrast to the atmosphere, these oscillations are much slower: ENSO has a period on the order of years, and the PDO and AMO have periods on the order of decades. The positive phase of ENSO is associated with warm temperature anomalies in western Canada and cool temperature anomalies in the southeastern USA (Fig. 5 of Trenberth and Caron 2000) , the positive phase of the PDO is associated with warm temperature anomalies in northwestern North America (Fig. 9e of Kumar et al. 2013) , and the positive phase of the AMO is associated with warm temperature anomalies in eastern North America and Europe (Fig. 3a of Arguez et al. 2009 ).
Previous studies have reported associations between various climate oscillations and lake ice-off dates for specific lakes or for groups of lakes with particularly long time series. Lakes in eastern North America have been linked to ENSO, NAO, AMO, and the Quasi-Biennial Oscillation (QBO-a 28-to 29-month oscillation of zonal winds in the equatorial stratosphere) (Patterson and Swindles 2014) . Lakes in Wisconsin and a collection of 13 lakes across the Northern Hemisphere have reported connections to ENSO, NAO, and even the 11-year sunspot cycle (Anderson et al. 1996; Sharma et al. 2013; Sharma and Magnuson 2014) . A large sample of Canadian lakes has shown correlations to ENSO, the PDO, and the PNA . The extent of ice cover on the North American Great Lakes is correlated with both ENSO and the NAO (Assel et al. 2000; Bai et al. 2012) . Ghanbari et al. (2009) not only found connections between Lake Mendota's ice-off dates and the PDO and NAO but also found that the effects of climate variability on lakes were mediated by temperature, rather than snowfall or snow depth.
All of these studies use individual lakes or small sets of lakes selected for their long time series, with the exception of Bonsal et al. (2006) who use a very large but geographically localized sample. In this study, we instead use any lake or river in the Northern Hemisphere for which at least 20 years of data is available, in order to gain greater spatial coverage and resolution. This wide geographic distribution allows us to consider not only the individual index vs ice-off correlations but also whether the correlations have the expected spatial pattern. That is, we can ask whether the positive phase of the NAO (for example) is associated with early ice-off dates in the same regions in which it is associated with high temperatures. The match between the NAO's associated temperature pattern and its associated ice-off pattern then provides a robust check on possible connections between the climate oscillation and the ice-off dates.
In this study, we use the lake and river ice data to address two questions: (1) which climate oscillations have recognizable impacts on ice-off dates for Northern Hemisphere lakes and rivers, and (2) what are the relative strengths of these impacts for low-frequency and highfrequency modes of variability?
Methods
The ice-off data for this study come from the Global Lake and River Ice Phenology Database maintained by the National Snow and Ice Data Center (NSIDC) . The ice-off date for a lake or river is defined as the first day that the body of water is not completely ice covered, provided that it does not subsequently freeze again during the same season. We convert the ice-off dates to day-of-year format and use de-trended values for all calculations, unless otherwise noted. Missing data in the time series are common, and we do not interpolate to fill these gaps: they are simply excluded. Years in which a lake or river did not freeze are also excluded, but these are rare (about 0.8% of the full dataset). The full dataset lists 852 lakes and rivers. However, the length of the available time series varies dramatically (see Table S1 ), and we only use bodies of water with at least 20 ice-off dates (which may be non-consecutive due to missing data), leaving 467 lakes and rivers whose time series we analyze. (See Table S2 for a summary of data availability by decade.)
The two high-frequency modes of climate variability (NAO and PNA) and the three lowerfrequency modes (ENSO, PDO, and AMO), described in the introduction can be quantified in terms of the following indices: & North Atlantic Oscillation (NAO): Difference between the normalized sea level pressures between Lisbon, Portugal and Reykjavík, Iceland (1865-2015; Hurrell 1995 20°N (1950 Barnston and Livezey 1987) . & El Niño-Southern Oscillation (ENSO): Average SST anomaly in the region of the equatorial Pacific between 5°S and 5°N, and between 170°W and 120°W (Niño 3.4 index; Barnston et al. 1997; Trenberth 1997) , using the NOAA Extended Reconstructed Sea Surface Temperature Version 4 data (1870 Huang et al. 2015) . Each index is provided at monthly resolution, and prior to analysis, we remove the seasonal cycle, de-trend the index, and standardize each index to have a mean of zero and a standard deviation of one. (See supplementary materials for a description of the de-trending and deseasonalizing procedure.)
In contrasting the high-and low-frequency variability, it is worth noting that the use of a 121-month running mean to smooth the PDO and AMO indices might seem artificial, since we do not use the same smoothing with the other modes. The reason for this is that while the PDO and AMO are low-frequency oscillations involving very slow changes in ocean heat content, other processes operating at higher frequencies can partially project onto the same spatial SST patterns as the PDO and AMO. For example, the unsmoothed AMO index is correlated with the NAO, so comparing the unsmoothed AMO index with ice-off would give results partially driven by the NAO. Smoothing avoids this aliasing problem by removing the high-frequency variability. Smoothing is actually part of the definition in the case of the AMO (see Enfield et al. 2001; Trenberth and Shea 2006) and is sometimes used in analysis of the PDO (Newman et al. 2016) . However, analysis of the unsmoothed indices shows that our conclusions would be similar with or without smoothing, if sufficient attention is given to aliasing effects (see Section 3 for details).
In addition to these climate indices, we also make use of two gridded meteorological data sets: (1) monthly-mean 2-m air temperature from the ERA-Interim reanalysis (Dee et al. 2011; 1979 0.75°latitude-longitude grid) , and (2) monthly-mean SST from the NOAA Extended Reconstructed Sea Surface Temperature Version 4 (ERSST v4) data set (Huang et al. 2015; 1854 2°latitude-longitude grid) .
For each lake or river, and for each climate index, we calculate the correlation coefficient between the ice-off dates and the index. To find the index value most relevant to the ice-off of a given lake or river in a given year, we choose the average of the index for the 2 months immediately preceding the ice-off date. For example, if a lake melted on March 31 of 1950 and April 30 of 1951 (based on the original, non-de-trended ice-off data), the associated NAO time series for that lake would include the average of the (de-trended and de-seasonalized) February and March NAO values for 1950, and the average of the March and April NAO values for 1951. If the ice-off date is in the middle of the month, the 2-month average is prorated. For example, for an ice-off date of May 10, we use the March, April, and May NAO values, with weights of 20, 30, and 10, respectively, to represent the average over the period from March 12 to May 10. The results are not sensitive to our choice of a two-month averaging window. Similar results are found with other windows (e.g., 1 month) (not shown). We also find that, if we simply use the March-April average for all years and all bodies of water (regardless of the actual melt date), the spatial patterns are broadly similar, though the correlations are somewhat weaker.
To evaluate the statistical significance of the correlations between the ice-off dates and the climate indices, we employ three different methods. First, we calculate the traditional p value of the correlation coefficient between the ice-off dates and climate index at each individual lake. However, displaying such p values alone can be misleading. Given the number of lakes and rivers in our dataset, even a random index would be expected to have statistically significant correlations with at least a few bodies of water.
To address this, we separately compute regional averages of correlations between ice-off and the climate indices. To account for the different lengths of ice-off time series at individual lakes and rivers, we weight the correlations in such regional averages following the method of Corey et al. (1998) (see also Silver and Dunlap 1987; Alexander 1990 ). For each individual correlation r i , we compute the Fisher z transformation (Fisher 1915 ):
We then calculate a weighted average of the transformed values as follows:
where n i is the number of years of data associated with the correlation r i . Finally, the average correlation is given by the inverse Fisher transformation of z:
After computing average correlation for each region, we find p values for these averages using a Monte Carlo test. That is, for each region and each index, we re-compute the regional average correlation for 500 randomized versions of the index and count cases in which the resulting average is greater than or equal to the original average. Note that in this calculation, we average all of the correlations in a particular region, whether or not they are statistically significant individually-since the significance of the mean is a separate concept from the significance of any individual correlations. While the regional averages are likely to be more robust than individual correlations, they still have one drawback: lakes and rivers in certain geographic regions tend to vary together. Hence, even spatial coherence of the correlations is no guarantee that the correlations are indicative of a real relationship. Thus, we also employ a third method. The basic idea is to compare ice-off anomalies and temperature anomalies associated with the same index. If iceoff anomalies are driven by temperature anomalies (as found by Ghanbari et al. 2009 ), then a negative ice-off anomaly (an early ice-off date) should correspond to a positive temperature anomaly (a warm melt season).
Thus, for each body of water and each climate index, we can compare two correlations: (1) the correlation between the index and the ice-off time series for the lake or river, and (2) the correlation between the index and the ERA-Interim 2-m air temperatures at the location of the same body of water. We expect the signs of these two correlations to be opposite. After computing both correlations for each lake or river location, we evaluate the percentage of lakes and rivers at which the correlations have the expected opposite signs (which we refer to hereafter as a Bpercent consistent^number).
We estimate an associated p value for the percent consistent number with a Monte Carlo test. To compute this, we randomize the time series of a given climate index, and re-compute the ice-off vs index correlations using the randomized index (but we keep the original temperature correlations). From these two sets of correlations, we compute a new percent consistent value. After 500 iterations of this procedure, the p value is the fraction of iterations in which the randomly generated percent consistent value is greater than or equal to that for the original index. This Monte Carlo test quantifies the probability that a randomly generated index would produce a pattern similar to the pattern observed for the real index. This addresses the problem described above and is a more rigorous test than anything that could be applied to individual lakes or rivers or even regional averages. We emphasize, however, that this method considers only the signs of the correlations, and not their magnitudes.
In summary, we use three complementary methods of determining statistical significance. (1) We use traditional p values to determine the significance of correlations between climate oscillations and ice-off at individual locations. (2) We compute regional averages of the correlations from method 1 and use p values from a Monte Carlo test to determine their significance. (3) We compute a percent consistent number that quantifies the overall resemblance of the full map to the expected pattern and use a p value from another Monte Carlo test to determine the significance of this number.
Results and discussion
In Fig. 1 , we show the trends since 1900 in the ice-off dates of the 448 lakes and rivers with at least 20 years of data during that time period. (Note that this is slightly smaller than our full dataset, due to the restricted time interval.) Most of the lakes and rivers in the data set are trending toward earlier ice-off dates (78% overall, 80% in North America, and 81% in Europe) as would be expected due to the global-mean surface temperature warming observed over this period.
The ice-off time series taken from the river Tornionjoki in Finland provides the longest available time series of any body of water in the data set, extending back to the year 1693 (Fig. 2) . The negative trend for this time series easily stands out, as the river now melts about 2 weeks earlier than it did in the late 1600s (around May 7 instead of May 22). Note, however, that there is also considerable high-frequency and low-frequency variability superimposed on this trend (Fig. 2) . This example is fairly typical: of the 16 lakes and rivers with at least 150 years of data, we almost always find negative trends-usually of roughly similar magnitude to that for Tornionjoki-but always with a considerable amount of superimposed high-and low-frequency variability. While much of the trend toward earlier ice-off dates is likely attributable to long-term climate warming, the superimposed year-to-year and decade-todecade variability must have other causes, to which we now turn.
As noted in the introduction, a number of modes of climate variability are known to be associated with temperature anomalies in the Northern Hemisphere. What is less clear is whether the temperature anomalies associated with these modes are strong enough to affect ice-off timing, and which modes have the strongest effects. The top panels of Figs. 3, 4, and 5 present the correlations of local 2-m air temperature (based on the March-April-May (MAM) seasonal average) with three modes of climate variability: the NAO, PNA, and ENSO. For the top panels, the data is from the 1979-2015 period, and for the bottom panels, the data period varies by location, depending on the overlap between the climate index and ice-off time series, The NAO index quantifies a high-frequency oscillation in the position and strength of the jet stream over the North Atlantic Ocean (e.g., Hurrell 1995; Hurrell et al. 2003) . When the NAO is in its positive phase, the strength of the climatological low-pressure system near Iceland (the Icelandic Low) is enhanced, providing enhanced north-to-south winds and cold temperature anomalies over eastern Canada and enhanced southwest-to-northeast winds and warm temperature anomalies over much of Europe (e.g., Hurrell et al. 2003 ; Fig. 3a) . Farther to the south, during the same phase, the strength of the climatological high-pressure system near the Azores (the Azores High) is enhanced, providing enhanced south-to-north winds and warm temperature anomalies over the eastern USA and enhanced north-to-south winds and cold temperature anomalies over the Mediterranean. The temperature signatures of the NAO are clearly reflected in the ice-off data. A north-south dipole in eastern North America is apparent in the ice-off map (Fig. 3b) , with the positive phase of the NAO corresponding to earlier ice-off dates in the northeastern USA and later ice-off in eastern Canada. The most significant correlations on the map are in Scandinavia, where the positive phase of the NAO is strongly associated with both warmer temperatures and earlier ice-off dates.
The PNA index quantifies high-frequency changes in the position and strength of the jet stream over the North Pacific Ocean (e.g., Wallace and Gutzler 1981; Wallace and Thompson 2002; Franzke et al. 2011) and is essentially independent of the NAO (Quadrelli and Wallace 2004) . When the PNA is in its positive phase, the jet stream experiences a northward excursion (ridge) over western North America, resulting in warm temperature anomalies there (e.g., Leathers et al. 1991; Notaro et al. 2006 ; Fig. 4a ). Consequently, lakes and rivers in western North America show a strong tendency to melt early when the PNA is positive (Fig. 4b) , and the PNA's effect on ice-off is apparent nearly everywhere in North America that ice-off data is available. The correlations of the PNA with ice-off dates in Eurasia are very small, consistent with the weak relationship between the PNA and surface temperature anomalies for that region (e.g., Quadrelli and Wallace 2004) . The positive phase of ENSO (El Niño) describes a periodic SST warming in the eastern tropical Pacific Ocean every 2-7 years, which drives changes in the North Pacific jet stream and teleconnections over North America similar to those associated with the PNA (compare Figs. 4b and 5b ; Ropelewski and Halpert 1986; Shabbar and Khandekar 1996; Trenberth and Caron 2000; Larkin and Harrison 2005) but with lower frequency. Consequently, ENSO's effect on ice-off is very similar to that associated with the PNA, but the correlation between these two indices is small (r = 0.16), indicating that ENSO and the PNA are two distinct modes of climate variability. While the ice-off and temperature maps associated with ENSO agree in western Canada where ENSO has its strongest effects, they are much less consistent elsewhere.
For all three of the climate modes examined in Figs. 3, 4 , and 5, we have evaluated the statistical significance of the ice-off correlation maps using the Bpercent consistent^number defined above. These numbers describe the percentage of lakes and rivers for which the colors match-that is, the ice-off correlation with the climate index is opposite to the temperature correlation with the climate index, as would be expected. All three of these modes-NAO, PNA, and ENSO-have percent consistent numbers in the 70-80% range, which are statistically significant (p < 0.05).
We have also examined the ice-off correlation maps for the AMO and PDO (not shown). The AMO describes a multi-decadal oscillation in basin-wide SSTs over the North Atlantic Ocean, with a period of approximately 60-80 years (e.g., Schlesinger and Ramankutty 1994; Kerr 2000) , and the PDO describes SST oscillations in the North Pacific, with a period of around 30 years (e.g., Zhang et al. 1997; Mantua and Hare 2002; Newman et al. 2016) . The positive phase of the AMO has been linked to warm temperature anomalies in both North America and Europe, though notably, these anomalies are stronger in summer than in winter (Sutton and Hodson 2005;  Fig. 3a of Arguez et al. 2009 ). The positive phase of the PDO describes a pattern with warm SST anomalies off the west coast of North America, and cool SST anomalies in the central and western North Pacific, and is associated with warm temperature anomalies in northwestern North America and cool temperature anomalies in southeastern North America (Fig. 9e of Kumar et al. 2013) . Despite these simultaneous correlations, the PDO does not appear to be predictive for temperature in subsequent months (Kumar et al. 2013) .
We find that almost none of the lakes and rivers considered here have statistically significant correlations with either the AMO or PDO, and that the spatial patterns of correlations lack coherent structure. Since some of the lakes and rivers have time series too short to cover a full cycle of these low-frequency oscillations, we repeat the analysis a second time with only the 54 bodies of water with at least 100 years of data (see Table S1 ), and again find that only a small fraction of correlations are significant. By contrast, a similar analysis for the NAO and PNA confirms that these correlations are still strong and spatially coherent even when we use only the longest available time series.
Recall that we define the PDO and AMO with smoothed indices. To check that this has not biased the results, we repeat the analysis of these modes in two more configurations: (1) we apply smoothing to both the ice-off time series and the AMO and PDO indices using an 11-year centered running mean, and (2) we apply smoothing to neither ice-off nor climate indices. In case (1), we again find very few statistically significant correlations between the indices and ice-off (see Fig. S1 and the accompanying discussion for further details). In case (2), the PDO map has a percent consistent number of 50%, and a p value of 0.41, so that even with unsmoothed time series, there is no clear connection between the PDO and ice-off. On the other hand, the unsmoothed AMO is a better match to ice-off: 75% consistent with p = 0.01. However, the unsmoothed AMO map (not shown) looks like the inverse of the NAO map, and the unsmoothed AMO index has a statistically significant anticorrelation with the NAO index (r = − 0.16; p < 0.01). After we remove the NAO index from the unsmoothed AMO index (using a procedure described in the supplementary materials), the residual unsmoothed AMO time series has a poorer fit to ice-off: only 62% consistent with p = 0.07. This aliasing of the NAO illustrates why the smoothed versions of the low-frequency climate indices-especially for the AMO-are preferable. Nonetheless, with sufficient attention to aliasing, we find similar conclusions for either smoothed or unsmoothed indices.
This of course does not exclude the possibility that the AMO or PDO may be linked to ice-off variability in certain locations or regions, as some previous researchers have reported Ghanbari et al. 2009; Patterson and Swindles 2014) . More widespread effects might also be detectable with several more centuries of data. However, the available data on the AMO and PDO do not suggest as strong or as widespread of an influence on ice-off dates across the Northern Hemisphere as was found for the higher-frequency modes discussed above.
Overall, the above results demonstrate spatially coherent correlations between ice-off dates at individual lakes and rivers and three of the modes of climate variability (NAO, PNA, and ENSO), but the magnitudes and significance of the correlations are difficult to see based on the sizes of dots in Figs. 3, 4, and 5 alone. So, in Fig. 6 , we show the averaged correlations for four large regions (blue boxes in Fig. 6a) . Figure 6b , c shows the contrast between the high-and low-frequency modes. In each region, we find that the strongest average correlation is with one of the high-frequency modes. Over most of North America (regions 1 and 2), the largest average correlation is with the PNA, while in regions bordering the Atlantic Ocean (far northeastern Canada and Scandinavia; regions 3 and 4), the largest average correlation is with the NAO. We apply a Monte Carlo test to these averaged correlations (see Section 2) and confirm that only the correlations with the PNA in regions 1 and 2 and the NAO in regions 3 and 4 are significant. This reinforces the conclusion that, in each region, the strongest driver of ice-off is one of the high-frequency modes of variability (NAO or PNA). Reproducing Fig. 6 with unsmoothed time series gives similar results (not shown).
The contrast between high-and low-frequency modes becomes even starker if we consider the magnitudes of ice-off anomalies associated with the indices. We measure these in terms of regional average regressions of ice-off to each climate index (Fig. S2 ). For the low-frequency modes, the average regression is never much more than 1 day per standard deviation of the index. For the NAO and PNA, the average regression can be 2-5 days per standard deviation.
One subtlety is worth noting with respect to ENSO. The p value in Fig. 5 shows that the ENSO correlation pattern is distinguishable from randomness, but the p value in Fig. 6 shows that the magnitudes of the mean correlations are not. We conclude that ENSO's impact on iceoff is recognizable, but very weak.
In the supplementary materials, we also compute regressions of SST anomalies onto ice-off dates and compare these with the known SST patterns associated with the climate indices (Figs. S3 and S4; Wallace et al. 1990; Deser and Blackmon 1993; Kushnir et al. 2002) . This comparison again supports the conclusion that high-frequency modes of climate variability (NAO and PNA) are the strongest drivers of ice-off, and in particular, that ENSO-which would be very easy to identify in SST anomaly maps-is not the predominant driver.
High-frequency climate modes, especially the NAO, have been shown in previous studies to be associated with a variety of lake ecosystem properties and processes. Specific examples include relationships between the NAO and plankton dynamics (Gerten and Adrian 2000; Straile 2000) , water chemistry (Weyhenmeyer 2004) , surface water temperature (Livingstone and Dokulil 2001; Strong and Maberly 2011) , profundal invertebrate communities (Jyvasjarvi and Hamalainen 2015) , and food web dynamics (Straile 2002) . Most importantly in the context of our analysis, NAO-driven variability in ice-off is related to spring nutrient concentrations and phytoplankton dynamics for a set of geographically distributed European lakes (Blenckner et al. 2007 ). The linkage between climatic oscillations and lake ecosystem dynamics warrants further analysis especially given the large-scale patterns revealed in our study in concert with growing appreciation of the importance of ecological processes during winter (Hampton et al. 2017 ).
Conclusions
The modes of climate variability investigated in this study are well known, as are their associated temperature anomalies, so it is perhaps no surprise that some of them could be drivers of ice melting for lakes and rivers in the Northern Hemisphere. What is less obvious, however, is which indices have measurable impacts, and whether high-frequency or lowfrequency modes of climate variability are more significant. This study extends previous work by considering a full hemispheric data set containing over 400 lakes and rivers. This wide geographic coverage allows us to map the impacts of climate oscillations on large spatial scales. We can then ask not only whether ice-off is correlated with a given climate index, but also whether such correlations have the expected spatial distribution.
We find that the NAO and PNA have strong and geographically widespread impacts on iceoff dates (Figs. 3 and 4) . ENSO has impacts that are recognizable, but quite weak (Fig. 5) . The AMO and PDO appear to have no clear and widespread impacts. This can be seen both in the direct correlations between the indices and ice-off time series (Fig. 6) , and in the patterns of SST anomalies associated with ice-off anomalies in various lakes and rivers (see supplementary materials). Consequently, scientists studying long-term records of ice-off at individual lakes and rivers must carefully consider the effects of short-term (weekly to monthly) atmospheric variability in addition to secular trends.
