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Abstract
Let G be a graph. We say that a hypergraph H is a Berge-G if there is a bijection
φ : E(G)→ E(H) such that e ⊆ φ(e) for all e ∈ E(G). For any r-uniform hypergraph
H and a real number p ≥ 1, the p-spectral radius λ(p)(H) of H is defined as
λ(p)(H) := max
x∈Rn, ||x||p=1
r
∑
{i1,i2,...,ir}∈E(H)
xi1xi2 · · ·xir .
In this paper, we study the p-spectral radius of Berge-G hypergraphs. We determine
the 3-uniform hypergraphs with maximum p-spectral radius for p ≥ 1 among Berge-G
hypergraphs when G is a path, a cycle or a star.
Keywords: Uniform hypergraph; p-spectral radius; Berge-hypergraph.
AMS classification: 05C65; 15A18.
1. Introduction
Let G be a graph and H be a hypergraph. The hypergraph H is a Berge-G if there
is a bijection φ : E(G) → E(H) such that e ⊆ φ(e) for all e ∈ E(G). Alternatively, H is
a Berge-G if we can embed each edge of G into each edge of H. Note that for a graph G
there are in general many non-isomorphic hypergraphs which are Berge-G. An r-uniform
hypergraph or simply r-graph is a hypergraph such that all its edges have size r. We denote
the family of all r-uniform hypergraphs which are Berge-G by Br(G).
Recently, extremal problems for Berge-G hypergraphs have attracted the attention of
a lot of researchers. Among those are extremal size of hypergraphs on n vertices that
contain no subhypergraph from Br(G), see for example [4, 5, 6, 7, 9, 10, 13, 14]. In
addition, Ramsey numbers for Berge-G hypergraphs have been considered in [1, 8, 12, 23].
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In this paper, we study the p-spectral radius of Berge-G hypergraphs. The p-spectral
radius was introduced by Keevash, Lenz and Mubayi [16] and subsequently studied by
Nikiforov [21, 22, 15] and Chang et al. [2]. Let H be an r-uniform hypergraph of order
n, the polynomial form of H is a multi-linear function PH(x) : R
n → R defined for any
vector x = (x1, x2, . . . , xn)
T ∈ Rn as
PH(x) = r
∑
{i1,i2,...,ir}∈E(G)
xi1xi2 · · · xir .
For any real number p ≥ 1, the p-spectral radius of H is defined as1
λ(p)(H) := max
||x||p=1
PH(x), (1.1)
where ||x||p := (|x1|p + |x2|p + · · ·+ |xn|p)1/p.
For any real number p ≥ 1, we denote Sn−1p,+ (resp. Sn−1p,++) the set of all nonnegative
(resp. positive) real vectors x ∈ Rn with ||x||p = 1. If x ∈ Rn is a vector with ||x||p = 1
such that λ(p)(H) = PH(x), then x is called an eigenvector corresponding to λ
(p)(H). Note
that PH(x) can always reach its maximum at some nonnegative vectors. By Lagrange’s
method, we have the eigenequations for λ(p)(H) and x ∈ Sn−1p,+ as follows:∑
{i,i2,...,ir}∈E(H)
xi2 · · · xir = λ(p)(H)xp−1i for xi > 0. (1.2)
Note that the p-spectral radius λ(p)(H) shows remarkable connections with some hy-
pergraph invariants. For instance, λ(1)(H)/r is the Lagrangian of H (see [24, 19, 11]),
λ(r)(H) is the usual spectral radius introduced by Cooper and Dutle [3], and λ(∞)(H)/r
is the number of edges of H (see [21]).
To state our results precisely, we start with some basic definitions and notations. For
graphs we denote by Pk the path on k vertices, by Ck the cycle on k vertices and by Sk
the star with k vertices. We also denote by S+k−1 the graph on (k − 1) vertices obtained
from Sk−1 by adding an edge (see Fig. 3). For r > s ≥ 2, let R be a set of (r − s) vertices
and H be a s-uniform hypergraph. A suspension of H, denoted by H ∗R, is an r-uniform
hypergraph with vertex set V (H) ∪ R and edge set {e ∪ R : e ∈ E(H)}. We call H the
core of H ∗R.
Let ∆1 be the graph on (k − 1) vertices obtained from a triangle by attaching two
pendent paths with lengths differing by at most one at a vertex of the triangle (see Fig. 1).
Also, we let ∆2 be the graph on (k−1) vertices obtained from a triangle and a (k−3)-cycle
by identifying a vertex in C3 and a vertex in Ck−3 (see Fig. 2). We can now state our main
results.
Theorem 1.1 Let p ≥ 1, k ≥ 6 and H be a Berge-Pk 3-graph. Then λ(p)(H) ≤ λ(p)(∆1 ∗
K1). Furthermore, if p > 2, the equality holds if and only if H ∼= ∆1 ∗K1.
1We modified the definition of p-spectral radius by removing a constant factor (r−1)! from [16], so that
the p-spectral radius is the same as the one in [3] when p = r. This is not essential and does not affect the
results at all.
2
· · · · · ·
⌊ k−42 ⌋︷ ︸︸ ︷ ⌈ k−42 ⌉︷ ︸︸ ︷
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Figure 3: Graph S+k−1
Theorem 1.2 Let p ≥ 1, k ≥ 6 and H be a Berge-Ck 3-graph. Then λ(p)(H) ≤ λ(p)(∆2 ∗
K1). Furthermore, if p > 2, the equality holds if and only if H ∼= ∆2 ∗K1.
Theorem 1.3 Let p ≥ 1 and H be a Berge-Sk 3-graph.
(1) If p = 1, then λ(1)(H) ≤ λ(1)(S+k−1 ∗K1) = 4/27.
(2) If 1 < p < 2, then λ(p)(H) < λ(p)(Sk ∗K1) unless H = Sk ∗K1 for sufficiently large
k.
(3) If p ≥ 2 and k ≥ 11, then λ(p)(H) < λ(p)(Sk ∗K1) unless H = Sk ∗K1.
The paper is organized as follows. In Section 2, we study some edge-shifting operations
for connected graphs/hypergraphs, and consider the effect of them to increase or decrease
the p-spectral radius. In Section 3, we give the proofs of Theorem 1.1 and Theorem 1.2.
In Section 4, we give the proof of Theorem 1.3.
2. Perturbations of p-spectral radius under edge operations
In this section, we prove several results for comparing the p-spectral radius by edge-
shifting operations. Before continuing, we need the following part of Perron–Frobenius
theorem for uniform hypergraphs.
Theorem 2.1 ([21]) Let r ≥ 2 and p > r− 1. If H is a connected r-uniform hypergraph
on n vertices and (x1, x2, . . . , xn)
T ∈ Sn−1p,+ is an eigenvector corresponding to λ(p)(H), then
xi > 0 for i = 1, 2, . . ., n.
The following edge-shifting operation was introduced in [17]. Let H be an r-uniform
hypergraph with u, v ∈ V (H) and ei ∈ E(H) such that u /∈ ei, v ∈ ei for i = 1, 2, . . . , s.
Let e′i = (ei\{v})∪{u}, i = 1, 2, . . . , s, and H ′ be the r-uniform hypergraph with V (H ′) =
V (H) and E(H ′) = (E(H)\{e1, . . . , es}) ∪ {e′1, . . . , e′s}. Then we say that H ′ is obtained
from H by moving edges e1, e2, . . ., es from v to u.
In our proofs, we frequently use the following theorem that generalizes a result of [17,
Theorem 15]. The proof is similar to that of [17, Theorem 15].
Theorem 2.2 Let r ≥ 2 and p ≥ 1. Suppose that H is a connected r-uniform hypergraph,
H ′ is the hypergraph obtained from H by moving edges e1, e2, . . ., es from v to u and
contains no multiple edges. Let x ∈ Sv(H)−1p,+ be an eigenvector corresponding to λ(p)(H).
If xu ≥ xv, then λ(p)(H ′) ≥ λ(p)(H). Furthermore, if p > r − 1, then λ(p)(H ′) > λ(p)(H).
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Proof. Assume p ≥ 1. In view of (1.1), we have
λ(p)(H ′)− λ(p)(H)
≥ r
∑
{i1,...,ir}∈E(H′)
xi1 · · · xir − r
∑
{i1,...,ir}∈E(H)
xi1 · · · xir
≥ r(xu − xv)
s∑
i=1
∏
w∈ei\{v}
xw
≥ 0.
Hence, λ(p)(H ′) ≥ λ(p)(H).
Now let p > r− 1. By Theorem 2.1, x is a positive vector. We shall prove λ(p)(H ′) 6=
λ(p)(H). If not, then x is also the eigenvector of H ′ corresponding to λ(p)(H ′) = λ(p)(H).
Using the eigenequations (1.2) for u, we have
0 = (λ(p)(H ′)− λ(p)(H))xp−1u
=
s∑
i=1
∏
w∈ei\{v}
xw
> 0,
a contradiction. It follows that λ(p)(H ′) > λ(p)(H). The proof is completed. 
For an r-uniform hypergraph H, the link L(v) of a vertex v ∈ V (H) is the (r − 1)-
uniform hypergraph consisting of all S ⊆ V (H) with S ∪ {v} ∈ E(H).
Theorem 2.3 Let r ≥ 2, p ≥ 1, and H be a connected r-uniform hypergraph. Suppose
that u, v ∈ V (H) such that u, v are not contained in an edge of H, and L(u)∩L(v) = ∅. Let
H ′ be the hypergraph obtained from H by deleting u and adding edges {f ∪{v} : f ∈ L(u)}.
Then λ(p)(H ′) ≥ λ(p)(H). Furthermore, if p > r − 1, then λ(p)(H ′) > λ(p)(H).
Proof. Let p ≥ 1 and x ∈ Sv(H)−1p,+ be an eigenvector corresponding to λ(p)(H). We now
define a vector y for H ′ as follows:
yw =
{
(xpv + x
p
u)1/p, if w = v,
xw, otherwise.
It is clear that y ∈ Sv(H′)−1p,++ . Denote R := {f ∪ {v} : f ∈ L(u)}. It follows from (1.1) that
λ(p)(H ′) ≥ r
∑
{i1,i2,...,ir}∈E(H′)
yi1yi2 · · · yir
= r
∑
e∈R
∏
w∈e
yw + r
∑
e∈E(H′)\R
∏
w∈e
yw
= r(yv − xu)
∑
f∈L(u)
∏
w∈f
xw + r
∑
e∈E(H)
∏
w∈e
xw
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≥ λ(p)(H).
If p > r − 1, by Theorem 2.1, x ∈ Sv(H)−1p,++ is a positive eigenvector corresponding
to λ(p)(H). Therefore, the above inequality is strict. This completes the proof of the
theorem. 
Suppose that G is a connected graph and u is a vertex in G. Let G(u; k, s) be the graph
obtained from G by attaching two pendent paths of lengths k and s at u, respectively.
G u
u1
u2
uk+1
v1
v2
vs−1
· · ·
· · ·
Figure 4: Graph G(u; k + 1, s − 1)
G
u
v1
vs−i−1
vs−i
vs−1
u1
uk−i
uk−(i−1)
uk+1
···
···
· · ·
· · ·
Figure 5: Graph G2
Theorem 2.4 Let p > 1 and G be a connected graph. If k ≥ s ≥ 1, then λ(p)(G(u; k, s)) >
λ(p)(G(u; k + 1, s − 1)).
Proof. Suppose for a contradiction that λ(p)(G(u; k, s)) ≤ λ(p)(G(u; k + 1, s − 1)). By
Theorem 2.1, we let x be a positive eigenvector of G(u; k + 1, s − 1) with ||x||p = 1
corresponding to λ(p)(G(u; k + 1, s − 1)). Let uu1 · · · ukuk+1 and uv1 · · · vs−2vs−1 be two
pendent paths at u of lengths (k + 1) and (s − 1) in G(u; k + 1, s − 1), respectively (see
Fig. 4). For short, denote v0 = u. We will prove by induction that
xuk−i > xvs−i−1 , i = 0, 1, . . . , s− 1.
• For i = 0. If xuk ≤ xvs−1 , then for the graph G1 obtained by replacing edge ukuk+1
with vs−1uk+1, we have G1 ∼= G(u; k, s). By Theorem 2.2, λ(p)(G(u; k, s)) = λ(p)(G1) >
λ(p)(G(u; k + 1, s − 1)). Hence, xuk > xvs−1 .
• Suppose that xuk−(i−1) > xvs−(i−1)−1 . We shall show that xuk−i > xvs−i−1 . Let G2
be the graph obtained from G(u; k+1, s− 1) by deleting edges {uk−iuk−(i−1), vs−i−1vs−i}
and adding edges {uk−(i−1)vs−i−1, uk−ivs−i} (see Fig. 5). Clearly, G2 ∼= G(u; k, s). In light
of (1.1), we have
0 ≥ λ(p)(G(u; k, s)) − λ(p)(G(u; k + 1, s− 1))
= λ(p)(G2)− λ(p)(G(u; k + 1, s− 1))
≥ 2
∑
vw∈E(G(u;k,s))
xvxw − 2
∑
vw∈E(G(u;k+1,s−1))
xvxw
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= 2(xuk−(i−1) − xvs−i)(xvs−i−1 − xuk−i).
By the inductive hypothesis, we obtain xuk−i ≥ xvs−i−1 . If xuk−i = xvs−i−1 , then λ(p)(G(u; k, s)) =
λ(p)(G(u; k + 1, s − 1)). Using the eigenequations (1.2) for uk−i, we have
0 = (λ(p)(G(u; k, s)) − λ(p)(G(u; k + 1, s − 1)))xp−1uk−i
= xvs−i − xuk−(i−1)
< 0,
a contradiction. Therefore, xuk−i > xvs−i−1 .
• Therefore we obtain xuk−i > xvs−i−1 for i = 0, 1, . . . , s−1. In particular, xuk−(s−1) >
xv0 = xu.
Finally, we let G3 denote the graph obtained from G(u; k + 1, s− 1) by moving edges
{uv : v ∈ NG(u)} from u to uk−(s−1), i.e.,
G3 := G(u; k + 1, s − 1)− {uv : v ∈ NG(u)}+ {uk−(s−1)v : v ∈ NG(u)}.
Clearly, G3 ∼= G(u; k, s). By Theorem 2.2, λ(p)(G(u; k, s)) = λ(p)(G3) > λ(p)(G(u; k +
1, s − 1)), a contradiction to our assumption. This completes the proof of the theorem.
3. Proofs of Theorem 1.1 and Theorem 1.2
In this section, we prove Theorem 1.1 and Theorem 1.2. Let Mr(G) be the set of r-
uniform hypergraphs with maximum p-spectral radius among Berge-G hypergraphs. We
require the following lemma.
Lemma 3.1 Let G be a connected graph. If p ≥ 1, then there exists an r-graph H ∈
Mr(G) such that v(H) ≤ v(G)+r−2. Furthermore, if p > r−1, then v(H) ≤ v(G)+r−2
for each H ∈ Mr(G).
Proof. Assume p ≥ 1 and H ∈ Mr(G). If v(H) ≤ v(G) + r − 2, there is nothing to do. If
v(H) > v(G)+r−2, we will construct a hypergraphH fromH such that v(H) = v(G)+r−2
and λ(p)(H) ≥ λ(p)(H).
Let x ∈ Sv(H)−1p,+ be an eigenvector of H corresponding to λ(p)(H). Choose (r − 2)
vertices v1, v2, . . . , vr−2 from V (H)\V (G) such that xv1 , xv2 , . . . , xvr−2 are the first (r−2)
largest entries in x|V (H)\V (G). Without loss of generality, we assume that xv1 ≥ xv2 ≥
· · · ≥ xvr−2 .
Let S := {e ∈ E(H) : e∩(V (H)\V (G)) 6= ∅}. We now define an r-uniform hypergraph
H by
V (H) = V (G) ∪ {v1, v2, . . . , vr−2},
E(H) = (E(H)\S) ∪ {(e ∩ V (G)) ∪ {v1, . . . , vr−|e∩V (G)|} : e ∈ S}.
(3.1)
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We also define a vector y ∈ Sv(H)−1p,++ for H as follows:
yv =


xv, if v ∈ V (G),(
xpv +
∑
u∈V (H)\V (H) x
p
u
r−2
)1/p
, otherwise.
It is clear that H is a Berge-G hypergraph and
λ(p)(H)− λ(p)(H) ≥ r
∑
e∈E(H)
∏
u∈e
yu − r
∑
e∈E(H)
∏
u∈e
xu ≥ 0,
which yields that λ(p)(H) ≥ λ(p)(H).
In what follows we let p > r−1 and prove that v(H) ≤ v(G)+r−2 for eachH ∈ Mr(G).
Suppose for a contradiction that there is an r-uniform hypergraph H ∈ Mr(G) such that
v(H) > v(G)+r−2. Then the Berge-G hypergraph H given by (3.1) has larger p-spectral
radius than H due to x ∈ Sv(H)−1p,++ . This is a contradiction to the fact that H ∈ Mr(G).
In [21], Nikiforov proved the following relation of the p-spectral radius between H and
H ∗K1. A generalized result for large p can be found in [18].
Lemma 3.2 ([21]) Let p ≥ 1 and H be an r-uniform hypergraph. Then
λ(p)(H ∗K1) = (r + 1)
1−(r+1)/p
r1−r/p
λ(p)(H).
Furthermore, if x ∈ Sv(H)p,+ is an eigenvector corresponding to λ(p)(H ∗ K1), then (1 +
1/r)1/px|V (H) is an eigenvector corresponding to λ(p)(H).
For a graph, the diameter of G, denoted by diam(G), is the maximum distance between
any pair of vertices of G. If G has at least one cycle, the minimum length of a cycle in
G is the girth g(G) of G. The set of neighbours of a vertex v in a graph G is denoted by
NG(v).
Theorem 3.1 Suppose that p ≥ 1 and G is a connected graph on k vertices. Then there
is a 3-graph H ∈ M3(G) such that v(H) = k if G is one of the following
(1) G is a tree with diameter diam(G) ≥ 5;
(2) The girth g(G) ≥ 6.
Furthermore, if p > 2, then v(H) = k for each H ∈ M3(G) when G satisfies one of the
above items.
Proof. Let p ≥ 1. By Lemma 3.1, there is a 3-graph H ∈ M3(G) such that v(H) ≤ k + 1.
If v(H) = k, we are done. Now we assume v(H) = k + 1. In the following we construct a
3-graph H from H such that v(H) = k while λ(p)(H) ≥ λ(p)(H). Assume that x ∈ Skp,+
is an eigenvector of H corresponding to λ(p)(H). We shall further assume that w is a
vertex in V (G) such that xw = max{xv : v ∈ V (G)}. Let u denote the unique vertex in
V (H)\V (G).
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Claim 3.1 xu < xw.
Proof of Claim 3.1. If xu ≥ xw, then λ(p)(G∗u) ≥ λ(p)(H) by Theorem 2.2. If λ(p)(G∗u) >
λ(p)(H), we are done by contradiction. Otherwise, we assume λ(p)(G∗u) = λ(p)(H). Recall
that G is either a tree with diam(G) ≥ 5 or a connected graph with g(G) ≥ 6, we have
two vertices v1 and v2 in V (G) such that the distance distG(v1, v2) = 3. Let G
′ be the
graph obtained from G by deleting v2 and adding edges {v1v : v ∈ NG(v2)}. Consider the
hypergraph G′ ∗ v2. For each edge e ∈ E(G), if v2 /∈ e, we embed e into e∪ {v2}; if v2 ∈ e,
we embed e into e ∪ {v1}. Therefore, G′ ∗ v2 is a Berge-G hypergraph.
If p > 1, then λ(p)(G′) > λ(p)(G) by Theorem 2.3. If p = 1, noting that the clique
number of G′ is ω(G′) = 3 and the clique number of G is ω(G) = 2. In light of Motzkin–
Straus theorem (see [20]), we have
λ(1)(G′) = 1− 1
3
> 1− 1
2
= λ(1)(G).
It follows from Lemma 3.2 that λ(p)(G′ ∗ w) > λ(p)(G ∗ u) = λ(p)(H) for p ≥ 1. This is a
contradiction to the fact that H ∈ M3(G). The proof of the claim is completed.
Fix w and denote Di the set of vertices of H whose distance from w is i in H. Since
G either is a tree with diam(G) ≥ 5 or a connected graph with g(G) ≥ 6, we have D3 6= ∅.
Let w∗ be a vertex in D3, then w
∗v /∈ E(G) for any v ∈ NG(w).
Let G′′ be the graph obtained from G by deleting w and adding edges {w∗v : v ∈
NG(w)}. Now, we denote H := G′′ ∗ w. Since xu < xw, in view of Theorem 2.2 and
Theorem 2.3, we see
λ(p)(H) ≥ λ(p)(H), (3.2)
as desired. When p > 2, then (3.2) is strict, a contradiction to H ∈ M3(G). 
We immediately obtain the following corollary.
Corollary 3.1 Let G be either a path Pk or a cycle Ck (k ≥ 6). If p ≥ 1, then there is
a 3-graph H ∈ M3(G) such that v(H) = v(G). Furthermore, if p > 2, then v(H) = v(G)
for each H ∈ M3(G).
Before we show the proof of Theorem 1.1, we will prove the following theorem.
Theorem 3.2 Suppose that G is either a path Pk or a cycle Ck (k ≥ 6). Let p ≥ 1,
then there is a 3-graph H ∈ M3(G) such that all edges of H intersect at a common
vertex. Furthermore, if p > 2, then all edges of H intersect at a common vertex for each
H ∈ M3(G).
Proof. Let Pk := v1v2 · · · vk−1vk be a path on k vertices. By Corollary 3.1, there is a H ∈
M3(Pk) such that v(H) = k. Let x ∈ Sk−1p,+ be an eigenvector corresponding to λ(p)(H),
and vi be a vertex attaining the maximum in x. By Theorem 2.2, we can further assume
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that e is embedded into e∪{vi} ofH for each e ∈ E(Pk)\{vi−2vi−1, vi−1vi, vivi+1, vi+1vi+2},
and {vi−2, vi−1, vi} ∈ E(H), {vi, vi+1, vi+2} ∈ E(H).
In the following we will construct a hypergraph H ∈ M3(Pk) from H such that all
edges of H contain vertex vi. Without loss of generality, we assume i ≥ 3. If vi−2vi−1 and
vi+1vi+2 are embedded into {vi−2, vi−1, vi} and {vi, vi+1, vi+2}, we are done. Otherwise,
without loss of generality that vi−2vi−1 is embedded into {vi−2, vi−1, u}, where u 6= vi.
Then vi−1vi is embedded into {vi−2, vi−1, vi} ∈ E(H). We consider the following two
cases.
Case 1. u = vi+1.
Subcase 1.1. If {vi−1, vi, vi+1} ∈ E(H), then vivi+1 is embedded into {vi−1, vi, vi+1}.
Now we embed vi−2vi−1 into {vi−2, vi−1, vi}, embed vi−1vi into {vi−1, vi, vi+1}, embed
vivi+1 into {vi−2, vi, vi+1}, and keep the other edge embeddings as H. Denote the resulting
hypergraph by H ′. Clearly, H ′ is a Berge-Pk hypergraph. However, λ
(p)(H ′) ≥ λ(p)(H)
by Theorem 2.2.
Subcase 1.2. If {vi−1, vi, vi+1} /∈ E(H), then we embed vi−2vi−1 into {vi−2, vi−1, vi},
embed vi−1vi into {vi−1, vi, vi+1}, and keep the other edge embeddings as H. Denote the
resulting hypergraph by H ′. Then λ(p)(H ′) ≥ λ(p)(H) by Theorem 2.2.
Case 2. u 6= vi+1. We embed vi−2vi−1 into {vi−2, vi−1, vi}, embed vi−1vi into
{vi−1, vi, u}, and keep the other edge embeddings as H. Denote the resulting hypergraph
by H ′. Then λ(p)(H ′) ≥ λ(p)(H) by Theorem 2.2.
Now, if vivi+1 is embedded into {vi, vi+1, vi+2}, we choose H = H ′ and obtain the
desired H. If not, we can repeat the above discussion for vi+1vi+2 similarly, and get the
desired H.
Finally, if p > 2, then the above inequalities are both strict, which yields a contradic-
tion. The result follows.
The proof for cycle is analogous to that for path, so we omit the proof. 
Let F (u, v;h, j) be the graph obtained from a cycle Cℓ by attaching two pendent paths
of lengths h ≥ 0, j ≥ 0 at vertices u ∈ V (Cℓ) and v ∈ V (Cℓ), respectively. For graphs, G
is called F (u, v;h, j)-type if G ∼= F (u, v;h, j) for some u = u∗, v = v∗, h = h∗ and j = j∗.
We are now ready to prove Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. Let p ≥ 1 and Pk := v1v2 · · · vk−1vk be a path on k vertices.
Assume that H ∈ M3(Pk), x ∈ Sk−1p,+ is an eigenvector of H corresponding to λ(p)(H),
and vi is a vertex such that xvi = max{xv : v ∈ V (H)}. By Theorem 3.2, we can further
assume that v(H) = k and all edges of H intersect at the common vertex vi.
In other words, each edge e ∈ E(Pk)\{vi−1vi, vivi+1} is embedded into e ∪ {vi} of H.
Suppose that vi−1vi is embedded into {vi−1, vi, vs} ∈ E(H) and vivi+1 is embedded into
{vi, vi+1, vt}. Let G∗ be the core of H, that is, H = G∗ ∗ vi.
Clearly, the clique number of G∗ at most 3. If p = 1, then λ(1)(G∗) ≤ 2/3. The result
follows from Lemma 3.2. In the following we assume p > 1.
Case 1. i ≥ k − 2. In this case the core G∗ of H is F (u, v;h, j)-type.
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Case 2. i ≤ k − 3. If s ≤ i − 3 and t ≥ i + 3, it is claimed that we can further
assume that vs = vt. If not, we let H1 be the hypergraph obtained from H by moving
edge {vi−1, vi, vs} from vs to vt, and let H2 be the hypergraph obtained from H by moving
edge {vi, vi+1, vt} from vt to vs. Obviously, both H1 and H2 are Berge-Pk hypergraphs.
Since either xvs ≥ xvt or xvs ≤ xvt , in view of Theorem 2.2, we obtain
max{λ(p)(H1), λ(p)(H2)} ≥ λ(p)(H).
Therefore, G∗ is F (u, v;h, j)-type. If s ≥ i − 2 or t ≤ i + 2, we also have that G∗ is
F (u, v;h, j)-type.
According to Case 1, Case 2 and Lemma 3.2, it suffices to determine the graphs with
maximum p-spectral radius among F (u, v;h, j) on (k − 1) vertices. Using a similar argu-
ments as Case 2, we see u = v.
For short, we denote Cℓ(u;h, j) := F (u, u;h, j), the graph obtained from a ℓ-cycle Cℓ
by attaching two pendent paths of lengths h and j at u ∈ V (Cℓ), respectively (see Fig. 6).
u1uj−1uj u v1 vh−1 vh
w2
w1wℓ−1
wℓ−2
· · · · · ·
Figure 6: Graph Cℓ(u;h, j)
In the following we assume that Cg(u; a, b) is a graph attaining the maximum p-spectral
radius among Cℓ(u;h, j). Let y ∈ Sk−2p,++ be an eigenvector to λ(p)(Cg(u; a, b)). Without
loss of generality, we assume a ≥ b ≥ 0.
Claim 3.2 g < k − 1.
Proof of Claim 3.2. If not, then Cg(u; a, b) is exactly Ck−1. Clearly, λ
(p)(Ck−3(u; 1, 1)) >
λ(p)(Ck−1), a contradiction to λ
(p)(Ck−1 ∗ K1) ∈ M3(Pk). The proof of the claim is
completed.
Claim 3.3 g = 3.
Proof of Claim 3.3. Suppose for a contradiction that g ≥ 4. By Claim 3.2, a ≥ 1. We first
prove that yv1 < yw2 .
Case 1. a = 1. Let G4 be the graph obtained from Cg(u; 1, b) by deleting edge w1w2
and adding edge v1w1. Then
0 ≥ λ(p)(G4)− λ(p)(Cg(u; 1, b)) ≥ 2(yv1 − yw2)yw1 ,
which implies that yv1 ≤ yw2 . If yv1 = yw2 , then λ(p)(G4) = λ(p)(Cg(u; 1, b)), and y is also
an eigenvector of G4 corresponding to λ
(p)(G4). By using eigenequations (1.2) for v1, we
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have
0 = (λ(p)(G4)− λ(p)(Cg(u; 1, b)))yp−1v1 = yw1 > 0,
a contradiction. Hence, yv1 < yw2 .
Case 2. a = 2. In view of eigenequations (1.2), we see
λ(p)(Cg(u; 2, b))y
p−1
v2 = yv1 , λ
(p)(Cg(u; 2, b))y
p−1
w1 = yu + yw2 .
It follows that yv2 < yw1 . Denote
G5 := Cg(u; 2, b) − {w1w2, v1v2}+ {v1w1, v2w2}.
Therefore we have
0 ≥ λ(p)(G5)− λ(p)(Cg(u; 2, b)) ≥ 2(yv1 − yw2)(yw1 − yv2),
which yields that yv1 ≤ yw2 . Using the similar argument as Case 1, we have yv1 < yw2 .
Case 3. a ≥ 3. Let G5 be the graph obtained from Cg(u; a, b) by deleting edges
{uw1, v2v3} and adding edges {uv2, w1v3}. Then
0 ≥ λ(p)(G5)− λ(p)(Cg(u; a, b)) ≥ 2(yu − yv3)(yv2 − yw1).
Recall that yu > yv3 . Hence, yv2 ≤ yw1 . Let G6 be the graph obtained from Cg(u; a, b) by
deleting edges {w1w2, v1v2} and adding edges {v1w1, v2w2}. Then
0 ≥ λ(p)(G6)− λ(p)(Cg(u; a, b)) ≥ 2(yv1 − yw2)(yw1 − yv2).
It follows from yv2 ≤ yw1 that yv1 ≤ yw2 . Using the similar argument as Case 1, we have
yv1 6= yw2 . Therefore, yv1 < yw2 .
According to Case 1–3, we have yv1 < yw2 . Now we let G7 be the graph obtained
from Cg(u; a, b) by contracting edges {uw1, w1w2} and subdividing edge uv1. In light of
yu > yw1 , we have
λ(p)(G7)− λ(p)(Cg(u; a, b)) ≥ 2(yu − yw1)(yw2 − yv1) > 0,
which yields a contradiction. The proof of the claim is completed.
Finally, in view of Claim 3.3 and Theorem 2.4, λ(p)(G∗) ≤ λ(p)(∆1). It follows that
λ(p)(H) ≤ λ(p)(∆1 ∗K1) from Lemma 3.2. Furthermore, if p > 2, we know H ∈ M3(Pk)
is unique by Theorem 3.2. 
Proof of Theorem 1.2. Using the similar argument as the proof of Theorem 1.1, we
can obtain Theorem 1.2. 
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4. Proof of Theorem 1.3
In this section, we shall prove Theorem 1.3. Before continuing, we need the following
lemma.
Lemma 4.1 ([21]) Let p ≥ 1, and H be an r-uniform hypergraph with m edges. Then
the function (λ(p)(H)/(rm))p is nonincreasing in p. That is, for p < q we have(
λp(H)
rm
)p
≥
(
λq(H)
rm
)q
. (4.1)
Furthermore, let x ∈ Sv(H)−1q,+ be an eigenvector to λ(q)(H), if equality holds in (4.1), then∏
u∈e xu =
∏
v∈f xv for any edges e 6= f of H.
Lemma 4.2 Let p > 1 and n ≥ 10. Let S+n−1 be the graph obtained from star Sn−1 by
adding an edge.
(1) If p ≥ 2, then λ(p)(Sn) > λ(p)(S+n−1) unless p = 2, n = 10.
(2) If 1 < p < 2, then λ(p)(Sn) > λ
(p)(S+n−1) for sufficiently large n.
Proof. (1). Assume p = 2. It is clear that λ(2)(Sn) =
√
n− 1, and λ(2)(S+n−1) is the largest
root of the following equation
x3 − x2 − (n− 2)x+ n− 4 = 0.
After some algebra we have λ(2)(S+n−1) <
√
n− 1 = λ(2)(Sn) for n ≥ 11 and λ(2)(S+n−1) =
λ(2)(Sn) for n = 10.
Now we assume p > 2. In light of Lemma 4.1 we see(
λ(p)(S+n−1)
2(n − 1)
)p
<
(
λ(2)(S+n−1)
2(n− 1)
)2
≤ 1
4(n − 1) ,
which yields that λ(p)(S+n−1) < 2
1−2/p(n − 1)1−1/p. Noting that λ(p)(Sn) = 21−2/p(n −
1)1−1/p (see also [21, Proposition 4.9]), we get λ(p)(Sn) > λ
(p)(S+n−1).
(2). Let 1 < p < 2. Suppose that v1 is the vertex of S
+
n−1 with degree n − 2, and
v2v3, v1vi are the edges of S
+
n−1, i = 2, 3, . . ., n − 1. Let x ∈ Sn−2p,++ be the eigenvector
corresponding to λ(p)(S+n−1). By symmetry,
xv2 = xv3 , xv4 = xv5 = · · · = xvn−1 .
For short, set x := xv1 , y := xv4 , z := xv2 and λ := λ
(p)(S+n−1). By eigenequations (1.2),
we see 

λxp−1 = 2z + (n− 4)y,
λyp−1 = x,
λzp−1 = x+ z.
(4.2)
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In what follows, we tacitly assume that n is large enough. Since λ > λ(p)(Sn−1) =
21−2/p(n− 2)1−1/p and λzp−1 = x+ z, we have
z <
( 2
λ
)1/(p−1)
<
41/(p
2−p)
(n− 2)1/p ,
which implies that z = O(n−1/p). Setting ε := z2−p/λ, then ε = O(n−1/p).
Solving system (4.2), we find that
λp =
(n− 4)(1 − z2−p/λ)1/(p−1) + 2
(1− z2−p/λ)p−1 · z
p(2−p)
=
(n− 4)(1 − ε)1/(p−1) + 2
(1− ε)p−1 · z
p(2−p).
(4.3)
In view of ||x||p = xp + (n− 4)yp + 2zp = 1 and (4.2), we have
λpzp(p−1)(1− ε)p + (n− 4)zp(1− ε)p/(p−1) + 2zp = 1.
Combining (4.3) we obtain 2zp[(n − 4)(1 − ε)p/(p−1) − ε+ 2] = 1. Hence,
zp =
1
2[(n − 4)(1 − ε)p/(p−1) − ε+ 2]
=
1 + p/(p− 1)ε+O(ε2)
2(n− 2) .
By some algebra, we immediately have
zp(2−p) =
1 + (2p − p2)/(p − 1)ε+O(ε2)
22−p(n− 2)2−p . (4.4)
In the following we shall give an estimation of λp/(λ(p)(Sn))
p by (4.3) and (4.4). Recall
that λ(p)(Sn) = 2
1−2/p(n− 1)1−1/p, we deduce that
λp
(λ(p)(Sn))p
=
(n− 4)(1 − ε)1/(p−1) + 2
2p−2(n− 1)p−1(1− ε)p−1 · z
p(2−p)
=
(n − 2)[1 − (2p − p2)/(p − 1)ε+O(ε2)]
2p−2(n− 1)p−1 · z
p(2−p)
= (n − 2)
[
1− 2p− p
2
p− 1 ε+O(ε
2)
]
· zp(2−p)
=
(
1− 1
n− 1
)p−1
(1 +O(ε2))
= 1− p− 1
n− 1 +O(n
−2/p)
< 1,
which yields that λ < λ(p)(Sn). The proof of the lemma is completed. 
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We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Assume p ≥ 1 and c is the center of Sk. Clearly, all edges of
Berge-Sk hypergraph contain vertex c. If p = 1, there is a hypergraph G
∗ ∗ c ∈ M3(Sk)
such that v(G∗ ∗ c) ≤ k+1 by Lemma 3.1. Hence, G∗ is either a tree or a unicyclic graph.
It follows from Motzkin–Straus theorem and Lemma 3.2 that λ(1)(H) ≤ λ(1)(S+k−1∗K1) for
any Berge-Sk hypergraph H. In the following we assume p > 1 and H = G
∗ ∗ c ∈ M3(Sk).
Claim 4.1 v(H) ∈ {k, k + 1}.
Proof of Claim 4.1. Let x ∈ Sv(H)−1p,+ be an eigenvector corresponding to λ(p)(H) =
λ(p)(G∗ ∗ c). By Lemma 3.2, 3/2x|V (G∗) is an eigenvector corresponding to λ(p)(G∗). In
view of Theorem 2.1, x|V (G∗) is a positive vector, and then x ∈ Sv(H)−1p,++ . Using the same
argument as Lemma 3.1, we see v(H) ∈ {k, k + 1}, completing the proof of the claim.
Now, we consider the following two cases.
Case 1. v(H) = k. Then G∗ is a unicyclic graph. Hence, λ(p)(G∗) < λ(p)(S+k−1) unless
G∗ = S+k−1.
Case 2. v(H) = k + 1. Then G∗ is a tree. It follows that λ(p)(G∗) < λ(p)(Sk) unless
G∗ = Sk.
According to Case 1 and Case 2, we have
λ(p)(G∗) ≤ max{λ(p)(S+k−1), λ(p)(Sk)}.
The result follows from Lemma 4.2 and Lemma 3.2. 
Remark 4.1 For a graph G and let r ≥ 3 be an integer. The r-uniform expansion of G is
the r-uniform hypergraph obtained from G by enlarging each edge of G with (r − 2) new
vertices disjoint from V (G) such that distinct edges of G are enlarged by distinct vertices.
By the same argument as [18, Theorem 3.8], the r-uniform expansion of G attains the
minimum p-spectral radius among Berge-G hypergraphs Br(G) for p > r − 1.
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