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Abstract
We give an explicit description of the inner cohomology of an adelic locally
symmetric space of a given level structure attached to the general linear group
of prime rank n, with coefficients in a locally constant sheaf of complex vector
spaces. We show that for all primes n the inner cohomology vanishes in all
degrees for nonconstant sheaves, otherwise the quotient module of the inner
cohomology classes that are not cuspidal is trivial in all degrees for primes
n = 2, 3, and for all primes n ≥ 5 it is trivial in all but finitely many degrees
where it has a ‘simple’ description in terms of algebraic Hecke characters.
Keywords: Langlands spectral decomposition, locally symmetric spaces,
residual spectrum, automorphic representation, Lie algebra cohomology,
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1. Introduction
Let G be a connected reductive algebraic group over Q and Γ ⊂ G(Q)
an arithmetic subgroup. For an irreducible finite-dimensional complex rep-
resentation M of G(R), the group cohomology H∗(Γ,M) provides a concrete
realization of some automorphic forms that are of number-theoretic interest.
For example, if G = SL2, and Γ is a congruence subgroup of level N , the
well-known Eichler-Shimura isomorphism exhibits H1(Γ,C) as the span of
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modular forms of Γ of weight 2. But, these cohomology groups H•(Γ,M)
‘captures’ only some automorphic forms and in fact, almost all automor-
phic forms do not appear in them; nevertheless, those that do appear have
number-theoretic significance, partly justifying their study.
Henceforth, throughout this section, let G = Gln, and K∞ = O(n)Z(R) be
the maximal compact modulo center subgroup of G(R), and let Kf ⊂ G(Afin)
be an open compact subgroup that is neat [Definition 3.2] (see §3.1 for no-
tation). Let (ρλ,Mλ) be the highest weight G(R)-module associated to the
dominant integral weight λ such that its central character ωλ is a type of an
algebraic Hecke character (see §3.4 for definition).
The group cohomology H•(Γ,Mλ) is known to be isomorphic to the sheaf co-
homologyH•(SKf , M˜λ) of the adelic locally symmetric space SKf := G(Q)\G(A)/K∞Kf
with coefficients in the locally system M˜λ derived from Mλ, allowing one to
understand the former in terms of the latter. The space SKf is not compact
in general, and has a compactification called the Borel-Serre compactification
S¯Kf (see 4.2), equipped with an inclusion ι : SKf →֒ S¯Kf that is a homotopy
equivalence and the canonical restriction r : S¯Kf → ∂S¯Kf onto the boundary
∂S¯Kf = S¯Kf \ SKf :
SKf
i
−→ S¯Kf
r
−→ ∂SKf
The coefficients on these spaces are given by the short exact sequence of
sheaves
0→ i!M˜λ
i
−→ i∗M˜λ
r
−→ i∗M˜λ/i!M˜λ → 0
where i!M˜λ is the sheaf extended by zero from SKf to S¯Kf , and the quotient
i∗M˜λ/i!M˜λ is the sheaf i∗M˜λ restricted to the boundary extended by zero to
S¯Kf . Accordingly, there is a fundamental long exact sequence
. . .→ Hk−1(∂S¯Kf , M˜λ)→ H
k
c (SKf , M˜λ)
ik
−→ Hk(SKf , M˜λ)
rk
−→ Hk+1(∂S¯Kf , M˜λ)→ . . .
where the cohomology with compact supports H•c (SKf , M˜λ) := H
•(S¯Kf , i!M˜λ).
The main goal of this article is to give an an explicit description, in the case
where G = GLn with n prime, of the inner cohomology
H•! (SKf , M˜λ) := Img(H
•
c (SKf , M˜λ)
i•
−→ H•(S¯Kf , M˜λ)).
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In this paper, we use the ‘approximation’ given by Borel and Garland [6],
namely the homomorphism of Hecke modules, which surjects onto the sub-
space of H•(SKf , M˜) called the square-integrable cohomology H
•
(2)(SKf , M˜)
(see Definition 4.5):
H•(g, K∞, L
2(G(Q)\G(A)/Kf , ω
−1
λ )⊗Mλ)
φ•BG
−։ H•(2)(SKf , M˜λ)
where the coefficient system L2(G(Q)\G(A)/Kf , ω
−1
λ )⊗Mλ of the Lie algebra
cohomology is well-understood (see §5.1), thanks to the spectral decompo-
sition of Langlands, that has a refinement due to Mœglin and Waldspurger
in the case of our interest, namely for G = GLn. Together with the strong
multiplicity-one result of Jacquet and Shalika one obtains a satisfactory de-
scription of the domain of φ•BG thereby of its image, which is H
•
(2)(SKf , M˜λ)
containing the square-integrable cohomology H•! (SKf , M˜λ) (see below 1).
Let Hf := Cc(G(Afin)//Kf ,C) be the Hecke algebra of Kf -bi-invariant com-
pactly supported complex-valued functions φ : G(Afin)→ C with the algebra
structure given by convolution. The space
L2(ω−1λ ) := L
2(G(Q)\G(A)/Kf , ω
−1
λ ),
is a G(R)×Hf -module, and is the direct sum of the discrete spectrum L2disc
which is the maximal closed subspace spanned by irreducible G(R) × Hf -
modules, and its orthogonal complement called the continuous spectrum
L2cont(ω
−1
λ ). The discrete spectrum contains the cuspidal spectrum L
2
cusp(ω
−1
λ ),
and there is a natural inclusion whose image is called cupsidal cohomology
H•cusp(SKf , S¯Kf ) := Img(H
•(g, K∞, L
2
cusp(ω
−1
λ )⊗Mλ) →֒ H
•(SKf , M˜λ)).
The full cohomology H•(SKf , M˜λ) has the following filtration asHf -modules:
H•cusp(SKf , M˜λ) ⊂ H
•
! (SKf , M˜λ) ⊂ H
•
(2)(SKf , M˜λ) ⊂ H
•(SKf , M˜λ). (1)
Since cuspidal cohomology is well-understood, namely by the inclusion above
spanned by the cuspidal automorphic forms L2cusp(ω
−1
λ ), it is natural to study
the quotient Hf -module
H•!/cusp(SKf , M˜λ) := H
•
! (SKf , M˜λ)
/
H•cusp(SKf , M˜λ).
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In other words, we give an explicit description of the inner cohomology classes
H•! (SKf , M˜λ) that are not cuspidal in the case where G = GLn, with n a
prime number; in the particular case of primes n = 2, 3 the description is
even simpler. The main results of the article are as follows:
Let Coh∞(G, λ) be the set of isomorphic classes of essentially-unitary ir-
reducible representations Vpi∞ of G(R) with nontrivial (g, K∞)-cohomology
with coefficients in Mλ, and let Coh(2)(G,Kf , λ) be the set of isomorphism
classes of absolutely-irreducible Hf -modules πf for which there exists a π∞ ∈
Coh∞(G, λ) such that HomG(R)×Hf (Vpi∞ ⊗ Vpif , V(2)(ω
−1
λ )) 6= 0, and let
Resf(λ) :=
⊕
pif∈Coh(2)(G,Kf ,λ)
type(pif )=ω
1/n
λ
πf .
Theorem 1.1. Assume that n is a prime number. For all primes n ≥ 2,
the quotient module H•!/cusp(SKf , M˜λ) vanishes if M˜λ is not isomorphic to
the constant sheaf C. So, suppose otherwise, i.e. M˜λ ∼= C, and let S0 =
{ 2l − 1 | 1 < l ≤ n, l odd }, then
1. for prime n = 2, 3, the module H•!/cusp(SKf ,C) = 0, and
2. for all primes n ≥ 5,
Hk!/cusp(SKf ,C)
∼=
{
0 for k 6∈ S0.
ker(rk|ΦkBG(Resf (λ)) for k ∈ S
0.
(2)
The paper is organized as follows. In §3 we recall the notion of adelic locally
symmetric space SKf and the structure of sheaf M˜λ on it defined by Mλ,
and the notion algebraic Hecke characters. In §4 we recall the cohomology of
arithmetic groups, and define required definitions that are directly relevant
to our article. We discuss the Hecke module structure of cohomology groups,
and the associated fundamental isomorphism with the (g, K∞)-cohomology
or relative Lie-algebra cohomology. In §5 we recall the coarse decomposition
of the space L2(G(Q)\G(A)/Kf , ω
−1
λ ) due to Langlands into various sub-
spaces, and a finer one also due to Langlands refined further by Mœglin and
Waldspurger in the our case of intersect, namely the GLn case. Finally, in §6
we determine the contribution of residual spectrum to the inner cohomology,
and prove Theorem 1.1.
4
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2. Notation
The notation G always denotes the the general linear group GLn defined
over Q. Consider the inclusions G ⊃ P ⊃ B = TU ⊃ T ⊃ Z of subgroups
all defined over Q, where P is a parabolic subgroup, B the standard Borel
subgroup of upper triangular matrices, T the maximal torus of diagonal
matrices, U the unipotent subgroup of strict upper triangular matrices, and
Z the center of G. We call a parabolic subgroup of G, such as P , standard
if it contains B. For a Q-algebra A, let G(A) denote the group of A-valued
points of G, and GA the extension of scalars of G from Q to A.
The dimension of a subgroup K of G is denoted by dimK, and its Q-
rank by rankK. The notation G◦ denotes the connected component of the
identity of G, and π0(G(R)) is the group of connected components of G(R).
The notation NG(K) denotes the normalizer of K in G. The Lie algebra of
G is denoted by g, and its universal enveloping algebra by U(g).
3. Basic setup
3.1. Adelic setup
Let A = R×(
∏′
pQp) = A∞×Afin be the ring of adeles over Q, where A∞ = R
is the archimedean component, and Afin =
∏′
pQp is the nonarchimedean
component, which is the restricted direct product of the local fields Qp as
p runs through the set of finite primes. Then G(A) := G(R) × G(Afin) :=
G∞ × Gf . Fix a subgroup K∞ = O(n)Z(R) = O(n)Z(R)◦, the maximal
compact modulo center subgroup. The symmetric space associated to the
pair (G∞, K∞) is the quotient space XSym := G∞/K∞.
Let Γ ⊂ G(Q) = GLn(Q) be an arithmetic subgroup, i.e. for all con-
gruence subgroups Γ′ the intersection Γ ∩ Γ′ is of finite index both in Γ and
Γ′. Suppose Γ has no torsion, then its natural action on XSym by left multi-
plication is properly discontinuous and free, resulting in a locally symmetric
space Γ\XSym.
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Let ρ : G→ GL(M) be a finite-dimensional complex rational representation
of G. It defines a local system M of complex vector spaces on Γ\XSym, and
one has
H•(Γ\XSym,M) ∼= H
•(Γ,M).
The cohomology on the left hand side is computed with the aid of the de
Rham complex (and that on the right is the ordinary group cohomology).
Passing further on to the adelic setup so as to bring in the results of au-
tomorphic representations, let Kf ⊂ G(Afin) be a compact open subgroup,
and consider the following construction, wherein the action of G(Q) is by
left multiplication and all the maps are the canonical projections (see [13,
Chapter 3]):
XSym ×G(Afin) XSym ×G(Afin)/Kf
G(Q)\
(
XSym ×G(Afin)
)
G(Q)\
(
XSym ×G(Afin)/Kf
)
pi′
Π′ pi
Π
Let SKf := G(Q)\
(
XSym × G(Afin)/Kf
)
= G(Q)\G(A)/K∞Kf , called the
adelic locally symmetric space. It can be equipped with the coefficient sheaf
M˜ , obtained from the representation (ρ,M), whose sections on an open set
V ⊂ SKf are the set M˜(V ) of locally constant functions s : π
−1(V ) → M
satisfying
s(γ(x∞K∞, gfKf )) = ρ(γ)s((x∞K∞, gfKf)), for all γ ∈ Γ, u ∈ π
−1(V ).
Remark 3.1. Eventually, we view sheaf cohomology groups H•(SKf , M˜λ)
as Hecke modules; see §4.1. In particular these groups should be equipped
with the Γ-action on the left or equivalently the Kf -action on the right.
Informally speaking, this is analogous to the strong approximation theorem
that aids in trading transformation property under the left-action of SL(2,Z)
of the modular forms on SL(2,R) with the transformation property under
the right-action of the maximal compact subgroup SO(2,R) of automorphic
forms on SL(2,R).
Consider the natural inclusion M˜ →֒ M˜ ⊗ Afin, and given a section s ∈
M˜(V ) associate a map s1 : π
′−1(π−1(V ))→ M˜ ⊗ Afin defined by
s1(x∞, gf) := g
−1
f s(x∞K∞, gfKf )
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where gf acts on the second factor of M ⊗ Afin. Evidently s1(γ(x∞, gf)) =
s1(x∞, gf) for all γ ∈ G(Q), so that s1 factors through the map
s2 : G(Q)\
(
G(R)/K∞ ×G(Afin)
)
→ M ⊗ Afin,
and defines a sheaf M˜⊗Afin on the space SKf . Alternatively, since Π
−1(V ) =
Π′(π′−1 ◦ π−1(V )), we obtain a sheaf M˜ ⊗ Afin whose sections on an open set
V ⊂ SKf are the set M˜ ⊗ Afin(V ) of locally constant functions s : Π
−1(V )→
M⊗Afin satisfying s(x∞K∞, gfkf) = k
−1
f s(x∞, gf), for all x∞ ∈ G∞, gf ∈ Gf ,
kf ∈ K∞. In summary, the sheaf M˜ ⊗ Afin defined in terms of the G(Q)-
action on M on the left is identified with the sheaf M˜ ⊗ Afin defined in terms
of the natural right action of Kf on M ⊗ Afin on the right.
3.2. Topological structure of SKf :
The quotient XSym ×G(Afin)/Kf = G(Q)\G(Afin)/Kf under the natural
action ofG(Q) onG(Afin)/Kf is a finite set
{
g1f , g
2
f , . . . , g
l
f
}
, and a connected
component is of the form
Xi := G(A)
◦(ǫ, g
(i)
f )Kf/K∞Kf
where ǫ ∈ π0(G(R)). Let Γi ⊂ G(Q) be its stabilizer, which is an arithmetic
subgroup of G(Q). Then we have SKf =
∐l
i=1 Γi\Xi (see [12, §1.1])
Definition 3.2. The subgroup Kf is said to be neat if the Γi are torsion
free.
Remark 3.3. The sheaf cohomology groupsH•(SKf , M˜) are known to be iso-
morphic to finite direct sum of the cohomology groups of the formH•(Γ\G(R)/K∞, M˜)
for an appropriate arithmetic subgroup Γ ⊂ G(Q), and under mild restric-
tions both on SKf and M˜ . If the stabilizers Γi has no torsion, then they
act freely, so that the connected components are locally symmetric. This is
true in our case of interest, i.e. G = GLn/Q. Indeed, the stabilizer ∆ of a
point g = (g∞, g
i
f)K∞Kf in Γi is a congruence subgroup in the connected
component of the unit group { 1,−1 } of the center Z(Q) = Q×, hence triv-
ial. But, if we consider groups over an arbitrary number field F 6= Q then,
we have to pass onto the action of Γ\∆ above to get a locally symmetric
space, since the unit group O×F is nontrivial as a consequence of Dirich-
let’s unit theorem; accordingly we have to consider the group cohomology
H•(Γi,M) := H
•((Γi/∆i)\Xi, M˜).
7
3.3. Sheaf structure on SKf
The group of rational characters X∗(T ) := Hom(T,Gm) of the maximal torus
T is a free abelian group group of rank n. It is equipped with the standard
basis ei : diag(t1, . . . , tn)→ ti. The structure of X
∗(T ) is more transparent if
we pass onto X∗(T )⊗Z Q and consider the fundamental basis associated to
the standard basis. The fundamental weights γi ∈ X
∗(T )Q are characterized
by the conditions that they act on the center Z by z 7→ zi, and they satisfy
the following relations: for all 1 ≤ i ≤ n− 1, and 1 ≤ j ≤ n,
2〈γi, ej − ej+1〉/〈ej − ej+1, ej − ej+1〉 = δij .
In particular, the determinant character δ := e1+ . . .+en spans X
∗(Z)Q, and
the set { γ1, . . . , γn−1, δ } is a basis of X
∗(T )Q called the fundamental basis
of T . Let then γ =
∑n−1
i=1 aiγi + dδ; it is said to be integral if ai ∈ Z, nd ∈ Z
and nd ≡
∑n−1
i=1 i(ai−1) (mod n). An integral weight is said to be dominant
if, in addition, the coefficients ai ≥ 0.
Suppose that the representation M is absolutely irreducible. By the highest-
weight theory, up to isomorphism, MC is isomorphic to Mλ ⊗ C where Mλ
is the highest weight module associated to the dominant integral weight
λ ∈ X∗(T )Q. Throughout this article, we consider the restriction
ρλ := ρ(C)|G(R) : G(R)→ GL(Mλ ⊗ C).
Henceforth, we work only with the module Mλ ⊗ C exclusively, so, for ease
of notation, we drop the second factor C in Mλ⊗C and simply write as Mλ.
Now, with this abuse of notation, consider the associated sheaf M˜λ on the
adelic locally symmetric space SKf [3.1]. Let ωλ : Z(R)→ C
× be the central
character of ρλ, and it is given by ωλ(z) = z
nd with d the coefficient of the
determinant character δ in the expression of the character λ : T (R) → C×
in the fundamental basis. Then ωλ(−In) = −1 or 1. Suppose it is −1 and
consider the stalk (˜Mλ)x for some x ∈ SKf :
(˜Mλ)x =
{
sx : π
−1(x)→Mλ
∣∣ sx(γ · u) = ρλ(γ)sx(u), γ ∈ G(Q), u ∈ π−1(x) }
Since the representative section s of sx is locally constant the germ sx is
constant, hence
s(u) = s(−In · u) = ωλ(−In)s(u) = −s(u), u ∈ π
−1(x),
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forcing the stalk (M˜λ)x to be trivial, whence the sheaf M˜λ is also trivial; note
that here we used the ‘thickened’ aspect of K∞ namely that K∞ is O(n)R∗
rather than just O(n), which is also considered in the literature. Therefore,
to have M˜λ to be not zero identically, we must restrict our attention to repre-
sentations ρλ whose central characters ωλ : Z(R)→ C× satisfy ωλ(−In) = 1.
This implies in particular that ωλ is determined by its values on the con-
nected component of the identity Z(R)◦ ∼= R×>0. In other words, the central
ωλ is a type of algebraic Hecke character; see below, and also [12, §2.5].
3.4. Algebraic Hecke characters
Definition 3.4. An algebraic Hecke character of a torus S of type γ ∈
X∗(S)Q defined over Q is a continuous group homomorphism φ : S(Q)\S(A)→
C× such that φ|S(R)◦ = γ−1∞ |S(R)◦ , where γ∞ : S(R) →֒ S(C)→ C
×.
Applying the definition to our situation, keeping in view of the assumption
that ωλ(−In) = 1, we have that ωλ : Z(R) → C× is the type of algebraic
Hecke character φ : Z(Q)\Z(A) → C× such that φ|Z(R) = ω
−1
λ . The center
Z(A) ∼= A× ∼= Q××R×>0×Ẑ, and therefore φ is determined by its ‘finite part’
φf : Ẑ→ C× (its infinite part is given by ωλ), which has finite order because
Ẑ is compact, and therefore must factor through the map (Z/NZ)× → C×
for some positive integer N ; the least such N is called the conductor of the
character φ. Consequently, the algebraic Hecke characters (in our situation)
of type ωλ are parametrized by primitive Dirichlet characters.
3.5. Summary
Let us summarize the assumptions about the principal objects of our study:
G := GLn, K∞ = O(n)R∗, SKf = G(Q)\G(A)/K∞Kf is the adelic locally
symmetric space attached to the pair (G∞, K∞) and for some choice of com-
pact open subgroup Kf ⊂ G(Afin) that is neat. We study the sheaf cohomol-
ogy groups H•(SKf , M˜λ) where (ρλ,Mλ) is the highest weight G(R)-module
associated to the dominant integral weight λ such that its central character
ωλ is a type of an algebraic Hecke character.
4. Cohomology of arithmetic groups
In this section we recall several notions related to the sheaf cohomology.
The reader may refer to [10, Chapter 2] for the formal properties of sheaf
cohomology, and [13, Chapter 2] for their interpretation as Hecke modules in
our context.
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4.1. Hecke action
The groups H•(SKf , M˜λ) are functorial with respect to Kf . Indeed, passing
onto a smaller compact open subgroup K ′f ⊂ Kf (which is necessarily of
finite index) yields a surjective map πKf ,K ′f : SK ′f → SKf with finite fibers,
and hence a map on cohomology
π•Kf ,K ′f : H
•(SKf , M˜λ)→ H
•(SK ′f , M˜λ).
The family {H•(SKf , M˜), π
•
Kf ,K
′
f
} indexed by Kf is a directed system with
the direct limit
H•(SG, M˜λ) = lim−→
Kf
H•(SKf , M˜λ).
The limitH•(SG, M˜λ) has a natural action of π0(G(R))×G(Afin) by right mul-
tiplication; for (k∞, gf) ∈ π0(G(R))×G(Afin), the induced multiplication map
m(k∞,xf ) : SKf
∼
−→ Sx−1f Kfxf
is an isomorphism such that (m(k∞,xf ))∗(M˜λ)
∼=
M˜λ, hence passing onto the limit results in the desired action. The cohomol-
ogy with fixed level Kf is obtained by taking the Kf -invariants under this
action: H•(SKf , M˜λ) = H
•(SG, M˜λ)
Kf .
Let Hf := Cc(G(Afin)//Kf ,C) be the Hecke algebra of Kf -bi-invariant com-
pactly supported functions φ : G(Afin)→ C, with the algebra structure given
by convolution:
(h1 ∗ h2)(gf) =
∫
G(Afin)
h1(xf)h2(x
−1
f gf)dxf
where the Haar measure dxf is normalized such that Kf has unit volume.
Clearly the characteristic function χKf is the identity element of Hf . The
action of the group G(Afin) induces an action of Hf on the cohomology
H•(SKf , M˜λ) by
Th(v) =
∫
G(Afin)
h(xf )(xf · v)dxf , v ∈ H
•(SKf , M˜λ).
which is a finite sum: let K ′f ⊂ Kf be the stabilizer of v, necessarily of finite
index, then
Th(v) = [Kf : K
′
f ]
∑
af
∑
ξf∈Gf/K
′
f
cafχKfafKf (ξf)(ξf · v).
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is Kf -invariant. Therefore Th(v) ∈ H
•(SKf , M˜λ), and since
Th1∗h2 =
∫
G(Afin)
(h1 ∗ h2)(xf)(xf · v)dxf
=
∫
G(Afin)
∫
G(Afin)
h1(yf)h2(y
−1
f xf)dyf(xf · v)dxf
=
∫
G(Afin)
h1(yf)yf ·
( ∫
G(Afin)
h2(zf )(zf · v)dzf
)
d(yfzf)
=
∫
G(Afin)
h1(yf)
(
yf · Th2(v)
)
dyf = Th1(Th2(v))
the map Hf → EndC(H
•(SKf , M˜λ)) given by h 7→ Th is a representation of
the Hecke algebra Hf which is in fact finite-dimensional since H
•(SKf , M˜λ)
is a finite-dimensional complex vector space (see de Rham isomorphism (4)).
4.2. Borel-Serre compactification
We now turn to the topological aspects of SKf (with Kf neat) that will yield
some more information about H•(SKf , M˜λ). In general, the space SKf is not
compact. In fact the associated adelic locally symmetric space of any general
connected reductive group over Q is compact if and only if the the group is
anisotropic over Q, i.e. has no proper parabolic subgroups defined over Q
[4, Page 277]. Certainly then in our case, namely GLn/Q, the space SKf
is not compact. Borel and Serre constructed a compactification S¯Kf of SKf
by ‘adding’ the boundary ∂S¯Kf :=
⋃
P ∂P S¯Kf , where P runs through the
(finitely many) standard representatives of G(Q)-conjugacy classes of proper
Q-parabolic subgroups; the Borel-Serre compactification S¯Kf = SKf ∪ ∂S¯Kf ,
is a compact manifold with corners and dim ∂S¯Kf = dim S¯Kf−1 (see [7]). The
Borel-Serre compactification S¯Kf is equipped with an inclusion ι : SKf →֒
S¯Kf that is a homotopy equivalence, and a canonical restriction r : S¯Kf →
∂S¯Kf :
SKf
i
−→ S¯Kf
r
−→ ∂SKf
The coefficients on these spaces are obtained by the canonical short exact
sequence of sheaves
0→ i!M˜λ
i
−→ i∗M˜λ
r
−→ i∗M˜λ/i!M˜λ → 0
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where i!M˜λ is the sheaf extended by zero from SKf to S¯Kf , and the quotient
i∗M˜λ/i!M˜λ is the sheaf i∗M˜λ restricted to the boundary extended by zero to
S¯Kf .
Definition 4.1. The cohomology with compact supports or compactly-supported
cohomology is defined by
H•c (SKf , M˜λ) := H
•(S¯Kf , i!(M˜λ)),
and the image of i• is called the inner or interior cohomology and denoted
H•! (SKf , M˜λ). The cohomology H
•(∂S¯Kf , M˜λ) is called the boundary coho-
mology.
The short exact sequence of sheaves yields the following fundamental long
exact sequence equipped with Hf -action [13, Chapter 3],
. . .→ Hk−1(∂S¯Kf , M˜λ)→ H
k
c (SKf , M˜λ)
ik
−→ Hk(SKf , M˜λ)
rk
−→ Hk+1(∂S¯Kf , M˜λ)→ . . .
(3)
Notation 4.2. Wemake the following notation for ease of reference: H•? (SKf , M˜λ)
where the symbol ? takes values in the set { ‘empty’, c, !, ∂ }. For example,
by H•∂(SKf , M˜λ) we mean H
•(∂S¯Kf , M˜λ), and likewise for other symbols too.
Let us note further that by the symbol ? = ‘empty’ we mean H•(SKf , M˜λ),
i.e. the full or ordinary cohomology.
When the coefficient system M˜λ is clear from the context, we further
simplify H•? (SKf , M˜λ) to H
•
? .
Remark 4.3. Note that the beginning of the fundamental exact sequence
(3) is
0→ H0c → H
0 → H0∂ → . . . ;
In particular, observe that the map H0c → H
0 is an injection, due to the fact
the global-sections functor is left exact.
4.3. Relative Lie algebra cohomology
Consider the de Rham complex which is the resolution of the constant sheaf
C by the sheaf of Mλ-valued smooth forms Ω•(SKf ,Mλ) on SKf . The groups
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H•(SKf , M˜λ) are computed through de-Rham complex and with the aid of
the de Rham isomorphism
H•(SKf , M˜λ)
∼= H•(Ω•(SKf , M˜λ)
Γ). (4)
As an aside, let us note that this interpretation of sheaf cohomology in terms
of deRham cohomology implies that the Poincare´ duality holds on the sheaf
cohomology groups as well, namely for all 0 ≤ i ≤ dimXSym there exists a
nondegenerate pairing, with M˜λ
∨
the sheaf dual to M˜λ:
H i(SKf , M˜λ)×H
d−i
c (SKf , M˜λ
∨
)→ C. (5)
The de-Rham cohomology also has an interpretation in terms of the (g, K∞)-
cohomology which we briefly recall now. The coefficient space V (ω−1λ ) :=
C∞(G(Q)\G(A)/Kf , ω
−1
λ ), which is the space of smooth functions φ : G(A)→
C satisfying
φ(g0z∞g∞Kf) = ω
−1(z∞)φ(g∞), g0 ∈ G(Q), g∞ ∈ G∞, kf ∈ Kf , z∞ ∈ Z∞,
(6)
is equipped with G(A) action by right translation, which upon differenti-
ation (in the g∞-variable) yields a g-action. Hence we see that V (ω
−1
λ ) is
a (g, K∞) × G(Afin)-module, hence also a (g, K∞) × Hf -module where the
Hecke algebra acts by convolution.
Let V (ω−1λ )
(K∞) ⊂ V (ω−1λ ) be the subspace ofK∞-invariant vectors. It is a
sub-(g, K∞)-module. The (g, K∞)-cohomology or the relative Lie algebra co-
homology is defined as the cohomology of the complex HomK∞(∧
•(g/k), V (ω−1λ )
(K∞)⊗
Mλ) where the action of K∞ on the exterior powers ∧
•g/k is the one induced
from the adjoint representation ofK∞ in g/k (see [8, Chapter I]). The relation
of the (g, K∞)-cohomology to the sheaf cohomology is based the following
canonical isomorphism of complexes, which is compatible with the action of
Hecke algebra:
Ω•?(SKf , M˜λ)
∼= HomK∞(∧
•(g/k), V?(ω
−1
λ )⊗Mλ) where ? = empty, c (7)
where Vc(ω
−1
λ ) consisting of compactly supported functions of V (ω
−1
λ ). Iso-
morphisms (4) and (7) hints at the analysis of V (ω−1λ ), therefore, in general
of the Hilbert space obtained from its completion using a suitable norm:
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Definition 4.4. The subspace of square-integrable functions
V(2)(ω
−1
λ ) := C
∞
2 (G(Q)\G(A)/Kf , ω
−1
λ ) ⊂ V (ω
−1
λ )
is the subset of f ∈ V (ω−1λ ) satisfying∫
G(Q)Z(R)◦\G(A)
|(Uf)(g)|2|ωλ(g)|
2dg <∞. (8)
for all elements U ∈ U(g). Its completion, with respect to the norm defined
by (8) is denoted by L2(G(Q)\G(A)/Kf , ω
−1
λ ).
Definition 4.5. The square integrable cohomology H•(2)(SKf , M˜λ) is sub-
Hf -module of H
•(SKf , M˜λ) consisting of those cohomology classes with a
square-integrable function as a representative that is also a closed form in
Ω•(SKf , M˜λ) (see (4)); for details about the motivation for this definition,
see [13, Chapter 3].
Finally, and clearly, we have the filtration as Hf -modules, of the full coho-
mology :
H•! ⊂ H
•
(2) ⊂ H
•; see 4.2. (9)
Remark 4.6. Notice that H•c hence H
•
! is defined by geometric means, while
H•(2) is defined by analytic means. In the next section we define cuspidal
cohomology by algebraic means.
5. Decomposing cohomology
5.1. Langlands spectral decomposition
Consider the Hilbert space L2(ω) := L2(G(Q)\G(A)/Kf , ω) (see (6) and
Definition (4.4)). It is a G(R) × Hf -module, where G(R) acts by unitary
transformations and Hf by right convolution. Due to Langlands [15], the
space L2(ω) is the direct sum of the discrete spectrum L2disc(ω) and the con-
tinuous spectrum L2cont(ω), where L
2
disc(ω) is the maximal closed subspace
spanned by irreducible G(R) × Hf -modules, and L2cont(ω) is the orthogonal
complement of L2disc(ω).
A representation occurring in L2disc(ω) will be called discrete. The dis-
crete spectrum contains the cuspidal spectrum L2cusp(ω), namely the closed
subspace spanned by functions f ∈ L2disc(ω) such that the integral over
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U(Q)\U(A) of f , and all its right-translates under G(A), vanishes, where
U is the unipotent radical of any proper parabolic subgroup, and the mea-
sure is normalized so that U(Q)\U(A) has unit volume. The complement of
L2cusp(ω) in L
2
disc(ω) is called the residual spectrum L
2
res(ω). The decomposi-
tion of discrete spectrum in to cuspidal spectrum and residual spectrum has
a refinement in the GLn case due to Langlands [15] and due to Mœglin and
Waldspurger [17]. The description of these results involves several notions,
but we recall only those that are directly relevant to this article; for more
details the reader may refer to the articles of Arthur [2] [1].
According to Borel and Casselman [5, §4], the contribution of the contin-
uous spectrum to the (g, K∞)-cohomology is trivial. Therefore we may, and
do, restrict our attention only to the discrete spectrum henceforth.
5.2. Residual spectrum
We use these notions in our special case summarized in §3.5. First, consider
the decomposition of L2disc(ω
−1
λ ) indexed by central characters ω : Q
×\A× →
C× of type ωλ:
L2disc(ω
−1
λ ) =
⊕
ω:Q×\A×→C×
ω∞=ω
−1
λ
L2disc(ω).
We now analyse the structure of a summand L2disc(ω). Consider the set of
tuples (L,W ), where L = GL(N1)×. . .×GL(Nm) is a standard Levi subgroup
of a (standard) parabolic subgroup, andW = W1⊗ . . .⊗Wm is an irreducible
subspace of the space of cuspidal automorphic representations of L(Q)\L(A).
Two such tuples (L,W ) and (L′,W ′) are defined to be equivalent if there
exists an m−tuple s = (s1, . . . , sm) of complex numbers such that the rep-
resentation defined by (L′,W ′) is conjugate (by an element in L(A)) to the
one defined by (L,W [s]), where
W [s] =W1[s1]⊗ . . .⊗Wm[sm], where Wi[si] = { φ | det |
si| φ ∈ Wi } .
The cuspidal support of Ψ ∈ Ξ is the set of all tuples in the equivalence class
(see [2, Lemma 6]).
Let Ξ be the set of equivalence classes, and Ξ◦ be the subset of those equiv-
alence classes Ψ ∈ Ξ such that Ψ contains an element (L,W ) satisfying
N1 = . . . = Nm, and V1 = . . . = Vm.
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The assumption that the central character of the representation (L,W ) is
equal to ω implies that there is precisely one such element (L,W ) in the
equivalence class Ψ (see [17, §1]). Due to Langlands [15], we have the follow-
ing decomposition:
L2disc(ω) =
⊕
Ψ∈Ξ
L2disc(ω)Ψ (10)
which has a refinement due to Mœglin–Waldspurger [17] in the GLn case.
Theorem 5.1. (Mœglin, Waldspurger) Let Ψ ∈ Ξ. Then
1. If Ψ 6∈ Ξ0, then L2disc(ω)Ψ ∩ L
2
disc(ω) = 0.
2. If Ψ ∈ Ξ◦, then L2disc(ω)Ψ ∩L
2
disc(ω) is irreducible and isomorphic to an
unique irreducible quotient of the induced representation I(V, s), with
s = (m−1
2
, . . . , 1−m
2
), obtained by normalized parabolic induction from
M to G(A) of the representation V1[s1]⊗ . . . Vm[sm].
Corollary 5.2. (Mœglin, Waldspurger) Let W be a representation of T/Q,
so that the representation (T,W ) is of the form µ1 ⊗ . . . ⊗ µn where µi :
Q×\A× → C× is a Hecke character over Q. Let Ψ ∈ Ξ be the equivalence
class containing (T,W ). Then,
1. only representations of the form µ ⊗ . . . µ such that µn = ω, in the
equivalence class Ψ, contribute to the residual spectrum L2res(ω).
2. L2disc(ω) ∩ L
2(ω)Ψ is isomorphic to the space spanned by the represen-
tation π = ⊗′pπp, where πp = µp ◦ det for all primes p.
In summary for G = GLn only the indexing set Ξ
◦ is relevant in the direct
sum (10):
L2disc(ω) =
⊕
Ψ∈Ξ◦
L2disc(ω)Ψ
∼= L2cusp(ω)
⊕( ⊕
µ:Q×\A×→C×
µn=ω
⊗′
p≤∞
(µp ◦ det)
)
︸ ︷︷ ︸
L2res(ω)
. (11)
Our main goal eventually is to understand the contribution of L2res(ω) to the
inner cohomology with the aid of the Borel-Garland map Φ•BG; see below
(13).
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5.3. Cuspidal cohomology
Let Vcusp(ω
−1
λ ) := C
∞
cusp(G(Q)\G(A)/Kf , ω
−1
λ ) be the subset of the space
of smooth cusp forms of V (ω−1λ ); smooth in the archimedean component, and
locally constant in nonarchimedean components. The cuspidal cohomology is
defined by
H•cusp(SKf , M˜λ) := H
•(g, K∞, Vcusp(ω
−1
λ )⊗Mλ).
Now consider the filtration of V (ω−1λ ):
Vcusp(ω
−1
λ ) ⊂ V(2)(ω
−1
λ ) ⊂ V (ω
−1
λ ) (12)
Let Coh∞(G, λ) be the set of isomorphic classes of essentially-unitary (uni-
tary up to twist by a central character) irreducible representations Vpi∞ of
G(R) with nontrivial (g, K∞)-cohomology with coefficients in Mλ. By a
result of Harish-Chandra, this set is finite. For V∞ ∈ Coh∞(G, λ), put
Vpi∞ = (Vpi∞)
K∞ , which is a (g, K∞)-module, and consider the following
spaces of homomorphisms (see [11, §3.2.3]):
Wpi∞ := HomG(R)(Vpi∞ , V (ω
−1
λ ))
W
(2)
pi∞⊗pif
:= HomG(R)×Hf (Vpi∞ ⊗ Vpif , V(2)(ω
−1
λ ))
W cusppi∞⊗pif := Hom(g,K∞)×Hf (Vpi∞ ⊗ Vpif , Vcusp(ω
−1
λ ))
Informally, the cardinality of these sets gives multiplicity (or weights, whence
the notation W ,) of the representation given by the respective domains in
their respective target spaces.
Let Coh(2)(G,Kf , λ), resp. Cohcusp(G,Kf , λ), be the set of isomorphism
classes of absolutely-irreducible Hf -modules πf for which there exists a π∞ ∈
Coh∞(G, λ) such that W
(2)
pi∞×pif
6= 0, resp. W cusppi∞×pif 6= 0. From 12, it follows
that
Cohcusp(G,Kf , λ) ⊂ Coh(2)(G,Kf , λ) ⊂ Coh∞(G, λ)
Due to Jacquet–Shalika [14], we have dimW cusppi∞⊗pif ≤ 1. On the other hand,
note that Theorem 5.1 of Mœglin-Waldspurger implies dimW
(2)
pi∞⊗pif
≤ 1.
Finally, we have the following result of Borel and Garland [6] that ‘approx-
imates’ square-integrable cohomology H•(2)(SKf , M˜λ), namely that there is a
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surjective map Φ•BG of Hf -algebras ([11, §3.2.3]):⊕
pi∞∈Coh∞(G,λ)
⊕
pif∈Coh(2)(G,Kf ,λ)
W
(2)
pi∞⊗pif
⊗H•(g, K∞, Vpi∞ ⊗Mλ)⊗ Vpif
Φ•BG−−→
H•(2)(SKf , M˜λ).
(13)
In particular the square-integrable cohomology, and hence its subspace the
inner cohomology, are semisimple as Hf -modules. On the other hand, due to
Borel [3], there is a canonical map of Hf -modules, which is an isomorphism:⊕
pi∞∈Coh∞(G,λ)
⊕
pif∈Cohcusp(G,Kf ,λ)
W cusppi∞⊗pif ⊗H
•(g, K∞, Vpi∞ ⊗Mλ)⊗ Vpif −→
H•cusp(SKf , M˜λ)
(14)
Therefore, comparing (14) and (13) we see that the cuspidal cohomology is
contained in the inner cohomology [11, §3.2.3]. Finally, taking in to account
of the filtration (9), we obtain the following refinement of the filtration of
the the full cohomology H•:
H•cusp ⊂ H
•
! ⊂ H
•
(2) ⊂ H
•. (15)
The main object of study in this article is the quotient Hf -module
H•!/cusp := H
•
! (SKf , M˜λ)
/
H•cusp(SKf , M˜λ).
6. Main result
We establish the main result of this article in this section. As always we
work in the setup of §3.5. In this section, we impose an additional hypohteis,
which is crucial for the results of this article, namely that n ≥ 2 is a prime
number. To emphasize further, we suppose that the rank of G = GLn, which
is n, is a prime number.
Proposition 6.1. Assume the hypothesis of §3.5. Suppose that n is a prime
number. Then
L2res(ω
−1
λ ) =
(
ω
−1/n
λ ◦ det
)⊗( ⊕
pi:type(pif )=ω
1/n
λ
πf
)
. (16)
18
Proof. The proper standard Q-parabolic subgroups of G are in one-to-one
correspondence with the nontrivial partitions of n, namely the partition n =
n1 + . . .+ nr, where the summands ni ≥ 1 corresponds to the the parabolic
subgroup that has unipotent radical U = GLn1 × . . . × GLnr . Since n is
a prime number, there is a unique partition n = n1 + . . . + nr such that
n1 = . . . = nr, namely the one with all ni = 1: it corresponds to the
standard Borel subgroup B.
Accordingly, the set Ξ0 consists of equivalence classes with unique repre-
sentatives (B,W ) where W is a one-dimensional representation of the torus
T (see Theorem 5.1). Hence, given a central character ω of G of type ω−1λ ,
the direct summand L2res(ω) in L
2
res(ω
−1
λ ) is spanned by the one-dimensional
automorphic representation π(ω) = µ ◦ det where µ is a Hecke character,
necessarily unitary, such that µn = ω; see (11):
L2res(ω
−1
λ ) =
⊕
ω:Q×\A×→C×
ω∞=ω
−1
λ
π(ω) =
(
ω
−1/n
λ ◦ det
)⊗( ⊕
pi:type(pif )=ω
1/n
λ
πf
)
.
The last equality follows from the fact that any algebraic Hecke character
of a given type is uniquely determined uniquely by its finite component (see
(3.4)).
The cuspidal cohomology is contained in the inner cohomology (15) and
injects into the square-integrable cohomology (14). On the other hand, the
cuspidal cohomology is the image of the cuspidal spectrum which is disjoint
from the residual spectrum, it follows that the inner cohomology classes are
obtained from the residual spectrum and is contained in the image of the map
(13). With the aid of the residual decomposition (16) we deduce that the
set of inner cohomology classes in H•(2) ⊃ H
•
! ⊃ H
•
cusp, that are not cuspidal,
must be contained in the image of H•(g, K∞, L
2
res(ω
−1
λ ) ⊗ M˜λ) under the
Borel-Garland map Φ•BG
Remark 6.2. Note that the map (13) is surjective onto H•(2), and it is not
necessarily the case that H•! = H
•
(2). Also, it is not necessarily the case that
the image of Resf (λ) generates the inner cohomology that are not cuspidal.
All we know at the moment is that it generates square-integrable cohomology
with the aid of Borel-Garland map Φ•BG.
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Before we prove the main result we establish some elementary results. Let π
be an automorphic representation of G(A); its archimedean component π∞
can be identified with a (g, K∞)-module on which the center Z(U(g)) of U(g)
acts by scalars, and the resulting map Z(U(g))→ C is called the infinitesimal
character of g.
Lemma 6.3. The (g, K∞)-cohomology H
•(g, K∞, (ω
−1/n
λ ◦det)⊗Mλ) is non-
trivial, only if Mλ ∼= ω
1/n
λ ◦ det. In that case
H•(g, K∞, (ω
−1/n
λ ◦ det)⊗Mλ)
∼= H•(g, K∞,C).
Proof. Wigner’s lemma [8, Chapter I, Corollary 4.2] gives a necessary condi-
tion for the nonvanishing of the factor H•(g, K∞, (ω
−1/n
λ ◦det)⊗Mλ), namely
that the representations (ω
−1/n
λ ◦ det) and M
∨
λ have the same infinitesimal
character, forcing the representation ρλ : G(R)→ GL(Mλ) to be ω
1/n
λ ◦det; in
other words, the coefficients of the cohomology H•(g, K∞, (ω
−1/n
λ ◦det)⊗Mλ)
must be the trivial module C.
Lemma 6.4. Let S0 = { 2l − 1 | 1 < l ≤ n, l odd }. Then
H•(g, K∞,C) ∼= H
•(SU(n)/SO(n),C) ∼=
∗∧
[{ ξi }i∈S0],
the exterior algebra over C generated by symbols ξi indexed by S0.
Proof. The (gln, O(n))-cohomology H
•(gln, O(n),C) is isomorphic to the ex-
terior algebra over C generated by elements taken one in degrees 2k−1, with
k odd, and k ≤ n (see [9, Page 28]. In our case, where instead of O(n) we
took K∞ = O(n)Z(R)◦, the exterior algebra H•(g, K∞,C) has no generators
in degree 1, because
H•(g, O(n),C) = H•(U(n)/O(n),C) = H•(U(1)× SU(n)/SO(n),C)
= H•(U(1),C)⊗H•(SU(n)/SO(n),C)
= H•(U(1),C)⊗H•(gln, K∞,C)
and the first factorH•(U(1),C) ∼= H1(gln, O(n),C), which is the cohomology
of the circle which is trivial in all degrees except in degrees 0 and 1 where
it is isomorphic to C, must be excluded to obtain the desired summand
H•(gln, K∞,C).
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Before we proceed further let us recall a result of Li and Schewermer [16,
Propositions 5.2 and 5.8] which are adapted to our needs after changing the
notation found therein. First let us recall that dimG(R) = n2, dimO(n) =
n(n − 1)/2, rankG(R) = n, and rankO(n) = (n − 1)/2. Consider a variant
symmetric space X ′Sym = G(R)/O(n) of the symmetric space XSym. Then
dimX ′Sym =
(
n+1
2
)
. let
a(n) :=
1
2
((
n + 1
2
)
−
(n+ 1
2
))
, b(n) :=
1
2
((
n + 1
2
)
+
(n+ 1
2
))
. (17)
Consider the integer intervals, where dimXSym =
(
n+1
2
)
− 1.
I := [0, dimXSym], I! := (0, a(n)), Icusp := [a(n), b(n)], Iirr := (b(n), dimXSym)
where we have the usual notation of intervals, yet, let us explain, for instance
I!, which is the set of all integers k such that k is strictly greater than 0 and
strictly less than a(n). Note that I is the disjoint union:
I = { 0, dimXSym } ∪ I! ∪ Icusp ∪ Iirr.
Remark 6.5. The notation hints at the final theorem of our paper, namely
the interval I! hints that the inner cohomology classes that are not cuspidal
occur only in this interval, while Iirr hints that the interval in question is
‘irrelevant’.
Theorem 6.6. (Li and Schwermer) [16, Propositions 5.2(ii) and 5.8]
1. Hkcusp(SKf , M˜λ) = 0 for k ∈ I \ Icusp.
2. The restriction rk : Hk(SKf , M˜λ) → H
k(∂SKf , M˜λ) is an isomorphism
for k > b, i.e. for all k ∈ Iirr.
Consider the following table containing the intervals where cuspidal coho-
mology may be nontrivial, for primes n = 2, 3, 5, 7, 11, where in a(n), b(n)
are defined as in (17), and S0 is the subset of the interval I = [0, dimXSym]
defined by
S0 := { 2l − 1 | 1 < l ≤ n, l odd }
given by the conclusion of the Lemma 6.4.
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Table 1: Inner cohomology degrees
n dimXSym =
(
n+1
2
)
− 1 Icusp = [a(n), b(n)] S
0
2 2 [3/4, 9/4] = { 1, 2 } ∅
3 5 [2, 4] { 5 }
5 14 [6, 9] { 5, 9 }
7 27 [12, 16] { 5, 9, 13 }
11 65 [30, 36] { 5, 9, 13, 17, 21 }
Lemma 6.7. The following isomorphisms hold:
H
dimXSym
!/cusp (SKf , M˜λ) = H
dimXSym
! (SKf , M˜λ)
∼= H
dimXSym
(2) (SKf , M˜λ) = H
dimXSym(SKf , M˜λ)
∼= H0! (SKf , M˜λ)
∼= H0c (SKf , M˜λ)
∼= H0!/cusp(SKf , M˜λ).
Proof. The boundary cohomology H
dimXSym
∂ in degree dimXSym is trivial,
since dim ∂S¯Kf = dimXSym − 1 so that in degrees strictly greater than
dim ∂S¯Kf the de Rham cohomology is trivial, the claim follows from de Rham
isomorphism (4) Therefore the restriction map rdimXSym , and hence the com-
position rdimXSym ◦Φ
dimXSym
BG is the zero map. From the definition of the inner
cohomology we have then
H
dimXSym
! = H
dimXSym
(2) = H
dimXSym . (18)
On the other hand, by the Poincare´ duality, namely that there exists a non-
degenerate pairing H0c ×H
dimXSym → C, (5) it follows that H0c ∼= H
dimXSym .
First consider the case where the prime n ≥ 3. From Table 6, we see that
the interval 0, dimXSym 6∈ Icusp. By Theorem 6.6(1), H
0
cusp = H
dimXSym
cusp = 0.
On the other hand, the map i0 is injective therefore H0!/cusp = H
0
!
∼= H0c (see
Remark 4.3). Now consider the case where the prime n = 2. Again, from
Table 6, we see that 2 ∈ Icusp but 0 6∈ Icusp. Consider the Borel-Serre long
exact sequence at degree 2,
H2(g, K∞,C)⊗ Resf (λ)
. . . H2c H
2 H2∂ H
3
c . . .
Φ2BG
j2
i2 r2 i3
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By Lemma 6.4, H2(g, K∞,C) = 0, thereforeH2! = 0, and now we run through
the remaining argument as in the n ≥ 3 case already considered above.
Proposition 6.8. 1. For primes n = 2 and n = 3, H•!/cusp(SKf , M˜λ) = 0.
2. For prime n = 5, resp. n = 7, Hk!/cusp(SKf , M˜λ) = 0 for all integers
k ∈ Icusp ∪ Iirr ∪ { 0 } except perhaps for k = 9, resp. k = 13.
3. For all primes n ≥ 11, Hk!/cusp(SKf , M˜λ) = 0 for all integers k ∈ Icusp ∪
Iirr ∪ { 0 }.
Proof. By Lemma 6.3 we may (and do) restrict our attention to the constant
coefficient system. By Lemma 6.4 Hk!/cusp = 0 for all k 6∈ S
0.
First we prove assertion 3. From Table 6 it is clear that Icusp ∩ S
0 = ∅
and in fact these are precisely such primes. Indeed, the maximal element in
S0 is 2n− 1 corresponding to l = n, and the minimal value of Icusp is a (see
(17)). Solving for n for which the inequality 2n− 1 ≤ a holds, we obtain the
desired claim. Now, it follows from Theorem 6.6(1), and the definition of the
inner cohomology that Hk!/cusp = 0 for all k ∈ Icusp∪ Iirr. As for the vanishing
of H0!/cusp, the restriction r
dimXSym is the zero map. Indeed, by Theorem
6.6(2) for all k > b the the restriction map rk : Hk(S¯Kf ,C) → H
k(∂S¯Kf ,C)
is an isomorphism. On the other hand, since dim ∂S¯Kf = dim S¯Kf − 1 =
dimXSym − 1 it follows that H
dimXSym
∂ , hence H
dimXSym , is trivial. But then
by Lemma 6.7, H0!/cusp is also trivial.
Now consider assertion 1. For prime n = 2, the set S0 is empty, and so
by Lemma 6.4 the inner cohomology vanishes for all degrees k = 1, 2, and
hence by Lemma 6.7 in degree k = 0 too. The argument assertions 1 for
prime n = 3 and 2 is same as that of the proof of the assertion 3 above,
provided the exceptions mentioned in the assertion 2 are excluded in the
argument.
Remark 6.9. 1. Proposition 6.8 implies that we may restrict our atten-
tion to the interval I! to find inner cohomology classes that are not
cuspidal, justifying the notation ! in I!.
2. The subset S0 may be viewed as the subset of those integers in I for
which the inner cohomology may be nontrivial, so that for integers
in the complement in I of this set S0 the inner cohomology is trivial.
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This also explains the choice of notation S0 with 0 in the superscript
position.
Now we prove the main result of the article. Let
Resf(λ) :=
⊕
pif∈Coh(2)(G,Kf ,λ)
type(pif )=ω
1/n
λ
πf .
The following Borel-Serre fundamental long exact sequence (3) at degree d
is a useful illustration of the following theorem.
Hd(g, K∞,C)⊗ Resf(λ)
. . . Hdc H
d Hd∂ H
d+1
c . . .
ΦdBG
jd
id rd id+1
Theorem 6.10. Assume that n is a prime number. For all primes n ≥ 2,
the quotient module H•!/cusp(SKf , M˜λ) vanishes if M˜λ is not isomorphic to
the constant sheaf C. So, suppose otherwise, i.e. M˜λ ∼= C, and let S0 =
{ 2l − 1 | 1 < l ≤ n, l odd }, then
1. for prime n = 2, 3, the module H•!/cusp(SKf ,C) = 0, and
2. for all primes n ≥ 5,
Hk!/cusp(SKf ,C)
∼=
{
0 for k 6∈ S0.
ker(rk|ΦkBG(Resf (λ)) for k ∈ S
0.
(19)
Proof. The first assertion and the first part of the second assertion is Propo-
sition 6.8. The second part of the second assertion is a consequence of Propo-
sition 16 and the definition of the inner cohomology.
Remark 6.11. As a final remark, we note that the some of the conclusions
of Theorem 6.10 could be more precise trading for simplicity. For instance,
in the case n = 5, it follows from the facts Icusp = [6, 9], S
0 = { 5, 9 } one has
H5! = H
5
!cusp because H
5
cusp = 0, and similarly for the other cases too.
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