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ABSTRACT
E cient aeronautical engines operate at higher pressure ratios and temperature, creating
challenges due to higher heat loads. Thermal radiation in aviation has conventionally
been treated as correction factors or scaled from experimental data. The complexity of
the radiative transfer equation (RTE) leads to computational costly solutions resulting
in simplified treatment. The goal of this work is to extend knowledge of non-gray gas
radiation modeling to gas-turbine combustor simulations under high-pressure conditions.
A one-dimensional temperature solver for combustor liners with thermal barrier coating is
developed first, and a non-gray wide-band spectral model for high-pressure conditions
is constructed subsequently. Both retrieve spectral properties of combustion gases from
high-resolution spectroscopy databases and a Monte Carlo ray tracing solver is used to
provide accurate solution of RTE in the gas phase. Frozen-field analysis of a model gas
turbine combustor shows heat fluxes concentrated downstream of the main flame brush.
Increase of pressure from 1 bar to 40 bar enhances peak radiation loads to the wall by
approximately ten folds. A wide-band model is subsequently proposed for gas and soot
under pressurized conditions. Improvement in radiative flux prediction is observed when
the band definition is carefully chosen around radiative emission peaks, although overall
the wide-band model approximates the gray solutions obtained using the MCRT solver
closely. Further research is needed to better characterize liner temperature by considering
more realistic radiative and convective heat load and TBC parameters. Improvement of





1.1 BACKGROUND ON COOLING TECHNIQUES IN AERONAUTICAL
ENGINES
Air-breathing aeronautical engines have evolved towards cleaner emission and increased
e ciency to comply with regulations to maintain economic relevance. Fuel consumption
is reduced by larger compression pressure ratios, higher turbine entry temperatures and
higher bypass ratios; however, it also increases heat loads towards the combustor liner [1].
Air cooling reduces liner temperature but increases nitric oxides emission. The ideal cooling
design would maintain the entire liner uniformly at its maximum temperature of the
material to avoid waste of cooled air. Therefore, large e↵orts are spent on optimizing the
air cooling ability of combustors and turbines. Film cooling is the injection of air through
annular slots axially along the inner wall, promoting a protective layer of air between
walls and hot combustion gases [1]. Since film cooling is disrupted by turbulent mixing
from the flame region, it is common practice to add more cooling holes downstream the
combustor to maintain the film cooling capacity. The film cooling is commonly augmented
by impingement cooling and e↵usion cooling as shown in Fig. 1.1. Impingement cooling
requires double liner wall design in which the cooling air is supplemented on the cold
side of the wall. E↵usion cooling, also known as transpiration cooling, is a method to
maintain the uniformity of the film by perforating the wall with a large number of small
1
Figure 1.1: Film cooling double wall aided by impingement cooling and e↵usion cooling.
holes. Ideally, the e↵usion holes should be small enough to block impurities from the air
and spaced in such configuration to maintain film cooling e↵ectiveness.
Although film cooling seems e↵ective at protecting the combustor liner from the
high convective thermal loads from flame, it does not protect it from the radiative loads
from the hot combustion gases. Since it is known that wall temperatures have surpassed the
melting limits of conventional metal combustor walls even with the air-cooling systems [2],
other protective measures are required. Coating the combustor inner walls and turbines
with a low heat-conductive and low emissivitiy ceramic layer, known as thermal barrier
coating (TBC), promotes additional shielding to the metal liner. In addition to being a
poor heat conductor and highly reflective, the ideal coating is chemically inert, has good
mechanical strength and resists wear and erosion [1]. The earliest TBC types were frit
enamels developed by the National Advisory Committee for Aeronautics (NACA) and the
National Bureau of Standards (NBS) [3]. These frit enamels were used throughout the
1950s until the flame-sprayed ceramic coatings were developed. That technology enabled
the ability of depositing more resistant materials such as alumina and zirconia-calcia. In
the 1970s, high-temperature plasma spraying techniques allowed TBC to make into be
suitable for the hot-section components of turbines.
Developed in the mid-1970s by National Aeronautics and Space Administration’s
(NASA) Lewis Center [3], modern combustor liners are generally composed of a three
layer structure: metal alloy (also referred as the substrate), the bond coat (usually
combined with the thermally grown oxide (TGO) layer), and TBC as shown in Figure
1.2. The substrate is generally composed of nickel or cobalt-based superalloy designed
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to withstand high temperature, oxidation, and corrosion [4]. The bond coat is a thin
layer, usually from 75µm to 150µm to protect the TBC from oxidation and from di↵usion
of elements from the metal alloy. Due to the high operating temperature of engines,
the bond coat inevitably oxidizes generating an adjacent layer known as the thermally
grown oxide (TGO). Aluminium di↵uses from the bond coat to the TGO layer through
chemical potential gradients causing chemical, microstructural and phase change [5]. It is
a known fact that the TGO is the main failure driver of TBCs [6, 7] due to volumetric
expansion beyond critical thickness growth. It also causes additional stresses, buckling and
even cracking of the top-coat. Another common growth strain is the thermal expansion
mismatch between the superalloy and the bond coat/TGO [5]. TBC is typically made of
yttria-stabilized zirconia (YSZ). Although zirconia can be stabilized by di↵erent oxides,
7-8% yttria ( 4 to 4.5 mol%) of Yttria (Y2O3) is the most desirable TBC phase due to its
low thermal conductivity and high melting point [2, 6, 7]. The two main TBC fabrication
methods are air-plasma sprayed (APS) deposition and electron-beam physical vapor
deposition (EB-PVD) [6]. The lower cost option, APS, is generally applied to stationary
parts such as combustor plates. In contrast to the grain-like microstructure of APS, the
EB-PVD coating has a long “columnar” appearance. These columnar microstructures
are resistant to stresses, erosion and thermoshock [7, 8]. Regardless of the manufacturing
methodology, the TBC top coat is highly porous.
1.2 OPTICAL PROPERTIES OF TBC
Not until the end of the 1970s were e↵orts made to measure the optical properties of
YSZ-TBCs. Due to the translucency of the zirconia, the emittance is also dependent
on the material underneath the ceramic layer. Liebert at NASA Lewis Center was one
of the pioneers in measuring normal emittance [9]. The optical properties of the TBC
system were found to vary significantly with the zirconia ceramic layer thickness. At small
thickness, the total hemispherical properties were a↵ected by the superalloy properties.
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Figure 1.2: The combustor liners are generally composed of three layers: TBC, TGO +
bond and metall alloy. The thickness of the three layers are described as  xc,  xbo and
 xm.
The optical properties were also found to vary little with surface roughness and surface
color. The TBC exhibited two distinct optical behaviors in the infrared wavelengths:
translucent in the shorter wavelength range and opaque at longer wavelength range,
separated by a transitional region. The wavelength range of the transitional region has
been found to be as low as 3 µm and as high as 8 µm [9, 10]. Since a great portion of
radiative heat transfer in high-pressure engines is concentrated in the lower wavelength
infrared region, proper description of the radiative behavior of the ceramic is needed.
Oak Ridge National Laboratory in the late 1980s and early 1990s pioneered in the
formulation of a model to describe radiative transfer through a semitransparent medium
on an opaque substrate [10]. Di↵erent from concurrent studies, researchers from Oak
Ridge approached the calculation of optical behavior of ceramic layers through radiative
transport parameters. As Liebert [9] recognized, relevant radiative properties of the
TBC system include not only surface properties of the metal engine walls, but also the
internal radiative behavior of the ceramic. Therefore, absorption coe cient, , scattering
coe cient,  s, refractive index, n, and scattering phase function,   are required to describe
the radiative transport within the TBC. Since the scattering behavior of porous ceramic
can be assumed isotropic [11], the scattering phase function is defined as   = 1. It is
important to note that absorption coe cient, scattering coe cient and refractive indices
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are not measured properties, but are derived parameters from transmittance, reflectance
and absorptance/emittance measurements.
The most frequently adopted technique to obtain the radiative transport param-
eters is the four-flux method [10, 12, 13, 14], which computes the collimated (specular)
and di↵use fluxes across the ceramic. If the absorption within the translucent region
can be assumed negligible, a two-flux method with no absorption simplifies the analysis.
Consequently, the scattering e↵ects are described by the internal reflectivities of the TBC.
Although a four-flux method is generally more accepted by ceramic engineers to solve
the radiative transport in highly scattering systems, the two-flux method seems to yield
great agreement with other methods with exception of the transitional region [14, 15].
The four-flux method applied to TBC is often referred to as the modified Kubelka-Munk
method [12], developed separately by Kulbelka and Munk to calculate properties of turbid
materials, and later modified by Makino et al. [13]. This method assumes that samples
are homogeneous plane layers of finite thickness and infinite length, so that the e↵ects of
the edges are negligible. In addition, to calculate the interfacial reflectivities, a perfect
dielectric assumption must be made, leading to an optically smooth surface treatment
with no internal radiative ray attenuation [10, 16, 11]. Since the absorption is generally
negligible in the translucent wavelength band, the imaginary part i of the complex
index of refraction m = n+ i is small [14, 15, 17] and perfect dielectric assumption can
be made. Subsequently, the internal and external reflectivities are calculated using the
Fresnel relations [18]. As reported by di↵erent studies, the refractive index remains nearly
constant in the wavelength range 0.5 µm to 5 µm [10, 11, 13].
Wahiduzzaman et al. found that the optical behavior of TBC can be simplified
using a two band approach [10] without a transitional region. A two-band approximation
is appropriate since the extinction coe cient rapidly increases at a critical wavelength,  c.
This leads to the ceramic opaque behavior above  c. Therefore,  c is assumed to be the
cut-o↵ wavelength where the absorption e↵ects surpass the scattering e↵ects. The critical
wavelength was found to be approximately 5µm for the prepared samples of 8%YSZ with
5




the translucent band [10]. They also pioneered the study on the e↵ect of soot deposition
on the TBC. The soot layer was assumed of small thickness and, consequently, of uniform
temperature with wavelength independent emissivity. The TBC temperature was found
to increase by approximately 50K with the layer of soot.
Although the radiative transport parameters were successfully measured by the
Oak Ridges National Lab, all 8%YSZ samples were freestanding at room temperature
without metallic substrate. Eldrigde et al. [19] from NASA Glenn Research Center further
characterized YSZ TBC using di↵erent compositions (13.5%YSZ and 8%YSZ) at di↵erent
temperatures, freestanding and with substrate. At room temperature, the hemispherical
properties from a freestanding 13.5%YSZ single crystal are shown to be transparent to
wavelength below 5µm and opaque at wavelengths above 10 µm independent of thickness.
However, the transition region (5µm to 10µm) was found to depended on thickness due
to partial absorption.
Plasma-sprayed freestanding 8%YSZ showed quite di↵erent behavior from single
crystal. First, the thickness reduces transmittance and increases reflectance in the
translucent region. Second, the absorption increases in the transition region. In addition,
the increase in temperature shifts the cut-o↵ wavelength to lower wavelengths. Lastly,
8%YSZ deposited on graphite and on nickel superalloy at room temperature presented
a clear increase of absorption in translucent region due to the substrate in relation to
freestanding ceramic. The team at NASA Glenn Research Center released updated data
of the absorption coe cient and scattering coe cient in 2008 for freestanding room
temperature ceramic and in 2009 for temperatures up to 1360 C [14, 15]. The scattering
coe cient was found to not considerably change with the temperature increase and,
as shown in previous studies, the absorption coe cient exhibited a shift of the cut-o↵
wavelength towards lower wavelengths.
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1.3 THERMAL RADIATION IN COMBUSTOR ENVIRONMENT
The knowledge of convective and radiative heat fluxes from the flame are of critical
importance to combustor design. The understanding of the temperature distribution with
both the TBC and substrate improves the prediction of the lifespan of combustor plates.
In addition, understanding the radiative flux from flame is of great importance to predict
liner durability. In order to properly solve for the radiative transfer within the combustor
flame region, it is necessary to know the radiative properties of combustion products.
Both the nonluminous portion of the flame (gases) and luminous portion of the flame
(soot) contribute to radiation within the combustor. The combustion gases do not scatter
much radiation, but selectively absorb and emit radiative energy. This behavior requires
spectral models to account for those variations within the electromagnetic spectrum.
Many spectral models have been developed, such as the Line-by-Line (LBL) models [20,
21, 22], narrow-band models [16, 20, 23, 24, 25], wide-band models [26, 27], and total
emissivities and absorptivies models [28, 29, 30]. An in-depth discussion of each model
can be found in Chapter 2. LBL calculations provide detailed information from every
single spectral line from high-resolution databases [16, 31]. Although LBL models yield
the most accurate information, but they are computationally expensive. Narrow-band
models replace the actual absorption coe cient by smoothing values over a small spectral
range, resulting in a large number of bands. A less computational costly approach is the
wide-band model, where radiative properties are averaged over fewer but wider bands [16,
26]. Total emissivities and absorptivies models are generally based on charts such as
those developed by Hottel [28, 29]. As the name indicates, the total absorptivity and
emissivity of individual gases are curve-fitted for a given temperature and pressure and
their individual e↵ects are aggregated into a final value. This summation is also known as
“weighted sum-of-gray-gases”.
With radiative transport properties of TBC system, combustion gases and soot,
the fluxes from combustor flame region to the combustor wall can be calculated by solving
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the Radiative Transport Equation (RTE). Even for one-dimensional, plane-parallel media,
the exact solution of RTE is challenging to obtain. Therefore, it is most common to
solve RTE using simplifications based on system specific assumptions. These RTE solvers
are generally classified into statistical methods or approximation methods. Statistical
solvers, such as the Monte Carlo Ray Tracing (MCTR) method, yield radiative heat
transfer prediction as close as possible to exact solutions. Moreover, MCRT can be applied
to complex geometries with relative ease. MCRT consists of tracking the history of a
finite number of photons bundles from emission location to absorption location through
random number relations [11, 16, 32]. Due to the large quantity of rays required, the
MCRT method is associated with high computational cost. MCRT is the only method
that allows for e cient line-by-line calculation since rays are also spectrally traced. The
approximate methods are generally classified into Di↵erential or Moment methods, or
Spherical Harmonic methods (PN) [11, 16, 33], and Discrete Ordinate methods (SN or
DO) [16, 34]. Both PN and SN methods are widely used in engineering applications due
to its low computational cost. Further discussion on RTE solver is found in Chapter 2.7.
1.4 OBJECTIVES
This work aims at improving radiation modelling for better prediction of wall temperature
under engine-relevant conditions. A one-dimensional heat transfer model is developed in
Chapter 3 to solve for combustor liner temperature considering non-gray flame radiation.
The flame radiation is solved by the statistical MCRT method with LBL spectral model
based on the high-resolution database HITEMP-2010 [35]. The MCRT-LBL method
allows spectral dependent information from the flame region to be related to the spectral
dependency of the TBC system. In Chapter 4, a wide-band model is developed for
non-gray combustion gases and soot. The spectral model incorporates averaged spectral





Thermal radiation is energy emitted by matter at equilibrium at a finite temperature [36]
due to the molecular and atomic agitation associated with their internal energy. Radiation
can be emitted at all wavelengths but thermal radiation comprehends the wavelengths from
0.7µm to 1000µm. Two main theories have been developed to solve for the propagation
and interaction of electromagnetic radiation with matter: classical electromagnetic wave
theory and the radiative transfer theory. The study of the interaction of electromagnetic
radiation with matter from both classical and quantum mechanics point of view yields
the prediction of radiative properties of media and these parameters are used in the
radiative transfer equation (RTE). Basic radiation concepts in Section 2.1 are required
to solve the RTE for participating media. Section 2.2 describes gases radiation from the
quantum mechanics approach. LBL, band models and total emissivity and absorptivity
spectral models are reviewed in Sections 2.3, 2.4, 2.5, respectively. Section 2.6 introduces
radiative soot modeling and Section 2.7 reviews statistical methods, such as MCRT, and
approximate methods, such as PN and DO methods, to solve the RTE.
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2.1 BASIC RADIATION CONCEPTS
2.1.1 Blackbody Emissive Power
Blackbodies are not real bodies, but an ideal case that real surfaces can be compared to.
A blackbody absorbs all the incident radiation regardless of wavelength and direction. At
thermal equilibrium, the blackbody is a perfect emitter. Since this emission is independent
of direction, blackbodies are considered di↵use emitters. A blackbody emissive power in a
medium with constant refractive index n for a certain wavelength   is determined by the






, (n = const.) (2.1)
where h is Planck’s constant, c0 is the speed of light in vacuum, and k is Boltzmann’s
constant. The blackbody emissive power is known as a radiation limit since no body can
emit more than a blackbody at a specific temperature T and wavelength  . Integrating
Eq. (2.1) over the entire spectrum gives the total blackbody emissive power, Eb,





where  =5.67x10 8 W/m2K is the Stefan-Boltzmann constant.
2.1.2 Fraction of Blackbody Emissive Power
As shown in Eq. (2.1), the blackbody emissive power changes with wavelength. The
fraction of energy emitted with certain range of wavelength [ 1, 2] over the total emissive







The fraction F 1! 2,b is conventionally determined using the fraction of blackbody emissive
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power contained between 0 and n T as F 1! 2,b = f(n 2T )  f(n 1T ), where f(n T ) is
often tabulated [11] because evaluation is computationally involved.
2.1.3 Radiation Intensity and Fluxes of Interest
Although it is intuitive to express heat transfer for a surface in emissive power or flux
terms, radiation is better described in terms of intensity, I. Since radiation is emitted by
all parts of a surface in all directions, it is common to represent the direction quantity of
radiation in spherical coordinates. If radiation is emitted uniformly in all directions, the
emissive power is su cient to describe the flux. For example, the energy emitted by a
blackbody per unit normal area is the same in all directions. However, this is not true for
real bodies. Before describing the energy in terms of intensity, the directionality of radia-
tion must be derived in terms of zenith angle ✓ and azimuth angle   as shown in Figure 2.1.
Figure 2.1: Radiation intensity dependence on spherical coordinate angles.
Consider a radiating surface area dA. Radiation is projected from the di↵erential
area to surroundings hemispherically. Therefore, the intensity reaching another surface
or a detector must be described in terms of a solid angle ⌦. A projected area dS can be
derived by calculating the two arc lengths of the longitudinal and latitudinal sides of dS.
Starting with the change in angle from   to  + d  of a hemisphere of radius r, the arc
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Figure 2.2: Emission from a di↵erential element dA into hemispherical di↵erential element
dS.
angle of the longitudinal side is rd . Since there is the zenithal e↵ect on the arc angle,
then it becomes rsin✓d  as shown in Figure 2.2. Similarly, the latitudinal side arc length
is rd✓. Then, the di↵erential area dS is defined as
dS = r2sin✓d✓d , (2.4)












Ib  cos ✓ sin ✓d✓d . (2.6)























If the radiation field can be assumed independent of the azimuthal angle [37], Eq. (2.8)









An often used intensity is the incident radiation and it is defined as the total





Figure 2.3: Directional intensity onto and away from a surface.
2.1.4 Radiation Net Flux
The heat flux at wavelength   is the net rate of energy flowing across an unit area along













It is convenient to describe the contribution of fluxes as ’emitted’ or ’outward’












These two fluxes are given special names: irradiation and radiosity. Irradiation
is the account of all the spectral intensity incoming onto a surface and it is defined by H .
In contrast, the averaged intensity leaving a surface when accounting for all the intensity
emitted and reflected from the surface is often referred to as spectral radiosity J ( ), as
shown in Figure 2.4. Using both irradiation and radiosity, Eq. (2.13) can be written as
















Figure 2.4: Surface radiosity is the flux leaving a surface accounting for the emission of
the surface as well as the reflected portion from the incident radiation.
2.2 RADIATIVE PROPERTIES OF GASES
Most of the early work on gas radiation was done by astronomers and astrophysicists who
were concerned about the spectra of stars and planetary atmospheres. Known names such
as Goody and Young [24], Eddington [38] and Chandrasekhar [37], advanced the concepts
of radiative gases in the stellar field. Early measurements of radiation from carbon dioxide
and water vapor were performed by Parschen in 1894, but not until 1924 did those
calculations make their way into combustion engineering through the work of Schack as a
correction to the convective heat flux [29]. Hottel’s experimental work [28, 29] pioneered
the application of radiative properties to combustion gases. Hottel’s methods were to
calculate the e↵ective total absorptivities and emissivities from experimental data and
tabulate them into temperature and pressure dependent charts. Although Hottel’s charts
have been widely used, they ignore the strong spectral selectivity of combustion gases.
Many models have been created to describe this spectral behavior. Before presenting
them, the physics of gases is briefly introduced.
When an atom or a molecule absorbs or emits a photon, the quantity of energy
of the atom or molecule is raised or reduced, respectively. This energy is referred to as
quanta and defined by Planck-Einstein relation:
 E = Eupper   Einitial = h⌫. (2.17)
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Therefore, emission is defined as the change from an upper energy state to a lower energy
state releasing a photon, and absorption occurs when a molecule or atom changes from
a lower to higher energy state absorbing a photon [39]. Figure 2.5 exemplifies these
transitions.
Figure 2.5: Absorption and emission transition in an atom or molecule.
The understanding of how the energy of a system promotes absorption or emission
is described by quantum mechanics. Louis De Bröglie was the first to propose that all
particles are associated with waves where their frequency is given by Planck’s law [16].
Although Werner Heisenberg and Erwin Schrödinger formulated di↵erent versions of the
postulate to describe this proposed wave behavior of particles, the most common method is
the latter due to its simplicity of partial derivative versus Heisenberg’s matrix format [40].
Even with the correct formulation Schrödinger incorrectly interpreted the meaning of the
equation as the charge density. Max Born corrected the interpretation by proposing it
as the probability amplitude, in other words, the probability of finding the particle in a
certain location [23, 40]. The Schödinger equation can give us the discrete levels of energy








+ V (x) (x) = E (x), (2.18)
where h̄ = h/2⇡, E is the total energy of a particle, m is the particle’s mass, V (x) is the
potential energy, and  (x) is the wave function at location x. The energy absorbed or
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emitted by a particle can be stored into vibrational, rotational and electronic modes. Since
only vibrational and rotational modes are relevant to heat transfer, we will focus on both
throughout this section. The vibrational transition can be obtained by observing 2.18 with
a simple harmonic oscillator model. For simplicity, we will assume a diatomic molecule as
two solid masses, m1 and m2, vibrating attached by a spring. Then its potential energy
can be written as V (x) = 1/2kx2, with x as the spring displacement and k as the spring















 (x) = 0 (2.19)







(v + 1/2) = h⌫(v + 1/2), v = 0, 1, 2..., (2.20)










. The vibrational energy levels based on
Eq. (2.20) are equally spaced by h⌫ as shown in Fig. 2.6. It is important to note that the
lowest vibration energy state, or ground state, with v = 0 is 1/2h⌫ and not zero.
The rotational transitions can be analyzed with a rigid rotator model for a
diatomic molecule by defining each atom as a solid mass, m1 and m2, fixed by a rigid rod
of length r as shown in Fig. 2.7. Knowing that the kinetic energy is K = 1/2I!2a and the
moment of inertia for a diatomic molecule is I = m1r21 +m2r
2
2 = µr


















Y (✓, ) = EY (✓, ). (2.22)
17
Figure 2.6: Energy levels of a quantum-mechanical harmonic oscillator.
Figure 2.7: Two masses, m1 and m2, attached by a rigid bond rotating from their center
of mass.





J(J + 1), J = 0, 1, 2, ..., (2.23)
where J is the rotational quantum number. By convention, the rotational energy is often












is the rotational constant [40]. Combining the vibrational and rotational e↵ects, rotovi-
brational transitions can be written as
Ẽj,v = G(v) + F (J), v = 0, 1, 2... and J = 0, 1, 2... (2.26)
However, when atoms move closer to each other, repulsive forces act on them.
Similarly, when they move away from each other, attraction occurs. The molecules don’t
behave exactly to the idealized SHO model but with anharmonicities that a↵ects the
spacing between energy levels. Models are required to describe this anharmonicities and
the simplest model is the Börn-Oppenheimer Approximation, which regards vibration
and rotation as independent and the nuclear motion negligible [39]. So the transitions
generating each spectral line include a simultaneous change in vibration number, v, and
rotational quantum number, J . Following the selection rules for both the SHO and rigid
rotator models, the only allowed transitions for both quantum numbers are expressed as
 v = +1 and  J = ±1. (2.27)
As shown in Eq. (2.27), the rotational quantum number can either increase or
decrease by 1, then for every combined transition two branches of spectral lines can emerge.
The R branch is associated with the increase in rotational quantum number ( J = +1)
and P branch is associated with a decrease in rotational quantum number ( J =  1).
Figure 2.8 illustrates how CO2 gas transitions can be observed in the infrared spectrum
in terms of absorption coe cient. For example, CO2 vibrational transitions are due to
three possible vibrational modes as shown in Table 2.1.
Table 2.1: Vibrational transitions of CO2.
Transition Wavenumber [1/cm] Wavelength [µm] Type
v1 1388 2.7 Symmetric stretch
v2 667 12.5 Asymmetric stretch
v3 2349 4.3 Bend
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Figure 2.8: Transitions of CO2 molecules in terms of absorption coe cient.
By assuming that a system of N particles has a total energy U, the energy of
individual particles are assumed to take discrete value Ei. Then, the number of particle










where kB is the Boltzmann’s constant. Since the sum of probabilities must equal to unity,






  EikBT . (2.30)
The partition function is named because it expresses the partition, or distribution,
of energies over the various energy levels [41]. The system energy U can be written as the
combination of be translational, rotational, vibrational and electronic energies:







Then the partition function can be written as
Q = Qtrans ·Qrot ·Qvib ·Qelec. (2.32)
Each state is represented by a wave function with an associated energy where the
state i represents the molecule at ith rotational state, ith vibrational state and etc. Thus,
we can write the partition function as the summation over levels scaled by degeneracies,






Since translational transitions are radiationless transitions, or a transition be-
tween two states without an emission or absorption of a photon, it is not taken into
account in the calculation of gases radiation. In addition, electronic transitions require
substantial amounts of energy beyond the infrared spectrum [16] and it is also disregarded
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in this work. Knowing that each rotational energy level has a degeneracy of gi = 2J+1, or
the di↵erent measurable states of a rotational energy Ei, the rotational partition function













where   is the molecule-dependent symmetry factor. For example, CO2 symmetry factor
is   =2 and CH4 is   =12. Polyatomic molecules modelled as rigid-rotators present three
principal moments of inertia (Ia, Ib, Ic) based on axes passing through the center of the
molecule orthogonal to each other. Symmetric linear polyatomic molecules’ moment of
inertia are assumed Ia = Ib and Ic ⇡ 0. Since rotational spectra are created by permanent
dipoles, symmetric linear polyatomic molecules can be treated as diatomic molecules.





Similarly, the vibrational partitionQvib can be evaluated with the simple harmonic
oscillator model. This simplification can be safely assumed for lower vibrational levels
(lower temperatures and no rotational and vibrational interactions). Assuming the











where ⌘e,i is the fundamental wavenumber of i th vibrational mode.
22
2.3 LINE BY LINE ABSORPTION COEFFICIENT
The line-by-line spectral model is closely related to the physics of gases discussed above.
A first collection of line-by-line spectral data was conducted by the Air Force Cambridge
Research Laboratories and published in 1973 [43]. Lately, the database has been maintained
by the Harvard-Smithsonian Center for Astrophysics and named HITRAN (HIgh resolution
TRANsmission molecular absorption) [44, 45, 46, 47]. The same group created a higher
temperature database to accommodate temperature up to 3000K named HITEMP [35].
This database aids the creation of absorption coe cients for combustion gases per spectral
line. This section will lay out the procedure required to obtain the absorption coe cient
from HITRAN and HITEMP as used in this work.
Knowing that photon goes through spontaneous emission, induced stimulated
emission and absorption, coe cients of probability must be given to each possible process.
Albert Einstein derived proportionality constants to describe those probabilities [16, 39,
40, 48] as shown in Fig. 2.9. Starting with a molecule in an initial state (State 1) exposed
to an electric field of energy density per unit frequency, also known as spectral density
⇢(⌫), the probability that a molecule absorbs a quantum and goes to an upper state (State
2) is defined as B12⇢(⌫), where B12 is Einstein’s coe cient of absorption. Similarly, the
probability that a molecule in State 2 emits a quantum and go back to State 1 is defined
as B21⇢(⌫), where B21 is Einstein’s coe cient of induced emission. Lastly, the probability
that a spontaneous emission occurs from State 2 to State 1 without the presence of spectral
density is defined as A21, where A21 is the Einstein’s coe cient of spontaneous emission.








where T⌫ is the transmittance, I⌫ is the spectral intensity at frequency ⌫, s is the path
length and ⌫ is the absorption coe cient defined as:
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The change in intensity in a small frequency interval  ⌫ is a combination of emission and
absorption by the system, then:
(dI⌫) ⌫ = induced emission + spontaneous emission   induced absorption. (2.40)
If spontaneous emission is assumed to be zero for a collimated beam of light,
then the induced terms can be derived based on number of molecules per area, dx, in
State 1, or N1dx, and, similarly, the number of molecules per area, dx, in State 2, or
N2dx. The probability of a molecule in State1 that is exposed to radiation of spectral
density ⇢(⌫) and absorbs enery to move to State 2, is
induced absorption = (N1dx)(B12⇢(⌫))(h⌫). (2.41)
Similarly, the probability of a molecule undergoing induced emission from State 2 to State
1 is
induced emission = (N2dx)(B21⇢(⌫))(h⌫). (2.42)
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If ⇢(⌫) = I⌫/co, where co is the speed of light, then













Assuming equilibrium where N1B12⇢(⌫)   N2(A21 + B21⇢(⌫)) = 0 and no spontaneous
















Integrating ⌫ over the absorption line yields the“integrated absorption” for the absorption





Since the line strength depends on the number density, N1, and on temperature,
T , the Boltzmann fraction can be used to express the individual line strength for a
transition as function of temperature [39, 46, 49]:


































The parameters in Eq. (2.47) are provided by HITRAN and HITEMP and are summarized
in Table 2.2.
The infrared spectrum can be divided in discrete bands, i. The band strength is
defined as:
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Table 2.2: HITRAN/HITEMP database variables [39, 46, 49].
Molec Molecule id in the database (i.e., 1 for CO2, 2 for H2O, etc.)
Iso
Isotope number (1 = most abundant, 2 = second most abundant,
etc.)
⌘0 wavenumber of line center [cm 1]
Sj(T0)
Linestrength [cm 1/(molecule cm 2)] at the reference tempera-
ture
Aj
Einstein-A coe cient of spontaneous emission [s 1] for the
transition
 air
Air-broadening coe cient [cm 1 atm 1] (HWHM) at T0=296K
[Note: This is the halfwidth, not the fullwidth (2 air)]
 self
Self-broadening coe cient [cm 1atm 1] (HWHM) at T0=296K
[Note: This is the halfwidth, not the fullwidth (2 air)]
E
”
j Lower-state energy [cm
 1] relative to the zero vibrational level
nair






2.3.1 Line Broadening and Line Profiles
A relationship between the probability of transitions and spectral intensity has been
derived in Eq. (2.46). However the structure of a line intensity Sj is not monochromatic as
shown in Fig. 2.10, but rather a distribution of intensity within a small but finite interval
as shown in Fig. 2.11.
There are a few broadening e↵ects, including oscillation within the energy state
due to the uncertainty principle, temperature and pressure of the system. Since the
particle position and momentum are complementary variables, the uncertainty principle,
also known as Heinsenberg’s principle, defines that we cannot have a discrete spectral
intensity but a distribution of it surrounding at a specific frequency. Generally, this e↵ect
is attributed as natural broadening of the lineshape. Since the broadening caused by
temperature and pressure are much larger than natural broadening, this work focuses
on the latter ones. Figure 2.11 shows some basic concepts that are commonly used to
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Figure 2.10: Absorption coe cient versus frequency with line width  ⌫.
describe lineshapes. The lineshape is described by a peak at frequency ⌫0 with maximum
value of  (⌫0) and width  ⌫ at the width at half the maximum value (fullwidth at half
maximum or FWHM). Halfwidth at half maximum (HWHM) is commonly used, is 12 ⌫.
Temperature defines the kinetic energy distribution of the system. Higher
temperature yields larger distribution of particle velocities and therefore causes broadening
of the spectral intensity. This e↵ect on the line shape is generally referred to as Doppler
broadening. According to the Doppler e↵ect, the apparent frequency increases if the
motion is towards the observer and decreases if the motion is away from the observer. At
thermal equilibrium, the Maxwell velocity distribution determines the molecular velocity
range and the line profile can be found. Each particle in a velocity range can be sorted
into velocity classes and have their own Doppler shift. This distribution of velocity classes

























Figure 2.11: Sample lineshape as a function of frequency emphasizing the full width at
half maximum (FWHM).






Lastly, the higher the pressure within the system, the larger the probability of
particle collision. This collision broadening e↵ect is known as Lorentz broadening. During
molecule interaction via collision, energy might be distributed among the itself molecule
and/or transferred between molecules. The distance between two molecules right before




( A +  B), (2.52)
where  A and  B are the diameters of molecules A and B, respectively. With the associated
optical cross-section area ⇡( AB)2, the number of collisions per second of a single molecule





where NA is the number density of species A, c̄ is the mean relative speed of the molecules
given by c̄ =
p
(8kBT/⇡µAB), and µAB is the reduced mass. The total collision frequency




















where  B A is the process-dependent collisional broadening coe cient often used in
standard databases. The variation of the broadeing coe cient is often modeled using the
approximation






where nA is the temperature-dependent coe cient for broadened half width of molecule A.
By combining Eq. (2.56) and Eq. (2.55), we can obtain a useful equation to calculate the
Lorentz HWHM for a gas at pressure P, at temperature T, based on its partial pressure






( A(pref , Tref ) · (p  pB) +  B(pref , Tref ) · (pB)), (2.57)
where  A is the molecule A broadened half width at half maximum (HWHM) pref and
reference temperature Tref , and  B is the molecule B self-broadened half width at half
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maximum at reference pressure pref and reference temperature Tref .
It is important to properly define the line profile since its shape determines how
the spectral line intensity changes with pressure, temperature, optical path length and
properties of radiating gas [23]. The line intensity can be scaled by lineshape functions
( ) to accommodate those line broadening e↵ects to obtain the absorption coe cient
⌫ = Sj  (⌫). (2.58)
For combustion processes, pressure and temperature broadening are relevant
and an appropriate line shape should accommodate both e↵ects. Voigt lineshape profile
combines both e↵ects, assuming that Doppler broadening is decoupled from collision
broadening and natural broadening is negligible in relation to collisional broadening [39,
50]. The Voigt profile is expressed in terms of the Voigt functions V (a, w) as






a2 + (w + y)2
=  D(⌫0)V (a, w) (2.59)








ln 2(⌫   ⌫0)
 ⌫D






Figure 2.12: Absorption coe cient at 2400K and 44.8 atm generated from HITEMP-
2010 using Voigt progile. (LEFT) Fundamental band ⌫2 centered at 667 cm 1 (15 µm).
(CENTER) Fundamental band ⌫3 centered at 2284 cm 1 (4.3 µm). (RIGHT) Although
not a fundamental band, 3650 cm 1 (2.7 µm) has strong infrared spectrum.
where u is the molecule mean velocity. The most frequently used numerical approximation
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Figure 2.13: CO2 absorption coe cient from 200 cm 1 to 4000 cm 1 at fixed (a) p=20
bar and (b)p=50 bar varying temperature 800 K, 1500 K and 2400 K.
Figure 2.14: H2O absorption coe cient from 200 cm 1 to 4000 cm 1 at (a) p=20 bar and
(b) p=50 bar at 800 K, 1500 K and 2400 K.
to the Voigt lineshape (also used in this work) has been given by Humĺıcek [50]. Figure
2.12 shows that the two CO2 infrared active fundamental bands ⌫2 and ⌫3 [24] and 2.7µm
band generated from HITEMP-2010 database using the Voigt profile.
The e↵ects of pressure and temperature are observed in Fig. 2.13, Fig. 2.14 and
Fig. 2.15. The pressure increases reflects on larger absorption coe cient, as the increase
in temperature reduces the absorption coe cient. CO2 main absorption peaks occurs at
the described band in Fig. 2.12.
However, as mentioned above, the Voigt profile assumes the Doppler (temper-
ature) and the collisional (pressure) broadening are independent. This assumption can
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Figure 2.15: CO absorption coe cient from 200 cm 1 to 4000 cm 1 at (a) p=20 bar and
(b) p=50 bar at 800 K, 1500 K and 2400 K.
lead to up to 100% in deviation from the empirical measurement at higher pressures [51]
in which the highest deviation is concentrated in the far-wings of the line. This lineshape
error is attributed to high-pressure line mixing due to collision-induced population transfer.
Many methods have been developed to correct this collision deviation, where  -factor is
the most widely used [51, 52, 53, 54]. In addition, other lineshapes have been proposed to
correct this collisional error with Hartmann-Tran lineshape as the most recent update
included in HITRAN-2016 [55, 56, 47]. It should be noted that the prediction of thermal
radiative heat transfer is expected to be insignificant with  -factor improvement and
update in lineshape. However, more quantification should be conducted to understand
the impact.
2.3.2  -Factor
All lineshape models discussed above assume impact approximation. Defining a collision
time as ⌧c, the impact approximation assumes that ⌧c is much smaller than the interval time
⌧0 between successive collisions [57]. It is well known that the impact approximation limits
the validity of the spectral intensity to regions near the center of the line with the most
intense transitions. However, with the increase in molecular collision at elevated pressures,
this approximation breaks down mostly in the far wings of the spectral lines. Empirical
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corrections have been proposed to correct this limitation in high-pressure systems, with
the  -factor as the most widely used. This method presents a frequency-dependent line
shape correction to modify Lorentz and Voigt profiles at the far wings. This method is
highly dependent on the accuracy of the laboratory experiments.
The  -factor approach can be applied Voigt lineshape. This factor is independent
on the line in a given spectral region, so that the absorption coe cient for a highly
diluted binary mixture with radiator and perturber densities Na and Np, respectively, at
temperature T is
(⌘, Na, Np, T ) =
X
j
NaSj(T )⇥  voigt(⌘, Na, Np, T )⇥  a p(⌘   ⌘j, T ). (2.61)
In case of any mixture, the binary  a p function is replaced by its weighted average









where  a ↵ is defined by Eq. (2.56). To test the overall e↵ect of the  -factor, this work
takes upon the equations provided by Perrin et al. [52] for 4.3µm band as shown in Table
2.3. The  -factor is retrieved from experimental data from 0 to 60 bar and 296 to 773 K.
Table 2.3: Analytical expression for the   factor.
| ⌫| (cm 1)  a ↵( ⌫, T )
CO2-CO2 CO2-N2
0< | ⌫| <  1 =3 0< | ⌫| <  1 =3 1
 1 < | ⌫| <  2 =30  1 < | ⌫| <  2=10 exp[ B1 · (| ⌫| ·  1)]
 2 < | ⌫| <  3 =120  2 < | ⌫| <  3 =70 exp[ B1 · ( 2    1)  B2 · (| ⌫|   2)]
| ⌫| >  3 | ⌫| >  3 exp[ B1 · ( 2    1)  B2 · (| ⌫|   2)
 B3 · (| ⌫|   3)]
where Bl is the fitted parameters from experimental data shown in Table 2.4.
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Bl(T ) = al + bl · exp( clT ), l = 1, 2, 3. (2.63)
Table 2.4: Values of the empirical parameters to compute the  -factor [57].
CO2 CO2
a b c
B1 0.0888 -0.160 0.00410
B2 0.000 -0.0526 0.00152
B3 0.0232 0. 0.
CO2 N2
a b c
B1 0.416 -0.354 0.00386
B2 0.00167 0.0421 0.00248
B3 0.0200 0. 0.
Farooq et al. [51] applied the  -factor from Perrin et al. [52] to the Voigt profile
and compared to measurements of CO2. The deviation of pure Voigt can be up to 100%
on the far wings in comparison to less than 30% when combined with  -factor in the far
wings and less than 60% near the band center.
2.3.3 Hartmann-Tran Lineshape
As shown by the  -factor adjustments to the far wings of the bands, more accurate
line profiles are required to interpret and reconstruct molecular spectra at high-pressure.
Those profiles are generally referred to as beyond Voigt or non-Voigt line-shapes [55, 57].
Ngo et al. [58] proposed a new line profile to include binary collisional e↵ects taking into
consideration the molecules’ velocity changes (VC) after collision.
Originally named partially-Correlated quadratic-Speed-Dependent Hard-Collision
(pCqSDHC) but more commonly referred to as the Hartman-Tran profile, it is now
considered to be the most accurate profile [47] and its parameters have been added to
HITRAN-2016 database. Although, to the authors knowledge, only parameters revelant
to H2 lines have been added to high resolution databases.
The Hatmann-Tran profile is defined by a set of seven parameters:
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  [-] kappa HT self
⌫V C(T ) =
⌫̃V C(Tref )(Tref/T ) p
Correlation
parameter
⌘ [-] eta HT self ⌘(T ) = ⌘
HTP( D, 0, 0, 2, 2, ⌫V C , ⌘; ⌫), (2.64)
where  D is the Dopppler half-width,  0 is the pressure-broadened line half-width at
half-maximum,  0 is the pressure-induced line shift,  2 and  2 are the parameters
describing the speed dependence of the broadening and shifting, ⌫V C is the frequency
of the velocity-changing collisions and ⌘ is the correlation parameter. The pressure
independent quantities are defined as:
 0 =  0/p,  0 =  0/p,  2 =  2/p,  2 =  2/p, and ⌫̃V C = ⌫V C/p. (2.65)
The parameters in Eqs. (2.65) are now tabulated in HITRAN-2016 [47] in four
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Figure 2.16: Comparison of Voigt profile and Hartmann-Tran profiles for H2 band at
center 5108.4 cm 1.
temperature ranges [55, 58] 0-100 K, 100-200K, 200-400 K and larger than 400 K. Each
temperature range has a reference temperature at 50 K, 150 K, 296 K and 700 K,
respectively. Table 2.5 shows one range parameters correlation to HITRAN database. By
implementing the codes provided by Wcisto [55], the e↵ect of collision in H2 molecules at
1 atm and 300 K can be seen in Fig. 2.16. As shown, Voigt seems to miss the spectral
peak line center at 5108.4 cm 1.
2.4 BANDS MODELS
The line-by-line model can be computationally expensive when used in CFD. Therefore,
various band models have been proposed in literature, such as narrow and wide-band
models, which will be briefly reviewed here. Band models are based on finding spectrally
averaged values of the absorption coe cient and transmissity in certain wavelength ranges.
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2.4.1 Narrow-bands
Many narrow-bands models have been proposed and this work focuses on classic models
such as the Elsasser model and statistical models. The di↵erence between both models is
that Elsasser considers equally spaced lines, as the probability models assume random
spacing and/or intensity [16, 59]. The Elsasser model can be used for equally spaced
spectral lines as those found in diatomic and linear polyatomic molecules and it has only
been resolved for the Lorentz line shape. Statistical models assume spectral lines with
random spacing and/or intensity such as those proposed by Goody [60] and Godson [61,
62]. A model applicable to combustion was developed by NASA and it is known as the
Malkmus model [63] where a probability density function (PDF) that recognizes the
abundance of weak spectral lines is proposed.









where   is the line overlap parameter, ⌧ is the narrow band optical thickness,   is the
average line half-width at half height, d is the average line spacing, S is the mean line













Taine and coworkers [64, 65, 66] generated narrow-band parameters based on
HITRAN 1992 database [67]. Using the Malkmus model and the LBL parameters,
they observed a up to 10% error between the line-by-line and narrow-band models [16].
Grosshandler [25] created a narrow-band database targeting at to combustion environment
known as RADCAL that calculates narrow-band parameters and transmissivity from the
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Malkmus model for H2O, CO2, CO, methane and soot. Colorado et al. [68], assuming
optically thin model, applied RADCAL to calculate the radiative heat loss of methane
flames to examine NOx formation at pressure up to 40 atm and temperature up to 1900
K. Xiouris et al. [69] also applied RADCAL to a methane flame at pressure up to 30
atm. Xiouriz et al. states that ignoring the radiative account, the laminar flame speed
can deviate up to 15% in relation to empirical results. Similarly to Colorado et al., the
optically thin assumption was made and the Planck-mean absorption coe cient was used.
Fraga et al. [70] compared narrow-bands, including RADCAL, versus LBL for 2D and 3D
simulations with gas only and gas with soot. All simulations with moderate to high soot
for low-to-intermediate temperatures provided good prediction. Although, the results
diverged from LBL for gas only simulations.
2.4.2 Wide-band models
Narrow-bands can potentially be the most accurate of band models, however, they are also
computationally expensive. Wide-band models can approach good accuracy without the
large number of spectral evaluations of the RTE. One of the most successful wide-band
models is the one developed by Edwards and Menard [71]. Also known as exponential
wide-band model, Edwards and co-workers developed the model based on a series of
studies on radiative gases [72, 73, 74].
Since it is known that the line strength decreases away from the band center,
Edwards assumed a smoothing coe cient S/d with three possible shapes as shown in






















respectively. ↵ is the integrated absorption coe cient or the band strength parameter
(area under a curve in Fig. 2.17), and ! is the band width parameter at 1/e of maximum
intensity [16]. If the rotational constant B̃, defined in Eq. (2.25), does not vary considerably
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Figure 2.17: Band shapes for exponential wide-band model.
with wavelength, the line can be assumed to be fairly symmetric. The total band absorption
A
⇤ is then described as in function of the optical thickness at the band center (symmetric
band) or the band head (⌧0), the band strength parameter (↵), and overlap parameter ( )
Table 2.6: Wide-band parameters for an isothermal gas.
   1 0  ⌧0    A⇤ = ⌧0 Linear regime
   ⌧0  1/  a⇤ = 2
p
⌧0      Square root regime
1/   ⌧0 < 1 A⇤ = ln(⌧0 ) + 2    Logarithmic regime
    1 0  ⌧0  1 A⇤ = ⌧0 Linear regime
1  ⌧0  1 A⇤ = ln ⌧0 + 1 Logarithmic regime
A
⇤ = A⇤(↵,  , ⌧0). (2.69)
The functional forms of A⇤ are summarized in Table 2.6. ↵,   and ! are empirical values
as a function of temperature, which have been tabulated for the main combustion gases at
reference temperature T0 =100 K as shown in Table 2.7 [26]. For clarity, the terminology
will be consistent with Edwards latest work as well as Modest description [20].
Paul [33] created a stepwise-gray model based on a wide-band model where the
entire spectrum is divided into discrete bands and an averaged absorption coe cient is
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Table 2.7: Wide-band correlation parameters for CO2.
Band location Vibrat. Step Press. Parameters Correlation Parameters
  ⌘c ( k) n b ↵0  0 !0
[µm] [cm 1] [-] [-] [-] [cm 1/(g/m2)] [-] [cm 1]
15 667 (0,1,0) 0.7 1.3 19.0 0.062 12.7
10.4 960 (-1,0,1) 0.8 1.3 2.47⇥10 9 0.040 13.4
9.4 1060 (0,-2,1) 0.8 1.3 2.48⇥10 9 0.119 10.1
4.3 2410 (0,0,1) 0.8 1.3 110.0 0.247 11.2
2.7 3660 (1,0,1) 0.65 1.3 4.0 0.133 23.5
2.0 5200 (2,0,1) 0.65 1.3 0.060 0.393 34.5
Figure 2.18: Contribution of CO2, CO, and H2 from 1 to 50 bar and 300 to 3000 K.
calculated for each band. Di↵erent from than previous stepwise-gray proposed models [75,
76], the bands are chosen based on trial and error and the Planck-function weighted
averaged is used to calculate the band absorption coe cient. By leveraging the Planck
function Eb⌘ from Eq. (2.1) over the range of engine-relevant pressures and temperatures,
the band selection is done by recognizing the greatest contributions of each radiating species.
Figure 2.18 shows Paul’s band selection. This stepwise-gray model is interfaced with
P1 solver and compared to MTRC-LBL simulations. P1/stepwise-gray model computes
reabsorption within 10% error and 30 times less computational cost than MCTR-LBL.
Similar concept is used in Chapter 4 to develop a wide-band model for gas turbine relevant
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conditions.
Reviews and examples of wide-bands applied to combustion simulations and
combustion gases can be found in the following publications [77, 78, 79, 80, 81]. A common
observation when wide-band is compared to line-by-line or narrow-band is the advantage
in reducing computational cost but decrease in accuracy.
2.5 TOTAL GAS ABSORPTIVITY AND EMISSIVITY
The extinction law in terms of absorption coe cient, also known as the Beer-Lambert
law [29, 39, 20], is defined as
I = I0e
 ⌘L, (2.70)
where I0 is the incident intensity, I is the transmitted intensity, L is the absorption path
length and ⌘ is the absorption coe cient at wavenumber, ⌘. The exponential part of the
equation above, e( ⌘S), is also known as the gas transmissivity. The term gas emissivity
only has context of the exchange of gas to a surface. It is the ratio of the incident energy
on a surface from a gas within a specific view field region. Based on Kircho↵’s law, the
emissivity and absorptivity can be defined:
✏  = ↵  = 1  e S (2.71)

































where E ,g and E ,s are the Planck functions (Eq. (2.1)) evaluated at the gas and surface
temperatures Tg and Ts, respectively. In order to calculate the total gas emissivity and
absorptivity, Hottel introduced emissivities of combustion gases based on temperature of
gas and a product of pressure and path length [29, 28]. However, two correction factors
are required to scale the emissivities to higher pressures and to account for overlapping
among emission bands of di↵erent gases ( ✏). For example, CO2 emission comes primarily
from bands 2.64 to 2.84 µm, 4.13 to 4.5 µm, and 13 to 17 µm and water vapor from
bands at 2.55 to 2.84 µm, 5.6 to 7.6 µm, and 12 to 25 µm. Clearly, CO2 and water vapor
emission bands overlap around 2.64 to 2.84 µm. Therefore correlation factor for a mixture
















where pL0 are obtained from the graphs at atmospheric pressure. And the total emissivity
of the mixture can be written as:
✏H2O+CO2 = ✏H2O + ✏CO2    ✏. (2.76)







Farag [82] improved the measured values originally done by Hottel to analytically
include higher pressure e↵ects. Recently Alberti et al. [83, 84, 85] recreated Hottel’s
original graphs extending to pressures up to 40 bar using high resolution databases such
as HITEMP-2010 [35]. Although the calculation of gases emissivities in gas turbines have
been historically performed using the discussed charts, they only have meaning when
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considered as total emissivity from an isothermal gas layer. A challenge arises when
attempting to connect the emissivity and absorptivity with the di↵erential form of the
RTE since most models require an absorption coe cient which is not explicitly related to
the total emissivity of homogeneous non-gray gases [86]. It is common to approximate the
absorption coe cient by an e↵ective linear absorption coe cient for simple calculations




ln(1  ✏gL) , (2.78)
where L is generally approximated as the mean beam length calculated from combustor
dimensions.
2.6 SOOT RADIATION
The luminous emission of the flame is known to come from almost pure carbon particles
known as soot. These particles are due to incomplete combustion of fuel and they emit
thermal radiation continuously over the entire spectrum. Soot formation process and
oxidation are highly complex. Still much has to be understood in the soot formation,
growth and aggregation. Soot particles are small and spherical ranging between 50 Å and
800 Å (5 nm to 80 nm) [20]. Their small size allows Rayleigh’s theory to hold with the
exception of the shortest wavelengths in the infrared spectrum. Therefore, the absorption
coe cient does not depended on size distribution but only on the total volume occupied by
all the particles, or the soot volume fraction fv. This assumption also leads to negligible
scattering and absorption coe cient defined by
  =
36⇡nk




Chang and Charalampopoulos [87] provided a polynomial expression valid for the wave-
length range 0.4µm     30 µm with   in µm:
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Figure 2.19: Ray travelling from s to s+ ds in direction ŝ.
n = 1.811 + 0.1263 ln + 0.0270 ln2  + 0.0417 ln3  , (2.80)
k = 0.5821 + 0.1213 ln + 0.2309 ln2    0.0100 ln3  . (2.81)
Note that   is independent from temperature, which has been shown to be a
good approximation for high-temperature applications [88, 89].
2.7 RADIATION SOLVERS
When a system has non-participating media, the radiative properties can be calculated
by surface exchange. However, when dealing with absorbing, emitting, and scattering
media, the radiative balance must be accounted for through the radiative transfer equation
(RTE). Integrating RTE over all directions and wavelengths leads to conservation of
radiative energy [16]. As a ray of energy travels through a participating medium, energy is
attenuated by absorption to the medium. Attenuation also occurs by scattering away from
the ray travelling in the direction ŝ. The ray is augmented by scattering and emission
form the medium towards the travelling path ŝ. The change in intensity from s to s+ ds
shown in Figure 2.19 can be written as
dI⌘
 ⌘ds





I⌘ (̂si) ⌘ (̂si, ŝ)d⌦i, (2.82)
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where ⌘ is the wavelength-dependent absorption coe cient,  s⌘ is the wavelength-
dependent scattering coe cient and  ⌘ is the scattering phase function, the extinction




Exact solutions of RTE can be challenging even for one-dimensional plane-parallel
media. Approximate methods or statistical methods are required to provide a solution
to the radiative transfer equation. Section 2.7.1 discusses the two-flux approximation
method using the di↵erential method or Milne-Eddington approximation to solve for
one-dimensional plane-parallel medium. Section 2.7.2 expands the di↵erential method
into the spherical harmonics method, or PN , for more complex geometries. Section 2.7.3
is an extension of Schuster-Schwarzschild approximation done by Chandrasekhar [37] for
anisotropic scattering and multidimension, called discrete ordinates (DO) method or SN
approximation.
2.7.1 Milne-Eddington Approximation for One-Dimensional Media
By dividing the intensity within a domain into two hemispheres, an approximation can
be made to solve for scattering systems such as the TBC. Each hemisphere is assumed
to irradiate isotropically. Therefore, a two flux approach can be formulated as shown in
Figure 2.20. Using the common nomenclature µ = cos ✓ ⌘ n · ŝ,
I⌘(⌧⌘, µ) = I
+
⌘ 0 < µ < +1, (2.83)
I⌘(⌧⌘, µ) = I
 
⌘   1 < µ < 0. (2.84)
Relations between the optical thickness ⌧⌘ and optical path s are required to write
Eq. 2.82 in terms of ⌧⌘. Knowing that the optical thickness is defined as the attenuation









Figure 2.20: Two intensity in the upper hemisphere I+  and lower hemisphere I
 
  .
The projection of ds in the x-coordinate is ds = dx/ cos ✓⇤ and the change in optical
thickness becomes d⌧⌘ =  ⌘ds cos ✓⇤.
Figure 2.21: Projection of the optical path towards the normal direction.
Dividing Eq. 2.82 by the extinction coe cient,  ⌘, and recalling the definitions
of scattering albedo, !⌘, and change in optical thickness, d⌧⌘, the RTE becomes:
dI⌘ cos ✓
d⌧⌘




























The third term in the right hand side of Eqs. (2.87) and (2.88) represents the
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spontaneous scattering back into the optical path ŝ and it is integrated over the entire 4⇡
solid angle. Assuming scattering back into the path ŝ of each hemisphere to be isotropic,
the scattering phase function is simplified to  ⌘(ŝi, ŝ) ⌘ 1. Utilizing the substitution
























An approximate method to solve for the fluxes of interest is now required. The
moment method was independently derived by Milne and Eddington [38] for the purpose
of studying stellar composition through the atomic and molecular radiation processes.
By invoking the moment method and employing definition of Eqs. (2.83) and (2.84), the









[( 1)kI ⌘ + I+⌘ ] . (2.91)







































Substitution the forward and backward derivatives of radiation intensity from Eq. 2.92
and Eq. 2.93 back into Eq. 2.94:
dq⌘
d⌧⌘
= (1  !⌘)(4⇡Ib   2⇡[I+⌘ + I ⌘ ]). (2.95)
Substituting Eq. 2.95 in the second term in the right hand side of Eq. 2.10, the
approximation for the net flux is given by:
dq⌘
d⌧⌘
= (1  !⌘)(4⇡Ib  G⌘). (2.96)
Finally, applying the same technique to the second moment (k = 2) of Eq. 2.91,




Two boundary conditions are required to solve Eq. 2.96. Recalling the definition
of from Section 2.1.4 of radiosity, the fluxes leaving from boundaries ⌧⌘ = 0 and ⌧⌘ =  ⌘x
are defined as:







⌘ µdµ = ⇡I
+
⌘ , (2.98)












⌘ can be derived by multiplying Eq. 2.10 by two and adding and subtracting
from Eq. 2.13:


















The Milne-Eddington method, or popularly known as two-flux method, is widely
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used in the work of Siegel and Spuckler [11, 90] and its application to TBC will be further
discussed in Chapter 3.2.
2.7.2 Spherical Harmonics Method (PN -Approximation)
The method of Spherical Harmonics, also known as di↵erential or moment method,
reduces the RTE into a set of di↵erential equations approximated by a finite set of
moment equations. The method converts the governing equation to relatively simple
partial di↵erential equations, but low-order approximation are only accurate in media with
near-isotropic radiative intensity [16, 32]. Higher-order approximations improve accuracy
with great deal of increased complexity [16].
Paul et al. compared P1 solver using di↵erent spectral models to LBL Monte
Carlo simulation of diesel truck engine at 85 atm and 200 atm [91]. The first-order
spherical harmonics (P1 method) shows up to 60% deviation from the LBL Monte Carlo
simulations when coupled with a gray spectral model. Paul et al. showed that when P1 is
coupled with more accurate spectral models, such as full-spectrum k-distribution, results
greatly approximate LBL Monte Carlo, with also gain in computational cost.















n̂ ·rG⌘ +G⌘ = 4⇡Ib, (2.103)
where A1 is the scattering phase function coe cient.
2.7.3 Discrete ordinates Method (SN approximation)
Similar to the PN method, the discrete ordinates method transforms the radiative trans-
fer equation into a series of partial di↵erential equations. DO was first developed by
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Chandrasekhar [37] in stellar and atmospheric radiation. Not until Fiveland [92, 93] and
Truelove’s [94] work was the DO method applied to heat transfer problems. The DO
method is a finite di↵erence of the directional dependence of the equation of transfer.
By dividing the directional unit vector ŝi into n di↵erent directions i = 1, 2, ..., n,







where wi are the quadrature weights associated with the direction ŝi. The RTE can be
written as:





wjI(r, ŝj) (r, ŝj, ŝi),
i = 1, 2, ..., n,
(2.105)
with boundary condition:





wjI(rwŝj)|n̂ · ŝj|, n̂ · ŝi > 0 (2.106)
DO method has been the choice of many heat transfer engineers because of
its allowance of grid refinement without great mathematical complications. Jones et
al. [95] incorporated the DO method to a Large Eddy Simulation (LES) in a gas turbine
combustor chamber to investigate radiative transfer. The metal liner gained heat by
radiative transfer in both head and nozzle areas as well as in the vicinity of the dilution
ports. Using similar methodology and combustor configuration, Paul [96] explored various
orders of approximations of SN and di↵erent wall emissivities. Paul showed that the
increase in wall emissivity increases incident fluxes. Abraham et al. [97] demonstrated that
DO method applied to diesel engines reduces the peak temperature by 10% in comparison
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to the model without radiative transfer. Saygin et al. applied the DO method with a
gray spectral model to calculate the temperature distribution at the metal combustor
wall. The peak inner liner temperature at the forward section of the combustor is reduced
with the addition of radiative transfer and approaches the experimental results.
2.7.4 Monte Carlo Ray Tracing (MCTR) Method
One benefit of the MCRT method is that it can handle complex geometries with relative
ease, although it has high computational cost as well as statistical scatter. It can
naturally account for the nongray e↵ects of heterogeneous participative media, as well as
isotropic/anisotropic scattering [98]. The MCTR method tracks representative bundles of
energy rays into randomized directions with randomized wavenumbers until the energy is
fully absorbed or when the ray exits the domain. In the MCRT method, random numbers
are drawn to determine the location of emission (i.e., Rx, Ry, and Rz), wavenumber (R⌘)
and direction (R and R✓) of the emitted ray. The emission location is then determined
as
x = x(Rx), y = y(Ry, x), z = z(Ry, x, y) (2.107)
where Rx, Ry, and Rz are independent random numbers uniformly distributed between
zero and one. The coordinate (x, y, z) determines the origin of the ray. By assuming di↵use
emission, the rays are emitted into all directions with equal probability. To determine an









Once the location, wavenumber and direction are determined using the above
random number relations, the energy rays will be tracked in space, and the energy of the
ray is attenuated through absorption and/or scattering gradually according to the local
property of the combustion mixture, through this way, the non-gray radiative emission and
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absorption can be correctly captured without any approximations. When local absorption
is accounted for through Planck-mean absorption coe cient, the MCRT solver recovers
solutions from a gray model.
The MCRT method has been implemented with many spectral models as de-
scribed by [99], among which the line-by-line (LBL) spectral model is the most accurate
and often employed as a benchmark for other models. Tang and Brewster [100] success-
fully implemented MTRC-LBL using HITRAN databases [67]. Wang and Modest [99]
tabulated the line-by-line spectral database and developed random number relations to
select wavenumbers for combustion-related participating media. Ren and Modest[22]
improved the random number relations for selecting wavenumbers by reducing the number
of interpolation operations and further reduced the computational cost of applying the LBL
database with MCRT. Most recently, the LBL database has been extended to pressures
up to 80 bar [31],temperatures from 300 to 3000K and five species (CO2, H2O, CO, CH4,
C2H4), to facilitate combustion-related applications, such as those in modern gas turbine
engines. The readers are referred to [22, 99] for more information on MCRT method.
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Chapter 3
Modelling of heat transfer within combustor
liners
Prediction of combustor liner temperature is of critical importance to combustor design
and durability estimations. Experimental work done by Claus et al.[101] measured the
liner temperature through the metal cold side of a Pratt & Whitney JT8D combustor
rig. Results are compared to calculated data based on gray flame and wall and are
shown to over-predict when compared to experiments at higher temperature. Still largely
accepted within the turbomachinery community, Siegel and Spuckler developed a one-
dimensional method to predict the wall temperature [102, 103], assuming blackbody
radiation from flame. Sharma [104] calculated the heat transfer without TBC using the
classical Lefebvre [1] relations based on Hottel [29] and Reeve’s [30, 101] works. This highly
empirical method has been shown to be e↵ective for metal liners but fail for coated walls
with lower emissivities. Saygin et al. considered gray TBC, analyzing the flame using a
Discrete Ordinates Method (DOM) [105]. Matarazzo et al. [106] analyzed the heat transfer
in a can-combustor design with coated liner walls, and simplified the radiative behavior of
both TBC and flame by assuming gray opaque interactions. Kim et al. included the TBC
in their models, but no radiation from flame or through TBC was present. However, none
of the existing studies consider the combined e↵ects of non-gray flame radiation, convection
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near wall, and radiation within the TBC and metal components of the combustor liners.
In this chapter, MCRT described in Section 2.7.4 is combined with a LBL database from
Section 2.3 to account for the non-gray flame radiation to the combustor wall. An updated
non-gray two-flux method based on Siegel and Spuckler’s [102] work is derived to couple
with MCRT-LBL method.
3.1 ASSUMPTIONS FOR THE TWO-FLUX METHOD
Air breathing engine liners are generally a layered structure composed of metal and
protective coating. As described in Section 1.2, the most common design is a three layer
composed of alloy, TGO and TBC. The thermal barrier is semitransparent for certain
infrared ranges allowing for both radiative and conductive heat transfer within TBC.
Both radiative scattering and surface refraction occur due to surface imperfections and
porosity. Eldridge et al. [14, 15, 19] and Yang et al. [107] studied the 8%YSZ TBC under
di↵erent conditions, such as temperature and porosity. Since the coating absorption
coe cient up to a cut-o↵ wavelength,  c, is almost negligible in relation to the scattering
coe cient within the same infrared region, it is beneficial to assume that the ceramic
does not attenuate up to  c. Therefore, the TBC radiative behavior can be simplified
into two bands: a translucent band and an opaque band. The translucent band without
absorption is pure scattering. In the opaque band, the radiative transport is reduced by
surface interactions. Due to the TBC’s high porosity and surface roughness, the internal
scattering can be assumed isotropic. The isotropic scattering assumption and the TBC
surface roughness lead to the di↵use approach to reflectivities in internal and external
surfaces. Therefore, the TBC can be analyzed using the electromagnetic wave theory for
perfect dieletrics [11].
Wang et al. [108] compared a two-flux method, a four-flux method and a Kulbeka-
Mulk method, a simplified version of the two-flux method. These methods are briefly
introduced in Section 1.2 and the two-flux method will be further described in this chapter.
54
One of the main di↵erences between the four-flux and the other methods is that it accounts
for absorption of ray as it travels from one inner surface of the ceramic to the other. They
showed that the two-flux and four-flux methods have excellence agreement. Therefore, to
simplify the radiative transfer calculations at the TBC wall, the two-flux assumptions are
used in this work.
The application of electromagnetic wave theory to a perfect dielectric predicts
hemispherical radiative properties based on integrated Fresnel relations [11, 18, 90]. Then,
the reflectivity from a medium of lower refractive index (n1) to a medium with higher











2 + 2n  1)
(n2 + 1)(n4   1) , (3.1)
where n = n1/n2. The reflectivity from the medium with higher reflective index (n1) to








3.2 HEAT TRANSFER THROUGH COMBUSTOR LINER
Siegel and Spuckler [109, 103, 90, 110] developed a methodology using Milne-Eddington
approximation to solve for one-dimensional parallel scattering ceramic of combustor liners,
commonly referred to as the two-flux method. Considering the system as shown in Figure
3.1. A thermal barrier coating of thickness  xc on a metal wall of thickness  xm and
emissivity ✏m. Incident radiation from the flame is defined as qf of constant temperature
Trad,f and the convection temperature from the hot gas side is Tgas,hot and heat transfer
coe cient is hgas,hot. The external temperature from the impingement side is defined
as Trad,cold, the impingement gas temperature as Tgas,imp and impingement heat transfer
coe cient as hgas,imp.
By assuming the total heat transfer through the thermal barrier coating as
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where kc is the thermal conductivity of TBC and qc,⌘ is the spectral radiative heat flux
through the coating assuming no attenuation. By combining the two-flux approximation
of Eq. (2.97) to derived RTE of Eq. (2.96), an equation for the heat flux through the TBC





















G⌘d⌘. Equation 3.4 requires two boundary conditions at x = 0,
or TBC surface on the flame side, and x = xc, or the TBC/metal interface. For a clean
surface without soot on the hot side of the TBC, the boundary conditions are determined
to be
x = 0, J+ = qf (1  ⇢o) + J ⇢i , (3.5)

















Similarly, the boundary condition for the metal side is
x = xc, J
  = ✏mEb,m + (1  ✏m)J+ , (3.7)
where Eb,m is the emission of the metal defined by Eq. (2.2). Substituting Equations 2.100










G(xc)  4n21 T 4c (xc)
⇤
. (3.8)
Additionally, at the hot side of the TBC, the heat flux qtot can be determined as
the sum of the convective heat flux and the net radiative exchange between the flame and
the hot surface of TBC, as follows
qtot = hgas,hot(Tgas,f   Tc(0)) + (1  ⇢o)(qf   n21 T 4c (0)) , (3.9)
where the emissivity of the outer surface of the hot side of TBC is expressed using the
corresponding reflectivity as 1  ⇢o. Applying the two-flux approximation from Eq. (2.97)
to Eq. (3.6), a second expression to relate dG(x) dx
   
x=0





= 3{hgas,hot[Tf   Tc(0)] + (1  ⇢o)(qf   4n21 T 4c (0))  qtot} . (3.10)
From the impingement side of the metal, qtot can be expressed as the sum of
radiative loss and convective loss,
qtot = hgas,imp(Tm,cold   Tgas,imp) + ✏m (T 4m,cold   T 4rad,cold) , (3.11)
where Tm,cold is the temperature at the interface between the metal and impingement air,
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and Trad,cold is the temperature of the surroundings at the cold side. No heat exchange
between the combustor casing shielding and the impingement flow to the cold side of the
metal is considered. Large surrounding is assumed in this work. If the exchange with
surroundings is considered, then ✏m is substituted by ✏m/(2  ✏m) [109, 111].
By assuming the two-band approach with a cut-o↵ wavelength  c =5µm, the
fraction of blackbody energy within the translucent band 0 <   <  c can be calculated
using Equation 2.3. For heat transfer purpose, the cut-o↵ wavelength will be referred
as cut-o↵ wavenumber ⌘c=2000cm 1. The RTE for TBC in terms of incident radiation






































hgas,hot[Tf   Tc(0)] + (1  ⇢o)(F1qf   F2n21 Tc(0)4)  qtot
 
, (3.14)
where F1 = 1   F0  c(Tf) is the fractional of blackbody of the opaque region at flame
temperature, Tf , and F2 = 1  F0  c(Tc(0)) is the fractional of blackbody of the opaque
region at TBC outer surface temperature, Tc(0).
3.3 NON-GRAY TWO-FLUX METHOD
When coupling MCRT-LBl simulation with the two-flux method described in Section 3.2,
the non-gray total heat flux from the flame, qf,ng, is obtained. It comprises contributions
from both the translucent band and the opaque band. qf is related to qf,ng by qf,ng =
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qf(1   Ff,ng), where Ff,ng is the fraction of radiative energy that is in the translucent
band. Equation 3.13 and Equation 3.14 updated with the fraction Fng and the heat flux





















= 3[hhot(Tf   Tc(0)) + (1  ⇢o)(qf (1  Ff,ng)  F2 T 4c )  qtot]. (3.16)
where F2 = 1  F0  c(Tc(0)) is the non-gray fraction of the opaque region at TBC outer
surface temperature, Tc(0).
3.4 ENGINE CONFIGURATION
Figure 3.2: Schematic of the combustor chamber with swirler colored by the frozen
temperature field at t=0.1172s.
To understand the impact of non-gray flame radiation on the liner temperature,
a model gas turbine combustor is targeted as a test case [112]. As shown in Fig. 3.2, a
partially-premixed V-shaped flame is developed through a dual-swirl air injector. Large-
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eddy simulation (LES) was conducted within the framework of OpenFoam-5.x using a
16 species and 41 reactions chemical mechanism where all the participative species are
directly available from the combustion solver. The rectangular combustor of 110 mm ⇥
85 mm ⇥ 85 mm is discretized into 3.2 million hexahedral mesh cells. A list of submodels
used in the LES study is provided in Table 3.1.
Table 3.1: Models and parameters for the LES of the model gas turbine combustor.
Physical process Model Model parameters
Turbulence Smagorinsky Ce = 1.048, Ck = 0.094
Chemistry 16 species and 41 reactions
[113]
-
Turbulent fluxes Gradient transport Turbulent Schmidt number
ScT = 1.0 and turbulent
Prandtl number PcT= 1.0
Radiation properties Line-by-line database [35] Participating species CO2,
CO and H2O
RTE Solver Full non-gray MCRT with
wall interactions
2⇥ 107 bundle of rays
Turbulence-chemistry in-
teraction
Thickened flame model Thickening factor Fmax =
5
The simulation is first run without any radiation models until statistical steady
state. Subsequently, the velocity and scalar fields are “frozen” in space and time, and
the MCRT radiation solver is invoked to compute the radiative flux that impinges on the
combustor wall. The flame radiative flux its then integrated with the method described in
Section 3.2 to predict TBC wall temperature distribution. This updated non-gray flame
heat flux, qf,ng, substitutes the blackbody assumption from Siegel and Spuckler’s two-flux
method [109] to better represent the radiation from a combustor flame.
In order to obtain the temperature on the wall, two frozen field analyses at
di↵erent pressures are conducted at 1 bar and 40 bar. For the higher pressure case, the
pressure field of described combustor was artificially increased 40 times to mimic a more
realistic engine working condition. A total of 20 million rays are traced using the MCRT
solver. Each ray is associated with a specific wavenumber, hence the spectral distribution
of the incident radiative energy along the wall can be collected. As shown in Figs. 3.3
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Figure 3.3: Line-by-line energy contribution of CO2, CO and H2O to the incident wall
radiative heat transfer at 1 bar.
and 3.4 at 1 bar and 40 bar, respectively, the energy contributions from each wavenumber
are collected within bins of 0.005 µm.
Within the spectral contribution, the radiative power, qf,ng, within the translucent
band can be computed. As previously defined, the translucent band is assumed to be
up to a critical wavelength of  c = 5µm. Since the spectral emissive power vary widely
through the spectral range and is sensitive to pressure and temperature, a similar non-gray
fractional equation as Eq. 2.3 is quite complex to obtain, if not impossible. One advantage
of the MCRT method is the knowledge of the energy content and wavelength of each
ray. Therefore, the number of ways that reaches the wall of combustor is easy to gather
and, consequently, the total radiative energy. Using the MCRT solver, it is convenient
to determine the fraction of energy that falls within the translucent band, i.e., Fng, after
considering the flame structures and the geometrical configuration.
In Siegel and Spuckler’s method [109], the fraction of blackbody emission below
5 µm is used to describe the radiation within the TBC, which is computed to be Fb = 0.905
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Figure 3.4: Line-by-line energy contribution of CO2, CO and H2O to the incident wall
radiative heat transfer at 40 bar.
for flames at a constant temperature of 1900K. The fraction of non-gray emission from
the simulated flame under 5µm at 1 bar is found to be Fng = 0.8422 and at 40 bar is
Fng = 0.8101. A Planck-mean absorption coe cient based gray model is specified as
the baseline case, to compare with the non-gray line-by-line model. Therefore, for gray
emission, the fraction is calculated similarly to the blackbody fraction as Fng = 0.905.
Table 3.2: Non-gray contribution of each radiative combustion species at 1 bar and 40 bar.
Pressure [bar] Species Energy Contribu-
tion [W]
% Energy
1 Total 7.618⇥ 102 100%
- CO2 4.590⇥ 102 60.3%
- CO 0.198⇥ 101 0.2%
- H2O 3.008⇥ 102 39.5%
40 Total 8.1323⇥ 103 100%
- CO2 2.053⇥ 103 25.3%
- CO 3.103⇥ 101 0.3%
- H2O 6.047⇥ 103 74.4%
In addition, the MCRT solver also provides information on the origin of the ray.
Figures 3.3 and 3.4 show that the individual contribution from CO2, CO and H2O for
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flames at 1 bar and 40 bar, respectively. Two dominant peaks at wavelengths of 2.7 µm
and 4.3 µm are observed, which are signatures of water vapor and CO2 emission. A
summary of energy contributions from each species at low and high-pressures is provided
in Table 3.2. The e↵ects of pressure are clearly observed for each radiative species. The
energy contribution of CO2 is reduced from 60.3% at 1 bar to 25.3% at 40 bar due to
strong self-absorption. Contributions from CO and H2O increase with increasing pressure,
where the contribution of water vapor increases from 39.5% at 1 bar to 74.4% at 40 bar.
3.5 SOLUTION ALGORITHM
A Runge-Kutta method was applied to Eq. 3.15 to determine the temperature distribution
along the wall as proposed by Siegel [109]. By assuming the Tc(x = xc)=Tm,hot, Tm,hot is
updated until the value of Eq. 3.8 converges to the value G(x = xc) obtained from the
Runge-Kutta solution [109]. After the values of G are found, the temperature on the






To compare to previously published cases by Siegel and Spuckler [102, 109, 103, 90], the
same setup is used as shown in Table 3.3 with the exception of the non-gray flame. In
addition, the flame temperature that is employed in Siegel’s method is lowered to 1900K
from 2000K to better accommodate the temperature field shown in Fig. 3.2. The iterative
solution method is employed for every cell along the combustor wall.
To determine Tc(x = 0) on the liner, the distribution of the heat flux qf must be
taken into account, as shown in Fig. 3.5 for gray and non-gray models at 1 bar and in
Fig. 3.6 for gray and non-gray models at 40 bar. The higher radiative flux distribution
concentrate downstream of the combustor for both the gray and non-gray cases. In
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Figure 3.5: Distribution of heat flux qf on the combustor liner from gray analysis (LEFT)
and non-gray analysis (RIGHT) at 1 bar.
Figure 3.6: Distribution of heat flux qf on the combustor liner from gray analysis (LEFT)
and non-gray analysis (RIGHT) at 40 bar.
addition, the magnitude of qf is approximately ten times higher at 40 bar than at 1 bar for
both the gray and non-gray cases. As expected, more radiative heat fluxes are impinging
on the combustor walls at elevated pressures. The gray analysis predicts higher radiative
fluxes than the corresponding non-gray analysis downstream of the combustor, and the
di↵erences are exacerbated at high-pressures. The observed di↵erences here indicate the
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importance of suitable spectral models in predicting wall radiative heat flux.
Figure 3.7: Temperature di↵erences  Tc = Tc,ng   Tc,gray obtained from the non-gray and
gray models at the hot side of TBC (x = 0) for 1 bar (LEFT) and 40 bar (RIGHT).
The corresponding temperatures at the hot side (Tc(x = 0)) of the TBC obtained
through the modified two-flux method using the flux distribution qf are shown in Fig. 3.7.
At atmospheric pressure, the local temperature di↵erences obtained from the non-gray
and gray models are minor, with a maximum value of approximately 3.2 K. At 40 bar, the
di↵erences in temperature prediction is more prominent, where the maximum di↵erences
between the two spectral models are approximately 150 K. For both pressures, the gray
model tends to over-predict temperature especially at downstream locations.
To show the di↵erences in temperature distribution along the TBC thickness as
well as along the metal thickness, the largest values of qf that were obtained from the
combustor simulation (Fig. 3.5 and Fig. 3.6) are extracted as inputs. The corresponding
temperatures are plotted in Fig. 3.8 for comparison among black, gray and non-gray
cases. Note that the largest qf might not correspond to the same physical locations for
di↵erent cases. Both the spectral e↵ects and the pressure e↵ects are clearly observed. The
peak temperature is comparable between the non-gray and gray cases at atmospheric
pressure. However, a di↵erence of approximately 150 K is observed at 40 bar between
the gray and non-gray models, consistent with the observed di↵erences in radiative heat
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Figure 3.8: Distribution of temperatures across the thickness of the TBC and metal
obtained using the two-flux method, assuming black and gray and non-gray flame radiation
for 1 bar and 40 bar.
fluxes in Figs. 3.5 and 3.6. With the gray model, the self-absorption of gases within the
combustor is under-estimated, resulting in higher radiative flux on the combustor walls.
The di↵erences in predicting the hot side temperature are also reflected in the prediction
of the temperature along the cold side of the metal, where a di↵erence of 115 K is shown
for 40 bar.
Table 3.3: Siegel and Spuckler test case [109].
Parameter Description Combustor Case
 xc TBC thickness [m] 10 3
 xm Metal thickness [m] 0.794⇥10 3
Tf Flame temperature [K] 2000
Tgas,hot Hot gas temperature [K] 2000
Trad,cold Impingement side surrounding temperature [K] 800
Tgas,imp Impingement gas temperature [K] 800
hgas,hot Heat transfer coe cient [W/m2K] 250
hgas,imp Heat transfer coe cient [W/m2K] 110
kc TBC thermal conductivity [W/mK] 0.8
km Metal thermal conductivity [W/mK] 33
 Absorption coe cient translucent band [m 1] 30
 s Scattering coe cient translucent band [m 1] 104
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Chapter 4
Wide-band models for high-pressure
combustion systems
Chapter 3 focuses on coupling the line-by-line spectral model with the liner wall heat
transfer. This chapter presents a wide-band model for gas turbine high-pressure applica-
tions. As previously discussed, Monte Carlo Ray Tracing coupled with the line-by-line
spectral model (MCTR-LBL) is computationally expensive. Therefore, less computation-
ally intensive spectral models that interface with widely used RTE solvers, such as the P1
and DO solvers, are presented.
4.1 WIDE-BAND MODELS
To construct the wide-band model, the absorption coe cient is first retrieved from the
line-by-line database of HITEMP-2010 for temperature from 300 to 3000 K at combustor-
relevant pressures. Collisional broadening are considered for pure species only. Figure 4.1
shows the wavenumber-based absorption coe cient ⌘ retrieved from HITEMP-2010,
multiplied by the corresponding blackbody intensity at wavenumber ⌘ for CO2, H2O and
CO from T = 300 K to 3000 K and p =10 bar to 50 bar. As observed, CO2 has strong
emission around 2300 cm 1 (4.3 µm) and there is a strong overlap of CO2 and H2O around
3700 cm 1 (2.7 µm). The contribution by CO is generally smaller when compared to CO2
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and H2O.
Two di↵erent band definitions for the wide band model are compared in this
work. The baseline definition divides the infrared spectrum into six bands as shown in
Fig. 4.1(a). Bands one through four comprehend gas radiation and band five (not shown)
and band six are only for soot. To capture of the non-gray e↵ects of the strongest CO2
peak around 2300 cm 1, an improved band definition is proposed, as shown in Fig. 4.1(b).
The two band definitions are listed in Table 4.1.
Figure 4.1: Non-gray intensity of CO2, H2O and CO at wavenumber ⌘ with the baseline
definition (LEFT) and improved definition (RIGHT). ⌘Ib⌘ is calculated for pressures
from 10 to 50 bar and temperature from 300 to 3000 K.
Table 4.1: Band definition of baseline model and improved model.
Band Baseline Model Improved Model
- Range [µm] Range [cm 1] Range [µm] Range [cm 1]
1 1.325 to 2.116 4725.9 to 7547.2 10.5263 to 50 200 to 950
2 2.116 to 3.478 2875.2 to 4725.9 4.8193 to 10.5263 950 to 2075
3 3.478 to 6.250 1600 to 2875.2 4.1667 to 4.8193 2075 to 2400
4 6.250 to 10.00 1000.0 to 1600.0 3.1746 to 4.1667 2400 to 3150
5 0.100 to 0.600 16667 to 100 000 2.4691 to 3.1746 3150 to 4050
6 0.600 to 1.325 7547.2 to 16667 1.00 to 2.4691 4050 to 10 000
Once the upper and lower limits for each band are defined, the Planck-mean








, i = 1, 2, ..., N and ↵ = CO2,H2O,CO, soot (4.1)
where ⌘,↵ is generated from HITEMP-2010 for gas phase. For soot, ⌘,soot is calculated
as described in Section 2.6.
Ib⌘ in Eq. (4.1) is defined using the Planck function as shown in Section 2.1
Eq. (2.1) with n = 1. Both ⌘,↵ and Ib⌘ are temperature-dependent, and the Planck-mean
absorption coe cient for each band and each species is also temperature-dependent at any
given pressure. In this study, the Planck-mean absorption coe cient is computed from
300 to 3000 K for CO2, H2O and CO at a constant pressure of approximately 45 bar. The
dependence on temperature within each band can be accounted for in CFD calculations
either by tabulation [33] or by curve-fitting. Exponential curve-fitting is chosen in this
study due to ease of implementation and stability beyond 3000 K.
The curves are fitted to the pressure-based Planck Mean absorption coe cient
for each band and for each species as a function of temperature from 500 K to 3000
K. Temperature below 500 K are excluded due to its low probability of appearance in
combustor simulations. The exponential fit equation for ̄p,↵,i is defined for each band i
and species ↵ as
̄p,↵,i = ai,↵ exp(bi,↵T ) + ci,↵ exp(di,↵T ) . (4.2)
Each coe cient is shown in Table 4.2 for the baseline model and Table 4.3 for the improved
model.
The absorption coe cients of CO are much smaller compared to CO2 and H2O
within the same spectral range. Therefore, the Planck-mean absorption coe cient for
CO is maintained constant at the values obtained at 1400 K for each band to reduce
computational cost. Similarly, constant absorption coe cients are also assumed for CO2
and H2O when their values are orders of magnitude smaller than the peak absorption
coe cients over the entire spectra. The constant bands for each species are shown in
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Table 4.4.
Table 4.2: Baseline spectral model coe cient for Eq. (4.2). Coe cients ai,↵ and ci,↵ have
units of [cm 1bar 1]. Coe cients bi,↵ and di,↵ have a unit of [K 1].
Coe cient i=1 i=2 i=3 i=4
ai,CO2 6.50E-03 1.51E-02 1.14 1.07E-03
bi,CO2 -4.33E-03 -3.16E-03 -1.15E-03 0
ci,CO2 7.47E-04 1.99E-02 2.76E-01 0
di,CO2 -6.12E-04 -3.87E-04 -2.65E-04 0
ai,H2O 1.12E-02 7.26E-02 1.62E-02 1.65E-01
bi,H2O -2.16E-03 -7.92E-04 0 -1.06E-03
ci,H2O 4.12E-03 6.67E-04 0 3.83E-02
di,H2O -1.86E-04 5.99E-04 0 -6.32E-05
ai,CO 2.18E-06 2.54E-04 4.09E-02 2.31E-05
bi,CO 0 0 0 0
ci,CO 0 0 0 0
di,CO 0 0 0 0
Table 4.3: Improved spectral model coe cient for Eq. (4.2). Coe cients ai,↵ and ci,↵
[cm 1bar 1]. Coe cients bi,↵ and di,↵ have a unit of [K 1].
Coe cient i=1 i=2 i=3 i=4 i=5 i=6
ai,CO2 0.585 0.0015 5.12 0.6359 0.07567 2.3387e-04
bi,CO2 -0.003713 0 -0.002712 -0.006208 -0.004972 0
ci,CO2 0.1667 0 3.146 0.03651 0.03519 0
di,CO2 -0.0005639 0 -0.0005468 -0.001691 -0.0003229 0
ai,H2O 0.6465 0.2207 0.0040 0.0018 0.09007 0.0027
bi,H2O -0.003742 -0.001999 0 0 -0.001306 0
ci,H2O 0.2132 0.06688 0 0 0.05733 0
di,H2O -0.0001219 -0.0003346 0 0 -0.000418 0
ai,CO 6.5447e-06 0.0172 0.1128 5.3533e-05 3.3125e-05 2.2833e-04
bi,CO 0 0 0 0 0 0
ci,CO 0 0 0 0 0 0
di,CO 0 0 0 0 0 0
Figures 4.2 and 4.3 compare the Planck-mean absorption coe cients obtained
from the LBL database with the curve-fitted results for each band. The maximum
fitting error is controlled to be less than 5% for all bands. For temperatures higher than
3000 K, the exponential function gradually decays, which ensures that realizable values
for absorption coe cients are provided by the fitted function when temperature is higher
than 3000 K.
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H2O 3 2, 3, and 5
CO all bands all bands
Figure 4.2: Absorption coe cient curve-fitting for each species for baseline spectral
model. The curve fitting (CF) of each species is compared to the Planck-mean absorption
coe cient (kPlanck) from 300 K to 3000 K.
With curve-fitted Planck-mean absorption coe cient for each band, the Planck-
mean absorption coe cient for the entire relevant spectra should be recovered by proper











where bi,low and bi,high are the lower and upper limits of band i, and blow and bhigh are
lower and upper limits of the entire relevant spectra. P is the thermodynamic pressure of
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Figure 4.3: Absorption coe cient curve-fitting for each species for the improved spectral
model. The curve fitting (CF) of each specie is compared to the Planck-mean absorption
coe cient (kPlanck) from 300 K to 3000 K.
the mixture.
The Planck-mean absorption coe cient for the mixture is determined by summing





where x↵ is the mole fraction of species ↵ and p is the pressure of the mixture. When soot
radiation is involved, the total Planck-mean absorption coe cient for soot and gases is
p,mix = p,gas + p,soot . (4.5)
4.2 NUMERICAL METHODS AND TEST SETUP
In this section, the proposed wide-band models are coupled with the discrete ordinate
(DO) solver [114] from Ansys [115]. The DO solver divides the directional domain of 4⇡
steradians into 4N solid angles, each associated with a vector direction ~s fixed in the
Cartesian coordinate system [20, 116]. It allows for implementation of non-gray radiation
by dividing the spectrum in finite bands. The RTE is solved over the determined band
definitions as described above. The azimuthal and polar directions are divided into 4 and
8 discretized angles in this study, resulting in 128 transport equations in total for each
band.
A frozen field analysis is conducted in this study, where only RTE is solved
without evolving any scalar fields. The radiative source terms are subsequently compared,
to understand the accuracy of the developed models. To verify and validate the baseline
and improved spectral property models, computational fluid dynamics (CFD) simulations
were performed using the commercial software Ansys Fluent [115] for a simple cubic
geometry with dimensions of 0.2 m ⇥ 0.2 m ⇥ 0.2 m, shown in Figure 4.4. Uniform grid
was used with a grid size of 3.125 mm. The flow filed was initialized by a “turbulence”
like non-uniform temperature and species profiles where it represents an overall fuel/air
equivalence ratio of 0.039 with C7H16 as fuel at approximately 45 bar. Fuel and air
temperatures are 366 K and 922 K, respectively. All enclosures are isothermal walls
at 922 K with emissivity of unity. The temperature and mass fractions of CO2, H2O
and soot volume fraction are shown in Fig. 4.4, where mass fractions were obtained
from Flamelet Generated Manifold Model in Ansys Fluent and soot volume fraction was
obtained based on a correlation of most probable fuel to soot conversion fraction as a
73
function of local equivalence ratio developed within RTRC. The baseline and improved
models were implemented through user-defined function in Ansys and the non-gray DO
model was chosen for multi-species and soot absorption coe cients. The transient CFD
run was conducted in Ansys with the given initial field frozen. Results include absorption
coe cient in the field and radiation heat flux at walls.
Figure 4.4: Iso-contours of (A) Temperature [K], (B) H2O mole fraction, (C) CO mole
fraction, (E) CO2 mole fraction, and (F) Soot volume fraction. (D) Mesh and geometry
visualization.
MCRT with the LBL spectral model is performed using an in-house code that is
coupled with the open source computational fluid dynamics package OpenFOAM [117].
The cell-centered scalar fields are extracted from the Ansys solutions and assigned as
the cell-centered values for the MCRT-LBL simulation in OpenFOAM, maintaining the
same initial conditions as the Ansys simulation. Frozen field analysis is performed, and
radiation-related quantities are extracted. 300 million rays are emitted and tracked
through the computational domain for each simulation, and 20 simulations are repeated
for each configuration to obtain statistics.
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4.3 RESULTS
Results from the DO solver coupled with the baseline and improved wide-band models
are compared with those obtained from MCRT-LBL. Two cases are considered, including
a “Gas-only” case where soot volume fraction is zero, and a “Gas-soot” case where both
soot and gas exist in the computational domain as shown in Fig. 4.4. The comparison is
conducted along the line of x=0.1 m and y=0.1 m (centerline) for absorption coe cients
and at line x=0.1 m and y=0 m (mid-line of the bottom wall) for radiation heat flux.
4.3.1 Comparison for case “Gas-only”
Figure 4.5: Absorption coe cient (LEFT) and wall heat flux (RIGHT) gas-only comparison
between DO with baseline and improved spectral models and MTRC with LBL and Gray
spectral models.
Figure 4.5 shows the comparison of absorption coe cient and radiation heat
flux obtained from the baseline and improved models with the those obtained from the
MCRT-LBL model for the “Gas-only” case. First, the absorption coe cient obtained from
both the baseline and improved wide-band models agree well with the results obtained
from the non-gray and gray simulations using MCRT. Such agreement is expected, since
the Planck-mean absorption coe cients are employed as the target for model construction
for the baseline and improved model. Slight improvement is observed with the improved
wide-band model in recovering the Planck-mean absorption coe cient, due to the inclusion
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of additional band between 10.53 µm and 50 µm in the improved model.
The optical thickness for this mixture is approximately two based on the thickness
of the Planck-mean absorption coe cient and the thickness of the participative media,
which is optically thick. This suggests that a lot of the radiative energy will be re-absorbed
by the mixture, before reaching wall. Prediction of heat flux on the wall from the DO
solver with both wide-band models closely follows the results obtained from the gray model
(MCRT-Gray), indicating that the DO solver has a satisfactory performance in simulating
such combustion mixtures in a slab setting. Results from both wide-band model deviate
significantly from the solutions obtained from the non-gray model (MCRT-LBL). The
improved bands spectral model approaches the MCRT-LBL solution slightly better when
compared to the baseline wide-band model, but the di↵erences between the two band
models are not significant. More bands are needed to better capture the non-gray spectral
behavior of the combustion gases.
4.3.2 Comparison for case “Gas-soot”
Figure 4.6: Absorption coe cient (LEFT) and wall heat flux (RIGHT) gas-soot comparison
between DO with baseline and improved spectral models and MTRC with LBL and Gray
spectral models.
Figure 4.6 shows the comparison of absorption coe cient and radiation heat
flux obtained from the baseline and improved models with the those obtained from the
MCRT-LBL model for the “Gas-soot” case. For predicting the Planck-mean absorption
76
coe cient, the improved wide-band model shows better agreement with the baseline wide-
band model. This trend follows that of the “Gas-only” case. For radiative heat flux along
the wall, results obtained from MCRT-LBL and MCRT-Gray are much closer compared
to in the “Gas-only” case. This is because soot radiation contributes significantly to the
wall heat flux and is broadband in nature. The improved wide band model shows slight
improvement in predicting the non-gray radiative flux compared to the baseline model,
but overall the two wide band models still have comparable performance.
4.3.3 Budget analysis of radiative energy
Figure 4.7: Emissive power (LEFT) and wall absorption (RIGHT) obtained using the
MCRT-LBL solver.
To understand the di↵erence in predicting wall heat flux in Figs. 4.5 and 4.6,
the radiative energy carried by each ray is collected and analyzed after they are emitted
and after they are received by the wall, as shown in Fig. 4.7, for the “Gas-soot” case.
A strong CO2 emission peak is observed near 4.3 µm (Fig. 4.7 (LEFT)), however, the
peak is mostly self-reabsorbed by CO2 after crossing the optically-thick mixture, leaving
a smaller energy peak on the wall absorption plot (Fig. 4.7 (RIGHT)). The majority of
radiative energy reaching the wall originates from H2O and soot, in particular in the
shorter wavelength range. This is consistent with previous studies of IC engine under
high-pressure conditions [91]. This also explains the improvement of performance of the
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wide-band models when soot is present.
Strong spectral interaction between soot and CO2 is observed at 4.3 µm, where
most soot radiation is absorbed by CO2 before reaching the wall. The definition of the
improved wide-band model is superimposed on the wall absorption. It is clear that the
band definition is not capturing all the radiative peaks that arrive at the wall. In addition,
for wavelength below the lower limit of band 1, significant amount of soot radiation exists,
which is not captured by neither wide-band models. Further refinement of the band
definitions will be proposed based on the budget analysis here in future works.
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Chapter 5
Conclusion and future work
The contribution of the present work can be divided into two major components. First, a
one-dimensional iterative solver is developed to calculate combustor liner outer temperature
based on non-gray flame radiation. Second, two of wide-band spectral models are created
for high-pressure gas turbine engine conditions. A brief summary of the main findings is
presented and future work proposed.
5.1 MODELLING OF HEAT TRANSFER WITHIN COMBUSTOR LIN-
ERS
One of the main objectives of this thesis is to characterize non-gray flame radiation in
high-pressure combustors. For that purpose, extensive literature review of gas radiation
and the line-by-line model was conducted such as presented in Sections 2.2 and 2.3. To
further understating non-gray radiation within the combustor, great attention is given
to the radiation modelling within ceramic coated metal walls. By coupling a MCTR-
LBL method with the two flux method, the incident non-gray flame radiation to liner is
characterized. The heat fluxes concentrate in the downstream location of the combustor
for both gray and non-gray cases and pressure considerably increases the radiation loads
to the wall. The di↵erence in temperature prediction can be as large as 150 K between
the non-gray and gray model.
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Future work will employ more realistic combustor radiative and convective loads
for elevated pressure to further understand the impact on liner’s temperature. The TBC
radiative parameter will be updated to account for variation in the composition and
strength of TBC due to in-flight conditions.
5.2 WIDE-BAND MODEL FOR HIGH-PRESSURE GAS TURBINES
A baseline and improved wide-band model were developed and validated against line-by-
line database at approximately 45 bar. Both wide-band models are assessed using a simple
cubic box configuration filled with combustion mixtures relevant to engine conditions.
The Planck-mean absorption coe cient and wall heat fluxes are compared between the
wide-band and the LBL model. The Planck mean absorption coe cient obtained from the
improved wide band model is comparable to the line-by-line prediction for gas-only, gas-
soot and soot-only cases. Both spectral models perform better when when soot is present
due to the broadband radiation behavior of soot. However, the improved wide-band model
shows better agreement with the non-gray LBL solution than the baseline model. The
discrepancy of wall heat flux for both baseline and improved wide-band models coupled
with DO in relation to the MCRT-LBL solution show that further improvement of the
band model is required. Future work induces refinement of the band definition and the
band number increase to further improve the accuracy.
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