This paper examines optical star coupled systems as a means of providing interprocessor communication. In particular, a MIMD (multiple instruction, multiple data) distributed memory parallel computer system environment is considered. Media access control protocols that maintain good performance with high capacity optical channels are investigated. Three examples of star-coupled structures are introduced, one that exhibits optical self-routing. Self-routing single-step optically interconnected communication structures can be designed through the incorporation of agile laser diode sources and wavelength tunable optical lters in a wavelength division multiple access environment. Intermediary latencies typical of MIMD distributed memory systems are eliminated. The degree and diameter of the resulting structures are dramatically reduced, and the complexity of the communication subsystem is reduced since intermediate bu ering and routing of packets are eliminated.
Introduction
This paper addresses the problem of interprocessor communication for parallel computer systems. The trade-o s between performance and complexity have been extensively examined [1] [2] [3] [4] [5] , and many interconnection topologies have been proposed. However, the characteristics available through optical communication enable the development of structures with signi cant improvements in performance/cost behavior when compared with previously introduced techniques.
A MIMD (multiple instruction, multiple data) distributed memory parallel computer system environment is considered. This class of parallel computers achieve interprocessor communication via packet switching. Typically, a packet is routed from source to destination through intermediary processors. As an example, consider a binary hypercube (BC) 1]. This is currently a very popular architecture and is commercially available through manufacturers such as Intel and NCUBE.
A BC has N = 2 r processors located on the vertices of an r-dimensional cube. The terms processor, node and station are used interchangeably. Each node is represented as an r-tuple ( The approach presented in this paper achieves a unity distance between all nodes: there are no intermediate nodes. Furthermore, the optically interconnected approach may achieve this result with a single I/O port whereas the BC requires 8 ports per node when N = 256. The degree and diameter (de ned as maximum distance) of the resulting network are dramatically reduced. The reduction in diameter has performance improvement implications: intermediary latencies typical of MIMD distributed memory systems are eliminated. The reduction in degree signi cantly reduces the system complexity compared with an equal sized BC, since the number of ports per node are reduced, and the intermediate bu ering and routing of packets are eliminated.
A passive optical star-coupler is used to achieve interprocessor communication. Refer to 6] for examples of structures which use this as a building block, enabling systems to span the massively parallel regions. The scope of this paper is to examine a single star-coupled system from the viewpoint of parallel processor communication requirements.
With previous topologies, packets are routed from the source to destination processors through intermediary processor nodes. The latency incurred per step is signi cant: the header of a packet is decoded at each hop, the routing algorithm is performed, the packet is queued for transmission along the appropriate output link, and then transmitted. Expansion of system size may require an increase in degree for a distributed memory MIMD system. This problem has complexity implications: an increase in degree increases the per node complexity by the addition of another I/O port, and also requires the modi cation of existing processing elements. This is not an attractive characteristic from a practical point of view, particularly when the number of processors become large.
The goal of this paper is to develop techniques for interprocessor communication with su cient performance that application and system level software does not need to incorporate details of the underlying interconnection network to achieve satisfactory performance. This will improve parallel programmer productivity through a simpli ed interface, and improve portability by isolating the physical processor interconnection network characteristics. This performance behavior must be obtained at a reasonable system complexity to maintain practical feasibility. The systems must have excellent extensibility characteristics in terms of performance/complexity and fault tolerance so a wide range of system sizes are supported.
The desirable characteristics of optical communication are used to achieve low complexity, high performance systems. Through agile laser diode sources and wavelength tunable optical lters, multiple high-bandwidth communication channels can be formed on a single physical link. This provides the low systems complexity: a single physical link with multiple high data-rate channels through wavelength division multiple access (WDMA). This partitions the bandwidth, and achieves partial optical self-routing. With this approach, a processor does not receive and examine all the data transmitted across a channel, but only data destined to it. The optical power budget and the limited agility of the sources and receivers restrict the maximum number of interconnected processors. The limit of the agility with currently constructed devices (estimated to be about 128 7-11]) and power budget limitations restrict the number to about 128 processor nodes 9,12-14].
The usual architectural constraints are shifted when optical interconnects are incorporated into computer system designs. For example, suppose the metal interconnections of a hypercube 1, 4] were replaced with optical interconnects in a one-to-one fashion. A comparison of the performance improvement with the resulting cost may question the justi cation. This would result in many expensive but underutilized channels. This paper examines a technique that e ciently adopts this technology to this environment. Innovation in system design is possible with optical components because of the relaxed fanout and distance requirements. Processors can be designed at an increased physical distance, yet achieve superior performance through the bandwidth-distance capability. The propagation delay of an optical link does not vary with changes in fanout. The optical fanout is not bound by capacitance but by the power that must be delivered to each receiver to maintain a speci ed bit-error-rate, referred as the optical power budget (OPB). The number of stations attached to a multiple access channel is bound by the saturation capacity and the OPB. However, because of the large bandwidth, the power budget is the dominating limitation in fanout. This paper considers three communication structures, di ering in relative system complexity, and four multiple access protocols. One of the three star-coupled structures achieve optical self-routing: only tra c destined for a particular node is delivered to that node. A problem with the starcoupled approach is collision of data packets during transmission along the multiple access media. A media access control (MAC) protocol must be provided for arbitration. Of the four protocols, two have been previously introduced in 15] and 16]. This paper introduces two additional protocols that are shown to be implementationally simpler, have superior performance, and are targeted to architectures with lower system complexity.
The protocols introduced in 15] and 16] were discussed primarily from a local area network perspective. Refer to 17, 18] for additional information on protocols for high speed local area networks and local area network interconnection. This paper shows that this work can be extended into a new area of application: interprocessor communication of distributed memory parallel computer systems.
Architectural de nitions based on a passive optical star-coupler are provided in Section 2. Three con gurations are considered, with increasing levels of system complexity. Section 3 de nes the multiple access protocols, each targeted to a speci c architecture. The protocols are partitioned into two groups, depending on whether a control channel is required. The performance, in terms of total system and maximum throughput, is developed in Section 4; and the results are discussed in Section 5. The three examples of passive star-coupled systems introduced in this section are denoted as A 1 , A 2 , and A 3 . The architectures are in order of increasing system complexity.
Single Channel System
Figure 1(a) illustrates the rst con guration, denoted as A 1 . This system, as with the two to follow, are assumed to interconnect N processors. This architecture is based on xed receivers and transmitters: all stations transmit and receive at the same wavelength, so a node receives (and must process) all tra c. A passive star-coupler broadcasts a packet to all processors. The coupler uniformly distributes all incoming optical power among the output waveguides.
A processor performs optical-to-electrical conversion (o/e) and serial-to-parallel transformation to receive a packet. The header of the packet is decoded to determine its destination address. The packet is discarded if the destination eld and the local processor addresses do not match.
The bandwidth of the link is not limited by the media, but by the transformation and decoding process described above. An optical ber is capable very high bandwidth. The three remaining architectures attempt to harness additional bandwidth capability of the optical ber by partitioning the bandwidth into subchannels. Each subchannel operates at the maximum data-rate of the interface components, which is the same rate of the single channel in A 1 . Agile (tunable) components are used which can shift their operating wavelength to access di erent subchannels.
Multiple Channel System via Agile Sources
The remaining structures assume the available optical bandwidth is partitioned into a comb of narrow subchannels, and access is achieved via Wavelength Division Multiple Access (WDMA). The optical self-routing characteristic is achieved through WDMA by tunable receivers and/or transmitters.
A 2 is based on tunable transmitters and xed wavelength receivers, as illustrated in Figure 1 (b). The system has a total of subchannels, denoted by f 0 ; 1 ; : : : ?1 g. Each node has an agile transmitter, capable to tuning to any of the subchannels. The subchannels support concurrent transmission: a station can simultaneously transmit on subchannel i and receive on subchannel j , i 6 = j. Node n i has an agreed upon home subchannel destination address s i , where 0 i N ? 1, and s i 2 f 0 ; 1 ; ::: ?1 g. Consider two situation: 1) N = , and 2) N > . In the rst situation, there is an bijective mapping between processors, subchannels, and available wavelengths. The home subchannels of nodes n i and n j are s i and s j , respectively. A bijective mapping means that s i = s j when n i = n j , and s i 6 = s j when n i 6 = n j , for all i,j. Node n i has s i as its home subchannel which has a distinct wavelength i , where i 2 f 0 ::: ?1 g, i 6 = j for all i; j such that i 6 = j, 0 i < ? 1 and 0 j < ? 1. If n i wishes to communicate with n j , n i will tune its transmitter to s j and begin transmission according to the media access control protocol.
In the second situation, there is an bijective mapping between processors and subchannels, however the mapping from subchannel to wavelength is noninjective but surjective: a wavelength may be shared among multiple subchannels. The rst situation achieves optical self-routing: all the packets transmitted on a particular subchannel are destined to the owner of that subchannel. The second situation is not fully self-routing; however, the number of packets that each node must examine has been signi cantly reduced from a typical A 1 node. This paper does not consider the case of > N since the bandwidth of a single link is su cient and an additional port is assumed unnecessary.
A xed wavelength receiver for subchannel s i has an optical lter that blocks all subchannels except its primary wavelength. After ltering, the signal is then demodulated. The xed receivers of A 2 are actually tunable. However, the devices are tuned to their home subchannel at power-up and remain xed. Simple algorithms to provide home subchannel allocation at power-up can be devised. This has implied fault tolerance: a processor is not permanently allocated a home subchannel. If a processor fails, the system recon gures and its home subchannel is reallocated.
This case is considered for system cost and exibility reasons. The tunable (but xed) devices do not need fast switching times; and as demonstrated in Section 5, protocols can be developed for such a con guration that exhibit excellent performance.
A 2 o ers the advantage of total optical self-routing, when N = . This is possible since each processor has a unique subchannel: all tra c transmitted along subchannel is destined to the node which owns that subchannel. Partial self-routing is achieved when N > . A subchannel is shared between approximately N processors. A processor must decode all tra c along its home subchannel to identify its destination. However, this partial self-routing characteristic reduces the percent of total number of packets to be processed, when compared with A 1 .
Multiple Channel System via Agile Sources and Receivers
Figure 1(c) illustrates A 3 , where a processor has both an agile transmitter and an agile receiver.
This con guration has the highest level of system complexity among the three con gurations under consideration.
Greater exibility is possible with A 3 . A node does not have a preassigned home subchannel, and any subchannel can be used that both the source and destination node agree upon. As discussed in the following section, protocols targeted to this architecture typically have a control channel and ? 1 data channels. A source node uses the control channel to inform the destination node of its intention to transmit a packet and the speci c data channel to receive this packet. The destination node tunes to the speci ed data channel to receive the data packet. This paper addresses the question of whether the complexity increase from A 2 to A 3 also provides a corresponding increase in performance. The relative performance is highly dependent on the media access control protocol, and is examined in greater detail in the following section.
A problem with the three system con gurations is collision. For example, A 2 stations have xed receivers and agile transmitters therefore cannot detect the transmission of an outgoing packet (since a station would not transmit on its home subchannel except when N > ). This implies that a media access control protocol such as Carrier Sense Multiple Access with Collision Detection (CSMA/CD, IEEE 802.3) is not possible, and overlapping packet transmissions occur unless a reservation scheme is used. This paper assumes that overlapped packets are corrupted and must be discarded/retransmitted.
A di erence in the three cases is system throughput. Collisions occur in A 1 with any overlapped transmissions, whereas collisions occur in A 2 and A 3 only when the same subchannel is simultaneously accessed. Collision in A 2 and A 3 only e ect the subchannels involved in collision: the remaining subchannels are una ected. When N = , the multichannel architectures have the desirable characteristics of a crossbar switch: internal non-blocking. The switch setting problem of the electronic crossbar has been distributed among the processors. The total bandwidth of the system is directly proportional to the number of subchannels. However, to obtain this large increase in interconnection bandwidth over electronic links, multiple access protocols must be identi ed that e ciently map the physical media characteristics to the target communication environment. An examination of multiple access protocols in this environment is provided in the following section.
Media Access Control Protocols
The architectures presented in the previous section have two levels of access protocols. The rst is wavelength division multiple access (WDMA), which partitions the enormous bandwidth of a single optical channel into multiple subchannels. The design requirements on the receiver subsystem is eased since the volume of tra c processed by each node is reduced through the self-routing characteristic. This is an approach to obtain the high capacity capability of optical communication, but circumvent the speed mismatch with electronic components.
The critical resources to be optimized by multiple access protocols have shifted emphasis in this environment. In the past, bandwidth was the critical resource and protocols were designed to maximize its utilization. That issue is less of a constraint today due the large available bandwidth. With the proposed approach, bandwidth is not the limiting factor: it is the mismatch of speeds with the interface electronics. The objects pursued in this paper is to obtain good performance (in terms of latency and throughput) while keeping the interface electronics (communication subsystem) within their bounds of achievable speed.
A second level media access protocol provides arbitration in the time domain along each subchannel.
This section de nes four multiple access protocols, denoted SA (1) =A, SA (2) =A, SA (3) , SA (4) . The notation is explained in the following section. Two of the protocols, SA (1) =A and SA (2) =A, were previously introduced in 15] and 16], respectively. The remaining two protocols, SA (3) and SA (4) , are shown in Section 5 to have superior in performance, and targeted to con gurations with lower system complexity.
The architectures di er in their a priori knowledge of the home subchannel of the destination node. This section investigates multiple access protocols which are appropriate for the three architectures introduced in the previous section. In particular, random access protocols are investigated that capitalize on a priori knowledge of subchannel allocation.
The discussion is partitioned into two subsections depending on whether the protocol requires a control subchannel. A control subchannel is used solely to transmit reservation and control information. Prior knowledge of subchannel allocation is used in con gurations without a control subchannel.
Random Access with Control Subchannel
Random access protocols are discussed in this section where subchannels for data transmission have not been preassigned. A 3 is the target architecture of the two protocols de ned in this section.
A rst approach, introduced in 15], reserves one of the subchannels for control purposes. The control channel is used by the source station to inform the target station of its intention to transmit a data packet. The subchannels are partitioned into ? 1 data channels and 1 control channel (taken to be 0 ).
If node n i wishes to transmit to n j , 0 n i N ? 1 and 0 n j N ? 1, it constructs a control packet for transmission on the control channel. Control packets have a xed length, consisting of three elds that identify: the source station (n i ), the destination station (n j ), and k as data transmission subchannel where 1 k ? 1.
Stations with idle receivers monitor the control channel, decoding the control packets. If a station decodes a control packet which has it as the destination, that station tunes its receiver to the speci ed data subchannel and awaits the data packet.
The data packets are of xed length, taken to be L times the length of a control packet, where L is an integer L 1. The control packet will not be received if the target receiver is already busy receiving a packet. The source node has no way of knowing if the destination node is currently busy, and transmits the control and data packets in any event.
This situation requires two multiple access protocols: one for the control channel, and another (perhaps di erent) for the data channels. The two multiple access protocols are described with the notation introduced in 15]: P1=P2, where P1 and P2 specify the control and data channel protocol, respectively. For example, A=A (Aloha based control channel, and Aloha data channels), and SA=A (Slotted Aloha based control channel, and Aloha data channels). The "P1/" is dropped for protocols without a control channel.
Aloha is the simplest of the random access protocols: packets are transmitted by a node as soon as they are received. This approach has very low latency with light tra c. Slotted Aloha synchronizes the start of packet transmission to xed intervals of time (slots), resulting in a doubling of the system throughput capacity. Packets that collide are retransmitted by the source node after waiting a random amount of time.
CSMA/CD is an approach where the source node rst senses the channel to determine if it is idle. The station defers transmission if the channel is detected to be busy, otherwise it transmits the packet while continually sensing the channel for collision. If a collision is detected (the encoding scheme ensures that it is possible to detect a collision), the station aborts is transmission and waits a period of time for retransmission. There is a period of time after a node begins to transmit when a collision might occur: the time it takes for the signal to propagate throughout the network and the remaining stations detect the channel busy. The channel will appear busy to all stations after this critical time period (twice the channel propagation delay), and packet collisions do not occur during the remainder of the transmission. Di erent variations of this protocol have been proposed, di ering in the delay behavior upon rst detecting the channel busy and after a collision. Refer to 19] for additional detail regarding Aloha and CSMA/CD random access protocols.
Many di erent cases are examined in 15], such as A=A, SA=A, and CSMA/A. This paper does not consider all the introduced cases, but concentrates on the protocols most suitable to the target environment. For example, CSMA is not considered due to its degraded behavior with increases in the ratio =T d , where T d is the data packet transmission time and is the propagation delay.
Refer to 20] for a detailed examination of impact to performance with this ratio. This paper is primarily concerned with systems of low implementational complexity, so the focus is on variations of Aloha-type protocols.
SA (1) =A:
This rst case has Slotted Aloha as the control channel access protocol and Aloha implemented on the data channels. The system is slotted on control packet boundaries. A control packet is transmitted in the rst control slot after generation. The data packet is transmitted immediately along the chosen data channel. The speci c data channel is chosen at random from the set of data channels, f 1 ; : : :; ?1 g. The source station waits a random number of control slots to begin the process again after a collision occurs on either the control or data channel.
SA (2) =A:
This protocol is identical to SA (1) =A except that a data packet is transmitted only after successful transmission of the control packet. SA (2) =A was shown in 16] to exhibit superior performance over SA (1) =A. However, is has increased implementational complexity since the control channel must be sensed for collisions. It was not shown in 16] how control channel sensing and concurrent packet reception can be achieved. For example, a node cannot be expected to use its primary receiver to sense the control channel: it may already be busy receiving. The model used by 16] to analyze SA (2) =A is reasonable only when the probability of concurrent transmission and reception is low.
Suppose the architecture was extended such that each node had one transmitter and two receivers: one receiver for continual sensing of the control channel, and the other to receive data packets. Successful control packet transmission could be sensed, while the other receiver is free to receive data tra c. Furthermore, the control channel receiver could track the current state of each subchannel and receiver, enabling collisionless data packet transmission. The control channel receiver examines all control tra c, and maintains a list of busy target receivers and subchannels. After decoding a successful control packet, the receiver updates its list, marking the destination station and subchannel busy for the next L control channel slots.
Random Access without Control Subchannel
This class of protocol is not based on a control channel, and uses all subchannels for data transmission. The protocols de ned in this section are targeted to architecture A 1 or A2: a station has a home subchannel which may or may not be shared with other processors. If node n i wishes to communicate to n j , it transmits according to the MAC protocol implemented on s j . Global tables mapping a station with its home port are not needed. Simple algorithms are possible to determine the subchannel based on i, j and two system parameters N and (see 6]).
A packet slot is composed of two phases: the data transmission and acknowledgement (ACK) subslots. A source node transmits a data packet to the destination node during the data transmission subslot; and the destination node transmits an acknowledgement to the source node during the ACK subslot. The ACK subslot is composed of the time the receiver needs to decode the packet header, verify the CRC, tune its agile transmitter to the home subchannel of the source node, and transmit the ACK.
When N = , the ACK subslot is collisionless since a processor cannot simultaneously transmit to more than one destination node. A possible solution when N > is to extend the ACK subslot in a time division fashion. That is, if = N , then the ACK subslot would be composed of subsubslots, one subsubslot for each owner of the subchannel. This is a possible solution since a (sub)subslot is very short: an ACK transmission contains no information other than its presence.
Slotted ALOHA (with an elongated slot for the ACK transmission) is a possible choice for the access control mechanism. A node assumes a collision has occurred if an ACK is not received. Two variations of this protocol are examined, both with Slotted Aloha implemented across all subchannels. The two cases di er on the synchronization boundaries:
SA (3) is slotted on control packet boundaries, and SA (4) is slotted on data packet boundaries.
There are no control packets with SA (3) and SA (4) . SA (3) is included for comparison purposes. To remain consistent with the protocols discussed in the previous section, the analysis presented in following section describes the systems in terms of control slots. Control packet length is normalized to one, and a data packet has a length of L. Although SA (4) is slotted on data packet boundaries, it is described in terms relative to the control packet length.
Protocol Analysis
The performance in terms of throughput and maximum throughput are examined in this section. Although the notation is slightly di erent than that used in 15] and 16], the basic model is similar in order to provide a consistent comparison.
The de nitions and assumptions of the model are summarized below: T : System throughput. 13. Control packet retransmission is required upon collision of the control packet (1,2), 14. Data packet retransmission is required upon collision of the control or data packet (1), 15. Data packet retransmission is required upon collision of the data packet (2-4), 16 . Feedback is obtained at the end of each slot regarding status of transmitted packet.
The numbers in parenthesis in the above de nitions indicate the applicable protocols. Items without numbers apply to all four protocols. Table 1 lists the notation used throughout the remainder of the paper. Note that this model does not block the generation of additional tra c when a packet is queued. This approach is taken since the model is for a distributed memory parallel computer system, where a processor does not wait until a response is returned but either continues with the current process or context switches to another process.
Throughput
To keep the comparison consistent, the model rst introduced in 15] to analyze SA (1) =A, and later used in 16] to compare SA (1) =A with SA (2) =A, is used in the following section to compare SA (3) and SA (4) . The o ered load per data channel, G d , is not constant between the four schemes:
The di erence between G (1) d and G (2) d accounts for the superior behavior of SA (2) =A over SA (1) =A shown in 16]. SA (2) =A has superior performance since each data channel supports a reduced load due to the protocol de nition that a data packet is transmitted only upon successful transmission of a control packet.
Note that the length of a control slot is longer than the time to transmit a control packet with SA (1) =A and SA (2) =A. The slot must also include a time for a processor to receive and process the control packet. The packet processing consists of o/e and serial to parallel conversion, header decode, and receiver latency. This concern is neglected in 15, 16] .
The data channel throughput of SA (1) =A and SA (2) =A has been derived in 15, 16] , and are repeated below (with a slight change in notation) for convenience:
and
The throughput of SA (3) and SA (4) is determined next. Although SA (4) is synchronized on data packet boundaries, the packet size is denoted in terms of L to keep the results comparable. Since G denotes the total o ered tra c per control slot, the total o ered rate on each data channel for both SA (3) and SA (4) is G per control slot, assuming a uniform distribution. This shows that the additional data channel (when compared with SA (1) =A and SA (2) =A) is bene cial with small , but has a reduced importance as increases.
SA (3) and SA (4) are both based on Slotted Aloha. The length of the vulnerable period of SA (3) is 2L ? 1, as illustrated in Figure 2 , so the probability of a successful data transmission, P s , is (3) . Data channel slotted on control packet size boundaries. Length of control packet is normalized to 1, and a data packet is L times the length of a control packet. and the data channel throughput is S (4) d = L Ge ?
LG= (6) The total system throughput, de ned as the product of the number of data channels and the data channel throughput, of the four schemes can now be determined: LG (10) SA (3) is included for comparison purposes. This case examines the situation when packet synchronization is performed on control packet boundaries, and is used in Section 5 to determine whether the performance bene t of SA (4) over SA (1) =A and SA (2) =A is due to the additional data channel, or slot boundaries.
This section has determined the total system throughput of the protocols under discussion. The next section uses these results to determine the maximum throughput. The results are then discussed in Section 5.
Maximum Throughput
The maximum throughput occurs for SA (1) =A at G (11) as shown in 15].
As can be easily obtained from Equation (8), the maximum throughput occurs for SA (2) 
The maximum throughput occurs for SA (3) at G (3) d = 2L ? 1 . This leads to the maximum channel throughput of SA (3) as S (3) d;max = L 2L ? 1 e ?1 (13) The maximum data channel throughput occurs for SA (4) at G (4) d = L . As expected from the well known results of Slotted Aloha 19, [21] [22] [23] , the maximum data channel throughput of SA (4) is S (4) d;max = e ?1 .
Equation (11) illustrates a negative e ect of the control channel: the maximum data channel throughput of SA (1) =A decreases with increasing numbers of subchannels. This behavior is examined in more detail in the following section.
Summarizing, the maximum total system throughput is: S
T;max = L( ? 1) ( ? 1) + 2(L ? 1) e ?1 (14) S (2) T;max = L( ? 1)
S (3) T;max = L 2L ? 1 e ?1 (16) S (4) T;max = e ?1 (17) This section has determined the maximum throughput capability of the four protocols. As shown in Equations (16)- (17), the maximum throughput of SA (3) and SA (4) is directly proportional to the number of subchannels, and SA (2) =A is directly proportional to the number of data subchannels.
Furthermore, the sensitivity to increases in data packet length is illustrated. The relative behavior of the four protocols is investigated in greater detail in the following section.
Results
The following section examines the throughput behavior of the four protocols. The total system throughput of the four protocols is graphed with increasing o ered load in Figure 3 . Figure 3 (a) compares systems with two subchannels with data packet sizes 10, 100, and 1000 times the length of a control packet. This gure demonstrates the superior performance of SA (4) . The superior performance is due to two mechanisms: the additional data channel (when compared with SA (1) =A and SA (2) =A), and the longer slot length. The performance improvement of SA (3) over SA (1) =A and SA (2) =A is due to the additional data channel, since they are slotted identically. This graph also shows the convergence in throughput of SA (1) =A and SA (2) =A as the data packet length increases.
The throughput is examined with increasing number of subchannels and packet size with Figure   3 In all three graphs, the throughput of SA (2) =A is shown to converge with SA (1) =A as the packet size increases. Furthermore, the relative improvement in throughput of SA (2) =A over SA (1) =A is shown not to be as signi cant when compared with the performance improvement of SA (4) . Figure 3 shows that SA (4) maintains superior performance, when compared to the other three protocols, under conditions of increasing subchannels and packet size. SA (1) =A and SA (2) =A require implementation on system con guration A 3 , while SA (3) and SA (4) are targeted to architecture A 1 or A 2 . This shows that not only does SA (4) achieve superior performance, but its architecture has lower system complexity.
SA (3) is included for comparison purposes: to determine whether the performance bene t of SA (4) over SA (1) =A and SA (2) =A is due to the additional data channel or the slot boundaries. Figure 3 shows a decreasing di erence in throughput between SA (3) , SA (1) =A and SA (2) =A with increasing . However, the di erences in throughput are maintained between SA (3) , SA (1) =A and SA (2) =A with increasing L for a given . This shows the decreasing impact of the additional data channel for SA (3) and SA (4) , and the primary reason for the performance improvement of SA (4) is through the longer slot interval. Figure 4 compares the total system throughput of SA (2) =A and SA (4) with increasing o ered load and L = 10. Three cases of are considered: = 2; 4; 8. This graph shows that when G 0:4, SA (4) outperforms SA (2) =A with twice the number of subchannels. Figure 5 plots the maximum system throughput of SA (1) =A, SA (2) =A, SA (3) and SA (4) with increases in the number of subchannels. Both graphs assume L = 10. Figure 5 (a) plots the discrete points for 2 32. This graph shows the close levels of performance of SA (2) =A and SA (3) : SA (3) has slightly better throughput characteristics when the number of subchannels is small, due to the extra data subchannel. As increases, the improvement diminishes. Figure 5( the discrete points as a continuous line for 2 256. This graph shows that as increases, the throughput capacity of SA (2) =A slightly exceeds SA (3) . SA (4) is shown to maintain superior performance throughout the entire range of 2 256. Figure 6 plots the maximum system throughput of SA (1) =A, SA (2) =A and SA (4) with increases in the number of subchannels. Small packet sizes are considered: L 2 f2; 4; 8g. Figure 6 plots the discrete points as a continuous line for 2 256. This graph further demonstrates the sensitivity of SA (1) =A and SA (2) =A to packet size: the performance rapidly degrades which increased packet size. SA (3) is also sensitive to packet size increases, and is not plotted for clarity reasons. SA (4) is insensitive to packet size changes. Table 2 charts the maximum system throughput with variations in numbers of subchannels and packet length. Note that in the case of SA (4) , the throughput is independent of L, since it is slotted on data packet boundaries.
Conclusion
A multiprocessor system with a large number of nodes can be designed at low cost by combining the recent advances in high capacity channels available through optical ber communication and wavelength division multiple access protocols. A highly fault tolerant system is created with good performance characteristics at a signi cantly reduced cost. The system capitalizes of the selfrouting characteristic of wavelength division multiple access to improve performance and reduce complexity.
In addition to the performance bene ts optical interconnects provide, there is also the additional bene t of relaxing the packaging requirements of the system design. Relaxing the interconnect physical distance requirements at a particular data-rate has signi cant system cost implications.
This paper considered three communication structures and four multiple access protocols. One of the three star-coupled structures achieved optical self-routing: only tra c destined for a particular node is delivered to that node. This paper introduced two non-control channel based protocols. The resulting performance, in terms of total system and maximum system throughput, of the two non-control channel based protocols were compared with two previously introduced control-channel based protocols. This paper demonstrated that the two non-control channel based protocols are implementationally simpler, have superior performance, and are targeted to architectures with lower system complexity, than the previously introduced control channel based protocols.
6 References Figure 6 : Maximum system throughput of SA (1) =A and SA (2) =A for L 2 f1; 10; 100g as compared with SA (4) which is independent of L.
