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Abstract 
We consider general linear boundary value problems for equations of the form y” + f(x, y(~(x)) = 0, 0 < x < 1, 
where T(X) is continuous and f(x, y> has a singularity at y = 0. The results improve and extend earlier results for 
the case T(X) = x, due to Taliaferro (1979) and Gatica et al. (1989). 
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1. Introduction 
Boundary value problems associated with second-order nonlinear differential equations have 
a long history and many different techniques have been developed to establish various 
qualitative features of the solutions. In this paper we shall be interested in questions of 
existence and uniqueness of solutions for certain problems associated with singular equations 
with deviating arguments. Such problems arise in the study of variational problems in control 
theory and other areas of applied mathematics. Many results on existence and uniqueness for 
(nonsingular) problems have been obtained; see [1,5,7,13,14] and the references therein. The 
question of existence and uniqueness for problems with singularities has been considered in 
[2-4,6-121. In particular, in [6] the boundary value problem 
(P> Y” +f(x, Y> = 0, (YY (0) - PY’(O) = 0, YY(1) + 6Y’(l) = 0 
was studied in which f has a singularity at y = 0; (the prototype is f<x, y) = q(x)yeA, h > 0). 
The interest is to obtain existence (uniqueness) results for positive solutions of (P) by means of 
an appropriate fixed-point theorem on a cone. These results have also been extended to more 
general forms of equations and boundary conditions (cf. [2,3]). Although we shall not pursue it 
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here, it is possible to extend our results to the more general case when the equation in (P) is 
replaced by y” + g(x, y’) +f(x, y) = 0 (so that the radially symmetric situation may be han- 
dled; cf. [3,6]). However, to the best of the authors’ knowledge, there has not been much work 
done on the singular boundary value problems with deviating arguments, although they have 
obvious importance in applications. 
Motivated by [6], in the present paper we shall consider the second-order functional 
differential equation 
y”+f(x, J+(X))) = 0, 0 <X =G 1, (14 
under the assumption 
(Hl) f(t, y) : (0, 1) x (0, co) -+ (0, cc)) is continuous and decreasing in y for each fixed x and 
integrable on [O, l] in x for each fixed y. And 
$+f(X, Y) = WI, uniformly on compact subsets of (0, l), 
and 
lim f(x, y) = 0, uniformly on compact subsets of (0, 1). 
y-03 
(H2) T(X) is continuous on [0, 11 satisfying 
inf ~(x)<l and 
x=to, 11 
sup T(X) > 0. 
x=[O, 11 
Hence the set E = {x E [0, 11: r(x) E (0, l>} satisfies mes E > 0. According to the continuity of 
Q-(X) there exist closed intervals I c E and J c (0, 1) with mes I > 0 such that x E I means 
T(X) E J. Denote a = min{O, inf,,t,, llr(~)), b = max(1, supXEtO, 11r(~)]. 
The boundary conditions considered here are 
QY(X) -PY’(X> =/4x), x E [a, 017 
YY(X) + 6Y'(X) = +>, x E [L q 7 
which satisfy that 
(H3) (Y, p, y, 6 are nonnegative constants, with 
p=yp+cry+as>o; 
(1.2) 
,u(x> and V(X) are continuous functions defined on [a, 0] and [l, b], respectively, with 
,401 = 41) = 0, and satisfying ,4x) 2 0 for p = 0, /z e-(n/p)“p(s) ds 2 0 for p > 0, V(X) 2 0 
for6=0and /i;e- (r/s)s~(~) ds > 0 for 6 > 0. 
Note that boundary condition (1.2) gives that 
CuY (0) - BY’(O) = 0, ry(l) + 6y’(l) = 0. (1.3) 
If T(X) -x, this coincides with the boundary condition in (P). By solving the linear equations in 
(1.21, we see that (1.2) is equivalent to 
e(a/P)x 1 I “e-(“/Pb 
Jw= 1 I ( P x cy4xL 
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and 
1 X 
e-(Y/SP - 
y(x)= 1 I i / 6 1 e(Y/“)Sy(S) ds + ey/“y(l) , 1 6>0, x E [l, b]. -v( x>, 6 =o, Y 
Eqs. (1.4) and (1.5) imply that any function y(t) satisfying (1.2) with y(0) 2 0 and y(1) 2 0 will 
be nonnegative on [a, 01 U [l, b] (if y(0) > 0, y(1) > 0, then y(t) > 0 on [a, 0] u [l, b]). 
By a positive solution of the problem (1.1) and (1.2) we mean a function in C[a, b] n C2(0, 1) 
which is nonnegative in (a, b) and positive in (0, 1) and which satisfies (1.1) and the boundary 
condition (1.2). 
Remark. As we will see later for the case that p > 0 (or 6 > 0) the solutions are actually in 
C[U, b] n C'[U, lln C2(0, 1) (or C[U, bl nC'[O, bin C2(0, 1)). 
Although the expressions for boundary functions are different for different values of p, 6, 
the conclusion concerning existence and uniqueness of a positive solution are exactly the same. 
In the sequel, we will state the results for the general case and give the proofs only for the case 
that /3 > 0 and 6 > 0, since the other cases can be done in a similar way. The idea of the proofs 
is similar to that of [6], but more details are involved. The results on existence extend those in 
[6], and the uniqueness result in [6] is much improved here. The fixed-point theorem on cones 
given there will also be used in this paper which we outline below. 
Lemma 1.1. Let X be a Bunuch space, K a normal cone in X, D a subset of K such that if x, y are 
elements of D, x < y, then (x, y > is contained in D, and let T : D + K be a continuous decreasing 
mapping which is compact on any closed-order interval contained in D. Suppose that there exists 
x0 ED such that T*x, is defined (where T2x, = T(Tx,)) and furthermore TX,, T2x, are (order) 
comparable to x0. Then T has a fixed point in D provided either 
(I) TX, G x0 and T2 x0 fx, or TX, 2 x0 and T2x, 2 x,,, or 
(II) the complete sequence of iterates {T’x,}~=, is defined and there exists y0 E D such that 
Ty, E D and y0 G T”xO for all n. 
2. An existence result 
In this section we give an existence theorem for boundary value problems (1.1) and (1.2) 
under the hypotheses (Hl)-(H3) and p > 0, 6 > 0. 
Let g, : [a, b] + [O, ~1 be defined by 
i 
x-u, 
g1(x>= b_x 
if a <x < +, 
> if i<x<b, 
and for 13 > 0, g&x) is defined by g, = 8g,. We will assume further that 
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(H4) 0 < /;f(x, g&r(x))) dx < CO for all 8 > 0. With the assumption (H3) the boundary 
value problem 
y” = 0, QY (0) - PY'(0) = 0, YY(1) + 6Y'(l) = 0 
has a Green’s function G : [O, 11 X [O, 11 + [O, m> given by 
(2.1) 
I 0<t<_X, G(x, t) = f (P +ax)(y+6-yt), x<t<l. 
It is clear that G(x, t> > 0 for (x, t) E (0, 1) x (0, 1) and G(x, t> satisfies condition (1.3). We 
seek to transform (1.1) and (1.2) into an integral equation via the use of the Green’s function 
and then find a positive solution by using Lemma 1.1. 
Denote by X the Banach space of real-valued continuous functions defined on [a, b] with 
supremum norm ]I * 11, let K be the cone in X of nonnegative functions y(t) which are 
differentiable on [a, 0] U [l, b] and satisfy the differential equations 
QY(l) -PY’@) =b.(t), t E [a, 01, 
and 
yy(t) + aY’(t) =qq, t E [L b], 
for some k, h E R. Obviously, K is a normed cone. Define a subset of K by 
D = (4 EK: 4(x) age(x) for some 6 > 0, x E [a, b]}. 
Then we can define an operator T : D + K by 
oe-‘“/“‘” 1-44 ds + 4(O) XE [a, 01, 
T,(x) = /oIc( x> t)f(t, 4@(t))) dt, x E (0, I>, (2.2) 
x ecy/*)‘v(s) ds + e x E [l, b]. 
Noting that G(x, t) is the Green’s function for the boundary value problem (2.1) and that the 
functions in (1.4) and (1.5) satisfy the condition (1.31, we see that any fixed point $ of the 
operator T is in C’[a, b] f? C2(0, 11, and hence satisfies 
4(O) = /olG(O, t>.f(t, 4+(t))) d t and 4(l) = /o’c(l, t)f(t, 4(~(t>>) dt. 
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Thus for the fixed point 4 of the operator T, 
W-4 = r jg’G( x>Q-(t, 4(7(t))) dt, x E (0, l), e-(Y/wx 1 ( 1 x 6 1 e(y/s)sv(s) ds + ey/’ tG(L f>f(t, d+(t))) df), x E [L b]. 
(2.3) 
To show the existence of the fixed point of the operator T, we would like in the following to 
use the definition of the operator T given by (2.3) rather than (2.2). Observe that if 4 E D, then 
Tc$ E K, and that if 
(T# = -f(x, 4@(X))) < 0, x E (0, l), 
then TC#I is concave down. Considering that for 4 ED, 
Tc$(x) 2 e(a/P)a /‘G(O, t)f(t, +(~(t))) dt g m 2 0, x E [a, 01, 
0 
and 
T4( x) 2 e -(y/GXb-l)/lG(l, t)f(t, 4@(t))) dt 4 n > 0, x E [1, h], 
0 
(2.4) 
where m > 0 if a < 0 and IZ > 0 if b > 1, we see that T+ ED, so that if we pick any function in 
D, the complete sequence of iterates is defined. Furthermore, if 6 is a positive solution of (1.1) 
and (1.2) of class C’[a, b] n C*(O, l>, then it must belong to D. With this we conclude that 
4 ED is a solution of (1.1) and (1.2) if and only if Tc$ = C#I. 
Next we give an a priori bound for the set of the solutions of (1.1) and (1.2) (assuming the set 
is not empty). 
Theorem 2.1. Assume (Hl)-(H4) hold. Then there exists an R > 0 such that (1 C$ (I f R for every 
positive solution C#I of (1.1) and (1.2). 
Proof. Assume the contrary. Then there exists a sequence of solutions {4,}:=, such that 
4,(x) > 0 for x E (a, h), II 4, II G II 4n+l II and lim,,, )I 4, (1 = m. From (2.2) this means that 
there exist x, E [O, 11, y1 = 1, 2,. . . , such that 4,(x,> + co. We can show then that for the closed 
intervals Z cE given in (H2) we have $,(7(x)) + 03 as IZ --f ~0 for x E Z uniformly. Suppose 
T(X) E.Z = [c, d] c (0, 1) for x E I. Then for each ~1, the fact that the graph of 4, is concave 
down on (0, 1) implies that if c E (0, x,), then 
&z(c) c 
----a->C, 
d%z(%t> xtz 
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and if c E (x,, l), then 
+A> 1-C 
ma l-x, 21-c. 
Hence ~Jc) + CO as 12 + 03. Similarly, we can show that 4,(d) + 03 as IZ -+ 03. Noting that 
&Jr(x)> 2 min{$,(C), &(d)j, for r(x) E [C, 4 7 
we know that +,(7(x)) + cc, as y1 + 03 for x E I uniformly. By (Hl) there exists an 12” such that 
if y1 2 no, then 
when A4 = max{G(x, t): (x, t) E [0, 11 X 10, 111, I I I the length of I. 
Then we show that 4,(O) 2 I, > 0 for all n. Otherwise, without loss of generality, we may 
assume 4,(O) > 0 and 4,(O) + 0 as IZ + 03. Eq. (1.2) gives that &(O) + 0 as IZ + 03, i.e., there 
exists an L > 0 such that 4’,(O) <L for all II. Since #L(x) < 0 for x E (0, l), we have 4;(x) <L 
for all it and x E (0, 1). This together with 4,(O) + 0 as n + CC gives that 4,(x> are uniformly 
bounded on [O, 11, which contradicts that II 4, II + w as n + 03. Similarly, we conclude that 
4,(l) > I, > 0 for all n. In view of the fact that 4,(x) is concave down on (0, 1) we see that 
there exists a 8 > 0, which is independent of n, such that 
$,(x> 2 &3(x)7 x E (0, 1) \I. 
Therefore for x E [O, 11 and II 2 no, 
< 1 +M / ‘f(t, go(t)) dt < w, 0 
contradicting 4,(x,) -+ 03. This completes the proof. 0 
Theorem 2.2. Assume (Hl)-(H4) hold. Then the BW’ (l.l), (1.2) has at least one positive 
solution. 
Proof. For each II, let 
y j’G(O, t)f(t, n) dt, x E [a, 01, 
0 
+,(x) = { /lG(x> t)f(t> 4 dt> 
0 
x E (0, I>, (2.5) 
;/rG(l, t)f(t, n) dt, x E [I, b]. 
0 
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Then $,(x> is continuous on [a, 61 and, from (Hl), it follows that 4,,+r < +,, c$~(x>  0 for 
x E (a, b) and lim 4,(x> = 0 uniformly on [a, bl. Define f, :(O, 1) X [O, m> + (0, a> by 
fk 4 =f(x, max(k @Jr(x)))) 
and observe that f, is continuous and by (Hl), for (x, t> E (0, 11 X (0, ~1, 
f&r, t) rf(x, t) and f&, t) ~f(x, k(r(x))). 
Now define operators T, : K + K by 
/ 
,Ca//pP 1 
i 
/ 
oe-wms 
Px 
4s) ds+/ulG( x, Mz(~~ I) dt, XE [a, 01, 
T&(x)=( jUIG( x> Of,@, 4(M)) dt, xq4 q, 
e-(Y/wx 1 
i 1 
x 
\ 6 1 
e(a/P)sv(.s) ds+eY/’ jnlG(1’ t>fn(t, d+(t))) dt)> x E [L b]. 
(2.6) 
It is easy to see that T, is a compact and decreasing mapping on K and that T,(O) a 0, 
T:(O) 2 0. By Lemma 1.1, T, must have a fixed point 4, in K. Similar to the proof of Theorem 
2.1, we can show that there exists an R > 0 such that I] c$,, II <R for all n; we omit the details 
here. We also claim that there exists a k > 0 such that sup, EtO, ~Jc$,( x)} > k for all II. If this 
were not true, then by going to a subsequence if necessary, we may assume that lim, _+,+,(x> = 0 
uniformly on [0, 11. Let 
m = inf{G(x, t): (x, t) E Z X I} > 0, 
where Z is defined in (H2). According to (Hl) there exists a 6 > 0 such that x E Z implies that 
f(x, 6) > l/Cm I Z I>. By assumption there exists an IZ~ such that IZ 2 ~~ implies that 0 < 
+,( r( x)) < 6 for x E Z since Q-(X) E J c (0, 1). The definition of $,, shows that there exists an 
n1 2 yta such that $Jr(x)> < 6 for x E Z and n 2 ytr. Then for x E Z and ~12 ytr, 
M-4 = L’G(x, t)f,(t, 4,Mt))) dt 2 /,G(r, t)f,& M+))) dt 
2 m f(t, max(+,(r(t)), k(+))>) dt 2 ~@t, 6) dt 2 1, / 
contradicting that lim 4,(x) = 0 on [O, 11. 
From the property of 4,(x>, it is easy to see that there is a 8 > 0, independent of ~1, such 
that 4,(x> >/g,(x), x E [a, b]. Let 
P(X) = 
oe-ms 4s) ds +g,(O) 
e(Y/S)Sv(s) ds + eY/‘g,(l) 
x E 1% 01, 
x E (0, I>, 
i 
7 x E [L b], 
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and 
/ 
i 
1 0 e(a/P)x - 
P X / 
e-(a/p’S~(s) ds + R , 
I 
XE [a, 01, 
g(x) = ( R, x E (0, I>, 
\ i 1 
1 x 
ep(r/wx - e(Y/S)sv(s) ds + eY/“R , 
1 
x E [l, b]. 
6 1 
Then p, 9 E K and 4, E ( p, q). It is easy to see that T is compact on this interval. Then by 
going to a subsequence if necessary, we may assume that lim, +oc T4, exists, and we denote it 
by 4*. 
The last step is to show that lim, +,(T$, - 4,) = 0, since, if this is true, then we have that 
+* E (p, q) and that 
T4* = T(iFmTrP,) = T(iFm+n) = Jl%T+,, =+*. 
To see that lim .,,(T+,-+,,)=O, ch oose 0 > 0 such that for all IE, 4n(~> >g&~), x E [a, bl. 
Let E > 0 be given and choose 6 such that 0 < 6 < 1 and 
2~4 i’f(l, g&(t))) dt + /,;8+y gs(+))> dr] <E, 
[ 
Then there exists an n, such that if ~1 > no, then 
&(+>> <g&(t)>, t E [k I - 61. 
Noting that 
f,(t, 4,(7(t)>) =f(C 4,(W))> for t E (k 1 - 4, 
we see that for x E [O, 11, 
T&(x) -4,(x) = W,(x) - T,&(x) 
= /‘G(x, t)[.f(t> 4&(t))) -f,& &(+)))I dt 
1,’ G(x, t)[f(t, AM))) -f,$, +,(+)))I dt. 
l-6 
Thus for x E [O, 11 and n > no, 
I T&(x) -4,(x) I G 24/-j’f(b 4,(+)>) dt + r,‘.f(ly c&b(t))) df] 
< 2~4 ,sf(,> g&(t))) dt + j[l.f(b g&(f>>> dt <E. 
[/ 
Observe that for x E [a, 01, 
W,(x) -4,(x) = W,(x) - T,&(x) 
= /lG(O, t)[f(t, 4@(t))) -f,(b +(+)))I dt = T&(O) - k(O). 
0 
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Hence we have for x E [a, O>, 
I W,(x) - 4,(4 I <E. (2.7) 
Similarly we can show that (2.7) holds for x E (1, b). This means that 11 T$, - 4, ]I < E for 
n>n,, and this completes the proof of the theorem. 0 
3. Uniqueness 
Here we obtain some conditions for uniqueness of solutions of the boundary value problem 
(1.1) and (1.2) for some different cases. The result, when specialized to the ordinary boundary 
value problem, i.e., the case where r(t) = t, is an improvement of the uniqueness result given 
by [6, Theorem 3.11 since we assume neither the strict decreasing property of f in y nor the 
uniqueness property of any initial-value problem related to (1.1). 
Theorem 3.1 Assume f : (0, 11 X (0, 03) -+ (0, ~0 is continuous and nonincreasing in y for each x. > 
Let T(X) : [O, 11-j [a, bl b e continuous. Then the boundary value problem (1.1) and (1.2) has at 
most one positive solution in C’[a, b] n C2(0, 1) if neither one of the following conditions is 
satisfied: 
(i) r(x) G x for x E [0, 11 and for each x0 E [O, 11 such that Q-(xJ =x0, the initial-value 
problem 
Y" +f(x, Y(T(X))) = 0, 
y(x) =7(x), x ENI, (34 
y’(x0) =Yl 
has at most one solution in a right neighbourhood N, of x0, where NI is a left neighbourhood of 
x0, q(x) is defined and continuous on N, y 1 E R; 
(ii) r(x) ax for x E [0, 11 and for each x0 E [0, 11 such that 4x0) =x,,, the initial-value 
problem (3.1) has at most one solution in a left neighbourhood N2 of x0 where NI in (3.1) is a right 
neighbourhood of x0; 
(iii) r(x) =x for x E [O, 11; 
(iv) r(x) <x for x E 10, 11; 
(v) r(x) > x for x E [O, 11. 
proof. (i) Let &(x), +2(x) be two different solutions of (1.1) and (1.2). We consider the 
following cases: 
(1) ~Jx) > 42(~) for x E [O, 11. Then U(X) = C&(X) -Cam > 0 for x E [a, bl. From (1.2) 
we have that o’(O) > 0 and a’(l) < 0. But (1.1) gives that on (0, 0, 
aV(x) = -f(x, d+(x))) +f(x, 42Mx>>) a 07 
i.e., a’(x) is nondecreasing. This is impossible. 
(2) 4,(x) > +2(~) for x E [O, x,) for some x0 E (0, 11 and &(x0) = ~J~(x,,). Then &(x) > 
4&x) for x E [a, x,1. Denote 
w(x) = MxM(x) -4Xx)&(x>* 
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Then w(O) = 0, w(x,) > 0, and on (0, x0), 
w’(x) = -&(x)f( x9 &(7(x))) + CMxV(x7 &(r(x>>) G 0. 
This implies that w(x) = 0 on [O, x01. We claim that 4,(x) e&(x) on LO, x01. In fact, for 
x E (0, &J, 
4; 4; _- 
z- 41’ 
which gives that &(x)/$,(x) = &(x~)/~~(xJ = 1, or &(x) = ~Jx), contradicting that $i(x) 
> C&(X) on (0, x0). 
(3) &CO) = $2(O), x0 = inf{x E 10, 11: 4i(x) Z &(x)1, and there exists a sequence {x,) such 
that x, > x0, x, +x0 and 4i(xn) = &(x,). In this case, ~$Jxa) = &(x0) and &(x0) = &(x0). 
This implies that 7(x0) =x0. For otherwise, 7(x0) <x0. Then there is a right neighbourhood N 
of x0 such thatT(x) <x0 for x EN. In N, (1.1) becomes 
Y” +f(-? d+(x))) = 07 
y(x,) =4(x& y’(x,) = @(xl& 
(3 4 
where 4 P +1 = &, and $1 and C#I~ are solutions of (3.2) in N. This means +i = & in N, 
contradicting the definition of x,,. 
For the case that 7(x0) =x0, (1.1) and (1.2) give the boundary value problem 
YN +f(x, Y(+))) = 0, 
Y(X) =6(-q, x E [a7 x0)7 
Y’(%> = TmJ)> 
(3.3) 
where 4 P 41 = &, and & and & are solutions of (3.3) on [a, bl. According to the uniqueness 
assumption on the initial-value problem (3.1), we conclude that +i(x) E&(X) in a right 
neighbourhood N2 of x0, contradicting the definition of x0. 
(4) &CO) = &CO), x0 = inf{x E [O, 11: $i(x) Z &(x)1, and there exists an xi E (x,,, 11 such 
that 4,(x) > C#Q(X) for x E (x0, xi). Similar to the discussion in parts (1) and (2), we can show 
this case is still impossible, so we omit it here. 
This completes the proof of uniqueness since if there were two different positive solutions of 
(1.1) and (1.2), then one of the above four cases would occur and this is impossible. 
(ii) Similar reasoning as in (i) gives the proof. 
(iii) For the case T(X) =x, x E [0, 11, the only different part of the proof from (i) is part (3). 
In this case, since x0 is an accumulation point of the set of the points where 41, & coincide, 
there exist x1, x2 E (x0, 1) such that x, <x2, &(x1) =&(x1), &(x2) =&(x,), and 4,(x) f 
&(x) for x E (x1, x2). Without loss of generality we assume 4,(x) > &(x) for x 6 (x1, x2). 
Let U(X) = C&(X) - &(x). Then (I’ 2 0, (I’ < 0, and for x E (xi, x2), 
a”(x) = -f(x, +J,(x>) +f(x7 4,(x>) 2 0. 
We conclude from this that (T’(X) = 0 for x E (xi, x2), and then (T(X) = 0 on [xi, x,1, 
contradicting the assumption. 
(iv) and (v) are immediate from (i) and (ii) since there does not exist x0 E LO, 11 such that 
7(x()) =x(). 0 
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Table 1 
Results for (4.1) 
7 A = 0.25 h = 0.50 A = 0.75 
0.05 0.558 275 22 0.601364 14 0.634 603 50 
0.10 0.559 743 88 0.604 190 83 0.638 687 13 
0.50 0.586 063 39 0.653 330 80 0.707683 56 
Table 2 
Results for (4.2) 
7 A = 0.25 A = 0.50 A = 0.75 
0.05 0.282 668 30 0.332 16496 0.373 09170 
0.10 0.283 15792 0.333 25110 0.374 76645 
0.50 0.295 375 63 0.35787144 0.411254 22 
4. Concluding results 
Some simple numerical computations were carried out for the BVPs 
y”(x)+(y(x-T))-h=O, O<x<l, 
Y(X) =y#, XE [-CO], 
Y(l) +y’(l) = 0, 
(4.1) 
and 
y”(x) +x(y(x - T))-^ = 0, 0 <x < 1, 
Y(X) =yoex, Xf= [-CO], (4.2) 
y(1) +y’(1) = 0. 
In general, for fixed delay 7, 0 < T < 1, the numerical results show that y, is a monotone 
increasing function of A, 0 < A < 1, and for fixed A, 0 < A < 1, y0 is a monotone increasing 
function of 7, 0 < 7 < 1. We have tabulated a summary of the computations. Tables 1 and 2 give 
the corresponding value of y, for the values of A and T. 
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