Abstract. Global motion of magnetohydrodynamic fluid in a domain bounded by a free surface and under the external electrodynamic field is proved. The motion is such that velocity and magnetic field are small in H 3 -space.
Introduction
In this paper we prove the existence of global solutions to equations describing the motion of magnetohydrodynamic incompresible viscous fluid in domain Ω t ⊂ R 3 bounded by a free surface S t . In the domain D t ⊂ R 3 which is exterior to Ω t we have a gas under the constant pressure p 0 . Moreover in the domain D t we have an electromagnetic field which is generated by some currents which are located on a fixed boundary B on D t .
In the domain Ω t the motion is described by the following problem (1.1)
where Ω T = 0≤t≤T Ω t × {t}, v = v(x, t) is the velocity of fluid, p = p(x, t) is the pressure,
H(x, t) is the magnetic field, f = f (x, t) is the external force field per unit mass, µ 1 is the constant magnetic permeability, σ 1 is the constant electric conductivity, we denote the dilatation tensor.
In the domain D t in which there is a dielectric (gas) we assume that there is no fluid motion inside (v = 0). Therefore we have the electromagnetic field only described by the following system (1.4)
where
On S t = ∂Ω t ∩ ∂D t we assume the following transmition and boundary conditions (1.5) n · T(v, p) = −p 0 n on S T ,
where S T = 0≤t≤T S t × {t}, n is the unit outward vector to Ω t and normal to S t , τ α , α = 1, 2 is the tangent vector to S t , φ(x, t) = 0 describes S t at least locally.
Next we assume the boundary conditions on B (1.6)
Finally we assume the initial conditions (1.7)
To prove existence of solutions to the above problem we introduce the Lagrangian coordinates ξ ∈ Ω. The Lagrangian coordinates are connected with the velocity v, are the initial data for the Cauchy problem
To introduce the Lagrangian coordinates in D t we extend v on D t . Let us denote the extend function by v . Then we define ξ ∈ D, by the Cauchy data to the problem
Since S t is determined at least locally the by equation φ(x, t) = 0, S is described by φ(x v (ξ, t), t)| t=0 = 0. Moreover, we have
To simplify considerations we introduce the following notation
Weak solution
Weak solutions to problem (1.1)-(1.7) we formulate in the Lagrangian coordinates, where (1.5) 1 should be written in the form n · T(v, p ) = 0 where p = p + p 0 . Definition 2.1. By weak solutions problem (1.1)-(1.7) we mean functions v, H which satisfy the integral identities (2.1)
where ϕ, ψ are sufficiently regular and ϕ(x, T ) = ψ(x, T ) = 0, n v is the unit outward vector normal to S or B.
Let A be the Jakobi matrix of the transformation
Then we get
,Ω t and ϕ is an increasing positive function.
To prove the existence of the solution to the above problem we linarize (2.1), (2.2) to the form In [4] we proved
Moreover, if ϕ(0), B are sufficiently small then we get
At first, in Section 3, we derive differential inequality (3.23) which makes possible an extension of the local solution of (1.1)-(1.7) step by step from interval [0, T ] to [0, +∞). In Section 4 we show Korn type inequalities which are necessary to prove inequality (3.23). In Section 5 we show the Main Theorem
In Lemmas 3.1-3.12 we use
where a = √ t v 3,2,2,Ω t and α an increasing positive function.
Proof. Differentiating H(ξ, t) = H(x(ξ, t), t) with respect to t and ξ we get
Hence the first inequality is proved. Similarly we can show another inequalities.
In Lemmas 3.7, 3.8, 3.10, 3.11 we are using Lemma 2.5. For solution problem (1.1)-(1.7) we get
Then we obtain (2.8). Similary we obtain inequality for
In Lemmas 3.10, 3.11 we are using inequalities (3.16), (3.19); (3.20) in local coordinates z, connected with {ξ} (see [3] ).
Differential inequality
Assume that the existence of a sufficiently smooth local solution of problem (1.1)-(1.7) has been proved and
In this section we obtain a special differential inequality which enables us to prove a global solution.
Proof. Multipling (1.1) 1 by v and integrating over Ω t we get
we get (3.1). 
Proof. Differentiating (1.1) 1 with respect to t, multipling by v t and integrating over Ω t we get 
Proof. Differentiating (1.1) 1 two times with respect to t, multiplying by v tt , integrating over Ω t , using
and Lemma 3.2 we get (3.5). Proof. From the inequality (see [3] ) 
Proof. From inequality (see [3] ) Proof. From inequalities (see [3] )
Then from the inequality
and (3.9), (3.15) we get (3.18). 
where γ is an increasing positive function,
Korn inequality
Then there exists constant c such that
Proof. Introduce a function u by
where (4.4)
Since 
By Theorem 1 of [6] we have
so by (4.6) and Lemma 2.4 of [5] it follows that
Employing the identity
and (3.10) we have
Using (4.3) we obtain
Integrating (1.1) 1 over Ω t we get (4.13)
and multiplying (1.1) 1 by ϕ i , i = 1, 2, 3 and integrating over Ω t from (4.3) we get systems of equations (4.14) 
, where ϕ i are described by(4.4). The rest of the argument is as in Lemma 4.1.
Global existence
To prove global existence we introduce the spaces
where ϕ(t), φ(t) be defined by (3.24) . From Theorem 2.2 we get 
H(t)) ∈ M(t), t < T where T is the time of local existence and
Proof. From (3.23) and (5.2) we get
We have ϕ ≤ φ then from (5.5)
From (5.6) we get (5.3). Proof. The theorem is proved step by step using local existence in a fixed time interval. Under the assumptions that . By (5.8) and Lemma 5.1 implies that the local solution belongs to M(t), t ≤ T . For small ε 1 the existence time T is correspondingly large, so we can assume it is a fixed positive number. To prove the last result we needed the Korn inequalities (see Section 4) and imbeedding theorems. The constants in those theorems depend on Ω t and shape of S t , so generally they are functions of t.
But in view of (5.1) with sufficiently small ε 1 , β we obtain 
