Abstract. The pslq algorithm computes integer relations for real numbers and Gaussian integer relations for complex numbers. We endeavour to extend pslq to find integer relations consisting of algebraic integers from some quadratic extension fields (in both the real and complex cases). We outline the algorithm, discuss the required modifications for handling algebraic integers, problems that have arisen, experimental results, and challenges to further work.
Introduction
The Euclidean algorithm for real numbers 1 is perhaps the simplest example of an integer relation algorithm. Given a, b, ∈ R the algorithm computes g ∈ R such that a = mg and b = ng for some m, n ∈ Z. If we let s = n and t = −m then we have found the relation as + bt = 0. It was Ferguson and Forcade's efforts to generalise this to the case where a 1 , . . . , a n ∈ R in 1979 [6] that eventually led to the pslq algorithm by Ferguson and Bailey in 1991 [4] . This general case is attractive. One may determine if a number α is algebraic by finding an integer relation for α 0 , α 1 , . . . , α n for some n ∈ N. Furthermore, searching for such relations involving π led to the discovery of the Bailey-Borwein-Plouffe (bbp) formula [1] .
A further extension of the integer relation problem is from real numbers and integers to complex numbers and Gaussian integers respectively. This extension was shown to be handled by the pslq algorithm in the 1999 paper by Ferguson, Bailey and Arno [5] in which they analysed the algorithm and proved bounds on the number of iterations required to find a relation. The complex case is rarely mentioned in the literature, although we note that it is handled by Maple's implementation of the algorithm.
The integer relation cases handled by the pslq algorithm are covered by the following definition.
Definition 1 (Integer Relation). Let F ∈ {R, C}, and let
For x ∈ F n , an integer relation of x is a vector a ∈ O n , a = 0, such that a 1 x 1 + · · · + a n x n = 0.
We will further generalise the integer relation problem in this paper. In order to talk about the algorithm in more generality we will use the following notation.
Notation (F, O).
When discussing pslq and our generalisations we will denote by F the field from which the input to the algorithm is taken, and by O the ring of integers from which the elements of the integer relation belong.
Observe that for the linear combination property of an integer relation to be well defined, it must be the case that O ⊂ F. As such, we may consider the notion a nearest integer to a given element of the field. This is important for the pslq algorithm.
Definition 2 (Nearest Integer
. Let x ∈ F. An integer a ∈ O is a nearest integer to x if |x − a| is minimal. We consider a function ⌈·⌋ : F → O to be a nearest integer function if it maps each x ∈ F to one of its nearest integers. When the ring of integers needs to be specified, we will denote a nearest integer function by ⌈·⌋ O .
Algorithm Overview
We provide a high level description of the unmodified pslq algorithm which is sufficient to understand the modifications we have made. For an alternative and slightly more detailed introduction the reader is referred to Straub [8] .
We show the mathematical details of the algorithm, but omit many technical considerations needed for a practical and effective implementation. Details and analysis suitable for a practical implementation can be found in the literature, in particular: Borwein [3] , and Bailey and Broadhurst [2] .
The pslq algorithm has parameters τ , γ, and ρ that must satisfy
in order to establish runtime bounds on the algorithm [5] . For a given F, so long as O is a lattice, there exists ρ such that the inequality (1) is sharp. Using this value for ρ gives the most flexibility with the other parameters. From (3) we see that τ → ρ as γ → ∞ and that for fixed ρ there will be a greatest lower bound for γ such that τ > 1.
Definition 3 (γ 1 ). Let ρ be such that (1) is sharp. Then γ 1 is the value of γ that satisfies 1 = 1/γ 2 + 1/ρ 2 .
We use the value of ρ such that (1) is sharp, and choose any γ > γ 1 . So long as ρ ¿ 1 (i.e., 1/ρ ¡ 1) then all three conditions will be satisfied.
Note that when F = R and O = Z then the above strategy gives ρ = 2 and γ 1 = 4/3. This value of γ 1 is precisely the lower bound of γ given in the literature.
Similarly when F = C and O = Z[ √ −1] (i.e., Gaussian integers) then ρ = √ 2 and γ 1 = √ 2. This is precisely the bound on γ given in the literature for the complex case.
The pslq algorithm is presented in Algorithm 1, below. In order to make sense of it, we need the following definitions.
Definition 4 (Lower Trapezoidal
Note that a lower trapezoidal square matrix is exactly a lower triangular matrix.
Note that the complex conjugates are needed for full generality to cope with the complex case. Often the literature will present only the real case of pslq in which case x k x k = x 2 k and is reported as such. Similarly for the conjugates in Definition 7, below.
Definition 6 (Hermite Reduction, D H ). Let A = (a i,j ) be a lower trapezoidal m × n matrix with a j,j = 0 for all j. Then the m × m matrix D A = (d i,j ) where
is the reducing matrix of A. The matrix D A A is the Hermite reduction of A.
Observe that D H is a lower triangular matrix containing invertible integers on its diagonal. It is therefore an invertible matrix whose inverse is also integer valued. [A,k] ). Let A = (a i,j ) be an m × n matrix with m > n, and let 1 ≤ k ≤ n. Let β = a k,k , λ = a k,k+1 , and δ = ββ + λλ Then the n × n block diagonal matrix
Definition 7 (Q
where (q i,j ) is the block diagonal matrix with submatrix [3, 5] . The only case where the row swap does not remove the lower-trapezoidal property of H ′ is when r = n − 1 in which case Q [H ′ ,r] is the identity matrix and so H ′ is unaffected. Finally, we use the following notation to refer to rows and columns of matrices, when needed.
Notation (col k , row k ). For a matrix M we denote by col k (M ) the kth column of M and by row k (M ) the kth row of M.
/* Exchange rows r and r + 1 in
/* Exchange rows r and r
/* Make sure H ′ is lower trapezoidal */ 9 until r = n − 1 and
After each iteration the value 1/ max |H ′ r,r | is a lower bound for any integer relation of x. Furthermore if a is the integer relation found by the algorithm, then a ≤ γ n−2 M where M is the norm of the smallest possible integer relation [5, Theorem 3] .
Note that the algorithm as presented above does not terminate if there is no integer relation for the input x. This can be remedied either by specifying termination after a maximum number of iterations are performed, or after the lower bound for the norm of an integer relation exceeds some value.
The algorithm is exact if the individual steps can be performed exactly. That is to say, if we could compute with all real numbers exactly then the algorithm would always calculate an integer relation if there is one to be found. Furthermore, it will find an integer relation in a polynomially bounded number of iterations [3, 5] . In practice, however, an implementation of the pslq algorithm must use floating point arithmetic and so numerical error may prevent the detection of a valid integer relation. Nonetheless pslq has shown remarkable numerically stability.
Finally, we reiterate that the algorithm as presented here lacks the details needed for practical numeric application. There are many optimisations that can, and should, be implemented in order for an implementation to be effective. The interested reader should consult the literature [2, 3] .
Algebraic Number Theory
We introduce only enough algebraic number theory as is needed. The reader is referred to the literature for a more thorough study [7, e.g.] .
Definition 8 (Algebraic Number).
A number α ∈ C is an algebraic number (or simply algebraic) if it is a zero of a polynomial with rational coefficients.
Definition 9 (Algebraic Integer). A number α ∈ C is an algebraic integer if it is a zero of a monic polynomial with integer coefficients. The ring of all algebraic integers is denoted by A.
Definition 10 (Algebraic Extension). A field, K ⊃ Q, is an algebraic extension field (or simply an algebraic extension) if k is algebraic for all k ∈ K.
We may now talk of the algebraic integers of a particular algebraic extension field.
Definition 11. Let K be an algebraic extension field. The ring of integers of K, denoted O K , is the intersection K ∩ A of the extension field with the ring of all algebraic integers.
For the purposes of this paper we consider only simple quadratic extension fields. That is, fields of the form Q[
Without loss of generality we may assume D ∈ Z is square free. The ring of integers of such fields are known [7] to be O Q[
Extension to Algebraic Integers
In order to extend pslq to allow for algebraic integers, we first establish the relationship between algebraic integers, algebraic extension fields, and integer relations. We want to generalise, and thus wish to encapsulate the cases already handled by the existing theory. A nave strategy would be to replace F in Definition 1 with an arbitrary extension field, and to replace O with the ring of integers of that extension field. However, observe that the integers (Z) are not the ring of integers of the field of real numbers. Similarly, the Gaussian integers (Z[ √ −1]) are not the ring of integers of the field of complex numbers. So this strategy will not capture the pre-existing cases.
We instead generalise by introducing an intermediate extension field, according to the following definition.
Definition 12 (Algebraic Integer Relation). Let x ∈ F n and K ⊆ F be an algebraic extension field. An algebraic integer relation of x is a vector a ∈ (O K ) n , a = 0, such that a 1 x 1 + · · · + a n x n = 0.
Observe that algebraic integer relations are indeed a generalisation of integer relations. When F = R and K = Q (thinking of Q as a trivial extension field) then an algebraic integer relation is also an integer relation satisfying Definition 1. The same is true for the complex case when F = C and K = Q[ √ −1]). Since we have stated above that we are only concerning ourselves with simple quadratic extension fields, we correspondingly restrict our attention to algebraic integer relations where
is a quadratic extension field, and F is the Archimedean norm closure of K (i.e., R if D ≥ 0 and C if D < 0).
Reduction
One approach to computing algebraic integer relations is to reduce the problem to an integer relation problem. We may then solve the problem with an existing integer relation finding algorithm, such as pslq.
Observe
. This suggests a method of reduction.
Given an algebraic extension field Q[ √ D] ⊂ F, and input (x 1 , . . . , x n ) ∈ F n we compute (x 1 , x 1 ω, . . . , x n , x n ω) which we give as input to pslq producing an integer relation (a
) from which we attempt to reconstruct an algebraic integer relation (a 1 , . . . , a n ) where a k = a
, and so the reconstructed relation is, indeed, an algebraic integer relation.
However, when F = C the a
Ideally, we want the a ′ k to only ever be integer valued. In some cases it may be possible to transform (a ′ 1 , . . . , a ′ n ) into an equivalent (for the purposes of algebraic integer relation detection) integer valued vector, such as dividing by a common Gaussian integer divisor. We have not yet found a reliable way to detect such cases in general.
Algebraic PSLQ
An alternative approach to computing algebraic integer relations is to modify the pslq algorithm to compute them directly. We call this modified algorithm Algebraic pslq, or apslq.
We observe that the reducing matrix is the source of integers in the algorithm. The reducing matrix, in turn, relies on the nearest integer function. The theorems bounding the number of iterations needed to find an integer relation rely only on the τ, ρ, and γ parameters, the latter of which is arbitrarily chosen and the others of which are determined by the properties of the integer lattice.
In order to utilise as much of the existing theory as possible we replace the nearest integer function in the computation of the reducing matrix with a nearest algebraic integer function. Additionally, we require the specification of the intermediate quadratic extension field as input to the algorithm. The algorithm remains otherwise unmodified.
This immediately causes a problem. In the case of a real quadratic extension field (when D > 0) the algebraic integers are dense in R. This leaves us without a well defined nearest integer, and hence no integer lattice. We put this case away pending further algorithmic modifications and restrict our attention to complex quadratic extension fields D < 0.
In order to calculate the nearest integer for an arbitrary z ∈ C, we first re-write z = α + β ω and use α and β to compute ⌈z⌋. There are two cases.
When D ≡ 2, 3 (mod 4), then α = ℜ(z) and β = ℑ(z)/ |D|. We have
When D ≡ 1 (mod 4), then β = 2ℑ(z)/ |D| and α = ℜ(z) − β/2. We have two candidates for the nearest integer and choose the one which is closest to z.
We bound |z − ⌈z⌋| ≤ ǫ for all z ∈ C using the geometric properties of the lattices.
And so we can compute the corresponding value of ρ
However, as |D| increases, the value of ρ decreases, and eventually ρ < 1 making it impossible to satisfy condition (2), and causing γ 1 to become complex. This leaves us with D = −2, D = −3, D = −7, and D = −11 as the only values of D for which the existing theory holds.
We will see that even when the conditions do not hold the algorithm can still be effective (see Section 3.4, Table 5 ).
In this paper we examine the efficacy apslq and the reduction method. We leave, for now, the question of additional modifications which may handle the problems described above.
Experimental Results
We tested the efficacy of the above two methods experimentally. To do so we used Maple's native pslq implementation for reduction, and our own implementation of apslq (written in Maple). The code and results are available through GitHub 2 . Our implementation of apslq is described in Algorithm 2. Recall that for apslq the matrices D H ′ are constructed using an algebraic nearest integer function. The particulars are a little different to the algorithm presented in Section 1.1 (Algorithm 1). It is effectively the algorithm as described by Borwein [3, fig.  B .5], although we note that our implementation correctly handles the complex case as described above, whereas the algorithm given by Borwein is specialised to the real case.
To understand the differences, first note that the matrix B is simply the matrix A −1 from Algorithm 1. Each column of B is considered a possible integer relation of x, and the vector y is kept updated so that y = (x/ x ) B. As such, if y k = 0 for some k, then col k (B) must be an integer relation for x/ x and thus also for x. We terminate if we find such a relation, or if we exceed a specified number of iterations. This relation, a say, will not necessarily have the properly a ≤ γ n−2 M that is guaranteed for a relation given by Algorithm 1, however. Note that because we are performing numeric (floating point) computations we are unlikely to exactly compute a 0 element in y. To detect termination, therefore, we consider only the smallest |y k | as the best candidate for a linear combination, and look to see if it is sufficiently close to 0 (i.e., less than some threshold ǫ). We scale the value of |y k | by col k (B) in order to avoid missing a possible relation if the norm the column of B is particularly large. For more details, the reader should refer to Borwein [3, appendix 1].
Methodology
We created collections of instances of algebraic integer problems. Each collection, referred to as a test set, consisted of 1000 algebraic integer relation problems.
For each test set we chose a quadratic extension field K, a set of constants from which we created each of the individual problems within the set, and a size for the coefficients of any algebraic integers used as part of the individual problem creation.
We will speak of the choice of extension field in more detail when we describe the results, below.
Two sets of constants were used: one containing real constants, the other complex. The real set was
The complex set was generated by randomly choosing an integer modulus between 1 and 9 for each integer argument from −9 to 9. Each constant set was used in multiple test sets. The size of the coefficients of the algebraic integers fell into two cases: small (coefficients in the range [−9, 9] thus having exactly 1 decimal digit) and large (coefficients in the range [−999999, 999999] thus having up to 6 decimal digits).
Once the above choices were made for a particular test set, the problems within that set were randomly generated as follows:
1. Randomly choose an integer 2 ≤ k ≤ 10. 2. Randomly choose k constants, C 1 , . . . , C k , from the set of constants for the test set. 3. For each C i , randomly choose integers α i and β i within the specified size.
Let
The problem instance was the input vector x = (C 0 , C 1 , . . . , C k ) which, by construction, had algebraic integer relation a = (−1, z 1 , . . . , z k ) .
For each test set, we attempted to solve the problems within it using pslq, reduction, and/or apslq as appropriate. Our aim was to see if the algorithm could recover the known algebraic integer relation from the input vector. Any algebraic integer multiple of the known relation was considered to be an equivalent relation for this purpose.
Test sets that used small coefficients for algebraic integers were tested using 75 decimal digits of floating point precision. Test sets that used large coefficients were tested using 175 decimal digits of floating point precision.
The result of a computation on an individual test instance was classified as outlined in Table 1 . We simply counted the number of occurrences of each result. The generated algebraic integer relation was recovered. unexpected A different, correct algebraic integer relation was found. bad An incorrect algebraic integer relation was found. fail
The algorithm produced no result.
No unexpected results were found during our testing. This classification was originally introduced in the testing of an early implementation as a result of an oversight in which log 2, log 3 and log 6 were together in some problems. This oversight has since been corrected, yet it remains possible (although unlikely) that other unexpected relations may still be computed, so we keep the classification as a possibility.
To assess each result classification, we first note that a fail condition is immediate if no result is produced (usually because the maximum number of iterations was exceeded). Assuming this is not the case, let a = (a 1 , . . . , a n ) be the computed algebraic integer relation. Let a = (−1, z 1 , . . . , z k ) be the known relation from above. Recall that we are considering any algebraic multiple of a to be correct and observe that if a = λa then it must be the case that λ = −a 1 . We therefore look to see if (−a 1 )a = a, and if so we diagnose a good result. If that is not the case, we then test the computed algebraic integer relation to 1000 decimal digits of precision, and if the result is within 10 −998 of 0 we diagnose an unexpected result. If none of the above apply, then we diagnose a bad result.
Observe that the problem with the reconstructed relation for the reduction method in the complex case as described in Section 2.1 is not addressed at all by this diagnosis method. It is entirely possible that (−a 1 )a = a even if a 1 is not a valid algebraic integer for the extension field in question. We describe how we accounted for this below (see Section 3.4).
When testing sets appropriate for apslq we performed each computation multiple times with different values of γ and different thresholds for detecting integer relations in A −1 (as described above). Specifically, we used γ = γ 1 , γ = 2.0, and γ = 3.0. Note that although the strict conditions from Section 1.1 require γ > γ 1 the choice of γ = γ 1 seems to be common in practice, and the results below do not seem to suffer.
The thresholds used were 10
, and 10 −(d−log 10 n) where d is the floating point precision in decimal digits, and n is the number of elements in the input vector. Note that the latter of these, copied from Maple's implementation, varies slightly with the number of elements of the input vector. These different thresholds made almost no difference whatsoever. For the cases where there is no γ 1 (see Table 5 ) the latter threshold sometimes had one fewer good and one more fail result when compared to the other thresholds. We do not consider this significant, and report the results for the first threshold (10 −(d−1) ) only. The test sets fell into three broad categories, described separately in the subsections that follow.
Real and Complex PSLQ
We tested our implementation of apslq against Maple's pslq implementation for the cases that pslq was already known to work for. That is for the trivial case K = Q and the case K = Q[ √ −1]. This testing acted as a sanity check that our implementation was correct in the known cases. 
Complex Ci
The results are tabulated in Table 2 . Note that it is impossible to create test sets that use complex C i and K = Q, so we were only able to test a single field with complex constants.
Real Quadratic Extension Fields
For the real quadratic algebraic integer relations we tested the following real quadratic extension fields:
Recall that apslq is not appropriate for these extension fields, so only the reduction method was tested. 
The results are tabulated in Table 3 . We note that since we are testing real quadratic extension fields we are in the case where F = R and so, as stated in Section 2.1, we definitely have found algebraic integer relations. Contrast this to the complex quadratic extension field testing, below.
Complex Quadratic Extension Fields
For the real quadratic algebraic integer relations we were able to test both the reduction method, and apslq. We tested the following complex quadratic extension fields:
for D ∈ {−2, −3, −5, −6, −7, −10, −11}
As we have tested both reduction and apslq for these fields, we may compare the relative efficacy of the two methods. We accounted for the reduction problem described in Section 2.1 by checking to see if the entries in the recovered relation consisted only of valid algebraic integers from the appropriate field. This check was performed after the usual diagnosis, so that we could compare these fail results with the originally diagnosed result. If any entries were not appropriate algebraic integers then we changed the diagnosed result to a fail and also recorded the old result. We note that all such fail results reported for our reduction tests were initially good results.
The cases where D ∈ {−2, −3, −7, −11} are cases where γ 1 exists and so the three conditions (1), (2) , and (3) from Section 1.1 are satisfied. These results are summarised in Table 4 . Both reduction and apslq perform superbly for these cases. Observe that when testing the field Q[−11] with complex C i and γ = 2.0 the results were slightly worse than when γ = γ 1 . This is likely because for this field γ 1 = √ 22/2 > 2, so γ = 2.0 is too small to satisfy the required constraints in Section 1.1. This supposition is strengthened by the observation that when γ = 3.0 > √ 22/2 the results are good again. We note a couple of bad results for the reduction method with complex C i . In none of these cases did apslq produce anything but a good result (if we ignore the case described in the previous paragraph). Nonetheless one or two bad results out of a pool of one thousand is hardly a poor result.
The cases where D ∈ {−5, −6, −10} are cases where γ 1 does not exist and so the three conditions (1), (2) , and (3) from Section 1.1 are not satisfied. These results are summarised in Table 5 .
Observe that for real C i the results are mostly good, despite the algorithm conditions not being satisfied. This is similar to the results for Q[ √ −11], highlighted above, that also failed those conditions. Contrast these to the cases with complex C i . The cases with complex C i perform exceptionally poorly for apslq. This ought not be especially surprising since these fields do not satisfy the required conditions. It is perhaps more remarkable that the results for the real C i case are so good. However, the reduction method gives consistently good results. If we can find a way to reliably find correct algebraic integer relations from the incorrect ones often given by this method, it should prove to be remarkably robust.
Further Work
Further tests are being run which look more closely at the relationship between integer coefficient size, input vector size, and the precision necessary to find an integer relation. These tests also examine how the algorithm performs with problems consisting of extra constants than those that are known to be in the integer relation (i.e., relations with constants whose coefficient will be 0 in the integer relation).
We suspect, based on some early proof-of-concept tests performed while implementing apslq, that the reduction method will require more precision than apslq for the same problem instance. The above further tests should quantify that, if it is correct.
Work is ongoing to find a theoretical framework with which to further modify the apslq algorithm so that we may handle the real quadratic integer case, and the complex quadratic integer cases that do not satisfy the requirements from Section 1.1.
Work is also ongoing to ascertain a method of reliably extracting algebraic integers in the complex quadratic reduction case.
