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This study investigated the reduced platen compression (RPC) test of the distal femur 
metaphysis (DFM) of adult male rats.  The objectives were to develop a finite element (FE) mesh 
generation algorithm that would take existing µCT images and create a model for use in 
commercial finite element analysis (FEA) software, and to investigate the RPC test using 
different boundary conditions (BC) for comparison with modern bone FEA studies.  
 The MATLAB Image Processing Toolbox was used to manipulate the µCT images from 
their exported format into a usable volume in the form of a 3D binary image.  The voxels in this 
image were directly converted to hexahedral elements in a FE mesh using custom developed 
MATLAB scripts.  The meshes were imported to ABAQUS for FE processing.  Post-processing 
was done in both ABAQUS and MATLAB.  ABAQUS was used to visualize the results in 
contour plots.  The stress and strain values for each element were exported for distribution 
analysis in MATLAB.      
 To validate the FEA techniques developed in this study, two animals were chosen based 
on their RPC mechanical testing results; one with significantly above average and one with 
significantly below average maximum load.  Both whole specimen compression (WSC) and RPC 
tests were simulated using rough and smooth BCs.  The reaction force results of the simulations 
mirrored past mechanical testing, but the outlier effect was muted due to greater consistency in 
platen sizing in the simulations than in RPC testing.  The contour plots and strain distributions 
indicated that the RPC test has little influence from the cortical tissue, supporting the assumption 
that the RPC test effectively measures cancellous tissue properties.    
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 The computational requirements of the image processing and mesh generation 
techniques, along with the FE processing in ABAQUS are analyzed for future study feasibility.  
Computation time is not a pressing issue, but memory becomes the limiting factor for both 
simulation processing and result storage.   
 Overall, the mesh generation technique developed in this study is powerful due to its 
generality; any binary image can be converted in a FE mesh.  Future possibilities include 
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More than 50 million men and women in the United States suffer from osteoporosis or 
low bone density.  Almost half of Americans over 50 are at risk of fracture.  With an aging 
population, the healthcare system is estimated to see an economic impact of more than $25 
billion per year in the coming decade [1]. 
While some humans are aging on earth, an increasing number are spending time far from 
our planet.  Exploration of ever more extreme environments has highlighted the limits of our 
skeletal system.  In the early years of spaceflight it became apparent that human bone 
experienced changes while in the gravitational unloading and radiation environment of low earth 
orbit.  Astronauts and Cosmonauts alike saw decreases in bone mineral density (BMD) when 
they returned to earth [2].  Successful countermeasures for this bone loss have been deployed on 
modern missions to the International Space Station, namely resistance exercise and antiresorptive 
medication [3].  With Mars on the horizon, however, future missions will be of longer duration 
and take place in partial gravity environments where the previous countermeasures may not be 
feasible [4].   
In the last decade, enormous strides have been made in both the speed of computing and 
the quality of medical imaging.  The confluence of these two subjects has allowed increasingly 
complex analysis of the human body and how it reacts with its environment.  Finite element 
analysis (FEA) of bone tissue has benefitted uniquely from these technological advances. 
In the early 1970s, the newly developed finite element method (FEM) used in structural 
analysis and civil engineering made its way into the world of biomechanics.  Bone researchers 
quickly realized the potential FEA had to a field where the structures of interest were highly 
complex geometrically and made up of multiple materials.  Precise bone geometry could be 
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modeled, and stress fields could be determined for simulated load scenarios.  Early models were 
very coarse and limited in their formulation due to the amount of computation involved.  By the 
mid-1980s, “refined” models with high density meshes were on the order of 10,000 degrees of 
freedom (DOF) [5].  Computer processing speed has become many thousands of times faster in 
the decades since these early models were created [6].  Today, models of similar complexity take 
seconds to calculate on a personal computer.   
As the capabilities of FEA have advanced so, too, have the ambitions of its applications.  
micro-computed tomography (µCT) can generate discrete models of bone sections with millions 
of elements.  However, µCT data is widely used solely for densitometric analysis and structural 
characterization.  The potential for the existing scans to be used in FEA is often overlooked. 
In 1995, van Rietbergen introduced the idea of using direct voxel conversion from CT 
images for micromechanical models of trabecular bone [7].  This discrete modelling is limited to 
regions where high resolution CT images can be acquired.  Popular today are CT-informed 
continuum models that assign material properties to elements based on apparent density in the 
CT scans [8].  These models do not fully resolve the trabecular structure, allowing for lower cost 
scans.  However, these continuum models are limited to specimen where the scale of the loading 
and stress field is sufficiently larger than the underlying trabecular structure, satisfying the 
assumption that the cancellous bone can be treated as a continuum [9].  For sites where this scale 
is on the borderline, such as the rat distal femur metaphysis (DFM) in the present study, discrete 
trabecular models offer more accuracy. 
FEA is fully reliant on its input data.  Thus, mechanical testing is still required to 
determine the tissue properties to use in a model.  Many methods are presently used to find these 
properties for bone tissue, from nanoindentation to atomic force microscopy [10, 11].  Larger 
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samples are tested in compression and tension to determine structural and whole bone properties.  
These experiments show a wide range of values for the mechanical properties of bone in 
different species and in different locations throughout the body [12].   
The reduced platen compression (RPC) test has been devised to assess the strength of 
cancellous tissue without physically removing the cortex [13].  Previous studies have optimized 
the RPC process through image analysis and with the use of continuum FEA [14].  The present 
study develops a method for discrete trabecular structure FEA to further model and study the 
RPC test.   
Complicating the process of FEA using µCT data is the need to transform the output from 
the CT scan to a format usable in FEA packages.  Most modern scanners come with attached 
software that allows for this transition, with some even performing FEA using their own solvers 
and post-processors.  These solvers are often very limited in the loads that can be applied and the 
degree to which the results can be analyzed.  In the case of the Scanco µCT 50 (Scanco Medical, 
AG, Switzerland) used in the present study, the FEA capabilities are limited to linear analysis 
[15].  In order to model non-standard problems like the RPC test and to have capabilities that 
extend beyond linear analysis, an alternative solution method must be used.  Commercial solvers 
like ABAQUS and ANSYS are widely available and have robust FEA capabilities.  ABAQUS is 
used in the present study because of its availability to users at Texas A&M University.   
The primary complication in using these commercial FEA packages is having a 3D part 
or volume with which a mesh can be generated.  Many commercial CAD packages support 3D 
part files that are easily imported to ABAQUS.  This is not the case with volumes generated by 
CT.  Common software packages used for the visualization and manipulation of CT images in 
the medical community are often freely available.  These packages allow for segmentation of CT 
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images and visualization of volumes, but their export capabilities are limited to STL formats or 
other surface models.  These surfaces could then be filled using other programs, but the 
workflow for FEA using this method becomes cumbersome and ineffective, as the fidelity of the 
models deteriorates with each format conversion.  Commercial software packages have been 
developed to bridge this gap (e.g., ScanIP/FE, Materialise Mimics, etc.), but they are extremely 
cost prohibitive; licenses will run into the low six figures.  Laboratories that use CT-based FEA 
often employ custom-developed codes to generate meshes [16].  The practice of direct voxel 
conversion from CT data to a input file for ABAQUS has been previously demonstrated in 
Python [17].  MATLAB will be used in the present study for image analysis and mesh 
generation, as it is a cost-effective program and freely available at many universities.  Making 
the algorithms and source code developed herein publicly available will allow those without the 







 There will be two focus areas for this thesis: developing a method for processing µCT 
images into a finite element (FE) mesh; and investigating the FEA parameters that may benefit 
future studies involving the RPC test.  Prior studies have investigated the RPC test using 
continuum models of cancellous tissue.  The present study will generate discrete recreations of 
the trabecular structure, increasing the size and computational cost of the analysis by several 
orders of magnitude.  The objective of this study may be summarized as follows: 
1. To develop a mesh generation algorithm using readily available software that: 
a. Uses µCT images as an input. 
b. Outputs a mesh for use in commercial FEA software. 
2. To understand the effects on simulated whole specimen compression (WSC) and reduced 
platen compression (RPC) tests of common FEA parameters including: 
a. Different loading and boundary condition cases. 
b. Different volume geometry cases (i.e., with or without the cortical shell). 
3. To investigate the computational feasibility of using the FE models in larger studies. 
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2. BACKGROUND  
2.1 Bone Biology and Structure 
 The skeleton is a critical organ and the bones in it play a multitude of roles.  
Mechanically, they support the body and transmit loads from the environment and from within 
the body.  Bones act as levers, amplifying the forces generated by muscles.  This minimizes the 
length over which muscles must contract to move the body around or to manipulate the world 
[18].  Bones also protect more sensitive internal organs such as the ribs around the lungs and 
heart.  Biologically, bone acts as a bank for minerals like calcium and phosphate to be deposited 
or released for the body to maintain long term homeostasis.  Some bone sites even form red 
blood cells [19].   
 Bone tissue is primarily comprised of inorganic minerals, collagen, and water.  The 
collagen molecules group together to form fibrils, which cross-link with one another.  Mineral 
crystals, specifically hydroxyapatite, fill the space between and around the cross-linked collagen 
fibrils, forming sheets known as lamellae.  In the long bones of humans, these lamellae organize 
into concentric annular cylinders called osteons.  These osteons house canals for blood flow and 





Figure 1.  Important Features of Human Long Bones. Reprinted From [18]. 
 
  
From a macroscale perspective, bone has two main structural components.  The dense 
outer shell is known as compact or cortical bone.  The less dense internal bone known as spongy 
or cancellous bone is found in the ends of long bones, as well as other locations such as the 




Figure 2.  Structural Anatomy of Human Femur. Reprinted From [20]. 
 
 
Cancellous bone is comprised of rods and plates on the order of 200 µm thick, referred to 
as trabeculae, only filling approximately 30% of the bone cavity.  The remaining volume is 
occupied by marrow [19].  The terms cancellous and trabecular bone are often used 
interchangeably.  Herein, cancellous bone will be used to describe the macroscale spongy bone 
and its structural properties, and trabecular bone will refer to the individual rods and plates and 
their characteristics.   
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 The primary mechanical role of cancellous bone is to absorb loads and transmit them to 
the cortical shell.  This explains why cancellous bone is located at the ends of long bones where 
the loads encountered during motion are applied.  The trabecular structure distributes these 
surface loads to a larger volume of material, reducing the maximum stresses encountered.  Due 
to this load transmission, the trabecular structure is often found aligned with the stresses 
experienced in loading [21].  The diaphysis of long bones (Figure 2) is void of cancellous bone 
as the loads experienced in this region are more evenly distributed axial, bending, and torsional 
loads for which the hollow cross section of cortical bone is well adapted to handle. 
Bone can grow and adapt in response to both physiological and mechanical stimuli.  The 
factors that influence these behaviors and their interactions are complex and this area is still 
undergoing active research.  The idea of a relationship between bone’s structure and function 
was introduced in 1892 in the form of “Wolff’s Law”.  This law stated simply that changes in the 
function of bone was followed by a change in its architecture, subject to mathematical laws.  
Much of Wolff’s interpretation has since been refuted, both the merit in bearing his name and its 
status as a law in the first place, but the term is still widely used to mean the functional adaption 
bone displays in remodeling [22].  Little attention was given to the mechanical behavior of bones 
until the 1950s when experiments began to show possible ways in which bone could relay 
signals in response to mechanical stimulus, for instance the discovery of bone having 
piezoelectric properties [23].  In the 1990s a model known as the Mechanostat was proposed for 
bone adaptation based on the mechanical strains the tissue experiences during loading [24].  
Crucial to this idea is the role of muscle strength in skeletal development, as it provides the 
growth inducing mechanical strains.  In short, the model suggests there exists a critical level of 
strain that once reached, signals the remodeling process.  If the strain remains inside some range 
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of values encountered during normal loading, the shape would remain the same.  These 
thresholds of strain are illustrated in Figure 3.   
 
 
Figure 3. Mechanostat Strains. 
 
 
The Mechanostat model has been supported in multitudes of experimental data [25], and 
is more recently being investigated on a molecular and chemical level to identify the signal 
processes involved.  The OPG/RANKL/RANK proteinic system has be shown to react to tensile 
and compressive strains by changing concentrations of the proteins involved, which would 




2.2 Mechanical Properties of Bone  
Bone’s complex microstructure leads not only to its unique geometry, but to complex 
material properties as well.  Bone acts as a composite material, whose elastic properties and 
failure behavior are functions of its constituent components.  The hydroxyapatite crystals are 
very strong and stiff.  Collagen is comparatively quite soft and ductile.  The stiffness of bone lies 
between that of the mineral and collagen, as expected for a composite material.  The benefit of 
this arrangement is apparent the overall strength of bone, as the composite structure is stronger 
than its individual components.  The collagen fibrils stop cracks from propagating through the 
mineral preventing brittle fracture.  Conversely, the mineral crystals bear load and prevent the 
collagen from yielding [27].  In this way, the mineral is providing the elastic behavior of the 
material, and the collagen is driving the post-yield and energy absorption properties.    
 A delineation needs to be made between the internal tissue level and the average 
structural properties of bone.  The difference between the two is most pressing for cancellous 
bone.  When looking at the material properties of individual trabeculae, there is little difference 
from cortical bone.  If the overall structure of the cancellous framework is considered, bulk 
properties become of interest.  Cancellous bone has been shown to be 35% less stiff than cortical 
bone [12].  While the material level behavior is certainly important, the structural behavior has 




2.3 Mechanical Testing of Bone 
 Destructive mechanical testing allows for a material and its failure mechanisms to be 
classified.  Carefully controlling the geometry of the specimen and the loads to which it is 
subject allows various material constants to be calculated.  These constants can then be used to 
predict the behavior of the material when subject to additional loads or estimate the response to a 
problem that cannot be directly tested.  Tensile and compressive testing are examples of these 
types of experiments.   
  A brief note of importance is the difference between intrinsic and extrinsic properties 
that can be determined from mechanical testing.  Direct quantities measured in a tensile test, for 
instance, are the reaction force of the specimen and the displacement to which it is subjected.  A 
larger specimen (in width) will generate more force if it experiences the same axial displacement 
as a smaller specimen.  When normalized by the geometry of the specimen, the force and 
displacement become stress and strain, respectively.  These normalized intrinsic properties allow 
for comparison between specimens and of different materials.  The extrinsic properties are not 
without application, however.  In the case of whole bones, it is useful to know the overall force 





The results of a typical tensile test are shown in Figure 4.  The red line indicates the 
linear-elastic portion of the deformation.  Next, a critical point is reached where yield occurs, and 
the material then undergoes plastic deformation.  The highest load which the specimen bears 
throughout the test is marked as the maximum load, and the point at which fracture occurs is 




Figure 4.  Example Stress-Strain Curve. 
Energy is the area beneath the curve.  If force and displacement are normalized for specimen geometry, they 




The linear-elastic region is where the characteristic material constants can be determined.  
For instance, the slope of the linear portion of the curve is the stiffness of the specimen.  When 
normalized for geometry, the intrinsic stiffness of the material is known and its Young’s 
Modulus (E).  The area beneath the load-displacement curve represents the amount of energy 
absorbed by the material before fracture, or put differently, the amount of work done on the 
material that caused it to fail.  This is often referred to as the material’s toughness. 
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2.3.1 RPC Testing 
 Most mechanical properties of bone, and many other materials for that matter, are 
acquired by testing specific sections in tension.  However, the primary loading for most bones 
occurs in compression or in bending.  The failure modes for these load cases have been shown to 
differ [28].  In homogenous isotropic materials like metal, the mechanical data found in tensile 
tests can be used to accurately predict behavior in other load cases.  This extension is not as 
simple for complex and composite materials like bone.  For this reason, numerous experiments 
have been used to determine the response of bone to different load cases [29]. 
 Complicating further the matter of direct mechanical testing is the difficult nature of 
working with cancellous bone.  The structure of cancellous tissue becomes an issue when 
attempting to isolate it from the surrounding cortical material.  With tedious care taken in 
generating test specimens, tensile tests have shown that the elastic behavior of cancellous tissue 
is similar in compression and tension up to the point of yielding, after which the failure 
mechanisms differ and produce different stiffening behavior [30].  This data does have 
limitations since the experiments have removed the trabecular architecture from the cortex.  The 
outer layer of trabeculae has been disconnected from the surrounding structure, so surfaces that 
would have carried load in situ are now free, creating a boundary layer effect on these test 
specimens.  While this data is certainly useful in understanding the material behavior of 
cancellous tissue, it is an ideal loading situation and does not fully represent the in vivo loading 
scenarios and interactions that cancellous bone would experience.   
 The interaction between cancellous and cortical tissue has been investigated using whole 
specimen compression.  This involves taking a cross section of a bone and compressing it 
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between two platens.  In this case, both the cortical shell and cancellous core are loaded, so the 
interaction between them is included in the test. 
 A more sensitive compression test has been developed where only a reduced section of 
the cancellous core is loaded, known as the reduced platen compression (RPC) test.  In whole 
section compression, the cortical shell bears most of the applied load.  This means that for 
sections where the strength of the cancellous core is significantly different between specimens, 
that difference is muted by the cortical shell.  The RPC method loads only the cancellous section, 
while maintaining its interaction with the cortical shell.  The RPC test has been shown to be 
twice as sensitive to changes in cancellous strength than whole section compression for similar 
specimens [13].  The difference in loading between the RPC and whole specimen method is 
shown in Figure 5.   
 
 
Figure 5.  Whole Specimen Compression (WSC) and Reduced Platen Compression (RPC) Test. 
Bone illustrated is a side view of a sample cross section of a femur or tibia metaphysis that has been removed from 
the bone.  In the case of the distal femur metaphysis in the present study, the top surface here would be the most 




 Figure 6 provides a 3D view of the RPC test, illustrating how the platens contact the 
cancellous tissue without loading the cortical shell.  The contact area for the RPC platens is 
chosen to be 70% of the diameter of a circle that fits entirely inside the cortical wall of the cut 
specimen, known as the endocortical circle.  The platen sizing is illustrated in Figure 7 for both 
the distal femur metaphysis (DFM) and proximal tibia metaphysis (PTM).   More information on 





Figure 6.  3D Representation of RPC Test. 















Figure 7.  RPC Platen Sizing for Distal Femur Metaphysis (DFM) and Proximal Tibia Metaphysis (PTM). 
Endocortical circle is defined as the largest circle that will fit entirely inside the cortical shell.  Platen size is 70% of 




2.3.2 Three-Point Bending 
Other mechanical testing techniques have been used to determine the strength of cortical 
bone and whole bones that do not remove a specific test section.  This produces more accurate in 
situ loading conditions.  To investigate cortical tissue strength, three-point bending (3PB) of the 
mid-diaphysis of the femur and tibia have been employed in past studies.  A generic 3PB test 
setup is shown in Figure 8.  More information on the specimen preparation is available in past 




Figure 8.  Three-Point Bending (3PB) Diagram. 






2.3.3 Femoral Neck Test 
 Another mechanical test commonly employed to asses whole bone strength is femoral 
neck fracture.  This method attempts to load the head of the femur in a manner consistent with 
normal use, or in some cases the direction of impact encountered during a fall.  The experimental 
setup for the femoral neck test used in past studies is illustrated in Figure 9.  More information 




Figure 9.  Femoral Neck Test Diagram. 






2.4 Bone Imaging Using Computed Tomography 
 Computed tomography (CT) is widely used to generate 2D and 3D images of biological 
tissue and other materials.  The fundamental physics behind CT is the interaction of X-ray 
radiation with matter.  As a photon passes through an object, it interacts with the atoms inside.  
The photon will collide with other particles and exchange energy with the electrons of the atoms 
in its path.  When the photon reemerges from the object, it will be at a different energy state than 
when it entered.   
 CT scanners use this principle of photon-electron interaction to generate images of 
biological tissue.  An X-ray beam packed full of high energy photons is directed at the sample 
being scanned.  These photons exchange energy with the tissues in the sample and then run into 
the detector on the opposite side.  The diagram in Figure 10 illustrates the fundamental setup of a 
CT scanner.   
 
 





The detector measures the energy level of the photons after passing through the 
specimen, getting a snapshot of the shadow of the sample from that angle.  The source and 
detector move around the specimen to read the shadows from many angles.  Each of these scans 
is then assembled by a computer to generate a usable image of the sample [34].   
2.4.1 pQCT and µCT 
 CT scans using X-ray radiation are limited in their application by the dose of radiation 
they give the patient.  The higher the resolution or the larger the area of a scan, the more time it 
takes; therefore, the radiation dose is higher.  Thus, scans with high enough resolution to resolve 
trabecular bone are limited to the extremities: hands, wrists, ankles, etc.  These higher resolution 
scans can be used to generate quantitative measures of bone and other tissues and are 
consequently name peripheral quantitative computed tomography (pQCT).   
 Higher resolution scans than pQCT are achievable, but with doses of radiation exceeding 
that which would be safe for living organisms.  These scans can resolve tissue components on 
the micron level and are thus named micro-CT (µCT).  Due to the high radiation dose and 
compact scanner sizes, µCT is limited to ex vivo scans of animal tissue.  µCT is also used in 





2.5 The Finite Element Method 
 The first requirement in understanding any physical phenomenon is the development of a 
mathematical model.  Assumptions are made about the way a process works and are then used to 
develop equations that characterize the observed behavior.  This allows for the quantification and 
estimation of processes in nature, which can be validated with experiments.  Complications arise 
when the equations in a model are difficult to solve (differential, integral, simultaneous, etc.) or 
they are imposed over a complex domain.  Throughout history, models had to be abstracted to a 
point where analytical solutions could be realistically determined.  Intricate geometry or 
nonuniform material makeup often precluded an analytical solution.  
The finite element method (FEM) is a numerical method of analysis that allows complex 
mathematical models to be solved.  It has the dual benefits of increasing the complexity of 
geometry that can be analyzed, as well as reducing the order of equations that need to be solved 
to gain an accurate solution to a model.  The FEM derives its name from the fundamental process 
involved, subdividing the domain into smaller components.  This process is illustrated in Figure 
11.   
 
 
Figure 11.  Finite Element Method Discretization. Adapted From [36]. 
(a) Generalized body with applied loads and boundary conditions, (b) discretized body with elements and nodes,  




Figure 11 (a) shows a generalized domain with various boundary conditions and applied 
loads. In Figure 11 (b), the domain is discretized into multiple subdomains, known as elements.  
The elements are connected to one another at points referred to as nodes.  These nodes are the 
points throughout the domain where unknown quantities of interest (e.g., displacement) are 
calculated.  Together, the nodes and elements are called the finite element mesh.  Now that the 
domain has been discretized, the equations of the mathematical model can be solved over the 
simplified domain, as in Figure 11 (c).  Imposing continuity at the nodes (i.e., the calculated 
values for each node must be the same between elements) and interpolating between these values 
allows the solution to be approximated for the entire domain.   
As with any numerical method, increased discretization allows for higher fidelity 
representation of higher order nonlinear functions.  So too in FEM generating a finer mesh will 
capture more details.  Finer meshes can be used in areas of high gradients to gain a more 
accurate solution.   
 The sources for error in a finite element model are threefold:  the approximation of the 
domain, the approximation of the solution, and numerical computation errors (e.g. round off, 
numerical integration) [36].  The first of these, domain approximation error, is minimized during 
mesh refinement.  Solution approximation is partially addressed in mesh refinement but will 
often require analysis of the types and formulations of elements used in the model.  Computation 
errors are present in any numerical method. 
 The errors which have been addressed are those between the finite element solution and 
the exact solution to a mathematical model.  This numerical accuracy is often labelled as the 
accuracy of a model.  The true “Accuracy” however, is how well the model describes the 
physical behavior of the process it is intended to analyze.  A finite element model can be error 
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free from the exact analytical solution but arrive at meaningless results if the underlying 
equations are not properly based on a physical understanding of the problem at hand.  This is the 
lens through which any finite element results should be viewed.  
2.6 FEM Applied to Bone 
 In 1995, van Rietbergen introduced the idea of using direct voxel conversion from CT 
images for micromechanical models of trabecular bone [7].  The elements in that study were 
40.26 x 28.44 x 40 µm, in a specimen from the human proximal femur.  By 1998, different 
meshing techniques were being explored, and Ulrich compared both the coarseness of a mesh in 
relation to the overall structure and the type of mesh used (hexahedral or tetrahedral) [37].   The 
results of that study showed that hexahedral elements were sufficient for determining bulk 
properties such as stiffness and strength, particularly when fine enough meshes were used.  
Tetrahedral meshes can sustain trabecular connections below the resolution of the image used to 
generate them, an advantage compared to hexahedral meshes, but the algorithms required to 




2.7 Animal Models 
 Few humans spend time in space; thus, to adequately study the effects of microgravity on 
bone and potential countermeasures, a ground-based model is necessary.  Hindlimb Unloading 
(HU) in rodents has long been accepted as an analog to the inhibited bone formation observed in 
humans during spaceflight [38].   Illustrated in Figure 12 is a rat undergoing HU via the tail-
traction method.   
 
 
Figure 12.  Hindlimb Unloaded Rat 
 
 
Multiple drug treatments have been investigated as a pretreatment for spaceflight and as 
osteoporosis medication [3].  The two animals in the present study both received injections of 
Risedronate prior to HU.  More information on the HU protocol and drug pretreatment used on 




3.1 Image Processing 
The femurs in this study were previously scanned using a Scanco µCT 50 (Scanco 
Medical AG, Switzerland) using a 20 µm nominal1 voxel size (55 kVp, 145 µA, 400 ms, 0.5 mm 
Al filter).  The data from the CT scans was exported in slices as DICOM and TIFF images.  
DICOM is a standard medical imaging format that includes patient and scan information.  TIFF 
is a more widely used image format that contains only pixel intensity information.  The pixel 
intensity values of the DICOM images were signed 16-bit integers, supporting values from -
32768 to 32767.  The TIFF image pixel intensities were unsigned 8-bit integers ranging from 0 
to 255.  In the case of the TIFF images, the CT voxels with the highest bone mineral density 
(BMD) are mapped to a pixel intensity of 255, the lowest are mapped to 0, and the remainder are 
interpolated along that scale. 
Applications within the MATLAB Image Processing Toolbox were used to identify the 
slices comprising the Volume of Interest (VOI) for each specimen.  The DICOM Browser was 
used first to import the series of DICOM images from a single folder.  The volume was then 
exported to the Volume Viewer and Video Viewer applications to identify the starting and 
ending slices of the VOI.   The Volume Viewer is used to inspect the whole volume for 
alignment of the bone and to identify a rough estimate of the starting frame for the VOI.  
 
1 The CT scan raw data files and DICOM result files contain conflicting information.  The CT scan parameters 
indicate a 19 µm nominal voxel size, which is reported in other publications as 19, 20, or somewhere between (e.g. 
19.8 µm) for studies whose scans were generated using the Scanco® µCT 50 – the same model used in the present 
study.  The DICOM files report a pixel size and slice thickness of 0.020 mm.  The author theorizes that the DICOM 
file pixel size and slice thickness fields do not support more than three decimal places.  Thus, if a true voxel size of 
19.8 µm (or any other non-integer between 19 and 20 µm) was used, the 0.0198 mm value would be rounded to 
0.020 mm.  This would not significantly alter the methods or results of the present study, as the only effect of 
changing the user specified voxel width in mesh generation is a uniform dilation of the volume.   
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Illustrated in Figure 13 is the location of the distal femur metaphysis (DFM) test section used in 
the present study.  
    
 
Figure 13.  Test Section Location in Rat Distal Femur. 
Test section is defined as 2mm thick starting at the most distal point without epiphyseal tissue. 
 
 
 The Video Viewer app is then used to identify the start and end slice for the VOI.  The 
video that is created is composed of each of the DICOM images as a single frame, which can be 
viewed at a selected frame rate.  The video is paused and can be navigated on a frame by frame 
basis.  The most distal (in the case of the femur) slice where the epiphysis is no longer visible is 
treated as the beginning of the VOI.  In Figure 14, the epiphysis can be seen in the first image, 





Figure 14.  Video Viewer App for Volume of Interest (VOI) Slice Selection. 
Images are cross-sections of a rat distal femur, with the top left being the most distal slice and the bottom right being 
the most proximal.  Top left image contains both epiphyseal (brighter) and metaphyseal (darker, smaller trabeculae) 
tissue.  The first slice with no epiphyseal tissue (250 in above images) is considered the beginning of the VOI.  The 
next 100 slices in the proximal direction are selected as the VOI (20 µm slices, 2 mm total).   
 
 
 Now that the slices for the VOI have been identified, the corresponding TIFF images are 
imported into MATLAB.  Each image is 1024x1024 pixels, but only the portion containing the 
specimen needs to be kept.  Cropping will reduce the file size of the generated volume and allow 
the user to select only the bone of interest if there are multiple present in the same scan.  The 
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edges of the VOI are identified in the top and bottom slices, and a buffer of 15 pixels is added to 
the ranges in each dimension.  These ranges are then used to crop all the images in the series.  




Figure 15.  TIFF Image Cropping 
(a) original grayscale image, 1024x1024 pixels.  (b) cropped image, 315x281 pixels.   
 
 
 The series of cropped images are then stacked to create a volume.  For the 315x281 
images in this example, the result would be a 315x281x100 three-dimensional grayscale image.  
The intensity values of each pixel in the 2D images now represent the intensity of a 3D cube, 
known as a voxel, having an assigned thickness equal to the side lengths of the square pixels.  
Here, the intensity values in these stacked images represents a 20x20x20 µm cube.  The 
thickness of the slices is arbitrary and can be defined by the user; at this point the layers are 
known by their matrix indices which will be given a unit in 3D space later.  Care must be taken 
to adhere to the resolution and slice thickness used in the original CT scan data. 
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Thresholding is applied to the stacked volume to differentiate bone from non-bone 
material and empty space.  Voxel intensity values in the 3D image above an applied threshold 
are treated as bone and are mapped to 1; values below the threshold are treated as non-bone and 
are mapped to 0.  The result is a new image, a binary copy of the original grayscale stack of 




Figure 16.  Binarization of Grayscale Image. 
(a) grayscale image with pixel values ranging from 0-202, (b) binarized image containing only 0s and 1s. The 
grayscale image does not span the full 0-255 as another portion of the image that was cropped out contained the 






 In actual implementation, the thresholding is applied to 3D the stacked volume.  This 
allows for the same threshold value to be used throughout, rather than on a per slice basis.  
Functions in the MATLAB Image Processing Toolbox was used to binarize2 the volume.  The 
stacking and binarization is illustrated in Figure 17. 
 
2 The imbinarize() function was used.  This applies Otsu’s Method of threshold selection, which uses the grayscale 
value histogram to select a threshold value that minimizes the intraclass variance of the black and white pixels. This 
method provides a high-fidelity recreation of the bone material, as verified by visual inspection of selected frames. 




Figure 17.  Stacking and Binarization 
(a) grayscale stack of images with voxel intensity values ranging from 0-202, (b) binarized stack of images 
containing only 0s and 1s.  The grayscale stack does not span the full 0-255 as another portion of the image that was 
cropped out contained the highest intensity values.  The binarization threshold was arbitrarily defined to be 100.  
100 slices (20 µm thickness) are used to form the 3D image. 
 
 
 The result of this stacking and binarization process is a volumetric representation of the 
scanned bone.  Utilizing the Volume Viewer, the visualization in Figure 18 of the assembled 




Figure 18.  Assembled Binarized Volume 
3D binary image visualized with MATLAB Volume Viewer. Volume shown is a 2mm thick section of a rat distal 
femur metaphysis, with the top face being the most proximal.  Floating pieces on the upper right are inclusions from 




 The volume that results may contain multiple bodies.  Bone fragments or other inclusions 
from the CT scan can be seen floating in the top right corner of Figure 18; disconnected 
trabeculae are also present although hidden from view.  The loads to be applied for FEA in the 
present study require a single, well connected body.  Otherwise, rigid body motion can occur, in 
which case the numerical analysis will fail to converge.   
A connectivity filter3 is used to remove the unconnected parts, keeping only the largest 
single body.  Face connectivity is imposed, as corner and edge connectivity will produce poor 
model performance for FEA.  Only the largest connected component is kept for further analysis.  
The body generation process is summarized in Figure 19. The removal of exterior objects as well 




Figure 19.  Connected Body Generation Process 
(a) Original stack of grayscale images, (b) binarized image obtained using Otsu’s Method, (c) single connected body 
after connectivity filter is applied.  Some minimal thresholding has been applied to (a) for viewing, without which 
the image would appear as a black prism.  (b) contains 260+ unconnected bodies, (c) is the largest of them.  Volume 
shown is a 2mm thick section of a rat distal femur metaphysis, with the top face being the most proximal. 
 
3 The bwconncomp() function in the MATLAB Image Processing Toolbox is used with a connectivity parameter of 
6, indicating connectivity only in the three-dimensional six-connected neighborhood.  This will define two cubes as 
connected only if they share a face, rather than an edge or corner.  See the Conn_Filt script in Appendix C for 
implementation details.    
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 3.1.1 Separation of Cortical Shell 
An isolated body of the trabecular structure is generated to allow for FEA simulations 
without the cortical shell.  An image opening process4 is applied to the volume, which isolates 
the cortical shell by removing the regions of the image that are below a defined thickness 
threshold.  The isolated cortex is then subtracted from the original image, producing a 
representation of the trabecular structure without the cortical shell.  Face connectivity5 is 
imposed once again to ensure the final product is a single body suitable for use in FEA.   Figure 
20 shows the progression of the various volumes throughout the trabecular isolation process.  A 




Figure 20.  Trabecular Isolation Process 
(a) Fully connected body, (b) isolated cortical shell, (c) isolated trabecular structure. Volume shown is a 2mm thick 
section of a rat distal femur metaphysis, with the top face being the most proximal. 
  
 
4 The imopen() function in the MATLAB Image Processing Toolbox is employed using a 5x5x5 cubic structural 
element.  See the Isolate_Trab script in Appendix C for implementation details. 
5 The bwconncomp() function in the MATLAB Image Processing Toolbox is used with a connectivity parameter of 
6, indicating connectivity only in the three-dimensional six-connected neighborhood.  This will define two cubes as 
connected only if they share a face, rather than an edge or corner.  See the Conn_Filt script in Appendix C for 
implementation details.    
34 
 
3.2 FEA Pre-processing 
 After proper thresholding is applied and a single body has been isolated, the volume can 
be used to generate a finite element mesh.  The binarized volumetric image of the bone is 
effectively a 3-dimensional matrix of 1s and 0s.  As illustrated in Figure 21 these matrix entries 
can be represented as a cube at that location in space, the value of the entry corresponding to an 
active or inactive voxel.  By defining these cubes as elements and placing nodes at each of their 




Figure 21.  Sample Assembly of Cubes from 3D Binary Matrix 
(a) 3D binary matrix, (b) volumetric representation of cubes assembled from the binary matrix. Zeros are treated as 






3.2.1 Mesh Generation 
For a mesh to be properly defined, the following parameters need to be determined:  
unique identification numbers for each node and element, spatial coordinates for each node, and 
the nodal connectivity of each element.  Only the active voxels should be included in the final 
mesh.  To aid in this process, an element and node numbering scheme was devised such that the 
index of the matrix entry - V(i, j, k) - could be used to assign a unique element number to each 
voxel (Equation 1).  Figure 22 shows the element numbering convention on a sample 3D matrix.  
A feature of this numbering scheme worth mentioning is that both the voxels that contain 1s and 






Figure 22.  Matrix Index Element Numbering Convention 
Size of matrix is m×n×p, index of each entry - V(i,j,k) - is used to assign an element number to the voxel. The m 
index of the matrix corresponds to the y direction of the model, the n index corresponds to the x direction, and the p 
index corresponds to the z direction.  
 
 
𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑁𝑢𝑚𝑏𝑒𝑟  𝑛 𝑖 1   𝑗 𝑚𝑛 𝑘 1  







A similar numbering scheme was used for each of the nodes at the corners of the 
elements.  The nodes can be visualized as another matrix, with one additional entry in each of the 
three dimensions, shown in Figure 23.  Thus, using the new matrix index N(I, J, K), each node 
can be given a unique node number.  Using the formulas in Equations 2-6, the spatial coordinates 




Figure 23.  Matrix Index Node Numbering Convention 




𝑁𝑜𝑑𝑒 𝑁𝑢𝑚𝑏𝑒𝑟  𝑁 𝐼 1   𝐽 𝑀𝑁 𝐾 1  
𝑥 𝑤 ∗ 𝐽 1  
𝑦 𝑤 ∗ 𝐼 1  
𝑧 𝑤 ∗ 𝐾 1  









To determine the nodal connectivity of each element, the numbering convention in Figure 
24 is used.  The numbers of each of the nodes can be directly determined from the index – 
V(i,j,k) – of the element.  The nodal values based on the matrix index are listed in Equations 7-
14.    
 
 
Figure 24.  Element Nodal Connectivity Convention 
Red numbers are the local nodes numbers for the element; the global node numbers are calculated and stored in the 
element connectivity array.  The global node numbers can be determined directly from the matrix entry, V(i,j,k).  
The local numbering convention is that found in ABAQUS element documentation.   
 
 
𝑁   𝑛 1 𝑖 1   𝑗  𝑚 1 𝑛 1 𝑘 1  
𝑁    𝑁 1 
𝑁    𝑁   𝑛 1  
𝑁    𝑁   𝑛 1  
𝑁    𝑁  𝑚 1 𝑛 1  
𝑁    𝑁  𝑚 1 𝑛 1  
𝑁    𝑁  𝑚 1 𝑛 1  











 For the element connectivity, the mesh generation algorithm loops through each of the 
voxels in the 3D image.  If the value is 1, the element number and connected nodes get written to 
the Element Connectivity Array (ECA).  If the voxel value is 0, the element is skipped and not 
included in the ECA6.  The 2D array generated has 9 columns and the number of rows is equal to 
the number of active elements in the mesh.  The entries in each row correspond to values in 
Equation 15.  
 
 𝐸𝑙𝑒𝑚𝑒𝑛𝑡 𝑁𝑢𝑚𝑏𝑒𝑟     𝑁      𝑁      𝑁      𝑁      𝑁      𝑁      𝑁      𝑁   
 
 Similarly, for the nodal coordinates the algorithm loops through each node and checks if 
any of the surrounding elements are active.  For a node in the internal volume of the image, the 
values for each of the eight voxels that it touches are added together.  If this sum is non-zero, 
then one or more of the elements to which the node belongs are active.  In this case, the node and 
its coordinates are written to the Nodal Coordinate Array (NCA).  If the sum of that node’s 
voxels is 0, no active elements touch the node and it is not included in the NCA7.  The NCA is a 
2D array consisting of 4 columns and the number of rows is equal to the number of active nodes 
in the model.   The entries in each row correspond to values in Equation 16. 
 




6 See Elem_Conn function in Appendix C for implementation details. 





 Generating the NCA is more complex programmatically than the ECA.  The nodes on the 
corners of the matrix only touch 1 element, edge nodes touch 2 elements, face nodes touch 4 
elements, and internal nodes touch 8 elements.  Thus, each case needs to be treated differently.  
The algorithm employed herein starts at the corners and then proceeds through the remaining 
classes: edges, faces, and volume.  This means that as the NCA is written, the nodes are not in 
numerical order.  For the purposes of import to ABAQUS, this is not an issue, but generating 
node sets and handling the results in post-processing are simplified by having the NCA and ECA 
in ascending order.  The ECA is already sorted due to the algorithm used in its generation, so 
only the NCA needs additional sorting by node number8.  
Once the sorted ECA and NCA have been generated, they are written to an ABAQUS 
input file (INP) with proper formatting so that the mesh can be imported into ABAQUS.  Since 
some nodes and elements that had unique numbers were not included due to the voxels having a 
zero value (non-bone material), the resulting mesh has element and node number values that are 
non-consecutive.  For instance, the elements included in the mesh may be numbers 6, 12, and 
372 - rather than 1, 2, 3.  This does not impact the result, as the assignments used are arbitrary.  
ABAQUS has no issue importing the mesh with non-consecutive values, so long as the nodes 








3.2.2 Node and Element Set Generation 
 To simplify the application boundary conditions (BCs), node and element sets are defined 
in MATLAB to be included in the INP file.  These sets can then be called by name, as opposed 
to writing the BCs for each node or element, which would substantially increase the file size and 
input processing time for the simulations.   
 The two classes of mechanical tests to be simulated on each volume are whole specimen 
compression (WSC) and reduced platen compression (RPC) tests.  To apply the necessary BCs 
for WSC, all the nodes on the top and bottom faces need to be included in Node Sets.  This is 
done by taking the NCA and selecting only those nodes with a z-coordinate inside a specified 
range.  New smaller NCAs are generated comprising these node sets9.   
For the RPC simulations, the nodes inside the area of contact with the platen need to be 
identified.  This is done by calculating the in-plane distance of each node from a user-defined 
center point.  The points that are within a specified radius are kept as a new node set10.  To 
mimic the platen selection process used during RPC testing, an endocortical circle measurement 
needs to be made.  Image processing and analysis functions11 are used on the top face of the 
specimen to isolate the trabecular area, which is approximated as an ellipse.  The minor axis of 
this ellipse is treated as the diameter of the endocortical circle passing through the centroid of the 
trabecular area.  As in actual RPC testing, 70% of this diameter is used as the platen size.  Figure 
25 shows the resulting areas for the present example.  The inner circle contains the nodes which 
were assigned to the RPC Node Set.   
 
9 This algorithm employs the unique() function in MATLAB to identify a user defined number of layers in the mesh.  
See Layer_Nodes function in Appendix C for implementation details.   
10 See RPC_Nodes function in Appendix C for implementation details. 
11 The cancellous compartment is isolated using the bwconncomp(), imfill(), imclose(), and regionprops() functions 
in the MATLAB Image Processing Toolbox.  See the Find_RPC_Area script in Appendix C for implementation 





Figure 25.  RPC Area Selection 
Outer red circle is simulated endocortical circle as calculated using the centroid and minor diameter of the 
cancellous area.  The inner red circle has 70% of the endocortical diameter and represent the platen contact area.  
Image is a cross section of a rat distal femur metaphysis, 2mm proximal to the end of the growth plate.    
 
 
For equilibrium of forces, a circle of the same size and location is used on the bottom 
face of the specimen.  It should be noted that the present image analysis method is sufficient for 
these DFM specimens but would not be effective on tibial RPC specimens as the cancellous 
compartment is not elliptical in shape.   
Selecting only the nodes on the top and bottom faces can produce models that do not 
accurately mimic the behavior of a compression specimen.  Trabeculae that are slightly below 
surface and do not contain surface nodes would be excluded; after loading they may protrude 
through the plane representing a physical platen.  This issue is addressed by selecting 3 layers of 
nodes in each of the node sets.  Similar practices have been used in other studies [40]. 
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3.2.3 Boundary Conditions 
 The compression test simulation in each of the loading scenarios is accomplished by 
specifying a displacement for the top node set and fixing the displacement on the bottom.  A 
0.1mm displacement in the negative z-direction is specified for the top face, representing a 5% 
strain for these 2mm specimens.  Both a smooth and rough case were simulated for the WSC and 
RPC test.  The rough cases had the z-displacement specified as mentioned, as well as having the 
x and y-directions fixed for each of the nodes in the top and bottom node sets.  This would 
simulate a compression test where the ends of the specimen were glued to the platens.  
Conversely, the smooth cases had the same applied z-displacement, but all the nodes could move 
in the x and y-directions.  This represents a compression test using lubricated platens.  In the case 
of the smooth models, a single node in the bottom node set was fixed in the x and y-direction to 
prevent rigid body motion.  Each of the boundary conditions applied in the present study are 
listed and abbreviated in Table 1 and are illustrated in Figure 26 on a sample cubic volume.  The 
orange arrows represent specified degrees of freedom. 
 
 
Table 1.  Boundary Condition Abbreviations 
 
 
Compression Test Friction Abbreviation
Whole Specimen Rough WR






Figure 26.  Applied Boundary Conditions.  
Boundary conditions (BC) are illustrated for the reduced platen compression (RPC) and whole specimen 
compression (WSC) simulations.  RR = RPC Rough, RS = RPC Smooth, WR = Whole Rough, WS = Whole 
Smooth.  Each of these is simulated separately for every volume.  Rough means the displacement in fixed in the x 
and y, with applied displacement in the z direction.  Smooth means applied displacement in the z direction, and free 
to move in the x and y.  The orange cones represent specified (fixed or otherwise) degrees of freedom.  The 
illustrations are “upside down” relative to RPC specimens, in that the “top” (most proximal) surface has the applied 
displacement and the “bottom” (most distal) surface is fixed. Two layers of nodes are shown with applied BCs, the 
specimens had three layers selected for the simulations.  
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3.2.4 Input File Generation and Model Specifications 
 There are multiple options for defining the rest of the FE model.  The ABAQUS CAE 
graphical user interface (GUI) can be used to generate the boundary conditions (BCs) and to 
assign material properties.  With models of this size (2 million+ elements), the GUI can be 
cumbersome to use.  Alternatively, the BCs can be written to the input file from MATLAB either 
manually or using a repeatable script.  Either way, the output is a completed input file for the 
ABAQUS solver.  For the models herein, low level file I/O functions in MATLAB12 were used 
to write the complete ABAQUS input files (INP) line by line.   
 The material properties assigned to each element were a Young’s Modulus of 10 GPa and 
Poisson’s ratio of 0.3 [37, 41].  See the discussion in section 5.3 for suggestions regarding these 
material properties.  The element type assigned was ABAQUS linear hexahedral C3D8.  
3.3 FEA Processing 
After the input file has been generated, it is submitted for solving in ABAQUS 2018.  
The linear analysis is performed in ABAQUS Standard.  For models of this size, the direct sparse 
solver in ABAQUS requires extensive memory resources and many hours of computation time to 
arrive at a solution.  The iterative solver requires less memory and performs much more quickly, 
and for these reasons was selected for the present analyses.  The simulations were run on the Ada 
supercomputer housed by Texas A&M University High Performance Research Computing 
(TAMU HPRC).  Only one CPU was utilized, with varying amounts of memory reserved for 
each type of simulation.  The simulations required 30-35 MB RAM and took 1-2.5 hours to solve 
 
12 fprintf() was employed to write the necessary information to a text file, which was saved with the .inp ABAQUS 
file ending.  Additional scripts were developed to assign different boundary conditions to each model.  See the 
Inputs_Generation script and Input_Write function in Appendix C for implementation details.  A sample ABAQUS 
input file generated with this technique is available in Appendix D. 
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for the whole specimen.  The trabecular bodies were less computationally expensive, requiring 
12.5-13 MB RAM and 20-40 minutes to complete.   
3.4 FEA Post-processing 
 After the simulations were completed, the output databases (ODBs) were opened in the 
ABAQUS CAE GUI via remote access on the Ada cluster’s web portal.  For each model, a 
report file was generated containing the appropriate stress and strain quantities for further 
processing.  This included the principal stresses and strains, as well as the full stress and strain 
tensor components13.  The values were calculated and reported at the centroid of each element, as 
opposed to the nodes or integration points; this saves considerable time in generating and 
memory in storing the output data.  An additional report was generated for the reaction force 
(RF) values at each node.  The reports were generated in comma separated value (CSV) format 
to ease the import of the data into MATLAB14. 
The total reaction force was determined by summation of all nodes in the BC node sets.  
These RF values can be compared to the yield force measurements from mechanical testing in 
past experiments of the same bones used to generate the CT scans.   
For a more detailed analysis of the difference between specimens, the element values are 
used to compare strain distributions.  Strain energy density was calculated using the principal 
stress and strain values in the table for each element.  Equation 17 shows the formula for strain 
energy density that was used.  With this strain energy density, an effective strain was calculated 
using Equation 18.   
 
 
13 Only the principal values were used in calculation and contour plotting, so future simulations need not spend the 
resources to write and store the full tensors.   
14 The CSV report files were imported into MATLAB using the readtable() function, with the opts parameter 












U is strain energy density, calculated using the principal stresses and strains.  εeff  is an effective strain calculated 
using the strain energy density and Young’s Modulus (E).  These values are calculated in MATLAB using the 




 Both the strain energy density and effective strain were added as columns to the original 
MATLAB tables, and the new tables were saved for future use.  For comparison between loading 
cases and different specimen, the distribution of effective strain is visualized in histograms and 
cumulative density functions (CDF).  To make these comparisons more meaningful, new tables 
were generated containing the strain values from the whole specimen (with cortex) simulations 
for only the elements that were also present in the isolated trabecular structures.  This means that 
the same volume can be compared between the load cases that include the cortex and those with 
it removed.  This is explained in more detail in the RF results section.     
 Since the effective strain was calculated in MATLAB and does not exist in the ABAQUS 
output database (ODB), there is no way to generate contour plots of the bone using this value.  
However, the E_max_principal_Abs value – which is the maximum principal strain in terms of 
magnitude, not just the largest positive number – is present in the ODB and correlates well with 
effective strain (Appendix B, Figure 57).  The contour plots generated using the absolute 
maximum principal strain (AMPS) are therefore representative of the effective strain.  If failure 





[42], then the regions of high strain in the AMPS plots will contain those elements in failure.  
The added benefit of using AMPS rather than effective strain is that the regions in compression 
and tension are distinguished.  The effective strain as calculated from strain energy does not 
provide this delineation. 
It is worth noting that due to size of the models and ODBs, an appropriate workstation is 
needed for postprocessing.  When making use of the Texas A&M High Performance Research 
Computing (HPRC) portal, a computer with at least 90 Mbps internet connection is necessary for 
model manipulation.  A computer with a local license of ABAQUS would likely need 16+ GB of 
RAM and a discrete GPU.  For sufficient image quality when taking screen shots of the contour 
plots, a visual display greater than 1080p is recommended. 
3.5 Animal Selection for FEA Validation 
To validate the FEA method developed in this study, two animals were selected for 
simulation15.  R227 and R223 were chosen based on their RPC mechanical testing results from a 
previous study, where more information on the animals can be found [32].  R223 had a 
maximum load in the DFM RPC test that was considerably below average, and R227 was 
considerably above average.  This difference was not well supported by pQCT and µCT 




15 These specific animals were six-month-old male Sprague-Dawley rats that received an injection of Risedronate 
prior to 4 weeks of hindlimb unloading (HU).  R227 was terminated at the completion of HU, R223 was terminated 




The following section compares the volume results for the images from the scans of the 
two bones selected for the present study to investigate differences in their structure.  
Additionally, the FEA reaction forces (RF) are presented and compared with past mechanical 
testing results from the reduced platen compression (RPC) test and other anatomical sites in 
order to determine potential reasons for the outlier behavior of the selected animals in 
mechanical testing.   
Following the force results, contour plots and strain distributions are presented to 
compare the applied boundary conditions (BC).  The final section of these results details the 
computational requirements for the processes developed in this study.   
4.1 Image Processing 
4.1.1 Effect of Thresholding on Generated Body 
 The threshold value selected during binarization determines how much bone material is 
included in the binarized images.  These effects in 2D are shown in Figure 27. 
 
 
Figure 27.  2D Image Thresholding Value Comparison. 
(a) Original grayscale image with intensity values from 0-202;  (b) binary image using 135, or 2/3 of the maximum 
value, as a threshold;  (c) binary image using 101, or 1/2 of the maximum value, as a threshold; and (d) binary image 
using 67, or 1/3 of the maximum value, as a threshold.  The lower the threshold value, the more material is included 
in the binarized image.     
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A high threshold value produces an overly thin recreation.  A well-suited threshold leads 
to an accurate binary image.  A threshold that is too low results in an overly thick cortex and a 
cancellous region that is too dense.  In 3D this process is similar; however, the effects are 
exacerbated by the connectivity filter.  Lower thresholds produce thinner trabeculae, often 
leading to more disconnected bodies which are removed in filtration.  Figure 28 shows three 
bodies that were generated using the same set of grayscale images, but with different binarization 
thresholds.  After the connectivity filter is applied, the large difference in included trabecular 
structure is evident.  
 
 
Figure 28.  Thresholding Effect on Final Connected Volume. 
Images are connectivity filtered volumes that were binarized using: (a) too high a threshold value, producing thin 
trabeculae that end up getting removed; (b) an appropriate threshold value, producing a representative structure; and 
(c) too low a threshold value, producing an overly thick specimen.  The bone segment shown is a 2mm section of the 
rat distal femur metaphysis, the top surface being the most proximal.  
 
 
A closer inspection shows a difference in the features even after the connectivity filter is 
applied.  Figure 29 magnifies the upper right corner of the different generated volumes and the 




Figure 29.  Enhanced View for Thresholding Comparison 
Images are upper right corner of the volumes shown in Figure 28; produced with (a) too high a threshold value, 
producing thin trabeculae; (b) an appropriate threshold value, producing a representative structure; and (c) too low a 
threshold value, producing an overly thick specimen.  (d) is the same region in the original grayscale image of the 
top slice.  The size of the trabeculae and holes in the cortex can be visually compared, indicating (b) is the closest 
recreation.  The bone segment shown is a 2mm section of the rat distal femur metaphysis, the top surface being the 
most proximal.    
 
 
As the threshold is lowered, geometric features like holes and pores become less 
pronounced.  If the threshold is too high, the included trabeculae are overly thin; this will 
produce FE meshes that do not transmit loads properly and inaccurately predict the stiffness and 
strength of the actual bones.   
4.1.2 Specimen Attributes  
 The volumes generated herein for the purposes of FEA are approximations of real bones.  
As previously discussed, the traits of these structures can be manipulated through changes in the 
image acquisition and manipulation processes.  They should thus be viewed as representations of 
their physical counterparts, but not perfect recreations.  The rendered volumes will be referred to 
by the names of their CT scans, T160416 and T160435.  The real animals from which these 
bones came were R227 and R223, respectively.  Any results derived from the physical bones, 
such as mechanical testing data, will be referenced with respect to the animal numbers (R22X).  
Simulated strength quantities from FEA will be referenced to the volume T-numbers.   
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The volumes created for the two specimens in this study are shown in Figure 30.  For any 
volumes rendered here and throughout, quantitative comparisons cannot be made visually as the 
volumes are not to scale.  However, qualitative observations regarding the connectedness and 
prevalence of the trabecular structure are valid.  The trabecular structure of both specimens is 
more directly observed from the top views in Figure 31.   
 
 
Figure 30.  Volume Images Used for FEA Meshing. 
Volumes shown are from bones of two animals, a 2mm section of the rat distal femur metaphysis, the top surface 
being the most proximal.  Volumes with “_Trab” in the name were generated by removing the cortical shell from the 
original image through an automated image opening process (Figure 20).  Thresholding was done using Otsu’s 




Figure 31.  Top View of Whole Specimen Volume Images. 
Top view illustrates the comparatively increased “hollowness” of T160435, with less well-connected trabeculae in 
the center regions of the cancellous compartment.  Volumes shown are from bones of two animals, a 2mm section of 
the rat distal femur metaphysis, the top surface being the most proximal.  Thresholding was done using Otsu’s 




 T160435 has a larger “hollow” space in the center of the cancellous region than does 
T160416.  This can be seen quantitatively in the number of nodes included in the node sets for 




4.2 FEA Pre-processing Element and Node Sets 
 This section presents the number of nodes and elements generated for each volume.  The 
nodes sets used for the application of boundary conditions (BC) are included for comparison 
between the specimens.   
Figure 32 shows that T160435 contains 7% more elements than T160416. This means it 
is a “larger” bone, in the sense that more bone mineral is present in the 2mm test section used in 
this study.  The difference in nodes is only 5%.  The difference in nodes being less than the 
difference in elements indicates that T160435 has a higher percentage of cortical tissue than does 
T160416.  Elements in the cortex have less free surface nodes, since they are surrounded on 
more sides by other elements; therefore, a higher node to element ratio implies more trabecular 
tissue, as there are more free nodes belonging to only one element.  The differences in the 
trabecular volumes for each specimen are minimal, but this once again shows that T160435 has a 






Figure 32.  Node and Element Counts in Each Volume 
Whole is the volume with the cortex, Trabecular is after the shell is removed. 
 
 






Figure 33.  Top and Bottom Face Node Set Counts 
z_max refers to the most proximal surface, z_min the most distal. Whole is the volume with the cortex, Trabecular is 
after the shell is removed.  
 
 
  T160435 has more nodes in both the top and bottom node sets in the whole volume, 
though the difference is greater on the bottom, more distal face (Figure 33).  The trabecular 
volumes show more contrast between the specimen, with T160435 containing more nodes on the 
bottom face and less on the top face than T160416.  This is an indicator of the comparative 
“hollowness” of the structure approaching the more proximal end of the test section. 
 




Figure 34.  RPC Contact Area Node Set Counts 
Contact area for the platen used in reduced platen compression (RPC) simulations (Figure 7, Figure 25)  
RPC_z_max refers to the most proximal surface, RPC_z_min the most distal.   
 
 
 Figure 34 shows that T160416 contains substantially more nodes inside the platen contact 
region of the simulated RPC test, both on the top and bottom faces.  
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4.3 Reaction Forces 
 This section presents the reaction force (RF) results from the FEA simulations.  The 
results for both whole specimen compression (WSC) and reduced platen compression (RPC) 
simulations are presented for three different volumes.  With Cortex refers to the simulation 
results for the entire scanned specimen.  Trabecular Only refers to the simulation results for the 
trabecular volume generated during image processing.  The Reduced Trabecular results are the 
element values from the With Cortex simulation, but they have been reduced in post-processing 
to include only those elements which are present in the Trabecular Only volume.  This allows for 
strain distributions for different loading cases to be compared on volumes with the same number 




Figure 35.  Visualization of Volumes Presented in Reaction Force Results 
Reduced Trabecular (RT) results are the element values from the With Cortex (WC) simulations, but only for the 
elements which are present in the Trabecular Only (TO) structure.  RT volume is not an actual simulation, just a 
reduction of results in post processing.  WC and TO are the volumes used in simulations.  TO volume is generated 
using an image opening process to remove the cortex (Figure 20).  Volume shown is a 2mm thick section of the rat 





 The total reaction forces from each simulation are presented in Table 2.  The rough 
simulations produced both transverse (x and y) and normal (z) reaction forces.  As there were no 
boundary conditions (BC) imposed on the x and y displacement in the smooth simulations, only 
the normal reaction force is present.  The simulations produced equal and opposite pairs of one 
positive and one negative force value on either the top or bottom face.  In order to compare 
forces between specimens, all values are presented as positive in Table 2.  The full original force 
results are available in Appendix A.  More detailed comparisons of the results in Table 2 are 
presented in figures throughout the rest of this section.  With the linear analysis in the present 




Table 2.  Simulated Reaction Force Results (N). 
 
Units of presented results are in N.  For reduced platen compression (RPC) and whole specimen compression 
(WSC) the applied boundary conditions (BC) are:  RR = RPC Rough, RS = RPC Smooth, WR = WSC Rough, WS = 
WSC Smooth.  Each of these is simulated separately for every volume.  Rough means the displacement is fixed in 
the x and y, with applied displacement in the z direction.  Smooth means applied displacement in the z direction, and 
free to move in the x and y.  Top refers to the most proximal surface, bottom refers to the most distal surface. Z 
direction is along major axis of femur and is the applied loading direction.  X and Y direction are transverse to the 
cross section.  Reduced Trabecular (RT) results are the values from the With Cortex (WC) simulations, but only for 
the elements which are also present in the Trabecular Only (TO) structure.  RT volume is not an actual simulation, 
just a reduction of results in post processing.  WC and TO are the volumes used in simulations.   
 
One observation from Table 2 is the relative magnitude of the normal and transverse 
reaction forces.  When present, the transverse forces are a full order of magnitude lower than any 
normal reactions.   
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4.3.1 Transverse Reaction Forces in Rough Compression Simulations 
 The magnitudes of the transverse reaction forces in the rough simulations are shown in 
Figure 36 and Figure 37.  There were no transverse loads in the smooth simulations.  Since the 
specimens do not share common axes, there is no value in comparing x and y or positive and 
negative reactions; therefore, the magnitudes of the total transverse reaction force are presented 
here. 
As would be expected for the simulation results (i.e., excluding Reduced Trabecular), the 
reaction forces on the top and bottom surface are in equilibrium (Figure 36).  The Reduced 
Trabecular results are not in equilibrium, with the bottom trabecular face having a higher 
reaction force than the top trabecular face for both specimens.  This is because the top (more 
proximal) end has a higher percentage of cortical tissue, which is removed in the case of the 
Reduced Trabecular results.  In general, T160435 has a larger transverse reaction force, 
indicating the specimen is less symmetric or has a structural orientation not well aligned with the 
axis of loading.   
In Figure 37, T160416 has the larger transverse reaction force in the simulated RPC test, 
differing from the WSC test before.  The Reduced Trabecular results are identical to the With 
Cortex since the loaded region in the RPC simulations are entirely within the trabecular 
structure.  The Trabecular Only models have a 10-15% lower transverse reaction force, 








Figure 36.  Transverse Reaction Force (RF) Magnitude in Whole Specimen Compression (WSC) Simulations. 
WR = WSC Rough. Top refers to the most proximal surface, bottom refers to the most distal surface. Transverse RF 
is defined as the magnitude of the total force in the x and y direction. Reduced Trabecular (RT) results are the values 
from the With Cortex (WC) simulations, but only for the elements which are also present in the Trabecular Only 
(TO) structure.  RT volume is not an actual simulation, just a reduction of results in post processing.  WC and TO 








Figure 37.  Transverse Reaction Force (RF) Magnitude in Reduced Platen Compression (RPC) Simulations 
RR = RPC Rough.  Top refers to the most proximal surface, bottom refers to the most distal surface. Transverse RF 
is defined as the magnitude of the total force in the x and y direction. Reduced Trabecular (RT) results are the values 
from the With Cortex (WC) simulations, but only for the elements which are also present in the Trabecular Only 
(TO) structure.  RT volume is not an actual simulation, just a reduction of results in post processing.  WC and TO 
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4.3.2 Normal Reaction Forces 
The normal reaction forces in the With Cortex and Trabecular Only simulations are 
shown in Figure 38.  This does not show a large difference between specimens, but the loading 
methods can be compared.  The amount of force required to produce 5% strain in the WSC 
simulation with the cortex is an order of magnitude greater than with only the trabecular 
structure, which is in turn an order of magnitude greater than the RPC simulations.  More 
detailed comparisons are made in the following figures.  
The results of the WSC simulations are presented in Figure 39.  The reaction force for 
T160416 is found to be 6% less than for T160435 in the WR With Cortex simulations, with no 
appreciable difference in the WS version.  For the Trabecular Only, the roles are reversed with 
T160416 being 10-15% larger than T160435 in both the WR and WS simulations.  From the 
Reduced Trabecular results, the Top Z values for T160435 are smaller despite being larger in the 
With Cortex simulations, suggesting that the cortical tissue is playing a stronger role in load 
bearing for T160435 than T160416.  The same trend is not seen in the Bottom Z (more distal) 





Figure 38.  Normal Reaction Force in Whole and Reduced Compression Simulations 
For reduced platen compression (RPC) and whole specimen compression (WSC) the applied boundary conditions 
(BC) are:  RR = RPC Rough, RS = RPC Smooth, WR = WSC Rough, WS = WSC Smooth.  Top refers to the most 





   
 




Figure 39.  Comparison of Normal Reaction Force in Whole Specimen Compression Simulations. 
For whole specimen compression (WSC) the applied boundary conditions (BC) are:  WR = WSC Rough, WS = 
WSC Smooth.  Top refers to the most proximal surface, bottom refers to the most distal surface. Z direction is along 
major axis of femur and is the applied loading direction.  Reduced Trabecular (RT) results are the values from the 
With Cortex (WC) simulations, but only for the elements which are also present in the Trabecular Only (TO) 
structure.  RT volume is not an actual simulation, just a reduction of results in post processing.  WC and TO are the 
volumes used in simulations.   
 
 






Figure 40.  Comparison of Normal Reaction Force (RF) in Reduced Platen Compression (RPC) Simulations. 
For reduced platen compression (RPC) the applied boundary conditions (BC) are:  RR = RPC Rough, RS = RPC 
Smooth.  Top refers to the most proximal surface, bottom refers to the most distal surface. Z direction is along major 





 The normal reaction force results for the RPC simulations are shown in Figure 40.  The 
Reduced Trabecular results are not included as they are identical to the With Cortex values 
(similar to Figure 37).  Across the board, the RS simulations produce less force than their RR 
counterparts.  The rough simulation increases the stiffness of the specimen in the z-direction by 
having the x and y displacements constrained, even though only 6 of the 101 node layers have 




Figure 41.  Normal Reaction Force Percent Difference Between Specimens. 
For reduced platen compression (RPC) and whole specimen compression (WSC) the applied boundary conditions 
(BC) are:  RR = RPC Rough, RS = RPC Smooth, WR = WSC Rough, WS = WSC Smooth.  Top refers to the most 
proximal surface, bottom refers to the most distal surface. Z direction is along major axis of femur and is the applied 
loading direction.  Reduced Trabecular (RT) results are the values from the With Cortex (WC) simulations, but only 
for the elements which are also present in the Trabecular Only (TO) structure.  RT volume is not an actual 





 Figure 41 provides a summary for all the simulations, comparing the two specimens 
using the percent difference in reaction force.  The WSC results either show little difference or 
minimally favor T160416 in the case of Trabecular Only.  The RPC simulations for all volumes 




4.3.3 Past Mechanical Testing Results 
 
 
Figure 42.  Mechanical Testing Force Results. 
Mechanical testing results for the two animals used in this study for reduced platen compression (RPC), femoral 
neck, and three-point bending (3PB).  All results are yield force, except femoral neck which is maximum load.  See 
section 2.3 in the background for information on these tests.  RPC test results are multiplied by a factor of 8 for 
visual comparison with the other mechanical tests.  Mechanical data is from past theses [31-33].   
 
 
 For comparison with the FEA simulation reaction forces, the past mechanical testing 
results for the two animals in this study are presented in Figure 42.  All the results show R223 
being stronger, at least in the sense of generating a larger force, except for the three-point 
bending femur results, which do not show a significant difference.  The RPC femur test trends 







Figure 43.  Mechanical Testing Percent Difference Between Specimens 
Mechanical testing results for reduced platen compression (RPC), femoral neck, and three-point bending (3PB).  See 
section 2.3 in the background for information on these tests. 
 
 
 Figure 43 shows the mechanical testing results summarized as percent differences, 




For complete comparison between the actual RPC mechanical tests and FEA simulations, 
the discrepancies in platen size need to be considered.  Figure 44 reports these platen values; the 
circles shown are to scale.  R227 used a slightly large platen than was computed in the FEA pre-
processing, bringing in the possibility that some cortical tissue was inadvertently loaded during 
mechanical testing.  R223 used an appreciably smaller platen than the corresponding simulation.  
For the comparatively “hollow” specimen in the case of R223/T160435 (Figure 31), the even 





Figure 44.  Comparison of Simulated and Real Platen Sizing. 
T160416 and T160435 are the simulated platen sizes as determined by the image processing techniques for FEA 
boundary conditions.  R227 and R223 are the corresponding real platen sizes used in mechanical reduced platen 
compression (RPC) testing.  Circles are to scale.  
 
 




4.4 Contour Plots 
 While the reaction force results from the FEA allow comparison with mechanical testing 
data, a more detailed diagnostic review of the results is presented in this section using the values 
of strain in each element.  The following contour plots visually illustrate the regions in the 
specimens where high values of strain occur, indicating potential zones of failure.  The contour 
plots were generated using fixed values for the contour levels, with values greater than the 
applied strain of +5% (tension zones) being highlighted in red, values between +5% and -5% in 
green, and values beyond -5% (compression zones) in blue.  Occasionally the simulations 
produced a strain valued in an element exceeding 100%, which was arbitrarily chosen as the 
upper and lower limits for the contours.  These elements are rendered as gray or black, but there 
are so few elements with these extreme values that they cannot be found with visual inspection.  
The legends next to each contour plot indicate whether elements in the image exceed the applied 
bounds.  All contour plots herein are on the undeformed volume.  To aid in the viewing of 
internal elements, contour plots with free body cuts are presented; these illustrate only the rear 
half of the specimen so internal elements can be viewed.  For aid in visualizing the free body cut, 











Figure 45.  Illustration of Volumes for Contour Plots. 
Left is the full volume from the simulations. Right is the rear half of the original volume that has been exposed in 






Figure 46 shows the free body cut contour plots for each of the WSC simulations 
performed on T160416.  The relative loading in the cortex of the specimen compared to 
trabecular volume is evident in the large regions of tissue in compression (blue).  Once far 
enough away from the cortex, the internal trabecular structure behaves similarly in both volumes 
in that the regions of failure are largely the same.  The WS simulations produce more tension 
than WR, and the most tension is present in the Trabecular WS.    
Figure 47 shows the free body cut contour plots for each of the RPC simulations 
performed for T160416.  The strain zones are mostly the same in all scenarios.  Slightly more 
tension is observed in the RS Whole than the RR Whole, but the difference is much less 
noticeable than in the WS and WR load cases.  If the same areas in the WSC and RPC 
simulations are compared, specifically those loaded during the RPC simulations, the strain zones 
are quite similar. 
 The free body cut contours cannot be used to compare between specimens since the cut 
planes do not occur in the same place.  The whole specimen contours, however, do allow for 
limited visual comparison.  Figure 48 shows the contour plots for the RS Whole loading scenario 
of both specimens.  The large difference in the amount of tissue inside the RPC contact area is 





Figure 46.  Free Body Cut Contour Plots for T160416 WR and WS 
For whole specimen compression (WSC) the applied boundary conditions (BC) are:  WR = WSC Rough, WS = 
WSC Smooth.  Whole is the body with the cortex, Trabecular is without.  Only half of the simulated volume is 
shown to expose internal elements.  Red elements are >5% strain in tension, blue elements are >5% in compression, 
and green are anything between the two (5% is the applied strain).   Plots are generated using the absolute maximum 





Figure 47.  Free Body Cut Contour Plots for T160416 RR and RS 
For reduced platen compression (RPC) the applied boundary conditions (BC) are:  RR = RPC Rough, RS = RPC 
Smooth.  Whole is the body with the cortex, Trabecular is without.  Only half of the simulated volume is shown to 
expose internal elements.  Red elements are >5% strain in tension, blue elements are >5% in compression, and green 
are anything between the two (5% is the applied strain).   Plots are generated using the absolute maximum principal 




Figure 48.  Contour Plots of T160416 and T160435 RS 
For reduced platen compression (RPC) the applied boundary conditions (BC) is RS = RPC Smooth.  Red elements 
are >5% strain in tension, blue elements are >5% in compression, and green are anything between the two (5% is the 
applied strain).   Plots are generated using the absolute maximum principal strain as calculated in ABAQUS.  






Figure 49.  Z Cross Section Slice Contour Plots for T160416 RR and WR 
For reduced platen compression (RPC) and whole specimen compression (WSC) the applied boundary conditions 
(BC) are:  RR = RPC Rough, WR = WSC Rough.  Red elements are >5% strain in tension, blue elements are >5% 
in compression, and green are anything between the two (5% is the applied strain). Image shown is a cross section of 






 Figure 49 shows some of the cross-section contour plots generated for T160416.  The 
large amount of compressive strain in the cortex and outer cancellous regions of the WR 
simulation is shown contrasted with the minimal trabecular loading of the RR simulation. 
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4.5 Effective Strain Distributions 
The figures in this section present the effective strain calculated during post-processing.  
These distributions are illustrated using both histograms and CDFs.  The strain distributions 
allow for comparison between different loading cases within a specimen as well as the behavior 
of the different specimens.  The With Cortex (Whole) and Trabecular Only (Trabecular) 
simulation results, as well as the Reduced Trabecular (Reduced) values taken from the With 
Cortex simulation (Figure 35), are shown on the same plot for each load case.  Note that the x-
axis for the WR and WS plots range from 0 to 0.1 strain, and those on the RR and RS plots range 
from 0 to 0.05 strain.  This was done so that differences in the RR and RS plots were more easily 
observed. 
There are large peaks in the histograms for the Whole models of the WR and WS load 
scenarios, centered near the applied strain of 0.05.  This is due to the large percentage of the 
elements in the cortex which experience that level of strain.  The Trabecular models disperse the 
applied strain so that only a small percentage experience the 0.05 level.  The CDFs in Figure 50 
and Figure 51 show that 95% of the elements are at or below the 0.05 applied strain level for the 
Trabecular models.  Looking at that same metric for the Whole models, ~60% and ~80% of the 
elements experience at or below 0.05 strain for the WR and WS load cases, respectively.  The 
Reduced values are between that of the Whole and Trabecular distributions, displaying behavior 
similar the Trabecular structure but having a higher induced strain in some elements due to the 
influence of the cortical tissue.  Also of note in Figure 50 and Figure 51 is the non-zero intercept 
of the CDFs for the WR case, where 5% of the elements are at zero strain.  This is from the 
applied boundary condition (BC), where the top and bottom three layers of nodes have fixed 
displacements in all directions; therefore, the elements containing those nodes experience no 
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strain.  This is not the case for WS, in which the BC nodes are free to move in the x and y-
direction, allowing for plane strain.  There is a large observable difference between the WR and 





Figure 50.  Histograms and CDFs for T160416 WR and WS 
Histograms and cumulative density functions (CDFs) are generated using the effective strain calculated in 
MATLAB.  For whole specimen compression (WSC) the applied boundary conditions (BC) are:  WR = WSC 
Rough, WS = WSC Smooth.  Reduced Trabecular (Reduced) results are the values from the With Cortex (Whole) 
simulations, but only for the elements which are also present in the Trabecular Only (Trabecular) structure.  
Reduced volume is not an actual simulation, just a reduction of results in post processing.  Whole and Trabecular are 








Figure 51.  Histograms and CDFs for T160435 WR and WS 
Histograms and cumulative density functions (CDFs) are generated using the effective strain calculated in 
MATLAB.  For whole specimen compression (WSC) the applied boundary conditions (BC) are:  WR = WSC 
Rough, WS = WSC Smooth.  Reduced Trabecular (Reduced) results are the values from the With Cortex (Whole) 
simulations, but only for the elements which are also present in the Trabecular Only (Trabecular) structure.  
Reduced volume is not an actual simulation, just a reduction of results in post processing.  Whole and Trabecular are 






The histograms and CDFs are shaped much differently for the RR and RS load cases, 
since now only a small portion of the model is loaded by the BCs.  In Figure 52 and Figure 53, 
all three distributions (Whole, Reduced, Trabecular) are of the same general shape.  The Whole 
curve on each of the CDFs is skewed upward since it includes elements in the cortical tissue 
which remain unloaded in the RPC simulations.  T160416 shows an observable but insignificant 
difference in the distribution for the Reduced and Trabecular models and T160435 has no 
observable difference between them.  The RR and RS plots show little difference within the 
same specimen but show a significant difference between the two animals (in direct opposition to 
the earlier WR and WS distributions).  For instance, T160416 has 85% at or below 0.01 strain for 









Figure 52.  Histograms and CDFs for T160416 RR and RS. 
Histograms and cumulative density functions (CDFs) are generated using the effective strain calculated in 
MATLAB.  For reduced platen compression (RPC) the applied boundary conditions (BC) are:  RR = RPC Rough, 
RS = RPC Smooth.  Reduced Trabecular (Reduced) results are the values from the With Cortex (Whole) 
simulations, but only for the elements which are also present in the Trabecular Only (Trabecular) structure.  
Reduced volume is not an actual simulation, just a reduction of results in post processing.  Whole and Trabecular are 









Figure 53.  Histograms and CDFs for T160435 RR and RS. 
Histograms and cumulative density functions (CDFs) are generated using the effective strain calculated in 
MATLAB.  For reduced platen compression (RPC) the applied boundary conditions (BC) are:  RR = RPC Rough, 
RS = RPC Smooth.  Reduced Trabecular (Reduced) results are the values from the With Cortex (Whole) 
simulations, but only for the elements which are also present in the Trabecular Only (Trabecular) structure.  
Reduced volume is not an actual simulation, just a reduction of results in post processing.  Whole and Trabecular are 




4.6 Computational Requirements 
 This section contains the computational data for processing the simulations.  The length 
of time to run, the amount of memory used, and the sizes of the files generated during the 
processing step are summarized in the following figures.   
 Figure 54 shows the amount of CPU time the simulations required to complete.  Most of 
the Whole simulations required approximately 1 hour, except for the WR load cases which took 
~2.5 hours.  The Trabecular models were much quicker, taking around 20 minutes, save for the 
WR load cases which required 40-60 minutes.  The significant increase in time for the WR load 
case is likely due to the methodology of the iterative solver in ABAQUS.  After processing the 
input data, the solver preconditions the matrices generated to aid in the performance of the 
solver.  The matrices in the WR load case are likely ill-conditioned for this preconditioning 





Figure 54.  Run Time for Each Simulation. 
CPU time is the amount of time the simulation took to run on the Ada supercomputer at TAMU HPRC, as reported 
in the job summary after completion.  Whole volumes had 2+ million elements, Trabecular had ~800,000.  Only one 
CPU was employed for these analyses.  For reduced platen compression (RPC) and whole specimen compression 
(WSC) the applied boundary conditions (BC) are:  RR = RPC Rough, RS = RPC Smooth, WR = WSC Rough, WS = 






Figure 55.  Memory Used for Each Simulation 
Memory reported as the maximum memory used while processing on the Ada supercomputer at TAMU HPRC, as 
reported in the job summary after completion.  Whole volumes had 2+ million elements, Trabecular had ~800,000.  
Only one CPU was employed for these analyses.  WR = WSC Rough.  The other boundary conditions cases were 
nearly identical in memory required to the WR case.  
 
 
 Figure 55 shows the maximum amount of memory used in each of the simulations.  Only 
the WR load case is shown, since the other load cases required nearly identical amounts of 
memory (±0.1%).   The Trabecular models required substantially less memory to complete the 
simulations, stemming from the fewer elements in the model which generate smaller matrices 




Figure 56.  Sizes of Files Generated by ABAQUS Simulations. 
Files included are ABAQUS input file (INP), output database (ODB), part file (PRT), and the comma separated 
value (CSV) reports generated in post-processing.  For reduced platen compression (RPC) and whole specimen 
compression (WSC) the applied boundary conditions (BC) are:  RR = RPC Rough, RS = RPC Smooth, WR = WSC 




 Figure 56 shows the sizes of some of the files generated through the FEA process.  Other 
files generated during processing and post-processing are not included, but do not significantly 
affect the results shown – they total approximately 10 MB.   The input files (INP) were 7%, 
ODBs 43-45%, PRTs 4%, Element CSVs 27-29%, and Node CSVs 15-18% of the total memory 
cost of the simulations.  In total the Whole models generate 16-18 GB of data, and the 
Trabecular models generate ~6.5 GB.  For each bone, that means 20-25 GB of storage would be 




5.1 Image Processing 
 MATLAB proved to be an effective tool for generating FE meshes from CT data, 
particularly because of its image processing capabilities.  The ability to directly read DICOM 
files and to manipulate 2D and 3D images both in a graphical user interface (GUI) and with 
scripts make it well suited for process diagnostics and capable of extension to a large number of 
samples.   
 The algorithm generated and employed here for removing the cortex has benefits over a 
manual process. When isolating trabecular volumes by hand, a gap is often included between the 
inner cortex and cancellous region to avoid unintentional inclusion of cortical tissue.  Bone sites 
like the distal femur metaphysis (DFM) used here are in the transition between dense cancellous 
tissue and the hollow midshaft; thus, they have far fewer trabeculae in the center of the specimen 
then nearer the cortex.  This means that including the gap makes the “hollow” center section a 
greater percentage of the cancellous volume used in analysis.  Densitometric quantities 
calculated using this volume will be underestimated compared to more traditional 
histomorphometry methods.  The automatic cortex removal algorithm used here follows the 
cortex much more tightly.  For some volumes, however, this automatic method includes tissue 
that might visually be considered cortex.  For highly porous cortical bone, or areas where the 
cortex is not considerably thicker than the trabecular architecture, some cortical tissue may be 
included in the final trabecular volume.  This would overestimate the trabecular strength and 
stiffness for whole specimen compression (WSC) tests but would not significantly change the 
reduced platen compression (RPC) results.  
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 The threshold value used during the binarization process can have a large effect on the 
generated volume, particularly after applying a connectivity filter (Figure 28).  Thus, the force 
results from FEA can be influenced by changing this threshold value.  It is unlikely the high 
strain zones would be largely affected, but the strain distribution results would be skewed for a 
similar applied strain level.  Visual verification was used in this study, comparing the final 
volume to the original µCT images to ensure a that it was representative recreation.  A more 
robust method for ensuring the final volumes are accurate would likely need to be employed for 
a wider study.  
5.2 Comparing the Geometry of Each Specimen 
 T160435/R223 was the larger of the two bones.  This is evident in the greater amount of 
elements in the model (Figure 32), the larger simulated force for the WR and WS With Cortex 
simulations (Figure 39), and is consistent with the higher body weight of R223 throughout the 
experiment (Appendix B, Figure 58).  T160416/R227 may be the smaller of the pair, but it has a 
higher ratio of cancellous to cortical tissue.  In the Trabecular Only models T160416/R227 has 
more elements than T160435/R223 despite having fewer elements overall.  This means T160435 
had more cortical tissue, which was removed to generate the trabecular volumes.  This manifests 
in the higher forces seen for the WR and WS Trabecular Only simulations.   
 Looking at the face node sets of the Trabecular volumes, T160435/R223 has more nodes 
on the bottom, but fewer on the top face.  This is an indicator of the hollower geometry of 
T160435/R223, as illustrated in Figure 31.  The simulated platen sizes are nearly the same for the 
two specimens, but T160416/R227 has 2.5 times as many nodes in the top RPC contact node set.  
 The transverse reaction forces seen in the rough simulations are highly dependent on the 
geometry of the specimen.  T160135 has double the transverse reaction force in both the 
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simulations with and without the cortex.  This indicates the structure of the simulated test 
specimen is aligned along an axis slightly skew to the z-axis along which the load was applied.  
This could be due to in vivo loading conditions, differences in the overall shape of the bones 
from different animals, or to the bone not being exactly straight during the CT scan.  The RPC 
simulations show T160416/R227 as having a slightly higher transverse reaction, but with the 
difference in amount of loaded tissue between the specimens, no conclusions about the geometry 
can be made. 
5.3 Comparing Simulation Results to Past Mechanical Testing 
  The force results from the RPC simulation are about one order of magnitude larger than 
typical force measurements from RPC tests with similar strain values.  This is likely due to 
overestimation of the tissue mechanical properties.  A Young’s Modulus of 10 GPa was 
assigned, so if 1 GPa was used instead the results would be a closer representation.  Values 
reported in literature vary from 1-30 GPa [22].  In the simulations done here, the Young’s 
Modulus was specified in Pa and the units of the mesh supplied in mm.  This gave force results 
in µN.  Using MPa and mm would yield results in terms of N. 
 With T160435/R223 being the larger animal, it would be expected that its bones would 
hold more force in the different mechanical tests assuming the tissue properties were the same.  
Past mechanical testing results at multiple anatomical sites support this conclusion.  However, in 
the femur RPC mechanical testing and simulations, T160416/R227 is 500% and 120% greater, 
respectively.  This result shows the sensitivity of the RPC test to the internal “hollowness” of the 
specimen.  As evidenced by the contact node sets and illustrated by the size of the contact areas 
in Figure 48, more tissue gets loaded in T160416/R227 since T160435/R223 is comparatively 
hollower.  The platen sizing discrepancy (Figure 44) lends a potential explanation to why the 
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mechanical testing results are more drastically different than the simulations.  T160416/R227 
used a slightly larger (2.3 mm v. 2.20 mm) platen than the image processing determined, and 
thus likely loaded some the cortical tissue during RPC mechanical testing.  T160435/R223 used 
a much smaller platen (1.85 mm v. 2.17 mm) for the mechanical test than the simulation.  For the 
already hollower specimen, this means even less tissue would be loaded than in the simulation.   
5.4 Comparison of Boundary Conditions 
 Mechanical testing of cancellous bone has been done with both glued and lubricated 
specimen [43].  Thus, the rough and smooth simulations have mechanical analogs.  However, 
neither perfectly recreate in situ loading.  The rough simulations fix the top and bottom surfaces, 
and the smooth simulations leave them unconstrained.  In situ, those surfaces would be 
compliant, but the bone tissue above and below the test section would resist motion.  It is 
therefore likely that the rough simulations overestimate and smooth simulations underestimate 
the actual structural stiffness.  The simulations support that assertion as the reaction force for 
each volume was higher in the rough simulations.   
 The differences seen in the histograms and cumulative density functions (CDF) of the 
effective strain distributions are corroborated by the contour plots.  The thick cortex induces 
higher strains in nearby parts of the cancellous region.  This explains why the Reduced 
Trabecular distributions have a higher percentage of high strain elements than the Trabecular 
only, and why the Reduced curve on the CDFs lies between the Trabecular and Whole curves.  A 
larger difference is visible between the contour plots of the rough and smooth WSC models than 
those of the RPC models.  This is the same case for the CDFs.  The contour plots are limited in 
their application for comparison between the specimen, as the models do not have the same axes.  
The CDFs do allow some comparison, but difference in specimen geometry cannot be ignored.  
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A much higher percentage of the elements in T160416 are at elevated strain levels than in 
T160435 in the RPC simulations. However, since more elements in T160416 are loaded by the 
contact BCs, the elevated strain levels do not indicate a weaker specimen as they would suggest.  
Using strain related failure criterion, RPC methods would need to compare distributions for a 
representative loaded volume, rather than the entire volume used in the simulation.   
   Many studies report estimated strength using a force back-calculated from the effective 
strain distribution [42].  The difference in the WR and WS distribution is significant up to and 
slightly above the applied strain, but there is little noticeable difference at very high levels of 
effective strain.  Typical simulated strength measures would therefore be similar between the two 
boundary conditions, if a high enough threshold strain was chosen.  Based on the similarity of 
the distributions for the two specimens in this study, the estimated failure force would show the 
same level of difference seen in the RF results. 
 A limitation of the effective strain used in the estimated failure criterion is that it is 
calculated using the strain energy density – a scalar value blind to tension or compression.  
Cortical bone tissue is known to have different material behaviors in tension and compression 
[44], and other finite element modelling studies suggest trabecular tissue shows a similar 
behavior [45].  Defining a material model for FEA that would treat failure differently in tension 
and compression would show a difference in the BCs of this study.  WS simulations consistently 
showed more tension than did the WR simulations on the same body, meaning the estimated 
failure load would differ.  Thus, tissue asymmetry would show different behavior between 
smooth and rough simulations, while the effective strain failure models would not.  
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5.5 Sensitivity of the RPC Test 
 The area loaded during RPC testing is considerably smaller than that of WSC, and it is 
free of the dense cortical shell.  Thus, the RPC test produces reaction forces that are orders of 
magnitude lower than WSC tests.  This means that smaller, high resolution testing equipment 
must be used.   
 In larger studies the RPC mechanical test has shown a more substantial difference 
between treatment groups than WSC tests [13].  Biologically, trabecular bone has a higher 
turnover rate than cortical bone. Therefore, any drug treatment or unloading-induced effects 
would be expected to have a higher impact on the cancellous region than the cortical shell.  The 
RPC test is a more direct measurement of the cancellous bone properties, which explains the 
increased sensitivity compared to WSC tests.  This direct cancellous measurement is 
demonstrated in the reaction force results on the simulated volumes with and without the cortical 
tissue.  There is only a 5-10% decrease in the reaction force, i.e. stiffness of the specimen, when 
the cortex is removed; suggesting the cortical tissue is having less influence on the RPC results 
than the WSC simulations.  The RPC method also creates a more realistic in situ loading 
condition than typical trabecular structure mechanical tests that remove cancellous bone 
completely from its surrounding tissue.  By maintaining the tissue on the sides, only the end 
effects on the top and bottom are deviant from in situ loading.  
 The present study, however, shows that the RPC test is not without its downsides.  
T160435 was predicted to be the weaker of the two bones, despite its donor R223 having higher 
strength indices at most other test sites.  This was due to the comparatively “hollow” center 
where an unrepresentative amount of tissue was successfully loaded.  One of the benefits of the 
FEA performed here is the muted response to the ill-conditioned geometry.  The mechanical 
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testing showed a 500% difference in the bones, whereas the difference was only 120% for the 
simulated reaction forces.  This highlights an area where the simulation method outperforms the 
mechanical testing: consistency.  The computational analysis does not rely on human subjectivity 
to assign platens or to align the specimen in a load cell.  Larger studies employing the FEA 
techniques developed herein are expected to have the same increased cancellous sensitivity 
present in the mechanical RPC test results but would have less scatter in the data; therefore, the 
findings would be more statistically significant.   
   The specimens used in this study were picked because of their unusual mechanical 
testing results.  R227 represented an outlier on the upper end, and R223 on the lower end of yield 
force in the RPC femur mechanical test.  Most specimen used in a wider study would be 
expected to fall somewhere between these animals.  Of particular interest would be to see how 
the past manual platen selections compare to computer assigned values.   
5.6 Computational Requirements of µFEA 
 In the models generated from µCT data, the large number of elements complicates the 
analysis process.  Workstations with sufficient resources are required, and the large amount of 
data generated presents file transfer and storage issues.   
 Processing the images in MATLAB using only the scripts written for this study does not 
strain computer resources, but any higher functions such as using the Volume Viewer do.  RAM 
in excess of 16GB was consistently used, and while the process might still be achievable on 8GB 
machines, the user experience will be slower.   
 The methodology of the algorithms used in generating the meshes and writing the input 
files prioritizes speed over memory.  In the case of the element connectivity array (ECA) and 
nodal coordinate array (NCA), the entire matrices were generated and stored in local memory 
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prior to being written to the input file.  Alternatively, each row of the matrix could be written to 
the input file as it is calculated and then discarded.  This would alleviate memory but would take 
considerably longer as the low-level file I/O functions are called millions of times rather than 
once.   
  The large file sizes generated during and after FEA processing present issues as well.  
From a storage perspective, modern portable hard drives (4TB+) are increasingly affordable and 
would be able to store the results for hundreds of bones.  However, transferring the files in this 
study was challenging, even with only two animals being investigated.  With the FEA being 
processed on Texas A&M High Performance Research Computing (HPRC) supercomputer 
resources, the analysis files are stored on their systems.  Access via the OnDemand Portal is not 
an efficient means of file transfer.  There are other programs available that simplify the file 
transfer, allowing transfer overnight without user monitoring.  Additionally, only the principal 
stresses and strains were used in further calculations, so only those quantities need to be exported 
in the CSV reports.  This would alleviate the cost of memory storage and file transfer times. 
 MATLAB is well suited for handling tables and matrices, so post-processing the tabular 
results is not computationally complex.  Generating the contour plots, however, requires a 
suitable graphic workstation to reasonably be able to work with the ODBs.  Using the 
OnDemand Portal and launching ABAQUS in a virtual window was sufficient if the internet 
speed was fast enough, usually >90 Mbps.  Most wired connections at Texas A&M meet this 
need; WiFi may not achieve those speeds.  Using a local copy of ABAQUS on a machine would 
solve the issue as well.  To generate the images in this document, it was necessary to use a 
monitor with greater than 1080p resolution. 
97 
 
 In general, the processing time required for the simulations to complete is not a concern.  
Multiple simulations can be running at the same time on the supercomputer, and batch files could 
be written to have sequential flows run overnight.  The analyses herein used only one CPU, so 
parallelization could be investigated to bring down the computation time (this would not change 
the computational cost, as more CPUs running shorter times would be billed the same).    
The rough simulations took longer to complete than their smooth counterparts, with the 
WR load case taking the longest of any.  The Trabecular Only simulations also ran much faster 
than the With Cortex versions, solely due to the much lower number of elements in the model.  
While the WR and WS simulations showed differences for the same specimen, comparison 
between specimens was equally effective using either.  For this reason, completing both is not 
necessary.  Running only the smooth BCs for both the WSC and RPC simulations would 




 The present study is limited due to its sample size.  With the development of the mesh 
generation and FEA process being the primary goal, only two specimens were fully analyzed.  
Other samples are expected to have results between those of the bones in this study, since both 
specimens were outliers in past mechanical testing results. However, the ability of the process to 
show significant differences between groups in a larger study remains unconfirmed.   
 Linear FEA was performed in this study, so the results cannot be extended to true 
material failure.  Linear analysis is limited to describing material behavior up to the yield point.  
Further, isotropic properties were assumed, and bone tissue is well known to be anisotropic and 
orientation dependent.   
 The only mesh investigated was that of direct voxel conversion, though the element size 
in these analyses were sufficiently small to provide 4+ elements through the thickness of an 
average trabecula.  Image processing could be used to refine the element size.  This would not 
change the overall structure, as the original volume would still be limited by the CT scan 
resolution.  However, large gradients in stress and strain would be more accurate in the refined 
volume.  Computationally, the cost to refine the mesh would be high. 
 An inherent limitation to any CT data is that only bone mineral is captured in the images.  
This produces a recreation of the bone geometry but does not include surrounding soft tissues 
like marrow and muscle.  Therefore, the FEA performed herein captures the response of the 
mineralized structure to loading but does not account for interactions with surrounding tissue.  
 Finally, the transfer function used in mapping the CT scan bone density values to TIFF 
pixel intensities when exporting images is not known.  Consequently, the commonly reported 
binarization threshold value in mgHA/cm3 cannot be determined.       
99 
 
7. FUTURE WORK 
 The methods for CT-based mesh generation and FEA developed in this thesis can be 
extended to larger groups to investigate differences between drug treatments and disuse-induced 
bone loss.  The reaction force and stiffness results in a wider study are expected to mirror the 
data from RPC mechanical testing but would be subject to less scatter.  This would make the 
results more statistically significant, even if less dramatic.  
 This thesis compares the strain distributions in the specimens with the cortical shell and 
the generated trabecular volumes by reducing the whole specimen data to include only the 
elements also present in the trabecular only structure.  This allows for comparison of equal 
volumes.  This technique could be extended by reducing both volumes to include only the 
elements in the cylindrical core that is loaded by the RPC platens.  This would allow for a much 
more detailed comparison of the strain distributions generated during the RPC simulations.   
 The reaction forces calculated here can be scaled by the number of elements above a 
threshold level of effective strain.  This would provide estimated failure loads commonly 
reported in other CT FEA studies [42].  The meshes generated could be extended to non-linear 
FEA.  This would allow for more realistic mechanical testing beyond the point of yield.  A truly 
robust FEA could be achieved through inclusion of a material failure model that treats tension 
and compression differently, as observed in mechanical testing of bone tissue.   
 Computationally, the algorithms developed herein have room for improvement.  
Parallelization could be employed during the processing step of the ABAQUS simulations, 
potentially improving the speed of the analysis but not changing the memory cost.  The pre- and 
post-processing in MATLAB has been optimized for speed, but alternative numeric types could 




 Finite element analysis (FEA) of bone tissue is growing more popular as the capabilities 
for patient specific models using CT data grow.  This study sought to develop a method for pre-
existing CT images to be converted to finite element (FE) meshes, and to investigate the 
capabilities of such models to simulate mechanical tests.  MATLAB was used to process the 
images from their raw 2D format into usable 3D volumes.  An element and node numbering 
scheme was then used to convert the voxels in the binary 3D images directly to hexahedral 
elements in a FE mesh.  This mesh was imported to ABAQUS for processing.  Different 
boundary conditions (BC) were imposed on the models to simulate multiple mechanicals tests.  
Both rough and smooth simulated platens were used in modelling a Whole Specimen 
Compression (WSC) and Reduced Platen Compression (RPC) test.  After completion, the models 
were post-processes in ABAQUS for visual results, and in MATLAB for quantitative results.  
Strain distributions were compared to results commonly reported in modern bone FEA literature.   
 This study expands upon past 2D and 3D continuum modeling of the RPC test by 
introducing discrete trabecular architecture.  The results herein indicate that the RPC test mimics 
loading only the cancellous tissue, without the added processing step of physically removing the 
cortical tissue.  The reaction forces produced in RPC are substantially smaller than in WSC.  
This changes the demand from an apparatus and sensitivity standpoint.  Two specimens were 
investigated for comparison, and the FEA results mirror past mechanical testing data but are less 
dramatic in their difference.  If this FEA procedure was extended to a wider sample of 
specimens, the results would likely be similar to the mechanical testing data but with less scatter.  
This would mean any differences between groups would be more statistically significant. 
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 The rough and smooth boundary conditions (BC) simulated different styles of mechanical 
tests.  The results indicated their differences, with the rough simulations being stiffer across the 
board.  In the strain distributions, the differences were more pronounced for the WSC than the 
RPC simulations.  Even then, the different BCs showed the same amount of difference between 
the two animals.  For this reason, future studies need only pick either the rough or smooth BC to 
compare groups.  
 Another objective of this study was to examine the computational requirements of the 
discrete trabecular models.  The meshes generated are quite large, exceeding 2 million elements.  
Consequently, the memory demands for completing the analysis are complex.  Supercomputer 
resources were necessary for processing, due to the large amount of RAM needing during 
analysis.  The result files generated are large as well, so file transfer and storage become non-
trivial.  For a wider study, this would likely be the most cumbersome issue.  The computation 
time is of minimal concern.  The simulations completed in approximately and hour, and multiple 
simulations can run simultaneously.     
 Overall, the mesh generation technique developed in this study is quite powerful.  This 
allows users to circumvent expensive commercial software packages and offers more control in 
mesh and analysis parameters.  While only linear analysis was performed in this work, the mesh 
generated can easily be extended to more robust analyses.  The mesh specifies the geometry, but 
the rest of the model parameters can be determined by the user.  Nonlinear FEA and more 
realistic material models can be applied without needing to change the mesh algorithm.  The 
versatility of this study’s mesh generation scheme is that it is not limited to bone.  Any 3D binary 
image or matrix, even those created artificially or by manually manipulating matrices, could be 
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APPENDIX A ADDITIONAL TABLES 
Table 3.  Uncorrected Reaction Force Results from Simulations (µN) 
 
 
  WR = Whole Rough, WS = Whole Smooth, RR = RPC Rough, RS = RPC Smooth.  Top refers to most proximal 
surface of distal femur metaphysis section used in simulations; Bottom is the most distal surface.  See Figure 35 for 
illustration of the With Cortex, Reduced Trab, and Trabecular Only volumes.  Z is the loading direction.  Abaqus 






Table 4.  µCT Results for Both Animals 
 
The femurs in this study were previously scanned using a Scanco µCT 50 (Scanco Medical AG, Switzerland) using 
a 20 µm nominal voxel size (55 kVp, 145 µA, 400 ms, 0.5 mm Al filter). For definition of structural parameters see 
original publication [32].   
 
 
Table 5.  pQCT Results for Both Animals. 
 
 
See previous publication for pQCT scan parameters [32]. 
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Table 6.  Reduced Platen Compression (RPC) Mechanical Testing Results for Femur and Tibia of Both Animals. 
 
 
See previous publication for details on RPC process and specimen preparation. Femur [32], Tibia [31]. 
 
 
Table 7.  Femoral Neck Mechanical Testing Results for Both Animals. 
 
 
The yield results do not make physical sense, so the max compressive load was used for comparison.  See previous 
publication for details on femoral neck mechanical testing parameters and specimen preparation details [33].   
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Table 8.  Three-Point Bend Mechanical Test Results for Femur and Tibia of Both Animals. 
 
 





Table 9.  Body Weight by Week for Both Animals. 
 
 
Weights are in grams.  Hindlimb Unloading occurred for 4 weeks beginning September 1.  See previous publications 








APPENDIX B ADDITIONAL FIGURES 
 
Figure 57.  Effective Strain v. Absolute Maximum Principal Strain (AMPS) and Mises Stress. 
Abaqus Value is the exported value for the element, Matlab Effective Strain is the value for the element calculated 
in post-processing using the strain energy density.  The AMPS correlates with effective strain and has less scatter 





Figure 58.  Body Weights Over Time of Each Animal. 






Figure 59.  Histograms and Cumulative Density Functions (CDF) for T160435. 






Figure 60.  All Contour Plots for T160416 Reduced Platen Compression (RPC) Simulations. 





Figure 61.  All Contour Plots for T160416 Whole Specimen Compression (WSC). 





Figure 62.  All Contour Plots for T160435 Reduced Platen Compression (RPC). 





Figure 63.  All Contour Plots for T160435 Whole Specimen Compression (WSC). 




Figure 64.  Boundary Conditions for RPC Illustrated on Sample Bone. 
Distal femur metaphysis from adult male rat is shown, top represents the most proximal transverse surface. Orange 
cones represent a fixed degree of freedom.    
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% This script reads a series of grayscale images and stacks them, binarizes 
% the volume, and applies a connectivity filter to isolate a single 
% connected body. 
% 
% Output V_conn is a 3D binary image. 
 
%------------------------------------------------------------------------- 
% User Input Parameters: 
 
% Specify folder of images: 
Folder_Path = 'D:\00000610\TIFF\'; 
Image_Leader = 'C0000628_';  %Leading characters in file from CT export 
First_Image = 0140; 
Last_Image = 0239; 
 
% Cropping dimensions:  specify extents of cropping - these can be 
% identified by probing values in the image viewer or using imshow(). 
xlow = 161; 
xhigh = 513; 
ylow = 569; 
yhigh = 846; 
 
%------------------------------------------------------------------------- 
% Crop and Stack Images: 
 
filepath = append(Folder_Path,Image_Leader); 
 
count = 0; 
Image_Number = First_Image; 
Layer = 1; 
 
A = zeros(yhigh-ylow,xhigh-xlow+1,'uint8'); 
[m,n] = size(A); 
V = zeros(m,n,(Last_Image-First_Image+1),'uint8'); 
 
for i = First_Image:Last_Image 
 
    %change filename to open each image 
    filename = append(filepath,num2str(Image_Number, '%04.4i')); 
    Z = imread(filename,'tif'); 
 
    %select only the desire pixels: 
    for j = 1:(yhigh - ylow) 
        A(j,:) = Z(ylow + (j-1), xlow:xhigh); 
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    end 
 
    %stack each cropped image into a 3D volume: 
    V(:,:,Layer) = A; 
    Image_Number = Image_Number + 1; 







V_seg = imbinarize(V); % Otsu's Method 
 
%------------------------------------------------------------------------- 
% Keep only the largest section of connected voxels 
 
V_conn = Conn_Filt(V_seg); 
Published with MATLAB® R2019b 
 
Conn_Filt 
function Conn = Conn_Filt(V) 
% Conn_Filt takes a 3D binary image and imposes face connectivity to 
% isolate the single largest connected body. 
% 
%   Conn = Conn_Filt(V) returns the single largest connected component in 
%   the 3D binary image V. 
% 
%   Conn is a 3D binary image the same size as V. 
 
CC = bwconncomp(V, 6); 
 
numPixels = cellfun(@numel, CC.PixelIdxList); %find number of pixels in 
                                              %connected component. 
[~, idx] = max(numPixels);  %index of largest connected component. 
 
Conn = zeros(size(V), 'logical'); 
 
Conn(CC.PixelIdxList{idx) = 1; %new image isolating largest connected body 
 
end 





% This script takes a connected volume of a bone and applies image opening 
% functions to isolate the trabecular structure. 
 
E = V_conn; %Connected volume 
 
se = strel('cube',5);  % 5x5x5 cubic structural element. 
E_open = imopen(E,se); 
 
E_open_conn = Conn_Filt(E_open);  %Isolated cortical shell. 
 
G = E-E_open_conn; %subtract cortical shell from original image to isolate 
    % trabecular structure. 
 
Trab = Conn_Filt(G); %apply connectivity filter again to ensure single 
    % body for use in FEA. 
 
%------------------------------------------------------------------------- 




E_ = volshow(E,config); 
figure 
E_open_ = volshow(E_open,config); 
figure 
E_open_conn_ = volshow(E_open_conn,config); 
figure 
G_ = volshow(G,config); 
figure 
Trab_ = volshow(Trab,config); 
 
config =  
 
  struct with fields: 
 
     CameraPosition: [1.4699 0.9159 3.1322] 
     CameraUpVector: [-0.4824 -0.3667 0.7955] 
       CameraTarget: [0 0 0] 
    CameraViewAngle: 15 
    BackgroundColor: [1 1 1] 
           Renderer: 'VolumeRendering' 
           Colormap: [256×3 double] 
           Alphamap: [256×1 double] 
           Lighting: 0 
    IsosurfaceColor: [1 0 0] 

















%   This script takes a binary image of the top of the RPC specimen and 
%   determines the RPC contact area size and location.  The algorithm finds 
%   the centroid of the cancellous region and minor diameter, which 
%   approximates the diameter of the endocortical cirlce. 70% of this 
%   diameter is used for the platen sizing. Figures aregenerated to show 
%   the areas. 
 
CC = bwconncomp(C, 4); % C is the binary image of the top slice. Imposes 
                       % connectivity. 
 
numPixels = cellfun(@numel, CC.PixelIdxList); 
[biggest, idx] = max(numPixels); 
 
F = zeros(size(C)); 
 
F(CC.PixelIdxList{idx) = 1; % largest connected component, rough cortical 
                             % shell. 
 
se = strel('square',15);  % a 15x15 square strcutural element. 
F_fill = imfill(F,'holes'); % solid filled total area. 
H = F_fill-F; % rough cancellous area. 
H_med = medfilt2(H); % filtering to smooth cancellous area. 
I = imclose(H_med,se); % closing to fill in shape of cancellous area. 
 
s = regionprops(I,'centroid', 'MajorAxisLength', 'MinorAxisLength'); 
centroids = cat(1,s.Centroid); % centroid of cancellous areas. 
 
figure % shows the endocortical circle and RPC area 
h = imshow(C); 
hold on 
axis = h.Parent; 
plot(centroids(:,1),centroids(:,2),'b*') 
viscircles(s.Centroid, (s.MinorAxisLength)/2*1); %Endocortical circle 
viscircles(s.Centroid, (s.MinorAxisLength)/2*0.7); %Platen Area 
hold off 
title('RPC Platen Area') 
 
figure % highlights cancellous and cortical regions. 
imshowpair(C,I) 
title('Cancellous and Cortical Regions') 
 

































% This script takes a 3D binary image and generates the Nodal Coordinate 
% Array and Element Connectivity Array. Node set arrays for use in applying 
% Boundary Conditions are generated as well. 
% The desired volume to be used should already be loaded in the workspace. 
% This volume is reassinged to V_w for use in this script. The user needs 
% to change the specimen number and RPC location information. 
 
%------------------------------------------------------------------------- 
% User Input Parameters: 
 
V_w = Trab; % Volume to be written to input file. 
pixel_width = 0.02; % width of the voxels in [mm]. 
 
Specimen_Number = 'T160416_Trab'; 
    % Use the T-number from the CT scan for the naming convention of the 
    % input files.  Add '_Trab' if the volume has been remade without 
    % the cortex. 
 
Layers = 3; % Number of layers in node sets on top and bottom 
            % for generating BCs. 
 
RPC_centroid = 0.02*[184.9 135.4];  %centroid in x and y coordinates of 
                                    %the RPC platen contact area. 
RPC_radius = 0.02*54.9;  %radius of the RPC contact area. 
 
%------------------------------------------------------------------------- 
% Generate NC, EC 
 
NC = Node_Coord(V_w, pixel_width); 
EC = Elem_Conn(V_w); 
 
% Node Set matrices 
 
[z_min, z_max] = Layer_Nodes(NC, Layers); %top and bottom layers 
 
[RPC_z_min, Bottom_Centroid_Node] = ... 
    RPC_Nodes(z_min, RPC_centroid, RPC_radius); %bottom RPC contact area 
 
[RPC_z_max, Top_Centroid_Node] = ... 
    RPC_Nodes(z_max, RPC_centroid, RPC_radius); %top RPC contact area 







function [Sorted] = Node_Coord(V, pixel_width) 
% This function writes the nodal coordinate array, where the first column 
% is the node number, followed by the x, y, and z coordinates. 
%   V is the assembled image (logical matrix) 
%   The sum of the values for the elements the node touches is calculated. 
%       If this sum is any number other than zero, this means the node is 
%       in an active element(s), so the node is written to the input file. 
 
%------------------------------------------------------------------------- 
% Initial Variables: 
 
[m,n,p] = size(V); 
M = m+1; 
N = n+1; 
P = p+1; 
 
pw = pixel_width; 
 
col = 1; %initialize first column count 
%------------------------------------------------------------------------- 
% Corners 
%Check the corner nodes for element contact 
%Corner nodes will contact 1 element 




I = 1; 
J = 1; 
K = 1; 
 
if V(I,J,K) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 




I = 1; 
J = N; 
K = 1; 
 
if V(I,J-1,K) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 




I = M; 
J = 1; 




if V(I-1,J,K) == 1 
       Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 




I = M; 
J = N; 
K = 1; 
 
if V(I-1,J-1,K) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 




I = 1; 
J = 1; 
K = P; 
 
if V(I,J,K-1) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 





I = 1; 
J = N; 
K = P; 
 
if V(I,J-1,K-1) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 





I = M; 
J = 1; 
K = P; 
 
if V(I-1,J,K-1) == 1 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 




I = M; 
J = N; 
K = P; 
 
if V(I-1,J-1,K-1) == 1 
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        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 





%Check edges of the stacked image 
%Edge nodes will contact 2 elements 
%Regrettably, there are 12 edges, each of which must be treated 
%   individually. 
 
% x-axis, y=0, z=0 
I = 1; 
    % J is the looping index 
K = 1; 
 
for J = 2:(N-1) 
    tracker = V(I,J-1,K) + V(I,J,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% x-axis, y=ymax, z=0 
I = M; 
    % J is the looping index 
K = 1; 
 
for J = 2:(N-1) 
    tracker = V(I-1,J-1,K) + V(I-1,J,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% y-axis, x=0, z=0 
    % I is the looping index 
J = 1; 
K = 1; 
 
for I = 2:(M-1) 
    tracker = V(I-1,J,K) + V(I,J,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% y-axis, x=xmax, z=0 
    % I is the looping index 
J = N; 




for I = 2:(M-1) 
    tracker = V(I-1,J-1,K) + V(I,J-1,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% x-axis, y=0, z=zmax 
I = 1; 
    % J is the looping index 
K = P; 
 
for J = 2:(N-1) 
    tracker = V(I,J-1,K-1) + V(I,J,K-1); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% x-axis, y=ymax, z=zmax 
I = M; 
    % J is the looping index 
K = P; 
 
for J = 2:(N-1) 
    tracker = V(I-1,J-1,K-1) + V(I-1,J,K-1); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% y-axis, x=0, z=zmax 
    % I is the looping index 
J = 1; 
K = P; 
 
for I = 2:(M-1) 
    tracker = V(I-1,J,K-1) + V(I,J,K-1); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% y-axis, x=xmax, z=zmax 
    % I is the looping index 
J = N; 
K = P; 
 
for I = 2:(M-1) 
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    tracker = V(I-1,J-1,K-1) + V(I,J-1,K-1); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% z-axis, x=0, y=0 
I = 1; 
J = 1; 
    %K is the looping index 
 
for K = 2:(P-1) 
    tracker = V(I,J,K-1) + V(I,J,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% z-axis, x=xmax, y=0 
I = 1; 
J = N; 
    %K is the looping index 
 
for K = 2:(P-1) 
    tracker = V(I,J-1,K-1) + V(I,J-1,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% z-axis, x=0, y=ymax 
I = M; 
J = 1; 
    %K is the looping index 
 
for K = 2:(P-1) 
    tracker = V(I-1,J,K-1) + V(I-1,J,K); 
    if tracker > 0 
        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 
    end 
end 
 
% z-axis, x=xmax, y=ymax 
I = M; 
J = N; 
    %K is the looping index 
 
for K = 2:(P-1) 
    tracker = V(I-1,J-1,K-1) + V(I-1,J-1,K); 
    if tracker > 0 
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        Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
        col = col+1; 




%Check faces of stacked image 
%Face nodes will contact 4 elements 
%There are 6 faces to be checked individually, which is less than 12. 
 
% z=0 
    % I and J are looping indices 
K = 1; 
 
for J = 2:(N-1) 
    for I = 2:(M-1) 
        tracker = V(I-1,J-1,K) + V(I-1,J,K) ... 
            + V(I,J-1,K) + V(I,J,K); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 




    % I and J are looping indices 
K = P; 
 
for J = 2:(N-1) 
    for I = 2:(M-1) 
        tracker = V(I-1,J-1,K-1) + V(I-1,J,K-1) ... 
            + V(I,J-1,K-1) + V(I,J,K-1); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 




    % I and K are looping indices 
J = 1; 
 
for K = 2:(P-1) 
    for I = 2:(M-1) 
        tracker = V(I-1,J,K-1) + V(I,J,K-1) ... 
            + V(I-1,J,K) + V(I,J,K); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 






    % I and K are looping indices 
J = N; 
 
for K = 2:(P-1) 
    for I = 2:(M-1) 
        tracker = V(I-1,J-1,K-1) + V(I,J-1,K-1) ... 
            + V(I-1,J-1,K) + V(I,J-1,K); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 




    % J and K are looping indices 
I = 1; 
 
for K = 2:(P-1) 
    for J = 2:(N-1) 
        tracker = V(I,J-1,K-1) + V(I,J,K-1) ... 
            + V(I,J-1,K) + V(I,J,K); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 




   % J and K are looping indices 
I = M; 
 
for K = 2:(P-1) 
    for J = 2:(N-1) 
        tracker = V(I-1,J-1,K-1) + V(I-1,J,K-1) ... 
            + V(I-1,J-1,K) + V(I-1,J,K); 
        if tracker > 0 
            Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
            col = col+1; 
        end 




%Check remaining internal volume nodes for element contact 
%Volume nodes will touch 8 elements 
%There is only 1 volume, a welcome reprieve 
 
for K = 2:(P-1) 
    for I = 2:(M-1) 
        for J = 2:(N-1) 
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            tracker = sum(V((I-1):I,(J-1):J,(K-1):K),'all'); 
                %this takes the sum of the 2x2 matrix surrounding the node 
            if tracker > 0 
                Node_Coord(:,col) = Node_Mat(I, J, K, M, N, pw); 
                col = col+1; 
            end 
        end 
    end 
end 
%------------------------------------------------------------------------- 
% Sort Nodal Coordinate Matrix 
 
Sorted = sortrows(Node_Coord'); 
 
end %end the first function 
%------------------------------------------------------------------------- 
 
% Subfunction Node_Mat 
%------------------------------------------------------------------------ 
% The following subfunction is to save space in writing the above function, 
% as it is called so often. 
 
function Col = Node_Mat(I, J, K, M, N, pw) 
    N_n = (I-1)*N + J + M*N*(K-1); %Node Number 
    x_c = pw*(J-1); 
    y_c = pw*(I-1); 
    z_c = pw*(K-1); 
    Col = [N_n; x_c; y_c; z_c]; 
%     fprintf(fileID,'%8i, %8.4f, %8.4f, %8.4f\n', N_n, x_c, y_c, z_c); 
end 












function [Elem_conn] = Elem_Conn(V) 
% This function writes the element connectivity array, where the first 
% column is the element number, followed by the 8 nodes that make up that 
% element. 
%   V is the assembled image (logical matrix) 
 
[m,n,p] = size(V); 
E_num = sum(V(:)); %total number of elements. 
 
Elem_conn = zeros(E_num,9); %initialize for speed. 
 
row = 1; 
for k = 1:p 
    for i = 1:m 
        for j = 1:n 
            if V(i,j,k) == 1 
            Elem_conn(row,1) = (i-1)*n + j + m*n*(k-1); %Element Number 
            Elem_conn(row,2) = j+(n+1)*(i-1) + (m+1)*(n+1)*(k-1); 
            Elem_conn(row,3) = Elem_conn(row,2) + 1; 
            Elem_conn(row,5) = Elem_conn(row,2) + (n+1); 
            Elem_conn(row,4) = Elem_conn(row,3) + (n+1); 
            % 5 and 4 are switched for Abaqus input order 
            Elem_conn(row,6) = Elem_conn(row,2) + (m+1)*(n+1); 
            Elem_conn(row,7) = Elem_conn(row,3) + (m+1)*(n+1); 
            Elem_conn(row,8) = Elem_conn(row,4) + (m+1)*(n+1); 
            Elem_conn(row,9) = Elem_conn(row,5) + (m+1)*(n+1); 
            row = row + 1; 
            end 
        end 













function [z_min,z_max] = Layer_Nodes(NC, Layers) 
% Layer_Nodes generates nodal coordinate matrices for the top and bottom 
%   layers of a given nodal coordinate matrix. 
% 
%   [z_min,z_max] = Layer_Nodes(NC, Layers) for the nodal coordinate array 
%   NC returns the new nodal coordinate arrays z_min and z_max for the 
%   number of Layers specified. 
% 
%   NC is a Nx4 array, where the first term of each row is the node number, 
%   and the following terms are the x, y, and z coordinate of the node, 
%   respectively.  NC must already be sorted by Node Number. *If the nodal 
%   coordinate matrix was generated using Node_Coord(), the return value 
%   is already sorted. 
% 
%   Layers is an integer. 
% 
%   z_min and z_max are Nx4 arrays.  z_min starts at z=0 (lowest node 
%   numbers) and goes the specified number of layers.  z_max does the same 
%   but ending at z-max (highest node numbers). 
% 
%   The nodal coordinates remain in these matrices for use with other 
%   functions in determining RPC Platen area nodes.  Only the node numbers 
%   are required for node set generation in Abaqus. 
%-------------------------------------------------------------------------- 
D = size(NC); 
 
[~, ia, ~] = unique(NC(:,4),'last'); %find unique values of z coordinate 
 
idx1 = ia(Layers); % use index of last value for desired layers 
 
z_min = NC(1:idx1,:); %Assign  relevant rows of Nodal Coordinate matrix 
    % to new matrix. 
 
max1 = length(ia); %total number of layers 
idx2 = ia(max1 - (Layers)); %index of z-max layers 
 
z_max = NC((idx2+1):D(1),:); %reassign values for z-max layers to new 
%   matrix 
 
end 





function [RPC_circle, Closest_Node] = RPC_Nodes(NC,C, R) 
% RPC_Nodes takes the nodal coordinate matrices for the boundary condition 
% layers and makes new nodal coordiate arrays for the RPC contact areas. 
% 
%   [RPC_circle, Closest_Node] = RPC_nodes(NC,C, R) returns a Nx4 nodal 
%   coordinate array inside a circle of radius R around Centroid C from 
%   the layer data in NC. Closest_Node is the number of the node closest to 
%   the center of the RPC contact area, for use in the smooth BCs. 
% 
%   NC and an Nx4 nodal coordinate array. 
% 
%   C is a 2x1 array with the x and y component of the centroid on the 
%   desired face. 
% 
%   R is a numerical value for the radius of the desired circle. 
%-------------------------------------------------------------------------- 
 
x_c = C(1); %x-coordinate of centroid 
y_c = C(2); %y-coordinate of centroid 
 
r = ((NC(:,2)-x_c).^2 + (NC(:,3)-y_c).^2).^(1/2); %radial distance from 
    % each node to the assigned centroid. 
 
[~, i] = min(r); % index of closest node. 
Closest_Node = NC(i,1); 
 
Idx = (r <= R);  % logical index of nodes that are inside the platen area. 
 
RPC_circle = NC(Idx,:); 
 
end 












% This script calls the functions to write the input files for Abaqus and 
% the ADA cluster of TAMU HPRC. The user needs to change the values for 
% material properties and computational specifications. 
 
%------------------------------------------------------------------------- 
% User Input Parameters: 
 
% Element Material Properties: 
 
Young = 10e9; % Young's Modulus in [Pa] 
Poisson = 0.3; % Poisson's Ratio 
 
% Ada Input Parameters: 
 
wall_clock = '1:00'; % enforced wallclock for simulations. 
mem = 15000; % amount of memory reserved in MB. 
 
%------------------------------------------------------------------------- 
% Write inputs 
 
% Whole, Rough 
Spec = 'Whole'; 
Fric = 'Rough'; 
job = append(Specimen_Number, '_WR'); 
Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
    Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
    Bottom_Centroid_Node, Top_Centroid_Node) 
Ada_Write(job, wall_clock, mem); 
 
% Whole, Smooth 
Spec = 'Whole'; 
Fric = 'Smooth'; 
job = append(Specimen_Number, '_WS'); 
Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
    Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
    Bottom_Centroid_Node, Top_Centroid_Node) 
Ada_Write(job, wall_clock, mem); 
 
% RPC, Rough 
Spec = 'RPC'; 
Fric = 'Rough'; 
job = append(Specimen_Number, '_RR'); 
Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
    Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
    Bottom_Centroid_Node, Top_Centroid_Node) 
Ada_Write(job, wall_clock, mem); 
 
% RPC, Smooth 
Spec = 'RPC'; 
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Fric = 'Smooth'; 
job = append(Specimen_Number, '_RS'); 
Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
    Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
    Bottom_Centroid_Node, Top_Centroid_Node) 
Ada_Write(job, wall_clock, mem); 
 
%------------------------------------------------------------------------- 
% Save workspace variable to .mat file for future use and reference. 
 
clear Fric job Spec 
save(append(Specimen_Number, '.mat')); 






function [] = Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
    Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
    Bottom_Centroid_Node, Top_Centroid_Node) 
%Input_Write writes an input file for Abaqus. A very large text file will 
%be generated and saved in the working directory when this function is 
%called.  Format information can be found in Abaqus documentation. 
% 
%   Input_Write(job, Specimen_Number, Spec, Fric, Young, ... 
%   Poisson, NC, EC, z_min, z_max, RPC_z_min, RPC_z_max, ... 
%   Bottom_Centroid_Node, Top_Centroid_Node) 
% 
%   job, Specimen_Number, Spec, Fric are strings that specify the filename 
%   to be created and the type of boundary conditions to be applied. 
% 
%   Young, Poisson are numeric values for the material properties. 
% 
%   NC, EC are the nodal coordinate and element connectivity arrays. 
% 
%   z_min, z_max, RPC_z_min, RPC_z_max are nodal coordinate arrays for the 
%   boundary condition node sets. 
% 
%   Bottom_Centroid_Node, Top_Centroid_Node are the node numbers for the 




% Create File: 
filename = append(job, '.inp'); 






fprintf(fileID, '** Specimen Number: %s\n', Specimen_Number); 
fprintf(fileID, '** Model Type: %s %s\n', Spec, Fric); 
fprintf(fileID, '** Generated by: Matlab code Input_Write.\n'); 
fprintf(fileID, '** %s\n', char(datetime)); 
fprintf(fileID, '**\n'); 
fprintf(fileID, '*Preprint, echo=NO, model=NO, history=NO, contact=NO\n'); 
 
%------------------------------------------------------------------------- 
% Part Definition with nodes and elements 
 
fprintf(fileID, '**\n** PARTS\n**\n'); 
fprintf(fileID, '*Part, name=Part-1\n'); %'Part-1' is default, 
    %make sure consistent in the instance setion of assembly if changed. 
 
fprintf(fileID,'*Node, nset=Whole_Body_Nodes\n'); 




fprintf(fileID,'*Element, type=C3D8, elset=Whole_Body_Elements\n'); 
fprintf(fileID,... 
          '%8i, %8i, %8i, %8i, %8i, %8i, %8i, %8i, %8i\n',EC'); 
 
fprintf(fileID, '** Section: Section-1\n'); 
fprintf(fileID,... 
    '*Solid Section, elset=Whole_Body_Elements, material=Bone\n,\n'); 





fprintf(fileID, '**\n**\n** ASSEMBLY\n**\n'); 
fprintf(fileID, '*Assembly, name=Assembly\n**\n'); 
fprintf(fileID, '*Instance, name=Part-1-1, part=Part-1\n'); 
fprintf(fileID, '*End Instance\n'); 
fprintf(fileID, '**\n'); 
 
Write_Nset(fileID, 'z_min_Nodes', z_min(:,1)); 
Write_Nset(fileID, 'z_max_Nodes', z_max(:,1)); 
 
Write_Nset(fileID, 'RPC_z_min_Nodes', RPC_z_min(:,1)); 
Write_Nset(fileID, 'RPC_z_max_Nodes', RPC_z_max(:,1)); 
 
Write_Nset(fileID, 'Bottom_Centroid_Node', Bottom_Centroid_Node); 
Write_Nset(fileID, 'Top_Centroid_Node', Top_Centroid_Node); 
 





fprintf(fileID, '**\n** MATERIALS\n**\n'); 
fprintf(fileID, '*Material, name=Bone\n'); 
fprintf(fileID, '*Elastic\n %8.4f, %4.3f\n', Young, Poisson); 





fprintf(fileID, '**\n** STEP: Step-1\n**\n'); 
fprintf(fileID, '*Step, name=Step-1, nlgeom=NO, solver=iterative\n'); 
fprintf(fileID, '*Static\n1., 1., 1e-05, 1.\n'); % these are the default 
        %options as specified in abaqus. 
 
%------------------------------------------------------------------------- 
% Boundary Conditions 
 











fprintf(fileID, '**\n**OUTPUT REQUESTS\n**\n'); 
% fprintf(fileID, '*Restart, write, frequency=0\n'); 
fprintf(fileID, '**\n** FIELD OUTPUT: F-Output-1\n**\n'); 
fprintf(fileID, '*Output, field, variable=PRESELECT\n'); 
fprintf(fileID, '**\n** HISTORY OUTPUT: H-Output-1\n**\n'); 
fprintf(fileID, '*Output, history, variable=PRESELECT\n'); 
% fprintf(fileID, '**\n** Output stress-strain values to .dat file\n**\n'); 
% fprintf(fileID, '*EL PRINT, POSITION=CENTROIDAL\nS, MISES\nE\n'); 
% fprintf(fileID, '**\n** Output RF values to .dat file\n**\n'); 
% fprintf(fileID, '*NODE PRINT\nRF\n**\n'); 






% Subfunction for writing node sets. 
function [] = Write_Nset(fileID, Nset_Name, Node_List) 
 
fprintf(fileID, '*Nset, nset=%s, instance=Part-1-1\n', Nset_Name); 
fprintf(fileID, '%10i, %10i, %10i, %10i, %10i, %10i\n', Node_List); 
fprintf(fileID, '\n**\n'); %New line in case Node_List doesn't make it all 





% Subfuncntion for writing Boundary Conditions 
 
function [] = Boundary_Condition(fileID, Spec, Fric) 
 
switch Spec 
    case 'Whole' 
        Top = 'z_max_Nodes'; 
        Bottom = 'z_min_Nodes'; 
    case 'RPC' 
        Top = 'RPC_z_max_Nodes'; 





    case 'Rough' 
% Rough 
 
    % top face displacement 0.1mm in z direction. 
fprintf(fileID, '** Top face displacement\n'); 
fprintf(fileID, '*Boundary\n'); 
fprintf(fileID, '%s, 1, 2\n', Top); 




    % fix bottom face in all 3 directions. 
fprintf(fileID, '** Bottom face fixing\n'); 
fprintf(fileID, '*Boundary\n'); 
fprintf(fileID, '%s, 1, 3\n', Bottom); 
%------------------------------------------------------------------------- 
 
    case 'Smooth' 
% Smooth 
 
    % top face displacement 0.1mm in z direction. 
fprintf(fileID, '** Top face displacement\n'); 
fprintf(fileID, '*Boundary\n'); 
fprintf(fileID, '%s, 3, 3, -0.1\n', Top); 
 
    % fix bottom face in z direction. 
fprintf(fileID, '** Bottom face fixing\n'); 
fprintf(fileID, '*Boundary\n'); 
fprintf(fileID, 'Bottom_Centroid_Node, 1, 2\n'); 










function [] = Ada_Write(job, wallclock, memory) 
%Ada_Write writes a .txt file with the necessary information to submit an 
%Abaqus input file to be solved on the ADA cluster of TAMU HPRC.  Format 
%information can be found on the ADA wiki at hprc.tamu.edu. 
% 
%   job is a string that will be the filename. 
% 
%   wallclock is a string that sets the time limit for the simulation. 
% 
%   memory is a numeric value for the requested memory in MB. 
% 
filename = append(job, '.txt'); 
input = append(job, '.inp'); 
fileID = fopen(filename, 'w'); 
 
fprintf(fileID, '#BSUB -J AbaqusJob\n'); 
fprintf(fileID, '#BSUB -L /bin/bash\n'); 
fprintf(fileID, '#BSUB -W %s\n', wallclock); 
fprintf(fileID, '#BSUB -n 1\n'); 
fprintf(fileID, '#BSUB -R "span[ptile=1]" \n'); 
fprintf(fileID, '#BSUB -R "rusage[mem=%i]" \n', memory); 
fprintf(fileID, '#BSUB -M %i\n', memory); 
fprintf(fileID, '#BSUB -o Abaqus.%%J\n'); 
fprintf(fileID, '\n\n## Load the modules\n'); 
fprintf(fileID, 'module load ABAQUS/2018\n'); 
fprintf(fileID, '\n## Launch Abaqus with proper parameters\n'); 
fprintf(fileID, 'abaqus memory="%iMB" cpus=1 job=%s input=%s', ... 








APPENDIX D SAMPLE INPUT FILES 






















































































































































More information on input formatting and submission is available at 
https://hprc.tamu.edu/wiki/Ada.  
