ABSTRACT
Linear Layer and Generalized Regression Artificial Neural Network (ANN) models were developed for predicting shelf life of processed cheese stored at 7-8ºC.
Artificial Neural Networks, also known as "artificial neural nets" or "neural nets", are a computational tool modeled on the interconnection of the neuron in the nervous systems of the human brain and that of other organisms. The term "neural net" refers to both the biological and artificial variants, although typically the term is used to refer to artificial systems only. Mathematically, neural nets are nonlinear. Each layer represents a non-linear combination of non-linear functions from the previous layer. Each neuron is a multiple-input, multiple-output (MIMO) system that receives signals from the inputs, produces a resultant signal, and transmits that signal to all outputs. Practically, neurons in an ANN are arranged into layers. The first layer that interacts with the environment to receive input is known as the input layer. The final layer that interacts with the output to present the processed data is known as the output layer. Layers between the input and the output layer that do not have any interaction with the environment are known as hidden layers. Increasing the complexity of an ANN, and thus its computational capacity, requires the addition of more hidden layers, and more neurons per layer (Wikibooks, 2011) . Processed cheese is one of the most popular varieties among the types of cheeses. Processed cheese is prepared by using medium ripened (up to 6 months old) grated Cheddar cheese by adding water, emulsifiers, salt, and preservatives by heating to 70ºC for 10-15 minutes with steam in a cleaned double jacketed stainless steel kettle (which is open, shallow and round-bottomed) with continuous gentle stirring (about 50-60 circular motions per minute) with a flattened ladle in order to get unique body & texture in the product.
Linear layers are single layers of linear neurons. They may be static, with input delays of 0, or dynamic, with input delays greater than 0. They can be trained on simple linear time series problems, but often are used adaptively to continue learning while deployed, so they can adjust to changes in the relationship between inputs and outputs while being used (Mathworks Website 1, 2011) .
Generalized regression neural network models are a kind of radial basis network that is used for function approximation.
Syntax: net = newgrnn (P,T,spread) net = newgrnn(P,T,spread) takes three inputs: P: R-by-Q matrix of Q input vectors; T: S-by-Q matrix of Q target class vectors.
Spread: Spread of radial basis functions (default = 1.0) and returns is a new generalized regression neural network. The larger the spread, the smoother is the function approximation. To fit data very closely, a smaller spread is used than the typical distance between input vectors. To fit the data more smoothly, a larger spread is used. Newgrnn creates a two-layer network. The first layer has radbas neurons, and calculates weighted inputs with dist and net input with netprod. The second layer has purelin neurons, calculates weighted input with normprod, and net inputs with netsum. Only the first layer has biases; newgrnn sets, the first layer weights to P', and the first layer biases are all set to 0.8326/spread, resulting in radial basis functions that cross 0.5 at weighted inputs of +/-spread. The second layer weights W2 are set to T (Mathworks Website 2, 2011).
Shelf life is defined as the length of time that a product is acceptable and meets the consumer's expectations regarding food quality. It is the result of the conjunction of all services in production, distribution, and consumption. Shelf life dating is one of the most difficult tasks in food engineering. The food engineers are facing the challenges to monitor, diagnose, and control the quality and safety of food products. Nanotechnology, multivariate sensors, information systems, and complex systems have revolutionised the food industry. The consumer demands foods under the legal standards, at low cost, high standards of nutritional, sensory, and health benefits (Martins et al., 2008) . Goyal and Goyal (2011a) implemented brain based artificially intelligent scientific computing models for shelf life detection of cakes stored at 30oC. The potential of simulated neural networks for predicting shelf life of soft cakes stored at 10oC was highlighted by Goyal and Goyal (2011b) . Cascade single and double hidden layer models were developed and compared with each other for predicting the shelf life of Kalakand (Goyal and Goyal, 2011c) . For forecasting the shelf life of instant coffee drink, radial basis artificial neural engineering and multiple linear regression models were developed (Goyal and Goyal, 2011d) . Cascade forward and feedforward backpropagation artificial intelligence models for prediction of sensory quality of instant coffee flavoured sterilized drink have been evolved (Goyal and Goyal, 2011e) . Artificial neural networks for predicting the shelf life of milky white dessert jeweled with pistachio were applied by Goyal and Goyal (2011g) . The shelf life of brown milk cakes decorated with almonds was predicted by developing artificial neural network based radial basis (exact fit) and radial basis (fewer neurons) models, and the developed models were compared with each other (Goyal and Goyal, 2011h) .Also, the time-delay and linear layer (design) intelligent computing expert system models have been developed for predicting shelf life of soft mouth melting milk cakes stored at 6oC (Goyal and Goyal, 2011i) .
METHOD MATERIAL
The experimental data pertaining to soluble nitrogen, pH, standard plate count, Yeast & mould count, and spore count were used as input variables; and sensory score was taken as output variable for developing computational intelligence models (Figure 1 ). Experimentally obtained 36 observations for each input and output variables were taken for development of the models. The dataset was randomly divided into two disjoint subsets, namely, training set having 30 (80% for training) observations, and validation set (20% for testing) consisting of 6 observations (Figure 2 (4) were applied in order to compare the prediction ability of the developed models. The best training procedure is to compile a wide range of examples (for more complex problems, more examples are required), which exhibit all the different characteristics of the problem. To create a robust and reliable network, in some cases, some noise or other randomness is added to training data to get the network familiarized with noise and natural variability in real data. Poor training data inevitably leads to an unreliable and unpredictable network. Usually, the network is trained for a prefixed number of epochs or when the output error decreases below a particular error threshold. Special care is taken not to over train the network. By overtraining, the network may become too adapted in learning the samples from the training set, and thus may be unable to accurately classify samples outside of the training set (Softcomputing Website, 2011). 
RESULTS AND DISCUSSION
Linear Layer (Table 1) and Generalized Regression models (Table 2) were developed and compared with each other for predicting shelf life of processed cheese.
The comparison of Actual Sensory Score (ASS) and Predicted Sensory Score (PSS) for the computational intelligent models are illustrated in Figure 3 and Figure 4, 
CONCLUSION
Linear Layer and Generalized Regression models were developed for predicting the shelf life of processed cheese stored at 7-8oC. Soluble nitrogen, pH, Standard plate count, Yeast & mould count, Spore count were taken as input variables, and the experimental sensory score was taken as output variable for developing computational intelligence models. The data consisted of 36 experimental observations, which were subdivided into two sets, i.e., 30 (80% of observations) for training, and 6 (20% of observations) for validation of the developed models. The comparison of the two developed models showed that Generalized Regression model with spread constant as 10 got best simulated with less than 1% RMSE. The study led to conclusion that computational intelligence models are quite effective in predicting the shelf life of processed cheese stored at 7-8º C.
