Abstract. Let G be an arbitrary group. It is proved that if ZG contains a bicyclic unit u = 1, then u, u * is a nonabelian free subgroup of invertible elements.
Introduction
Let ZG be the integral group ring of a group G. Let U 1 ZG be the group of invertible elements in this ring which are of augmentation one.
Properties of this group have been investigated for many years. We now know that U 1 ZG only rarely belongs to well studied manifolds of groups like solvable, nilpotent, etc. It is caused by the existence of nonabelian free subgroups. The following theorem was proved by Sehgal [7, p. 200] and also by Hartley-Pickel [1] (see also [6, page 19] ).
Theorem. Let G be a solvable group which has a nonnormal finite subgroup.
Then U 1 ZG contains a nonabelian free subgroup.
Also, all nonabelian finite groups G, except Hamiltonian 2-groups, have a free subgroup inside U 1 ZG.
These are really existence results. The main idea for finite groups is as follows (see [6] ). Since ZG contains a nonzero nilpotent element the Wedderburn decomposition of QG contains a matrix ring M d (D) over a division ring D with d ≥ 2. There we can easily find a free subgroup: 2. Theorem (Sanov, see [4, page 92] ). For a complex number z satisfying |z| ≥ 2 the matrices ( 1 z 0 1 ), ( 1 0 z 1 ) generate a nonabelian free subgroup in GL 2 (C). We just take z = m, an integer. For m large enough both Sanov's matrices will lie in the image of U 1 ZG and thus they will be images of two units generating a nonabelian free subgroup of U 1 ZG. However, it is hard to write them down explicitly.
The study of free subgroups in U 1 ZG was continued by Jespers who characterised in [2] all finite groups G which have a free complement in U 1 ZG. Recently Jespers, Leal and del Rio [3] classified finite nilpotent groups G such that U 1 ZG has a subgroup of finite index which is a direct product of noncyclic free groups.
In this paper we offer an easy way of constructing nonabelian free subgroups of U 1 ZG, also for infinite groups G. For this purpose we use bicyclic units. They are constructed as follows: take any x, y ∈ G with o(x) = n < ∞. For ν = (1 − x)yx, x = 1 + x + · · · + x n−1 , we have ν 2 = 0. Then u = 1 + ν is the unit in question.
Main Theorem. Let G be any group. If u ∈ U 1 ZG is a bicyclic unit and u = 1, then the pair {u, u * } generates a nonabelian free subgroup of U 1 ZG.
As usual, * denotes here the anti-involution on ZG given by ( a g g)
Proof of the Main Theorem
Consider the monoid defined by the presentation Σ = s, t|s
When φ is an embedding, we say that {a, b} is a pair of independent nilpotents. It is easy to characterise all such pairs. Proof. Suppose first that φ is injective. Because the elements 0 and (st) k , k ≥ 1, are all different in Σ, so are the elements 0 and (ab) k , k ≥ 1, in ZG. Therefore no power of ab is equal to 0.
Suppose now that ab is not nilpotent but φ(x) = φ(y) for some x = y ∈ Σ. We can decompose Σ into disjoint subsets Σ = {0} ∪ T ∪ tT ∪ T s ∪ tT s, where T = {(st) k |k ≥ 0}. If x, y belong to different parts of Σ, then we can multiply them simultaneously by t and/or s on the proper side to achieve a pair x = 0, y = (st) k for some k. Then we have 0 = φ(x ) = φ(y ) = (ab) k , i.e. ab is nilpotent-a contradiction. If both x, y belong to the same part of Σ, then by a similar multiplication we can achieve a pair x = (st)
Hence we can change k to a larger number, if necessary, to assure that k > 2l. When we multiply both sides of (ab)
From Kaplansky's Theorem [5, Theorem 2.1.8] it follows that the only idempotents in ZG are 0 and 1. But (ab) k−l = 1 is impossible as a is nilpotent. Thus we are left with (ab) k−l = 0, i.e. ab is nilpotent-again a contradiction.
The next lemma shows that pairs of independent nilpotents are abundant.
Lemma.
If a ∈ ZG is such that a 2 = 0 and a = 0, then the pair {a * , a} is independent.
Proof. Recall from [5, Lemma 2.3.3] that the group ring trace of any nilpotent element is equal to zero. On the other hand, if a = a g g = 0, then tr(a * a) = a 2 g > 0, i.e. a * a is not nilpotent.
We are now ready to produce the first free subgroups in U 1 ZG.
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Proof. As the nilpotents a, b are independent, so S is isomorphic to Σ. From the linear independence of S \{0} it follows that its Z-linear span R ⊂ ZG is isomorphic to the semigroup ring ZΣ. Obviously, when G is finite, the infinite set S \ {0} has no chance to be independent. Now we describe its linear dependence in simpler terms. (i) The set S \ {0} is linearly independent in CG.
(ii) The set T is linearly independent in CG.
Proof. We only need to prove that (ii) ⇒ (i). Suppose that T is independent and consider any linear combination of elements from S \ {0}. We can write it in the form α + β + γ + δ = 0 where the four summands have disjoint supports:
If α ≡ 0, then we multiply our combination on both sides by ab. We obtain a nonzero combination (ab)α(ab) = 0 of elements of T , a contradiction. Hence α ≡ 0 and so β + γ + δ = 0. If β ≡ 0, then we multiply our combination on the left by a and on the right by ab. We obtain a nonzero combination aβ(ab) = 0 of T , again a contradiction. Thus β ≡ 0 and γ + δ = 0. If γ ≡ 0, then we multiply on the left by ab and on the right by b. We then get (ab)γb = 0, a contradiction as before. It must then be γ ≡ 0 and we are thus left with δ = 0. When we multiply this equation by a on the left and by b on the right we get a T -combination aδb = 0. It follows that also δ ≡ 0. Therefore α ≡ β ≡ γ ≡ δ ≡ 0, i.e. our combination is trivial. Now we restrict our attention to independent pairs of the form {ν * , ν} where ν = (1−x)yx is a nonzero bicyclic nilpotent and o(x) = n. Consider c = ν * ν ∈ ZG. Then we have c =xy
Lemma. If the set T = {c
Proof. We first show that for each h ∈ H there exists m ≥ 1 such that h ∈ supp(c m ). To this end define a function · : H → N by i=1 supp(c i ). Therefore each h ∈ H belongs to the finite set B and so H is a finite group.
Lemma. Let H be a finite group. Suppose that
x, z ∈ H are such that o(x) = o(z) = n and c =x(2 − z − z −1 )x = 0. Then all eigenvalues of L c : CH → CH, L c (α) = c · α, are
real and at least one of them is bigger than or equal to 4.
Proof. Consider the left regular representation CH → End C (CH), α → L α . After fixing the basis H ⊂ CH we obtain a matrix representation ρ : CH → M r (C) where r = |H|.
Notice that for h ∈ H the map ρ(h) permutes the basis and thus it is an orthogonal transformation. Therefore for any h ∈ H we have ρ(h
C is a symmetric matrix. In particular, all its eigenvalues are real numbers.
To estimate the eigenvalues let us change the basis in C to obtain a new representation ρ : CH → M r (C) such that ρ (x) is diagonal: ρ (x) = diag(λ 1 , . . . , λ r ), λ n i = 1. Then, after a suitable permutation of the basis, we will have ρ (x) = diag(n, . . . , n, 0, . . . , 0) = E.
We have rank(E) = #{i|λ i = 1} = dimension of the subspace of C r fixed by ρ (x) = dimension of the subspace of CH fixed by (x·) = dim C (xCH).
Consider the idempotent e = (1/n)x ∈ CH. ClearlyxCH = eCH. Moreover, we have dim C (eCH) = |H| · tr(e) = r/n. Therefore E has rank r/n. Let C = ρ (c) and Z = ρ (z). Then
where A is a square matrix of degree r/n. Hence the matrix C , and hence C, has at most r/n nonzero eigenvalues. Suppose that all eigenvalues µ i of C satisfy µ i < 4. Then the trace of C can be estimated by 4r/n. On the other hand, Tr(C) = |H| · tr(c) = r · 2n. The previous estimate gives us an inequality 2rn = Tr(C) < 4r/n, n 2 < 2, and hence n = 1 which contradicts the assumption that c = 0. Therefore at least one of the eigenvalues of C satisfies µ ≥ 4.
Conclusion of the proof
Let u = 1 + ν ∈ ZG be a bicyclic unit with ν = (1 − x)yx = 0 and o(x) = n. Let us write a = ν * , b = ν. From Lemma 4 we know that {a, b} is a pair of independent nilpotents. Let S be the multiplicative monoid generated by this pair in ZG. If the set S \ {0} is linearly independent, then u * = 1 + a, u = 1 + b generate a nonabelian free group of units, by Lemma 5. In the remaining case the set S \ {0} is linearly dependent. Let c = ab. By Lemma 6, the subset T = {1, c, c 2 , . . . } is also linearly dependent. From Lemma 7 it follows that the subgroup H = supp(c) < G is finite. From Lemma 8 we conclude that the map L c : CH → CH has a real eigenvalue µ ≥ 4.
Let v ∈ CH be an eigenvector of L c corresponding to µ. Then the extended map 
From the above equalities it follows that the vectors v, w are linearly independent and hence they form a basis of V . Obviously the transformations L 1+a , L 1+b also preserve the subspace V . With respect to the basis {v, w} they are represented by the matrices
However, we have µ ≥ 4 and hence √ µ ≥ 2. Under this assumption, the above pair of matrices generates a nonabelian free group, by Theorem 2. Hence the units u, u * ∈ U 1 ZG do the same.
