Throughout this paper the base field will be C. By Doty's definition [S. Doty, Polynomial representations, algebraic monoids, and Schur algebras of classical type, J. Pure Appl. Algebra 123 (1998) , a Schur algebra of a classical group G is the image of the representation map CG → End C ((C n ) ⊗r ), where C n is the natural representation and r any natural number. These Schur algebras are semisimple over C. Firstly we determine when the Schur algebras are generalized Schur algebras in Donkin's sense (see [S. Donkin, On Schur algebras and related algebras, I, J. Algebra 104 (1986) 310-328]). The main step is to decompose the tensor space (C n ) ⊗r , using path model by Littelmann [P. Littelmann, A Littlewood-Richardson rule for symmetrizable Kac-Moody algebras, Invent. Math. 116 (1994) 329-346]. Secondly we relate Schur algebras with different parameters and form inverse systems from Schur algebras in the same type. We find the inverse limit naturally contains the universal enveloping algebra of the corresponding Lie algebra.
Introduction
Throughout this paper the base field will be C. By [3] , a Schur algebra of a classical group G is the image of the representation map CG → End C ((C n ) ⊗r ), where C n is the natural representation and r any natural number. These Schur algebras are semisimple over C.
There are two aims. Firstly we determine when the Schur algebras are generalized Schur algebras in Donkin's sense (see [2] ). For a given Schur algebra, its simple blocks are full matrix algebras labeled by a certain set of dominant weights. The Schur algebra is a generalized Schur algebra if and only if the weight set is saturated in all dominant weights, with respect to the dominance order. We will determine the weight sets for Schur algebras of all classical groups, see Theorem 4.6. The main step is to use Littelmann's path model in [10] to decompose the tensor space (C n ) ⊗r . These weight sets were stated in [11] but in an implicit way (see also the Appendix in [5] ). We will prove that over C Schur algebras are generalized Schur algebras in type A, C and D, and are not in type B, see Theorem 4.8.
Secondly we relate Schur algebras with different parameters. By definition, Schur algebras in types other than A can be embedded naturally into Schur algebras in type A in different (but isomorphic) ways. We will construct some surjections between Schur algebras in the same type. This makes Schur algebras in the same type into an inverse system. Following results from [1] , the universal enveloping algebra can be embedded into the inverse limit naturally. The degree difference of Schur algebras in the surjections can be any multiple of n for any types, see Proposition 6.2. In types other than A, it can even be any multiple of 2, see Theorem 6.3.
The paper is organized as follows. In Section 2 we will list the root and weight systems of classical Lie algebras and identify a partition with a certain dominant weight. In Section 3 we will recall Littelmann's path model and theorem on decomposition of tensor products. In Section 4 we will achieve our first aim to determine the structure of Schur algebras, using results from Sections 2 and 3. In Section 5 we will collect some examples of Schur algebras with small parameters. In Section 6 we will discuss maps between different Schur algebras.
Theorems 4.8 and 6.3 hold for Schur algebras over any algebraically closed field of characteristic not 2. These results will appear in a forthcoming paper.
Weight systems of classical Lie algebras
We will recall the positive roots and dominant weights for classical Lie algebras in this section (see Humphreys' book [9] for reference).
The Cartan subalgebra h 0 of the Lie algebra gl n (C) is a n-dimensional vector space containing all diagonal matrices. For i = 1, 2, . . . , n, set ε i ∈ h * 0 sending a diagonal matrix X = Diag[x 1 , x 2 , . . . , x n ] to x i . Let g be a classical Lie algebra over C, and n the size of matrices in g in the standard representation. Then g is a Lie subalgebra of gl n (C). The Cartan subalgebra h of g is a subspace of h 0 .
For a simple root α of g, letα be the coroot in h such that α,α = 2. λ ∈ h * is said to be a dominant weight if λ,α is a nonnegative integer for all simple roots α. The dominance order is defined as follows. Given two dominant weights λ and μ, λ Q μ if and only if λ − μ is a linear combination of positive roots with positive coefficients. Write P ++ (X m ) for the set of dominant weights, where X m is the type of g. Under dominance order P ++ (X m ) is a disjoint union of several subsets, such that no order relation exists for weights from different subsets, and for any weight there exists a bigger one in the same subset. We call such a subset a component of P ++ (X m ). We denote by N 0 the set of nonnegative integers, and Λ + (m, r) = { (a 1 , a 2 , . . . , a m ): a 1 + a 2 + · · · + a m = r, a 1 a 2 · · · a m , a i ∈ N 0 } the set of partitions. We identify a partition (a 1 , a 2 , . . . , a m ) with the weight a 1 ε 1 + a 2 ε 2 + · · · + a m ε m .
For type A m (m 1), the Lie algebra sl m+1 (C) = {M ∈ M m+1 (C): tr(M) = 0}, and n = m + 1. Its Cartan subalgebra h is the subspace of h 0 satisfying (ε 1 + ε 2 + · · · + ε n )(h) = 0. The simple roots are
The positive roots are
The dominant weights are
Under the dominance order P ++ (A m ) is divided into n components:
In types not A, h is the subspace of h 0 satisfying (ε 1 + ε 2 + · · · + ε n )(h) = 0 and (ε i + ε i )(h) = 0 for i = 1, 2, . . . , n. The Lie algebra so n (C) = {M ∈ M n (C): M tr J + J M = 0}, where J is any symmetric invertible matrix. We will take J to be the matrix with 1's on all (i, i )-entries and zeroes elsewhere.
For type B m (m 2), the Lie algebra g = so 2m+1 (C) and n = 2m + 1. The simple roots are
Under the dominant order P ++ (B m ) is divided into two components: weights with integral coefficients, r 0 Λ + (m, r), and those with fractional coefficients,
For type C m (m 2), n = 2m and the Lie algebra sp 2m (C) = {M ∈ M 2m (C): M tr J + J M = 0}, where J is any anti-symmetric invertible matrix. We will take J to be the one with 1's on all (i, i )th entries, −1's on (i , i)-entries for i = 1, 2, . . . , m and zeroes elsewhere. The simple roots are
Under the dominance order, P ++ (C m ) is divided into two components: partitions with odd degrees r odd Λ + (m, r) and those with even degrees r even Λ + (m, r). For type D m (m 4), the Lie algebra g = so 2m and n = 2m. Simple roots are
Positive roots are
Dominant weights are
Then the dominant weights with integral coefficients are r 0 Λ ± (m, r). Under the dominance order r 0 Λ ± (m, r) is divided into two parts: those with odd degrees r odd Λ ± (m, r) and those with even degrees r even Λ ± (m, r).
Path model
Let us recall what path model is and how it works. The main reference is Littelmann's paper [10] which deals with symmetrizable Kac-Moody Lie algebras.
Let g be a finite-dimensional semisimple complex Lie algebra, and h the Cartan subalgebra. Write h * R for the subspace of h * containing linear combinations of simple roots with real coefficients. Then dim R h * R = dim C h * . Define a path to be a piecewise linear map γ : [0, 1] → h * R such that γ (0) = 0, modulo the equivalence relation γ ∼ γ if γ = γ up to a reparametrization. Let Π be the set of all paths. The product of two paths γ 1 and γ 2 is defined to be
For a simple root α, let s α be the linear function on h * R defined by
for any λ in h * R . Define s α (γ ) to be the path given by s α (γ )(t) = s α (γ (t)). Given a path γ and a simple root α, consider the map h α :
This is always a negative integer or zero. Let
Let P be the integral part of h α (1) − Q and let x > p such that
Define paths γ 1 , γ 2 and γ 3 by
By definition γ = γ 1 * γ 2 * γ 3 . Now define the reflection f α (γ ) to be 0 if P = 0, and to be
For any μ ∈ h * R , denote by γ μ the straight-line path sending t ∈ [0, 1] to tμ. Let us look at some examples of reflections on such paths.
Example. Type A 1 . h * R is one-dimensional as in Fig. 1 .
Write α 1 = 2ε 1 , the unique simple root. Consider the path γ ε 1 
For the path γ ε 1 and simple root α 1 = ε 1 − ε 2 , the function h α 1 sends t ∈ [0, 1] to t. By a similar argument as in the previous example, we have
For the simple root α 2 = ε 2 − ε 3 , h α 2 sends t to 0. Hence Q = 0 = P , and f α 2 (γ ε 1 ) = 0. For the positive root α = α 1 + α 2 = ε 1 − ε 3 , h α sends t to t and
Example. Type B 2 . h * R has the shape shown in Fig. 3 . For the path γ ε 1 and simple root α 1 = ε 1 − ε 2 , h α 1 sends t to t and
• 0
For the simple root α 2 = ε 2 and the path γ ε 2 , h α 2 sends t to 2t. Hence
And
whereγ 0 means the pathγ
Given a dominant weight μ, let
Elements in P μ are called Lakshmibai-Seshadri paths of shape μ by Littelmann [10] , or LS paths for short. Given another dominant weight λ (unnecessarily different from μ), an LS path γ of shape μ is said to be λ-dominant, if λ + γ (t) ∈ P ++ (X m ) for any t ∈ [0, 1]. Denote by P λ μ for the set of λ-dominant LS paths of shape μ. Then we have the decomposition formula. 
where V (λ) is the irreducible representation with highest weight λ.
For proof of this theorem see [10] . Note that multiplicities in the direct sum are hidden in the paths; indeed different paths in P λ μ can have the same value at t = 1.
Schur algebras of classical groups
Recall [3] .) For r 1, the Schur algebra of type X m , denoted by S X (n, r), is defined to be the image of the representation map
When r = 0, we define S X (n, 0) = C.
Although we require m 2 in type B, C, and m 4 in type D, it is actually unnecessary for the definition. For smaller m, the Lie algebra and Lie group still exist. Hence one can define the corresponding Schur algebra in the same way. The case when m = 1 will be explained in Section 6. When X = A, S A (n, r) = S C (n, r) is just the classical Schur algebra defined by J.A. Green in [7] .
The Lie algebra g also acts on C n by matrix multiplication. It acts on (C n ) ⊗r by
Let U(g) be the universal enveloping algebra of g. This is an associative algebra over C. There is an equivalence between the category of g-representations and the category of U(g)-modules. The Schur algebra S X (n, r) can be defined to be the image of the representation map U(g) → End C (C n ) ⊗r . This definition enables us to make use of results from Lie theory. 
Hence ρ i is surjective. By definition of direct sums, the representation map
Otherwise, both ρ 1 and ρ 2 are surjective, and
Bear in mind that g is a finite-dimensional simple Lie algebra. So all finite-dimensional representations of g are completely reducible with each irreducible direct summand a highest weight module V (λ) with λ ∈ P ++ (X m ), the set of dominant weights. Suppose we have a decomposition
where l λ is the multiplicity, and π X (n, r) is the subset of P ++ (X m ) consisting of all highest weights of simple direct summands of (C n ) ⊗r . Now by Corollary 4.3,
Corollary 4.4. The Schur algebra is semisimple over C and
Weyl's dimension formula gives the dimension of V (λ). To describe the algebra structure of S X (n, r), we have to determine the set π X (n, r), or equivalently, to decompose the tensor product (C n ) ⊗r over g. Note that the natural representation C n is irreducible with highest weight ε 1 . Let us determine all LS paths of shape ε 1 first. 
Proof. This lemma follows from the construction of reflections. Let us prove it case by case.
Type A m : For a simple root 
and the LS paths of shape ε 1 follow. 2
For 0 i n, we introduce the following notation:
which contains partitions in Λ + (n, r) with the first n − i positions nonzero and the later ones free. In particular Λ + n (n, r) = Λ + (n, r). In Section 2 we have defined the following sets for type D:
Recall that we identify a partition (a 1 , a 2 , . . . , a m ) with a dominant weight a 1 ε 1 + a 2 ε 2 + · · · + a m ε m in Section 2. The following theorem gives a complete description of π X (n, r) for all types.
Theorem 4.6. The weight sets which describe Schur algebras of classical groups are:
π A (n, r) = i 0 Λ + (m, r − ni), π B (n, r) = i 0 Λ + (m, r − 2i) ∪ i 0 Λ + i m, r − (2i + 1) , π C (n, r) = i 0 Λ + (m, r − 2i), π D (n, r) = i 0 Λ ± (m, r − 2i),
where the second term in π B (n, r) involves of Λ + i , and π D (n, r) involves of Λ ± as defined above.
Proof. We will prove it case by case by induction on r. For any type X m , when r = 1, C n = V (ε 1 ) is the irreducible representation with highest weight ε 1 . Hence by identifying a dominant weight with a partition, π X (n, 1) = {ε 1 } = {(1, 0, . . . , 0)} = Λ + (m, 1) fits every type. In general, assume that π X (n, r) has the required form. We have a decomposition
where l λ is the multiplicity of the simple module V (λ) in (C n ) ⊗r . Therefore by Theorem 3.1
where l λ is the multiplicity of the simple module V (λ+γ (1) ) in (C n ) ⊗r+1 . Hence by definition π X (n, r +1) = {λ+γ (1): λ ∈ π X (n, r), γ ∈ P λ ε 1 }, where P λ ε 1 = {γ ∈ P ε 1 : γ (t)+λ ∈ P ++ (A m ), ∀0 t 1}. Hence π X (n, r + 1) = P ++ (A m ) ∩ {λ + γ (1): λ ∈ π X (n, r), γ ∈ P ε 1 }. It remains to show this set coincides with that in the theorem.
Type A m , n = m + 1, and ε n = −(ε 1 + ε 2 + · · · + ε m ). Induction hypothesis says that π A (n, r) = i 0 Λ + (m, r − ni). For any path γ ε j ∈ P ε 1 (j = 1, 2, . . . , n), γ ε j (1) = ε j . Therefore by Lemma 4.5, π A (n, r + 1) = P ++ (A m ) ∩ {λ + ε j : λ ∈ i 0 Λ + (m, r − ni), j = 1, 2, . . . , n} is inside i 0 Λ + (m, r + 1 − ni). On the other hand, for any i 0,
Hence π A (n, r + 1) has the desired form.
Type B m , n = 2m + 1. By hypothesis
). Therefore weights in π B (n, r + 1) have the required form. Conversely, all weights in
). Therefore by Lemma 4.5, π C (n, r + 1) has the desired form.
Type In particular when r = 0, π X (n, 0) = {0} which is always saturated. Hence S X (n, 0) = C is a generalized Schur algebra in any type.
. , m}, which is inside

Examples
In this section we will collect some examples of Schur algebras with small parameters.
Example. In type A 1 , by Theorem 4.6,
where r/2 is the largest integer which is less than or equal to r/2. In this case d lε 1 = l + 1. Hence the Schur algebra is semisimple of the form
Example. The Lie algebra sp 2 can be viewed as of type C 1 . It is defined by J = Example. The Lie algebra so 3 can be viewed as of type B 1 . It has only one positive root ε 1 . When r = 1, π B (3, 1) = {ε 1 }, which is not saturated because the dominant weight 0 is smaller than ε 1 and 0 is not in the set. When r 2, we will show that S B (3, r) is isomorphic to S A (2, 2r), the Schur algebra of type A 1 . In particular it is a generalized Schur algebra.
In fact as a Lie algebra, so 3 is isomorphic to sl 2 . so 3 has a unique simple root ε 1 , and the fundamental weight ε 1 /2. C 3 is the irreducible so 3 -representation with highest weight ε 1 . When r 2, by the same calculation as in Theorem 4.6, we have
On the other hand, sl 2 has the unique simple root 2ε 1 , and the fundamental weight ε 1 . C 3 is the irreducible sl 2 -representation with highest weight 2ε 1 . When r 2, by Theorem 4.6,
This gives rise to an isomorphism of C-algebras S B (3, r) ∼ = S A (2, 2r) when r 2.
By Theorem 4.6, when m 2 (and m 4 in type D), π A (n, 2) = {2ε 1 , ε 1 + ε 2 }, and π X (n, 2) = {2ε 1 , ε 2 + ε 2 , 0} when X = A. The following lemma tells us the dimensions d λ of irreducible representations with highest weights λ in these sets. 
For type B m (m 2) and D m (m 4),
For type C m (m 2),
The next proposition follows from Corollary 4.4.
Proposition 5.2. Under the same assumption of m as in the previous lemma, the Schur algebras are
In particular we have the dimension formula
Proof of Lemma 5.1. For a dominant weight λ, Weyl's dimension formula says that
where Φ + is the set of positive roots, ρ = ( α∈Φ + α)/2 and h, λ is the valuation of a weight λ on an element h in the Cartan subalgebra. Also note that when r = 2 the multiplicity of simple direct summands in (C n ) ⊗r is always 1. Hence n 2 = λ∈π X (n,2) d λ . Let us check the formula now case by case. 
We have that for a positive root α, ε 1 ,α = 0 if and only if α = ε 1 or ε 1 ± ε j for j = 2, 3, . . . , m. And ρ,
Since the irreducible module with highest weight 0 is the trivial module C, it has the
The results for type C and D follow from similar calculations. 2
We can define Schur algebras for any subgroup of general linear groups in the same way as for classical groups. Suppose G is a subgroup of GL n . Consider the natural representation C n over G. For a natural number r, the Schur algebra S G (n, r) is defined to be the image of the representation map KG → End C ((C n ) ⊗r ).
Consider the special orthogonal group SO 2 and orthogonal group O 2 . They are subgroups of GL 2 . Note that SO 2 can be viewed of type D 1 . For a natural number r, write S D (2, r) and S D (2, r) for the Schur algebras associated to SO 2 and O 2 , respectively. By definition both S D (2, r) and S D (2, r) are subalgebras of S A (2, r) . And by Proposition 6.1 we can choose the symmetric matrix J = sends X to the r-fold tensor product of X. It factors through S A (2, r) . And the image of τ ⊗r is S D (2, r) , generated by the image of X. (2, r) . On the other hand, the subspace with basis {ξ 1 r−i 2 i ,1 r−i 2 i : 0 i r} is in fact a subalgebra of S A (2, r) . Hence it is S D (2, r) already.
To get the second part of the proposition, one applies similar calculation to o 2 . o 2 is two dimensional with a basis X = (2, r) . It sends X to The algebraic structure follows easily from knowing the basis. 2
Maps between Schur algebras
This section collects some maps between Schur algebras S X (n, r) with different parameters. The main result is Theorem 6.3.
In Section 2 we defined the special orthogonal (symplectic, respectively) Lie algebras by using a particular symmetric (anti-symmetric, respectively) matrix. In fact the Lie algebras defined by different symmetric (anti-symmetric, respectively) matrices are isomorphic. The corresponding different Schur algebras are isomorphic as well. The proof is straightforward by inducing the isomorphism between Lie algebras to the isomorphisms between the universal enveloping algebras, and between the Schur algebras.
Consider the polynomial algebra C[c ij ] in n 2 indeterminates. It is a bialgebra with comultiplication and counit given by Δ(c ij ) = [4, 6, 8] . By the natural embedding of Schur algebras into S A (n, r), we can give the analogue of the above for other classical types. And since we are working over C, the inverse limit has an explicit expression. 
