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Abstract
Let F be a non-archimedean local field with residual characteristic p /= 2. In
this thesis we will deduce a formula for the number of irreducible supercuspidal
representations of GLN(F ), N ≥ 1, with ωpi($F ) = 1 and level less than or
equal to k. Following Blasco, we construct all irreducible supercuspidal repre-
sentations of the unitary groups U(1,1)(F /F0) and U(2,1)(F /F0) by looking
at their characteristic polynomials and then compute the number of all these
representations according to their level.
Introduction
Let G be a p-adic group defined over a non-archimedean local field F with
a finite residue field kF of order q = pm,m ∈ N. In this thesis, we will be
concerned with the smooth complex representations of the group G which are
supercuspidal i.e. they are not subquotient of any parabolic induced repre-
sentation. These representations can be constructed by inducing from certain
compact open subgroups. Howe constructed the irreducible supercuspidal rep-
resentations of GLN(F ) for p ∤ N in [14]. Moy in his paper [24] proved that
all irreducible supercuspidal representations of GLN(F ) are obtained this way.
For any prime l, a construction of irreducible supercuspidal representations of
GLl(F ) was given by Carayol in [8] and Bushnell and Kutzko, in [6], general-
ized this construction to include the irreducible supercuspidal representations
of GLN(F ), for any N and p.
We are interested in counting supercuspidal representations, more precisely,
in counting by the level up to unramified twist. Carayol in his paper [8] com-
puted, via construction, the number of irreducible supercuspidal representations
of GLl(F ) of a fixed level and central character ωpi fixed on the uniformizer $F .
We first look at GLN(F ), generalizing Carayol but the approach is different.
Rather than counting through the construction of supercuspidal representations,
we generalize a result of Bushnell and Henniart in [5] to include non-integer level.
The formula, in fact, is for the number of discrete series representations pi of
GLN(F ) with fixed level `(pi) = k/N and ωpi($F ) = 1, which is a multiple sum
∣AN(F, k)∣ = ∑
m∣N
N
m2
∑
d∣mµ(md )(qd − 1) qd[ km ].
This is proved using the same method which is passing via the Jacquet-Langlands
correspondence to the representations of the division algebra D×. These repre-
sentations are counted by Koch [18]. Theorem 9.3 in [38] says there is a bijection
map between the union, over the divisors d of N , of the sets of irreducible su-
percuspidal representations of GLN(F ) with fixed level and ωpi($F )d = 1 and
the set of discrete series AN(F, k). We used this bijection to get a formula for
the number of supercuspidal representations of GLN(F ).
In the case N = l, l is a prime, we recover Carayol’s number. We can also simplify
the number when N is a power of l. For `(pi) = 0, the number of supercuspidal
representations of GLN(F ) become easier to count for any N , so, we will give
a formula for the number of supercuspidal representations of GLN(F ) of level
zero and ωpi($F ) = 1 for any N .
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We denote the number of irreducible supercuspidal representations of GLl(F )
of minimal level k and ωpi($F ) = 1, up to equivalence by S(l, lk)m. We will
study some properties of zeta function of the form ζq(s) = ∑n≥0 G(l,n)mqns .
Then we look at unramified unitary groups. Let F0 be a non-archimedean
local field with residual characteristic p /= 2. Let F be an unramified quadratic
extension of F0 and let¯denotes the fixed points in F . The involution¯extend
to the adjoint involution of a non-degenerate hermitian form on FN . We define
the unitary group G as follows
G = {g ∈ GLN(F ) ∶ gg = 1}.
We will study the irreducible supercuspidal smooth complex representations of
G, for any N . For certain types of representations, which we call “totally split”,
we have a formula for the number of irreducible supercuspidal representations
of G of level k (the level must be integer).
Then we will study in more detail the irreducible supercuspidal representations
of G, where G is either U(1,1)(F /F0) or U(2,1)(F /F0). For level zero, we
will count the number of these representations for both groups. For positive
level, let pi be an irreducible supercuspidal representation of G of level k > 0,
then pi contains a fundamental skew stratum [Λ, n, n − 1, b], where k = n/e and
e = e(Λ), by [25, Theorem 5.2]. We classify the representations pi by looking at
the characteristic polynomial ϕb(X), which depends only on pi. We will consider
all possible ϕb(X) and then compute the number of irreducible supercuspidal
representations for each case. Finally we will give a formula for the number of
irreducible supercuspidal representations of G of level less than k.
2
Chapter 1
PRELIMINARIES
1.1 Notations
In the beginning we start by fixing some notations that we are going to use
regularly throughout this thesis. We fix a non-archimedean local field F with
absolute value ∣ ⋅ ∣.
Let OF be the ring of integers of F ;
OF = {x ∈ F ∶ ∣x∣ ≤ 1}.
We denote the unique maximal ideal of the ring of integers OF by PF:
PF = {x ∈ F ∶ ∣x∣ < 1}.
The maximal ideal, in fact, is principal i.e. PF is generated by one element,
called a uniformizer of F . We fix a uniformizer $F . We define the group of
units to be O×F = {x ∈ F ∶ ∣x∣ = 1}.
Any non-trivial ideal of OF has the form PmF , for some integer m. The residue
field of F is kF = OF /PF and it has characteristic p and size ∣kF ∣ = qF .
Definition 1.1.1. We define a character of a field L to be a continuous map
χ ∶ LÐ→ C×
which is homomorphism. The set of characters of the field L is denoted by L̂.
Definition 1.1.2. Let ψ be a non-trivial character of a local field F . We define
the level of ψ to be the least integer m such that PmF ⊂Ker(ψ). We denote the
level of ψ by `(ψ).
Lemma 1.1.3. Let ψ be a non-trivial character of F . Then there exists an
integer k ≥ 0 such that `(ψ) = k.
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Proof. Let U be an open neighborhood of the identity in C× contained in
{z ∈ C ∶ Re(z) > 0}.
Now the subset ψ−1(U) of F is a neighborhood of the identity in F . Since the
fractional ideals PmF , m ∈ Z, form a fundamental system of neighborhoods of the
identity in F , then ψ−1(U) must contain PmF for some integer m. Then ψ(PmF )
is a group contained in U so ψ(PmF ) = {1} i.e, Ker(ψ) ⊃ PmF .
Let x = $nu, u ∈ O×F , and let νF ∶ F → Z ∪ {∞} be an additive valuation on F
defined by νF (x) = n and ν(0) =∞.
Lemma 1.1.4. Suppose ψ is a non-trivial character of F with level k. Then
the map
F Ð→ F̂
α z→ αψ
is an isomorphism, where αψ is the character of level k − νF (α) defined by
αψ(x) = ψ(αx).
Proof. The map is clearly injective. For any α,β ∈ F , (α + β)ψ = αψ + βψ, so
the map is a homomorphism.
We only need to prove it is surjective, so let φ ∈ F̂ of level r. For α = $k−rF u,
where u ∈ O×F , the character αψ has level r so φ∣PrF = αψ∣PrF . If α′ = $k−rF u′,
where u′ ∈ O×F , then
αψ∣Pr−1
F
= α′ψ∣Pr−1
F
⇐⇒ α ≡ α′ (mod Pk−r+1F ).
We have qF − 1 distinct non-trivial characters αψ∣Pr−1
F
which are trivial on PrF
so one of them must be φ∣Pr−1
F
, say α1ψ where α1 = $r−kF u1. Keep doing this
we obtained a Cauchy sequence {αn}, where αn = un$k−rF , such that φ∣Pr−nF =
αnψ∣Pr−n
F
and
αn+1ψ∣Pr−n
F
= αnψ∣Pr−n
F
⇐⇒ αn+1 ≡ αn (mod Pn+k−rF ).
The Cauchy sequence {αn} has a limit say α. Therefore, φ = αψ.
The multiplicative group F × has a (unique) maximal compact subgroup denoted
by UF = O×F which has a filtration
UnF = 1 +PnF , n ≥ 1,
with U0F = UF .
Definition 1.1.5. Let χ be a non-trivial character of F ×. The level of χ is the
least integer n ≥ 0 such that χ is trivial on Un+1F . Again the level of χ will be
denoted by `(χ).
Lemma 1.1.6. 1. For any non-trivial character χ of F ×, there exists k ≥ 0
such that `(χ) = k.
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2. For any ζ ∈ C× and k ≥ 0, the number of characters χ of F × which have
level k and such that χ($F ) = ζ is (qF − 1)qkF .
Proof. The proof of (1) is similar to Lemma 1.1.3. For part (2), the number
of the characters χ is equal to the index [F × ∶ <$F>Uk+1F ] which is equal to(qF − 1)qkF .
For any two integers n,m satisfying 1 ≤ n <m ≤ 2n, the map x ↦ 1 + x induces
an isomorphism [4, 1.8], PnF /PmF ∼Ð→ UnF /UmF
Lemma 1.1.7. Let ψ be a character of F of level one and n,m integers with
0 ≤m < n ≤ 2m. The map
P1−nF /P1−mF Ð→ (UmF /UnF )̂
α z→ ψF,α
is an isomorphism, where ψF,α(x) = ψF (α(x − 1)).
Proof. See [4, Proposition 1.8].
1.2 Modulus Character
In this section we start by introducing the notion of locally profinite groups.
Definition 1.2.1. A group G is called a topological group if it is a topological
space such that the multiplication map G×G→ G and the inversion map G→ G
are both continuous.
Definition 1.2.2. A topological group G is called locally profinite if any open
neighborhood of the identity in G contains a compact open subgroup of G. Let
Ω(G) denote the set of all compact open subgroups of G.
Example 1.2.3. 1. The additive group (F,+) and the multiplicative group(F ×,∗) are both locally profinite groups.
2. The general linear group GLn(F ) is also a locally profinite group.
Definition 1.2.4. Let K ∈ Ω(G). The modulus character δG of G is defined
by
δG(g) = [gKg−1 ∶K] g ∈ G.
We say the group G is unimodular if δG(g) = 1 for all g ∈ G.
Lemma 1.2.5. 1. The modulus character δG is independent of choices K ∈
Ω(G).
2. The modulus character δG is trivial on any compact subgroup K ∈ Ω(G).
Proof. See [35, I, 2.7]
Example 1.2.6. The following groups are unimodular: compact subgroups-
abelian groups- general linear group GLN(F ).
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1.3 Smooth Representations
In this section we will give some of the basic definitions and results for the
representations of locally profinite groups. We will focus only on smooth repre-
sentations.
Definition 1.3.1. Let G be a locally profinite group and V a complex vector
space. A pair (pi,V ) is called a representation of G if
pi ∶ GÐ→ AutC(V )
is a homomorphism.
For K ⊆ G, we denote by V K the set of all vectors v in V such that pi(k)v = v,
for all k ∈K.
Definition 1.3.2. Let (pi,V ) be a representation of a locally profinite group
G. We say that the representation (pi,V ) is smooth if one of the following
equivalent conditions holds:
1. for every v ∈ V , there is a compact open subgroup K of G such that
pi(k)v = v,
for all k ∈K;
2. the space V can be written as
V = ⋃
K∈Ω(G)V
K ;
3. the stabilizer of v in G, StabG(v) = {g ∈ G ∶ pi(g)v = v}, is open for all
v ∈ V .
Let U be a subspace of V . Then U is called G-invariant if, for any g ∈ G and
u ∈ U , we have
pi(g)u ∈ U.
Let (pi1, V1) and (pi2, V2) be smooth representations of G. The set HomG(pi1, pi2)
(or some people call it HomG(V1, V2)) is the space of linear maps f ∶ V1 → V2
such that
f ○ pi1(g) = pi2(g) ○ f, g ∈ G (1.1)
The representations (pi1, V1) and (pi2, V2) are equivalent if there exists a C-
isomorphism f ∈ HomG(pi1, pi2).
Proposition 1.3.3. Let (pi1, V1) and (pi2, V2) be smooth representations of G
and f ∈ HomG(pi1, pi2). Then we have
1. Ker(f) is a G-invariant subspace of V1;
2. Im(f) is a G-invariant subspace of V2.
Definition 1.3.4. Let (pi,V ) be a smooth representation of G. Then:
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1. We define a subrepresentation of (pi,V ) to be a pair (ρ,U) where U is a
G-invariant subspace of V and
ρ(g)u = pi(g)u
for all g ∈ G and u ∈ U .
2. A quotient of the representation (pi,V ) is the natural representation σ of
G on the quotient space V /W , for W a G-invariant subspace of V ,
σ(g)(v +w) = σ(g)v +W.
3. A subquotient of the representation (pi,V ) is a quotient of a subrepresen-
tation of (pi,V ).
Definition 1.3.5. The representation (pi,V ) is admissible if, for any K ∈
Ω(G), the space V K is finite-dimensional.
Definition 1.3.6. Let (pi,V ) be a smooth representation of G. Then (pi,V ) is
called:
1. irreducible if the only subrepresentations of pi are {0} and V itself; other-
wise we say the representation (pi,V ) is reducible;
2. semisimple if the representation pi is a direct sum of irreducible subrepre-
sentations;
3. finite type if there exists a finite subset {v1, ..., vk} of V such that V is
spanned by {pi(g)vi ∶ g ∈ G,1 ≤ i ≤ k}.
Lemma 1.3.7. Let (pi,V ) be a representation of G. The following are equiva-
lent:
1. the representation (pi,V ) is semisimple;
2. for any subrepresentation W of pi, there is a complementary subrepresen-
tation W  of pi such that
V =W ⊕W .
Proof. See [4, Proposition 2.2].
Lemma 1.3.8. Let (pi,V ) be a smooth representation of G. Suppose that (pi,V )
is of finite type, then pi has an irreducible quotient.
Proof. Consider the set
Σ = {W ∶W is a subrepresentation of pi and, W /= V }.
The representation pi is of finite type, which implies that the set Σ is closed
under union of chains, i.e for W1 ⊂W2 ⊂ . . . , where Wi ∈ Σ, then ∪iWi ∈ Σ. By
Zorn’s lemma, there is a maximal element W ∈ Σ, so V /W is irreducible.
Corollary 1.3.9. Let (pi,V ) be a smooth representation of G of finite type.
Then pi has an irreducible subquotient.
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From now on suppose that G/K is countable, for any compact open subgroup
K of G. Then we have the following lemma:
Lemma 1.3.10. Suppose (pi,V ) is an irreducible smooth representation of G.
Then the space V has countable dimension.
Proof. Suppose v ∈ V with v /= 0. The smoothness of pi implies that there exists
a compact open subgroup K of G such that v ∈ V K . The irreducibility of pi
implies that V is spanned by the set
{pi(g)v ∶ g ∈ G}
and since v ∈ V K , then the set is
{pi(g)v ∶ gK ∈ G/K}.
This set is countable and, therefore, V has countable dimension.
Proposition 1.3.11. (Schur’s lemma) Suppose (pi,V ) is an irreducible smooth
representation of G. If f ∈ HomG(pi,pi), then f is a scalar i.e. EndG(V ) = C.
Proof. Let φ be a non-zero element in EndG(V ). From Proposition 1.3.3, we
have that Ker(φ) and Im(φ) are both G-invariant subspaces of V . The rep-
resentation pi is irreducible, therefore, Ker(φ) = {0} and Im(φ) = V . Thus φ
is bijective and invertible so EndG(V ) is a division algebra over the complex
numbers.
Now let v be a non-zero vector in V . Since the representation pi is irreducible,
V is spanned by the set {pi(g)v ∶ g ∈ G}
so any element φ, in fact, is determined by φ(v). Since V has countable dimen-
sion, by Lemma 1.3.10, so does EndG(V ).
Now if φ ∈ EndG(V ) but φ /∈ C, then φ is transcendental over C and the set
C(φ) is a field. Now consider the subset of C(φ)
{(φ − α)−1 ∶ α ∈ C}
noting that φ − α /= 0, for all α ∈ C. This is linearly independent and uncount-
able. However, this contradicts EndG(V ) having countable dimension. The
only possible way is that EndG(V ) = C.
Corollary 1.3.12. Let (pi,V ) be an irreducible smooth representation of G and
Z be the center of the group G. Then there exists a character ωpi ∶ Z → C× such
that:
pi(z)v = ωpi(z)v,
for z ∈ Z and v ∈ V .
Proof. Let z ∈ Z, then we have
pi(g)pi(z) = pi(z)pi(g),
for all g ∈ G. Therefore, pi(z) ∈ EndG(pi). By Schur’s Lemma, we have
EndG(pi) = C so there exists ωpi ∶ Z → C× such that pi(z)v = ωpi(z)v for all
z ∈ Z and v ∈ V . Now it is easy to check that ωpi(z1z2) = ωpi(z1)ωpi(z2), for any
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z1, z2 ∈ Z. Let v be a non-zero vector in V . Since the representation (pi,V ) is
smooth, then there exists a compact open subgroup K of G for which v ∈ V K .
Thus,
v = pi(z)v = ωpi(z)v,
and ωpi is trivial on K ∩Z so ωpi is a character of Z.
The character ωpi of Z is called the central character of the representation pi.
Corollary 1.3.13. If G is abelian then any irreducible smooth representation
of G is one-dimensional.
1.4 Invariants and Coinvariants
The space V K , for some closed subgroup K of G, is the largest subspace of V
on which the subgroup K acts trivially.
Proposition 1.4.1. Let (pii, Vi) be a smooth representation of G, where i =
1,2,3. Let σ ∶ V1 → V2 and ρ ∶ V2 → V3 be G-homomorphisms. Then
V1
σÐ→ V2 ρÐ→ V3
is an exact sequence if and only if
V K1
σÐ→ V K2 ρÐ→ V K3
is exact, for all compact open subgroups K in Ω(G).
Proof. Suppose V1
σÐ→ V2 ρÐ→ V3 is exact. Obviously, we have σ∣V K1 is injective
and
Im(σ∣V K1 ) ⊂ Ker(ρ∣V K2 ).
Let v2 ∈ Ker(ρ∣V K2 ), then there exists v1 ∈ V1 such that σ(v1) = v2. Now, for
k ∈K,
σ ○ pi1(k)v1 = pi2(k) ○ σ(v1) = pi2(k)v2 = v2 = σ(v1).
Since σ is injective, then v1 ∈ V K1 and, therefore, the sequence V K1 σÐ→ V K2 ρÐ→ V K3
is exact.
Conversely, suppose V K1
σÐ→ V K2 ρÐ→ V K3 is exact for all K ∈ Ω(G). By the
smoothness of pi1, for any v1 ∈ V1, there exists K ∈ Ω(G) such that v1 ∈ V K1 and
by the exactness we have ρ ○ σ(v1) = 0. Now suppose v2 ∈ V2 with ρ(v2) = 0.
By the smoothness of pi2, there exists K ∈ Ω(G) such that v2 ∈ V K2 . By the
exactness, v2 = σ(v1) for some v1 ∈ V K1 .
Proposition 1.4.2. Let (pii, Vi) be a smooth representation of G, where i =
1,2,3, and
0→ V1 ϕÐ→ V2 ρÐ→ V3 → 0
be an exact sequence. Then the following are equivalent:
1. the representation pi2 is admissible;
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2. the representations pi1 and pi3 are both admissible.
Proof. By Lemma 1.4.1, the sequence
0→ V K1 ϕÐ→ V K2 ρÐ→ V K3 → 0 (1.2)
is exact for all K ∈ Ω(G). Suppose (1) is holds. The properties of exact-
ness of (1.2) implies that the space V K1 is isomorphic to a subspace of V
K
2 so
dim(V K1 ) ≤ dim(V K2 ). Thus, pi1 is admissible. Also by the exactness of (1.2),
V K3 is isomorphic to V
K
2 /V K1 so dim(V K3 ) ≤ dim(V K2 ), therefore, pi3 is admissi-
ble.
Now suppose (2) is holds. By the exactness of (1.2), dim(V K2 ) = dim(V K1 ) +
dim(V K3 ). Therefore, pi2 is admissible.
Now put
V (K) = Span{pi(k)v − v ∶ v ∈ V, k ∈K}.
The quotient VK = V /V (K) is the largest quotient on which K acts trivially.
Proposition 1.4.3. Let (pii, Vi) be a smooth representation of G where i =
1,2,3. Let σ ∶ V1 → V2 and ρ ∶ V2 → V3 be a G-homomorphism. Then
V1
σÐ→ V2 ρÐ→ V3
is an exact sequence if and only if
(V1)K σÐ→ (V2)K ρÐ→ (V3)K
is exact, for all compact open subgroups K in Ω(G).
Proof. See [35, Chapter I, Proposition 4.9].
Corollary 1.4.4. For any K ∈ Ω(G), we have:
1. V = V K ⊕ V (K);
2. VK ≅ V K .
Definition 1.4.5. Let N be a normal subgroup of G and let (σ,V ) be a repre-
sentation of the quotient group G/N and denote by
ϕ ∶ G→ G/N
the canonical homomorphism. We can define a representation of G as follow:
pi ∶ G Ð→ AutF (V ),
g z→ σ(ϕ(g)).
The representation pi is called the inflation of σ to G.
Remark 1.4.6. The relationship between the inflation and (co)-invariants is
HomG(pi, inflσ) = HomG/N(piN , σ),
where σ is a representation of G/N and inflσ is the inflation of σ to G.
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1.5 Contragredients
Let (pi,V ) be a smooth representation of the locally profinite group G. Denote
by V ∗ the dual space HomG(V,C) and<,> ∶ V ∗ × V Ð→ C
the natural non-degenerate pairing. The space V ∗ is equipped with a represen-
tation pi∗ of G given by
<pi∗(g)v∗, v> = <v∗, pi(g−1)v>
where g ∈ G, v∗ ∈ V ∗ and v ∈ V . Note that the representation pi being smooth,
does not necessarily imply that pi∗ is also smooth. In fact, V ∗ is only smooth if
V is finite-dimensional.
Definition 1.5.1. Let (pi,V ) be a smooth representation of G. Set
Ṽ = ⋃
K∈Ω(G)(V ∗)K .
Then Ṽ is a G-invariant subspace of V ∗ which gives a smooth representation(p̃i, Ṽ ) called the contragredient of (pi,V ).
Lemma 1.5.2. Let (pi,V ) be a smooth representation of G and K in Ω(G)
then Ṽ K ≅ (V K)∗.
Proof. See [4, Proposition 2.8].
Remark 1.5.3. Let (pi,V ) is smooth representation of G and (̃̃pi, ̃̃V ) be the
contragredient of (p̃i, Ṽ ). It is not true, in general, that ̃̃pi ≅ pi. However, there
is a condition that the representation (pi,V ) must satisfy in order to have ̃̃pi ≅ pi.
Proposition 1.5.4. Let (pi,V ) be a smooth representation of G. The following
are equivalent:
 (pi,V ) is admissible.
 (p̃i, Ṽ ) is admissible.
 pi ≅ ̃̃pi.
Proof. [4, Proposition 2.9].
Proposition 1.5.5. Suppose that (pi,V ) is an admissible representation of G.
Then the following are equivalent:
1. (pi,V ) is irreducible;
2. (p̃i, Ṽ ) is irreducible.
Proof. See [4, Proposition 2.10].
Let (pi1, V1), (pi2, V2) be smooth representations of G and let σ ∶ V1 → V2 be a
G-homomorphism. We define σ˜ ∶ Ṽ2 → Ṽ1 as follows<σ˜(v˜2), v1> = <v˜2, σ(v1)> v1 ∈ V1, v2 ∈ V2.
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Lemma 1.5.6. Let (pii, Vi) be a smooth representation of G, where i = 1,2,3.
Let σ ∶ V1 → V2 and ρ ∶ V2 → V3 be G-homomorphisms. If
V1
σÐ→ V2 ρÐ→ V3
is exact, then
Ṽ3
ρ˜Ð→ Ṽ2 σ˜Ð→ Ṽ1
is also exact.
Proof. See [4, Lemma 2.10].
1.6 Structure of G
Here we will introduce some special subgroups of the group G which we will use
regularly in the rest of this thesis.
A Borel subgroup of G is a maximal connected solvable subgroup.
Lemma 1.6.1. Let B1 and B2 be Borel subgroups of G. Then there exists g ∈ G
such that gB1 = B2 (where gB1 = g−1B1g).
Proof. See [15, Theorem 21.3]
For G = GLN(F ), the standard Borel subgroup B of G is the set of matrices in
G of the form
B = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝
a1 ∗⋱
0 an
⎞⎟⎠ ∶ ai ∈ F ×
⎫⎪⎪⎪⎬⎪⎪⎪⎭
where ∗ represents entries in F .
Definition 1.6.2. We define a parabolic subgroup of G to be a subgroup con-
taining a Borel subgroup.
A standard parabolic subgroup P of GLN(F ) is a subgroup has the form
P = ⎛⎜⎝
GLN1(F ) ∗⋱
0 GLNr(F )
⎞⎟⎠
where (N1,N2,⋯,Nr) is a composition of N and ∗ represents entries in F .
Lemma 1.6.3. The Bruhat Decomposition of G = GLN(F ) is
G = ⋃
w∈W BwB
where W is the group of permutation matrices.
Proof. See [29, Theorem 3.2].
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The unipotent radical N of a parabolic subgroup is its maximal connected nor-
mal unipotent subgroup. In the case of G = GLN(F ), the unipotent radical of
the standard parabolic subgroup P is a subgroup of the form
N = ⎛⎜⎝
1N1 ∗⋱
0 1Nr
⎞⎟⎠
,
where 1ni is the identity in GLni(F ) and ∗ represents entries in F . N is the
maximal connected normal unipotent subgroup.
A Levi subgroup of a standard parabolic subgroup P is a subgroup L such that
P = L ⋉ N , in which case, L ≃ P /N . The Levi subgroup L of the standard
parabolic subgroup in GLN(F ) is called standard if it has the form
L = ⎛⎜⎝
GLN1(F ) 0⋱
0 GLNr(F )
⎞⎟⎠
.
Remark 1.6.4. In the case G = GLN(F ), we have that
L ≅ r∏
i=1GLNi(F ) (1.3)
so L is a direct product of GLNi(F ). However, for any reductive p-adic group,
it is not true, in general, that (1.3) is satisfied.
Lemma 1.6.5. The Iwasawa decomposition of G is
G = BK0 =K0B
where K0 = GLN(OF ).
Proof. See [27, Lemma p.38].
1.7 Induced Representations
Here in this section we will introduce the notion of induced representations.
Suppose (pi,V ) is a smooth representation of G and H is a closed subgroup
of G. To get a representation of H, we simply restrict the representation pi to
the subgroup H, such a restriction is denoted by ResGH pi. The idea of induced
representation is that of forming a smooth representation of G from a smooth
representation of the subgroup H.
Definition 1.7.1. Let H be a closed subgroup of G and (σ,W ) a smooth rep-
resentation of H. The induced representation of G, denoted by IndGH σ, is the
space of all functions f ∶ G↦W such that
1. f(hg) = σ(h)f(g) for all h ∈H and g ∈ G;
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2. there is a compact open subgroup K of G such that f(gk) = f(g) for all
g ∈ G and k ∈ K. This condition is to ensure that the representation is
smooth.
The group G acts on the induced representation IndGH σ by(g.f)(x) = f(xg)
for f ∈ IndGH σ and g ∈ G.
Induced representations have a fundamental property called Frobenius Reci-
procity.
Proposition 1.7.2 (Frobenius Reciprocity). Let (pi,V ) and (σ,W ) be repre-
sentation of G and H respectively, where H is a closed subgroup of G. Then the
map
HomG(pi, IndGH σ) Ð→ HomH(pi,σ)
ϕ z→ ψσ ○ ϕ
is an isomorphism, where ψσ is the canonical H-homomorphism
ψσ ∶ IndGHσ Ð→ W
f z→ f(1).
Proof. See [4, 2.4].
Definition 1.7.3. A compactly induced representation, denoted by c-IndGH σ,
is the subspace of the induced representation IndGH σ which consist all functions
in IndGH σ with compact support modulo H; in another words, f ∈ c-IndGH σ if
and only if there is a compact subset E of G such that
Supp(f) =HE.
Compact induction has its own form of Frobenius Reciprocity. Before we state
the property we need the following canonical H-homomorphism, where H is
open in G,
αcσ ∶W Ð→ c-IndGH σ
w z→ fw,
where fw(h) = σ(h)w, h ∈H.
Proposition 1.7.4. [4, Proposition 2.5] Let H be an open subgroup of G, let(σ,W ) be a smooth representation of H and (pi,V ) a smooth representation of
G. The canonical map
HomG(c-IndGH σ,pi) Ð→ HomH(σ,pi)
f z→ f ○ αcσ,
is an isomorphism.
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Proposition 1.7.5. Let (σ,W ) be a smooth representation of a closed subgroup
H. If H/G is compact and the representation σ is admissible then IndGH σ and
c-IndGH σ are also admissible and, in fact, they are equal.
Proof. See [35, 5.6].
Lemma 1.7.6. Suppose (ρ1,W1), (ρ2,W2) and (ρ3,W3) are smooth represen-
tations of a closed subgroup H. Suppose σ ∶ W1 → W2 and τ ∶ W2 → W3 are
H-homomorphisms. If
W1
σÐ→W2 τÐ→W3
is exact then
IndGHW1
Ind(σ)ÐÐÐÐ→ IndGHW2 Ind(τ)ÐÐÐ→ IndGHW3
and
c-IndGHW1
c-Ind(σ)ÐÐÐÐ→ c-IndGHW2 c-Ind(τ)ÐÐÐÐ→ c-IndGHW3
are exact.
Proof. See [4, Propositions 2.4,2.5].
Proposition 1.7.7. Suppose H and K are subgroup of G and H ⊂ K and(ρ,W ) is a smooth representation of H. Then
IndGH ρ ≅ IndGK IndKH ρ
and
c-IndGH ρ ≅ c-IndGK c-IndKH ρ.
Proof. See [35, 5.3].
1.8 Matrix Coefficients
Let G be a locally profinite group and Z be the center of G. Let (pi,V ) be a
smooth representation of G.
Definition 1.8.1. For v ∈ V and ṽ ∈ Ṽ , the map
ϕṽ⊗v ∶ G Ð→ C
g z→ ⟨ṽ, pi(g)v⟩
is called the matrix coefficient of pi associated to ṽ and v.
Denote by C(pi) the space spanned by the matrix coefficients ϕṽ⊗v of pi.
Definition 1.8.2. The representation pi is called Z-compact if for all v ∈ V and
ṽ ∈ Ṽ , the support of ϕṽ⊗v is compact modulo Z, i.e.
Supp(ϕṽ⊗v) = EZ
where E is compact.
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The space Ṽ ⊗V carries a smooth representation of the group G×G. The map
Ṽ ⊗ V Ð→ C(pi)
ṽ ⊗ v z→ ϕṽ⊗v
is a G ×G-homomorphism and is surjective.
Proposition 1.8.3. 1. If (pi,V ) is an irreducible Z-compact representation
of G, then pi is admissible.
2. Let (pi,V ) be an irreducible admissible representation of G and suppose
there exists v ∈ V, ṽ ∈ Ṽ such that ϕṽ⊗v is compact supported modulo Z.
Then pi is Z-compact.
Proof. See [4, Proposition 10.1]
1.9 Supercuspidal Representations
In section (1.6), we introduced a Borel subgroup B, parabolic subgroups P , Levi
subgroup L and the unipotent radical N .
We are going to build a representation pi, starting with a representation σ of
L. We inflate this representation to get a representation of P , inflPL σ. Finally
we induce from P to G to get a representation of G. This procedure is called
parabolic induction and is denoted by iGL . The parabolic restriction is the op-
posite of parabolic induction. We start with a representation pi of G and then
restrict pi to P to get a representation ResGP pi of P . Finally a representation of
L can be obtained by the N -coinvariants of ResGP pi. We denote the parabolic
restriction by rGL .
Lemma 1.9.1. We have the following:
1. iGL and r
G
L are exact.
2. iGL and r
G
L are transitive.
3. iGL respects admissibility.
4. rGL respect finite type.
Proof. See [35, Chapter II, 2.1]
For an irreducible smooth representation (σ,W ) of L, the Frobenius Reciprocity
is
HomG(pi, iGLσ) = HomL(rGLpi,σ)
Definition 1.9.2. Let (pi,V ) be a smooth representation of G. We say (pi,V )
is quasi-cuspidal if, for any smooth representation σ of a proper Levi subgroup
L, we have
HomG(pi, iGLσ) = 0.
Let (pi,V ) be a smooth representation of G. We say (pi,V ) is cuspidal if it is:
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1. quasi-cuspidal;
2. admissible.
Definition 1.9.3. The representation pi is called supercuspidal if it is not a
subquotient of a parabolically induced representation.
Theorem 1.9.4. Let (pi,V ) be an irreducible smooth representation of G. Then
the following are equivalent:
1. (pi,V ) is supercuspidal;
2. (pi,V ) is Z-compact.
Proof. See [27, Corollary p.56].
Theorem 1.9.5. (Jacquet) Let (pi,V ) be a smooth irreducible representation of
G. Then there exists a parabolic subgroup P = LN and an irreducible supercus-
pidal representation (σ,W ) of L such that
HomG(pi, IndGL σ) /= 0.
Proof. See [27, Theorem p.54].
Remark 1.9.6. The Theorem 1.9.5, implies that the notion of irreducible su-
percuspidal and cuspidal representations of GLN(F ) coincide.
Theorem 1.9.7. Let (pi,V ) be an irreducible smooth representation of GLN(F ).
Then (pi,V ) is admissible.
Proof. See [27, Theorem p.55].
Corollary 1.9.8. If (pi,V ) is an irreducible cuspidal representation of G then
the contagredient representation (pˇi, Vˇ ) is also cuspidal.
Theorem 1.9.9. (Harish-Chandra) Let (pi,V ) be a smooth representation of
G. Then the following are equivalent:
1. The representation (pi,V ) is supercuspidal;
2. rGLpi = 0.
Proof. See [27, Theorem p.52].
A Haar measure on G is a non-zero measure µ which is invariant under left-
translation by G. Now we define a new concept of irreducible supercuspidal
representations of G, that is the formal degree.
Definition 1.9.10. The formal degree d(pi) of pi = c-IndGK σ, where K ∈ Ω(G),
is given by
d(pi) = dim(σ)
µ(K) .
which depends on the choice of the Haar measure.
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1.10 Intertwining
In this section let G be any p-adic reductive group.
Definition 1.10.1. Suppose (ρi,Wi) is an irreducible smooth representation of
a compact open subgroup Ki, where i = 1,2. We say an element g ∈ G intertwines
ρ1 with ρ2 if
HomKg1∩K2(ρg1, ρ2) ≠ 0,
where Kg1 = g−1K1g and ρg1(x) = ρ(gxg−1), for x ∈ Kg1 . We say g intertwines a
representation ρ of G if g intertwines ρ with itself.
Remark 1.10.2. If both ρ1 and ρ2 are characters then the definition is equiv-
alent to:
ρg1∣Kg1∩K2 = ρ2∣Kg1∩K2 .
Definition 1.10.3. Let (pi,V ) be a smooth representation of G and (σ,W )
an irreducible representation of a compact open subgroup K of G. We say pi
contains σ if
HomK(σ,pi) /= 0.
Proposition 1.10.4. For i = 1,2 let Ki be a compact open subgroup of G and
ρi be an irreducible smooth representation of Ki. Let (pi,V ) be an irreducible
smooth representation of G. Then if (pi,V ) contains both ρ1 and ρ2 then there
exists g ∈ G which intertwines ρ1 with ρ2.
Proof. See [4, Proposition 11.1]
Lemma 1.10.5. Let g ∈ G. Then g intertwines ρ1 with ρ2 if and only if g−1
intertwines ρ2 with ρ1.
Proof. See [4, §11].
The following Theorem is a very significant result proved by Caryol in his paper
[8, Proposition 1.5]. The importance of this theorem comes form the fact that
it gives us a way to construct supercuspidal representations.
Theorem 1.10.6. Suppose K is an open subgroup of G such that K/Z is com-
pact, where Z is the center of G. Let (ρ,W ) be an irreducible smooth represen-
tation of K and suppose that g ∈ G intertwines ρ if and only if g ∈K. Then the
compactly induced representation c-IndGK ρ is irreducible and supercuspidal.
Proof. See [8, Proposition 1.5].
1.11 Lattice Sequences and Chains
In this section, let
V = an N -dimensional vector space over F ;
A = EndF (V );
G = AutF (V ) ≅ GLN(F ).
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Definition 1.11.1. We say L is an OF-lattice in V if we can write it as
L = { N∑
i=1aivi ∶ ai ∈ OF}
where {v1,⋯, vN} is a basis for V .
Definition 1.11.2. An OF-lattice sequence in V is a function Λ from Z to the
set of OF-lattices in V such that:
1. for n ≥m, integers, Λ(n) ⊆ Λ(m);
2. there exists a positive integer e = e(Λ), called the period of Λ, such that:
Λ(n + e) =$FΛ(n), n ∈ Z.
If the lattice sequence Λ is injective, we call it an OF-lattice chain.
Proposition 1.11.3. Suppose L is an OF -lattice chain in V . The value of the
period is 1 ≤ e(L) ≤ N .
Proof. Since L is a chain, then we can write it asL = {Li ∶ i ∈ Z}
where Li is an OF-lattice in V . Set e = e(L) and consider the quotient
L0/Le = L0/$FL0.
This is a vector space over kF of dimension N . The quotients Li/Le, for 0 ≤ i ≤ e,
form a flag of subspaces of L0/Le,{0} ⊊ Le−1/Le ⊊ ⋯ ⊊ L1/Le ⊊ L0/Le.
Therefore, the value which e can take is between 1 and N .
Suppose Λ is an OF -lattice sequence in V . We define an OF -lattice A(Λ) in A
by:
A(Λ) = ⋂
0≤i≤e−1 EndoF (Λ(i))= {x ∈ A ∶ xΛ(i) ⊂ Λ(i), i ∈ Z}.
The OF -lattice A(Λ) in A forms a ring under multiplication and it is called anOF-order.
An OF-lattice sequence Λ in V gives a filtration of A by
Pn(Λ) = {x ∈ A ∶ xΛ(m) ⊆ Λ(m + n),∀m ∈ Z},
for n ∈ Z. This induces a valuation on A given by:
νΛ ∶ A Ð→ Z ∪ {∞}
x z→ max{n ∈ Z ∶ x ∈Pn(Λ)}.
where we understand νΛ(0) = ∞. We say P0(Λ) is the OF-order A(Λ) deter-
mined by the chain associated to Λ. When n = 1, we say P(Λ) = P1(Λ) is the
Jacobson radical.
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Definition 1.11.4. An element g ∈ G is called Λ-invertible if νΛ(g−1) = −νΛ(g).
Equivalently,
gΛ(i) = Λ(i + νΛ(g)) ∀i ∈ Z.
Let Λ be an OF-lattice sequence in V . We define a compact open subgroup
U(Λ) of G by
U(Λ) = U0(Λ) = A(Λ)×.
This has a filtration given by
Un(Λ) = 1 +Pn(Λ),
for any n ≥ 1.
Remark 1.11.5. The unit subgroups Un(Λ), n ≥ 1, are compact open subgroups
of G and, moreover, they are normal in U(Λ).
With the notations above, we have:
Lemma 1.11.6. Let n,m ∈ Z with 0 ≤m < n ≤ 2m. The map
Pm(Λ)/Pn(Λ) Ð→ Um(Λ)/Un(Λ)
x +Pn(Λ) z→ (1 + x)Un(Λ)
is an isomorphism.
Proof. See [7, Section 3].
Let L be an OF-lattice chain in V . We define the G-normalizer of A(L) to be
the set
K (A(L)) = {g ∈ G ∶ gA(L)g−1 = A(L)}= {g ∈ G ∶ gL ∈ L = L}.
Remark 1.11.7. The subgroup F ×U(L) is contained in K (A(L)). Moreover,K (A(L)) normalizes both subgroups U(L) and Un(L).
1.12 Characters
Denote by Â the set of characters of A. For any non-trivial character ψ of F ,
we can define a character ψA of A by
ψA = ψ ○ trA
where trA is the trace map.
Lemma 1.12.1. The map
A Ð→ Â,
α z→ αψA,
is an isomorphism where αψA(x) = ψA(αx).
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Proof. See [37, Corollary p.41].
Recall that a non trivial character ψ of F has level one if PF ⊆ Ker(ψ) butOF ⊈ Ker(ψ). From now we fix ψ to be a non-trivial character of F of level one.
Suppose L is an OF-lattice in A and define the following set:
L∗ = {x ∈ A ∶ ψA(xy) = 1, ∀y ∈ L}= {x ∈ A ∶ trA(xy) ∈ PF, ∀y ∈ L}
Remark 1.12.2. The set L∗ is also an OF-lattice with the following properties:
let Li be an OF-lattice in A for i = 1,2 then,
1. L∗∗ = L.
2. (L1 +L2)∗ = L∗1 ∩L∗2.
3. (L1 ∩L2)∗ = L∗1 +L∗2.
Lemma 1.12.3. Let Λ be an OF-lattice sequence in V . Then (Pn(Λ))∗ =
P1−n(Λ) and hence
(Pm(Λ)/Pn(Λ))̂ ≅P1−n(Λ)/P1−m(Λ)
for any integers n,m with m ≤ n.
Proof. See [7, 4.3].
Corollary 1.12.4. Let n,m ∈ Z with 0 ≤ m < n ≤ 2m + 1 then we have the
following isomorphism:
P−n/P−m Ð→ (Um+1/Un+1)̂,
b +P−m z→ ψA,b∣Um+1 ,
where ψA,b(x) = ψ(trAb(x − 1)). For brevity, we denote ψA,b by ψb.
Proof. See [7, 4.3].
Definition 1.12.5. Suppose (pi,V ) is an irreducible smooth representation of
G. Let S(pi) be the set of all pairs (Λ, n), where Λ is an OF-lattice chain in
V and n is a non-negative integer, such that the representation pi contains the
trivial character of Un+1(Λ). Define the normalized level `(pi) of pi as:
`(pi) = min{n/e(Λ) ∶ (Λ, n) ∈ S(pi)}.
We say `(pi) is minimal (or pi is minimal) if `(pi) ≤ `(`(pi⊗χ)), for all characters
χ of F . We say pi is minimal if `(pi) is minimal.
Theorem 1.12.6 (Existence). Let (pi,V ) be an irreducible smooth representa-
tion of G, then the normalized level `(pi) exists.
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Proof. We prove this by showing that the set S(pi) is not empty. Let v ∈ V ,
then by the smoothness of pi, there is a compact open subgroup K of G such
that
pi(k)v = v, ∀k ∈K.
The subgroup K contains Um(Λ) for some positive integer m. The representa-
tion pi, therefore, contains the trivial character of Um(Λ) so the set S(pi) is not
empty. Moreover,{n/e(Λ) ∶ (Λ, n) ∈ S(pi)} is contained in the discrete series set{n/e ∶ n, e ∈ N, e ≤ N} so it has a minimal element.
1.13 Strata
Definition 1.13.1. A stratum in A is a quadruple [Λ, n, r, b] consisting of anOF-lattice sequence Λ, integers n > r ≥ 0 and an element b ∈P−n(Λ).
Let [Λ, n, r, b1] and [Λ, n, r, b2] be two strata in A. We say they are equivalent
if
b1 ≡ b2 (mod P−r(Λ)).
Remark 1.13.2. We say the stratum [Λ, n, r, b] is trivial if b ∈P−r(Λ). In this
case the stratum is equivalent to [Λ, n, r,0].
If 0 ≤ r < n ≤ 2r + 1, we can associate the character ψb of Ur(Λ)/Un+1(Λ) to the
stratum [Λ, n, r, b] and it depends only on the equivalence class of the stratum.
Definition 1.13.3. Let (pi,V ) be an irreducible smooth representation of G and
let [Λ, n, r, b] be a stratum with n ≤ 2r + 1. We say pi contains [Λ, n, r, b] if it
contains the character ψb.
Lemma 1.13.4. Let [Λ, n, r, b] be a stratum in A. Suppose b′ ∈ b +P1−n(Λ) is
Λ-invertible and νΛ(b′) = −n. Then P1−n(Λ) ⊊P−n(Λ).
Proof. See [7, Proposition 3.5].
Lemma 1.13.5. For i = 1,2, let [Λi, ni, ri, bi] be strata in A. If ni ≤ 2ri + 1,
then the following are equivalent:
1. the element g ∈ G intertwines the character ψb1 with the character ψb2 ;
2. the intersection
g−1(b1 +P1−r1(Λ1))g ∩ b2 +P1−r2(Λ2) (1.4)
is non-empty.
Proof. (1)⇒ (2). Suppose g ∈ G intertwines ψb1 with ψb2 so
ψgb1(x) = ψb2(x), for all x ∈ Un1(Λ1)g ∩Un2(Λ2)
where
ψgb1(x) = ψb1(gxg−1) = ψ(trAb1(gxg−1 − 1))= ψ(trAg−1b1g(x − 1)) = ψg−1b1g(x),
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and Un1(Λ1)g = 1 + g−1Pn1(Λ1)g. This implies
ψ(trA((g−1b1g − b2)y)) = 1
for all y = x − 1 ∈Pn1(Λ1)g ∩Pn2(Λ2). Therefore,
g−1b1g − b2 ∈ (g−1Pn1(Λ1)g ∩Pn2(Λ2))∗
By remark (1.12.2),
(Pn1(Λ1)g ∩Pn2(Λ2))∗ = (Pn1(Λ1)g)∗ + (Pn2(Λ2))∗ =P1−n1(Λ1)g +P1−n2(Λ2)
Therefore, there are β1 ∈P1−n1(Λ1) and β2 ∈P1−n2(Λ2) such that:
g−1b1g − b2 = g−1β1g + β2
Therefore,
g−1(b1 − β1)g = b2 + β2 ∈ g−1(b1 +P1−n1(Λ1))g ∩ b2 +P1−n2(Λ2).
so the intersection is not empty.
(2)⇒ (1). Now suppose b ∈ g−1(b1 +P1−n1(Λ1))g∩ b2 +P1−n2(Λ2) is not empty
so there exist β1 ∈P1−n1(Λ1) and β2 ∈P1−n2(Λ2) such that:
b = g−1(b1 + β1)g = b2 + β2
Now we have ψb(x) = ψg−1b1g(x) = ψgb1(x) for all x ∈ Un1(Λ1)g. Also we have,
ψb(x) = ψb2(x) for all x ∈ Un2(Λ2). Therefore, ψb = ψgb1 = ψb2 on Un1(Λ1)g ∩
Un2(Λ2).
Remark 1.13.6. For arbitrary strata, we say that g ∈ G intertwines [Λ1, n1, r1, b1]
with [Λ2, n2, r2, b2] if g satisfies (1.4). We denote the set of elements in G which
intertwines these strata by IG([Λ1, n1, r1, b1], [Λ2, n2, r2, b2]) and the set of ele-
ments in G which intertwine [Λ1, n1, r1, b1] with itself by IG([Λ1, n1, r1, b1]).
Definition 1.13.7. A stratum [Λ, n, r, b] in A is called fundamental if r = n−1
and the coset b +P1−n(Λ) contains no nilpotent element.
Proposition 1.13.8. Let [Λ, n, n − 1, b] be a stratum in A. Then the stratum[Λ, n, n−1, b] is not fundamental if and only if there exists a stratum [Λ′, n′, n′−
1, b′] such that:
1. b +P1−n(Λ) ⊂P−n′(Λ′);
2. n′/e(Λ′) < n/e(Λ).
Proof. See [7, Theorem 5.3]
Lemma 1.13.9. Let [Λ, n, n − 1, b] be a fundamental stratum which is inter-
twined with another stratum [Λ′, n′, n′ − 1, b′] in A. Then n/e(Λ) ≤ n′/e(Λ′)
with equality if and only if [Λ′, n′, n′ − 1, b′] is fundamental.
Proof. See [7, Corollary 5.4]
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Theorem 1.13.10. Let pi be an irreducible smooth representation of G. Then
one of the followings holds:
1. the representation pi contains a fundamental stratum (positive level);
2. the representation pi contains the trivial character of U1(Λ), for someOF-lattice chain Λ (level zero).
Proof. For (1), suppose `(pi) > 0. Then the representation pi contains a charac-
ter of Un(Λ) trivial on Un+1(Λ). This character has the form ψb, by Lemma
1.12.4, which corresponds to the stratum [Λ, n, n − 1, b]. If this stratum is not
fundamental, then by Proposition 1.13.8, there exists a stratum [Λ′, n′, n′−1, b′]
such that
b +P1−n(Λ) ⊂P−n′(Λ′).
which implies Un
′+1(Λ′) ⊂ Un(Λ), by duality. Proposition 1.13.8 also implies
n′/e(Λ′) < n/e(Λ). Now the representation pi contains the trivial character of
Un
′+1(Λ′), contradicts with the minimality of n/e(Λ). For (2), See [7, Theorem
5.5(a)].
Lemma 1.13.11. Let pi be an irreducible smooth representation of GLN(F )
and let χ be a character of F ×. Suppose `(pi) /= `(χ), then:
`(pi ⊗ χ ○ det) = max{`(pi), `(χ)}.
Proof. We have two cases:
1. First case when `(pi) > `(χ): the character χ ○ det is trivial on Ue`(pi)Λ ,
where e = e(Λ), and det(Ue`(pi)(Λ)) = U `(pi)F . Therefore, the representation
pi ⊗ χ ○ det contains the trivial character of Ue`(pi)+1(Λ). Hence,
`(pi ⊗ χ ○ det) = `(pi).
2. Second case when `(pi) < `(χ): the representation pi⊗χ ○ det contains the
character χ ○ det of Ue`(χ)(Λ) which associated to a fundamental scalar
stratum of the form [Λ, e`(χ), e`(χ) − 1, b] where b /∈P1−e`(χ). Therefore,
`(pi ⊗ χ ○ det) = `(χ).
Corollary 1.13.12. If `(pi) = n and `(pi ⊗ χ) < n then `(pi) = `(χ).
Definition 1.13.13. Let [Λ, n, n−1, b] be a stratum in A and e = e(Λ). Let yb =
$
n/g
F b
e/g ∈ A(Λ) where g = gcd(n, e). We define the characteristic polynomial
ϕb(X) of the stratum [Λ, n, n − 1, b] to be the reduction of Φ(X) modulo PF,
where Φ(X) is the characteristic polynomial of yb.
Remark 1.13.14. The stratum [Λ, n, n − 1, b] is fundamental if and only if
ϕb(X) /=XN .
Definition 1.13.15. A stratum [Λ, n, n − 1, b] in A is called split if the char-
acteristic polynomial ϕb(X) has at least two distinct prime factors.
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Definition 1.13.16. Let b ∈ A and E ∶= F [b]. We say the element b is minimal
over F , where e = e(E/F ) is the ramification index, if E is a field and it satisfies:
1. gcd(νF (b), e) = 1;
2. the element $
−νF (b)
F b
e +PE generates the field kE/kF .
Definition 1.13.17. Let [Λ, n, n − 1, b] be a stratum of period e. We say the
stratum is simple if:
1. b is minimal;
2. the field E× = F [b]× normalizes P0(Λ);
3. νΛ(b) = −n.
Lemma 1.13.18. Let [Λ, n, n − 1, b] be a non-split fundamental stratum in A.
Then there exists a simple stratum [Λ′, n′, n′ − 1, b′] such that
b +P1−n(Λ′) ⊂ b′ +P1−n′(Λ′).
Proof. See [6, (2.3.4)].
Theorem 1.13.19. Let pi be an irreducible supercuspidal representation of G.
Then one of the following holds:
1. the representation pi has level zero;
2. the representation contains a simple stratum.
Proof. See [7, Corollary 7.13 ].
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Chapter 2
COUNTING
SUPERCUSPIDAL
REPRESENTATIONS OF
GLN(F )
In this section F is a non-archimedean local field with the ring of integers OF,
the maximal ideal PF and the residue field kF of size q.
2.1 Discrete Series Representations of GLN(F )
In this section, we will study the discrete series representations of GLN(F ), in
particular, supercuspidals and the Steinberg representations. Let G = GLN(F ).
Definition 2.1.1. Let (pi,V ) be a smooth representation of G and χ a character
of F ×. The twist of pi by χ is the smooth representation (piχ,V ) of G defined
by
piχ(g) = pi(g)χ(det(g)), g ∈ G
Lemma 2.1.2. Let (pi,V ) be a smooth representation of G and χ a character
of F ×. Then if (pi,V ) is irreducible then so is (piχ,V ). Moreover, the central
character of piχ is
ωpiχ = ωpiχN .
Proof. In (piχ,V ), if U is a G-invariant subspace of V then U is also a G-
invariant subspace of V in (pi,V ), which is irreducible, so we must have U is
either {0} or V . Finally, for z ∈ Z = F ×, det(z) = zN so
piχ(z) = ωpi(z)χ(det(z)) = ωpiχN(z).
Definition 2.1.3. Let (pi,V ) be an irreducible smooth representation of G. We
say that the representation pi is square-integrable modulo Z if the followings are
hold:
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1. The central character ωpi of pi is unitary i.e.
∣ωpi(z)∣ = 1, ∀z ∈ Z.
2. The integral ∫
G/Z ∣ϕṽ⊗v(g)∣2dg (2.1)
is finite, where dg is a Haar measure on G/Z and ϕṽ⊗v(g) is any matrix
coefficient.
Definition 2.1.4. A smooth representation (pi,V ) of the group G is called
discrete series if we can write the representation pi as
pi = pi′ ⊗ χ ○ det
where pi′ is square-integrable mod Z and χ is a (quasi)-character of the multi-
plicative field F ×.
Lemma 2.1.5. Let (pi,V ) be an irreducible supercuspidal representation of G.
Then pi is a discrete series representation.
Proof. The representation pi is Z-compact so the support of the integral (2.1)
is compact so it converges and the lemma then follows.
For a non-negative integer j, denote by AN(F, j) the set of equivalence classes of
irreducible smooth representations pi of G which have the following properties:
1. pi is square-integrable mod center;
2. ωpi($F ) = 1;
3. `(pi) ≤ j/N .
and put
AN(F ) = ⋃
j≥1AN(F, j).
2.1.1 Steinberg Representations
The Steinberg representation of GLN(F ) is an example of a discrete series
representation. We will define the Steinberg representations of GLN(F ) and we
will give some very important results.
Definition 2.1.6. Let d = (di) and n = ∑ri=1 di. Let
pi = pi1 ⊗⋯⊗ pir
be an irreducible representation of a standard Levi subgroup L of G with pii an
irreducible representation of GLdi(F ). We define the normalized induction
pi1 ×⋯ × pir ∶= IndGL,P pi
where P is the standard parabolic subgroup containing L.
27
Let ν = νN be the character of G, defined by
ν(g) = ∣det(g)∣, g ∈ G,
where ∣ ⋅ ∣ is the absolute value on F .
Let d be a divisor of N , with N = md and let pi be an irreducible smooth
supercuspidal representation of GLm(F ). Let
σ(pi, d) = ν−(d−1)/2m pi × ν1−(d−1)/2m pi ×⋯ × ν(d−1)/2m pi.
Proposition 2.1.7. There is a unique irreducible quotient of σ(pi, d), denoted
by St(pi, d) and called the Steinberg representation.
Proof. See [35, Chapter III, Proposition 3.13].
There is a close relation between the discrete series and irreducible supercuspidal
representations. This relation will depends on the divisors of N and is shown
by the following theorem.
Theorem 2.1.8. Let pi be a discrete series representation of GLN(F ). Then
there are a unique divisor d of N and a unique irreducible supercuspidal repre-
sentation pi0 of GLd(F ) such that:
pi ≅ St(pi0,N/d).
Proof. [38, Theorem 9.3].
Lemma 2.1.9. Let pi = pi1 ⊗ ⋯ ⊗ pir be an irreducible representation of L, a
standard Levi subgroup of G. Let
Π = IndGL,P pi.
Then any subquotient of Π has central character
ωΠ = ωpi1⋯ωpir .
Proof. The center Z of G acts on Π as follows: let z ∈ Z, g ∈ G and f ∈ Π, then
(z.f)(g) = f(gz) = f(zg)= δP (z)1/2(z)pi(z).f(g) as z ∈ L.
Since δP (z)1/2(z) = 1, we get
(z.f)(g) = pi1 ⊗⋯⊗ pir(z)f(g)= ωpi1⋯ωpir(z)f(g)= ωΠ(z)f(g).
Proposition 2.1.10. Suppose pi is a discrete series representations of GLN(F )
which is isomorphic to St(pi0,N/d) as above. Then:
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1. `(pi) = `(pi0)
2. ωpi($F ) = 1 if and only if ωpi0($F )Nd = 1.
Proof. For part (1) Vigneras in [35, II 5.12] proves that the parabolic induction
preserves the level i.e. every subquotient of IndGL,P pi0 has the same level `(pi0),
(for pi0 irreducible). Therefore, `(pi) = `(pi0).
Part (2) follows from Lemma 2.1.9 .
2.2 Representations of Division Algebras
In this section we will discuss the structure of central division algebras D. We
will concentrate on the irreducible smooth representations of the locally profinite
group D×.
Definition 2.2.1. A central division algebra D over the field F is a finite
dimensional F -algebra which is a division algebra with center F .
Fix a central division algebra D over F of dimension N2. Let E/F be a separable
extension of degree N and MN(E) be the set of N ×N matrices with entries in
E.
Proposition 2.2.2. There is an embedding E ↪D, unique up to D×-conjugacy.
Moreover, we have the following isomorphism
E ⊗F D ≅MN(E).
Proof. [9, §7]
Lemma 2.2.3. Let E be an extension of F of degree N centered in D. Then
[E ∶ F ]2 = [D ∶ F ] = [D ∶ E]2.
Proof. See [9, §7, Corollary 1.11].
Definition 2.2.4. The reduce trace map TrD ∶D → F is given by
TrD(d) = trMN (E)(1⊗ d), d ∈D.
The the reduced norm map NrD ∶D× → F × is defined by
NrD(d) = detMN (E)(1⊗ d), d ∈D.
Proposition 2.2.5. For x, y ∈D,a ∈ F , we have:
1. TrD(x + y) = TrD(x) +TrD(y);
2. TrD(ax) = aTrD(x) and TrD(1) = N ;
3. TrD(xy) = TrD(yx);
4. NrD(xy) = NrD(x)NrD(y);
5. NrD(ax) = aN NrD(x) and NrD(1) = 1.
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Proof. See [9, §,7.3].
Now define
νD ∶D Ð→ Z ∪ {∞}
x z→ νF (ND(x)),
where νF as defined in Section 1.1. Then the map νD is a valuation on D so,
for x, y ∈D, put
∣x∣D = q−νD(x).
Then, for x, y ∈D, we have:
∣xy∣D = ∣x∣D ∣y∣D
and ∣x + y∣D ≤ max{∣x∣D, ∣y∣D}.
We define the ring of integers OD in D as follows:OD = {x ∈D ∶ ∣x∣D ≤ 1}.
The unique maximal ideal PD of OD is then:PD = {x ∈D ∶ ∣x∣D < 1}.
The ideal PD is principal so it is generated by one element called a uniformizer
of D and denoted by $D.
The ideal PD defines a filtration
... ⊂ P2D ⊂ P1D ⊂ P0D = OD ⊂ P−1D ⊂ P−2D ⊂ ...
where PmD , for m ∈ Z, is defined as followsPmD =$mD OD .
We define the residue field of D to be the quotient kD = OD /PD. The size of
the residue field kD is q
N and the size of the quotient OD /PmD is then qmN ,
where m > 0.
We define the unit group of D as
UD = U0D = O×D.
It has a filtration
UmD = 1 +PmD , m ≥ 1.
Remark 2.2.6. The subgroups UmD , m ≥ 0, are compact open subgroups and
they are normal in D×.
Definition 2.2.7. We define the level of a character θ of D to be the least
integer m such that PmD ⊂ Ker(θ). χ is trivial on Uk+1D .
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We will denote the set of characters of D by D̂.
Lemma 2.2.8. Let θ /= 1 be a character of D, then the map
D Ð→ D̂
a z→ θ(ax)
is an isomorphism.
Proof. Similar to Lemma 1.1.4.
For each character ψ of F , we can define a character of D by setting
ψD = ψ ○NrD .
Remark 2.2.9. If the level of the character ψ is one then the character ψD is
also of level one.
Proposition 2.2.10. For 0 ≤ k ≤m < 2k, the map
P−kD /P−mD Ð→ (Um+1D /Uk+1D )̂
a z→ ψD,a(x)
is an isomorphism, where ψD,a(x) = ψD(a(x − 1)).
Proof. We only need to check the map is homomorphism which follows from the
condition 0 ≤ k ≤m < 2k.
Proposition 2.2.11. The map
F̂ × Ð→ D̂×
χ z→ χ ○NrD .
is an isomorphism.
Proof. See [37, Proposition 6, p.195].
Now consider an irreducible smooth representation pi of the locally profinite
group D×.
Remark 2.2.12. As the quotient D×/F × is compact, all smooth representations
of D× are discrete series and, in fact, cuspidal.
Definition 2.2.13. We define the level `(pi) of pi to be the least integer k such
that the representation pi is trivial on Uk+1D .
Lemma 2.2.14 (Existence). Let (pi,V ) be an irreducible smooth representation
of D×. Then there exists a non-negative integer m such that `(pi) =m
Proof. Similar to the proof in Lemma 1.12.6.
Definition 2.2.15. Let (pi,V ) be a smooth representation of D×. We say the
representation pi is minimal if for any character χ of D×, we have
`(pi) ≤ `(piχ).
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Now denote by A(D, j), the set of equivalence classes of irreducible smooth
representations pi of D× which satisfy the following:
1. ωpi($F ) = 1;
2. The restriction of pi to the open compact subgroup U j+1D is trivial.
Koch has proved in his paper [18] the following result:
Lemma 2.2.16. The set A(D, j) is finite and the order of A(D, j) is given by:
∣A(D, j)∣ = ∑
m∣n
n
m2
∑
d∣mµ(md ) (qd − 1)qd[ jm ].
2.3 L-Functions and Local Constant for GLN(F )
Here, let pi be an irreducible smooth representation of G which we will assume
either GLN(F ) or D×. We will attach to this representation pi two invariants:
let s be a complex variable. The first invariant is the L-function L(pi, s) and
the second one is called the local constant ε(pi, s,ψ), where ψ is a non-trivial
character of F . The results of this section are originally in [11].
We are going to focus more on the L-function and the local constant of su-
percuspidal representations for GLN(F ) and we will see later on that there is
a connection between these invariants for irreducible supercuspidal representa-
tions of GLN(F ) and others defined for irreducible smooth representations of
D×.
We will fix the following notations. When G = GLN(F ), then A =MN(F ). The
trace map on A is defined by TA = trA/F and the norm on A is NA = detA.
When G is the central division algebra D×, then A will be D. The trace map
TA on A will be the reduce trace map TrA and norm map NA on A is the reduce
norm map NrD.
Denote by C∞0 (A) the space of all functions f ∶ A → C which have compact
support and are locally constant. Recall that: a function f ∶ A → C is called
locally constant if for any element a in A, there exists a neighborhood U of a
such that f(u) = f(a), ∀u ∈ U .
Now fix a non-trivial character ψ of F . For Φ ∈ C∞0 (A), we define the Fourier
transform Φˆ of Φ by
Φˆ = ∫
G
Φ(x)ψ ○ TA(xy)dµ(y)
where µ is a Haar measure on A.
Now consider the integral
ζ(Φ, f, s) = ∫
G
Φ(x)f(x) ∥ NA(x) ∥s dµ∗(x)
where µ∗ is a Haar measure on G, Φ ∈ C∞0 (A) and f ∈ C(pi).
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Set Z(pi) = {ζ (Φ, f, s + N − 1
2
) ∶ Φ ∈ C∞0 (A), f ∈ C(pi)} .
Theorem 2.3.1. There is a unique polynomial Ppi(X) ∈ C[X] such that
1. Ppi(0) = 1;
2. Z(pi)Ppi(q−s) ∈ C[qs, q−s].
Proof. See [19, Theorem 2.3 and Corollary 2.4 ].
Definition 2.3.2. The L-function L(pi, s) of pi is defined by
L(pi, s) = 1
Ppi(q−s)
where s is a complex variable. Note that L(pi, s) is independent of the choice of
Haar measure µ∗.
For f ∈ C(pi) we define fˇ ∈ C(pˇi) by fˇ(g) = f(g−1).
Theorem 2.3.3. Let (pi,V ) be an irreducible smooth representation of G. For
each Φ ∈ C∞0 (A) and f ∈ C(pi), there exists a unique function γ(pi, s,ψ) ∈ C(q−s)
such that
ζ(Φˆ, fˇ , N + 1
2
− s) = γ(pi, s,ψ)ζ(Φ, f, N − 1
2
+ s).
Proof. See [19, Theorem 2.3 (2)].
Definition 2.3.4. We define the local constant of the representation pi as fol-
lows
ε(pi, s,ψ) = γ(pi, s,ψ) L(pi, s)
L(pˇi,1 − s) .
Corollary 2.3.5. The function ε(pi, s,ψ) has the form aqf(pi,ψ)s for some a ∈ C×
and f(pi,ψ) ∈ Z. Moreover, the local constant ε(pi, s,ψ) satisfies the functional
equation:
ε(pi, s,ψ)ε(pˇi,1 − s,ψ) = ωpi(−1).
Remark 2.3.6. The integer f(pi,ψ) in Corollary 2.3.5 is called the conductor
of pi. The conductor is called minimal if pi is minimal. Let pi be irreducible
supercuspidal representation of G of minimal conductor c, then [8, § 4] provides
f(pi,ψ) = r(m − 1) +N.
Remark 2.3.7. The local constant ε(pi, s,ψ) can be written as
ε(pi, s,ψ) = qf(pi,ψ)(N−12 −s)ε(pi, N − 1
2
, ψ)
for some f(pi,ψ) ∈ Z.
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Proposition 2.3.8. Let (pi,V ) be an irreducible smooth representation of G.
Let ψ be a non-trivial character of F . For any z ∈ Z(G), we have
ε(pi, s, zψ)∣z∣N(1−s)/2ε(pi, s,ψ)−1 = ωpi(z).
Proof. See [17, 1.3.9].
Proposition 2.3.9. Let (pi,V ) be an irreducible supercuspidal representation
of G. Then
1. Z(pi) = C[X,X−1].
2. L(pi, s) = 1;
Proof. See [17, 1.3.5].
Let ψ be a non-trivial character of F of level one. For the following see [3,
(3.1.5),(3.2.11)], noting that it is independent of choice of ψ.
Remarks 2.3.10. Let piD be an irreducible representation of D
×.
1. The L-function L(piD, ψ) is not trivial if and only if the dimension of piD is
one, in which case, the representation piD is of level zero and f(piD, ψ) ≤ 0.
2. If the L-function L(piD, ψ) is trivial, then `(piD) = f(piD, ψ) =m, for some
positive integer m.
Recall that the set AN(F ) is union of AN(F, j) over j ≥ 1 as defined in section
(2.1).
Lemma 2.3.11 ([5, Lemma 5]). For pi ∈ AN(F ) and ψ a character of F of level
one. Then one of the following occur:
1. f(pi,ψ) = −1 and `(pi) = 0, or
2. f(pi,ψ) = N`(pi).
2.4 Jacquet-Langlands Correspondence
In this section G denotes either GLN(F ) or D×.
Let g ∈ D. The reduce characteristic polynomial of g is the characteristic poly-
nomial of 1⊗ g in MN(E) as in Proposition 2.2.2.
Definition 2.4.1. Let g ∈ G, then we say g is:
1. regular semisimple if the element g has (reduce) characteristic polynomial
with distinct roots over F (algebraic closure of F ).
2. elliptic if g is regular semisimple and the (reduce) characteristic polynomial
of g is irreducible over F .
We denote the set of regular semisimple elements in G by Gs.
Definition 2.4.2. Let g ∈ GLN(F ) and g′ ∈ D×. We say g corresponds to g′,
and we write g↔ g′, if they have the same characteristic polynomial.
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Recall that H(G) is the set of all functions f ∶ G→ C, which are locally constant
with compact support. Let (pi,V ) be an admissible representation of G and
f ∈H(G). We can defined
pi(f) = ∫
G
f(g)pi(g)dg.
This makes sense as an operator V → V because the function g ↦ pi(g)v is
locally constant so the integral reduces to a finite sum. Moreover (see [13]), the
trace tr(pi(f)) is well-defined and there is a function χpi on Gs such that
tr(pi(f)) = ∫
Gs
χpi(g)f(g)dg
for all f ∈H(G) with support in Gs.
Let A♢N(F ) be the set of equivalence classes of discrete series representations of
the group GLN(F ).
Let A◇(D) be the set of irreducible smooth representations of the group D×.
Theorem 2.4.3 (Jacquet-Langlands Correspondence). There is a unique bi-
jection
A♢N(F ) Ð→ A♢(D)
pi z→ piD
such that, for all pi ∈ AN ,
χpi(g) = (−1)N−1χpiD(g′)
for all g↔ g′.
Proof. For N = 2, the Theorem was proved by Jacquet-Langlands and a sketch
of the proof can be found in [4, 56]. For characteristic zero, it was proved by
Rogawski in [30]. For the positive characteristic case, the Jacquet-Langlands
correspondence was proved by Badulescu in [3].
The Jacquet-Langlands correspondence has very important consequences which
is relating the the L-functions and local constants in A♢N(F ) to the L-functions
and local constants in A◇(D). For the following proposition see [1].
Proposition 2.4.4. Suppose pi↔ piD in the Jacquet-Langlands correspondence.
1. L(χpi, s) = L(χpiD, s) for all characters χ of F ×.
2. For all pi ∈ A♢N(F ) and all characters χ of F ×,
ε(χpi, s,ψ) = (−1)N−1ε(χpiD, s, ψ)
holds for all character ψ of F with ψ /= 1.
Lemma 2.4.5. If pi↔ piD in the Jacquet-Langlands correspondence then
ωpi = ωpiD
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Proof. By Proposition 2.4.4(2), we have
ε(pi, s, z.ψ) = (−1)N−1ε(piD, s, z.ψ)
for z ∈ F × and z.ψ(x) = ψ(zx). Using this fact, we have the equality
(−1)N−1ε(pi, s, z.ψ)∣z∣N(1−s)/2ε(pi, s,ψ)−1 = (−1)N−1ε(piD, s, z.ψ)∣z∣N(1−s)/2ε(piD, s, ψ)−1.
Proposition 2.3.8 implies that
ωpi(z) = ωpiD(z)
as required.
Now let
A(D) = ⋃
j≥1A(D, j).
The Jacquet-Langlands correspondence implies that there is a unique bijection
AN(F ) Ð→ A(D),
pi z→ piD.
Let pi ∈ AN(F ) and piD ∈ A(D) be such that pi ↦ piD. By Section (2.3), there
are integers f(pi,ψ) and f(piD, ψ) such that:
ε(pi, s,ψ) = qf(pi,ψ)(N−12 −s)ε(pi, N − 1
2
, ψ)
and
ε(piD, s, ψ) = qf(piD,ψ)(N−12 −s)ε(piD, N − 1
2
, ψ) .
Since the Jacquet-Langlands correspondence implies ε(pi, s,ψ) = ε(piD, s, ψ), for
all s ∈ C, then we deduce that
f(pi,ψ) = f(piD, ψ). (2.2)
Now we deduce a very useful proposition
Proposition 2.4.6. The map
AN(F, j) Ð→ A(D, j)
pi z→ piD
is well-defined and a bijection.
Proof. Let ψ be an addition character of level one. We prove this proposition
by showing the following are equivalent:
1. pi ∈ AN(F, j);
2. piD ∈ A(D, j);
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3. f(pi,ψ) = f(piD, ψ) ≤ j.
This follows form Remarks (2.3.10), Lemma (2.3.11) and the equation (2.2).
Theorem 2.4.7. The set AN(F, j) is finite and the order of AN(F, j) is given
by ∣AN(F, j)∣ = ∑
m∣N
N
m2
∑
d∣mµ(md ) (qd − 1)qd[ jm ].
Proof. Proposition 2.4.6 shows there is a bijection between the set A(D, j) and
the set AN(F, j) so they have the same size:
∣AN(F, j)∣ = ∣A(D, j)∣.
The size of the set A(D, j) is given in Lemma 2.2.16 and that completes the
proof.
Remark 2.4.8. This generalizes Theorem 1 of [5], where the result is proved
for j/N ∈ Z. The proof given here is essentially the same as that in [5].
2.5 Counting Supercuspidal representations of
GLN(F )
In this section, we are going to compute the number of irreducible supercuspidal
representations of GLN(F ) under some conditions. For any positive integer N ,
we will deduce a formula for the number of these representations which will
depends on the divisors of the integer N . However, when N is a prime, the
formula becomes simpler as the only divisors of N are 1 and N .
A special case, is when these representations have level zero. We will give a
general formula for the number of these representations for any positive integer
N .
For a divisor d of N , let SNd (F, j) be the set of equivalence classes of irreducible
smooth supercuspidal representations of GLd(F ) with the following properties:
1. `(pi) ≤ j/d;
2. ωpi($F )N/d = 1.
Then Sdd(F, j) is the set of irreducible smooth supercuspidal representations of
GLd(F ) with `(pi) ≤ j/d and ωpi($F ) = 1.
Denote by Ψ, the set of characters of F × of order dividing N . Then we have
the following lemma,
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Lemma 2.5.1. The map
Sdd(F, j) ×Ψ Ð→ SNd (F, j)(pi,χ) z→ pi ⊗ χ ○ det
is surjective, with fibers
{(pi ⊗ ψ ○ det, χψ−1) ∶ ψ is an unramified character of order dividing d}.
Proof. To prove the map is surjective, suppose pi ∈ SNd (F, j) so
ωpi($F )N/d = 1.
Now pick ζ ∈ C× such that ζd = ωpi($F ). Then
ζN = ωpi($F )N/d = 1.
Define a character χ of F × by
χ($rFu) = ζ−r
for r ∈ Z and u ∈ O×F . Then by Lemma 2.1.2, we get
ωpi⊗χ○det($F ) = ωpi($F )ωχ($F )d = 1.
Therefore, pi ⊗ χ ○ det ∈ Sdd(F, j) and(pi ⊗ χ ○ det, χ−1 ○ det)z→ pi.
Now let pi ∈ Sdd(F, j) and χ ∈ Ψ such that pi ⊗ χ ○ det ∈ SNd (F, j) and consider
the set
Fib(pi ⊗ χ) = {(pi′, χ′) ∶ pi′ ∈ Sdd(F, j), χ′ ∈ Ψ and pi′ ⊗ χ′ ≅ pi ⊗ χ}.
The set Fib(pi ⊗ χ) is not-empty since it contains (pi,χ). Now let (pi′, χ′) ∈
Fib(pi ⊗ χ) so pi′ ≅ pi ⊗ χχ′−1. Put ψ = χχ′−1, then
ωpi′($F ) = ωpi⊗ψ($F ) = ωpi($F )ψ($)d = 1,
therefore, ψ is a character of F × of order divides d.
Corollary 2.5.2. The size of each fiber is d and
∣SNd (F, j)∣ = Nd ∣Sdd(F, j)∣.
For r ∈ R, r ≥ 0 and n ∈ N, define An(F, r) to be the set of equivalence classes of
irreducible smooth representations of GLn(F ) which have the following prop-
erties:
1. pi is square-integrable mod center;
2. ωpi($F ) = 1;
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3. `(pi) ≤ r/n.
Remarks 2.5.3. 1. An(F, r) = An(F, [r]) because, for all discrete series of
GLn(F ) of level `(pi) ∈ 1nZ, we have
`(pi) ≤ r
n
⇔ `(pi) ≤ [r]
n
.
2. The formula of Theorem 2.4.7 is also valid for real number r:
∣An(F, r)∣ = ∑
m∣n
n
m2
∑
d∣mµ(md ) (qd − 1)qd[ rm ].
Since [r/m] = [[r]/m] for any integer m ≥ 1, then the formula for ∣An(F, r)∣
and ∣An(F, [r])∣ are equal term by term.
Now we deduce the the following Theorem which will provide us with a formula
for the size of the set SNN (F, j)
Theorem 2.5.4. For any non-negative integer j, the set SNN (F, j) is finite and
its size is given by:
∣SNN (F, j)∣ = ∑
d∣N µ(Nd ) .Nd .∣Ad(F, jd/N)∣.
Proof. By Theorem 2.1.8, the following map
⋃
d∣N S
N
d (F, jd/N) Ð→ AN(F, j)
pi0 z→ St(pi0,N/d)
is a bijection.
Now for any two distinct divisors d1, d2 of N , we have
SNd1(F, jd1/N) ∩ SNd2(F, jd2/N) = ∅,
Therefore,
∣AN(F, j)∣ = ∑
d∣N ∣SNd (F, jd/N)∣
By Corollary 2.5.2, we get
∣AN(F, j)∣ = ∑
d∣N
N
d
∣Sdd(F, jd/N)∣
Finally, using Mo¨bius inversion, we conclude:
∣SNN (F, j)∣ = ∑
d∣N µ(Nd ) Nd ∣Ad(F, jd/N)∣.
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The previous Theorem works for any positive integer N . Let N = pr11 ...prss ,
where pi is a prime and ri ≥ 1 is an integer for i ∈ {1, . . . , s}. Put
J = {p1, ..., ps}.
For a subset I of J , define
NI =∏
p∈I p
By Theorem 2.5.4, the size of the set SNN (F, k) is
∣SNN (F, k)∣ = ∑
I⊂J µ(NI).NI .∣AN/NI (F, k/NI)∣= ∑
I⊂J(−1)♯ INI ∣AN/NI (F, k/NI)∣.
As we can see, this involve a deep calculations when N is large. For this reason,
we are going to specialize the integer N in order to deduce a simpler formula.
We will denote the number of equivalence classes of irreducible supercuspidal
representations of GLN(F ) with ωpi($F ) = 1 and `(pi) = k/N by S(N,k).
Remark 2.5.5. Denote by S(N,k)m, the number of equivalence classes of irre-
ducible supercuspidal representations of GLN(F ) with ωpi($F ) = 1 and minimal
level `(pi) = k/N .
2.5.1 Level Zero Supercuspidal Representations of GLN(F )
Here we will compute the number of irreducible supercuspidal representations
of GLN(F ) with ωpi($F ) = 1 and `(pi) = 0, for any positive integer N . The
reason for considering the level zero supercuspidal representations is because
the number of discrete series ∣AN(F,0)∣ of GLN(F ) becomes easy to calculate
∣AN(F,0)∣ = ∑
m∣N
N
m2
∑
d∣mµ(md )(qd − 1)
and as a result of that S(N,0) becomes also easy to compute.
Remark 2.5.6. We have S(N,0) =S(N,0)m.
Theorem 2.5.7. The number of the irreducible smooth supercuspidal represen-
tations of GLN(F ), upto equivalence, for any integer N ≥ 1, with `(pi) = 0 and
ωpi($F ) = 1 is given by the following:
S(N,0) = 1
N
∑
d∣N µ(Nd )(qd − 1)
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Proof. For abbreviation put
f(m) = ∑
d∣mµ(md ) (qd − 1)
so we have:
∣AN(F,0)∣ = ∑
m∣N
N
m2
f(m)
Now the number of equivalence classes of irreducible supercuspidal representa-
tions of GLN(F ) of level zero and ωpi($F ) = 1 is
S(N,0) = ∑
d∣N µ(Nd ) Nd ∣Ad(F,0)∣
= N ∑
d∣N µ(Nd )⎛⎝∑m∣d 1m2 f(m)⎞⎠
= N ∑
m∣N
1
m2
f(m)∑
d∣N
m∣d
µ(N
d
)
= N ∑
m∣N
1
m2
f(m) ∑
d
m ∣Nm µ(
N/m
d/m )
Now we have
∑
d
m ∣Nm µ(
N/m
d/m ) = ⎧⎪⎪⎨⎪⎪⎩1 if
N
m
= 1;
0 otherwise
Therefore, we deduce
S(N,0) = 1
N
f(N).
as required.
Corollary 2.5.8. When the integer N ≥ 2, then:
S(N,0) = 1
N
∑
d∣N µ(Nd ) qd.
Remark 2.5.9. The number in Corollary 2.5.8 is, in fact, the number of irre-
ducible polynomials of degree N over the residue field kF .
Green’s work in [12] shows that irreducible cuspidal representations of GLN(kF )
are parametrized by the regular orbits of characters of k×FN (where kFN /kF is the
unique degree N extension), which are parametrized by irreducible polynomials
of degree N over kF .
Finally there is a bijection [7, §6]
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
irreducible cuspidal
representations of
GLN(kF )
⎫⎪⎪⎪⎬⎪⎪⎪⎭→
⎧⎪⎪⎪⎨⎪⎪⎪⎩
irreducible supercuspidal
representations of GLN(F ) with
`(pi) = 0 and ωpi($F ) = 1
⎫⎪⎪⎪⎬⎪⎪⎪⎭
given by
σ ↦ IndGLN (F )
F×GLN (OF) σ˜,
where σ˜($kF g) = σ(g¯), for k ∈ Z and g ∈ GLN(F ) and g¯ is the reduction modPF of g.
2.5.2 Positive non-Integral Level Supercuspidal Represen-
tations of GLN(F )
In this section, we will compute S(N,k)m for any positive integer N with(N,k) = 1 for some integer k ≥ 1. The reason for imposing the condition (N,k) =
1 is to make the counting simpler because we have:
[ k
m
] = [k − 1
m
] (2.3)
for any divisor m > 1 of N . When (N,k) /= 1, then (2.3) is not true anymore
and, therefore, the computations become more complicated. Before we count
the supercuspidals we need the following lemma.
Lemma 2.5.10. Any representation in SNN (F, k) with a level `(pi) = k/N is
minimal.
Proof. Follows from Lemma 1.13.11.
Corollary 2.5.11. We have S(N,k) =S(N,k)m.
Lemma 2.5.12. The number of irreducible supercuspidal representations of
GLN(F ) of minimal level `(pi) = k/N and ωpi($F ) = 1 is
S(N,k) = N(qF − 1)2qN`(pi)−1F .
Proof. By Lemma 2.5.10 and Theorem 2.5.4, we get
S(l, k)m = ∣Sll(F, k)∣ − ∣Sll(F, k − 1)∣= ∑
d∣N µ(Nd )Nd (∣Ad(F, kdN−1)∣ − ∣Ad(F, (k − 1)dN−1)) .
By (2.3) and Theorem 2.4.7, we obtain
S(l, k)m = ∣AN(F, k)∣ − ∣AN(F, k − 1])∣
= ∑
m∣N
N
m2 ∑
d∣mµ (md ) (qdF − 1)⎛⎝qd[
k
m
]
F − qd[k−1m ]F ⎞⎠= N(qF − 1)2qN`(pi)−1F .
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2.5.3 Positive Non-Integral Level Supercuspidal Repre-
sentations of GLlr(F )
In this section, we deal with a special case when N = lr for some integer r > 0 and
l a prime. We will compute S(lr, k) for some integer k ≥ 1. When (lr, k) = 1,
this case was investigated in previous section and the number is
S(lr, k) = lr(qF − 1)2qlr`(pi)−1F .
Suppose (lr, k) = lt, where t > 0. For any divisor m = li of lr, if i > t then
[ k
m
] = [k − 1
m
]
otherwise, [k − 1
m
] = [ k
m
] − 1.
If i ≤ t, we can write [ k
li
] = lr−i`(pi)
Any irreducible supercuspidal representation in Sl
r
lr (F, k) with level k/lr is min-
imal by Lemma 2.5.10. This implies that S(lr, k) =S(lr, k)m and
S(lr, k) = ∣Slrlr (F, k)∣ − ∣Slrlr (F, k − 1)∣.
Now using Theorem 2.5.4, we obtained:
S(lr, k) = ∣Alr(F, k)∣ − ∣Alr(F, k − 1)∣´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
X− l (∣Alr−1(F, kl−1)∣ − ∣Alr−1(F, (k − 1)l−1)∣)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Y
.
First we compute X.
X = ∑
m∣lt
lr
m2
∑
d∣mµ(md ) (qdF − 1) (qd[ km ]F − qd[ k−1m ]F )= lr(qF − 1)2qlr`(pi)−1F+ lr−2(1) ((qlF − 1)2 qlr`(pi)−lF − (qF − 1)2qlr−1`(pi)−1F )⋮+ lr−2(t) ((qltF − 1)2 qlr`(pi)−ltF − (qlt−1F − 1)2qlr−t`(pi)−lt−1F ) .
Thus
X = t∑
i=0 lr−2i (qliF − 1)2 qlr`(pi)−liF
− t∑
i=1 lr−2i(qli−1F − 1)2qlr−1`(pi)−li−1F .
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Now we compute Y . We will use [[kl−1]/m] = [k/ml].
Y = ∑
m∣lt−1
lr
m2
∑
d∣mµ(md ) (qdF − 1) (qd[ kml ]F − qd[ k−1ml ]F )= lr(qF − 1)2qlr−1`(pi)−1F+ lr−2(1) ((qlF − 1)2 qlr−1`(pi)−lF − (qF − 1)2qlr−2`(pi)−1F )⋮+ lr−2(t) ((qlt−1F − 1)2 qlr−1`(pi)−lt−1F − (qlt−2F − 1)2qlr−2`(pi)−lt−2F ) .
so
Y = t−1∑
i=0 lr−2i (qliF − 1)2 qlr−1`(pi)−liF
− t−1∑
i=1 lr−2i(qli−1F − 1)2qlr−2`(pi)−li−1F .
Finally we subtract Y from X to get S(lr, k).
S(lr, k) = t∑
i=0 lr−2i (qliF − 1)2 (qlr`(pi)−liF − qlr−1`(pi)−liF )
− t∑
i=1 lr−2i (qli−1F − 1)2 (qlr−1`(pi)−li−1F − qlr−2`(pi)−li−1F )+ lr−2t [(qlt − 1)2 qlr−1`(pi)−llt−( qlt−1F − 1 )2qlt−2`(pi)−lt−1F ] .
2.5.4 Positive Integral Level Supercuspidal Representa-
tions of GLl(F )
Again we are considering N to be a prime l.
Lemma 2.5.13. There exists a representation pi in Sll(F, lk) with level `(pi) = k
which is not minimal.
Proof. See [7, §9.2].
Corollary 2.5.14. We have S(l, lk) >S(l, lk)m.
Lemma 2.5.15. The number of equivalence classes of irreducible supercuspidal
representations of GLl(F ) of level `(pi) = k and ωpi($F ) = 1 is
S(l, lk) = 1
l
(qlF − 1)2ql(`(pi)−1)F − (1l + l)(qF − 1)2q`(pi)−1F + l(qF − 1)2ql`(pi)−1F .
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Proof. This is straight computations:
S(l, lk) = ∣Sll(F, lk)∣ − ∣Sll(F, lk − 1)∣= ∣Al(F, lk)∣ − ∣Al(F, lk − 1)∣− l (∣A1(F, k)∣ − ∣A1(F, k − 1)∣)= ∑
m∣l
l
m2
∑
d∣mµ(md ) (qdF − 1) (qd[ lkm ]F − qd[ lk−1m ]F )− l(qF − 1)2qk−1F .
Lemma 2.5.16. The map
SNN (F, kN − 1) ×Ψ≤k Ð→ SNN (F, kN)
has fibers {(piψ,χψ−1) ∶ ψ is a character of F × of level ≤ k − 1}.
The size of each fiber is (q − 1)qk−1 and the size of the image is q∣SNN (kN − 1)∣.
Proof. The map is not surjective, since all minimal representations in SNN (F, kN)
of level k are not in the image as we cannot reduce the level. Now let pi ∈
SNN (F, kN −1) and χ ∈ Ψ≤k such that pi⊗χ ∈ SNN (F, kN). Let Fib(pi⊗χ) denote
the fiber of pi ⊗ χ, then Fib(pi ⊗ χ) is not-empty as it contains the pair (pi,χ).
Now let (pi′, χ′) ∈ Fib(pi ⊗ χ), then pi′ ⊗ χ′ ≅ pi ⊗ χ so pi′ ≅ pi ⊗ χχ′−1. Put
ψ = χχ′−1, then by Lemma 1.13.11, we must have `(ψ) < k, so `(ψ) ≤ k − 1.
Therefore,
Fib(pi ⊗ χ) = {(piψ,χψ−1) ∶ ψ is a character of F × of level ≤ k − 1}.
By Lemma 1.1.6, the size of each fiber is (qF − 1)qk−1F and ∣Ψ≤k ∣ = (qF − 1)qkF .
Therefore, the size of the image of this map is(qF − 1)qkF(qF − 1)qk−1F ∣SNN (F, kN − 1)∣.
Corollary 2.5.17. The number of equivalence classes of irreducible minimal
supercuspidal representations of GLl(F ) with ωpi($F ) = 1 and `(pi) = k ∈ Z is
S(l, lk)m = 1
l
(qlF − qF )(qlF − 1)ql(`(pi)−1)F .
Proof. By the previous lemma, the cardinality S(l, lk)m is obtained by
S(l, lk)m = ∣Sll(F, lk)∣ − qF ∣Sll(F, lk − 1)∣.
Now using Theorem 2.5.4, we get
S(l, lk)m = ∣Al(F, lk)∣ − qF ∣Al(F, lk − 1)∣= ∑
m∣l
l
m2
∑
d∣mµ(md ) (qdF − 1) (qd[ lkm ]F − qd[ lk−1m ]+1F ) .
The result then follows.
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2.5.5 Carayol’s Number
In Carayol’s paper [8], he studied irreducible smooth supercuspidal representa-
tions of GLN(F ), N = rs. In particular when N is prime, he gave a formula
for the number of irreducible very cuspidal representations of K(As) under cer-
tain conditions. We will go through his formula and we will see how to get the
number irreducible supercuspidals of GLN(F ) from this formula. Eventually,
we will compare this number with the number we got in Lemma (2.5.12) and
Lemma (2.5.17).
Carayol defines the notion of a “very cuspidal” representation of K(As) of level
`(pi) = (m − 1)/s and then he proves the following Theorem:
Theorem 2.5.18. [8, Theorem 8.1]
1. If N is a prime, then any irreducible supercuspidal representation of GLN(F )
of conductor mN , minimal, is induced from a unique very cuspidal repre-
sentation of K(A1) of level `(pi) =m − 1 .
2. Let m ≥ 2 such that m−1 is prime to N . Then any irreducible supercuspidal
representation of G of conductor n +m − 1 is induced from a unique very
cuspidal representation of K(AN) of level `(pi) = (m − 1)/N .
Now denote the number of very cuspidal representations of K(As) of level `(pi) =(m − 1)/s with ωpi($F ) = 1 by ns(N,m − 1). Carayol in [8, 8.5] gave a formula
for ns(N,m − 1) which is:
ns(N,m − 1) = sar(qrF − 1)qr(s`(pi)−1)F , m ≥ 2
where
ar = 1
r
∣kreg(r) ∣
for k(r) the extension of k of degree r, and
kreg(r) = {α ∈ k×(r) ∶ k(α) = k(r)}.
Now we will compare Carayol’s numbers with the number we deduced for the
representations of GLl(F ). Set N = l,
1. If `(pi) ∈ Z then s = 1, r = l. The number of very cuspidal representations
of GLl(F ) with ωF ($F ) = 1 and level `(pi) is
n1(l,m − 1) = 1
l
(qlF − qF )(qlF − 1)ql(`(pi)−1)F .
Comparing this number and the number in Lemma (2.5.17), we deduce,
n1(l, `(pi)) =S(l, l`(pi))m,
where the letter m denotes the minimality.
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2. If `(pi) /∈ Z, then s = l, r = 1. The number of irreducible supercuspidal
representations of GLl(F ) with ωF ($F ) = 1 and level `(pi) is
nl(l, l`(pi)) = l(qF − 1)2ql`(pi)−1F
This number matches the number in Lemma (2.5.12),
nl(l, l`(pi)) =S(l, l`(pi)).
2.6 Zeta Function
Here in this section, we will study the zeta function of the number of irreducible
supercuspidal representations of G = GLl(F ) with ωpi($F ) = 1 and minimal
level n/l. Put
ζq(s) =∑
n
G(l, n)m
qns
.
Recall that
G(l, n)m = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
l
(ql − q) if n = 0
l(q − 1)2qn−1 if l ∤ n
1
l
(ql − q)(ql−1 − 1)qn−l if l∣n
First we will put the function ζq(s) in the form (1 − q−s)−1, so
ζq(s) = G(G,0) +∑
l/∣ n
G(l, n)m
qns
+∑
l∣n
G(l, n)m
q(1−s)n
= 1
l
(ql − q) + l(q − 1)2q−1∑
l/∣ n q
(1−s)n + 1
l
(ql − q)(ql − 1)q−l∑
l∣n q
(1−s)n.
but ∑
l/∣ n q
(1−s)n = ∑
n
q(1−s)n −∑
l∣n q
(1−s)n
= ∑
n
q(1−s)n −∑
m
(q(1−s)l)m
= 1
1 − q1−s − 11 − q(1−s)l .
Therefore, we get
ζq(s) = 1l (ql−q)+l(q−1)2q−1 11 − q1−s+[ 1l (ql − q)(ql − 1)q−l − l(q − 1)2q−1] 11 − q(1−s)l .
We can see that ζq(s) is rational function in q1−s converges on the half-plane
Re(s) > 0 and diverges when Re(s) ≤ 0. The function ζq(s) has simple poles at
s = 1 + ( 2pii
l log q
), for i ∈ Z.
Lemma 2.6.1.
lim
q→∞( 11 − q1−s ) = ⎧⎪⎪⎨⎪⎪⎩0 if Re(s) < 11 if Re(s) > 1
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Proof. This follows from
lim
q→∞ ∣q∣z = ⎧⎪⎪⎨⎪⎪⎩0 if Re(z) < 1∞ if Re(z) > 1
Lemma 2.6.2.
lim
q→∞( lζq(s)ql ) = ⎧⎪⎪⎨⎪⎪⎩1 if Re(s) < 12 if Re(s) > 1
Proof. We have
lζq(s)
ql
= (1 − 1
ql−1 )+(q − 1)2ql+1 . 11 − q1−s+[(1 − 1ql−1 )(1 − 1ql ) − (q − 1)2ql+1 ] . 11 − q(1−s)l .
Now we apply Lemma 2.6.1, so
lζq(s)
ql
has limit 1 if Re(s) < 1 and 2 if Re(s) >
1.
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Chapter 3
GENERAL UNRAMIFIED
UNITARY GROUPS
3.1 Notations
In this chapter we fix F0 a non-archimedean local field with residual character-
istic p /= 2 and O0,P0, k0,$0 as defined in chapter one.
Let F be an unramified quadratic extension of F0 with Galois involution x↦ x¯.
Fix an additive character ψ0 of F0 of level one. We can define a character ψF
of F by setting
ψF = ψo ○ trF /F0
where trF /F0 is the trace map. Then ψF has level one. Let
V = an F -vector space of dimension N
A = EndF (V ) ≅MN(F )
G̃ = AutF (V ) ≅ GLN(F )
Definition 3.1.1. Let ε = ±. An ε-hermitian form on V
h ∶ V × V Ð→ F
is a non-degenerate sesquilinear form such that:
h(v,w) = εh(w, v)
The ε-hermitian h induces an adjoint involution on A, which we denoted by bar
¯given by: for any a ∈ A
h(av,w) = h(v, aw),
for all v,w ∈ V . For the field F embedded diagonally in A, the two involutions
on F coincide.
Properties: For any a, b ∈ A:
1. a = a;
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2. ab = ba;
3. a + b = a + b.
Define
F 1 = {x ∈ F ∶ NF /F0(x) = 1},
where NF /F0 is the norm map, NF /F0(x) = xx¯.
Definition 3.1.2. We define the unitary group G by:
G = {g ∈ G̃ ∶ h(gv, gw) = h(v,w),∀v,w ∈ V }= {g ∈ G̃ ∶ gg¯ = 1}.
An element a in A is called skew if it satisfies a + a = 0. We put
A− = {a ∈ A ∶ a + a = 0}.
We say the element a in A is symmetric if a = a and we put
A+ = {a ∈ A ∶ a = a}.
3.2 Lattice Dual
In section (1.11), we defined lattice sequences in V . Now we need to define the
notion of self dual lattice.
Definition 3.2.1. Let Λ be an OF-lattice sequence in V . We define the dual
lattice sequence Λ♯ of Λ by
Λ♯(k) = {x ∈ V ∶ h(x,Λ(1 − k)) ⊆ PF}.
Definition 3.2.2. An OF-lattice sequence Λ is called self-dual if Λ♯ = Λ.
Lemma 3.2.3. [31, Lemma 1.2.1] Let Λ be a self dual lattice sequence in V
and Pn be the associated filtration. Then
Pn =Pn,
for each n ∈ Z.
We can write Pn =Pn(Λ) as a direct sum
Pn =Pn− ⊕Pn+
where
Pn− =Pn ∩A− and Pn+ =Pn ∩A+.
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3.3 Parahoric Subgroups
Let Λ be a self-dual OF-lattice sequence in V . We defined compact open sub-
groups U(Λ) and Un(Λ) of G̃ in section (1.11),
Now we define a parahoric subgroup of G by:
P = P (Λ) = U(Λ) ∩ G̃
It has a filtration given by:
Pn = Pn(Λ) = Un(Λ) ∩G n ≥ 1.
Lemma 3.3.1. [20, 2.14(a)] Let Λ be a self dual OF-lattice sequence in V . The
quotient P /P 1 is isomorphic to
P ∗ = {x ∈ A(Λ)/P ∶ xx = 1}.
Proof. By [20, 2.11], the map:
ϕ ∶ P Ð→ P ∗
is surjective. Now the kernel of the map ϕ is
Ker(ϕ) = {x ∈ P ∶ x ∈ 1 +P} = P 1
By the first isomorphism theorem we have
P /P 1 ≅ P ∗.
Definition 3.3.2. Let x be a skew element in A such that det(1 − x
2
) /= 0. We
define the Cayley map transform C of x by
C(x) = (1 + x
2
)(1 − x
2
)−1 .
Proposition 3.3.3. [21, 2.13(c)] For each n ≥ 1, the Cayley map provides a
bijection
ϕ ∶Pn− Ð→ Pn
x z→ C(x).
Corollary 3.3.4. [21, 2.13(d)] For 2m ≥ n ≥ m ≥ 1, there is an isomorphism
of abelian groups
ϕ ∶Pm− /Pn− Ð→ Pm/Pn
induced by
x z→ 1 + x.
Proof. We only need to show that the map is a homomorphism and it easily
follows from 2m ≥ n ≥m ≥ 1.
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We define the trace map on A/F0 by
tr0 = trF /F0 ○ trA/F ∶ A→ F0
Let S be an OF-lattice in A. Suppose S is stable under the involution i.e. S = S,
then (S−)∗ ∶= {a ∈ A− ∶ tr0(aS−) ⊂ P0} = (S∗)−.
where S− = S ∩A−. In particular(Pn−)∗ = ((Pn)∗)− =P1−n− .
by Lemma (1.12.3).
Proposition 3.3.5. [37, II.5] The following map
A− Ð→ (A−)̂
x z→ (y ↦ ψ0(tr0(xy)))
is an isomorphism of abelian groups.
Lemma 3.3.6. [22, 4.19] For 2m ≥ n ≥ m ≥ 1, there exists a P -equivariant
isomorphism of abelian groups
P1−n− /P1−m− Ð→ (Pm/Pn)̂
b +P1−m− ↦ ψb
where ψb(x) = ψ0(tr0(b(x − 1))) for x ∈ pm0 .
Proof. This follows from Corollary 3.3.4.
In the following let b1, b2 ∈ A− and ψ̃b1 , ψ̃b2 be characters of Un(Λ) trivial on
Un+1(Λ), for some lattice sequence Λ and let ψb1 and ψb1 be the characters
ψ̃b1 , ψ̃b2 restricted to P
n(Λ).
Lemma 3.3.7. Let g ∈ G. Then the following are equivalent:
1. g intertwines ψb1 with ψb2 ;
2. g intertwines ψ̃b1 with ψ̃b2 .
Proof. The implication (1)⇒ (2) is clear. Now let g intertwines ψ̃b1 with ψ̃b2 ,
then
g(b1 +P1−n)g−1 ∩ (b2 +P1−n) /= ∅.
Thus there exists βi ∈P1−n, i = 1,2, such that:
g(b1 + β1)g−1 = b2 + β2.
Since P1−n = P1−n− ⊕ P1−n+ , there exists xi ∈ P1−n− and yi ∈ P1−n+ such that
βi = xi + yi, i = 1,2. Then
g(b1 + x1)g−1 + gy1g−1 = (b2 + x2) + y2.
Since g(b1 + x1)g−1 ∈ A− and gy1g−1 ∈ A+ then, using A = A−A+, we get
g(b1 + x1)g−1 = b2 + x2 and gy1g−1 = y2.
Therefore,
g(b1 +P1−n− )g−1 ∩ (b2 +P1−n− ) /= ∅
and g intertwines ψb1 with ψb2 .
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3.4 Skew Strata
Definition 3.4.1. A skew stratum in A is a quadruple [Λ, n, r, b] consisting of
a self dual OF-lattice sequence, integers n > r ≥ 0 and an element b ∈P−n− (Λ).
Two skew strata [Λ, n, r, b1] and [Λ, n, r, b2] are equivalent if:
b1 ≡ b2 (mod P−r− (Λ)).
Let pi be an irreducible smooth representation ofG and [Λ, n, r, b] a skew stratum
with n ≤ 2r + 1. We say the representation pi contains [Λ, n, r, b] if it contains
the character ψb of P
r+1(Λ).
Definition 3.4.2. Let pi be an irreducible smooth representation of G and S(pi)
be the set of pairs (Λ, n), where Λ is a self dual OF-lattice sequence in V and
n ≥ 0, such that the representation pi contains the trivial character of Pn+1(Λ).
Then we define the normalized level of pi by:
`(pi) = min{n/e(Λ) ∶ (Λ, n) ∈ S(pi)}.
Theorem 3.4.3. Let pi be an irreducible smooth representation of G. Then,
either
1. pi contains a skew fundamental stratum [Λ, n, n − 1, b] (positive level); or
2. There exists a self dual lattice sequence Λ such that the restriction of pi to
the group P (Λ) contains an irreducible representation σ trivial on P 1(Λ)
(level zero).
Proof. See [25, Theorem 5.2].
Let [Λ, n, n − 1, b] be a skew fundamental stratum in A and e = e(Λ). If pi
is irreducible smooth representation of G contains [Λ, n, n − 1, b], then `(pi) =
n/e, by [28, §3 and §6] and [25, Theorem 5.2]. The characteristic polynomial
ϕb ∈ kF [X] is the characteristic polynomial of y = $n/gF be/g ∈ A(Λ) modulo PF,
where g = gcd(n, e).
Remark 3.4.4. If y is skew then ϕb(X) = ϕb(−X) and if y is symmetric then
ϕb(X) = ϕb(X). Note that, for b skew, y is skew if e/g is odd and symmetric if
e/g is even.
Now if the integers n and r satisfy:
n ≤ 2r + 1
then the equivalence class of the stratum [Λ, n, r, b] corresponds to the character
ψb of P
r+1(Λ) which is trivial on Pn+1(Λ) by Lemma 3.3.6.
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Lemma 3.4.5. Let pi be an irreducible smooth representation of G and let χ be
a character of F 1. Suppose `(pi) /= `(χ), then:
`(pi ⊗ χ ○ det) = max{`(pi), `(χ)}.
Proof. The proof is essentially the same as Lemma 1.13.11.
Corollary 3.4.6. Let pi be an irreducible smooth representation of G and let χ
be a character of F 1. If `(pi ⊗ χ ○ det) < `(pi), then `(pi) = `(χ).
Proposition 3.4.7. [2, Proposition 4.1] Suppose N is a prime. Let pi be an
irreducible smooth representation of G which contains a non-split fundamental
skew stratum. Then pi either:
1. contains a skew fundamental scalar stratum i.e. there exists a character
χ of F 1 such that
`(pi ⊗ χ ○ det) < `(pi); or;
2. is induced from a compact open subgroup K of G.
Let [Λ, n, r, b] be a skew stratum in A. We define the formal intertwining of the
stratum in G by:
IG[Λ, n, r, b] = {g ∈ G ∶ g−1(b +P−r− )g ∩ (b +P−r− ) /= ∅}
If n ≤ 2r + 1, then this is the same as the intertwining of the character ψb of
P r+1, by [32, §4].
Lemma 3.4.8. Let [Λ, n, n−1, b1] and [Λ, n, n−1, b2] be fundamental skew strata
in A which are intertwined. Then they have the same characteristic polynomials.
Proof. Suppose that g ∈ G intertwines ψb1 with ψb2 , then
g−1(b1 +P1−n− )g ∩ (b2 +P1−n− )
is not empty. If b lies in the intersection, then g−1bg ∈ b1+P1−n− and b ∈ b2+P1−n− .
The characteristic polynomial of y1 = g−1$n/gF be/gg modulo PF is ϕb1(X) and
the characteristic polynomial of y2 = $n/gF be/g modulo PF is ϕb2(X). Since
any two conjugate elements have the same characteristic polynomial, then we
deduce ϕb1(X) = ϕb2(X).
Definition 3.4.9. A semi-minimal skew stratum is a stratum [Λ, n, n−1, b] with
a decomposition V = V 1 ⊥ ⋯ ⊥ V l into orthogonal subspaces, such that
1. Λ(k) = ⊕li=1(Λ(k) ∩ V i), for each k ∈ Z; we write Λi for the (self-dual)
lattice sequence given by Λi(k) = Λ(k) ∩ V i;
2. b = ∑li=1 bi, where bi ∈ EndF (V i);
3. each [Λi, n, n − 1, bi] is either minimal or bi = 0;
4. for i ≠ j, each [Λi ⊥ Λj , n, n − 1, bi + bj] is not null, i.e. b1 + b2 /= 0, or
equivalent to a minimal stratum.
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Theorem 3.4.10. Let [Λ, n, r, b] be a semi-minimal skew stratum in A. Then
the intertwining of the stratum [Λ, n, r, b] in G is
IG[Λ, n, r, b] = Pn−r(B× ∩G)Pn−r
where B is the centralizer of b in A.
Proof. See [32, Theorem 4.15]
Definition 3.4.11. Let b ∈MN(k), for a finite field k. Then we say b is:
 regular if all eigenvalue are distinct and skew.
 semi-simple if it is diagonalizable (over algebraic closure extension of k)
i.e. there exists g ∈ GLN(k¯) such that gbg−1 is diagonal.
Let
G(kF ) = {g ∈ AutkF (Ṽ ) ∶ h̃(gv, gw) = h̃(v,w), v,w ∈ Ṽ }
where Ṽ is a kF -vector space and h̃ is an ε-hermitian form on Ṽ , where ε = ±.
Now we have the following lemma
Lemma 3.4.12. Suppose b1 and b2 are regular semi-simple elements in MN(kF ).
Then they are conjugate in G(kF ) if and only if they have the same character-
istic polynomials.
Proof. There exists a splitting b1 = ∑li=1 αi and b2 = ∑li=1 βi such that
CGLN (b1) = kF [b1]× = l⊕
i=1 kF [αi] and CGLN (b2) = kF [b2]× = l⊕i=1 kF [βi].
Note that when l = 1 then b1 and b2 called simple. If the elements b1 and b2 are
conjugate by g ∈ G(kF ); then we can take b1 = g−1b2g so clearly they have the
same characteristic polynomial. Now suppose they have the same characteristic
polynomial so ϕb1(X) = ϕb2(X). Now, by elementary algebra, there exists an
element g ∈ GLN(kF ) such that
g−1b1g = b2 (3.1)
Now, for i = 1,2, we have bi = −bi if bi is skew or bi = bi if bi is symmetric. We
apply the involution to both sides of (3.1), and get
(g)−1b1g = b2
thus
(g)−1b1g = b2 (3.2)
By (3.1) and (3.2) we have:
(gg)b1(gg)−1 = b1
so gg lies in the centralizer of b1 in GLN(kF ). Now put z = gg, so we can write
z = ∑li=1 zi, where zi ∈ kFi and Fi = F [αi].
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Since z = z, then we also have zi = zi for all i. The map NkFi /kF0 ∶ k×Fi → k×F0 is
surjective so there exists hi ∈ k×Fi such that
hihi = NkFi /kF0 (hi) = zizi
Put h = ∑li=1 hi, then hh = gg. Hence, gh−1 = h−1g ∈ G(kF ) and(gh−1)b1(gh−1)−1 = g(h−1b1h)g−1 = gb1g−1 = b2
Therefore the elements b1 and b2 are conjugate by gh
−1 ∈ G(kF ).
3.5 Maximal Simple Skew Strata
A semi-minimal skew stratum [Λ, n, n − 1, b] is maximal simple if l = 1 in Defi-
nition 3.4.9 and [F [b] ∶ F ] = N . Since F [b]/F is of degree N , there is a unique
lattice chain L normalized by F [b]×, and it is self dual. Moreover, the only
lattice sequences normalized by F [b]× are multiple of L so we may, and we will,
assume Λ is a chain.
Let P = P (Λ) and P =P(Λ). The following is an analogue of [4, Lemma 16.1]
Lemma 3.5.1. Let [Λ, n, n− 1, bi], i = 1,2, be maximal simple strata in A with
n ≥ 1. Suppose g ∈ G intertwines ψb1 with ψb2 on Pn. Then:
1. g ∈ P ;
2. the characters ψb1 ∣Pn and ψb2 ∣Pn are conjugate by the element g; equiva-
lently, the cosets b1 +P1−n− and b2 +P1−n− are conjugate by g.
Proof. (1) The element g intertwines the character ψb1 with ψb2 on P
n, so:
g−1(b1 +P1−n− )g ∩ (b2 +P1−n− ) /= ∅
Suppose b lies in the intersection so b ∈ b2 +P1−n− . Since the stratum is simple,
the element b2 is minimal over F and [F [b2] ∶ F ] = N , then by [6, proposition
2.2.2], b is minimal. We have F [b]× normalizes Λ. If L is the chain of AΛ-lattices
in V then L is the chain of all oF [b]-lattices in V .
Also, b ∈ g−1(b1+P1−n− )g so gbg−1 ∈ b1+P1−n− . Now L is the chain of all OF [gbg−1]-
lattices in V so g−1L is the chain of all OF [b]-lattices. By uniqueness, g−1L = L
so g ∈ K(L) ∩G = P .
(2) The intersection between the cosets g−1(b1 +P1−n− )g = g−1b1g +P1−n− and
b2 +P1−n− is not empty so they are equal.
The following is analogous to [4, Lemma 15.2]
Theorem 3.5.2. For i = 1,2, let [Λ, n, n − 1, bi] be a maximal simple skew
stratum with n ≥ 1. The characters ψbi of the group P [n2 ]+1 are intertwined in
G if and only if they are conjugate by an element of P .
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Proof. Suppose g ∈ G intertwines the characters ψbi of P [n2 ]+1 then:
g−1 (b1 +P−[n2 ]− ) g ∩ (b1 +P−[n2 ]− ) /= ∅
Since P
−[n2 ]− ⊂P1−n− . Then
g−1(b1 +P1−n− )g ∩ (b1 +P1−n− ) /= ∅
By Lemma 3.5.1(1), g ∈ P . The cosets g−1(b1 +P−[n/2]− ) = g−1b1g +P−[n/2]− and(b2 +P−[n/2]− ) intersect so they are equal.
Lemma 3.5.3. Let [Λ, n, n−1, b] be a maximal simple skew stratum in A. Then
the number of the characters ψb∣P [n2 ]+1 which extend the character ψb∣Pn is
[(1 +PE)1 ∶ (1 +P[n+12 ]E )1]
up to G-intertwining.
Proof. Now Theorem 3.5.2 implies that G-intertwining is the same as P (Λ)-
conjugacy. Any g ∈ P conjugating two extensions must normalize the character
ψb∣Pn, so g ∈ E1P 1 by Theorem 3.4.10.
Let Γ denote the set of characters ψ∣P [n2 ]+1 which extend ψb∣Pn. The group
E1P 1 acts on the set Γ and the stabilizer of ψ∣P [n2 ]+1 is E1P [n+12 ] by Theorem
3.4.10, so, by the orbit-stabilizer theorem, the orbit of ψ∣P [n2 ]+1 has size
[E1P 1 ∶ E1P [n+12 ]]
The lemma follows since ∣Γ∣ = [P [n2 ]+1 ∶ Pn]
For a maximal simple skew stratum [Λ, n, n − 1, b] with radical P, define the
following compact subgroup:
J = E1P [n+12 ].
Denote byR(Λ, ψb) the set of equivalence classes of irreducible representations η
of J such that the restriction to P [n2 ]+1 contains ψb (or, equivalently by Theorem
3.4.10, is a multiple of ψb ).
Theorem 3.5.4. The representation IndGJ η is irreducible and supercuspidal,
for η ∈R(Λ, ψb).
Proof. Since η is an irreducible smooth representation of J and the intertwin-
ing of η in G is J by Theorem 3.4.10, then Theorem 1.10.6 implies that the
representation IndGJ η is irreducible and supercuspidal.
57
Theorem 3.5.5 (Uniqueness). For i = 1,2, let [Λ, ni, ni − 1, bi] be a maximal
simple stratum in A. Let ηi ∈R(Λ, ψbi). Suppose that the representations
pii = IndGJi η, i = 1,2,
are equivalent. Then there exists g ∈ G such that:
J2 = g−1J1g and η2 ≅ ηg1 .
Proof. We may assume pi1 = pi2 = pi. The representation pi contains the stratum[Λ, ni, ni − 1, bi], i = 1,2, and since the two strata fundamental then they have
the same level as they are contained in the same representation pi. Thus, e1 = e2
and n1 = n2. Now pi contains the characters ψb1 and ψb2 on P [n2 ]+1(Λ) so they
intertwine in G by Proposition 1.10.4. By Theorem 3.5.1, they are conjugate
by an element in P (Λ):
ψb2 = ψgb1 , g ∈ P (Λ).
Now Ji is the normalizer of the character ψbi ∣P [n2 ]+1(Λ). Therefore, J2 and J1
are conjugate by g.
Finally, consider the representation η3 = ηg1 of J2. Now η3∣P [n2 ]+1(Λ) is a multiple
of ψb2 and η3 is intertwined with η2 by an element h ∈ G. The element h also
intertwines ψb2 on P
[n2 ]+1(Λ). By Theorem 3.4.10, h ∈ J2. Hence h fixes η2 and
we conclude that η3 ≅ η2.
3.6 Essentially Scalar
Definition 3.6.1. Let [Λ, ne, ne − 1, b] be a fundamental skew stratum in A
where e = e(Λ). We say the stratum [Λ, ne, ne − 1, b] is essentially scalar if the
characteristic polynomial of y =$nF b has the form
ϕb(X) = (X − α)N
for some α ∈ kF and α = −α¯. An irreducible supercuspidal representation pi of
G is essentially scalar if it contains an essentially scalar skew simple stratum.
Lemma 3.4.8, implies that if two strata intertwine in G, then they have the
same characteristic polynomials. Let [Λ, n, n − 1, bi] be an essentially scalar
skew simple stratum in A, i = 1,2. Suppose that
ϕb1(X) = (X − α1)N = (X − α2)N = ϕb2(X)
for some αi ∈ kF . Then α1 = α2 and by Lemma 3.4.12 b1, b2 are conjugate so
they intertwine.
Now we deduce the following lemma
Lemma 3.6.2. The number of fundamental essentially scalar skew simple strata
in A of level n up to G-intertwining is q − 1.
Lemma 3.6.3. [2, §4] Let pi be an irreducible supercuspidal representation of G
which contains an essentially scalar skew stratum [Λ, ne, ne− 1, b]. There exists
a character χ of G such that the representation pi ⊗ χ contains a skew stratum
of level strictly less than the level of the stratum [Λ, ne, ne − 1, b].
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Let Rep(G,n)es be the set of equivalence classes of essentially scalar irreducible
representations pi of G of level n and Rep(G,< n) be the set of equivalence
classes of irreducible supercuspidal representations of G of level less than n. Let
Ψ denote the set of characters of G of level less or equal n, then we have the
proposition:
Proposition 3.6.4. The map
Rep(G,< n) ×Ψ Ð→ Rep(G,n)es(pi,χ) z→ pi ⊗ χ
is surjective. Moreover, the fibers of this map are
{(piψ−1, χψ) ∶ ψ is a character of F 1 of level k less than n}
Proof. Let pi ∈ Rep(G,n)es. By Lemma 3.6.3, there exists a character χ such
that
`(pi ⊗ χ) < `(pi) = n.
Moreover, we must have `(χ) = `(pi) = n, by Corollary 3.4.6.
The representation pi⊗χ, therefore, lies in Rep(G,< n) and since `(χ) = `(χ−1) =
n, then χ−1 ∈ Ψ and (pi ⊗ χ,χ−1) maps to pi.
Suppose pi ∈ Rep(G,< n) and χ ∈ Ψ such that pi⊗χ ∈ Rep(G,n)es. Consider the
set
Fib(pi ⊗ χ) = {(pi′, χ′) ∶ pi′ ∈ Rep(G,< n), χ′ ∈ Ψ and pi′ ⊗ χ′ ≅ pi ⊗ χ}.
The set Fib(pi ⊗ χ) contains (pi,χ) so it is not-empty. Let pi′ ∈ Rep(G,n) and
χ′ ∈ Ψ such that pi′⊗χ′ = pi⊗χ, thus, pi′ ≅ pi⊗χχ′−1. But `(pi′) < n = `(pi) so, by
Lemma 3.4.5, we must have `(χχ′−1) < n. Put χχ′−1 = ψ−1, for some character
ψ of F 1 of level less than n. Then pi ≅ pi ⊗ χχ′−1 = piψ−1 and
(pi′, χ′) = (piψ−1, χψ)
for all characters ψ of F 1 of level less than n.
Corollary 3.6.5. The size of each fiber in Proposition 3.6.4 is (q + 1)qn−2.
Corollary 3.6.6. We have
∣Rep(G,n)es∣ = (q − 1)∣Rep(G,< n)∣.
Proof. We have ∣Ψ∣ = (q + 1)(q − 1)qn−2 and the result follows.
3.7 Construction of Supercuspidal Representa-
tions
In this section, we are going to generalize section (3.5) to construct irreducible
supercuspidal representations of the unitary groupG that contain a semi-minimal
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stratum. These representations are not the only supercuspidals of G. There are
others coming from a more general construction, as we will see in chapter 5.
Let pi be an irreducible supercuspidal representation of G which contains a
semi-minimal skew stratum [Λ, n, n − 1, b] so pi has level n/e, where e = e(Λ).
Moreover, we assume the notation of Definition 3.4.9, that each [Λi, n, n− 1, bi]
is a maximal simple stratum, i.e.[F [bi] ∶ F ] = dimF (V i).
Lemma 3.7.1. Any two semi-minimal skew strata which intertwine are conju-
gate.
Proof. If two semi-minimal skew strata intertwine, then the have the same char-
acteristic polynomials by Lemma 3.4.8. Now the proof follows from Lemma
3.4.12.
Let P = P (Λ) and P =P(Λ). We have a decomposition
V = V 1 . . .V l,
where i ∈ {1, . . . , l} and Λi is a self-dual lattice sequence in V i. Put
E = l⊕
i=1Ei
where Ei = F [bi] is a field with involution (the restriction of the adjoint involu-
tion on A) and fixed field Ei,0. Define
PE = l⊕
i=1PEi
and
E1 = l∏
i=1E1i .
Now define the following subgroups
1H = 1H(Λ) = P [n2 ]+1.(1 +PE)1
1J = 1J(Λ) = P [n+12 ].(1 +PE)1
J = J(Λ) = P [n2 ]+1.E1.
If n is odd, then 1J = 1H.
Now we start with the construction. The representation pi contains the character
ψb∣Pn. By Lemma 3.3.6, the character ψb∣Pn extends to a character of P [n2 ]+1
and the total number of these characters is[P1−n− ∶P−[n2 ]− ] .
We will denote the set of G-intertwining classes of characters ψ∣P [n2 ]+1 which
extend ψb∣Pn by Ext(ψb, Pn).
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Remark 3.7.2. 1. The intertwining is not usually an equivalence relation,
however, Lemma 3.7.1 implies that the G-intertwining is the same as G-
conjugacy, so here the intertwining is, indeed an equivalence relation.
2. Any character which extend ψb∣Pn has the form ψb′ with [Λ′, n, n − 1, b′]
still maximal semi-minimal and
b′ ≡ b (mod P1−n(Λ)),
so we may as well called it ψb.
Now consider the quotient
1H/P [n2 ]+1 ≅ l∏
i=1(1 +PEi)1/ (1 +P[ n2ei ]+1Ei )
1
where ei = e(Λi). The quotient is a product of cyclic groups and the group 1H
normalizes the character ψb, therefore, the character ψb∣P [n2 ]+1(Λ) extends to a
character θb of
1H. We denote the set of characters θ which extend ψb∣P [n2 ]+1(Λ)
by Γ(Λ, ψb)
Lemma 3.7.3. Let θ1, θ2 ∈ Γ(Λ, ψb). They intertwine if and only if θ1 = θ2.
Proof. Let g ∈ G intertwines θ1 with θ2. Then g must intertwines the character
ψb and by Theorem 3.4.10, g ∈ J = E1P [n+12 ], but J normalizes both characters
θ1 and θ2. Therefore, θ1 = θ2.
We deduce ∣Γ(Λ, ψb)∣ = [1H ∶ P [n2 ]+1].
Now consider the case 1J /= 1H.
Lemma 3.7.4 (Heisenberg). Given θ ∈ Γ(Λ, ψb) There is a unique irreducible
representation ηθ of
1J such that the restriction of ηθ to
1H is a multiple of θ.
Moreover, dim(ηθ) = √[1J ∶ 1H].
Proof. The sequence
0→ 1H → 1J → 1J/1H → 0 (3.3)
is exact. The paring
1J/1H × 1J/1H Ð→ C×(x, y) z→ θ(x−1y−1xy)
is non-degenerate as if θ(x−1y−1xy) = 1, for all y ∈ 1J then x must be in 1H, by
[33, Proposition 4.1]. Clearly the paring is alternating.
By Theorem [3, Proposition 8.3.3] there is a unique irreducible representation
ηθ of
1J such that the restriction of ηθ to
1H is a multiple of θ and dim(ηθ) =√[1J ∶ 1H].
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Carayol’s Result:
Suppose that H is a group which is a central extension of an abelian group K
by another abelian group A i.e. the short sequence
1→ A→H →K → 1
is exact and A is in the central of K. Let χ be a character of A and
[, ] ∶H ×H Ð→ A(h1, h2) z→ χ([h1, h2])
a non-degenerate bilinear form, where [h1, h2] = h1h2h−11 h−12 . There exists a
unique irreducible representation rχ of dimension d = ∣K ∣1/2 such that the re-
striction of rχ to A contains χ.
Suppose we another short exact sequence
1→H →H1 → B → 1
with B is abelian group and A is in the center of H1. Then H1 normalizes the
representation rχ.
Carayol in his paper [8, §4.2] show the following result
Lemma 3.7.5. Let A,H,K,H1 as above and suppose
B ≅ Z/α1Z × . . . ×Z/αmZ.
If gcd(α1, . . . , αm, d) = 1, then the representation rχ extends to a representation
r˜χ of H such that the restriction of r to A contains χ.
We apply Carayol’s Lemma withA = 1H/Ker(θb),H = 1J/Ker(θb),K = 1J/1H,H1 =
J and
B ≅ kE1 × . . . × kEl .
Clearly gcd(qE1 , . . . , qEl , d) = 1 and J normalizes the representation ηb, there-
fore, the representation ηb of
1J extends to an irreducible representation η of
J .
Denote by R(Λ, θ), the set of equivalence classes of irreducible representations
η of J such that the restriction to 1J is a multiple of θ.
Lemma 3.7.6. If ηi ∈R(Λ, θi) and θi ∈ Γ(Λ, ψb), i = 1,2, and η1, η2 intertwine,
then
η1 ≅ η2 and θ1 = θ2.
Proof. Let g ∈ G intertwine η1 with η2 then it must intertwine ψb∣P [n+12 ] with
itself. By Theorem 3.4.10, g ∈ J so g normalizes both η1 and η2. Hence, η1 ≅ η2
and restricting to 1H, we get θ1 = θ2.
Finally, we induce the representation η of J to the unitary group G to get an
irreducible supercuspidal representation.
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Lemma 3.7.7. The representation c-IndGJ η is irreducible and supercuspidal and
equivalent to pi.
Proof. The intertwining in G of η is contained in
IG (ψb∣P [n+12 ]) = J
by Theorem 3.4.10. By Theorem (1.10.6), the induced representation c-IndGJ η
is irreducible and supercuspidal.
A summary of the construction is shown by the following diagram:
c-IndGJ(Λ) η G
η J(Λ)
ηθ 1J(Λ)
θ 1H(Λ)
ψb P [n2 ]+1(Λ)
ψb P
n(Λ)
Denote the number of irreducible supercuspidal representations of G which con-
tain a semi-minimal skew stratum [Λ, n, n − 1, b], up to G-intertwining (conju-
gacy) by s(G,n/e)sm, where e = e(Λ). It is given by
s(G,Λ, n/e)sm = ∑(b,Λ)Str(Λ, n/e)ms∣Ext(ψb, Pn)∣.∣Γ(Λ, ψb)∣.∣R(Λ, θ)∣ (3.4)
where Str(Λ, n/e) is the number of semi-minimal skew strata [Λ, n, n − 1, b] in
A of level n/e up to G-intertwining.
3.8 Level Zero Supercuspidals of G
Here in this section, we will consider irreducible smooth representations of G of
level zero. A full classification of these representations is given by Morris in his
paper [23].
Let pi be an irreducible smooth representation ofG of level `(pi) = 0. By Theorem
3.4.3, there exists a self dual lattice Λ such that the restriction of pi to P =
P (Λ) contains an irreducible representation σ which is trivial on P 1. The short
sequence
0→ P 1 → P → P ∗ → 0
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is exact, where P ∗ = P /P 1.
Let σ̃ be the inflation of σ to P and pi be the compact induction of σ̃ from P to
G. The following Theorem will be useful to decide whether the representation
pi is supercuspidal or not.
Theorem 3.8.1. The representation pi is supercuspidal if and only if P (Λ) is
maximal (i.e e(Λ) is 1 or 2) and σ is cuspidal.
Proof. See [23, Proposition 4.1 and Theorem 4.8].
Lemma 3.8.2. Suppose P,P ′ are maximal and σ,σ′ cuspidals. Let pi = IndGP σ
and pi′ = IndGP ′ σ′. Then pi ≅ pi′ if and only if σ and σ′ conjugate.
Proof. See [26, Proposition 6.1 and 6.2].
To count the number of irreducible supercuspidal representations of G of level
zero, we only need to compute the cuspidal representation σ of P ∗. The rea-
son is we can inflate the representation σ to P then we induce it to G which
is by previous Theorem equivalent to pi. Also by the previous Theorem, the
representation pi is supercuspidal if and only if P is maximal.
Denote by s(G,0), the number of irreducible cuspidal representations pi of G of
level zero. Fix the measure µ on G such that µ(K) = 1, where K is the maximal
parahoric subgroup of period one.
3.8.1 Level Zero Supercuspidals of U(1,1)
Here we have two cases and in both cases we have
P ∗ = U(1,1)(kF /kF0).
The number of irreducible cuspidal representations of P ∗ =K/K1 can be found
in Ennola’s paper [10]. We will use his notation for the trace characters of
the cuspidal representations, without recalling their definition since we are only
interested in counting them and their dimensions. The notation χ
t
f(q) denotes
that the representation has dimension f(q) and the t is some parameters.
The irreducible cuspidals of P ∗ is given by the character χ(t,u)q−1 where t, u =
1, ..., q + 1, t < u.
The number of irreducible cuspidals of U(1,1)(Fq2/Fq) is:
1
2
q(q + 1)
Theorem 3.8.3. We have
s(U(1,1)(F /F0),0) = q(q + 1).
Proof. The number s(U(1,1)(F /F0),0) is twice of the number of irreducible
cuspidals of U(1,1)(Fq2/Fq).
Proposition 3.8.4. The formal degree of pi = IndGP σ, where P is K or L, is
q − 1.
Proof. We have d(pi) = dim(σ̃) which is q − 1, by [10, §6].
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3.8.2 Level Zero Supercuspidals of U(2,1)
Here we have
P ∗ = ⎧⎪⎪⎨⎪⎪⎩U(2,1)(kF /kF0) if e(Λ) = 1U(1,1)(kF /kF0) ×U(1)(kF /kF0) if e(Λ) = 2
The number of irreducible cuspidal representations of P ∗ for both periods e(Λ) =
1 and 2 can be found in Ennola’s paper [10] in section 7.
When Λ has period one, then the representation σ is cuspidal if it is one of the
following characters:
1. χ
(t)(q2−q) for 1 ≤ t ≤ q + 1. The number of these characters is q + 1.
2. χ
(t)(q+1)(q2−1) for 1 ≤ t ≤ q3, t /≡ 0 (mod q2 − q + 1) and if t1 = q2t, t2 = q4t(mod q3 + 1), then
χ(t) = χ(t1) = χ(t2).
The number of characters χ
(t)(q+1)(q2−1) is q(q2 − 1)/3.
3. χ
(t,u,v)(q−1)(q2−q+1), where t, u, v = 1, . . . , q + 1 and t < u < v. The number of
these characters is q(q2 − 1)/6.
Therefore, the number of irreducible cuspidal representations of P ∗ is
(q + 1) + [1
3
q(q2 − 1)] + [1
6
q(q2 − 1)] = (q + 1) + 1
2
q(q2 − 1).
Proposition 3.8.5. The formal degree of pi = c-IndGK σ̃ is
d(pi) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
q(q − 1) if σ = χ(t)(q2−q)(q + 1)(q2 − 1) if σ = χ(t)(q+1)(q2−1)(q − 1)(q2 − q + 1) if σ = χ(t,u,v)(q−1)(q2−q+1)
Proof. Since µ(K) = 1, then d(pi) = dim(σ) and the dimensions are given in [10,
§7].
When Λ has period two (P conjugate to L, we may assume P = L), then the
number of irreducible supercuspidals of G of level zero is equal to the number of
irreducible cuspidal representations of U(1,1)(Fq2/Fq) and U(1)(Fq2/Fq). The
irreducible cuspidals of U(1,1)(Fq2/Fq) are given by the characters χt,uq−1 where
1 ≤ t < u ≤ q + 1 and the number of irreducible cuspidals of U(1,1)(Fq2/Fq) is
q(q + 1)/2. The number of irreducible cuspidal representations of U(1)(Fq2/Fq)
is q + 1. Therefore,
1
2
q(q + 1)2.
Proposition 3.8.6. The formal degree of pi = c-IndGL σ̃ is (q − 1)(q2 − q + 1).
Proof. We have d(pi) = dim(σ) which is given in [10, §7].
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We, then, deduce the following Theorem,
Theorem 3.8.7. We have
s(U(2,1)(F /F0),0) = (q + 1)(q2 + 1).
3.9 Counting Totally Split Supercuspidals
In this section let U(⌈N
2
⌉, ⌊N
2
⌋)(F /F0) and N ≥ 2. Let K = U(N)(OF) be
the maximal compact parahoric subgroup of G of period one equipped with a
filtration
Ki = {x ∈K ∶ x ≡ I (mod $F )}.
where I is Iwahori subgroup. The quotientK/K1 is isomorphic to U(N)(kF /kF0).
Let τN be the size of the group K/K1, then (see [36, p.33])
τN = q 12N(N−1) N∏
i=1(qi − (−1)i).
The other maximal parahoric subgroup is L = AL which has period two, where
AL =
⎛⎜⎜⎜⎜⎜⎝
OF OF ⋯ OF P−1FPF OF OF⋮ ⋱ ⋱ ⋮⋮ ⋱ ⋱ ⋮PF ⋯ ⋯ PF OF
⎞⎟⎟⎟⎟⎟⎠
It is equipped with a filtration
L2m+1 = (1 +$mF P1L) ∩G, L2m = (1 +$mF AL) ∩G.
where
P1L =
⎛⎜⎜⎜⎜⎜⎝
PF OF ⋯ OF P−1F⋮ PF ⋱ OF⋮ ⋱ ⋱ ⋮PF ⋱ OFP2F PF ⋯ ⋯ PF
⎞⎟⎟⎟⎟⎟⎠
The quotient L/L1 is isomorphic to U(2r)(kF /kF0) × U(N − 2r)(kF /kF0) for
some 1 ≤ r < N/2. Let τN(L) be the size of L/L1, then
τLN = τ2r.τN−2r.
We also have [L1 ∶ L3m−i] = ⎧⎪⎪⎨⎪⎪⎩q
mN2 if i = 0
qmN
2−r2(N−r)2 if i = 1
Definition 3.9.1. A semi-minimal skew stratum [Λ, n, n−1, b] is called totally
split if the characteristic polynomial of y = $n/gF be/g, where e = e(Λ) and g =(n, e), has the form
ϕb(X) = (X − a1)⋯(X − aN)
where ai = −ai for all i ∈ {1, ...,N} and ai /= aj for i /= j.
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Remark 3.9.2. This is the special case of section 3.7 where bi ∈ F , for each i,
i = 1, . . . , l. In this case e divides n.
Here we will compute the number these representations up to equivalence. Let
pi be an irreducible supercuspidal representations of G that contains a totally
split semi-minimal skew stratum [Λ, n, n − 1, b], so pi has level k = n/e ∈ Z. We
have two cases for the period of Λ that are period one and period two.
Lemma 3.9.3. The number of totally split skew strata in A of level n/e up to
G-conjugacy is
Str(k)ts = 1
N !
q(q − 1)⋯(q −N).
Proof. Let [Λ, n, n−1, b] be a totally split skew stratum in A with characteristic
polynomial
ϕb(X) = (X − a1)⋯(X − aN)
where ai = −ai for all i ∈ {1, ...,N} and ai /= aj for i /= j. By Lemma 3.1.1, it
is sufficient to compute the number of possibilities of ϕb(X). The element a1
has the form x1
√
ε for some x1 ∈ kF0 so we have q possibilities including a1 = 0.
The element a2 ∈ has q − 1 possibilities as a1 /= a2. We do this procedure with
all elements ai, we deduce
Str(n/e)ts = 1
N !
q(q − 1)⋯(q − (N − 1))
as required.
Now consider the character ψb of
Pn = Pn(Λ) = ⎛⎜⎝
Pn(Λ1) ∗⋱∗ Pn(Λn)
⎞⎟⎠
As we saw in previous section ψb∣Pn(Λ) extends to a character of P [n2 ]+1(Λ).
Proposition 3.9.4. The number of characters ψb∣P [n/2]+1(Λ) which extend
ψb∣Pn(Λ) up to G-intertwining is
∣Ext(ψb, Pn)∣ = qN[k−12 ]
Proof. By Theorem 3.4.10, we haveIG(ψb∣Pn) = (F 1)NP 1.
Let Γ be the set of characters ψ∣P [n2 ]+1 which extend ψb∣Pn(Λ). Suppose ψb1
and ψb2 are characters in Γ which intertwine by g ∈ G, then g ∈ P and
g(b1 +P1−n(Λ))g−1 = b2 +P1−n(Λ)
thus, the characters ψb1 and ψb2 are conjugated by g in P . Now the group(F 1)NP [n+12 ] acts on Γ byG-intertwining. The stabilizer of ψb∣P [n2 ]+1 is (F 1)NP [n+12 ].
By the orbit stabilizer theorem, the orbit of ψb∣P [n2 ]+1 has size
[(F 1)NP 1 ∶ (F 1)NP [n+12 ]] .
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Since ∣Γ∣ = [P [n2 ]+1 ∶ Pn], we then deduce
∣Ext(ψb, Pn)∣ = [P [n2 ]+1 ∶ Pn][(F 1)NP 1 ∶ (F 1)NP [n+12 ]]
Since [P 1 ∶ P [(n+1)/2]] = [P [n/2]+1 ∶ Pn] and P i+1 ∩ (F 1)N = ((1 + P[i/e]+1F )1)N ,
then we get
∣Ext(ψb, Pn)∣ = ⎡⎢⎢⎢⎢⎢⎣(1 +PF)1 ∶
⎛⎝1 +P[
k−1
2
]+1
F
⎞⎠
1⎤⎥⎥⎥⎥⎥⎦
N
.
Now as the stratum is completely split, then
1H = P [n/2]+1. ((1 +PF)1)N
where ((1 +PF)1)N represents the group
⎛⎜⎝
(1 +PF)1 0⋱
0 (1 +PF)1
⎞⎟⎠
.
Proposition 3.9.5. We have
Γ(Λ, ψb) = qN[ k2 ].
Proof. By construction, 1H/P [n2 ]+1 is a product of cyclic groups and
Γ(Λ, ψb) = [1H ∶ P [n/2]+1]= [((1 +PF)1)N ∶ ((1 +PF)1)N ∩ P [n2 ]+1] .
where
((1 +PF)1)N⋂P [n2 ]+1 = ⎛⎝(1 +P[k2 ]+1F )
1⎞⎠
N
.
The character θ of 1H extends uniquely to an irreducible representation ηθ of
1J where
1J = P [n+12 ](Λ) ((1 +PF)1)N .
The group J is
J = P [n+12 ] (F 1)N .
The quotient J/1J , therefore, is
(F 1/(1 +PF)1)N .
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Proposition 3.9.6. We have
∣R(Λ, θ)∣ = (q + 1)N .
Proof. The size of R(Λ, θ) is the index [F 1 ∶ (1 +PF)1]N .
Theorem 3.9.7. The number of irreducible supercuspidal representations of G
of level n which contain a totally split stratum [Λ, n, n−1, b] of level k for a fixed
Λ is
sts(G,Λ, k) = 1
N !
q⋯(q − (N − 1))(q + 1)NqN(k−1) .
Remark 3.9.8. Let sts(G,k) be the number of irreducible supercuspidal rep-
resentations of G of level k containing a totally split skew stratum. If n is the
number of lattice sequences Λ, up to conjugacy, such that P (Λ) is a maximal,
then
sts(G,k) = n.sts(G,Λ, k).
Suppose pi is irreducible supercuspidal representation of G containing two totally
split skew strata [Λ, n, n− 1, b] and [Λ′, n′, n′ − 1, b′] with same level k and same
characteristic polynomial.
Question: Is there g ∈ G such that g conjugate the two strata?
We know that the two strata intertwine but we do not know whether they con-
jugate or not. However, if they are conjugate, then the number of conjugacy
classes of P (Λ) is 2N−1 so in this case sts(G,k) = 2N−1sts(G,Λ, k). Therefore,
s(G,k) is bounded in which case, so
sts(G,Λ, k) ≤ sts(G,k) ≤ 2N−1sts(G,Λ, k).
Proposition 3.9.9. Let pi = IndGJ η be an irreducible supercuspidal represen-
tation of G which contains a completely split skew stratum. Then the formal
degree of pi is
d(pi) = ⎧⎪⎪⎨⎪⎪⎩
τN(q + 1)−Nq 12 (N2−N)(n−1) if e = 1
q
1
2N(N−1)−2r(N−2r). (qN+1)τLN .qδ(q+1)(q+1)Nq[(n−1)/4] if e = 2
where δ = [L1 ∶ Ln/2].
Proof. First consider e = 1. When n is odd then the dimension of ηb is one and
when n is even the the dimension of ηb is [1J ∶ 1H]1/2 so
[1J ∶ 1H] = [K[n+1
2
] ((1 +PF)1)N ∶K[n
2
]+1 ((1 +PF)1)N]
= [K[n+1
2
] ∶K[n
2
]+1] ⎡⎢⎢⎢⎢⎣((1 +P[
n+1
2
]
F )1)N ∶ ((1 +P[n2 ]+1F )1)N⎤⎥⎥⎥⎥⎦
−1
= qN2−N .
By the definition of formal degree, we have d(pi) = dim(η)µ(J)−1, where J =
K[n+1
2
](F 1)N , so
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µ(J)−1 = [K ∶ J] = [K ∶K[n+1
2
](F 1)N]
= [K ∶K[n+12 ]][K[n+1
2
](F 1)N ∶K[n+1
2
]]
= [K ∶K1]. [K1 ∶K[n+12 ]][F 1 ∶ (1 +PF)1]N [(1 +PF)1 ∶ (1 +P[n+12 ]F )1]N
= [K ∶K1]qN2([n+12 ]−1)(q + 1)NqN([n+12 ]−1)= τN(q + 1)−Nq(N2−N)([n+12 ]−1).
Thus, the formal degree of pi when e = 1 is
d(pi) = τN(q + 1)−Nq 12 (N2−N)(n−1).
Now consider e = 2. Since the level of pi must be integer then n must be even
so the dimension of the representation η is d where
d2 = [L[n+1
2
]((1 +PF)1)N ∶ L[n2 ]+1((1 +PF)1)N ]
= [L[n+12 ] ∶ L[n2 ]+1][(1 +P[n+12 ]F )1 ∶ (1 +P[n2 ]+1F )1]N= qN2−2r(N−2r)q−N .
so d = qN(N−1)/2−2r(N−2r). Now we compute µ(J)−1.
µ(J)−1 = [K ∶ L[n+1
2
](F 1)N]
= [K ∶ L].[L ∶ L1]. [L1 ∶ L[(n+1)/2]][F 1 ∶ (1 +P[(n−1)/4]F )1]N .
Thus,
d(pi) = qN(N−1)/2−2r(N−2r).(qN + 1)(q + 1)−1(q + 1)−NτLN .qδ−[(n−1)/4]
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Chapter 4
SUPERCUSPIDAL
REPRESENTATIONS OF
UNRAMIFIED
U(1, 1)(F /F0)
4.1 Parahoric Subgroups and Filtrations
Now we start with defining the group G. Let F be an unramified quadratic
extension of F0 so we can write F = F0[√] for some unit element .
V = an F -vector space of dimension 2
A = EndF (V ) ≅M2(F ).
Let h be an ε-hermitian form on V given by h(v,w) = vJw, for v,w ∈ V , where
J = (0 1
1 0
) .
The unitary group G is
G = {g ∈ GL2(F ) ∶ gTJg = J}.
In GL2(F ), there is the special linear group SL2(F ), which is the set of elements
in GL2(F ) of determinant one. Similarly we define the special unitary group,
denoted by SU(1,1)(F /F0), to be
SU(1,1)(F /F0) = {g ∈ U(1,1)(F /F0) ∶ det(g) = 1}.
Now the sequence
0→ SU(1,1)(F /F0)→ U(1,1)(F /F0) detÐÐ→ F 1 → 0
is exact.
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Remark 4.1.1. The subgroup SU(1,1)(F /F0) is, in fact, isomorphic to SL2(F )
since any element in SU(1,1)(F /F0) is a conjugate of an element in SL2(F0)
by (√ 0
0 1
) .
The group G has three conjugacy classes of parahoric subgroup in which two of
them are maximal. The maximal parahoric subgroups are
K = U(1,1)(OF) = (OF OFOF OF) ∩G.
and
L = {g ∈ G ∶ g ∈ AL}
where
AL = (OF P−1FPF OF )
The non-maximal parahoric subgroup is the Iwahori subgroup, denoted by I,
which is
I = {g ∈ G ∶ g ∈ AI}
where
AI = (OF OFPF OF) .
For each of these parahoric subgroups, we have a standard filtration. Let K0 =K
and
AK = (OF OFOF OF) .
The standard filtration on K is
Km = (1 +PmK) ∩G, m ≥ 1.
where PmK =$mF AK and PK = radAK . We have
K/K1 ≅ U(1,1)(kF ).
Proposition 4.1.2. The group U(1,1)(kF /kF0) has order (q2 − q)(q + 1)2 and
has (q + 1)2 conjugacy classes.
Proof. See [10, §6].
For the parahoric subgroup L, the standard filtration is
Lm = (1 +PmL ) ∩G m ≥ 1.
where PmL = $mF AL and PL = radAL. The quotient L/L0 is isomorphic to
U(1,1)(kF ) which has size q(q − 1)(q + 1)2, by Proposition 4.1.2.
Finally, the standard filtration for the Iwahori subgroup is:
Im = (1 +ΠmPI) ∩G m ≥ 1.
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where
Π = ( 0 1
$F 0
) and PI = radAI = ΠAI .
The quotient I/I1 is isomorphic to
T (I) = {(a 0
0 a¯−1) ∶ a ∈ k×F} .
and has size q2 − 1.
Let P be a parahoric subgroup. Then by Lemma 3.3.4, for 1 ≤ i < j ≤ 2i, the
quotient P i/P j is abelian and isomorphic to PiP /PjP . Lemma 3.3.6, implies
that there is an isomorphism,
P1−jP /P1−iP → (P i/P j )̂
4.2 Level Zero Supercuspidals
Let pi be an irreducible supercuspidal representations of G of level zero. By
Theorem 3.4.3 there exists a self-dual lattice sequence Λ such that the restriction
of pi to P = P (Λ) contains an irreducible representation σ which is trivial on
P 1. Note that the parahoric subgroup P must be maximal and σ cuspidal by
Theorem 3.8.1. Here we have two maximal parahoric subgroups of period one
and in this case
P ∗ = P /P 1 = U(1,1)(kF /kF0).
We have seen in Section 3.8.1 that all irreducible cuspidal representations of P ∗,
given by the characters χ
(t,u)
q−1 , where t, u = 1, ..., q + 1, t < u and the number of
these representations is q(q + 1)/2.
The representation pi is equivalent to c-IndGP σ̃, where σ̃ is the inflation of σ to
P . The formal degree of pi is q−1, by Proposition 3.8.4, for a fixed Haar measure
µ on G such that µ(K) = 1.
Denote by s(G,0), the number of irreducible supercuspidal representations of
G of level zero. By Theorem 3.8.3, we have
s(G,0) = q(q + 1).
4.3 Positive Level Supercuspidals
Any irreducible supercuspidal representation pi of G of positive level k must
contain a skew fundamental stratum [Λ, n, n − 1, b], by Theorem 3.4.3, where
k = n/e and e = e(Λ). Let s(G,k) be the number of irreducible supercuspidal
representations of G of level k and S(G,k) be the number of irreducible su-
percuspidal representations of G of level strictly less than k. We classify pi by
looking at the characteristic polynomial ϕb(X), which depends only on pi. Here
we have three different cases as follows:
(a) The first case b is split (in fact totally split) but not G-split. Here the
characteristic polynomial ϕb(X) = (X−α)(X−β), where α,β ∈ kF , α = −α,
β = −β and α /= β.
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(b) The second case b is simple i.e. it one of the following:
(a) ϕb(X) is irreducible and k ∈ Z;
(b) This is the case when y = y so ϕb(X) = (X − α)2, α ∈ kF , α = α and
k /∈ Z.
(c) The last case is b essentially scalar i.e. ϕb(X) = (X − α)2, with α ∈ kF ,
α = −α and k ∈ Z.
Now we will study each case in more details.
4.3.1 Totally Split
Let [Λ, n, n − 1, b] be totally split i.e. the characteristic polynomial ϕb(X) has
the form (X − α)(X − β) where α = −α, β = −β and α /= β. In this case, the
period e divides n. Let Str(k)ts be the number of totally split strata of level
k = n/e, then Str(k)ts = q(q − 1)/2, by Lemma 3.9.3.
The representation pi is constructed as follows: the character ψb∣Pn extends to
a character ψb∣P [n/2]+1, by Lemma 3.3.6, and the number of these extensions
up to G-intertwining is q2([(n+1)/2]−1), by Proposition 3.9.4. Let Γ(Λ, ψb) be
the set of characters θb of
1H = P [n/2]+1 ((1 +PF)1)2 which extends ψb∣P [n/2]+1.
By Lemma 3.7.3, any two characters in Γ(Λ, ψb) intertwine if and only if they
are equal. The size of the set Γ(Λ, ψb) is q2[n/2], by Proposition 3.9.5. By
Heisenberg Lemma, there is a unique irreducible representation ηb of
1J =
P [(n+1)/2] ((1 +PF)1)2 such that the restriction of ηb to 1H contains the charac-
ter θb. Now let R(Λ, θb) be the set of representations η of J = P [(n+1)/2] (F 1)2
which extend ηb. By Lemma 3.7.5, R(Λ, θb) is non-empty and by Proposition
3.9.6, the size of R(Λ, θb) is (q + 1)2. The representation c-IndGJ η is irreducible
and supercuspidal and equivalent to pi, by Theorem 3.7.7. The formal degree of
pi, by Proposition 3.9.9, is
d(pi) = (q − 1)qn.
Finally, let sa(G,Λ, k) be the number of irreducible totally split supercuspidal
representations of G of level k which contain [Λ, n, n − 1, b]. By Theorem 3.9.7,
we have
sa(G,Λ, k) = ⎧⎪⎪⎨⎪⎪⎩(q − 1)fa(q)q
2k if k ∈ Z;
0 if k /∈ Z.
where fa(q) = q−1(q + 1)2/2.
Let sa(G,k) be the number of irreducible totally split supercuspidal represen-
tations of G of level k. By Remark 3.9.8, the number sa(G,k) is bounded,
so
sa(G,Λ, k) ≤ sa(G,k) ≤ 2sa(G,Λ, k).
For purpose of computing s(G,k) and S(G,k), we will assume that sa(G,k) =
sa(G,Λ, k).
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4.3.2 Simple
Let [Λ, n, n − 1, b] be skew simple stratum. In this section, we will classify all
irreducible supercuspidal representations of G which contain [Λ, n, n − 1, b], we
will call these representations simple. Denote by Str(k)s, k = n/e, the number of
simple strata [Λ, n, n− 1, b] up to G-intertwining. We will compute Str(k)s and
then we will count the number of these representations of fixed level k which we
will denote the number by sb(G,k).
Integral Level
Suppose ϕb(X) is irreducible of degree 2, so [Λ, n, n−1, b] has integral level and
Λ is a multiple of a period one lattice chain.
Lemma 4.3.1. There is no skew simple stratum [Λ, n, n−1, b] such that ϕb(X)
is irreducible of degree 2.
Proof. Let y =$nF b and
ϕb(X) =X2 + a1X + a0 ∈ kF [X]
be the characteristic polynomial of y. The element b is skew so b = −b and
y = −y¯.
If ϕb(X) is irreducible, then [kF [y] ∶ kF ] = 2 and kF [y] has a unique involution
extending¯with y = −y¯. But then the fixed field of¯has index 2 in kF [y] so (by
uniqueness of finite fields of given order) the fixed field is kF which is absurd
since¯is not trivial on kF .
The previous Lemma shows that there is no simple skew stratum of integral
level with ϕb(X) irreducible so we have the following corollaries:
Corollary 4.3.2.
Str(k)s = 0 ∀k > 0.
Corollary 4.3.3. There is no irreducible simple supercuspidal representation
of G of integral level i.e
sb(G,n) = 0
for all n ∈ Z.
Non-Integral Level
Suppose the stratum [Λ, n, n − 1, b] is simple of level in 1
2
Z but not in Z i.e
the period of Λ is two and (n, e(Λ)) = 1 so n must be odd, say, n = 2m + 1.
Let P = P (Λ), then P is conjugate to the Iwahori group I so we may assume
P = I. We start by computing the number of maximal simple skew strata of
half-integer level.
Lemma 4.3.4. The number of maximal simple skew strata in A of level k =(2m + 1)/2, up to G-intertwining, is
Str(k)s = q − 1.
75
Proof. Here the skew simple element b may be assumed to lie in
( 0 P−m−1F ∖P−mFP−mF ∖P1−mF 0 )⋂A−.
The total number of simple skew strata of level (2m + 1)/2 is (q − 1)2. We can
write
b = ( 0 $−m−1F x
$−mF y 0 ) ,
where x+ x = 0, y + y = 0 and x, y ∈ O×F . By Theorem 3.5.1, intertwining in G is
the same as L-conjugacy. Now conjugating b by
g = (a 0
0 a−1) ∈ P /P 1,
where a ∈ O×F , we have
gbg−1 = ( 0 $−m−1F (aa)x
$−mF (aa)−1y 0 ) .
Fix some δ ∈ O×F such that δ + δ = 0. Then δx−1 = δx−1 so, since F /F0 is
unramified, there is an a ∈ O×F such that
aa = δx−1.
Therefore, a conjugate of b has the form
( 0 $−m−1F δ
$−mF zδ−1 0 )
where z ∈ OF ∖PF and z = z. For different z, the characteristic polynomial
ϕb(X) are distinct so the strata cannot intertwine. We have (q − 1) choices for
z so
Str(Λ,2m + 1, b)s = q − 1.
The character ψb∣P 2m+1 extends to ψb∣Pm+1, by Lemma 3.3.6. We denote the
set of characters ψb∣Pm+1 which extend ψb∣P 2m+1 up to G-intertwining (P -
conjugacy by Theorem 3.5.2) by Ext(ψb, P 2m+1). By Lemma 3.5.3
∣Ext(ψb, P 2m+1)∣ = [P 1E1 ∶ Pm+1E1] .
Since e(Λ∣OE) = e(ΛOF)/e(E/F ) = 1, then
∣Ext(ψb, P 2m+1)∣ = [(1 +PE)1 ∶ (1 +Pm+1E )1] = qmE0 = qm.
The character ψb∣Pm+1 extends to a character θb of 1H = Pm+1(1+PE)1 and the
set of such extensions is denoted by Γ(Λ, ψb). Any two extensions in Γ(Λ, ψb)
intertwine if and only if they are equal, by Lemma 3.7.3. Thus, the number of
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characters θb of
1H = Pm+1(1+PE)1 which extend ψb∣Pm+1 up to G-intertwining
is
∣Γ(Λ, ψb)∣ = [1H ∶ Pm+1]= [(1 +PE)1 ∩ P 1 ∶ (1 +PE)1 ∩ Pm+1]= qmE0 = qm.
Finally, for any given character θb of
1H = 1J , the character θb extends to a
representation η of J = Pm+1F 1 (in fact a character), by Lemma 3.7.5, and we
denote the set of these extensions by R(Λ, θb). Lemma 3.7.6, implies that any
two extensions in R(Λ, θb) intertwine if and only they are equal. Thus,
∣R(Λ, θb)∣ = [J ∶ 1J]= [E1 ∶ (1 +PE)1] = qE0 + 1 = q + 1.
Theorem 4.3.5. The number of irreducible simple supercuspidal representa-
tions pi of G of level k = (2m + 1)/2 is
sb(G,k) = (q − 1)fb(q)q2k.
up to equivalence classes, where fb(q) = q−1(q + 1).
Proof. By equation (3.4), the number of irreducible supercuspidal representa-
tions pi of G up to equivalence is
sb(G,k) = Str(k)s.∣Ext(ψb, P 2m+1)∣.∣Γ(Λ, ψb)∣.∣R(Λ, θb)∣.
which leads to sb(G,k) = (q − 1)fb(q)q2k−1.
Proposition 4.3.6. Let Λ be of period two and pi = IndGJ η be an irreducible
simple supercuspidal representation of G of level (2m + 1)/2. Then the formal
degree of pi is
d(pi) = (q2 − 1)qm
Proof. Since n = 2m + 1 is odd, then 1J = 1H so η is, in fact, character so
dim(η) = 1. Now using [K ∶ P ] = q + 1 and e(Λ∣PE) = 1, we get
d(pi) = µ(Pm+1E1)−1 = [K ∶ Pm+1E1]
= [K ∶ Pm+1][Pm+1E1 ∶ Pm+1]
= [K ∶ P ].[P ∶ P 1].[P 1 ∶ Pm+1][E1 ∶ (1 +PE)1][(1 +PE)1 ∶ (1 +Pm+1E )1]= (q + 1)(q2 − 1)q2m(q + 1)qm = (q2 − 1)qm.
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4.3.3 Essentially Scalar
Let [Λ, n, n − 1, b] be essentially scalar skew stratum i.e. k = n/e ∈ Z and the
characteristic polynomial ϕb(X) has the form (X − α)2, where α ∈ k×F and
α = −α. Let pi be an irreducible essentially scalar supercuspidal representation
of G which contains [Λ, n, n−1, b]. If Str(k)es is the number of essentially scalar
skew strata of level k up to G-intertwining, then Str(k)es = q − 1, by Lemma
3.6.2.
By Lemma 3.6.3, there exists a character χ of G such that the representation
pi ⊗ χ contains a skew stratum of level strictly less than k.
In Proposition 3.6.4, we have shown that the map
Rep(G,< k) ×Ψ Ð→ Rep(G,k)es(pi,χ) z→ pi ⊗ χ
is surjective where Ψ is the set of characters of F 1 of level k, and the size of
each fiber of this map is (q + 1)qk−2, by Corollary 3.6.5. Let sc(G,k) is the
number of essentially scalar supercuspidal representations of G of level k. Then
by Corollary 3.6.6, we have:
sc(G,k) = ⎧⎪⎪⎨⎪⎪⎩(q − 1)S(G,k) if k ∈ Z;0 if k /∈ Z.
4.4 Computing s(G,k) and S(G,k)
We have classified all irreducible supercuspidal representations of G for any
positive level. We have seen that they are one of the following: totally split,
simple and essentially scalar. In each case we counted the number of irreducible
supercuspidal representations of G of level k. In this section, we will give general
formulas for s(G,k) and S(G,k).
The number s(G,k) is obtained by
s(G,k) = sa(G,k) + sb(G,k) + sc(G,k).
Thus,
s(G,k) = ⎧⎪⎪⎨⎪⎪⎩sa(G,k) + sc(G,k) if k ∈ Z;sb(G,k) if k /∈ Z.
For k ∈ Z, we have
S(G,k + 1) = s(G,k + 1
2
) + s(G,k) + S(G,k) (4.1)= (sb(G,k + 12) + sa(G,k)) + qS(G,k) (4.2)
Now sa(G,k) = (q − 1)fa(q)q2k and sb(G,k) = (q − 1)fb(q)q2k for some func-
tions fa(q), fb(q) independent of the choice of k. Now we replace sa(G,k) and
78
sb(G,k + 12) in (4.2) by (q − 1)fa(q)q2k and (q − 1)qfb(q)q2k, we get
S(G,k + 1) = (q − 1) (fa(q) + qfb(q)) q2k + qS(G,k)= (q − 1) (fa(q) + qfb(q)) [q2k + q2k−1] + q2S(G,k − 1)⋮= (q − 1) (fa(q) + qfb(q)) [q2k + q2k−1 + . . . + qk+1] + qks(G,0).
Therefore, we deduce
S(G,k + 1) = (fa(q) + qfb(q)) qk+1(qk − 1) + qks(G,0) (4.3)
In section (4.2), we have s(G,0) = q(q + 1) so
S(G,k + 1) = qk+1 [f(q)(qk − 1) + q(q + 1)] (4.4)
where f(q) = fa(q) + qfb(q).
When k /∈ Z, then k + 1/2 ∈ Z so
S(G,k) = S(G,k + 1
2
) − sb(G,k) .
Now using the formula 4.4, we get
S(G,k) = qk+ 12 [f(q) (qk− 12 − 1) + fb(q)(q − 1)qk− 12 + q(q + 1)]
Finally we summarize the number of irreducible supercuspidal representations
of G by the following table:
k ∈ Z k /∈ Z
s(G,k), k = 0 q(q + 1) -
sa(G,k) 12q(q2 − 1)(q + 1)q2(k−1) 0
sb(G,k) 0 (q2 − 1)q2k−1
sc(G,k) (q − 1)qk(f(q)(qk−1 − 1) + q(q + 1)) 0
S(G,k) qk+1 [f(q)(qk − 1) + q(q + 1)] f(q)(q2k − qk+ 12 ) + fb(q)(q − 1)q2k+q(q + 1)qk+ 12
where
fa(q) = 1
2
q−1(q + 1)2
fb(q) = q−1(q + 1)
f(q) = fa(q) + qfb(q) = 1
2
(q + 1)(q−1 + 3).
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Chapter 5
SUPERCUSPIDAL
REPRESENTATIONS OF
U(2, 1)(F /F0)
In this chapter, Let F = F0[√],  ∈ O×F , be an unramified quadratic extension
of F0. Let
V = an F -vector space of dimension 3,
A = EndF (V ) ≅M3(F ),
G̃ = AutF (V ) ≅ GL3(F ).
Let {e1, e0, e−1} be the standard basis for V . Let h be the hermitian form on V
given by h(v,w) = vTJw, for v,w ∈ V , where
J = ⎛⎜⎝
0 0 1
0 1 0
1 0 0
⎞⎟⎠ .
We define the unitary group G = U(2,1)(F /F0) by
G = {g ∈ GL3(F ) ∶ gTJg = J}.
5.1 Parahoric Subgroups and Filtrations
Let Λ be a self-dual OF-lattice sequence. We can form the parahoric subgroup
P (Λ). The groupG has three conjugacy classes of parahoric subgroups equipped
with standard filtrations. Two of these classes are maximal (the level zero
irreducible smooth representations of G are constructed from these subgroups
as we studied in section (3.8)). The non-maximal is the Iwahori subgroup. The
subgroup P (Λ) is maximal if and only if the period of Λ is either one or two.
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⧫Period One
This case happens when Λ has period one and P (Λ) is maximal and conjugate
to
K = U(2,1)(OF) = GL3(OF) ∩G.
Let K0 =K. The standard filtration of K is, then, given by
Km = (1 +PmK) ∩G, m ≥ 1.
where PmK =$mF AK and
AK = ⎛⎜⎝
OF OF OFOF OF OFOF OF OF
⎞⎟⎠ .
The quotient of K0 modulo K1 is
K0/K1 ≅ U(2,1)(kF /kF0).
Lemma 5.1.1. The size of the group U(2,1)(kF /kF0) is q3(q+1)2(q2 −1)(q2 −
q + 1).
Proof. See [16, Lemma 3.16].
The size of the index [Ki ∶ Ki+1] is q9, for i ≥ 1. We will fix once and for all, a
Haar measure µ on G for which µ(K) = 1.
⧫Period Two
Here Λ has period two and this is the second of the maximal parahoric sub-
groups. Let
P0L = ⎛⎜⎝
OF OF P−1FPF OF OFPF PF OF
⎞⎟⎠ , P1L =
⎛⎜⎝
PF OF OFPF PF OFP2F PF PF
⎞⎟⎠ .
The group P (Λ) is conjugate to
L0 = L =P0L ∩G
The standard filtration of L is
L2m+1 = (1 +$mF P1L) ∩G, L2m = (1 +$mF P0L) ∩G.
We have
L0/L1 ≅ U(1,1)(kF /kF0) ×U(1)(kF /kF0).
Thus, [L ∶ L1] = q(q − 1)(q + 1)3.
We also have, for i ≥ i,
[L2i ∶ L2i+1] = q5 and [L2i−1 ∶ L2i] = q4.
81
⧫Period Three
This is the (non-maximal) Iwahori parahoric subgroup. The parahoric subgroup
P (Λ) is conjugate to the Iwahori subgroup
I = AI ∩G
where
AI = ⎛⎜⎝
OF OF OFPF OF OFPF PF OF
⎞⎟⎠ .
The standard filtration on I is
Im = (1 +PmI ) ∩G.
where PI is the radical of AI and P
m
I = ΠmA where
Π = ⎛⎜⎝
0 1 0
0 0 1
$F 0 0
⎞⎟⎠ .
The quotient of I0 modulo I1 is isomorphic to
GL1(kF ) ×U(1,1)(kF /kF0).
⧫Period Four
Let {e1, e0, e−1} be the standard basis of V and put V 1 = ⟨e1, e−1⟩ and V 2 = ⟨e0⟩.
Let L1 = {L1i ∶ i ∈ Z} be the period 2 self-dual lattice chain on V 1 given by
L10 = OE e1 ⊕OE e−1, L11 = PE e1 ⊕OE e−1 and L2 = {L2i ∶ i ∈ Z} be the period 1
self-dual lattice chain on V 2 given by L20 = OE e0. In order the take the “direct
sum” of these chains to obtain a self-dual lattice sequence in V , we must first
scale them to period 4; then we get Λ given by
Λ(−1) = L10 ⊕L20
Λ(0) = L11 ⊕L20
Λ(1) = L11 ⊕L21
Λ(2) = L11 ⊕L21
This is the sequence for which Pm(Λ) gives the non-standard filtration of the
Iwahori subgroup: for any integers i, j with 0 ≤ j < 4, and 4i + j > 0 the non-
standard filtration of I is
I∗4i+j = (1 +$iFPjI∗)⋂G
where
P0I∗ = ⎛⎜⎝
OF OF OFPF OF OFPF PF OF
⎞⎟⎠ ,P1I∗ =
⎛⎜⎝
PF OF OFPF PF OFPF PF PF
⎞⎟⎠ ,
P2I∗ = ⎛⎜⎝
PF PF OFPF PF PFPF PF PF
⎞⎟⎠ ,P3I∗ =
⎛⎜⎝
PF PF PFPF PF PFP2F PF PF
⎞⎟⎠ .
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Fix a Haar measure µ on G such that µ(K) = 1. Then
Proposition 5.1.2. Let P = P (Λ) be a parahoric subgroup and e = e(Λ). For
m ≥ 0, we have
µ(Pm+1)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
q3(q + 1)(q2 − 1)(q3 + 1)q9m if P conjugate to K(q + 1)(q2 − 1)(q3 + 1)q4m+[m/2] if P conjugate to L(q + 1)(q2 − 1)(q3 + 1)q3m if P conjugate to I and e = 3
q(q + 1)(q2 − 1)(q3 + 1)q2m if P conjugate to I and e = 4
5.2 Level Zero Supercuspidals
Let pi be an irreducible smooth representation of G of level zero. By Theorem
3.4.3, there exists a self-dual OF-lattice sequence such that the restriction of pi to
P = P (Λ) contains an irreducible representation σ trivial on P 1. The group P ∗ =
P /P 1 is either U(2,1)(kF /kF0), if e = 1, or U(1,1)(kF /kF0) ×U(1)(kF /kF0), if
e = 2. We are not considering the period 3 or 4, since the supercuspidals do not
arise from non-maximal P , by Theorem 3.8.1. If σ̃ is the inflation of σ to P ,
then c-IndGP σ̃ is irreducible and supercuspidal and equivalent to pi, by Theorem
3.8.1. The formal degree of pi is given in Propositions 3.8.5 and 3.8.6. Finally,
by Theorem 3.8.7, the number of irreducible supercuspidal representations of G
of level zero is
s(G,0) = (q + 1)(q2 + 1).
5.3 Positive Level Supercuspidals
Let pi be an irreducible smooth representation of G of positive level k. Then by
Theorem 3.4.3, pi contains a fundamental skew stratum [Λ, n, n−1, b], where k =
n/e, e = e(Λ). We classify the representation pi by looking at the characteristic
polynomial ϕb(X) which depends only on the representation pi not the stratum[Λ, n, n − 1, b].
Definition 5.3.1. A skew fundamental stratum [Λ, n, n − 1, b] is called G-split
if the characteristic polynomial ϕb(X) has the form
ϕb(X) = (X − α)(X − (−1)e/gα¯)ϕb2(X)
where α /= (−1)e/gα¯.
Theorem 5.3.2. Let pi be an irreducible smooth representation of G which
contains a G-split stratum. Then pi is not supercuspidal.
Proof. See [34, Theorem 4.9].
For this reason, we will not consider G-split strata as we only interested in
supercuspidals
Here we have six possible cases for ϕb(X), in which two of them are non-integral
level. The possibilities for ϕb(X) are:
1. ϕb(X) = (X − α)3 with α ∈ k×F , α = −α and k /∈ Z. This is the maximal
simple case where the period of Λ is 3 and k = n/3 with (3, n) = 1.
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2. ϕb(X) =X(X−α)2 with α = α and k ∈ 12Z/Z. This is the second possibility
for the non-integral level case.
3. ϕb(X) = (X − α)3 with α ∈ k×F , α = −α and k ∈ Z. This is the essentially
scalar case.
4. ϕb(X) = (X − α)(X − β)(X − γ) with α = −α, β = −β, γ = −γ and α,β, γ
are distinct. This is the totally split case.
5. ϕb(X) is irreducible. This is the maximal simple case with k ∈ Z.
6. Finally, there is the split, but not totally split, case i.e ϕb(X) = ϕb1(X)ϕb2(X)
where ϕb2(X) is polynomial in kF of degree 1 and ϕb1(X) is polynomial
of degree 2 coprime to ϕb2(X) but not irreducible, by Lemma 4.3.1. So
ϕb1(X) = (X − α1)2 and ϕb2(X) = (X − α2), where α1 = −α1, α2 = −α2
and α1 /= α2.
We will study each case and then will count the number of supercuspidals of
G. Then we will give formulas for the number s(G,k) of irreducible super-
cuspidal representations of G of level k and the number S(G,k) of irreducible
supercuspidal representations of G of level strictly less than k.
5.3.1 Maximal Simple and k ∈ 13Z
Let [Λ, n, n − 1, b] be maximal simple of period 3 i.e E = F [b] is a ramified
extension of F of degree 3. The characteristic polynomial ϕb(X) has the form
ϕb(X) = (X − α)3 with α ∈ k×F , α = −α.
We can assume that the lattice sequence Λ is a chain as in section (3.5) and the
maximal parahoric subgroup P = P (Λ) is conjugate to the Iwahori subgroup I,
so we may assume they are equal. Now e(Λ∣OE) = e(Λ∣OF)/e(E/F ) = 1 so
Pm(Λ) ∩E = 1 +PmE , ∀m ≥ 1.
Let Str(k)s be the number of maximal simple strata in A of level k up to G-
intertwining. Then
Lemma 5.3.3. We have
Str(k)s = q − 1.
Proof. Since (3, n) = 1, then n = 3m + 1 or n = 3m + 2 for m ≥ 0. We will prove
the lemma for n = 3m + 2 and the proof is exactly the same for n = 3m + 1. We
have
b ∈P−3m−2− (Λ)/P−3m−1− (Λ).
We can choose b to lie in
⎛⎜⎝
0 p−m−1F ∖ p−mF 0
0 0 p−m−1F ∖ p−mF
p−mF ∖ p1−mF 0 0
⎞⎟⎠ ∩A−
The number of the simple skew strata in A of level (3m+2)/3 up to equivalence
is
(qF − 1)(q − 1).
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Put
b = ⎛⎜⎝
0 x 0
0 0 −x
y 0 0
⎞⎟⎠
where x ∈ p−m−1F ∖ p−mF and y ∈ p−mF ∖ p1−mF with y + y = 0. By Lemma 3.5.1,
the group P (Λ) acts on the set of simple skew strata of level (3m + 2)/3 by
conjugation. Now if g ∈ P 1(Λ), then g−1 is also in P 1(Λ) so we can write
g = 1 +X and g−1 = 1 + Y where X,Y ∈P. We have
gbg−1 ≡ b (mod P1−n)
so we need only consider conjugating by g in
H = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎝
a 0 0
0 d 0
0 0 (a)−1
⎞⎟⎠ ∶ a ∈ k×F , d ∈ k1F
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
where we identify elements of k×F with their Teichmu¨ller lifts in O×F , since P (Λ) =
HP 1(Λ).
Let a ∈ k×F be the unique element such that x ≡ $−m−1F a (mod P−mF ). Now we
conjugate the element b by
g = ⎛⎜⎝
a 0 0
0 1 0
0 0 (a)−1
⎞⎟⎠
We get
g−1bg = ⎛⎜⎝
0 $−m−1F 0
0 0 $−m−1F
$−mF y′ 0 0
⎞⎟⎠ ,
for some skew y′ ∈ O×F . The number of choices for y′ is q − 1. The size of the
stabilizer of the stratum [Λ,3m + 2,3m + 1, b] is
∣StabH(b)∣ = q + 1.
Every orbit has size ∣H ∣/∣StabH(b)∣ elements, which is equal to q2−1 = qF −1. By
Lemma 3.5.1, the G-intertwining of ψb is the same as P (Λ)-conjugacy. Now the
number of P (Λ)-conjugacy classes of simple skew strata of period three which
is:
Str(k)s = (qF − 1)(q − 1)(qF − 1) = q − 1.
The representation pi is constructed as follows: The character ψb∣Pn extends
to a character of P [n/2]+1, which we also call ψb, by Lemma 3.3.6. Recall
that Ext(ψb, Pn) denotes the set of characters P [n/2]+1 which extend ψb∣Pn
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up to G-intertwining. Then the size of Ext(ψb, Pn) is q[(n+1)/2]−1, by Lemma
3.5.3. Let 1H = P [n/2]+1(1 + PE)1; then Γ(ψb, 1H) is the set of characters θb
of 1H such that the restriction of θb to P
[n/2]+1 is ψb. By Lemma 3.7.3, any
θ, θ′ ∈ Γ(ψb, 1H) intertwine if and only if they are equal. Moreover, the size
of Γ(ψb, 1H) is q[n/2] which is independent of the extension ψ to P [n/2]+1 .
Let 1J = P [(n+1)/2](1 + PE)1, then by Heisenberg Lemma, there is a unique
irreducible representation ηb of
1J such that the restriction of ηb to
1H contains
the character θb. Now Let R(Λ, θb) denote the set of representations of J =
P [(n+1)/2]E1 which extend ηb. If ηi ∈ R(Λ, θi) and θi ∈ Γ(Λ, ψb), i = 1,2, and
η1, η2 intertwine, then η1 ≅ η2 and θ1 = θ2, by Lemma 3.7.6. The set R(Λ, θb)
is non-empty, by Lemma 3.7.5, and it has size q + 1, independent of θb. Finally,
the representation c-IndGJ η is irreducible and supercuspidal and equivalent to
pi, by Theorem 3.5.4.
If s3(G,k) denotes the number of irreducible simple supercuspidal representa-
tions of G of level k up to equivalence, then
Theorem 5.3.4. We have
s3(G,k) = (q2 − 1)q3k−1
for k = n/3 /∈ Z.
Lemma 5.3.5. Let pi be an irreducible simple supercuspidal representation of
G of level k = n/3 /∈ Z. Then the formal degree of pi is:
d(pi) = (q2 − 1)(q + 1)3q3k−1
Proof. We have pi ≅ c-IndGJ η where η is an irreducible representation of J which
extends ηb. The dimension of η is equal to the dimension of ηb which is [1J ∶
1H]1/2, which is 1 if n is odd and q when n is even. Now we compute µ(J)−1.
Since P = I, then
µ(J)−1 = µ(I[n+1
2
])−1 .
⎡⎢⎢⎢⎢⎢⎣E1 ∶
⎛⎝1 +P[
n+1
2
]
E
⎞⎠
1⎤⎥⎥⎥⎥⎥⎦
−1
.
The value of µ(I[(n+1)/2])−1 is (q + 1)(q2 − 1)(q3 + 1)q3([(n+1)/2]−1) by Lemma
5.1.2 and the size of the index [E1 ∶ (1 + P[(n+1)/2]F )1] is (q + 1)q[(n+1)/2]−1).
Finally,
d(pi) = dim(η)µ(J)−1 = (q2 − 1)(q3 + 1)q3k−1.
5.3.2 Level in 12Z
Let [Λ, n, n − 1, b] be split, but not G-split, of level k = n/e ∈ 1
2
Z/Z. The
characteristic polynomial ϕb(X) has the form X(X − α)2 with α = α. There
exist finite dimensional vector spaces V i over F , i = 1,2, in which h∣V i×V i is
non-degenerate and V = V 1 ⊕ V 2 is orthogonal, and
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1. Λ = Λ1 ⊕ Λ2, where Λi(k) = Λ(k) ∩ V i, k ∈ Z and Λi is a self dual lattice
sequence in V i;
2. b = b1 ⊕ b2 for bi ∈ Ai = EndF (V i) and νΛi(bi) = −n.
Then we can write
[Λ, n, n − 1, b] = [Λ1, n, n − 1, b1]⊕ [Λ2, n, n − 1, b2],
with E1/F is ramified quadratic and E2 = F where Ei = F [bi] for i = 1,2.
We may assume b2 = 0 because n/e /∈ Z but, for b2 /= 0, vF (b2) ∈ Z so b2 ≡ 0(mod P1−n(Λ)).
Remark 5.3.6. Since the stratum [Λi, n, n−1, bi], i = 1,2, is a maximal simple
skew stratum, the lattice sequence Λi, i = 1,2, is a multiple of some chain Li so
ei = e(Λi) =mie(Li)
for some positive integer mi. In fact, e(L1) = 2 as E1/F is ramified and e(L2) =
1 as V 2 is 1-dimensional. So m2 = e(ΛOF) = 2m1 and n = tm1, for some
t ∈ Z/2Z.
Remark 5.3.7. We have two cases for the group U(V 1):
(a) Let {e1, e0, e−1} be the standard basis of V with h(e0, e0) = 1. Put V 1 =⟨e1, e−1⟩ and V 2 = ⟨e0⟩, then U(V 1) = U(1,1)(F /F0) and U(V 2) = U(1)(F /F0).
Here the period of Λ is 4 and Pm(Λ) gives the non-standard filtration of
the Iwahori subgroup, as we explained in Section 5.1.
(b) Let {e1, e0, e−1} be a basis for V such that h(e0, e0) = 1 and h(e1, e1) =
h(e−1, e−1) = $F . Put V 1 = ⟨e1, e−1⟩ and V 2 = ⟨e0⟩, then U(V 1) =
U(2)(F /F0) and U(V 2) = U(1)(F /F0). Now let Λ1 = {L1i ∶ i ∈ Z} be the
multiple of period 2 self-dual lattice on V 1 given by L10 = OE e1 ⊕OE e−1,
L11 = PE e1⊕OE e−1 and Λ2 = {L2i ∶ i ∈ Z} be a self-dual lattice sequence on
V 2 of a period multiple of 1 given by L20 = OE e0. Then the direct sum of
these self-dual lattices is a self-dual lattice sequence Λ given by
Λ(−1) = L10 ⊕L20
Λ(0) = L11 ⊕L20.
The period of Λ is 2 and Pm(Λ) gives filtration on L.
Let Str(k)s be the number of split, but not G-split, skew strata in A of level k
upto G-intertwining, then since b2 = 0, we deduce:
Lemma 5.3.8. We have Str(t)m = q − 1.
Proof. When U(V 1) = U(1,1)(F /F0), then the proof given by Lemma 4.3.4.
Now let U(V 1) = U(2)(F /F0), where V 1 has the basis {e1, e−1} with h(e1, e1) =
h(e−1, e−1) =$F . Now
if b = (x y
z w
) , then b¯ = ( x¯ z¯$−1F
y¯$F w¯
) .
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So b = −b¯ if and only if x = −x¯,w = −w¯ and z = $F y¯. The element b ∈ P−2m−1/
P−2m so it has the form
b = ( 0 y
$F y¯ 0
)
where y ∈ k×F . We conjugate b by element g in P /P 1, so let
g = (a 0
0 b
) .
Then
g−1bg = ( 0 ab¯y
$F a¯by¯ 0
)
Finally, the number of orbits is Str(t)m = ∣k×F ∣/∣k1F ∣ = q − 1.
Define the following subgroups
1H = 1H(Λ) = (P 1 ∩B).P [n2 ]+1
1J = 1J(Λ) = (P 1 ∩B).P [n+12 ]
J = J(Λ) = (P ∩B).P [n+12 ].
where B is the centralizer of b in G and P = P (Λ).
Suppose pi is an irreducible supercuspidal representation of G which contains
the stratum [Λ, n, n − 1, b], then `(pi) = k and the character ψb1⊕0 of Pn is
contained in pi. By Lemma 3.3.6, the character ψb1⊕0∣Pn extends to a character
ψb1⊕b2 ∣P [n/2]+1. We denote the set of characters ψb1⊕b2 ∣P [n/2]+1 which extend
ψb1⊕0∣Pn up to G-intertwining by Ext(ψb1⊕0, Pn).
Lemma 5.3.9. We have
∣Ext(ψb1⊕0, Pn)∣ = q[ t−12 ]q[ t−14 ].
Proof. By [32, Theorem 4.9], we have
IG (ψb1⊕b2 ∣P [n2 ]+1) ⊆ JIL (ψb1⊕b2 ∣P [n2 ]+1)J
where L = U(1,1)(F /F0)×U(1)(F /F0). Since J normalizes the character ψb1⊕0,
then ∣Ext (ψb1⊕0, Pn)∣ = ∣Ext (ψb1 , Pn(Λ1))∣ . ∣Ext (ψ0, Pn(Λ2))∣ .
By Lemma 3.5.3, we get
∣Ext (ψb1⊕0, Pn)∣ = [(1 +PE1)1 ∶ (1 +P[ t−12 ]+1E1 )1] . [(1 +PF)1 ∶ (1 +P[ t−14 ]+1F )1]
= q[ t−12 ]q[ t−14 ].
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Consider the quotient 1H/P [n/2]+1. It is isomorphic to
(P 1(Λ) ∩B) / (P [n2 ]+1(Λ) ∩B) (5.1)
Since P i+1(Λ)∩B = P [i/e1]+1E1 (Λ1)×P [i/e2]+1F (Λ2), for i ≥ 0, then (5.1) isomorphic
to
(P 1E1(Λ1)/P [ t2 ]+1E1 (Λ1)) × (P 1F (Λ1)/P [ t4 ]+1F (Λ2)) .
This is a product of cyclic groups and since the group 1H normalizes the char-
acter ψb1⊕b2 ∣P [n/2]+1 then the character ψb1⊕b2 extends to a character θb of 1H
and the set of such extensions is denoted by Γ(Λ, ψb1⊕b2). Any two characters
θ1, θ2 ∈ Γ(Λ, ψb1⊕b2) intertwine in G if and only if they are equal, by Lemma
3.7.3. We, then, have the following proposition,
Proposition 5.3.10. The size of the set Γ(Λ, ψb1⊕b2) is q[t/2]q[t/4], independent
of the choice of ψb1⊕b2 .
Proof. The size of Γ(Λ, ψb1⊕b2) is
∣Γ(Λ, ψb1⊕b2)∣ = [P 1E1(Λ1) ∶ P [ t2 ]+1E1 (Λ1)] . [P 1F (Λ1) ∶ P [ t4 ]+1F (Λ2)] .
By Heisenberg Lemma 3.7.4, there is a unique irreducible representation ηb of
1J such that the restriction of ηb to
1H contains the character θb.
Lemma 5.3.11. The representation ηb extends to a representation κ of J .
Proof. This follows from Lemma 3.7.5 since
J/1J ≅ k1E1 × k1F .
Recall that R(Λ, θb) is the set of representations κ of J which extend ηb.
Lemma 5.3.12. Let κ1, κ2 ∈R(Λ, θb). If they intertwine, then κ1 ≅ κ2.
Proof. If g ∈ G intertwines κ1 with κ2 then it must intertwine the character θb
(so g also intertwines ψb1⊕b2). Therefore g ∈ J , but then g normalizes both κ1
and κ2. Hence κ1 ≅ κ2.
Now we can deduce
∣R(Λ, θb)∣ = ∣k1E1 ∣.∣k1F ∣ = (q + 1)2.
which is independent of the choice of θb. Now the representation c-Ind
G
J κ is
irreducible and supercuspidal, by Theorem 1.10.6, since the intertwining of κ in
G is J .
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Let s2(G,k) be the number of irreducible supercuspidal representations of G of
level k up to equivalence, and Let s2(G,e, k) be the number of irreducible su-
percuspidal representations of G of level k and Λ has period e up to equivalence,
then we have the following Theorem
Theorem 5.3.13. We have
s2(G,e, k) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
(q − 1)(q + 1)2q3k− 32 if 2k ≡ 1 (mod 4);(q − 1)(q + 1)2q3k− 52 if 2k ≡ 3 (mod 4).
and s2(G,k) = 2s2(G,e, k).
Now we compute the formal degree for c-IndGJ κ.
Lemma 5.3.14. The formal degree of pi is
d(pi) = ⎧⎪⎪⎨⎪⎪⎩(q − 1)(q
3 + 1)q2k+[ k−12 ]−γt−1 if e = 2;(q − 1)(q3 + 1)q4k−γt+1 if e = 4.
where γt = [(t − 1)/2] + [(t − 1)/4]
Proof. When e(Λ) = 2, then n must be odd so the dimension of η is one. When
e(Λ) = 4, then n must have the form 2t, where is t is positive odd integer, so
the dimension of η is [1J ∶ 1H]1/2 which is equal to q. Now we compute µ(J)−1.
µ(J)−1 = µ(P [n+12 ])−1 [P ∩B ∶ P [n+12 ] ∩B]−1 .
By Proposition 5.1.2, µ(P [(n+1)/2])−1 is (q+1)(q2−1)(q3+1)qn−1+[(n−1)/4] when
e = 2 (n is odd and n = 2k) and (q + 1)(q2 − 1)(q3 + 1)qn (n is even) when
e = 4, by Proposition 5.1.2. The size of the index [P ∩ B ∶ P [(n+1)/2] ∩ B] is(q + 1)2q[(t−2)/2]q[(t−1)/4].
5.3.3 Essentially Scalar
Let pi be essentially scalar i.e k ∈ Z so e∣n and the characteristic polynomial
ϕb(X) has the form (X −α)3, where α ∈ k×F and α = −α. If Str(k)es denotes the
number of essentially scalar skew strata in A of level k up to G-intertwining,
then by Lemma 3.6.2, Str(k)es = q − 1.
By Lemma 3.6.3, there exists a character χ of G such that the twist of pi by χ
contains a skew stratum of level strictly less than k. By Proposition 3.6.4, the
map
Rep(G,< k) ×Ψ Ð→ Rep(G,k)es(pi,χ) z→ pi ⊗ χ
is surjective and the size of each fiber of this map is (q+1)qk−2 by Corollary 3.6.5.
Let ses1 (G,k) denotes the number of irreducible essentially scalar supercuspidal
representations of G of level k, then by Corollary 3.6.6, we have
ses(G,k) = (q − 1)S(G,k).
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5.3.4 Maximal Simple and k ∈ Z
Here in this section we will consider [Λ, n, n − 1, b] to be maximal simple of
integral level k i.e e = e(Λ) = 1 (so k = n) and E = F [b] is an unramified
extension of F of degree 3. Moreover, the characteristic polynomial ϕb(X) is
irreducible. As in section (3.5) we can assume that Λ is a chain. The parahoric
subgroup P = P (Λ) is conjugate to K, so we may assume that P = K. Thus,
e(Λ∣OE) = 1 so
Pm ∩E1 = (1 +PmE )1, ∀m ≥ 1.
Theorem 5.3.15. The number of maximal simple skew unramified strata of
level k ∈ Z up to G-intertwining is
Str(k)s = 1
3
q(q2 − 1).
Proof. The number of maximal simple skew strata of level k is equal to the num-
ber of characteristic polynomials of y, by Lemma 3.4.8. Every such polynomial
is the minimal polynomial of some skew element in kF , where [kF ∶ kF0] = 3.
The number of skew elements is q3, all but q of which are not in kF0 . If y is one
of these elements, then the minimal characteristic polynomial of y is of the re-
quired form, but has 3 roots (each of which has the same minimal characteristic
polynomial) so the number of irreducible polynomials is (q3 − q)/3.
We constructed pi in the general case in section (3.7) and, in specific case, the
irreducible simple supercuspidal representation of G of level n/3 /∈ Z in section
(5.3.1) so we will not repeat the construction but we will give some facts we
need.
The number of characters of P [n/2]+1 which extends ψb∣Pn up to G-intertwining
is ∣Ext(ψb, Pn)∣ = q[(n+1)/2]−1E1,0 = q3([(n+1)/2]−1), by Lemma 3.5.3. The num-
ber of characters θb of
1H = P [n/2]+1(1 + PE)1 which extend ψb∣P [n/2]+1 is∣Γ(Λ, ψb)∣ = qnE1,0 = q3[n/2], by Section (3.7). The number of representations
η of J = P [(n+1)/2]E1 which extend ηb∣1J , where 1J = P [(n+1)/2](1 + PE)1, is∣R(Λ, θb)∣ = (q3 + 1). Finally, if s1(G,k) denotes the number of irreducible sim-
ple supercuspidal representations of G of level k ∈ Z, up to equivalence then we
deduce
Theorem 5.3.16. We have
s1(G,k) = 1
3
q(q2 − 1)(q3 + 1)q3(k−1).
Now we compute the formal degree for pi
Lemma 5.3.17. Let pi ≅ c-IndGJ η, for η ∈ R(Λ, ψb), be an irreducible simple
supercuspidal representation of G of level k ∈ Z. Then the formal degree of pi is:
d(pi) = (q2 − 1)(q + 1)3q3k−1
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Proof. The dimension of η is [1J ∶ 1H]1/2 which is 1 if n is odd and q3 if n is
even. Now we compute µ(J)−1, Note that P =K so
µ(J)−1 = [K ∶ J] = µ(P [n+12 ])−1 .⎡⎢⎢⎢⎢⎣F 1 ∶ (1 +P[
n+1
2
]
E )1⎤⎥⎥⎥⎥⎦
−1
By Proposition 5.1.2, µ(P [(n+1)/2])−1 = q3(q+1)(q2−1)(q3+1)q9([(n+1)/2]−1) and
since k = n, then
d(pi) = (q2 − 1)(q + 1)q3k.
5.3.5 Totally Split
Let [Λ, n, n − 1, b] be totally split i.e k = n/e ∈ Z (so e∣n) and the characteristic
polynomial ϕb(X) has the form(X − α1)(X − α2)(X − α3)
where α ∈ k×F with αi = −αi, i = 1,2,3, and αj /= αi for j /= i. If Str(k)ts is the
number of totally split skew strata in A of level k up to G-intertwining, then
Str(k)ts = 1
6
q(q − 1)(q − 2),
by Lemma 3.9.3.
Now pi is constructed as follows: first we extend ψb∣Pn to ψb∣P [n/2]+1 and the
number of these extensions up to G-intertwining is ∣Ext(ψb, Pn)∣ = q3([k/2]−1),
by Lemma 3.9.4. The character ψb∣P [n/2]+1 extends to a character θb of 1H =
P [n/2]+1((1 +PF)1)3 in which any two extensions do not intertwine by Lemma
3.7.3. The number of these extensions is ∣Γ(Λ, ψb)∣ = q3[k/2], by Proposition
3.9.5. By Heisenberg Lemma, there is a unique irreducible representation ηb of
1J = P [(n+1)/2]((1 + PF)1)3 such that the restriction of ηb to 1H contains θb.
Now the representation ηb extends to a representation η of J = P [(n+1)/2](F 1)3,
by Lemma 3.7.5, and any two extensions intertwine if and only if they are
equivalent, by Lemma 3.7.6. The set of the representations η of J which extend
ηb is denoted by R(Λ, θb) and the size of this set is (q+1)3, by Proposition 3.9.6.
Now the representation c-IndGJ η is irreducible and supercuspidal and equivalent
to pi, Theorem 3.7.7.
Denote by sts(G,Λ, k), the number of irreducible totally split supercuspidal
representations of G of level k = n/e up to equivalence, then
Theorem 5.3.18. We have
sts(G,Λ, k) = 1
6
q(q − 1)(q − 2)(q + 1)3q3(k−1).
Recall that sts(G,k) is the number of irreducible supercuspidal representations
of G of level k which contain a skew totally split stratum. By Remark 3.9.8, we
have
sts(G,Λ, k) ≤ sts(G,k) ≤ 4sts(G,Λ, k).
We will assume sts(G,k) = sts(G,Λ, k).
We conclude this section by computing the formal degree of pi.
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Lemma 5.3.19. Let pi ≅ c-IndGJ η, for η ∈ R(Λ, ψb), be an irreducible totally
split supercuspidal representation of G of level k = n/e. Then the formal degree
of pi is:
d(pi) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(q − 1)(q2 − q + 1)q3k if e = 1(q − 1)(q2 − q + 1)q3k−2 if e = 2 and n ≡ 0 (mod 4)(q − 1)(q2 − q + 1)q3k−1 if e = 2 and n ≡ 2 (mod 4)
Proof. When e = 1, the dimension of η is 1 if n is odd and q3 if n is even. By
Proposition 5.1.2, we have µ(P [(n+1)/2])−1 = q3(q+1)(q2−1)(q3+1)q9([(n+1)/2]−1).
When e = 2, then n must be even and the dimension of η is q2 and by Proposition
5.1.2, we have µ(P [(n+1)/2])−1 = (q + 1)(q2 − 1)(q3 + 1)q4([(n+1)/2]−1)+[(n−1)/4].
Finally,
µ(J)−1 = µ(P [n+12 ])−1 .⎡⎢⎢⎢⎢⎢⎣F 1 ∶
⎛⎝1 +P[
n−1
2e
]+1
F
⎞⎠
1⎤⎥⎥⎥⎥⎥⎦
−3
and the size of the index [F 1 ∶ (1 +P[(n−1)/2e]+1F )1] is (q + 1)q[(n−1)/2e]+1.
5.3.6 Split
Let [Λ, n, n − 1, b] be split, but not totally split. The characteristic polynomial
ϕb(X) has the form (X − α)2(X − β), α, β ∈ kF
with α = −α, β = −β and α /= β.
There exist finite-dimensional vector spaces V i over F , i = 1,2, in which h∣V i×V i
is non-degenerate and V = V 1 ⊕ V 2 is orthogonal, and
1. Λ = Λ1 ⊕ Λ2, where Λi(k) = Λ(k) ∩ V i, k ∈ Z and Λi is a self dual lattice
sequence in V i.
2. b = b1⊕b2 for bi ∈ Ai = EndF (V i) and νΛ1(b2) = −n and b2 is Λ2-invertible;
Remark 5.3.20. For i is 1 or 2, the space V i has dimension one and bi is
scalar. Twisting pi by a character of G, we may assume that V 1 has dimension
two with b1 is Λ
1-invertible and V 2 has dimension one. The group G2 = U(V 2),
then, is U(1)(F /F0) and G1 = U(V 1) is either U(2)(F /F0) or U(1,1)(F /F0)
depending on the period e, by Remark 5.3.7.
There are q(q − 1) choices for ϕb(X) but, by twisting, we can assume α = 0,
β /= 0 which leaves us with q − 1 choices for ϕb(X).
Remark 5.3.21. The level k of pi is in Z i.e. e divides n.
We can write the stratum [Λ, n, n − 1, b] as follows:
[Λ1, n, n − 1, b1]⊕ [Λ2, n, n − 1, b2].
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where b2 ∈ F is a L2-invertible with valuation −k where Λ2 is a multiple of some
chain L2 of period 1 so Pm+1(Λ2) = P [m/e]+1(L2).
If {e−1, e1} (or {e1, e−1}) and {e0} (or {e0}) are Witt bases for V 1 and V 2
respectively, then the union of these is a bases for V and the form h on V has
the matrix ⎛⎜⎝
0 1 0
1 0 0
0 0 1
⎞⎟⎠ or
⎛⎜⎝
1 0 0
0 $F 0
0 0 $F
⎞⎟⎠ .
We can represents b as a matrix
b = (b1 0
0 b2
) .
where bi ∈ End(V i), bi = −bi, i = 1,2. We will write all matrices with respect of
the basis {e1, e−1, e0} (or {e1, e−1, e0}) in this section.
In the following we define some OF-lattices in A which are stable under the
involution.
rh1 = ⎛⎝ Pr(Λ1) P[
n
2 ]+1
12 (Λ)
P
[n2 ]+1
21 (Λ) Pn(Λ2) ⎞⎠
rh2 = ⎛⎝Pr+1(Λ1) P[
n
2 ]+1
12 (Λ)
P
[n2 ]+1
21 (Λ) Pn+1(Λ2) ⎞⎠
rJ1 = ⎛⎝ Pr(Λ1) P[
n+1
2 ]
12 (Λ)
P
[n+12 ]
21 (Λ) Pn(Λ2) ⎞⎠ .
Now put
rHi = (1 + rhi) ∩G and rJ1 = (1 + rJ1) ∩G
where i = 1,2. When r = n, put Hi = nHi, i = 1,2, and J1 = nJ1 (nhi = hi and
nj1 = j1). If n is odd, then nH1 = nJ1.
Proposition 5.3.22. 1. The sets Hi, i = 1,2, and J1 are compact open sub-
groups of G.
2. The map x↦ 1 + x induces an isomorphism
h−1/h−2 Ð→H1/H2.
3. We have
h∗1 = ⎛⎝P1−n(Λ1) P−[
n
2 ]
12 (Λ)
P
−[n2 ]
21 (Λ) P1−n(Λ2)⎞⎠ and h∗2 = ⎛⎝P
−n(Λ1) P−[n2 ]12 (Λ)
P
−[n2 ]
21 (Λ) P−n(Λ2) ⎞⎠ .
Proof. See [20, §2].
We define the character ψb of H1 as
ψb(1 + x) = ψA(bx), x ∈ h1.
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Theorem 5.3.23. We have
IG(ψb∣H1) = J1 (IG1(ψb1) × IG2(ψb2))J1
where ψbi is the character P
n(Λi), i = 1,2.
Proof. See [3, 5.2.2].
The sequence
1→H1/H2 → J1/H2 → J1/H1 → 1
is exact and, in fact, H1/H2 lies in the center of J1/H2. Therefore, J1/H2 is a
central extension of J1/H1 by H1/H2.
Lemma 5.3.24. The pairing
(x, y)↦ ψb([x, y]), for x, y ∈ J1,
is a non-degenerate alternating bilinear form on J1/H1.
Proof. See [33, Proposition 4.1].
Lemma 5.3.25. There exists a unique irreducible representation ηb of J1 such
that the restriction of ηb to H1 contains the character ψb (in fact, it is a multiple
of ψb). Moreover,
dim(ηb) = √[J1 ∶H1].
Proof. See Lemma 3.7.4.
The following Lemma is important for our classification of pi.
Lemma 5.3.26. There exists a self dual lattice sequence Λ′ and an integer
r ∈ {0, . . . , ke} such that pi contains either:
1. (r > 0) the character ψb′1⊕b2 of rH1(Λ′) such that the stratum [Λ′1, r, r −
1, b′1] is fundamental.
2. (r = 0) the irreducible representation of
0H1(Λ′)/1H1(Λ′) ≅ P (Λ′1)/P 1(Λ′1) × P ke(Λ′2)/P ke+1(Λ′2).
and such representation has the form ρ⊗ ψb2 with ρ is cuspidal.
Proof. See [2, Lemma 5.6.1].
Here we have four different cases for the representation pi depending on the type
of the stratum [Λ′1, r, r − 1, b′1]. These cases are:
(a) essentially scalar;
(b) split, but not G split;
(c) minimal non scalar;
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(d) r = 0.
Remark 5.3.27. The reason we do not consider G-split is because the repre-
sentation pi is supercuspidal (see [34, Theorem 4.9]).
Before we investigate each case, we need the following Lemma: let ψb be a
character of rH1(Λ) = (1 + rh1(Λ)) ∩G and ψ = ψb′ be characters of r′H(Λ′) =(1 + r′h1(Λ′)) ∩G and L = U(1,1)(F /F0) ×U(1)(F /F0). Let L = L̃ ∩G and let
ψ̃b and ψ̃b′ be characters of rH̃1(Λ) = 1 + rh1(Λ) and r′H̃1(Λ′) = 1 + r′h1(Λ′).
The characters ψ̃b and ψ̃b′ are defined the same as ψb and ψb′ .
Lemma 5.3.28. IG(ψb, ψb′) = nJ1(Λ)IL(ψb∣rH1(Λ)∩L, ψb′ ∣r′H1(Λ′)∩L)nJ1(Λ′).
Proof. Surely we have
IG(ψ̃b, ψ̃b′) ⊆ IG(ψ̃b∣nH̃1(Λ), ψ̃b′ ∣nH̃1(Λ′)).
By restricting ψ̃b, ψ̃b′ to nH̃1(Λ),nH̃1(Λ′), we get b = 0 ⊕ b2 = b′. Now let
g ∈ IG(ψ̃b∣nH̃1(Λ), ψ̃b′ ∣nH̃1(Λ′)), then there exists x ∈ nh∗1(Λ) and x′ ∈ nh∗1(Λ′) such
that
g−1(b + x)g = b + x′.
where
nh∗1(Λ) = ⎛⎜⎝P1−n(Λ1) P
−[n
2
]
12 (Λ)
P
−[n
2
]
21 (Λ) P1−n(Λ2)
⎞⎟⎠ , nh∗1(Λ′) =
⎛⎜⎝P1−n(Λ1
′) P−[n2 ]12 (Λ′)
P
−[n
2
]
21 (Λ′) P1−n(Λ2′)
⎞⎟⎠
By [2, Lemma 5.10(2)], there exists j ∈ nJ̃1(Λ) = 1 + nj1(Λ) and j′ ∈ nJ̃1(Λ′) =
1 + nj(Λ′) such that
j(b + x)j−1 = b + y ∈ (b + nh∗1(Λ))⋂(A11 00 A22)
and
j′(b + x)j′−1 = b + y′ ∈ (b + nh∗1(Λ′))⋂(A11 00 A22)
where y ∈ nh∗1(Λ) and y′ ∈ nh∗1(Λ′). Now put h = jgj′−1, then we have
h(b + y)h−1 = b + y′ ⇒ h12 = h21 = 0⇒ h ∈ L̃.
This implies that
IGL3(ψ̃b, ψ̃b′) ⊆ nJ̃1(Λ)IL̃(ψ̃b∣nH̃1(Λ)∩L̃, ψ̃b′ ∣nH̃1(Λ)∩L̃)nJ̃1(Λ′).
Now by [33, Corollary 2.5],we get
IG(ψb, ψb′) = IGL3(ψ̃b, ψ̃b′)⋂G
and by the same proof as Theorem 2.3 in [32], we deduce
IG(ψb, ψb′) ⊆ nJ̃1(Λ)L̃nJ̃1(Λ′)⋂G = nJ1(Λ)IL(ψb∣rH1(Λ)∩L, ψb′ ∣r′H1(Λ′)∩L)nJ1(Λ′),
since the groups nJ1(Λ),nJ1(Λ′) normalize the characters ψb, ψb′ .
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In particular, this Lemma implies that the four cases (a), (b), (c) and (d) are
disjoint i.e we cannot get the same supercuspidal representation from different
cases. The reason is that if pi contains two characters ψb′1⊕b2 and ψb′′1⊕b2 of
rH(Λ′), by Lemma 5.3.28, the strata [Λ′1, r, r−1, b′1] and [Λ′1, r, r−1, b′′1 ] inter-
twine. By Lemma 3.4.8, they have the same characteristic polynomial so they
must be the same type.
(a) [Λ′1, r, r − 1, b′1] is essentially scalar
Here we will consider the stratum [Λ′1, r, r − 1, b′1] to be essentially scalar so
t = r/e1 ∈ Z, where e1 = e(Λ′1) and ϕb′1(X) = (X − α)2, where α ∈ k×F and
α = −α.
Let A<t be the set of irreducible supercuspidal representations of G of level k
which contain a character ψb′′1⊕b2 of r′′H(Λ′′) with r′′/e(Λ′′) < t, where b2 is
fixed. Let Aest be the set of irreducible supercuspidal representations of G of
level k which contain a character ψb′1⊕b2 of rH(Λ′) with b′1 is essentially scalar
with t = r/e(Λ′) and b2 fixed. Let Ψt denote the set of characters of F 1 of level
t. Then we have the following Lemma
Proposition 5.3.29. For pi ∈ A<t and a character χ of F 1 of level t, we have
pi ⊗ χ ○ det ∈ Aest .
Proof. By Lemma 3.4.5 we have
`(pi ⊗ χ ○ det) = max{`(pi), `(χ)} = `(pi).
Suppose pi contains ψb′′1⊕b2 of r′′H(Λ′′), with r′′/e(Λ′′) < t and put r = te(Λ′′).
The restriction of the character χ to the group rH(Λ′′) is a character of the
form ψc, where c =$−rF c0 ∈ (P−rF )−, defined by
ψc(1 + x) = ψF ○ det (cx) , 1 + x ∈ rH(Λ′).
Now the restriction of the representation pi⊗χ○det to the group rH(Λ′′) contains
the character ψc+b′1⊕c+b2 . If vΛ′′1 (b′′1) = r′′ < r then ψc+b′′1⊕c+b2 = ψc⊕c+b2 and[Λ′′1, r, r − 1, c] is scalar. Thus pi ⊗ χ ○ det ∈ Aest .
Theorem 5.3.30. Let pi,pi′ ∈ A<t and χ,χ′ be characters of F 1 of level t. If
pi ⊗ χ ○ det ≅ pi′ ⊗ χ′ ○ det then `(χ′χ−1) < t.
Proof. If `(χ′χ−1) = t, then by Proposition 5.3.29, pi′⊗χ′χ−1 ○det ∈ Aest . On the
other hand, the representation pi′ ⊗ χ′χ−1 ○ det is isomorphic to pi which lies in
A<t. This is impossible as pi contains some character ψb′′1⊕b2 of r′′H1(Λ′′) within
r′′/e(Λ′′) < t and pi′⊗χ′χ−1○det contains some character ψb′1⊕b2 of rH1(Λ′1) and
the two characters intertwine. By Lemma 5.3.28, [Λ′′, r′′, r′′ − 1, b′′1 ] intertwines
with [Λ′, r, r − 1, b′1] and since they are both fundamental, then they have the
same level, contradiction.
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Lemma 5.3.31. The map
A<t ×Ψt Ð→ Aest(pi,χ) z→ pi ⊗ χ.
is surjective.
Proof. Let pi ∈ Aest , then pi contains a character ψb′1⊕b2 of rH1(Λ′) with b′1
essentially scalar with t = r/e and b2 fixed. There exists a character χ of F 1 such
that χ ○det ∣P r(Λ′) = ψλ, for some λ ∈$−rF O×F . Now the character χ has level t.
The representation pi ⊗ χ−1 ○ det contains the character ψb′1−λ⊕b2−λ of rH1(Λ′),
but b′1 ≡ λ (mod P1−n(Λ′1)), since r ≤ 1 − n, and hence pi ⊗ χ−1 ○ det ∈ A<t.
Lemma 5.3.32. The fibers of the map in Lemma 5.3.31 is
X = {(piψ,χψ−1) ∶ ψ is a character of F 1 of level < t}.
and the size of each fiber is (q + 1)qt−2.
Proof. Let pi ∈ A<t and χ ∈ Ψ such that pi ⊗ χ ∈ Aest and consider the set
Fib(pi ⊗ χ) = {(pi′, ψ) ∶ pi′ ∈ A<t, for some t , χ′ ∈ Ψt and pi′ ⊗ χ′ ≅ pi ⊗ χ}.
The set Fib(pi ⊗ χ) is not-empty since it contains the pair (pi,χ). Now let
pi′ ∈ A<t and χ′ ∈ Ψt such that pi′⊗χ′ ≅ pi⊗χ. So we have pi′ ≅ pi⊗χχ′−1, within
`(χχ′−1) < t, by Theorem 5.3.30. Put ψ−1 = χχ′−1, a character ψ of F 1 of level< t. Now pi′ ≅ pi ⊗ χχ′−1 ≅ piψ−1 and(pi′, χ′) = (piψ−1, χψ).
Let ses6 (t) denote the number of irreducible supercuspidal representations of G
of level k which contain a character ψb′1⊕b2 of rH(Λ′) where b′1 is essentially
scalar and b2 is fixed. Let S
∗
6 (t) denote the number of irreducible supercuspidal
representations of G of level strictly less than t which contain a character ψb′1⊕b2
of rH(Λ′) where b′1 is minimal non-scalar or split and b2 is fixed. The size of
Ψt is (q + 1)(q − 1)qt−2, by Corollary 3.6.6, so we have the following
Corollary 5.3.33. We have
ses6 (t) = (q − 1)S∗6 (k)
(b) [Λ′1, r, r − 1, b′1] is split, but not G-split
Let [Λ′1, r, r − 1, b′1] be a split, but not G-split, stratum. Then t = r/e ∈ Z and
ϕb′1(X) = (X − α1)(X − α2)
where αi = −αi, i = 1,2, and α1 /= α2. If Strb(t)sp denotes the number of split
strata of level t, up to G-intertwining then Strb(t)sp = q(q − 1)/2, by Lemma
3.9.3. In fact, the number Strb(t)sp is for the case U(V 1) = U(1,1)(F /F0),
however, in the case U(V 1) = U(2)(F /F0), the number Strb(t)sp is the same
and, also, the same proof.
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Remark 5.3.34. Note that the group U(V 1) is either U(1,1)(F /F0) or U(2)(F /F0).
Although they are different groups, but the construction of supercuspidals is ex-
actly the same.
We construct the representation pi as follows: pi contains the character ψb′1⊕b2 of
rH1(Λ′) which extends to ψb′1⊕b2 ∣[r/2]+1H1(Λ′). The set of these extensions up
to G-intertwining is denoted by Ext(ψb′1⊕b2 , rH1(Λ′)) and the size of this set is
∣Ext(ψb′1⊕b2 , rH1(Λ′))∣ = ⎡⎢⎢⎢⎢⎣(1 +PF)1 ∶ (1 +P[
t−1
2
]+1
F )1⎤⎥⎥⎥⎥⎦
2
= q2([ t−12 ]).
Now the character ψb′1⊕b2 ∣[r/2]+1H1(Λ′) extends a character θb′1⊕b2 of 1H =[r/2]+1H1(Λ′).(B ∩G) ∩ P 1(Λ′), where B is the centralizer of b′1 ⊕ b2 in A. We
denote the set of these extensions by Γ(Λ′, ψb′1⊕b2). Let θ1, θ2 ∈ Γ(Λ′, ψb′1⊕b2).
Let g ∈ G intertwines both characters, then g ∈ J = [(r+1)/2]J1.(B ∩G) ∩ P (Λ′).
The group J normalizes both charcters θ1, θ2, so θ1 = θ2. Now the quotient
1H/[r/2]+1H1(Λ′) is isomorphic to
(1 +PF)1/ (1 +P[t/2]+1F )1 × (1 +PF)1/ (1 +P[t/2]+1F )1 × (1 +PF)1/(1 +PkF )1.
Thus, ∣Γ(Λ′, ψb′1⊕b2)∣ = q2[t/2]qk−1. By Heisenberg Lemma, there is a unique ir-
reducible representation ηb′1⊕b2 of 1J = [(r+1)/2]J1.(B∩G)∩P 1(Λ′) such that the
restriction of ηb′1⊕b2 to 1H contains θb′1⊕b2 . By Lemma 3.7.5, the representation
ηb′1⊕b2 of 1J extends to a representation η of J and the number of these exten-
sions is ∣R(Λ′, θb′1⊕b2)∣ = (q + 1)3. Now the representation c-IndGJ η is irreducible
and supercuspidal and equivalent to pi.
The number of irreducible supercuspidal representations of G of level k which
contain a character ψb′1⊕b2 of rH(Λ′), where b′1 is split and both Λ′1, b2 fixed
denoted by sb(Λ′1, t). The number of irreducible supercuspidal representations
of G of level k which contain a character ψb′1⊕b2 of rH(Λ′), where b′1 is split and
b1 fixed denoted by sb(t). so
sb(Λ′, t) = 12(q − 1)(q + 1)3q2(t−1)qk
Remark 5.3.35. We have asked a question in Remark 3.9.8 about whether
there exists an element g ∈ U(1,1) such that g conjugate two fundamental skew
strata [Λ′1, r, r − 1, b] and [Λ′′1, r, r − 1, b] or not? In either case the number
sb(t) is bounded
sb(Λ′1, t) ≤ sb(t) ≤ 4sb(Λ′1, t).
We will assume that sb(t) = sb(Λ′1, t).
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(c) [Λ′1, r, r − 1, b′1] is minimal non-scalar
Now suppose pi contains a character ψb′1⊕b2 of rH1(Λ′) where b′1 is minimal
non-scalar, where 0 < r < n.
Remark 5.3.36. Lemma 4.3.1 implies there is no skew maximal simple stratum
of period one in the 2-dimensional space V 1, therefore, Λ1 must be a multiple
of some chain L1 of period two and E1/F is ramified, E1 = F [b′1], so
e(Λ′1∣OF) = 2m, m ≥ 1.
We also have
e(Λ′1∣OE1 ) = e(Λ′1∣OF)e(E/F ) =m,
where E1 = F [b′1]. Then also r is an odd multiple of m, say, r = tm, where
t = 2t′ + 1. It is odd multiple because the stratum [Λ′1, r, r − 1, b′1] has level in
1
2
Z/Z as E1/F is ramified.
Let Str(t)m is the number of minimal non-scalar skew strata in A1 of level
t = r/e, up to P -conjugacy.
Lemma 5.3.37. We have Str(t)m = q − 1.
Proof. When U(V 1) = U(1,1)(F /F0), then the proof by Lemma 4.3.4 and when
U(V 1) = U(2)(F /F0), the proof given by Lemma 5.3.8.
Remark 5.3.38. The construction of pi in both cases U(V 1) = U(1,1)(F /F0)
or U(2)(F /F0) are exactly the same.
Denote by Ext (ψb′1⊕b2 , rH1), the set of G-intertwining classes of characters
ψb′1⊕b2 ∣[ r2 ]+1H1 which extend ψb′1⊕b2 ∣rH1. Now define the following subgroups
1H = H1 (P [ r2 ]+1 (Λ′1) (1 +PE1)1 × (1 +PF)1)
1J = J1 (P [ r+12 ](Λ′1)(1 +PE1)1 × (1 +PF)1)
J = J1 (P [ r+12 ](Λ′1)E11 × F 1) .
Lemma 5.3.39. 1. The character ψb′1⊕b2 ∣rH1 extends to a character of [ r2 ]+1H1
and any such extension has the form ψb′′1⊕b2 where
b′′1 ≡ b′1 (mod P1−r− (Λ′1)).
2. The number of these extension characters up to G-intertwining is
∣Ext (ψb′1⊕b2 , rH1) ∣ = qt′ .
Proof. For part (1), consider the quotient [ r2 ]+1H1(Λ′)/rH1(Λ′). It is abelian
and isomorphic to (P [ r2 ]+1(Λ′1)/P r(Λ′1) 0
0 1
) .
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We can see the change only in the block P [ r2 ]+1(Λ′1)/P r(Λ′1). By Lemma 3.3.6,
the character ψb′1 ∣P r(Λ′1) extends to a character ψb′′1 of P [ r2 ]+1(Λ′1), where
b′′1 ≡ b′1 (mod P1−r− (Λ′1)).
For part (2), since J normalizes any extension, the number of characters of[ r2 ]+1H1 which extend ψb′1⊕b2 ∣rH1 up to G-intertwining is equal to number of
characters ψb′1 ∣P [ r2 ]+1(Λ′1) which extend ψb′1 ∣P r(Λ′1) up to G1-intertwining, by
Lemma 5.3.28. The number is given by Lemma 3.5.3 so
∣Ext (ψb′1⊕b2 , [ r2 ]+1H1) ∣ = ∣Ext (ψb′1 , P [ r2 ]+1 (Λ′1)) ∣= [E11 ∩ P 1(Λ′1) ∶ E11 ∩ P [ r+12 ](Λ′1)]= [(1 +PE1)1 ∶ (1 +Pt′+1E1 )1] .
Lemma 5.3.40. The character ψb′1⊕b2 ∣[ r2 ]+1H1(Λ′) extends to a character θb′1⊕b2
of 1H.
Proof. Consider the quotient 1H/[ r2 ]+1H1. It is isomorphic to
((1 +PE1)1/ (1 +Pt′+1E1 )1) × ((1 +PF)1/(1 +PkF )1) .
It is a product of cyclic groups and since 1H normalizes the character ψb′1 , then,
the character ψb′1⊕b2 ∣[ r2 ]+1H1(Λ′) does extend to θb′1⊕b2 ∣1H.
We denote the set of characters θb′1⊕b2 of 1H which extend the characters
ψb′1⊕b2 ∣[ r2 ]+1H1(Λ′) by Γ(Λ′, ψb′1⊕b2). Any two distinct extensions in Γ(Λ′, ψb′1⊕b2),
do not intertwine by Lemma 3.7.3 and Lemma 5.3.28.
Corollary 5.3.41. We have
∣Γ(Λ′, ψb′1⊕b2)∣ = qt′qk−1.
Proof. Since none of the characters in Γ(Λ′, ψb′1⊕b2) intertwine, then, the size of
the set Γ(Λ′, ψb′1⊕b2) is, in fact, the index
[1H ∶ [ r2 ]+1H1] = [(1 +PE1)1/ (1 +Pt′+1E1 )1] . [(1 +PF)1/(1 +PkF )1] .
Proposition 5.3.42 (Heisenberg). There is a unique irreducible representation
ηb′1⊕b2 of 1J such that the restriction of ηb′1⊕b2 to 1H contains the character
ψb′1⊕b2 . Moreover,
dim(ηb′1⊕b2) = √[1J ∶ 1H].
Proof. See [2, Lemma 5.4(i)].
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Lemma 5.3.43. There exists a representation η of J which extends ηb′1⊕b2 .
Proof. See [2, 5.7.1].
Denote by R(Λ′, θb′1⊕b2), the set of irreducible representations η of J which
extend ηb′1⊕b2 of 1J and the restriction of η to 1H contain θb′1⊕b2 .
Lemma 5.3.44. Let η1, η2 ∈ R(Λ′, θb′1⊕b2). Then they intertwine in G if and
only if η1 ≅ η2.
Proof. If g ∈ G intertwines η1 with η2, then it must intertwines the character
ψb′1⊕b2 so g ∈ J . Therefore, η1 ≅ η2 since J normalizes both η1 and η2.
Corollary 5.3.45. We have
∣R(Λ′, θb′1⊕b2)∣ = (q + 1)2.
Proof. The quotient J/1J is isomorphic to
E11/(1 +PE1)1 × F 1/(1 +PF)1.
Thus,
∣R(Λ′, θb′1⊕b2)∣ = [E11 ∶ (1 +PE1)1][F 1 ∶ (1 +PF)1]= (qE1,0 + 1)(q + 1) = (q + 1)2.
as qE0,1 = q.
Theorem 5.3.46. If pi contains η ∈R(Λ′, θb′1⊕b2) then the representation c-IndGJ η
is irreducible and supercuspidal and equivalent to pi.
Proof. See [2, Proposition 5.7].
The following diagram summarize the construction of pi:
c-IndGJ η G
η J
ηb′1⊕b2 1J
θb′1⊕b2 1H
ψb′1⊕b2 [ r2 ]+1H1
ψb′1⊕b2 rH1
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Let sc6(t, k) denote the number of irreducible supercuspidal representations of G
of level k = n/e which contain a character ψb′1⊕b2 of rH1(Λ′) with b1 is minimal
non-scalar, b2 fixed and t = (2t′ + 1)/2. Let sc6(U(V 1), t, k) denote the number
of irreducible supercuspidal representations of G (with G1 = U(V 1)) of level
k = n/e which contain a character ψb′1⊕b2 of rH1(Λ′) with b1 is minimal non-
scalar, b2 fixed and t = (2t′ + 1)/2 Then
Theorem 5.3.47. We have
sc6(t, k) = 2q(q − 1)(q + 1)2q2t−1qk−1.
Proof. We have
sc6(U(1,1)(F /F0), t, k) = sc6(U(2)(F /F0), t, k) = q(q − 1)(q + 1)2q2t−1qk−1.
The result follow since sc6(t, k) = sc6(U(1,1)(F /F0), t, k) + sc6(U(2)(F /F0), t, k).
Lemma 5.3.48. The formal degree of pi = c-IndGJ η is
d(pi) = ⎧⎪⎪⎨⎪⎪⎩(q − 1)(q
3 + 1)q4k−[(t−1)/2]−1 if e(Λ) = 2(q − 1)(q3 + 1)q4k−γ+2 if e(Λ) = 4
where γ = [(t − 1)/2] + [(k − 1)/2] and k = n/e.
Proof. The period e of Λ′ is either 2, in this case r = 2t′ + 1, or 4, in this case
r = 2t with t is odd. In both cases n must be even as k = n/e ∈ Z. The dimension
of η is [1J ∶ 1H]1/2, where 1J/1H is isomorphic to
⎛⎝ 1 P[
n+1
2 ]
12 (Λ′)/P[n2 ]+112 (Λ′)
P
[n+12 ]
21 (Λ′)/P[n2 ]+121 (Λ′) 1 ⎞⎠
if e = 2, or
⎛⎝P [
r+1
2 ](Λ′1)/P [ r2 ]+1(Λ′1) P[n+12 ]12 (Λ′)/P[n2 ]+112 (Λ′)
P
[n+12 ]
21 (Λ′)/P[n2 ]+121 (Λ′) 1 ⎞⎠
if e = 4. Therefore,
dim(η) = ⎧⎪⎪⎨⎪⎪⎩q if e = 2q2 if e = 4
Now we compute µ(J)−1,
µ(J)−1 = µ (P [n+12 ](Λ))−1 . [J ∶ 1J]−1 . [1J ∶ P [n+12 ](Λ)]−1 .
By Remark 5.3.7, P (Λ) is either L or I with the non-standard filtration, depend-
ing of the period of Λ. By Proposition 5.1.2, if e(Λ) = 2, then µ(P [(n+1)/2])−1 =
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(q+1)(q2−1)(q3+1)q4([(n+1)/2]−1)+[(n−1)/4] and if e(Λ) = 4, then µ(P [(n+1)/2])−1 =
q(q+1)(q2−1)(q3+1)q2([(n+1)/2]−1).The size of the index [J ∶ 1J] is (q+1)2 and
the quotient 1J/P [n+12 ] is isomorphic to
⎛⎜⎝(1 +PE1)1/⎛⎝1 +P[
t−1
2
]+1
E1
⎞⎠
1⎞⎟⎠ ×
⎛⎜⎝(1 +PF)1/⎛⎝1 +P[
k−1
2
]+1
F
⎞⎠
1⎞⎟⎠ .
where n = tm. Thus,
µ(J)−1 = µ (P [n+12 ](Λ))−1 .(q + 1)−2q−γ .
(d) r = 0:
Let pi be an irreducible smooth representation of G which contains the character
ψ0⊕b2 of
1H1 = 1H1(Λ′) =H1(P 1(Λ′1) × P ke(Λ′2)).
Remark 5.3.49. The element b2 is non-zero and lies in P−nF ∖P1−nF so we have
q−1 different choices for b2. Moreover, none of the characters ψ0⊕b2 intertwine
since for each b2, we have different characteristic polynomial.
Define the following subgroups:
1H = 1H1 (P 1(Λ′1) × (1 +PF)1)
1J = J1 (P 1(Λ′1) × (1 +PF)1)
J = J1 (P (Λ′1) × F 1) .
Lemma 5.3.50. The character ψ0⊕b2 of 1H1 extends to a character θ0⊕b2 of
1H.
Proof. Consider the quotient
1H/1H1 ≅ 1 × (1 +PF)1/ (1 +PkF )1 .
It is abelian. The group 1H1 normalizes the character ψ0⊕b2 , therefore, we can
extend ψ0⊕b2 ∣1H1 to a character θ0⊕b2 of 1H.
Let Γ(Λ′, ψ0⊕b2) be the set of characters θ0⊕b2 of 1H which extend ψ0⊕b2 ∣1H1
Any two extensions in Γ(Λ′, ψ0⊕b2) intertwine if and only if they are equal, by
Lemma 3.7.3.
Corollary 5.3.51. We have
∣Γ(Λ′, ψ0⊕b2)∣ = qk−1.
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Proof. None of the characters in Γ(Λ′, ψ0⊕b2) intertwine so∣Γ(Λ′, ψ0⊕b2)∣ = [(1 +PF)1 ∶ (1 +PkF )1].
Proposition 5.3.52 (Heisenberg). There is a unique irreducible representation
η0⊕b2 of 1J such that the restriction of η0⊕b2 to 1H contains the character θ0⊕b2 .
Moreover dim(η0⊕b2) = √[1J ∶ 1H]
Proof. See [2, §5.8].
Lemma 5.3.53. The intertwining of η0⊕b2 in G isIG(η0⊕b2) = 1J(G1 ×G2)1J.
Moreover,
dim(Ig(η0⊕b2)) = ⎧⎪⎪⎨⎪⎪⎩1 if g ∈
1J(G1 ×G2)1J ;
0 Otherwise
Proof. See [2, Lemma 5.8(i)].
Definition 5.3.54. A b-extension of the representation η0⊕b2 of 1J is a repre-
sentation κ of J such that:
1. κ∣ 1J = η and
2. the representation κ is intertwined by the whole of G1 ×G2.
Lemma 5.3.55. [2, Lemma 5.8(ii)] There exists a b-extension κ of η.
Theorem 5.3.56. Let κ be a b-extension of η and ξ, ξ′ be the inflation to J of
some irreducible representations of J/ 1J . Then
1. For any h ∈ G1 ×G2, the intertwining spaces Ih(κ⊗ ξ, κ⊗ ξ′) and Ih(ξ, ξ′)
have the same dimension.
2. IG(κ⊗ ξ, κ⊗ ξ′) = JIG1×G2(ξ, ξ′)J .
Proof. Let g intertwine κ⊗ξ with κ⊗ξ′ so it must intertwine κ⊗ξ∣J1 with κ⊗ξ′∣J1
which are both multiple of η. Therefore, g intertwines η. By Lemma 5.3.53, we
have g ∈ 1J(G1 ×G2)1J . Thus we may assume g ∈ G1 ×G2. Let V1 be the space
of κ and V2 the space of ξ and V
′
2 the space of ξ
′. Let φ ∈ Ig(κ⊗ ξ, κ⊗ ξ′) so
(κ⊗ ξ′)(h) ○ φ = φ ○ (κ⊗ ξ)g(h) (5.2)
for all h ∈ J ∩ gJ . We may write
φ =∑
j
Sj ⊗ Tj
105
where Sj ∈ EndC(V1) and Tj ∈ HomC(V2, V ′2) and {Ti} is linearly independent.
Suppose h ∈ 1J ∩ (1J)g so
(κ⊗ ξ′)(h) ○∑
j
Sj ⊗ Tj =∑
j
Sj ⊗ Tj ○ (κ⊗ ξ)g(h) (5.3)
Since 1J ⊂ Ker(ξ) ∩Ker(ξ′), then we have
∑
j
(κ(h) ○ Sj − Sj ○ κg(h))⊗ Tj = 0
The set {Tj} is linearly independent so
κ(h) ○ Sj = Sj ○ κg(h), for each j.
Thus Sj ∈ Ig(κ∣ 1J) = Ig(η) for all j. Now we haveIG(κ) = J(G1 ×G2)J = 1J(G1 ×G2) 1J = IG(η)
and by Lemma 5.3.53, we have dimC(Ig(η)) = 1. Let S ∈ Ig(κ) then Sj = λjS
for some λj ∈ C, so
φ =∑
j
λjS ⊗ Tj =∑
j
S ⊗ (λjTj) = S ⊗∑
j
λjTj = S ⊗ T,
where S ∈ Ig(κ) and T = ∑j λjTj ∈ EndC(V2).
Now let h ∈ J ∩ Jg. We rewrite the equation (5.2) as follows
(κ(h) ○ S − S ○ κg(h))⊗ (ξ′(h) ○ T − T ○ ξg(h)) = 0.
Since S ∈ Ig(κ), then we get
ξ′(h) ○ T = T ○ ξg(h)
so T ∈ Ig(ξ).
Now fix S ∈ Ig(κ) the linear mapIg(ξ) Ð→ Ig(κ⊗ ξ)
T z→ S ⊗ T
is well defined and a bijection.
Theorem 5.3.57. The representation IndGJ κ⊗η is irreducible and supercuspidal
and equivalent to pi.
Proof. See [2, Proposition 5.7].
Corollary 5.3.58. The following map:
{ irreducible cuspidal
representations of J/1J }→ { irreducible supercuspidalrepresentations containing ψ0⊕b2 }
given by
ξ ↦ IndGJ κ⊗ ξ
is a bijection.
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The following diagram summarizes the construction of pi:
c-IndGJ κ⊗ ξ G
η J
ηθ0⊕b2 1J
θ0⊕b2 1H
ψ0⊕b2 1H1
Corollary 5.3.58 implies that the number of irreducible supercuspidal represen-
tations of G which contain the character ψ0⊕b2 of 1H1 is equal to the number
of irreducible cuspidal representations of J/1J . Now consider the quotient
J/1J ≅ U(1,1)(kF /kF0) ×U(1)(kF /k0). (5.4)
The number of irreducible cuspidal representations of J/1J can be found in
[10, §5,6]. The number is as follows: the number of irreducible cuspidal rep-
resentations of U(1,1)(kF /kF0) is q(q + 1)/2 and the irreducible cuspidals for
U(1)(kF /k0) is (q + 1). Multiplying these numbers we get the number of irre-
ducible cuspidals of J/1J which is
∣R(Λ′, θ0⊕b2)∣ = 12q(q + 1)2.
Let sd6(0, k) denote the number of irreducible supercuspidal representations of
G of level k which contains the character 0H1(Λ′). Then
Theorem 5.3.59. We have
sd6(0, k) = 12q(q + 1)(q2 − 1)qk−1.
Lemma 5.3.60. The formal degree of pi is
d(pi) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(q − 1)(q2 − q + 1)q 92k−γ− 52 if e(Λ) = 1 and n odd(q − 1)(q2 − q + 1)q 92k−γ−5 if e(Λ) = 1 and n even(q − 1)(q2 − q + 1)q2k−[ t−12 ]−2 if e(Λ) = 2
where γ = [(t − 1)/2] + [(k − 1)/2].
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Proof. We have d(pi) = dim(κ ⊗ η)/µ(J) where dim(κ ⊗ η) = dim(κ).dim(η).
The dimension of ξ is q − 1, by [10, §6]. The dimension of κ is [1J ∶ 1H]1/2,
where 1J/1H is isomorphic to
⎛⎝ 1 P[
n+1
2 ]
12 (Λ′)/P[n2 ]+112 (Λ′)
P
[n+12 ]
21 (Λ′)/P[n2 ]+121 (Λ′) 1 ⎞⎠
Thus,
dim(κ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if e = 1 and n is odd
q2 if e = 1 and n is even
q if e = 2
Now we compute µ(J)−1. When U(V 1) = U(2)(F /F0), then e(Λ′) = 2 and when
U(V 1) = U(1,1)(F /F0) then e(Λ′) is either 1 or 2.
µ(J)−1 = µ(P [n+12 ](Λ′))−1 .[J ∶ 1J]−1. [1J ∶ P [n+12 ](Λ′)]−1
By (5.4), the quotient J/1J has size q(q+1)2(q2−1). The quotient 1J/P [n+12 ](Λ′)
is isomorphic to
(1 +PE1)1/ (1 +P[ t−12 ]+1E1 )1 × (1 +PF)1/ (1 +P[ k−12 ]F )1 ,
so it has size qγ . Finally, the value of µ(P [(n+1)/2](Λ′))−1 is given by Proposition
5.1.2 which is q3(q+1)(q2 −1)(q3 +1)q9([(n+1)/2]−1), if e(Λ′) = 1 and (q+1)(q2 −
1)(q3 + 1)q4([(n+1)/2]−1)+[(n−1)/4], if e(Λ′) = 2.
Computing Ssp(G,k), s∗(t) and S∗(t):
Let Ssp(G,k) be the number of the irreducible supercuspidal representations
of G of level k = n/e ∈ Z which contains a split skew stratum [Λ, n, n − 1, b],
but not totally split. Denote by s∗(t), the number of irreducible supercuspidal
representations of G containing the character ψb′1⊕b2 of rH1(Λ′) with t = r/e.
Let S∗(t) denotes the number of irreducible supercuspidal representations of G
containing the character ψb′1⊕b2 of rH1(Λ′) with r/e < t.
First we summarize the number of the cases (a),(b),(c) and (d) by the following
table:
t ∈ Z t /∈ Z
sd(0) 12(q + 1)(q2 − 1)qk -
sb(t) (q − 1)fb(q)q2tqk 0
sc(t) 0 (q − 1)fc(t)q2tqk
sesa (t) (q − 1)S∗(t) 0
where fb(q) = q−2(q + 1)3 and fc(q) = q−1(q + 1)2.
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The number s∗(t) is
s∗(t) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(q − 1)fc(q)q2tqk + (q − 1)S∗(t) if t ∈ Z(q − 1)fb(q)q2tqk if t /∈ Z
1
2
(q + 1)(q2 − 1)qk if t = 0
Suppose t ∈ Z, then
S∗(t + 1) = s∗(t + 1
2
) + s∗(t) + S∗(t)= (q − 1)fb(q)qkq2t+1 + (q − 1)fc(q)qkq2t + qS∗(t)= qk [(q − 1)(qfb(q) + fc(q))q2t] + qS∗(t).
Now
S∗(t + 1) = qk [(q − 1)(qfb(q) + fc(q))q2t] + qS∗(t)= qk [(q − 1) (qfb(q) + fc(q)) (q2t + q2t−1)] + q2S∗(t − 1)⋮= qk [(q − 1) (qfb(q) + fc(q)) (q2t + q2t−1 + . . . + qt+1)] + qt+1S∗(0)
Thus
S∗(t + 1) = qkqt+1 [(qfb(q) + fc(q)) (qt − 1) + 12(q + 1)(q2 − 1)]
We have computed all irreducible split supercuspidal representations of G of
level k and the number is, in fact, the sum of s∗(t) over every possible t which
is between 0 and k multiply by the number of the twists which is q, so ssp(G,k) =
qS∗(k) and therefore,
ssp(G,k) = q3k(qfb(q) + fc(q)) + q2k+1 ( 12(q + 1)(q2 − 1) − (qfb(q) + fc(q)))
5.4 Computing s(G,k) and S(G,k)
We start this section by summarizing the number of irreducible supercuspidal
representations of G of level k that we obtained in previous sections:
k ∈ Z k /∈ Z
sa(G,k), k = 0 (q + 1)(q2 + 1) -
s1(G,k) 13q(q2 − 1)(q + 1)3q3(k−1) 0
s2(G,k) 0 (q2 − 1)f2(q)q3k
s3(G,k) 0 (q2 − 1)q3k−1
sts(G,k) 1
6
q(q − 1)(q − 2)(q + 1)3q3(k−1) 0
ssp(G,k) fsp1 (q)q3k + fsp2 (q)q2k 0
ses(G,k) (q − 1)S(G,k) 0
where fsp1 (q) = qfb(q)+fc(q), fsp2 (q) = ( 12(q + 1)(q2 − 1) − (qfb(q) + fc(q))) and
f2(q) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2(q + 1)q− 32 if k ≡ 1 (mod 4)
2(q + 1)q− 52 if k ≡ 3 (mod 4)
109
Put
f1(q) = 13q−2(q + 1)3
f3(q) = q−1
f ts(q) = 1
6
q−2(q − 2)(q + 1)2
Now we have
s(G,k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(q + 1)(q2 + 1) if k = 0
s1(G,k) + sts(G,k) + ses(G,k) + ssp(G,k) if k ∈ Z
s2(G,k) if k ∈ 12Z/Z
s3(G,k) if k ∈ 13Z/Z
If k ∈ Z, then
S(G,k + 1) = s3(G,k + 23) + s2(G,k + 12) + s3(G,k + 13) + s(G,k) + S(G,k)= s3(G,k + 23) + s2(G,k + 12) + s3(G,k + 13) + s1(G,k) + ssp(G,k)+ ses(G,k) + sts(G,k) + S(G,k)= (q2 − 1)((q + 1) + f2(q)q 32 + f1(q) + f ts(q))q3k + ssp(G,k) + qSG, k),
Now put f(q) = (q + 1) + f2(q)q 32 + f1(q) + f ts(q), then
S(G,k + 1) = (q2 − 1)f(q)q3k + qS∗(k) + qS(G,k)= (q2 − 1)f(q)(q3k + q3(k−1)+1) + (ssp(G,k) + ssp(G,k − 1)) + q2S(G,k − 1)⋮
= (q2 − 1)f(q)(q3k + q3(k−1)+1 + . . . + qk+2) + k∑
i=1 ssp(G, i) + qk+1S(G,0),
Thus we deduce the following
S(G,k + 1) = f(q)qk+2(qk+1 − 1) + fsp1 (q)q3 q3(k+1)−1q3−1 + fsp2 (q)q2 q2(k+1)−1q2−1 + qk+1(q + 1)(q2 + 1)
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