Abstract-3D-stacked ICs that employ through-silicon vias (TSVs) to connect multiple dies vertically have gained wide-spread interest in the semiconductor industry. In order to be commercially viable, the assembly yield for 3D-stacked ICs must be as high as possible, requiring TSVs to be reparable. Existing techniques typically assume TSV faults to be uniformly distributed and use neighboring TSVs to repair faulty ones, if any. In practice, however, clustered TSV faults are quite common due to the fact that the TSV bonding quality depends on surface roughness and cleaness of silicon dies, rendering prior TSV redundancy solutions less effective. To resolve this problem, we present a novel TSV repair framework, including a hardware architecture that enables faulty TSVs to be repaired by redundant TSVs that are farther apart, and the corresponding repair algorithm. By doing so, the manufacturing yield for 3D-stacked ICs can be dramatically improved, as demonstrated in our experimental results.
I. INTRODUCTION
Three-dimensional (3D) technology that integrates multiple silicon dies with short and dense through-silicon vias (TSVs), which provide abundant interconnect bandwidth with improved performance and less communication energy, has gained great interest in the semiconductor industry. Early 3D-stacked IC (3D-SIC) products for CMOS image sensor camera modules are already in volume production [1, 2] . 3D-stacked memory products were also announced by various companies recently [3] [4] [5] . Moreover, various techniques with massive use of TSVs have been proposed to fully exploit the benefits of this emerging technology(e.g., [6] [7] [8] ).
While 3D-SICs provide many benefits over traditional 2D ICs and have been produced in certain applications, they can be widely adopted only when their design and manufacturing costs are commercially viable [9] . Among the various factors that affect 3D-SIC product cost, manufacturing yield is one of the most (if not the most) crucial factors [10] .
Generally speaking, there are two types of yield loss in 3D-SICs.
• Stack yield loss caused by defects in one or more of the stacked dies; • Assembly yield loss caused by defects occurred during the assembling process;
Various yield enhancement techniques for 3D-SICs have been proposed, as surveyed in [11] . To improve the stack yield of 3D-SICs, it is critical to conduct pre-bond testing to screen out defective dies so that only known good dies (KGDs) are used to form the stacked ICs [12] . In addition, several die/wafer matching and inter-die repair strategies have also been proposed in the literature to enhance stack yield (e.g., [13] [14] [15] ).
The assembly process for 3D-SICs involves many challenging manufacturing steps (e.g., wafer thinning and TSV bonding), which may cause various types of TSV faults [16] . Adding redundant TSVs to repair faulty ones is probably the most effective method to enhance assembly yield besides improving the manufacturing process itself. Several TSV redundancy design techniques have been proposed in the literature [3, 17, 18] . Despite different redundancy allocation strategies used in these works, they all assume uniformly-distributed TSV faults and use neighboring TSVs to replace faulty ones, if any. In practice, however, the bonding quality of TSVs depends not only on the bonding technology, but also the winding level of the thinned wafer and the surface roughness and cleaness of silicon dies. Consequently, if one TSV is defective during the bonding process, it is more likely that its neighboring TSVs are also faulty. Due to such clustering effect, earlier TSV repair techniques are less effective because a signal TSV and its neighboring redundant TSV may be defective at the same time.
In this paper, we propose a novel TSV repair framework to tackle the above problem. Instead of repairing faulty TSVs by their neighbor TSVs, our technique enables them to be repaired by redundant TSVs that are "distant". With the improved repair flexibility, our technique is suitable to repair clustered, faulty TSVs. To guarantee the timing correctness after repair, we also present a new repair algorithm in this work. Experimental results show that the proposed solution outperforms prior techniques, especially when the number of TSVs used in the 3D-SICs is large and/or the clustering effect is significant.
The remainder of this paper is as follows: Section II presents the preliminaries and motivation of this work. In Section III, we present the hardware architecture of our TSV repair framework. The corresponding repair algorithm is then shown in Section IV. Section V presents the experimental results for various hypothetical 3D-SICs. We then discuss several practical considerations to use the proposed technique in Section VI. Finally, we conclude this work in Section VII.
II. PRELIMINARIES AND MOTIVATION
To date, there is no public data on actual TSV failure rates. In fact, they can vary significantly among different foundries because the failure rate of a particular TSV technology depends on its technology maturity level and parameters such as TSV width/height and TSV pitch size. The common belief is that: while the TSV processing technology has advanced significantly over the past several years, TSV yield is still not satisfactory, requiring redundancy for defect-tolerance. Consequently, several TSV redundancy allocation strategies were presented in the literature which differ in terms of redundancy ratio ( # # ), repair capability, and hardware cost. In [3] , Samsung presented a TSV redundancy strategy used to improve the yield of its 3D memory product, wherein four signal TSVs and two spares are bundled together to form a group of six TSVs (see Fig. 1(a) ). The redundancy ratio of this technique is 1:2 and it can tolerate any two TSV failures within the group.
Hsieh et al. [18] proposed to link signal TSVs in a TSV block with one spare TSV to form a TSV-chain (see Fig. 1(b) ). If there is one defective TSV in a TSV block, signal shifting is conducted to repair it with the spare. Suppose each TSV block contains TSVs, the redundancy ratio of this technique is 1 : , and it can tolerate one TSV failure in the block.
In et al. [17] , for a × TSV grid used as NoC links, redundant rows or columns of TSVs are added for defect-tolerance. Suppose a redundant row is added (see Fig. 1(c) ), each spare TSV is connected to the signal TSVs on its corresponding column through a crossbar and it can be used to repair any defective TSV on that column. Suppose redundant columns/rows are added, the redundancy ratio of this technique is : , and it can tolerate any M TSV failure in each row/column in the grid.
While significant yield improvements were achieved in the above works, their analysis, in all cases, was based on the assumption that TSV defects are uniformly-distributed. This assumption may hold true for certain random defects such as void formation [19] and lamination due to thermal induced stress [20] . At the same time, however, many types of TSV defects appear during the imperfect bonding process. Oxidation or contamination of the bond surface, height variation of the TSVs, thinned dies warping [21] and bowing of a wafer can cause large alignment errors [22] , leading to clustered, faulty TSVs.
Due to the above, it is likely that, while most signal TSV groups have very few faults and are reparable, there exists one or more signal TSV groups that are vulnerable to clustered faults and will become irreparable, if the redundancy ratio is large enough. On the other hand, since prior solutions mainly rely on neighboring spare TSVs for repair, they may suffer from the same clustered faults as the defective one, rendering low repair efficiency. Motivated by the above, in this work, we propose a novel repair framework that is effective to repair clustered TSV faults, as shown in the following sections.
III. PROPOSED TSV REDUNDANCY ARCHITECTURE
In order to handle clustered TSV fault, our solution is to offer more repair options for each defective TSV. In other words, we try to increase repair flexibility so that a defective TSV can be replaced by a spare that is distant.
A. Overall Structure
Inspired by the compensation path problems [23] , the proposed architecture links the TSV pads by switches and wires, constructing a TSV grid. Additionally, redundant TSVs are also linked to two borders of the grid (see Fig. 2 ). In this architecture, if one signal is disconnected due to a TSV fault (the one with "X" mark), the switches linking two pads of the faulty TSV reroute the signal through a neighbor fault-free TSV by way of their switches (see the solid line). Since the fault-free TSV is now attached to the previous rerouted signal, its original signal needs to be rerouted as well. This process continues until a redundant TSV on the border is used.
TSVs are usually fabricated in a "regular" manner and grouped as bundles in many 3D-SIC designs [5, 8] , these regularly-placed TSVs can be naturally linked together to construct the proposed TSV redundancy architecture. In case that TSVs are not regularly placed, we can also map them into a logical TSV grid and apply our repair architecture (discussed later). Note that, while more hardware resources are needed in the proposed architecture (i.e., additional switches and wires) when compared to earlier TSV redundancy techniques, this hardware cost is well justified by the yield improvement brought with our solution, as shown in our experimental results.
B. Switch Design and Repair Path Routing
The switch design depends on the placement of redundant TSVs. Take Fig. 2 as an example, the redundant TSVs are placed on the east and south borders of the TSV grid. As a result, we constrain signals to only route from two directions (from west to east or from north to south). is that the signal port and two linking ports (North and West) have a mux capable of linking to the TSV port and the remaining linking ports (East and South). We use Fig. 3(b) as an example (4×4 grid) to introduce the concept of repair path and to show its routing capability. Initially the mux of signal port connects to TSV port. Once the faulty TSV is detected, the signal port reroutes to another fault free TSV by reconfiguring the connectivity of the switch. This type of physical connection between signal and TSV is represented as a repair channel (see the solid arrow). Starting from any faulty TSV, there must be a succession of continuous repair channels finally terminating to a redundant TSV. We denoted this virtual connection from a faulty TSV to a redundant TSV as repair path. For example, the three clustered faults on the top find three disjointed repair paths to redundant TSVs (see dashed arrow). The four clustered faults on the bottom also find four disjointed repair paths. It is worth noting that the design of the switch guarantees that the repair paths can intersect with each other without any contradiction as long as port connections within the switch have no conflict (see the three clustered faults in the bottom).
IV. PROPOSED REPAIR ALGORITHM
After the fault maps of each TSV grid is obtained via testing 1 , a repair algorithm is essential to analyze whether the TSV grid is reparable and generate repair paths for each faulty TSV, if possible.
A. Problem Analysis
Consider the TSV grid as a directed graph, wherein each vertex represents a TSV and its corresponding switch while the directed edge connecting two vertices is the wire between two switches (the edge direction depends on the constraint of signal routing directions). Our problem is to find edge-disjoint repair paths for all faulty TSVs, and we can employ the Maximum Flow method [25] to find them. To be specific, we first assign each edge in the graph with an unit capacity "1" to construct a directed flow graph. By adding a super source node that points to those faulty TSVs and merging all the spare TSVs into a target node, the TSV grid is repairable only if the weight of maximum flow is equal to the number of faulty TSVs (see Fig. 4(a) ).
While the above problem formulation and its corresponding solution is simple and effective, it does not take the additional delay introduced during repair into consideration. To guarantee the timing correctness of the circuit after repair without necessarily changing our problem formulation completely, we translate the timing constraint for each "to-be-repaired" fault as length constraints in the flow graph. That is, each wire/mux in the TSV grid is associated with a length weight, and given a length constraint for each signal, the length of repair channel (the distance between the signal with the faulty TSV and its reconnected TSV) cannot violate the length constraint.
With the above, directly using maximum flow method to solve our problem is not applicable because: (i). the "flow" in maximum flow method has no sense of length; (ii). if two repair paths intersect in the same TSV (e.g. dashed path and doted path intersected in TSV in Fig. 4(a) ), a decision has to be made, that one repair path should possess the TSV while the other one is bypassed, and this decision has to consider the timing constraint. This is not a concern in the original maximum flow method. Before introducing our repair algorithm in detail, we prove this problem is a NP problem first, as shown in the following. 1 Testing is out of the scope of this paper. Interested readers may refer to [18, 21, 24] for more details. First, we transform the flow graph by setting all signals as sources and all the fault-free TSVs as targets (see Fig. 4(b) ). At the same time, all the ports within switches become internal vertices while all the wires between them are edges in the graph. The edge between TSV and the TSV port guarantees that each TSV is used only once, and the length weight is put on these edges. The problem now becomes how to find edge-disjoint paths from all signals to TSVs under the length constraint. Second, we rearrange the flow graph as shown in Fig. 4(c) , where each source is labeled with length constraint ( ... ), among which we suppose is the minimum length constraint. Then we add a super source/target and links to all the sources/targets. For each link from super source to source, we manipulate a length weight that is the source's length constraint minus the minimum length constraint (e.g., − ). Thus, the original problem becomes a NP maximum lengthbounded flow problem, which is to find a maximum flow between one source and one target where the length of all flows are bounded by a length constraint [26] .
B. Repair with Length Constraint
For the sake of simplicity, in this work, we assume that there is a unified length constraint , i.e., the one for the most critical signal.
Our heuristic is shown in Fig. 5 , and the basic idea is to divide sources into groups and apply bounded search for each group. First, we initialize the flow graph by removing those edges that link signals with faulty TSVs and their TSV port (line 1). Consider that the repair path can only go towards east and south directions. It is better to conduct a bounded search for those sources from west/north to east/south. This is because-the targets and edges chosen for preceding sources are no longer available for the latter sources, thus reducing solution space. At the same time, the sources in the same diagonal lines have no edge connection to each other, which makes it a perfect choice to group them together (line 2). For each source in a group, we first find all possible candidate repair channels ( ) including available edges and targets that satisfie the length constraint using breadth first search (lines 4-5). To avoid an extremely large solution space during exhaustive search, we constrain the candidate repair channels in terms of their number of edges. The search bound iterative increases from "1" as long as it does not exceed some pre-defined maximum bound (line 6). Generally speaking, the larger the search bound is, the more edges the repair channel occupies, leaving less solution space for consequent groups. Thus, the repair channels with less edges are preferred. We then apply an exhaustive search to find the repair channels for each source in this group such that, there is no conflict on edges and targets (line 7). Once such a combination of repair channels is found, we confirm this solution by recording the repair channels and updating the graph, i.e. deleting the chosen edges and targets in this solution (lines 8-9). We then continue with the next group of sources (line 10). Otherwise, the search bound is 
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The grid is Irreparable; 13 The grid is reparable; increased and the search continues. If no such non-conflict repair channels can be found even with the maximum bound, the TSV grid is deemed irreparable (lines [11] [12] . Otherwise, the heuristic returns the successful repair solution (line 13). Let us demonstrate how our heuristic works using an example fault map shown in Fig. 6(a) . The groups are those signals in diagonal lines (doted lines). To simplify the demonstration, we adopt a flow graph like Fig. 4(a) and index each node with the row and column numbers ( , ). We mark the faulty TSV as cross ("X") and use a circle to denote the node whose TSV is possessed by previous signals. When = 1, 1,2 has faulty TSV and it finds a repair channel (dashed gray arrows) to the TSV in node 1,3 while the other node in this group finds the repair channel to its own TSV. When = 2, two signals without their original TSVs find the repair channels (dashed black arrows) bounded by 2. The search process is shown in Fig. 6(b) . The nodes with fault TSV or possessed TSV are shown in grey color and the non-conflicting repair channels end on nodes 1,4 and 2,4 respectively (underlined). After confirming this solution, the edges and TSVs possessed during = 2 are labeled in grey color and no longer available. The process continues for group = 3, and three more repair channels are found for this group (solid black arrows in Fig. 6(a) ).
V. EXPERIMENTAL RESULTS

A. Experimental Setup
We set up three types of sample chips (small/medium/large) based on TSV count, that is, thousands [3] /tens of thousands [17] /hundreds of thousands [7] of TSVs. We group TSVs as bundles (16 × 16 for small and medium chip and 32 × 32 for large chip) and place them randomly on the chip. We vary the TSV failure rate ranging from 0.1% to 1%. In the experiments, we use three repair schemes as baseline solutions for comparison. The crossbar scheme [17] with 0.25 redundancy ratio is denoted as "8:2", which indicates that eight signal TSVs and two redundant TSVs are bundled together. Similarly, the signal-shifting scheme [18] and signal-switching [3] scheme with a 0.5 redundancy ratio are denoted as "2:1" and "4:2" respectively. We assume that these schemes always place redundant TSVs near signal TSVs, and hence have no length constraint. The proposed scheme allocates one column and one row of redundant TSVs on two borders of each TSV grid, denoted as " × : + ". For ease of comparison, we set up two TSV grids, "4 × 4 : 8" and "8 × 8 : 16", with redundancy ratio 0.5 and 0.25, respectively.
We conduct three set of experiments. The first two experiments compare the above repair schemes without timing constraint. First, Poisson Distribution is used to inject defective TSVs. Secondly, to study repair efficiency on clustered TSV faults, we adopt a commonly-used Compound Poisson Distribution [27] . The clustering effect parameter (denoted as ℎ ) is varied under a fixed mean failure rate. Finally, we evaluate the proposed length bounded search algorithm. For the sake of simplicity, the distance between neighboring TSVs within the TSV bundle are all set equally. The length constraint is decreased from 4 to 1 time(s) of this distance value (denoted as "− (4) to − (1)"). Fig. 7(a)-(c) show the yield comparison under Poisson Distribution. With the increase of TSV failure rate, the yield with the three baseline repair schemes drops with different gradients while the maximumflow based scheme can still keep a very high yield. To be specific, the repair efficiency of signal-shifting scheme is less than other solutions because it can only tolerate one fault in its repair unit. The crossbar is better than the preceding one but worse than signal-switching scheme. The signal-switching scheme performs better for small chip and medium chips with up to 98% yield, but in the case of large chips, the yield drops nearly 10%.
B. Results and Analysis
From the above results, we can also observe that the redundancy ratio is not the only dominating factor for the final yield, e.g., the 8:2 repair scheme is better than 2:1 scheme, even though its redundancy ratio is only half of the latter scheme. This is because the flexibility for repair has a significant impact on TSV repair efficiency. Let us consider a TSV bundle containing 8 signal TSVs, with 8:2 repair scheme, as long as there are no more than two TSV failures, we can successfully repair them. With 2:1 repair scheme, however, if there are two TSV failures within the same repair unit, this TSV bundle becomes irreparable. When the TSV failure rate is not very high, the possibility to have more than two TSV failures in the bundle (and can be repaired with 2:1 repair scheme) is lower than the possibility to have irreparable double TSV failures. Therefore, 8:2 repair scheme results in higher yield when compared to 2:1 scheme. Fig. 8(a)-(c) show the yield comparison under Compound Poisson Distribution. We fix the TSV failure rate in this experiment and vary the cluster parameter Alpha. It can be observed from the figure that with the increase of clustering effect, the benefits provided by the proposed TSV redundancy scheme become more significant, which proves the effectiveness of our solution for clustered faulty TSVs. is vulnerable to any TSV faults in close proximity. Compared to the "8 × 8 − (1)" scheme, the "4 × 4 − (1)" scheme has better repair efficiency. This is not only because of its higher redundancy ratio, but also the less amount of clustered faults in a grid. An interesting observation is that, as long as the more-than-one-hop repair path is allowed, the proposed repair scheme can guarantee a very high yield under our experimental settings.
VI. DISCUSSION
A. TSV grid Construction
TSVs are usually bundled together in a 3D-SIC design, and the proposed TSV redundancy scheme can be directly applied to such designs if we treat each TSV bundle as a grid. However, sometimes the shape of the TSV bundle may not be suitable for efficient repair (e.g., a 1 × 32 TSV bundle). There are also designs with irregularlyplaced TSVs. Under the above circumstances, it is essential to construct "logical TSV grids" for repair.
We suggest a "cut and merge" strategy for TSV grid construction when TSVs are bundled together but their shapes are not suitable for our repair scheme. Given a rough size of TSV grid based on the TSV failure rate and TSV redundancy ratio, we cut the TSV bundle according to the grid's size. For TSV bundles with high aspectratio (e.g., 1 × 32), we can first merge two columns into one column and the cluster becomes 2 × 16 grid. Such merging process continues until the shape is proper. It should be noted that, the merging process would increase the length of edges in the logical TSV grids.
When TSVs are placed irregularly, we propose a simple mapping method as follows. First, we divide the layout into blocks until the number of TSVs in each block is roughly equal to the size of logical TSV grid. Then, we index each TSV with its X-/Y-coordinate (see Fig. 10(a) ), which indicates their relative positions amongst TSVs. Next, we construct grids and place TSVs into them according to the index obtained earlier. After that, we map them into the corresponding logical TSV grids (e.g., 4 × 2 in Fig. 10 (b) and 3 × 3 in Fig. 10 (c) in bold). Finally, we move TSVs so that each cell of the logical grids is assigned with one TSV only. Since the physical grid maintains the relative position of TSVs, we are able to find a good TSV grid construction with few TSV movements. There are some other considerations during TSV grid construction. For example, it would be beneficial to have timing critical signals with shorter repair channels in a grid so that we can have more repair candidates, which will be explored in our future research work.
B. Cost Analysis
Under the same redundancy ratio, the proposed repair scheme has higher hardware cost when compared to other TSV repair solutions, i.e., our redundancy scheme requires three 1-to-3 muxes for each TSV, while signal-shifting and signal-switching have one 1-to-3 mux for each signal TSV. However, the extra cost is justified by the corresponding significant TSV yield improvement. It should be noted that, the amount of redundancy is configurable in the proposed architecture. That is, we can adjust the redundancy ratio by either varying the TSV grid size or changing the redundancy allocation scheme (e.g., we can allocate redundant TSVs only on one border). From this perspective, to achieve the same TSV yield, the required redundant TSVs with the proposed repair scheme is much less than existing solutions, rendering less hardware overhead.
Finally, the runtime of the proposed repair algorithm is very small. For large dies with hundreds of thousands TSVs, it takes only tens of millisecond to obtain the repair solution, if any.
VII. CONCLUSION
In this paper, we propose a novel TSV redundancy architecture and the corresponding repair algorithm for yield enhancement of 3D-stacked ICs. When compared to prior techniques, the proposed solutions enable faulty TSVs to be repaired by spares that are distant, thus is suitable for repairing clustered TSV faults. Experimental results demonstrate the effectiveness of the proposed technique.
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