Let F denote a field and let V denote a vector space over F with finite positive dimension. We consider a pair of linear transformations A : V → V and A * : V → V that satisfies the following conditions: (i) each of A, A * is diagonalizable; (ii) there exists an ordering
Introduction
Throughout this paper F will denote a field and V will be a vector space over F with finite positive dimension.
By a linear transformation on V we mean an F-linear map from V to V . Let A denote a linear transformation on V . By an eigenspace of A we mean a nonzero subspace of V of the form {v ∈ V | Av = θv},
where θ ∈ F. We say A is diagonalizable on V whenever V is spanned by the eigenspaces of A. (ii) There exists an ordering {V i } d i=0 of the eigenspaces of A such that
where V −1 = 0, V d+1 = 0.
(iii) There exists an ordering {V * i } δ i=0 of the eigenspaces of A * such that
where V * −1 = 0, V * δ+1 = 0.
(iv) There is no subspace W of V such that AW ⊆ W , A * W ⊆ W , W = 0, W = V . Note 1.2 According to common notational convention A * denotes the conjugate-transpose of A. We emphasize that we are not using this convention. In a TD pair (A, A * ) the linear transformations A and A * are arbitrary subject to (i)-(iv) above.
TD systems
When working with a TD pair, it is often convenient to consider a closely related but somewhat more abstract object called a TD system. To define it, we recall a few concepts from linear algebra. Let End(V ) denote the F-algebra consisting of all linear transformations on V and let A denote a diagonalizable element in End(V ). Let {θ i } d i=0 denote an ordering of the eigenvalues of A, and put
for 0 ≤ i ≤ d. By elementary linear algebra,
From this, one finds
is a basis for the subalgebra of End(V ) generated by A. We refer to E i as the primitive idempotent of A associated with θ i . It is helpful to think of these primitive idempotents as follows. From (6), (7) one readily finds
For 0 ≤ i ≤ d, E i V is the eigenspace of A in V associated with the eigenvalue θ i and E i acts on V as the projection onto this eigenspace. 
that satisfies (i)-(vi) below.
(i) A and A * are both diagonalizable linear transformations on V .
(ii)
is an ordering of the primitive idempotents of A.
is an ordering of the primitive idempotents of A * . 
is a TD system on V . Viewing * , ↓, ⇓ as permutations on the set of all TD systems, * 2 = ↓ 2 = ⇓ 2 = 1, (12) ⇓ * = * ↓, ↓ * = * ⇓, ↓⇓ = ⇓↓ .
The group generated by symbols * , ↓, ⇓ subject to the relations (12), (13) is the dihedral group D 4 . We recall D 4 is the group of symmetries of a square, and has 8 elements. Apparently * , ↓, ⇓ induce an action of D 4 on the set of all TD systems. Two TD systems will be called relatives whenever they are in the same orbit of this D 4 action. The relatives of Φ are as follows:
) We now introduce two sequences of parameters that we will use to describe a given TD system.
) denote a TD system. For 0 ≤ i ≤ d let θ i denote the eigenvalue of A associated with E i . We refer to {θ i } 
We do not assume each of V 0 , V 1 , . . . , V d has dimension 1. For 0 ≤ i ≤ d we call V i the ith component of the decomposition. For notational convenience we let V −1 = 0 and V d+1 = 0.
We will refer to the following setup. 
Referring to the 
The result follows. 
(ii) E * 0 V is an eigenspace for (A * − θ * 1 I)(A − θ 2 I) and the corresponding eigenvalue is
(iii) E * 2 V is an eigenspace for (A * − θ * 1 I)(A − θ 0 I) and the corresponding eigenvalue is
) and the corresponding eigenvalue is
Proof. 
By Lemma 5.2 both
We subtract (19) from (20) and evaluate the result using (18) and
Comparing the coefficients of u * 0 we find η = ϕ 1 as desired.
( 
Proof. To verify the above equation, eliminate ϕ 1 , ϕ 2 , φ 1 and φ 2 using (14)- (17) and simplify the result. Proof. Apply Lemma 5.8 to Φ * and evaluate the result using (9) and Lemma 5.5(i). 2
Six bases for V
In this section we continue to consider the situation of Notation 5.1. Referring to that notation we will define six bases for V . The first four will be obtained from the split decompositions of V . The other two will consist of an eigenbasis for A and an eigenbasis for A * .
We begin with a definition.
Definition 6.1 With reference to Notation 5.1, we fix a nonzero η * 0 ∈ E * 0 V and define
By construction and by [1, Lemma 6.5] each of η 0 , η 2 , η * 0 , η * 2 is nonzero.
Lemma 6.2 With reference to Notation 5.1 let
(iv) The sequence
is a basis for V .
Proof. By Definition 6.1 η * 0 ∈ U 0 and η 2 ∈ U 2 . Applying row [0 * D] of Lemma 4.4, we find both
To finish the proof, we show that these four vectors span V . Let W be the subspace of V spanned by these four vectors. We show W = V . To do this, we show that W is invariant under the actions of A and A * . Let us examine the actions of A and A * on these vectors. We begin with A. Observe
By Definition 6.1,
By Lemma 5.10(iv),
By (5),
By these comments AW ⊆ W .
Regarding A * we have the following. Since E * 0 V is the eigenspace of A * corresponding to θ * 0 ,
By Lemma 5.8(i),
By Definition 6.1 and Lemma 5.2(i),
Finally,
By these comments A * W ⊆ W . Observe that W = 0 since it contains a nonzero vector η * 0 . Now W = V in view of Definition 2.1(iv). We have now shown that the vectors (21) span V so they form a basis for V and the result follows.
2
Lemma 6.3 With reference to Notation 5.1 let
(iii) η 0 is a basis for U 2 .
Proof. Apply Lemma 6.2 to Φ ⇓ and use Lemma 5.5(iii). 2
Lemma 6.4 With reference to Notation 5.1 let
(iii) ϕη 0 is a basis for U 2 .
Proof. Apply Lemma 6.2 to Φ ↓ and use Lemma 5.5(ii). 2 Definition 6.6 We refer to the bases (21)-(24) as the split bases for V .
We now display an eigenbasis for A.
Lemma 6.7 With reference to Notation 5.1 let
Proof. (i), (iii) By construction η 0 is a nonzero vector contained in U 0 , and η 2 is a nonzero vector contained in U 2 . The result follows since U 0 and U 2 are both 1-dimensional subspaces of V .
(ii) By the comment preceding Definition 2.1, each of E 1 η * 0 , E 1 η * 2 is contained in U 1 = E 1 V . Since U 1 has dimension 2, it suffices to show that they are linearly independent. To do this, we write them in terms of the basis (21). We claim
To obtain (26) use the formula for E 1 in Notation 5.1 and the fact that A − θ 2 I = A − θ 1 I + (θ 1 − θ 2 )I. Then simplify the result using Definition 6.1. We now have (26). Next we claim
To obtain (27) we observe that by row [0
By row [0D] of Lemma 4.4,
By Lemma 5.7(i),
By Lemma 5.2(i) and Definition 6.1,
Consider the equation which is (
to both sides of this equation and simplifying the result using (28), (29) and the equation for E 1 in Notation 5.1, we routinely obtain (27).
We now compare (26) and (27) . Observe that the coefficient of (A * − θ * 2 I)η 2 is zero in (26) and nonzero in (27) . Therefore E 1 η * 0 and E 1 η * 2 are linearly independent as desired. The result follows. (iv). Immediate from (i)-(iii) above.
Next we display an eigenbasis for A * .
Lemma 6.8 With reference to Notation 5.1 let
Proof. Apply Lemma 6.7 to Φ * . 2
7 The action of A and A * on the six bases
In this section we display the matrices representing A and A * with respect to the six bases presented in the previous section. We first recall some basic facts from linear algebra. Let A be a linear transformation on V and let {v i } d i=0 be a basis for V . We say that a matrix B represents A with respect to the basis
We now display the matrices representing A and A * with respect to the split bases.
Theorem 7.1 With reference to Notation 5.1 the following (i)-(iv) hold. (i) The matrices representing A and A * with respect to the basis (21) are
(ii) The matrices representing A and A * with respect to the basis (22
(iii) The matrices representing A and A * with respect to the basis (23) are     
(ii) The matrices representing A and A * with respect to the basis (33) are 
For convenience we will postpone the proof of this theorem until the end of Section 8.
Transition matrices
We recall a few properties of transition matrices. Let T denote the transition matrix from
. Then T −1 exists and equals the transition matrix from
We also recall how the transition matrices and the matrices representing a linear transformation are related. Let A be a linear transformation on V and let B denote the matrix that represents A with respect to {u i } d i=0 . Then the matrix that represents A with respect to
For every ordered pair of bases among (21)-(25) and (33), we now examine the transition matrices.
In the next two theorems we display the transition matrices from one split basis to another.
Theorem 8.1 With reference to Notation 5.1 the following (i)-(iv) hold. (i) The transition matrix from the basis (21) to the basis (22) is
    1 θ 0 − θ 2 (θ 0 − θ 2 )φ 2 (θ 0 − θ 2 )(θ 0 − θ 1 ) 0 1 (θ 0 − θ 2 )(θ * 1 − θ * 2 ) θ 0 − θ 2 0 0 1 0 0 0 0 1     ,
and the transition matrix from the basis (22) to the basis (21) is
(
ii) The transition matrix from the basis (22) to the basis (23) is
    φ 0 0 0 0 φ 0 0 θ * 2 − θ * 0 (θ * 2 − θ * 0 )(θ 1 − θ 2 ) ϕ 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 ) (θ * 2 − θ * 0 )ϕ 2 (θ * 2 − θ * 0 )ϕ ϕ     ,
and the transition matrix from the basis (23) to the basis (22) is
    φ −1 0 0 0 0 φ −1 0 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 (θ * 0 − θ * 2 )(θ 1 − θ 2 )ϕ −1 φ −1 ϕ −1 0 (θ * 0 − θ * 2 )(θ * 0 − θ * 1 )ϕ −1 φ −1 (θ * 0 − θ * 2 )φ 1 ϕ −1 φ −1 (θ * 0 − θ * 2 )ϕ −1 ϕ −1     .
(iii) The transition matrix from the basis (23) to the basis (24) is
    1 θ 2 − θ 0 (θ 2 − θ 0 )φ 1 (θ 2 − θ 0 )(θ 2 − θ 1 ) 0 1 (θ 2 − θ 0 )(θ * 1 − θ * 0 ) θ 2 − θ 0 0 0 1 0 0 0 0 1     ,
and the transition matrix from the basis (24) to the basis (23) is
    1 θ 0 − θ 2 (θ 0 − θ 2 )ϕ 1 (θ 0 − θ 2 )(θ 0 − θ 1 ) 0 1 (θ 0 − θ 2 )(θ * 1 − θ * 0 ) θ 0 − θ 2 0 0 1 0 0 0 0 1     .
(iv) The transition matrix from the basis (24) to the basis (21) is
    ϕ −1 0 0 0 0 ϕ −1 0 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 (θ * 0 − θ * 2 )(θ 1 − θ 0 )ϕ −1 φ −1 φ −1 0 (θ * 0 − θ * 2 )(θ * 0 − θ * 1 )ϕ −1 φ −1 (θ * 0 − θ * 2 )ϕ 1 ϕ −1 φ −1 (θ * 0 − θ * 2 )φ −1 φ −1     ,
and the transition matrix from the basis (21) to the basis (24) is
    ϕ 0 0 0 0 ϕ 0 0 θ * 2 − θ * 0 (θ * 2 − θ * 0 )(θ 1 − θ 0 ) φ 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 ) (θ * 2 − θ * 0 )φ 2 (θ * 2 − θ * 0 )φ φ     .
Proof. (i)
We first obtain the transition matrix from the basis (21) to the basis (22). To get the first column of this matrix, note that the first basis vectors in (21) and (22) are the same. To obtain the second column, observe
To obtain the third column we observe the following. By Definition 6.1,
By Lemma 5.8(i),
By row [0
By (14), (16),
Applying A * − θ * 2 I to both sides of (34) and simplifying the result using (35)-(37), we obtain
as desired.
The fourth column follows from (34).
We have now obtained the transition matrix from the basis (21) to the basis (22). The transition matrix from the basis (22) to the basis (21) is as shown, since it is routine to verify that the product of this matrix and the previous matrix is the identity.
(ii) We first obtain the transition matrix from the basis (22) to the basis (23). To obtain the first column, pick 0 = η * 0 ∈ E 0 V . By Definition 6.1, both
By Lemma 5.2 and Definition 6.1,
Eliminate η 2 in (38) using (39) and simplify the result using (40), (41) to obtain
To obtain the second column, observe that by row [0 * 0] of Lemma 4.4,
By Lemma 5.10(ii),
Note that both
By (16), (17),
Applying A − θ 2 I to (42) and simplifying the result using (43)- (47), we obtain the second column.
The third column follows from the fact that
To obtain the fourth column, note that the fourth basis vectors in (22) and (23) 
Theorem 8.2 With reference to Notation 5.1 the following (i), (ii) hold. (i) The transition matrix from the basis (21) to the basis (23) is
    ϕ (θ 0 − θ 2 )ϕ (θ 0 − θ 2 )ϕϕ 1 (θ 0 − θ 2 )(θ 0 − θ 1 )ϕ 0 ϕ (θ 0 − θ 2 )(θ * 1 − θ * 0 )ϕ (θ 0 − θ 2 )ϕ θ * 2 − θ * 0 (θ * 2 − θ * 0 )(θ 1 − θ 2 ) ϕ 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 ) (θ * 2 − θ * 0 )ϕ 2 (θ * 2 − θ * 0 )ϕ ϕ     ,
and the transition matrix from the basis (23) to the basis (21) is
ii) The transition matrix from the basis (22) to the basis (24) is
    φ (θ 2 − θ 0 )φ (θ 2 − θ 0 )φφ 1 (θ 2 − θ 0 )(θ 2 − θ 1 )φ 0 φ (θ 2 − θ 0 )(θ * 1 − θ * 0 )φ (θ 2 − θ 0 )φ θ * 2 − θ * 0 (θ * 2 − θ * 0 )(θ 1 − θ 0 ) φ 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 ) (θ * 2 − θ * 0 )φ 2 (θ * 2 − θ * 0 )φ φ     ,
and the transition matrix from the basis (24) to the basis (22) is
(ii). Simplify the product using (14)-(17). 2
In the next theorem we display the the transition matrix between a split basis and an eigenbasis for A.
Theorem 8.3 With reference to Notation 5.1 the following (i)-(iv) hold. (i) The transition matrix from the basis (21) to the basis (25) is
    (θ 0 − θ 1 )(θ 0 − θ 2 ) 0 0 0 θ 0 − θ 2 (θ 1 − θ 0 ) −1 ϕ(θ 1 − θ 0 ) −1 0 0 0 θ * 2 − θ * 0 0 1 1 (θ 1 −θ 0 )(θ 1 −θ 2 ) ϕ+ϕ 2 (θ 1 −θ 0 )(θ * 2 −θ * 0 ) (θ 1 −θ 0 )(θ 1 −θ 2 ) 1     ,
and the transition matrix from the basis (25) to the basis (21) is
ii) The transition matrix from the basis (22) to the basis (25) is
    0 0 0 (θ 2 − θ 0 )(θ 2 − θ 1 ) 0 (θ 1 − θ 2 ) −1 φ(θ 1 − θ 2 ) −1 θ 2 − θ 0 0 0 θ * 2 − θ * 0 0 1 1 (θ 1 −θ 0 )(θ 1 −θ 2 ) φ+φ 2 (θ 1 −θ 2 )(θ * 2 −θ * 0 ) (θ 1 −θ 0 )(θ 1 −θ 2 ) 1     ,
and the transition matrix from the basis (25) to the basis (22) is
    1 (θ 0 −θ 1 )(θ 0 −θ 2 ) 1 θ 0 −θ 1 φ 2 θ 0 −θ 1 1 1 θ 1 − θ 2 φ(θ * 0 − θ * 2 ) −1 0 0 0 (θ * 2 − θ * 0 ) −1 0 1 (θ 2 −θ 0 )(θ 2 −θ 1 ) 0 0 0     .
(iii) The transition matrix from the basis (23) to the basis (25) is
    0 0 0 (θ 2 − θ 0 )(θ 2 − θ 1 )φ −1 0 (θ 1 − θ 2 ) −1 φ −1 (θ 1 − θ 2 ) −1 (θ 2 − θ 0 )φ −1 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 0 0 ϕ −1 φ+φ 1 (θ 1 −θ 0 )(θ * 0 −θ * 2 ) (θ 1 −θ 0 )(θ 1 −θ 2 )ϕφ 1 (θ 1 −θ 0 )(θ 1 −θ 2 ) φ −1     ,
and the transition matrix from the basis (25) to the basis (23) is
    ϕ (θ 0 −θ 1 )(θ 0 −θ 2 ) ϕ θ 0 −θ 1 ϕϕ 1 θ 0 −θ 1 ϕ 0 0 ϕφ(θ * 0 − θ * 2 ) −1 0 1 θ 1 − θ 2 ϕ(θ * 2 − θ * 0 ) −1 0 φ (θ 0 −θ 2 )(θ 1 −θ 2 ) 0 0 0     .
(iv) The transition matrix from the basis (24) to the basis (25) is
    (θ 0 − θ 1 )(θ 0 − θ 2 )ϕ −1 0 0 0 (θ 0 − θ 2 )ϕ −1 ϕ −1 (θ 1 − θ 0 ) −1 (θ 1 − θ 0 ) −1 0 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 0 0 ϕ −1 ϕ+ϕ 1 (θ 1 −θ 2 )(θ * 0 −θ * 2 ) (θ 1 −θ 0 )(θ 1 −θ 2 )ϕφ 1 (θ 1 −θ 0 )(θ 1 −θ 2 ) φ −1     ,
and the transition matrix from the basis (25) to the basis (24) is
Proof. (i) We first obtain the transition matrix from the basis (21) to the basis (25). To obtain the first column, we observe that by Definition 6.1,
The second and third columns follow from (26) and (27) respectively.
The last column follows since the fourth basis vectors in (21) and (25) are the same. We have now obtained the transition matrix from (21) to (25).
The transition matrix from the basis (25) to the basis (21) is as shown, since it is routine to verify that the product of this matrix and the previous matrix is the identity.
(ii) To obtain the transition matrix from the basis (22) 
(iv). Simplify the product using (14)-(17). 2
In the next theorem we display the the transition matrix between a split basis and an eigenbasis for A * .
Theorem 8.4 With reference to Notation 5.1 the following (i)-(iv) hold. (i) The transition matrix from the basis (21) to the basis (33) is
    1 φ+φ 2 (θ 0 −θ 2 )(θ * 1 −θ * 0 ) (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) ϕ (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) ϕ 0 θ 0 − θ 2 0 0 0 (θ * 1 − θ * 2 ) −1 (θ * 1 − θ * 2 ) −1 θ * 2 − θ * 0 0 0 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 )     ,
and the transition matrix from the basis (33) to the basis (21) is
ii) The transition matrix from the basis (22) to the basis (33) is
    1 φ (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) ϕ+ϕ 2 (θ 0 −θ 2 )(θ * 0 −θ * 1 ) (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) φ 0 0 θ 2 − θ 0 0 0 (θ * 1 − θ * 2 ) −1 (θ * 1 − θ * 2 ) −1 θ * 2 − θ * 0 0 0 0 (θ * 2 − θ * 0 )(θ * 2 − θ * 1 )     ,
and the transition matrix from the basis (33) to the basis (22) is
     1 φ 1 θ * 0 −θ * 1 φ θ * 0 −θ * 1 φ (θ * 0 −θ * 1 )(θ * 0 −θ * 2 ) 0 (θ 0 − θ 2 ) −1 θ * 1 − θ * 2 1 0 (θ 2 − θ 0 ) −1 0 0 0 0 0 1 (θ * 0 −θ * 2 )(θ * 1 −θ * 2 )      .
(iii) The transition matrix from the basis (23) to the basis (33) is
    φ −1 1 (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) ϕ+ϕ 2 (θ 0 −θ 2 )(θ * 0 −θ * 1 ) (θ * 1 −θ * 0 )(θ * 1 −θ * 2 )φ 1 0 0 (θ 2 − θ 0 )φ −1 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 ϕ −1 (θ * 1 − θ * 0 ) −1 φ −1 (θ * 1 − θ * 0 ) −1 0 (θ * 0 − θ * 2 )(θ * 0 − θ * 1 )ϕ −1 φ −1 0 0 0     ,
and the transition matrix from the basis (33) to the basis (23) is
     0 0 0 ϕφ (θ * 0 −θ * 1 )(θ * 0 −θ * 2 ) 0 ϕ(θ 0 − θ 2 ) −1 (θ * 1 − θ * 0 )ϕ ϕ 0 φ(θ 2 − θ 0 ) −1 0 0 1 ϕ 2 θ * 2 −θ * 1 ϕ θ * 2 −θ * 1 ϕ (θ * 2 −θ * 1 )(θ * 2 −θ * 0 )      .
(iv) The transition matrix from the basis (24) to the basis (33) is
    ϕ −1 ϕ+ϕ 1 (θ 0 −θ 2 )(θ * 1 −θ * 2 ) (θ * 1 −θ * 0 )(θ * 1 −θ * 2 )ϕ 1 (θ * 1 −θ * 0 )(θ * 1 −θ * 2 ) 1 0 (θ 0 − θ 2 )ϕ −1 0 0 (θ * 0 − θ * 2 )ϕ −1 φ −1 ϕ −1 (θ * 1 − θ * 0 ) −1 φ −1 (θ * 1 − θ * 0 ) −1 0 (θ * 0 − θ * 2 )(θ * 0 − θ * 1 )ϕ −1 φ −1 0 0 0     ,
and the transition matrix from the basis (33) to the basis (24) is
Proof. (i) We start with the transition matrix from (21) to (33). To get the first column of this matrix, note that the first basis vectors in (21) and (33) are the same.
To obtain the second column we observe the following. By row [0
By Lemma 5.2(ii),
Consider the equation which is (θ *
times (50). Adding
to both sides of this equation and simplifying the result using (48), (51) and the expression for E * 1 in Notation 5.1 we routinely obtain
To obtain the third column, we observe by Lemma 5.2(i) and Definition 6.1 that
To obtain the fourth column we use Lemma 5.2(i) and Definition 6.1 to get
We have now obtained the transition matrix from (21) to (33).
The transition matrix from the basis (33) to the basis (21) is as shown, since it is routine to verify that its product with the previous matrix is the identity.
(ii) To obtain the transition matrix from the basis (22) We now display the transition matrices between our eigenbasis for A and our eigenbasis for A * . We are now ready to prove Theorem 7.2.
Proof of Theorem 7.2 (i) We use (14)- (17) to routinely verify that the given matrices are T −1 BT and T −1 B * T , where B (respectively B * ) denotes the matrix representing A (respectively A * ) with respect to the basis (21), and T denotes the transition matrix from the basis (21) to the basis (25).
(ii) We use (14)-(17) to routinely verify that the given matrices are T −1 BT and T −1 B * T , where B (respectively B * ) denotes the matrix representing A (respectively A * ) with respect to the basis (21), and T denotes the transition matrix from the basis (21) to the basis (33).
9 The classification of TD pairs of shape (1, 2, 1) 
(ii) ϕ = 0, φ = 0;
(iii) ϕ = ϕ 1 ϕ 2 , where
− (θ 0 − θ 1 )(θ * 0 − θ * 1 ),
Proof. To prove the theorem in one direction let Φ := (A; {E i } 2 i=0 ; A * ; {E * i } 2 i=0 ) denote a TD system over F of shape (1, 2, 1) and parameter array (52). We verify conditions (i)-(iii) of the theorem. Condition (i) follows from Definition 3.1 and condition (ii) follows from Lemma 5.2. To verify (iii) assume ϕ = ϕ 1 ϕ 2 . We display a one-dimensional subspace W of V such that AW ⊆ W and A * W ⊆ W . Consider the vector
