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Abstract
We show that the order dimension of the weak order on a Coxeter group of type A, B or D
is equal to the rank of the Coxeter group, and give bounds on the order dimensions for the
other ﬁnite types. This result arises from a uniﬁed approach which, in particular, leads to a
simpler treatment of the previously known cases, types A and B. The result for weak orders
follows from an upper bound on the dimension of the poset of regions of an arbitrary
hyperplane arrangement. In some cases, including the weak orders, the upper bound is the
chromatic number of a certain graph. For the weak orders, this graph has the positive roots as
its vertex set, and the edges are related to the pairwise inner products of the roots.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
For a ﬁnite Coxeter group W ; let dimðWÞ be the order dimension of the weak
order on W ; or in other words the order dimension of the poset of regions of the
corresponding Coxeter arrangement. The order dimension of a ﬁnite poset P is the
smallest n so that P can be embedded as an induced subposet of the componentwise
order on Rn:
Theorem 1.1. The order dimension of the weak order on an irreducible finite Coxeter
group has the following value or bounds:
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dimðAnÞ ¼ n;
dimðBnÞ ¼ n;
dimðDnÞ ¼ n;
6pdimðE6Þp9;
7pdimðE7Þp11;
8pdimðE8Þp19;
4pdimðF4Þp5;
dimðH3Þ ¼ 3;
4pdimðH4Þp6;
dimðI2ðmÞÞ ¼ 2:
The order dimension of the weak order on a reducible ﬁnite Coxeter group is the
sum of the dimensions of the irreducible components. The result for An was proven
previously by Flath [8] using the combinatorial interpretation of An; while the results
for An and Bn were obtained previously by an argument using supersolvability [13].
Theorem 1.1 gives values or bounds for all types of ﬁnite Coxeter groups, including
new results on type D and the exceptional groups. The theorem is based on a uniﬁed
approach which, in particular, provides a signiﬁcantly simpler proof of the results for
types A and B.
The lower bounds of Theorem 1.1 are easily proven by considering the atoms and
coatoms of the posets (Proposition 3.1). The upper bounds are proven by way of a
more general theorem giving an upper bound on the order dimension of the poset of
regions of any hyperplane arrangement. Speciﬁcally, for a hyperplane arrangement
A and a ﬁxed region B; let PðA; BÞ be the poset of regions, that is, the adjacency
graph of the regions of A; directed away from B: Then there is a directed graph
DðA; BÞ whose vertex set is A such that the following holds:
Theorem 1.2. For a central hyperplane arrangement A with base region B; the order
dimension of PðA; BÞ is bounded above by the size of any covering of DðA; BÞ by
acyclic induced sub-digraphs.
By a covering of DðA; BÞ by acyclic induced sub-digraphs we mean a partition
A ¼ I1,I2,?,Ik such that each Ij induces an acyclic sub-digraph of DðA; BÞ:
The size of such a covering is k: It is well-known that, in general, order dimension
can be characterized as a problem of covering a directed graph by acyclic-induced
sub-digraphs (see for example [13]). However, if one does this for PðA; BÞ one
generally gets a directed graph with many more vertices than DðA; BÞ:
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For a large class of arrangements, the minimal cycles in DðA; BÞ have cardinality
two. Thus the order dimension of PðA; BÞ is bounded above by the chromatic
number of the graph GðA; BÞ whose vertex set is A and whose edges are the two-
cycles of DðA; BÞ: Other connections between graph coloring and order dimension
have been made, for example in [7,9,15].
When A is a Coxeter arrangement, the edges of GðA; BÞ can be determined by
considering inner products of pairs of roots in the corresponding root system. This
leads to straightforward colorings of the graphs for Coxeter arrangements of types
A, B and D. The dimension results in types G and I are trivial using Theorem 1.2 or
by much simpler considerations. The value and bounds for types E, F and H come
from computer computations of wðGðA; BÞÞ: The programs used for these
computations were written by John Stembridge, and are available on the author’s
website.
The proof of Theorem 1.2 uses a new formulation of order dimension, similar in
spirit to the formulation in terms of critical pairs [12]. A well-known theorem of
Dushnik and Miller [5] says that the order dimension of a poset P is the smallest d so
that P can be embedded as an induced subposet of Rd : The components of the
embedding need not be linear extensions of P; but rather are order-preserving maps
of P into linear orders. Proposition 3.4 uses subcritical pairs (see [13]) to give
conditions on a set of order-preserving maps from P into linear orders, which are
necessary and sufﬁcient for the maps to be the components of an embedding. The
subcritical pairs of PðA; BÞ are identiﬁed with the shards of ðA; BÞ: Introduced in
[13], the shards are the components of hyperplanes inA which result from ‘‘cutting’’
the hyperplanes in a certain way. This geometric information about the subcritical
pairs leads to the proof of Theorem 1.2.
Hyperplane arrangements are dual to zonotopes, and the Hasse diagram of
PðA; BÞ is the same as the 1-skeleton of the corresponding zonotope. Thus, givenA
and B; one might hope to give an embedding of PðA; BÞ by mapping each region to
the corresponding vertex of an equivalent zonotope. We show that this can be done
when A is a supersolvable arrangement.
The body of the paper is organized as follows. In Section 2 we give deﬁnitions and
preliminary results about hyperplane arrangements and posets of regions. Section 3
contains background information about order dimension, and states and proves the
reformulation mentioned above (Proposition 3.4). Theorem 1.2 is proven in Section
4, while Section 5 contains the details of the coloring problem in the case of Coxeter
arrangements, leading to the proof of Theorem 1.1. Section 6 is a discussion of
zonotopal embeddings, and Section 7 is an application of Sections 4 and 6 to the case
of supersolvable arrangements.
2. Hyperplane arrangements
In this section we give deﬁnitions related to hyperplane arrangements, and prove
some basic facts about join-irreducible and meet-irreducible elements of the poset of
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regions of an arrangement. An arrangement A is a ﬁnite, non-empty collection of
hyperplanes (codimension 1 linear subspaces) in Rn: In general, one might consider
arrangements of afﬁne hyperplanes, but in this paper all arrangements will consist of
hyperplanes containing the origin. Such arrangements are called central. The
complement of the union of the hyperplanes is disconnected, and the closures of its
connected components are called regions. The span of A; written SpanðAÞ; is
understood to mean the linear span of the normal vectors ofA; and the rank ofA is
the dimension of SpanðAÞ:
The poset PðA; BÞ of regions of A with respect to a ﬁxed region B is a partial
order on the regions deﬁned as follows. Deﬁne SðR1; R2Þ to be the set of hyperplanes
separating R1 from R2: For any region R; the set SðRÞ :¼ SðR; BÞ is called the
separating set of R: The poset of regions is a partial order on the regions with R1pR2
if and only if SðR1ÞDSðR2Þ: The ﬁxed region B; called the base region, is the unique
minimal element of PðA; BÞ: The deﬁnition of PðA; BÞ is an embedding into a
product of jAj chains, so the dimension of PðA; BÞ is at most jAj: For more details
on this poset, see [2,6].
When A is central, the antipodal anti-automorphism of PðA; BÞ; denoted by
R/ R; corresponds to complementation of separating sets. In particular there is a
unique maximal element B: A central arrangement is simplicial if every region is a
simplicial cone. Fig. 1 shows PðA; BÞ for a non-simplicial arrangementA in R3 with
base region B: The hyperplane arrangement is represented as an arrangement of
great circles on a 2-sphere. The northern hemisphere is pictured and the sphere is
opaque so that the southern hemisphere is not visible. The equator is shown as a
dotted line to indicate that the equatorial plane is not inA: The anti-automorphism
R/ R corresponds to a half-turn of the Hasse diagram of PðA; BÞ:
A subset A0DA is a rank-two subarrangement if jA0j41 and there is some
codimension-two subspace L of Rn such that A0 consists of all the hyperplanes
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Fig. 1. A hyperplane arrangement A with base region B and the poset of regions PðA; BÞ:
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containing L: There is a unique region B0 ofA0 containing B; and the hyperplanes in
A0 bounding B0 are called basic hyperplanes inA0: Rank-two subarrangements and
basic hyperplanes are used to deﬁne several combinatorial structures which are
central to the results in this paper. The basic digraph DðA; BÞ is the directed graph
whose vertex set isA; with directed edges H1-H2 whenever H1 is basic in the rank-
two subarrangement determined by H1-H2:
If H1 and H2 are basic in A
0 but HAA0 is not, then ðH-B0Þ ¼ ðH1-H2-B0Þ:
Intersecting both sides of the equality with B; we obtain the following, which we
name as a lemma for easy reference later.
Lemma 2.1. If H1 and H2 are basic in A
0 but HAA0 is not, then ðH-BÞ ¼
ðH1-H2-BÞ:
The bound of Theorem 1.2 is not sharp. For example, an arrangement A is 3-
generic if every rank-two subarrangement contains exactly two hyperplanes [16]. For
a 3-generic arrangement, DðA; BÞ is complete, in the sense that every pair of vertices
is connected by one directed edge in each direction. Thus Theorem 1.2 gives the
upper bound jAj on the order dimension of PðA; BÞ: There is a unique (up to
combinatorial isomorphism) 3-generic arrangement in R3 with jAj ¼ 4: The
intersection of this arrangement with the unit sphere cuts the sphere into eight
triangles and six quadrilaterals, so as to be combinatorially isomorphic to the
boundary of the cuboctahedron. If B is chosen to be one of the triangular regions,
then PðA; BÞ has order dimension 3, as can be seen by modifying the usual
embedding of the Boolean algebra. In light of Proposition 3.1 which will be proved
in Section 3, this example also illustrates the fact that the order dimension depends
on the choice of base region.
In the example of Fig. 1, the rank-two subarrangements are the following subsets
ofA: 12, 13, 23, 15, 26, 34, 146, 245 and 356. Fig. 2 shows the basic digraph for this
example. Note the three-cycle 4-5-6-4:
The shards of an arrangement are pieces of the hyperplanes which arise as follows.
For each HAA; and for each rank-two subarrangementA0 containing H; if H is not
basic inA0; cut H by removing L from H; where L is the codimension-two subspace
deﬁning A0: Each hyperplane may be cut several times, and the resulting connected
components of the hyperplanes in A are called the shards of A with respect to B:
Shards were introduced in [13] in connection with certain lattice properties of
PðA; BÞ for a simplicial arrangement A:
Fig. 3 shows the decomposition into shards of the example ðA; BÞ of Figs. 1 and 2.
Once again, the drawing shows the northern hemisphere. The southern-hemisphere
picture is similar, and in this example all of the shards intersect both hemispheres.
Let P be a poset. The join
W
X of a set XDP is the unique minimal upper
bound for X in P; if such exists. An element j of a poset P is join-irreducible if there
is no set XDP with jeX and j ¼ WX : If P has a unique minimal element #0; then
#0 is
W
| and thus is not join-irreducible. Meet-irreducible elements are deﬁned
dually.
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In a lattice, j is join-irreducible if and only if it covers exactly one element, but this
need not be the case in a non-lattice. However, a region J in PðA; BÞ is join-
irreducible if and only if it covers exactly one region J; because cover relations in
PðA; BÞ correspond to deleting one element from the separating set. IfA is a central
arrangement, a region M is meet-irreducible if and only if it is covered by exactly one
element, denoted M: The shards of a ﬁnite central arrangement are related to the
join- and meet-irreducibles of the poset of regions, as explained below. Given a shard
S; let HS be the hyperplane ofA containing S: Let UðSÞ be the set of upper regions
of S; that is, the set of regions R of A which intersect S in codimension one and
which have HSASðRÞ: The set LðSÞ of lower regions of S is the set of regions R ofA
which intersect S in codimension one and which have HSeSðRÞ: In the following
propositions, UðSÞ and LðSÞ are considered to be subposets of PðA; BÞ:
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Fig. 2. The basic digraph DðA; BÞ for ðA; BÞ as in Fig. 1.
B
Fig. 3. The decomposition of A into shards for ðA; BÞ as in Fig. 1.
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Proposition 2.2. A region J is join-irreducible in PðA; BÞ if and only if J is minimal in
UðSJÞ for some shard SJ ; in which case SðJÞ ¼ SðJÞ  fHSJg:
Proof. Suppose J is join-irreducible. Then J and J are separated by some shard
S and SðJÞ ¼ SðJÞ  fHSg: Since J covers only J and HSeSðJÞ; any region
RoJ has HSeSðRÞ: In particular, R is not in UðSÞ; so the region J is minimal
in UðSÞ: Conversely, suppose J is minimal in UðSÞ for some shard S; and
suppose that J covers more than one region. Let J be the region whose
separating set is SðJÞ  fHSg: If b is some vector in B; then the facets of J which
one would cross to go down by a cover in PðA; BÞ are the facets of J whose
outward-directed normals have positive inner product with b: In particular, this
set of facets is a ball, and therefore we can ﬁnd a region R covered by J so
that R-J-J has codimension two. Let SðJÞ  SðRÞ ¼ fHg and let A0 be the
rank-two subarrangement containing H and HS: The subarrangement A
0 and
the regions adjacent to
T
A0 are depicted in Fig. 4. Since J covers both J and
R by respectively crossing HS and H; the hyperplanes HS and H are basic
in A0: Because J intersects
T
A0 in codimension two, there is a region R0
whose separating set is ðSðJÞ A0Þ,HS: This region is in UðSÞ; contradicting the
minimality of J: &
The following proposition is dual to Proposition 2.2.
Proposition 2.3. A region M is meet-irreducible in PðA; BÞ if and only if M is
maximal in LðSMÞ for some shard SM ; in which case SðMÞ ¼ SðMÞ,fHSMg:
We will write HJ for HSJ and HM for HSM :
We conclude the section with a technical observation which is used in the proof of
Theorem 1.2.
Lemma 2.4. Let A be a central hyperplane arrangement with base region B and let
IDA: Let HAI be a sink in the sub-digraph of DðA; BÞ induced by I ; let A :¼
A fHg and let B be the region of A containing B. Then the shards of ðA; BÞ
contained in hyperplanes in I  fHg are exactly the shards of ðA; BÞ contained in
hyperplanes I  fHg:
ARTICLE IN PRESS
J
J
*
R R′H
H
Fig. 4.
N. Reading / Journal of Combinatorial Theory, Series A 104 (2003) 265–285 271
Proof. Since H is a sink in the sub-digraph of DðA; BÞ induced by I ; for any
H 0AI  fHg; the hyperplane H is not basic in the rank-two subarrangement
determined by H-H 0: In particular, removing H has no effect on the process of
‘‘cutting’’ H 0 into shards. &
3. Order dimension and subcritical pairs
In this section we give background information on order dimension and a new
formulation of order dimension in terms of subcritical pairs.
A poset E on the same ground set as P is called an extension of P if apP b implies
apE b: An extension is called linear if it is a total order. The order dimension dimðPÞ
of a ﬁnite poset P is the smallest d so that P can be written as the intersection—as
relations—of d linear extensions of P: Say Q is a(n) (induced) subposet of P if there is
a one-to-one map i :Q-P such that xpQ y if and only if iðxÞpP iðyÞ: If Q is an
induced subposet of P; then dimðQÞpdimðPÞ:
The ‘‘standard example’’ of a poset of dimension n is the collection of subsets of ½n
having cardinality 1 or n  1: In an arbitrary ﬁnite central arrangementA with base
region B; the collection of regions covering B or covered by B form a subposet of
PðA; BÞ which is isomorphic to a standard example. Each facet (maximal face) of B
corresponds to a region covering B; and thus we have the following lower bound on
dimðPðA; BÞÞ:
Proposition 3.1. The order dimension of PðA; BÞ is at least the number of facets of B;
which is at least the rank of A:
A pair ð j; mÞ in a poset P is called subcritical if:
(i) j4/ m;
(ii) For all xAP; if xoj then xpm;
(iii) For all xAP; if x4m then xXj:
The set of subcritical pairs of P is denoted SubcritðPÞ: The more commonly used
critical pairs are deﬁned by replacing condition (i) with
ði0Þ j is incomparable to m:
Thus critical pairs are in particular subcritical, and a subcritical pair ð j; mÞ that is not
critical has the property that j covers m but covers nothing else, and m is covered by j
and by nothing else.
The following proposition was proven in [12] for critical pairs in a lattice, and the
proof for subcritical pairs in a poset is essentially the same.
Proposition 3.2. If ð j; mÞ is a subcritical pair in a poset P; then j is join-irreducible and
m is meet-irreducible.
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An extension E of a poset P is said to reverse a critical or subcritical pair ð j; mÞ if
moj in E: The following formulation of order-dimension is due to Rabinovitch and
Rival.
Proposition 3.3 (Rabinovitch and Rival [12]). The order dimension of a finite poset P
is equal to the smallest d such that there exist linear extensions L1;y; Ld such that for
each critical pair ð j; mÞ of P there is some Li which reverses ð j; mÞ:
Since critical pairs are in particular subcritical, one can substitute ‘‘subcritical’’ for
‘‘critical’’ in Proposition 3.3. Subcritical pairs also occur in [13].
A well-known theorem of Dushnik and Miller [5] says that the order dimension of
a poset P is the smallest d so that P can be embedded as an induced subposet of Rd :
For a poset P with jPj ¼ n and dimðPÞ ¼ d; we can use d linear extensions whose
intersection is P to embed P as a subposet of ½nd : The theorem of Dushnik and
Miller suggests that we can embed P into a smaller d-dimensional ‘‘box.’’ Subcritical
pairs are the key to embedding a poset into a small box. Let Z : P-Q be an order-
preserving map from P to Q: That is, whenever xpy in P; then ZðxÞpZðyÞ in Q: Say
Z reverses a subcritical pair ð j; mÞ if ZðmÞoZð jÞ: The strict inequality is essential
here.
Proposition 3.4. The order dimension of a finite poset P is equal to the smallest d such
that there exist order-preserving maps Z1;y; Zd :P-N such that for each subcritical
pair ð j; mÞ of P there is some Zi which reverses ð j; mÞ:
Proof. Suppose Z ¼ ðZ1; Z2;y; ZdÞ is an embedding of P into Nd ; and let ð j; mÞ be a
subcritical pair. Since j4/ m; there must be some Zi which reverses ð j; mÞ: Conversely,
suppose that there exist order-preserving maps Z1;y; Zd : P-N such that for each
subcritical pair ð j; mÞ of P there is some Zi which reverses ð j; mÞ: Let Z :¼
ðZ1; Z2;y; ZdÞ: To show that Z is an embedding, we must show that for any pair
ða; bÞ in P with a4/ b; there is some iA½D such that ZiðbÞoZiðaÞ: The simple proof of
this fact follows the proof of Proposition 3.3. Suppose ða; bÞ is an exception, or in
other words, ZiðbÞXZiðaÞ for all iAD: If there exists a0oa such that a04/ b; replace a
by a0 to obtain a new pair ða0; bÞ; which is also an exception. (If ZiðbÞoZiða0Þ for some
i; then because Zi is order-preserving we have ZðbÞoZða0ÞpZðaÞ; contradicting the
fact that ða; bÞ was an exception.) Similarly, if there exists b04b with a4/ b0; the pair
ða; b0Þ is an exception. Continue making these replacements, and since a always
moves down in the poset and b always moves up, the process will eventually
terminate by ﬁnding an exception which is also a subcritical pair. This contradiction
shows that Z is indeed an embedding. &
Some modiﬁcations of Proposition 3.4 are worth mentioning, although they will
not be used in this paper. Similar modiﬁcations of Proposition 3.3 are given in
[14, Section 1.12].
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Proposition 3.5. The order dimension of a finite poset P is the smallest d such that there
exist posets Qi and order-preserving maps Zi : P-Qi for iA½d; such that for each
subcritical pair ð j; mÞ of P there is some Zi which reverses ð j; mÞ:
Proposition 3.6. The order dimension of a finite poset P is the smallest d such that there
exist posets Qi; subposets Pi of P and order-preserving maps Zi : Pi-Qi for iA½d; such
that for each subcritical pair ð j; mÞ of P there is some i with j; mAPi and ð j; mÞ
reversed by Zi:
Proposition 3.5 follows from Proposition 3.4 by considering linear extensions of
the Qi: Proposition 3.6 follows from Proposition 3.5 via the following observation:
If P0 is an induced subposet of a ﬁnite poset P; then any order-preserving map
Z0 : P0-Q can be extended to an order preserving map Z :P-E; where E is some
extension of Q:
4. Order dimension of the poset of regions
In this section we relate the shards of ðA; BÞ to the subcritical pairs in PðA; BÞ:
This relationship, along with Proposition 3.4, is then used to prove Theorem 1.2 via
an explicit embedding.
Proposition 4.1. Let A be a central arrangement. A pair ðJ; MÞ in PðA; BÞ is
subcritical if and only if there is a shard S such that J is minimal in UðSÞ; M is
maximal in LðSÞ and JpM:
Proof. Suppose ðJ; MÞ is subcritical. Then by Proposition 3.2, J is join-irreducible
and M is meet-irreducible, so J and M are deﬁned. By condition (ii), JpM; and
in light of Propositions 2.2 and 2.3 it remains to show that SJ ¼ SM : By condition
(iii), JpM as well. Thus we have SðJÞDSðMÞ and SðJÞDSðMÞ: Therefore
HJASðMÞ: If we also have HJASðMÞ then SðJÞDSðMÞ; contradicting the fact that
ðJ; MÞ is a subcritical pair. So HJ ¼ HM ; or in other words SJ and SM are contained
in the same hyperplane. Suppose for the sake of contradiction that SJaSM : Then
there is a codimension-two subspace L between SJ and SM in HJ such that HJ is not
basic in the associated rank-two subarrangement A0: Then necessarily, one of the
two basic hyperplanes is in SðJÞ-A0 but not in SðMÞ-A0: This contradiction to
JpM shows that SJ ¼ SM :
Conversely, suppose that there is a shard S such that J is minimal in UðSÞ; M is
maximal in LðSÞ and JpM: Then by Propositions 2.2 and 2.3, J is join-irreducible
and M is meet-irreducible and because JpM we have JpM as well. Thus
conditions (ii) and (iii) are satisﬁed. Since MALðSÞ and JAUðSÞ; we have
J4/ M: &
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Lemma 4.2. Let ðJ; MÞ be a subcritical pair in PðA; BÞ for a central arrangement
A and let HAA: If HeSðJÞ and HASðMÞ; then HJ is basic in the rank-two
subarrangement determined by H-HJ :
Proof. Suppose HeSðJÞ and HASðMÞ for some critical pair ðJ; MÞ and let A0
be the rank-two subarrangement determined by H-HJ : By Proposition 4.1, the
codimension-one faces J-J and M-M are in the same shard SJ ; and thus in
particular HJ is basic in A0: &
Let IDA induce an acyclic sub-digraph on DðA; BÞ: Let FI be the set of
subcritical pairs ðJ; MÞ in PðA; BÞ such that HJAI : Let H1; H2;y; HjI j be an
ordering of the hyperplanes in I such that whenever Hi-Hj in DðA; BÞ; we have
ioj: For any region R ofA; let ZIðRÞ be the word of length jI j in 0’s and 1’s whose
ith letter is 0 if HieSðRÞ and 1 if HiASðRÞ: Thinking of this word as a binary
number, we have constructed a map ZI from PðA; BÞ to the interval ½0; 2jI j  1: The
map is order-preserving because the order on PðA; BÞ is containment of separating
sets.
Lemma 4.3. The map ZI reverses all of the subcritical pairs in FI :
Proof. The proof is by induction on k :¼ jI j: If k ¼ 1; the result is trivial, so suppose
k41; consider the arrangementA :¼A fHkg; with base region B as in Lemma
2.4. The hyperplane Hk is a sink in the sub-digraph of DðA; BÞ induced by I ; so
I :¼ I  fHkg induces an acyclic sub-digraph of DðA; BÞ: By Lemma 2.4, the
shards of ðA;BÞ contained in hyperplanes of I  fHg are exactly the shards of
ðA; BÞ contained in hyperplanes of I  fHg: The notation ZI could be
interpreted either as a map on PðA; BÞ or on PðA; BÞ: However, for a region
R ofA; if R is the region ofA containing R; then SðR; BÞ-I ¼ SðR; BÞ-I;
so the distinction is meaningless. If ðJ; MÞ is a subcritical pair in FI not associated
with the hyperplane Hk; then by Lemma 2.4 and Proposition 4.1, ðJ; MÞ is a
subcritical pair in PðA; BÞ associated to some hyperplane in I: Thus by
induction, ZIðMÞoZIðJÞ: This is a strict inequality in the lexicographic order,
and since ZI is obtained from ZI by appending an additional digit on the right, the
strict inequality is preserved regardless of what the new digits are. Thus we have
ZI ðMÞoZI ðJÞ:
If, on the other hand, ðJ; MÞ is a subcritical pair associated with Hk; the last digit
of ZI ðJÞ is 1 and the last digit of ZIðMÞ is 0. Thus if we can show that
SðMÞ-IDSðJÞ-I ; we will have ZIðMÞoZI ðJÞ: Suppose to the contrary that there
is some HAI with HASðMÞ but HeSðJÞ: Then Lemma 4.2 says that Hk is basic in
the rank-two subarrangement A0 determined by H and Hk: However, this means
that Hk-H in DðA; BÞ; and thus H should have occurred after Hk in the ordering
on I : &
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Recall that Theorem 1.2 states that the order dimension of PðA; BÞ is bounded
above by the smallest k such thatA ¼ I1,I2,?,Ik and Ij induces an acyclic sub-
digraph of DðA; BÞ for each j:
Proof of Theorem 1.2. Lemma 4.3 can be used for each sub-digraph to obtain
the components of an order-preserving map PðA; BÞ-Nk which satisﬁes the
hypotheses of Proposition 3.4. &
The directed graph in Fig. 2 can be partitioned into three acyclic sub-digraphs, but
not fewer. The partition is I1 :¼ f1-4g; I2 :¼ f2-5g; I3 :¼ f3-6g: Let Z1 :¼ ZI1 as
in Lemma 4.3, and similarly Z2 and Z3: The image of the map Z ¼ ðZ1; Z2; Z3Þ is
illustrated in Fig. 5. In this ﬁgure, the ﬁrst coordinate of Z is the horizontal axis, the
third coordinate is the vertical axis, and the positive direction of the 2nd coordinate
points down into the page. It may also aid the reader’s visualization to know that in
this example, all of the regions of A map to the boundary of the cube.
The basic graph GðA; BÞ is the graph whose vertex set is A; with edges fH1; H2g
whenever H1 and H2 are the basic hyperplanes in some rank-two subarrangement.
The directed graph QðA; BÞ has vertex-set A; with H-H 0 whenever H is a basic
hyperplane in some rank-two subarrangement and H 0 is a non-basic hyperplane in
the same subarrangement. The edges in GðA; BÞ are exactly the directed two cycles
in DðA; BÞ: The directed graph QðA; BÞ is obtained from DðA; BÞ by deleting the
directed edges which are contained in two cycles. The following is an immediate
corollary of Theorem 1.2.
Corollary 4.4. If QðA; BÞ is acyclic, then dimðPðA; BÞÞpwðGðA; BÞÞ:
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Fig. 5. An embedding of the poset of regions PðA; BÞ into ½0; 33 for ðA; BÞ as in Fig. 1.
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Here wðGÞ is the chromatic number of the graph G: The acyclicity of QðA; BÞ also
has important consequences for order-theoretic and lattice-theoretic properties of
PðA; BÞ [13]. In the example of Figs. 1–5, QðA; BÞ is not acyclic, and thus Corollary
4.4 does not apply.
5. Colorings of root systems
In this section, we use Corollary 4.4 to relate the dimension of the weak order on a
ﬁnite Coxeter group to a coloring problem on the corresponding root system.
Colorings are given which prove Theorem 1.1 for types A, B, D and I. For types E,
F, and H, the bounds were determined using computer programs written by John
Stembridge and available on the author’s website.
Given a non-zero vector v in Rn; let Hv be the hyperplane normal to v; and let rv be
the Euclidean reﬂection ﬁxing Hv: A ( finite) root system is a ﬁnite collection of
vectors in Rn; satisfying the following properties:
(i) For any bAF; we have rbF ¼ F:
(ii) For any bAF; we have bR-F ¼ f7bg:
The group W generated by the reﬂections rb for bAF is a ﬁnite Coxeter group, and
the arrangement of hyperplanes AF :¼ fHb : bAFg is a Coxeter arrangement. Each
hyperplane corresponds to two roots. The rank of a root system F is the dimension
of its linear span or equivalently, it is the rank of AF: Coxeter arrangements are
simplicial, and W acts transitively on the regions ofAF: Choose some base region B;
and for each hyperplane H in AF; choose the normal root b
þ
H so that for each
region R; the separating set SðRÞ is exactly the set of hyperplanes H with
/x; bþHS40 for every x in the interior of R: The set F
þ :¼ fbþH : HAAFg is the set of
positive roots of F: Sometimes it is convenient to blur the distinction between the
set of hyperplanes and the set of positive roots. So, for example, we will talk about
rank-two subarrangements of root systems, and basic roots in a rank-two
subarrangement.
Consider the set of hyperplanes deﬁning facets of B; and call the corresponding set
of positive roots the simple roots D: Since AF is simplicial, D is a set of linearly
independent vectors. The set fra : aADg is a set of simple reflections which generate
W : For more details on root systems and Coxeter groups, the reader is referred
to [3,10].
Root systems have been classiﬁed, and we will name Coxeter arrangements
according to their corresponding root systems. There are inﬁnite families An; Bn; Cn
and Dn; and exceptional root systems E6; E7; E8; F4; G2; H3; H4 and I2ðmÞ: The root
systems Bn and Cn correspond to the same Coxeter arrangement, so we will only
consider Bn: Since G2 is the same as I2ð6Þ; we will not consider it separately. In what
follows, we will present speciﬁc examples of each type of root system by specifying a
set of positive roots. That set of positive roots determines the associated Coxeter
arrangement A and the choice of base region B; and for convenience we will
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substitute the name of the root system for the notation ðA; BÞ: For example, we will
refer to PðAnÞ; DðAnÞ and GðAnÞ with the obvious meanings.
The poset PðAF; BÞ is isomorphic to the weak order on W : We wish to use
root systems to apply Corollary 4.4 to posets of regions of Coxeter arrangements, or
equivalently, to the weak orders on the corresponding Coxeter groups. Caspard,
Le Conte de Poly-Barbut and Morvan showed that QðA; BÞ is acyclic whenever
A is a Coxeter arrangement [4]. This was done, using different notation, in the
course of establishing a lattice-theoretic result about the weak order on a
ﬁnite Coxeter group. Theorem 28 of [13] is a different, more geometric proof
of the acyclicity of QðA; BÞ in the case of a Coxeter arrangement. The acyclicity
of QðA; BÞ allows us to use the more straightforward bound of Corollary 4.4.
The key to applying Corollary 4.4 is to relate GðA; BÞ to the inner products of
roots.
If the roots in F consist of more than one W orbit, one can rescale the roots
without altering properties (i) and (ii) as long as the rescaling is uniform on each W -
orbit. For a suitable scaling, the root system has the property that in any rank-two
subarrangement, the basic roots are the unique pair of distinct roots which
minimize the pairwise inner products of distinct positive roots in that rank-two
subarrangement. All of the root systems presented here are scaled so as to have that
property.
Type A: The Coxeter arrangement An1 corresponds to the root system whose
positive roots are fei  ej : 1pjoipng: This root system has rank n  1: Rank-two
subarrangements of the root system An1 come in two different forms: A pair of
positive roots whose inner product is zero, or a set of three positive roots whose
pairwise inner products are 1, 1 and 1: The hyperplanes corresponding to a pair of
orthogonal roots are joined by an edge in GðAn1Þ; and the basic roots in a rank-two
subarrangement of cardinality three are the pair whose inner product is 1: Thus
independent sets in GðAn1Þ are sets of roots in which all pairwise inner products
are 1. It is easy to identify the maximal independent sets as having the form
Ji :¼ fei  ej : 1pjoig for some ﬁxed i or the form fei  ej : joipng for some ﬁxed j:
One ðn  1Þ-coloring of GðAn1Þ uses the sets Ji for i ¼ 2; 3;y; n:
It is also easy to specify the basic digraph DðAn1Þ: Besides the 2-cycles, the
directed edges are of the form ei  ej-ei  ek and ej  ek-ei  ek whenever kojoi:
This is because fei  ej ; ei  ek; ej  ekg is a rank-two subarrangement whose basic
roots are ei  ej and ej  ek:
The regions deﬁned by An1 are in bijection with permutations p1p2?pn of ½n:
This notation means that p : i/pi: The separating set of a region corresponds to the
inversion set IðpÞ :¼ fði; jÞ : 1piojpn : pi4pjg; and containment of inversion sets is
called the weak order on the symmetric group Sn: Thus the coloring of GðAn1Þ
described above and the maps deﬁned in Lemma 4.3 give an embedding of the weak
order on Sn into R
n1: Speciﬁcally, for i ¼ 2; 3;y; n; let ZiðpÞ :¼ f j : joi; pj4pig;
and interpret this set as a binary number by letting j correspond to the jth digit.
This is an embedding of the weak order on Sn into the product ½0; 1  ½0; 3 
½0; 7 ? ½0; 2n1  1:
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Type B: The root system Bn has positive roots
fei7ej : 1pjoipng,fei : iA½ng:
Rank-two subarrangements of Bn can consist of two or three positive roots with the
same pairwise inner products as in type A, or they can be a set of four positive roots
whose pairwise inner products are 1; 0, 0, 1, 1, and 1. The edges in GðBnÞ are pairs
of roots with inner product 1 and some pairs of roots which have inner product
zero. The rank-two subarrangements of cardinality four have the form fei; ej ; ei7ejg;
with basic roots ej and ei  ej : Thus pairs of the form fei; ejg and fei þ ej ; ei  ejg are
non-edges in GðBnÞ even though these pairs have inner product zero.
Noting that B1DB2D?DBn; we obtain an n-coloring by setting Ij ¼ Bj  Bj1
for j ¼ 1; 2;y; n: Another particularly nice coloring decomposes the positive roots
into colors of size n so that any pair of roots in the same color have inner product 1.
The ith color in this coloring is the set
fei  ej : 1pjoig,feig,fei þ ek : 1piokg:
Using these two colorings, one constructs maps, as in Lemma 4.3, to embed PðBnÞ
into ½0; 1  ½0; 7 ? ½0; 22n1  1 or into ½0; 2n  1n:
Fig. 6 shows these two colorings of GðB3Þ; the basic graph of the Coxeter
arrangement B3: In this ﬁgure, the vector e1 points to the right, e2 points towards the
top of the page, and e3 points down into the page. The hyperplanes are colored in
three colors: black, gray and dotted.
Type D: The positive roots of Dn are fei7ej : 1pjoipng: Rank-two subarrange-
ments of the Dn consist of two or three positive roots with the same pairwise inner
products as in type A, so the edges in GðDnÞ are pairs of roots with inner product 1:
One can color the positive roots by restricting the second coloring given above for
Bn: Speciﬁcally, the ith color is the set
fei  ej : 1pjoig,fei þ ek : 1piokg:
This gives an embedding of PðDnÞ into ½0; 2n1  1n:
Type I: The graph GðI2ðmÞÞ has only a single edge, and thus is two-colorable. It is
also readily apparent by inspection that the dimension of PðI2ðmÞÞ is two.
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Fig. 6. Two colorings of GðB3Þ:
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Other types: In each of the inﬁnite families of Coxeter arrangements, the upper
bound from Corollary 4.4 agrees with the lower bound of Proposition 3.1, and thus
the order dimension equals the rank of the arrangement. Intriguingly, the situation is
different for most of the exceptional groups. The computational results are:
wðGðE6ÞÞ ¼ 9;
wðGðE7ÞÞ ¼ 11;
16pwðGðE8ÞÞp19;
wðGðF4ÞÞ ¼ 5;
wðGðH3ÞÞ ¼ 3;
wðGðH4ÞÞ ¼ 6:
Of the six Coxeter arrangements of types E, F and H, only H3 has the property that
the chromatic number of G is equal to the rank of the arrangement.
6. Zonotopal embeddings
In this section, we deﬁne zonotopal embeddings of the poset of regions, and prove
a proposition which gives sufﬁcient conditions for constructing such embeddings. In
Section 7, we apply these condition to supersolvable arrangements.
Given an arrangement A and base region B; one can choose a set of normal
vectors fnH : HAAg such that for each region R; the separating set SðRÞ is exactly
the set of hyperplanes H with /x; nHS40 for every x in the interior of R: One
associates a zonotope to ðA; BÞ by taking the Minkowski sum of the line segments
connecting the origin to each nH : The 1-skeleton of this zonotope, directed away
from the origin, deﬁnes a poset isomorphic to PðA; BÞ: The isomorphism is
Z : R/
P
HASðRÞ nH : The combinatorial type of the zonotope (and thus the partial
order) is not changed when the normal vectors are scaled by positive constants.
One might hope that, with some suitable scaling of the normals, and some choice
of basis for Rn; the map Z is an embedding (in the sense of order-dimension) of
PðA; BÞ into Rn: Speciﬁcally, choose a basis b1; b2;y; bn for Rn; and for any vector
vARn; let vi be the coefﬁcient of bi when v is expanded in terms of the basis
b1; b2;y; bn: Let Zi be the map R/ðZðRÞÞi; the ith component of the vector ZðRÞ:
Call Z a zonotopal embedding of PðA; BÞ if for every pair of regions of A; we have
R1pR2 if and only if ZiðR1ÞpZiðR2Þ for all iA½n:
As an example, consider the hyperplane arrangement in R2 whose normal vectors
are nH1 ¼ ð1; 0Þ; nH2 ¼ ð0; 1Þ and nH3 ¼ ð1; 1Þ; choose B to be the region containing
the vector ð1;1Þ; and let the bi be the standard basis. In this case Z is not an
embedding in the sense of order dimension. Consider the regions R1 and R2
with SðR1Þ ¼ fH1; H3g and SðR2Þ ¼ fH2g: We have R15/ R2; but ZðR1Þ ¼
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ð2; 1Þ4ð0; 1Þ ¼ ZðR2Þ: However, we can obtain the same arrangement by choosing
nH2 ¼ ðr; rÞ for any r40; and when ro1; the map Z is a zonotopal embedding.
We now prove a proposition which will help us, in some cases, to ﬁnd a scaling
of the normals so that Z is an embedding. For each HAA; deﬁne nðHÞ :¼
fH 0AA : H-H 0 in DðA; BÞg: Recall that in DðA; BÞ; we have H-H 0 whenever H
is basic in the rank-two subarrangement A0 determined by H-H 0:
Proposition 6.1. Suppose for some HAA that
ðnHÞi4
X
H 0AnðHÞ
ðnH 0 Þi:
Then the map Zi reverses all subcritical pairs whose associated hyperplane is H.
Proof. Let ðJ; MÞ be a subcritical pair associated to H: We need to show that
ZiðMÞoZiðJÞ: By canceling terms occurring on both sides of the comparison, we see
that this is equivalent to proving that
X
H 0ASðMÞSðJÞ
ðnH 0 Þio
X
H 0ASðJÞSðMÞ
ðnH 0 Þi:
But H is the unique hyperplane in SðJÞ  SðMÞ; so the right-hand sum is ðnHÞi: Any
hyperplane H 0 in SðMÞ  SðJÞ intersects the shard associated to ðJ; MÞ: If we had
HQH 0 in DðA; BÞ; the intersection H-H 0 would coincide with a cutting of H into
shards, and H 0 would not intersect any shard in H: Thus SðMÞ  SðJÞDnðHÞ: Now
we have
ðnHÞi4
X
H 0AnðHÞ
ðnH 0 ÞiX
X
H 0ASðMÞSðJÞ
ðnH 0 Þi: &
7. Supersolvable arrangements
In this section we apply Theorem 1.2 and Proposition 6.1 to supersolvable
arrangements. The result is a tidier proof of a theorem of [13] on the order dimension
of the poset of regions of a supersolvable arrangement, and a proof that these posets
admit zonotopal embeddings. A Coxeter arrangement is supersolvable if and only if
it is of type A or B [1], so in particular, weak orders on An and Bn admit zonotopal
embeddings.
An arrangement A is supersolvable if its lattice of intersections LðAÞ is
supersolvable. The reader unfamiliar with LðAÞ and/or supersolvability can take the
following theorem to be the deﬁnition of a supersolvable arrangement, or see [2,11]
for deﬁnitions.
Theorem 7.1 (Bjo¨rner et al. [2, Theorem 4.3]). Every hyperplane arrangement of rank
1 or 2 is supersolvable. A hyperplane arrangement A of rank dX2 is supersolvable if
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and only if it can be written as A ¼A02A1; where
(i) A0 is a supersolvable arrangement of rank d  1:
(ii) For any H 0; H 00AA1; there is a unique HAA0 such that H 0-H 00DH:
Here ‘‘2’’ refers to disjoint union.
Since A0 has rank one less than A; the intersection of -A0 with SpanðAÞ has
dimension 1. Call this subspace D:
Lemma 7.2. If HAA1 then DD/ H:
Proof. Suppose that DDH 0 for some H 0AA1: Since the rank ofA is strictly greater
than the rank of A0; there is some H
00AA1 not containing D: Then H 0-H 00 is
contained in some unique hyperplane H of A0: But then H ¼ H 0; because both
contain the span of D and H 0-H 00: This contradicts the fact that A is the disjoint
union of A0 and A1: &
Let R be a region ofA0; let v be any vector in the interior of R: By Lemma 7.2, no
hyperplane in A1 contains D; so the afﬁne line v þ D intersects every hyperplane in
A1: By Theorem 7.1(ii), we can linearly order the hyperplanes of A1 according to
where they intersect v þ D; and this ordering does not depend on the choice of
vAintðRÞ; but only on a choice of direction on D: In particular, consider the set of
regions ofA contained in R: the graph of adjacency on these regions is a path. As in
[2], deﬁne a canonical base region inductively: Any region of an arrangement of rank
2 is a canonical base region. For a supersolvable arrangementA ¼A02A1; and a
region R of A; let R0 be the region of A0 containing R: Then B is a canonical base
region if B0 is a canonical base region ofA0 and if the regions ofA contained in B0
are linearly ordered in PðA; BÞ: The linear order on the regions of A contained in
B0 also gives a linear order H1; H2;y; Hk on the hyperplanes in A1:
Proposition 7.3. If A ¼A0,A1 is a supersolvable arrangement and B is a canonical
base region, then A1 induces an acyclic sub-digraph of DðA; BÞ:
Proof. First we show that there are no 2-cycles in the sub-digraph of DðA; BÞ
induced byA1: Suppose to the contrary that H
0 and H 00 inA1 are both basic in the
rank-two subarrangement A0 they determine. By Theorem 7.1, there is a unique
HAA0-A0; and Lemma 2.1 says that ðH-BÞ ¼ ðH 0-H 00-BÞ: But H-B
intersects D in dimension one, and thus so does H 0-H 00-B: In particular,
H 0-H 00 contains D; contradicting Lemma 7.2. This contradiction proves that there
are no 2-cycles in the sub-digraph of DðA; BÞ induced by A1:
Next, we claim that whenever Hi-Hj in DðA; BÞ; for Hi; HjAA1; we must have
ioj: To see this, consider starting at some vector v in the interior of B and moving
along v þ D in such a direction as to meet the hyperplanes inA1: Since Hi-Hj; the
hyperplane Hi is basic in the rank-two subarrangement A
0 determined by Hi-Hj;
and by the previous paragraph, no other hyperplane in A1 is basic in A
0: As we
ARTICLE IN PRESS
N. Reading / Journal of Combinatorial Theory, Series A 104 (2003) 265–285282
move along v þ D; we must cross a basic hyperplane inA0 before we meet Hj: But we
are moving parallel to every hyperplane inA0; so the basic hyperplane we must cross
is Hi: Thus Hj follows Hi in the ordering on A1; or in other words, ioj: Since
moving along arrows in DðA; BÞ always moves us further in the ordering onA1; we
can in particular never close a cycle. &
By induction, when A is supersolvable and B is a canonical base region, we can
cover DðA; BÞ with k acyclic induced sub-digraphs, where k is the rank ofA: Since
this is exactly the lower bound of Proposition 3.1, we have given a tidier proof of the
following theorem which was ﬁrst proven in [13].
Theorem 7.4. The order dimension of the poset of regions (with respect to a canonical
base region) of a supersolvable hyperplane arrangement is equal to the rank of the
arrangement.
The proof of Proposition 7.3 shows that if we orderA1 as H1; H2;y; Hk; we can
construct the map ZA1 of Lemma 4.3. By induction, we obtain an explicit embedding
in connection with Theorem 7.4. A map very similar to ZA1 was considered in [13],
but an explicit embedding was not given there because of the lack of Proposition 3.4.
It is also possible to give a zonotopal embedding of the poset of regions (with
respect to a canonical base region) of a supersolvable hyperplane arrangement.
Theorem 7.5. LetA be a supersolvable hyperplane arrangement of rank d; and let B be
a canonical base region. Then PðA; BÞ has a zonotopal embedding in Rd :
Proof. Think of A as a sequence A1CA2C?CAd ¼A of supersolvable
arrangements with rankðAiÞ ¼ i and such that for each iA½d  1; Theorem 7.1
gives the partitionAi ¼Ai12ðAi Ai1Þ: Since the canonical base region B was
chosen according to an inductive deﬁnition, we have a canonical base region Bi for
each Ai: Choose bi to be a vector in SpanðAiÞ-ð
T
Ai1Þ and choose the direction
of bi so that, starting in Bi and traveling in the direction of bi; one would reach the
otherAi-regions contained in Bi1: The vectors bi are used to deﬁne the components
of the map Z; as deﬁned in Section 6. Choose the directions of the normal vectors to
A as in Section 6.
We will prove by induction on d that the normal vectors can be scaled so that for
every iA½d and every HAAi; we have
ðnHÞi4
X
H 0AnðHÞ
ðnH 0 Þi: ð1Þ
Then in particular, by Proposition 6.1, the map Z deﬁned in Section 6 is a zonotopal
embedding of PðA; BÞ: The case d ¼ 1 is trivial, so suppose dX2; and consider ﬁrst
the case i ¼ d and then the case iod: For every H 0AAd1; we have ðnH 0 Þd ¼ 0
because bdAH 0: By Proposition 7.3, Ad induces an acyclic digraph of DðA; BÞ; so
we can satisfy Inequality (1) with i ¼ d for every HAAd : In the case iod; by
ARTICLE IN PRESS
N. Reading / Journal of Combinatorial Theory, Series A 104 (2003) 265–285 283
induction we have for each HAAd1;
ðnHÞi4
X
H 0AnðHÞ-Ad1
ðnH 0 Þi:
To satisfy Inequality (1) for each iod and each H; we need to be able to add into the
right sides some terms arising from hyperplanes inAd : Since the inequality is strict,
this can be done as long as all the new terms are small enough. To this end, we
uniformly scale the normals to hyperplanes, preserving their relative proportions,
and thus preserving Inequality (1) in the case i ¼ d as well. &
8. Comments and questions
The exceptional types: The most immediate problem left unsolved is to determine
the order dimension of the groups E6; E7; E8; F4; and H4: Absent further theoretical
advances, this promises to be a computationally intense problem. If any of the
dimensions exceeds the rank of the arrangement, it would be the ﬁrst example known
to the author of a simplicial arrangement in which the dimension of the poset of
regions exceeds the rank. If each dimension is equal to the rank, is there a uniform
proof of that fact (i.e. not relying on the classiﬁcation of ﬁnite Coxeter groups)?
Quotients: As noted in the introduction, Flath [8] determined the order dimension
of the weak order on type A. More generally, she determined the weak order for
arbitrary (one-sided) quotients (with respect to parabolic subgroups) of the weak
order on type A. What are the dimensions of the quotients in other types?
Computation: To embed the poset of regions by the method of Theorem 1.2, one
needs to know the separating set of each element. However, Theorem 1.2 does lead
to an improvement in computation. Suppose that one wishes answer the question ‘‘Is
R1pR2 in PðA; BÞ?’’ Suppose also that the basic unit of computation is to compute
the answers to the questions ‘‘Is H in SðR1Þ?’’ and ‘‘Is H in SðR2Þ?’’ for a single
HAA: If at any point in the computation we get the answers ‘‘yes’’ and ‘‘no’’ to the
two questions, we can conclude that R14/ R2: If we begin with a covering of DðA; BÞ
by acyclic sub-digraphs I1;y; Id and test the hyperplanes within each sub-digraph in
the order speciﬁed by Lemma 4.3, we obtain a further reduction: Whenever we get
the answers ‘‘no’’ and ‘‘yes’’ for a hyperplane HAIk; we can conclude that
ZIk ðR1ÞoZIkðR2Þ; and it is not necessary to test the remaining hyperplanes in Ik: This
computational savings derives from ordering the hyperplanes in Ik in a way that is
compatible with DðA; BÞ; and possibly there is a more general computational
scheme which is directly based on DðA; BÞ or some variant.
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