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Abstract. We derive a field-theoretical representation for the moments of the
eigenstates in the generalized Anderson model. The representation is exact and can
be used for the Anderson model with generic non-random hopping elements in any
dimensions. We apply this method to the simplex model, for which the hopping
amplitude between any two lattice sites is the same, and find that the eigenstates
are localized at any strength of disorder. Our analytical predictions are in excellent
agreement with the results of numerical simulations.
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1. Introduction
The phenomenon of Anderson localization remains one of the most important and
actively studied problems in the field of disordered quantum systems. Despite a great
progress in understanding of this phenomenon achieved in the last fifty years (see [1]
and references therein), the number of available models affordable for non-perturbative
analytical treatment is very limited. Among them are the original one-dimensional
Anderson model [2] and its continuous version [3, 4, 5], quasi-one-dimensional models
and their random matrix counterparts [6, 7, 8], as well as models on a tree-like graphs
[9, 10, 11, 12, 13, 14]. A common feature of all such models is that they can be
treated recursively. In the discrete case that means that it is possible to establish a
relatively simple relation between properties of a system of size N and of size N + 1.
A necessary condition for existence of such recursion relations is the absences of loops
in the configuration space. Indeed, the existence of just a single loop, like in the case
of the one-dimensional Anderson model with periodic boundary conditions, makes the
recursive method inapplicable.
In this paper, we study the Anderson localization in a system containing a maximum
number of loops for a given number of sites. This is the Anderson model on a d-simplex,
which is a generalization of the notion of a triangle in the two-dimensional space to the
d-dimensional space. The Hamiltonian of the simplex model is similar to the standard
Anderson model, and it consists of the hopping term and the on-site random potential:
H = T + V, Tij =
1
N
, Vij = viδij, i, j = 1, . . . , N, (1)
where N = d+1 is the total number of sites, δij is the Kronecker delta symbol and vi are
independent Gaussian distributed random variables with the zero mean value 〈vi〉 = 0
and the variance 〈v2i 〉 = w2. The hopping amplitude between any two sites is equal to
1/N and we set Tii = 1/N for the sake of convenience.
In the absence of disorder, the spectrum of the perfect system can be easily found
if we notice that
Tf0 = f0, f0 = (1, 1, . . . , 1)
T, (2)
so that the vector f0, whose all components are equal to one, is an eigenvector of T with
the eigenvalue λ = 1. On the other hand, any vector f orthogonal to f0 satisfies the
equation
Tf = 0. (3)
There exist N − 1 linearly independent vectors, which are orthogonal to f0, and hence
we conclude that the second eigenvalue of T , λ = 0, is (N − 1)-fold degenerate.
Thus, the simplex model belongs to the class of the Anderson tight-binding models,
whose clean analogs have flat bands of highly degenerate states. It is known that in
the presence of disorder, the eigenstates of such systems may become critical at weak
disorder [15] or exhibit the Anderson transition at strong disorder [16]. For the simplex
model one would expect that weak disorder should lift the degeneracy and facilitate the
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emergence of extended eigenstates, as the hopping matrix connects any two sites of the
lattice. However, we show that, in contrast to this expectation, all eigenstates, which
were initially degenerate, are localized for any disorder strength in the thermodynamic
limit N →∞. To this end, we calculate analytically the moments of the eigenstates as
an explicit function of w and demonstrate that they remain finite in the limit N →∞.
Another aim of this work is to present a new approach for calculation of the
moments of the eigenstates suitable for Anderson models with non-trivial connectivity.
Representing the disorder averaged moments of the eigenstates by the supersymmetric
functional integral at the first step, we show how the most of the integration variables
can be integrated out leading to the functional integral containing only a single real
variable associated with every lattice site. As the constructed representation is exact
and valid for the Anderson model with a generic hopping matrix, it can serve as a
starting point for further investigations. In particular, for the simplex model, it can be
reduced just to a two-fold integral, which can be analyzed in the limit N → ∞ by the
standard methods.
The paper is organized as follows. In Section 2, we derive a general functional
integral representation for the moments of the eigenstates of the Anderson model with
a generic hopping matrix. In Section 3, we apply this representation to the simplex
model and show how in this case it can be reduced to a two-fold integral. The latter
is then evaluated in the limit N → ∞ and compared with the results of numerical
simulations in Section 4. Finally we conclude the paper with a discussion of the origin
of the localization in the simplex model and its generalizations in Section 5.
2. Moments of the eigenstates
The local moments Iq(n) of the eigenstates on a given lattice site n are defined as follows
[17]
Iq(n) =
1
ρ(E)
∑
α
〈|fα(n)|2q δ(E − Eα)〉 , (4)
where fα is a normalized eigenstate of H corresponding to an eigenvalue Eα, ρ(E) is the
averaged density of states and 〈. . .〉 stands for the disorder averaging. Only the states at
a given energy E contribute to Iq(n) due to the presence of the δ-function. The factor
1/ρ ensures the normalization condition (1/N)
∑N
n=1 I1(n) = 1.
The knowledge of the moments Iq as a function of the system size N makes it
possible to distinguish between extended and localized states. Indeed, for a completely
extended state fα(n) ∝ 1/
√
N and hence Iq ∝ N1−q. On the other hand, a localized
state is insensitive to increasing of the system size and therefore Iq → Cq, as N → ∞,
where Cq is an N -independent constant.
The moments of the eigenstates defined above can be extracted from the singular
part of a product of the diagonal elements of the retarded GR(E) = (E+ iǫ−H)−1 and
the advanced GA(E) = (E− iǫ−H)−1 Green’s functions. Indeed, if we define Kl.m(n, ǫ)
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as
Kl,m(n, ǫ) =
(
GRnn
)l (
GAnn
)m
, l, m = 1, 2, . . . , (5)
then the moments Iq(n) can be found by taking the limit ǫ→ 0 [17]
Iq(n) =
il−m(l − 1)!(m− 1)!
2πρ(E)(l +m− 2)! limǫ→0 (2ǫ)
l+m−1 〈Kl,m(n, ǫ)〉 , q = l +m. (6)
It is well known that the products of the Green’s functions can be conveniently
represented by the supersymmetric functional integrals [18]. In the case of a discrete
lattice of size N we introduce N supervectors associated with each lattice site:
Φi =


sR(i)
χR(i)
sA(i)
χA(i)

 , i = 1, . . . , N, (7)
whose components are two complex sR, sA and two Grassmann χR, χA variables. The
product of the diagonal elements of the Green’s functions can be written now as the
Gaussian integral over supervectors Φi [17, 18]:
Kl,m(n, ǫ) =
il−m
l!m!
∫ N∏
p=1
dΦpdΦ
†
p (s
∗
R(n)sR(n))
l(s∗A(n)sA(n))
m
exp
[
i
N∑
p,q=1
(Hpq − Eδpq)(Φp,Φq)− ǫ
N∑
p=1
(Φp,ΛΦp)
]
, (8)
where Φ† = (s∗R, χ
∗
R, s
∗
A, χ
∗
A), dΦdΦ
† = − 1
π2
d2sRd
2sAdχRdχ
∗
RdχAdχ
∗
A, the diagonal
matrix Λ = diag(1, 1,−1,−1) and we define the scalar product of two supervectors
as
(Φp,Φq) = s
∗
R(p)sR(q) + χ
∗
R(p)χR(q)− s∗A(p)sA(q) + χ∗A(p)χA(q). (9)
This representation enables us to perform averaging over the random diagonal part of
the Hamiltonian (1) explicitly. Then the action of the functional integral (8) takes the
form
S[Φ,Φ†] =
N∑
p=1
(
w2
2
(Φp,Φp)
2 + iE(Φp,Φp) + ǫ(Φp,ΛΦp)
)
− i
N∑
p,q=1
Tpq(Φp,Φq). (10)
It is convenient to introduce the generating function Y (Φn,Φ
†
n), which is obtained by
integrating exp(−S[Φ,Φ†]) over all Φp except Φn:
Y (Φn,Φ
†
n) =
∫ ∏
p 6=n
dΦpdΦ
†
p e
−S[Φ,Φ†]. (11)
The lower and the upper limits for p is not written explicitly in order to lighten the
notation. The averaged products of the Green’s functions can be now calculated by
integrating the generating function
〈Kl,m(n, ǫ)〉 = i
l−m
l!m!
∫
dΦndΦ
†
n (s
∗
R(n)sR(n))
l(s∗A(n)sA(n))
mY (Φn,Φ
†
n). (12)
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We would like to stress that Eqs.(10,11,12) are valid for an arbitrary hopping matrix
T . There are only two properties that we require from T at this point: i) T is real and
symmetric; ii) all the diagonal elements of T are zero. They allow us to rearrange the
hopping term in the action (10)∑
p,q
Tpq(Φp,Φq) =
∑
p,q
TpqRe (s
∗
R(p)sR(q)− s∗A(p)sA(q)) +
∑
p,q
Tpq (χ
∗
R(p)χR(q) + χ
∗
A(p)χA(q)) . (13)
The supersymmetric representation of the generating function constructed above is
exact, but rather complicated, as it involves 8 integration variables (4 real and 4
Grassmann) associated with each lattice site. Our aim is to demonstrate that in the
limit ǫ → 0 one can integrate out 7 out of 8 variables exactly. This can be done by
changing the variables, which makes it possible to take the limit ǫ→ 0 explicitly in the
action of the functional integral. A new functional integral representation, obtained in
such a way, is still exact, but requires an integration over a single real variable on each
lattice site.
The first step in realizing this program is to introduce the modulus and the phase
of the complex variables sR = |sR| eiφR and sA = |sA| eiφA . Then the non-Grassmann
part of the hopping term (13) can be written as∑
p,q
TpqRe (s
∗
R(p)sR(q)− s∗A(p)sA(q)) =
∑
p,q
Tpq (cos(φR(p)− φR(q)) |sR(p)| |sR(q)| −
cos(φA(p)− φA(q)) |sA(p)| |sA(q)|) . (14)
Since only the differences between phases appear in the action, we may get rid of the
phases associated with the nth site by shifting the variables φR(p)→ φR(p)+φR(n) and
φA(p)→ φA(p)+φA(n) for all p 6= n. This shift does not change the form of the action,
but it leads to an additional constraint φR(n) = φA(n) = 0.
The ǫ-dependence of the action (10) suggests that in the limit ǫ → 0 the main
contribution to the integrals comes from the regions |sR| , |sA| ∼ 1/
√
ǫ. Therefore it is
convenient to define two new variables
sp = ǫ(|sR(p)|2 + |sA(p)|2), vp = |sR(p)|2 − |sA(p)|2 , (15)
so that the original variables can be expanded in a power series in ǫ:
|sR(p)| =
√
sp
2ǫ
(
1 +
ǫvp
2sp
+O(ǫ2)
)
, |sA(p)| =
√
sp
2ǫ
(
1− ǫvp
2sp
+O(ǫ2)
)
, (16)
where the terms of the order of ǫ2 and higher play no role in the limit ǫ→ 0. Substituting
these two expressions into Eq.(14), one can notice the presence of the large factor 1/ǫ
in the action, which enable us to integrate over the phases using the stationary phase
approximation. The details of the calculation are presented in Appendix A and the
result reads
J = (2πǫ)(N−1)
∑
{σp}
e
i
∑
p,q Tpqσpσqvp
√
sq
sp
1
detB
∏
p 6=n
1
s p
, (17)
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which is the result of the integration of the non-Grassmann part of the hopping term
(14) over all phase variables. The matrix B appearing in the above equation is defined
as
Bpq = −Tpq + δpq
∑
r
Tprσpσr
√
sr
sp
, p, q = 1, . . . , N ; p, q 6= n. (18)
The discrete variables σp = ±1 describe all possible configurations of the stationary
phase points. Eq.(17) represents the leading order in ǫ result for the integral, all higher
order terms give no contribution to the generating function in the limit ǫ→ 0.
The next step is to integrate out the Grassmann variables. However, the appearance
of the quartic terms in the diagonal part of the action (10) prevent us from reaching
this aim directly. In order to get rid of the quartic terms in the Grassmann variables
we make a shift of the variables vp:
v˜p = vp + χ
∗
R(p)χR(p) + χ
∗
A(p)χA(p). (19)
This allows us to write the diagonal part of the action (10) as
Sdiag =
∑
p
(
w2
2
v˜2p + iEv˜p + sp
)
, (20)
where in the last term we retain only the contribution, which gives a non-zero result in
the limit ǫ→ 0.
The shift of vp produces new Grassmann terms in Eq.(17), which together with the
Grassmann part of the hopping term (13), yields the following integral over Grassmann
variables:
G =
∫ ∏
p 6=n
[dχ(p)]e
i
∑
p,q
(
Tpq−δpq
∑
r Tprσpσr
√
sr
sp
)
(χ∗R(p)χR(q)+χ∗A(p)χA(q))
, (21)
where [dχ(p)] = dχR(p) dχ
∗
R(p) dχA(p) dχ
∗
A(p). The integral now is Gaussian, but its
action contains the Grassmann variables associated with the nth site, which are not
integrating out in G. One can eliminate these variables from the integrand by a change
of the variables similar to the one used in the integration over the phases. Once it is done,
the integral becomes the standard Gaussian one, and the result reads (see Appendix B
for details)
G = (−1)N−1(detB)2. (22)
It is remarkable that the integration over the Grassmann variables leads to the
appearance of the determinant of exactly the same matrix B as the integration over
the phases.
Collecting the results from Eqs.(17), (20) and (22) and taking into account the
expression for the measure dΦdΦ† = − 1
8π2ǫ
ds dv dφRdφAdχRdχ
∗
RdχAdχ
∗
A, we obtain
Y (sn, v˜n) =
∑
{σp}
∏
p 6=n
∫ ∞
0
dsp
4πsp
∫ ∞
−∞
dv˜p detB e
−∑p
(
w2
2
v˜2p+iEv˜p+sp
)
+i
∑
p,q Tpqσpσq v˜p
√
sq
sp .(23)
Anderson localization on a simplex 7
The variables v˜p can be easily integrated out, as all the integrals over v˜p are Gaussian.
Finally, we introduce the new variables tp = σp
√
sp, such that
∑
σp
∫∞
0
dsp
sp
= 2
∫∞
−∞
dtp
tp
,
then the expression for the generating function integrated over v˜n reads
Y (tn) =
∫ ∞
−∞
dv˜nY (tn, v˜n) =
√
2π
w
∏
p 6=n
∫ ∞
−∞
dtp√
2πwtp
detBe
−∑p

(
∑
q Tpq
tq
tp
−E)
2
2w2
+t2p


. (24)
From Eqs.(6) and (12) it follows that the moments Iq(n) are related to Y (tn) as
Iq(n) =
1
πρ(E)(q − 2)!
∫ ∞
0
dtn t
2q−3
n Y (tn). (25)
Eqs.(24), (25) along with the definition of B in terms of tp
Bpq = −Tpq + δpq
∑
r
Tpr
tr
tp
, p, q = 1, . . . , N ; p, q 6= n, (26)
represent the main result of this section.
The constructed representation for the moments Iq(n) is exact and valid for a
generic hopping matrix Tpq. In particular, it can be used to study the original
Anderson tight-binding model in any dimensions. The main advantage of this approach
in comparison to the initial representation in terms of the supervectors (10) or the
supersymmetric non-linear σ-model [18] is that the action depends on a single real-
valued field tp. Generally, the main obstacle to further analysis is the presence of the
functional determinant, which makes the action non-local. However, for some models,
the functional determinant can be calculated exactly. One example of this kind is
the one-dimensional Anderson model. In this case, one can show that the action of the
above representation can be reduced in the continuous limit to the action of the Liouville
theory, reproducing the results for Iq(n) obtained by the different methods [19, 20]. The
Anderson model on a d-simplex, considered in the next Section, is another example, for
which the derived representation turns out to be very useful.
3. Anderson model on a simplex
The general approach presented in the previous Section can be applied to the simplex
model. Since in the derivation of the formula for the generating function (24) we used the
assumption that Tpp = 0, we need to take into account the non-zero diagonal elements
of the Hamiltonian (1) by shifting the energy E → E−1/N in Eq.(24). Once it is done,
the generating function takes the following form
Y (tn) =
√
2π
w
∏
p 6=n
∫ ∞
−∞
dtp√
2πwtp
detBe
−∑p

( 1N
∑
q
tq
tp
−E)
2
2w2
+t2p


. (27)
We are interested in the eigenstates, which are initially degenerate at w = 0. They
correspond to E = 0 and this is the value of the energy we are going to consider below‡.
‡ The averaged density of states is exponentially small at w → 0 at any other value of energy, as it
follows from Appendix D. The results for any E, such that |E| < w, must be qualitatively the same as
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The functional determinant appearing in the above equation is calculated exactly in
Appendix C and given by Eq.(C.15). Using this result we obtain
Iq(N) = cN
∫ ∞
0
dtn t
2q−2
n
∏
p 6=n
∫ ∞
−∞
dtp
t2p
(
N∑
r=1
tr
)N−2
e
−∑p

(
∑
q tq)
2
2N2w2t2p
+t2p


,
cN =
2
ρ(0)(q − 2)!NN−1(√2πw)N . (28)
All the sites are equal in the simplex model and therefore we can skip n-dependence in
the notation for the moments. At the same time, we stress the dependence of Iq on the
total number of sites N .
Analyzing the action of the functional integral above, we can notice that
∑
q tq
plays the role of a collective variable, which determines the behavior of the integral.
In particular, the condition
∑
q tq = 0 gives a solution of the saddle-point equation in
the limit w → 0. This condition can be viewed as a functional integral counterpart
of Eq.(3), which determines the degenerate eigenstates at E = 0. For this reason it
is convenient to introduce a new variable s by inserting the decomposition of unity
1 =
∫∞
−∞ ds δ(s− (1/wN)
∑
q tq) in the functional integral:
Iq(N) = c˜N
∫ ∞
−∞
dtn t
2q−2
n
∏
p 6=n
∫ ∞
−∞
dtp
t2p
∫ ∞
−∞
ds δ
(
s−
∑
q
tq
wN
)
sN−2e
−∑p
(
s2
2t2p
+t2p
)
,
c˜N =
1
ρ(0)(q − 2)!N(√2π)Nw2 . (29)
Here we extended the lower limit of the integration over tn to −∞ by assuming that N
is even. Now we scale the integration variables tp = sxp and represent the delta function
by the integral
δ
(
s−
∑
q
tq
wN
)
=
wN
2π |s|
∫ ∞
−∞
dθe−iθ(wN−
∑
q xq). (30)
This allows us to perform the integration over all variables xp separately. As a result,
we obtain a very compact representation for Iq:
Iq(N) = rq
∫ ∞
−∞
dθe−iθwN
∫ ∞
−∞
ds |s|2q−3 fN−1(s, θ) g(s, θ), rq = 1
(2π)
3
2ρ(0)w(q − 2)! ,
f(s, θ) =
∫ ∞
−∞
dx√
2π
x−2e−
1
2x2
−s2x2+iθx, g(s, θ) =
∫ ∞
−∞
dx x2q−2e−
1
2x2
−s2x2+iθx. (31)
Eq.(31) is exact and it can be used to calculate Iq for any finite (even) number of sites
N . On the other hand, the explicit N dependence makes it possible to analyze the
integral in the limit N →∞ and this is the content of the next Section.
for E = 0. The fate of the single extended state at E = 1 in the presence of disorder is an interesting
problem, which is not considered in this work. Such a gapped state has a similar origin to Cooper pairs
in the simplest models of superconductors [21].
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4. Moments of the eigenstates in the thermodynamic limit N →∞
In order to find an asymptotic behavior of the double integral (31) as N →∞ we notice
that the function
u(θ) =
∫ ∞
−∞
ds |s|2q−3 fN−1(s, θ) g(s, θ) (32)
has a maximum at θ = 0. Indeed, it follows from the definitions of f(s, θ) and g(s, θ)
that |f(s, θ)| ≤ f(s, 0) and |g(s, θ)| ≤ g(s, 0), hence
|u(θ)| ≤
∫ ∞
−∞
ds |s|2q−3 |f(s, θ)|N−1 |g(s, θ)| ≤ u(0). (33)
It means that in the limit N →∞ the main contribution to the integral over θ in Eq.(31)
originates from θ → 0. Therefore it is convenient to introduce the new integration
variables α = Nθ and t = Ns in Eq.(31):
Iq(N) =
rq
N2q−1
∫ ∞
−∞
dαe−iαw
∫ ∞
−∞
dt |t|2q−3 fN−1
(
t
N
,
α
N
)
g
(
t
N
,
α
N
)
. (34)
Now we need to find the asymptotic expressions for f(ǫt, ǫα) and g(ǫt, ǫα) as ǫ→ 0. For
g it can be done just by changing the integration variable x in Eq.(31) by y = x/N :
g
(
t
N
,
α
N
)
= N2q−1
[∫ ∞
−∞
dy y2q−2e−y
2t2+iαy +O(N−2)
]
. (35)
The integral over y can be now explicitly calculated in terms of elementary functions
g
(
t
N
,
α
N
)
= N2q−1
[
|t|−2q+1 Fq
( α
2t
)
+O(N−2)
]
, (36)
Fq(z) =
√
πe−z
2
q−1∑
p=0
2p(−z2)q−1−p (2q − 2)!
p!(2q − 2− 2p)! . (37)
For f(ǫt, ǫα) more careful analysis is required, as the function is not analytic at ǫ = 0.
Its asymptotic expansion at ǫ→ 0 can be written as
f(ǫt, ǫα) = f(0, 0) + ǫ lim
ǫ→0
f ′ǫ(ǫt, ǫα) +O(ǫ
2). (38)
Calculating the derivative f ′ǫ(ǫt, ǫα) using the integral representation for f , which is
given by Eq.(31), we obtain
f(ǫt, ǫα) = 1−
√
2 |ǫ| |t| e−( α2t)
2
−
√
π
2
|ǫ| |α| erf
(∣∣∣ α
2t
∣∣∣)+O(ǫ2). (39)
Applying this expansion with ǫ = 1/N to fN−1
(
t
N
, α
N
)
we find
fN−1
(
t
N
,
α
N
)
= e−
√
2|t|e−( α2t )2−
√
π
2
|α|erf(| α
2t |) +O(N−1). (40)
Now we can substitute the results of Eqs.(36) and (40) into Eq.(34) and take the limit
N →∞
Iq = lim
N→∞
Iq(N) = rq
∫ ∞
−∞
dt
t2
∫ ∞
−∞
dα Fq
( α
2t
)
e−iαw−
√
2|t|e−( α2t )2−
√
π
2
|α|erf(| α
2t |) =
1
π(q − 2)!
∫ ∞
−∞
dt
|t|
∫ ∞
−∞
dz Fq(z) e
−2iztw−√2|t|e−z2−√2π|zt|erf(|z|), (41)
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where in the last line we changed the variable α by z = α/2t and substituted into the
expression for rq the density of states calculated in Appendix D.
Since the integral over t is simpler than the integral over z, we would like to change
the order of the integration and to integrate first over t. However, the integral over t
diverges at t→ 0, so it should be first regularized. One way to do it is to replace 1/ |t|
term by 1/ |t|1−δ, integrate over t and then take the limit δ → 0. This procedure yields
Iq = −1
π
∫ ∞
−∞
dz
Fq(z)
(q − 2)! ln
[
4z2w2 + 2
(
e−z
2
+
√
π |z| erf(|z|)
)2]
, q = 2, 3, . . . . (42)
Eq.(42) and Eq.(37) represent the main result of this Section. They allow us to calculate
the positive integer moments Iq at arbitrary value of w. In particular, the fact that the
moments remain finite in the limit N →∞ means that the eigenstates are localized at
any disorder strength w.
One can check that in limit w → ∞ Eq.(42) gives Iq = 1 for any q, which is in
agreement with the expectation that at very strong disorder the states are localized at
single sites of the lattice. On the other hand, the fact that Eq.(42) predicts non-trivial
values for Iq at w → 0 is not so obvious.
Although in our derivation, we assumed that q is an integer, one can easily generalize
the result for Iq to non-integer values of q. To this end, one needs to calculate the integral
in Eq.(35) assuming that q is non-integer and to replace (q− 2)! in Eq.(42) by Γ(q− 1):
Iq = −1
π
∫ ∞
−∞
dz
F˜q(z)
Γ(q − 1) ln
[
4z2w2 + 2
(
e−z
2
+
√
π |z| erf(|z|)
)2]
, q > 1,
F˜q = Γ
(
q − 1
2
)
1F1
(
q − 1
2
,
1
2
,−z2
)
, (43)
where 1F1(a, b, z) is the Kummer confluent hypergeometric function.
In order to test the validity of Eq.(42) and Eq.(43) at different values of q and
w we compare them with the results of numerical simulations. The moments of the
eigenvectors were calculated by direct diagonalization of 500 × 500 random matrices
defined by Eq.(1). The number of realizations was chosen in such a way, that 5000
different eigenvectors with eigenvalues close to E = 0 were generated for each value
of w and q. In Fig. 1 the results for I2 and I4 for various disorder strengths w are
compared with Eq.(42). The numerical and the analytical results for Iq as a function
of q are presented in Fig. 2 for w = 0.01, 3 and 10. Here the analytical predictions were
obtained from Eq.(43). One can notice that the results of numerical simulations are in
excellent agreement with the analytical predictions for all values of w and q.
5. Conclusions
We have presented a field-theoretical representation for the moments of the eigenstates,
which involves a single real-valued field variable. The representation is exact and can
be applied to a generic Anderson model with non-random hopping elements. The
action of the constructed field theory is non-local, due to the presence of the functional
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Figure 1. Numerical (symbols) and analytical (solid lines) results for I2 and I4 as a
function of w.
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Figure 2. Numerical (symbols) and analytical (solid lines) results for Iq as a function
of q for w = 0.01, 3 and 10.
determinant. In certain cases, the functional determinant can be calculated exactly.
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Generally, our representation can serve as a starting point for further approximate
calculations, which might be efficient, for example, in the limit of strong or weak
disorder.
We would like to point out that the derived field theory shares some similarities
with the partition function of the hyperbolic sigma model studied recently in Ref.[22].
Indeed, if we restrict all tp in Eq.(24) to be positive and replace them by tp = e
θp, then
the action expressed in the new variables θp is similar to the action of the hyperbolic
sigma model in the horospherical coordinate system. Therefore, it might be possible to
apply the methods from Ref.[22] to prove rigorously the existence of the diffusive phase
in the three-dimensional Anderson model.
We have applied the general formula for the moments of the eigenstates to the
simplex model and derived a very compact representation for the moments. Our analysis
has shown that the moments remain finite in the thermodynamic limit implying that
the eigenstates are localized at any strength of disorder. The analytical expression
for the moments that we obtained agrees completely with the results of the numerical
simulations.
The fact that the eigenstates are always localized might be in conflict with the
expectation that the presence of the hopping term, which connects any two sites of the
lattice, must lead to delocalization at least at weak disorder. In order to understand,
why this is not the case, one can consider first the opposite limit of strong disorder. If
disorder is sufficiently strong, then we expect that the eigenstates are localized. Treating
the hopping term T as a perturbation, we can notice that it is a rank one matrix, as it
is given by T = (1/N) |s〉 〈s|, where |s〉 and 〈s| are defined by Eq.(C.7). One can argue
that the rank one perturbation remains always week independently of the strength of its
matrix elements. Indeed, one can show that our approach can be used for any rank one
hopping matrix and the results will be qualitatively the same. We would like to stress
that the fact, that the hopping elements are non-random, is crucial for this conclusion.
Another way to explain the observed localization of the eigenstates is to notice that,
in contrast to the standard Anderson model, the eigenstates of the simplex model are
degenerate at w = 0. The presence of disorder of the strength w leads to the appearance
of the energy band of the width of the order of w, as it follows from the expression for
the density of states ρ ∼ 1/w. Hence the bandwidth is always of the same order as the
disorder strength, implying that disorder is actually strong at any value of w [23].
Appendix A. Integration over the phases
In this Appendix we calculate the integral over the phases
J =
∫ 2π
0
∏
p 6=n
dφR(p) dφA(p)e
i
∑
p,q Tpq(cos(φR(p)−φR(q))gRpq−cos(φA(p)−φA(q))gApq),
gRpq =
√
spsq
2ǫ
(
1 +
ǫ
2
(
vp
sp
+
vq
sq
))
, gApq =
√
spsq
2ǫ
(
1− ǫ
2
(
vp
sp
+
vq
sq
))
, (A.1)
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using the stationary phase approximation, which gives an exact result in the limit ǫ→ 0.
The stationary phase condition applied to the integral (A.1) over φR(p) yields∑
q
Tpq sin(φR(p)− φR(q))gRpq = 0, (A.2)
which should be satisfied for all p = 1, . . . , N except for p = n. This system of equations
has obvious solutions[
φR(p)− φR(q) = 0
φR(p)− φR(q) = π , if Tpq 6= 0. (A.3)
Taking into account that φR(n) = 0, we conclude that each variable φR(p) has two
stationary phase values 0 and π, which it can take independently from a value of any
other variable φR(q). It is convenient to introduce the new variables
σR(p) =
{
1, φR(p) = 0
−1, φR(p) = π , (A.4)
such that the φR-dependent part of the action can be expanded around the stationary
phase values as
gRpq cos(φR(p)− φR(q)) = σR(p)σR(q)
√
spsq ×(
1
2ǫ
− 1
4ǫ
(φR(p)− φR(q))2 + 1
4
(
vp
sp
+
vq
sq
))
, (A.5)
where we neglect all higher order terms in (φR(p)−φR(q)), as they give no contribution
in the limit ǫ→ 0.
Repeating the same steps for the integral over φA(p), we obtain
gApq cos(φA(p)− φA(q)) = σA(p)σA(q)
√
spsq ×(
1
2ǫ
− 1
4ǫ
(φA(p)− φA(q))2 − 1
4
(
vp
sp
+
vq
sq
))
, (A.6)
Comparing these two results, we notice that the singular 1/ǫ contribution to the action is
canceled out iff σR(p)σR(q) = σA(p)σA(q). Taking into account that σR(n) = σA(n) = 1
by definition, we conclude that σR(p) = σA(p) ≡ σp for all p.
For a fixed configuration of {σp}, the integral over φR(p) is given now by the
Gaussian integral in the leading order in ǫ:∫ ∞
−∞
∏
p 6=n
dφR(p)e
− i
4ǫ
∑
p,q σpσq
√
spsq(φR(p)−φR(q))2 =
(
e−i
π
4
√
2πǫ
)N−1
√
detQ
. (A.7)
The matrix Q is a (N − 1)× (N − 1) matrix defined as
Qpq = σpσq
√
spsq
(
−Tpq + δpq
∑
r
Tprσpσr
√
sr
sp
)
, p, q = 1, . . . , N ; p, q 6= n. (A.8)
One can notice that Q can be factorized as
Q = ΣBΣ, (A.9)
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where Σpq = σp
√
spδpq and
Bpq = −Tpq + δpq
∑
r
Tprσpσr
√
sr
sp
, p, q = 1, . . . , N ; p, q 6= n. (A.10)
The factorization enables us to express the determinant of Q as
detQ = detB
∏
p 6=n
sp. (A.11)
The integral over φA(p) can be evaluated in a similar way:∫ ∞
−∞
∏
p 6=n
dφA(p)e
i
4ǫ
∑
p,q σpσq
√
spsq(φA(p)−φA(q))2 =
(
ei
π
4
√
2πǫ
)N−1
√
detQ
. (A.12)
Collecting the results from Eqs.(A.5), (A.7) and (A.12) we find
J = (2πǫ)(N−1)
∑
{σp}
e
i
∑
p,q Tpqσpσqvp
√
sq
sp
1
detB
∏
p 6=n
1
s p
. (A.13)
We assume that the system of equations (A.2) has only trivial solutions given by
Eq.(A.3), which is the case for a generic matrix Tpq. If for a specific choice of Tpq a
non-trivial solution of (A.2) does exist, its contribution to the integral should be also
taken into account in a similar way.
Appendix B. Integration over the Grassmann variables
The integral over the Grassmann variables (21) can be factorized as follows:
G =
(∫ ∏
p 6=n
[dχpχ
∗
p]e
i
∑
p,q Cpqχ
∗
pχp
)2
,
Cpq = Tpq − δpq
∑
r
Tprσpσr
√
sr
sp
. (B.1)
This integral is Gaussian, but the quadratic form
∑
p,q Cpqχ
∗
pχp contains variables χn
and χ∗n, which are not integrated out. In order to eliminate these two variables from
the integrand, one can perform the change of the variables
χp = ηp +Dpχn, χ
∗
p = η
∗
p +Dpχ
∗
n, Dp = σpσn
√
sp
sn
. (B.2)
In terms of the new variables the quadratic form reads
∑
p,q
Cpqχ
∗
pχq =
′∑
pq
Cpqη
∗
pηq +
( ′∑
p,q
CpqDqη
∗
p +
′∑
p
Cpnη
∗
p
)
χn +
χ∗n
( ′∑
p,q
CpqDpηq +
′∑
p
Cpnηp
)
+
( ′∑
p,q
CpqDpDq + 2
′∑
p
CpnDp + Cnn
)
η∗nηn, (B.3)
where the symbol
∑′ means that the terms with p = n and q = n must be excluded
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Now we show that all the terms, except for the first one, on the right-hand side of
the equation above are equal to zero. Indeed, it follows from the definition of Cpq, that
for p 6= n
′∑
q
CpqDq + Cpn =
′∑
q
(
Tpq − δpq
∑
r
Tprσpσr
√
sr
sp
)
σqσn
√
sq
sn
+ Tpn =
′∑
q
Tpqσqσn
√
sq
sn
−
∑
r
Tprσrσn
√
sr
sn
+ Tpn = 0. (B.4)
Hence the second and the third terms in Eq.(B.3) vanish. Similarly, for the last term in
Eq.(B.3) we obtain
′∑
p,q
CpqDpDq =
′∑
q
Cpq
(
Tpq − δpq
∑
r
Tprσpσr
√
sr
sp
)
σpσn
√
sp
sn
σqσn
√
sq
sn
=
′∑
p,q
Tpqσpσq
√
spsq
sn
−
′∑
p
∑
r
Tprσpσr
√
spsq
sn
= −
′∑
p
Tpnσpσn
√
sp
sn
. (B.5)
On the other hand, the sum of the remaining two terms is equal to
2
′∑
p
CpnDp + Cnn = 2
′∑
p
Tpnσpσn
√
sp
sn
+ Tnn −
∑
r
Trnσrσn
√
sr
sn
=
′∑
p
Tpnσpσn
√
sp
sn
, (B.6)
so that we conclude that the last term in Eq.(B.3) equals to zero. Thus, we find from
Eq.(B.3)
∑
p,q
Cpqχ
∗
pχp =
′∑
p,q
Cpqη
∗
pηq = −
′∑
p,q
Bpqη
∗
pηq, (B.7)
where Bpq is defined by Eq.(18). The integral in (B.1) is now the standard Gaussian
one, and we immediately obtain the result
G = (−1)N−1(detB)2. (B.8)
Appendix C. Calculation of the functional determinant
The matrix Bpq defined by Eq.(26) is the (N − 1) × (N − 1) matrix, which can be
obtained from the N ×N matrix Bˆ
Bˆpq = −Tpq + δpq
∑
r
Tpr
tr
tp
, p, q = 1, . . . , N, (C.1)
by eliminating all the elements in nth row and in the nth column. The matrix Bˆ is
singular, as the vector
z =
(
N∑
p=1
t2p
)−1/2
(t1, t2, . . . , tN)
T (C.2)
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is the normalized eigenvector of Bˆ corresponding to the zero eigenvalue.
Using the first-order perturbation theory for the eigenvalues, it is easy to show that
det Bˆpq = (−1)p+qz∗pzq detBˆ, (C.3)
where Bˆpq is an (N − 1) × (N − 1) matrix, obtained from Bˆ by eliminating all the
elements in pth row and in the qth column and detBˆ is the product of all non-zero
eigenvalues of Bˆ. This formula is valid for an arbitrary singular matrix Bˆ, which has
the non-degenerate zero eigenvalue with an eigenvector z. In particular, it implies that
detB = |zn|2 detBˆ (C.4)
On the other hand, the product of all non-zero eigenvalues of Bˆ can be calculated as
detBˆ = lim
ǫ→0
1
ǫ
det(Bˆ + ǫI), (C.5)
where I is the N × N identity matrix. This result simply follows from the fact that
adding of ǫI to Bˆ shifts all the eigenvalues of Bˆ, including the zero one, by ǫ.
For the simplex model, the matrix Bˆ reads
Bˆpq =
{
1
Ntp
∑N
r=1 tr − 1N , p = q
− 1
N
, p 6= q , (C.6)
so that one can represent it using the Dirac notation as follows
Bˆ =
1
N
(− |s〉 〈s|+ αD), (C.7)
〈s| = (1, 1, . . . , 1), |s〉 = (1, 1, . . . , 1)T , α =
N∑
r=1
tr, D = diag(t
−1
1 , t
−1
2 , . . . , t
−1
N ). (C.8)
According to Eq.(C.5) we need to compute
det (Bˆ + ǫI) =
1
NN
det(ǫ˜I + αD) det(I −G0 |s〉 〈s|), (C.9)
G0 = (ǫ˜I + αD)
−1, (C.10)
where ǫ˜ stands for Nǫ. The first determinant on the right-hand side of Eq.(C.9) can be
found easily, as the matrix ǫ˜I + αD is diagonal:
det(ǫ˜I + αD) =
N∏
p=1
(
α
tp
+ ǫ˜
)
. (C.11)
In order to calculate the second determinant on the right-hand side of Eq.(C.9) we notice
that
ln det(I −G0 |s〉 〈s|) = tr ln(I −G0 |s〉 〈s|) = −
∑
n≥1
1
n
tr (G0 |s〉 〈s|)n =
−
∑
n≥1
1
n
(〈s|G0 |s〉)n = ln(1− 〈s|G0 |s〉) = ln
(
1−
N∑
p=1
(
α
tp
+ ǫ˜
)−1)
. (C.12)
From Eqs.(C.9), (C.11) and (C.12) we find that
det (Bˆ + ǫI) =
1
NN
(
1−
N∑
p=1
(
α
tp
+ ǫ˜
)−1) N∏
p=1
(
α
tp
+ ǫ˜
)
. (C.13)
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Then it follows from Eq.(C.5) that
detBˆ = lim
ǫ→0
1
ǫ
1
NN
(
1−
N∑
p=1
(
α
tp
+ ǫ˜
)−1) N∏
p=1
(
α
tp
+ ǫ˜
)
=
1
NN−1
N∑
r=1
t2r
(
N∑
r=1
tr
)N−2 N∏
p=1
1
tp
. (C.14)
Substituting this result into Eq.(C.4) and taking into account Eq.(C.2) we obtain finally
the expression for the determinant of the matrix B:
detB =
t2n
NN−1
(
N∑
r=1
tr
)N−2 N∏
p=1
1
tp
. (C.15)
Appendix D. Calculation of the density of states
The averaged density of states is defined as
ρ(E) =
1
N
N∑
p=1
〈δ (E − Ep)〉 = 1
π
Im 〈G(E − i0)〉 , (D.1)
where i0 is an infinitesimal imaginary shift in energy and the Green’s function G is given
by
G(E) = 1
N
tr
1
E −H . (D.2)
For the simplex model, the Green’s function reads
G(E) = tr(G−10 − |s〉 〈s|)−1, (D.3)
where (G−10 )pq = δpq(E − Hpp)N and |s〉 and 〈s| are defined by Eq.(C.7). Since G0 is
diagonal and |s〉 〈s| is an operator of rank one, the inverse operator in Eq.(D.3) can be
calculated explicitly:
G(E) = tr(I −G0 |s〉 〈s|)G0 = tr
∑
k≥0
(G0 |s〉 〈s|)kG0 =
tr
(
G0 +
∑
k≥1
(〈s|G0 |s〉)k−1G0 |s〉 〈s|G0
)
= trG0 +
〈s|G20 |s〉
1− 〈s|G0 |s〉 (D.4)
The first term here corresponds to the diagonal part of the Hamiltonian and its
contribution to the density of states is equal to P (E), where P (Hpp) is the probability
distribution of the diagonal elements. One can show that the contribution of the second
term vanishes in the limit N → ∞ due to the presence of G20 in the numerator. As a
result, we obtain
ρ(0) = P (0) =
1√
2πw
. (D.5)
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