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Abstract
We provide a complete picture of asymptotically minimax estimation of Lr-norms (for any
r ≥ 1) of the mean in Gaussian white noise model over Nikolskii-Besov spaces. In this regard,
we complement the work of [LNS99], who considered the cases of r = 1 (with poly-logarithmic
gap between upper and lower bounds) and r even (with asymptotically sharp upper and lower
bounds) over Ho¨lder spaces. We additionally consider the case of asymptotically adaptive min-
imax estimation and demonstrate a difference between even and non-even r in terms of an
investigator’s ability to produce asymptotically adaptive minimax estimators without paying a
penalty.
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1 Introduction
Estimation of functionals of data generating distributions is a fundamental problem in statistics.
Whereas relevant issues in finite dimensional parametric models are comparatively well understood
[BKB+93, VdV00], corresponding nonparametric analogues are often much more challenging and
have attracted tremendous interest over the last two decades. In this regard, initial efforts have
focused on the inference of linear and quadratic functionals in Gaussian white noise and density
models and have contributed immensely to the foundations of ensuing research. We do not attempt
to survey the extensive literature in this area. However, the interested reader can find a compre-
hensive snapshot of the literature in [HM87, BR88, DLM90, DN90, Fan91, BM95, KP96, Lau96,
Nem00, CL03, CL04, CL05, TLRvdV08] and the references therein.
For treatment of more general smooth functionals in Gaussian White Noise model (for smooth-
ness measured in terms of differentiability in L2), the excellent monograph of [Nem00] provides
detailed analyses and references of cases where efficient parametric rate of estimation is possible.
Further, in recent times, some progress has also been made towards the understanding of more
complex nonparametric functionals over substantially more general observational models. These
include causal effect functionals in observational studies and mean functionals in missing data mod-
els. For more details, we refer to [RLTvdV08, RLM+16, MNR17], which considers a general recipe
to yield minimax estimation of a large class of nonparametric functionals common in statistical lit-
erature. However, apart from general theory of estimating linear functionals, most of the research
endeavors, at least from the point of view of optimality, have focused on “smooth functionals” (see
[RLTvdV08] for a more discussions on general classes of “smooth functionals”).
In contrast, the results on the asymptotically minimax estimation of non-smooth functionals
have been comparatively sporadic ([IK81, Kor91, KT12]). The paradigm got an impetus from the
seminal papers of [LNS99] and [CL11] which considered the estimating of Lr-norms in Gaussian
mean models. Subsequently, significant progress has been made regarding inference of non-smooth
functionals in discrete distribution settings ([VV11, JVHW15, WY16, HJW16, JHW16, JVHW17]).
However, even in the simpler setting of Gaussian white noise model, a complete picture of minimax
optimality for estimating integrated non-smooth functionals remain unexplored. This paper is
motivated by taking a step in that direction by providing a complete description of asymptotically
minimax estimation of Lr-norms (for r ≥ 1) of the mean in Gaussian white noise model over
Nikolskii–Besov spaces. We additionally consider the case of adaptive minimax estimation and
demonstrate a difference between even and non-even r in terms of an investigator’s ability to
produce asymptotically adaptive minimax estimators without paying a penalty.
More specifically, we consider noisy observation {Y (t)}t∈[0,1] in the Gaussian white noise model
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with known variance σ2 as
dY (t) = f(t)dt+
σ√
n
dB(t), (1.1)
where f : [0, 1] → R is the unknown mean function and {B(t)}t∈[0,1] is the standard Brownian
motion on [0, 1]. The main goal of this paper is to consider adaptive minimax estimation of the
Lr-norm of the mean function f (i.e. ‖f‖r ,
(∫
[0,1] |f(t)|rdt
)1/r
for r ≥ 1) over Nikolskii-Besov
spaces Bsp,∞(L) in Lp[0, 1], p ≥ 1 of smoothness s > 0 (defined in Section 2). It is worth noting here,
that the specific cases of the mean function f being uniformly bounded away from 0 is significantly
easier since in that case a natural plug-in principle yields asymptotic optimality.
As mentioned earlier, significant progress towards understanding these specific functionals has
been made in [LNS99] and [CL11]. In particular, [LNS99] considers estimation of the Lr-norm over
Ho¨lder spaces of known smoothness and demonstrate rate optimal minimax estimation for r even
positive integers. For r = 1 their results are suboptimal and leave a poly-logarithmic gap between
the upper and lower bounds for the rate of estimation. Moreover, for general non-even r, [LNS99]
provides no particular estimator. Finally, their results are non-adaptive in nature and requires
explicit knowledge of the smoothness index of the underlying function class. Our main contribution
is improving the lower bound argument (over function spaces similar to Ho¨lder balls) to close the
gap in non-adaptive minimax estimation of Lr-norm of the signal function. Moreover, for general
non-even r ≥ 1, the analysis extends further to demonstrate adaptive minimax estimators without
logarithmic penalties which are typical in smooth functional estimation problems. However, the
situation is different for even integers r where our results show that a poly-logarithmic penalty is
necessary. In this effort, the fundamental work of [CL11], which considered estimating the L1-norm
of the mean of an n-dimensional multivariate Gaussian vector, serves as a major motivation. In
Section 3 we comment more on the main motivating ideas from [CL11] as well as the fundamental
differences and innovations.
The main results of this paper are summarized below.
(a) We produce minimax rate optimal estimator Lr norm of the unknown mean function f in
Gaussian White noise model (1.1) with known variance.
(b) For non-even r, an accompanying adaptive minimax optimal estimator is also provided. In
contrast, for even integers r, we argue along the lines of standard results from [Ing87, IS12]
that at least poly-logarithmic penalty needs to be paid for adaptation. The lower bound on
this penalty is not sharp in this regard and only serves to demonstrates the lack of adaptation
without paying a price.
(c) Similar to [CL11], both our upper and lower bounds rely on best polynomial approximations
of suitable functions on the unit interval, which might be of independent interest.
1.1 Organization
The rest of the paper is organized as follows. In Section 2 we discuss function spaces relevant to
this paper as well as best polynomial approximations of continuous functions on compact intervals
along with properties of Hermite polynomials, which are useful ingredients in the construction of
our estimators. Section 3 contains the main results of the paper and is divided into two main
subsections based on the non-even or even nature of r while estimating ‖f‖r. For non-even r ≥ 1
(Section 3.1), we first lay down the basic principles for r = 1 (Section 3.1.1) followed by the general
r (Section 3.1.2). The case of even r is well understood from [LNS99] and is mostly presented
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here (Section 3.2) for completeness and discussing issues of adaptive estimation. In Section 4 we
discuss remaining issues and future directions. Proofs of the main theorems are collected in Section
5 followed by proofs of several technical lemmas in Section 6.
1.2 Notation
In this paper, PolyK denotes the set of all polynomials over [−1, 1] with real coefficients and degree
at most K. For any finite set S we denote its cardinality by |S|. For a function defined on
[0, 1], for 1 ≤ q < ∞ we let ‖h‖q := (
∫
[0,1] |h(x)|qdx)1/q denote the Lq semi-norm of h, ‖h‖∞ :=
supx∈[0,1] |h(x)| the L∞ semi-norm of h. We say h ∈ Lq[0, 1] for q ∈ [1,∞] if ‖h‖q <∞. The results
in this paper are mostly asymptotic (in n) in nature and thus requires some standard asymptotic
notations. If an and bn are two sequences of real numbers then an ≫ bn (and an ≪ bn) implies that
an/bn →∞ (and an/bn → 0) as n→∞, respectively. Similarly an & bn (and an . bn) implies that
lim inf an/bn = C for some C ∈ (0,∞] (and lim sup an/bn = C for some C ∈ [0,∞)). Alternatively,
an = o(bn) will also imply an ≪ bn and an = O(bn) will imply that lim sup an/bn = C for some
C ∈ [0,∞). Finally we comment briefly on the various constants appearing throughout the text and
proofs. Given that our primary results concern convergence rates of various estimators, we will not
emphasize the role of constants throughout and rely on fairly generic notation for such constants.
In particular, for any fixed tuple v of real numbers, C(v) will denote a positive real number which
depends on elements of v only. Finally, whenever we use the symbol . in the asymptotic sense
above, the hidden positive constant C will depend on the known parameters of the problem.
2 Function Spaces and Approximation
We begin with some standard definitions of function spaces [DL93, HKPT12] that we work with
throughout. In the study of nonparametric functional estimation problem, many studies were
devoted to the case where f is assumed to lie in a Ho¨lder ball defined as
H(s, L) ,
{
f ∈ L2[0, 1] : |f
(r)(x)− f (r)(y)|
|x− y|α ≤ L,∀x 6= y ∈ [0, 1]
}
,
where s = r + α > 0 is the smoothness parameter, r ∈ N, α ∈ (0, 1]. In this paper, we consider
another function class which is close but not identical to the Ho¨lder ball where the dependence of
the upper and lower bounds on n matches. The r-th symmetric difference operator ∆rh is defined
as [DL93]
∆rhf(x) =
r∑
k=0
(−1)r−k
(
r
k
)
f(x+ (k − r
2
)h),
with the agreement that ∆rhf(x) = 0 when either x+
r
2h or x− r2h does not belong to [0, 1]. Then
the r-th order modulus of smoothness is defined as [DL93]
ωr(f, t)p = sup
0<h≤t
‖∆rhf‖p, (2.1)
with p ∈ [1,∞]. Now define the Besov norm of a function f as [BI79]
‖f‖Bsp,q = ‖f‖p +


[∫∞
0
(
ωr(f,t)p
ts
)q · dtt ]
1
q
1 ≤ q <∞
supt>0
ωr(f,t)p
ts q =∞
, (2.2)
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with parameters s > 0, p, q ∈ [1,∞], and r = ⌊s⌋+1. Then the corresponding Besov ball is defined
by
Bsp,q(L) , {f ∈ Lp[0, 1] : ‖f‖Bsp,q ≤ L}.
We note that the definition of Besov ball is a generalization of Ho¨lder ball via the relationship
H(s, L′) = Bs∞,∞(L) for non-integer s. Moreover, by the monotonicity of Lp norms on [0, 1], we have
Bsp,q(L) ⊃ Bsp′,q(L) for p ≤ p′. As a result, for 1 ≤ p < ∞, Bsp,∞(L) ⊃ Bs∞,∞(L) is a function class
slightly larger than the Ho¨lder ball H(s, L′). In this paper we work with Bsp,∞(L) for s ≥ 0, p ≥ 1.
These spaces are related to Nikolskii-spaces (see [Nik12] for relevant embeddings) and hence we
shall refer them to as Nikolskii-Besov spaces throughout.
Polynomial approximations of continuous functions on compact intervals around the origin plays
an important role in this paper. To introduce the basic ideas, consider the following best degree-K
polynomial approximation of |µ|r on [−1, 1]:
K∑
k=0
g
(r)
K,kµ
k , arg min
Q∈PolyK
max
µ∈[−1,1]
|Q(µ)− |µ|r|.
In order to estimate such polynomials based on a sample X ∼ N (µ, 1), we will need the notion
of Hermite polynomials. In particular, the Hermite polynomial of degree k defined by
Hk(x) , (−1)k exp(x
2
2
) · d
k
dxk
[
exp
(
−x
2
2
)]
. (2.3)
The properties of the Hermite polynomials in the context of estimating moments of Gaussian
random variables will be important for us and are summarized in Lemma 6.1.
3 Main Results
We divide our main results in two subsections based on the non-even or even nature of r. In
particular, the construction of our estimator changes according to this distinction of r. However,
before we go into the details of these constructions, we need a few definitions.
Consider the kernel projection fh(x) of f(x) defined as
fh(x) =
∫ 1
0
f(u) · 1
h
KM
(
x− u
h
)
du, x ∈ [0, 1], (3.1)
where KM (·) is a kernel which maps all polynomials of degree at most M to themselves, and∫ 1
0 |KM (u)|M+1du < ∞. The choice of M will be clear from the statements of the main results in
Section 3. We assume that KM is supported on [−12 , 12 ], and the boundary of fh(x) (i.e., x ∈ [0, h/2]
or x ∈ [1− h/2, 1]) is handled using the same way as [LNS99].
The corresponding unbiased kernel estimator of fh(x) defined as
f˜h(x) =
∫ 1
0
1
h
KM
(
x− u
h
)
dY (u)
admits a usual decomposition into deterministic and stochastic components as follows:
f˜h(x) = fh(x) + λhξh(x). (3.2)
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Above
λh =
√
E
(∫ 1
0
1
h
KM
(
x− u
h
)
· σ√
n
dB(u)
)2
=
σ‖KM‖2√
nh
, (3.3)
ξh(x) =
1
hλh
∫ 1
0
KM
(
x− u
h
)
· σ√
n
dB(u).
Clearly ξh(x) ∼ N (0, 1) and random variables ξh(x) and ξh(y) are independent when |x− y| > h.
The reason for introducing the kernel projection estimator is simple and standard in nonpara-
metric statistics. In particular, for a suitable chosen bandwidth h, ‖fh − f‖r is small, and it
suffices to consider estimation of ‖fh‖r based on the Gaussian model (3.2). Indeed, a crucial part
is to estimate |fh(x)|r. Whereas, for r an even positive integer, this task is relatively simpler
[LNS99], the case of non-even r poses a more subtle problem due to non-differentiability of the
function u 7→ |u|r near the origin. Consequently, for such cases, recent techniques for estimating
non-smooth functionals needs to employed.
3.1 Non-even r
In this case, the construction depends on the best polynomial approximation of the function u 7→
|u|r over the interval [−1, 1] and borrows heavily from a recent line of work by [CL11, JVHW15,
HJW16, WY16]. The general principle of the construction goes along the following heuristic steps.
• Approximate f by a kernel projection fh (as in (3.1)) and consider estimating ‖fh‖r instead
at a cost of incurring a truncation bias.
• A “large value” of the kernel estimator |f˜h(x)| (referred to as “smooth regime” hereafter)
gives indication of a corresponding “large value” of |fh(x)| and a plug-in type estimator for
|fh(x)|r is reasonable.
• A relatively “small value” of |f˜h(x)| (referred to as “non-smooth regime” hereafter) gives
indication of a correspondingly “small value” of |fh(x)| and a plug-in type estimator for
|fh(x)|r is no-longer reasonable owing to the non-differentiable nature of the absolute function
near the origin. In this case, similar to [CL11, JVHW15, WY16, HJW16], an estimator based
on the best polynomial approximation of the function u 7→ |u|r is employed.
• The final estimator integrates over this two regimes of |f˜h(x)| followed by an optimal choice
of h to trade off squared bias and variance.
Below we make the program laid down above more concrete and refer readers to [JVHW15, HJW16]
for a detailed discussion of the general principle of estimating non-smooth functionals. The same
procedure also works for estimating other non-smooth nonparametric functionals, e.g., the differ-
ential entropy [HJWW17]. It turns out that the treatment for r = 1 is easier, more transparent
and slightly different than general non-even r > 1. Consequently, we will present the case for r = 1
first for the sake of clarity followed by the more general case.
Any candidate estimator below will be defined by the parameter tuple (h, c1, c2, ǫ) where h is
the bandwidth of the kernel projection (3.1) and (c1, c2, ǫ) are constants depending on the known
parameters of the problem (i.e. the variance σ2 and radius of Besov balls L) to be specified later.
More specifically, c1 will be chosen as large as possible whereas c2 and ǫ will be desirably small.
In general we suppress the dependence of our estimators on (c1, c2, ǫ). However, our adaptive
estimator makes a data driven choice of the bandwidth h. Therefore we index our estimator by
this bandwidth, namely, Th.
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3.1.1 r = 1
We follow the general principle laid down above. Recall that {g(1)K,k}Kk=0 are the coefficients of the
best polynomial approximation of u 7→ |u| of degree K on [−1, 1] and Hk is the Hermite polynomial
of degree k. With this in mind, the construction of our estimator Th for every bandwidth h can be
described the following steps.
(I) Using the sample splitting technique for the Brownian motion [Nem00] to obtain two inde-
pendent observations f˜h,1(x) and f˜h,2(x) for any x ∈ [0, 1]. This reduces the effective sample
size n by half and for simplicity of notation we redefine n/2 as n.
(II) For any x define an estimator of |fh(x)| as
Th(x) = |f˜h,1(x)|1(|f˜h,2(x)| ≥ c1λh
√
lnn) + P˜ (f˜h,1(x))1(|f˜h,2(x)| < c1λh
√
lnn),
where
P˜ (u) = min{max{P (u),−n2ǫλh}, n2ǫλh}, with
P (u) =
K∑
k=0
g
(1)
K,k
(
2c1λh
√
lnn
)1−k
· λkhHk
(
u
λh
)
,
where K = ⌈c2 lnn⌉.
(III) Finally, an estimator for ‖f‖1 is defined as
Th , min
{
L,max
{
0,
∫ 1
0
Th(x)dx
}}
.
The following Theorem describes the mean squared error of estimating ‖f‖1 by Th over Bsp,∞(L).
Theorem 3.1. Choose M > ⌈s⌉ and consider the corresponding kernel projection fh based on KM
defined by 3.1. Suppose (h, c1, c2, ǫ) satisfy 4c
2
1 ≥ c2, c2 lnn ≥ 1, c1 > 8, 7c2 ln 2 < ǫ ∈ (0, 1). Then
for any p ∈ [1,∞], we have
(
sup
f∈Bsp,∞(L)
Ef (Th − ‖f‖1)2
) 1
2
≤ C
(
hs +
1√
nh lnn
+
1
n(1−ǫ)/2
)
,
for a constant C > 0 depending on s, p, L, σ.
As an immediate consequence of Theorem 3.1, by choosing ǫ > 0 sufficiently small (i.e., choose
a small c2) and by setting
h ≍ (n lnn)− 12s+1 ,
we have the following result.
Corollary 3.1. Under the assumptions of Theorem 3.1, for h ≍ (n lnn)− 12s+1 we have
(
sup
f∈Bsp,∞(L)
Ef (Th − ‖f‖1)2
) 1
2
≤ C(n lnn)− s2s+1 ,
for a constant C > 0 depending on s, p, L, σ.
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The same asymptotic upper bound was demonstrated with a different estimator by [LNS99].
However, their results were over Ho¨lder Balls corresponding to p =∞ and require a uniform upper
bound on ‖f‖∞ for all f . In contrast, we do not require any such knowledge of upper bound and
produce results for any p ∈ [1,∞]. Moreover, the next theorem shows that our results are rate
optimal in terms of matching lower bounds for any 1 ≤ p <∞.
Theorem 3.2. For any 1 ≤ p <∞, we have
(
inf
Tˆ
sup
f∈Bsp,∞(L)
Ef
(
Tˆ − ‖f‖1
)2) 12 ≥ C ′(n lnn)− s2s+1 ,
for a constant C ′ > 0 depending on s, p, L, σ and where the infimum above is taken over all mea-
surable maps of {Y (t)}t∈[0,1].
Corollary 3.1 along with Theorem 3.2 provide a complete picture of the minimax rate of esti-
mation of ‖f‖1 over Bsp,∞(L) for any 1 ≤ p <∞. We remark that our lower bound proof does not
provide matching results for p =∞, and thus the gap in the exact framework considered by [LNS99]
remains. However, our result provides strong moral evidence that upper bound of Theorem 2.1 of
[LNS99] is rate optimal and it is the lower bound that stands to be improved.
3.1.2 r > 1, non-even
For r > 1 not an even integer, the general philosophy of the construction of a candidate estimator
Th is similar to the case of r = 1 in Section 3.1.1 and follows in three steps as before. However, the
simple plug-in principle employed in the smooth regime (i.e., when |f˜h(x)| is large) incurs significant
bias. As a consequence, Step II of the construction needs to be modified based on the following
heuristics of Taylor expansion. The reason why we require r to be non-even is that the function
u 7→ |u|r is not an analytical function in this case.
Using the notation from Section 3.1.1, the heuristic Taylor expansion gives
fh(x)
r ≈
R∑
k=0
r(r − 1) · · · (r − k + 1)
k!
(f˜h,1(x))
r−k(fh(x)− f˜h,1(x))k, (3.4)
where we choose R = ⌊2r⌋ to reduce the approximation error of (3.4) to a desired order (cf.
Lemma 6.14). Based on this approximate Taylor expansion, the right hand side of (3.4) is a natural
candidate estimator for fh(x)
r. However, such an estimator is infeasible due to its dependence on
unknown fh(x). Consequently, we replace (fh(x) − f˜h,1(x))k in (3.4) by an unbiased estimator
constructed as follows: let f˜h,2(x) be an independent copy of f˜h,1(x) obtained via the sample
splitting technique of the Brownion motion [Nem00]. Then Lemma 6.1 gives
Ef˜h,2

 k∑
j=0
(
k
j
)
λjhHj
(
f˜h,2(x)
λh
)
(−f˜h,1(x))k−j

 = k∑
j=0
(
k
j
)
fh(x)
j(−f˜h,1(x))k−j
= (fh(x)− f˜h,1(x))k,
i.e., the estimator inside the expectation is an unbiased estimator of (fh(x)− f˜h,1(x))k.
With the above intuition and notation in mind, the construction of our estimator Th for every
bandwidth h can be described the following steps.
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(I) Using the sample splitting technique for the Brownian motion [Nem00] to obtain three in-
dependent observations f˜h,1(x), f˜h,2(x) and f˜h,3(x) for any x ∈ [0, 1]. Redefine n/3 as n for
simplicity.
(II) For any x ∈ [0, 1] define an estimator of |fh(x)|r as
Th(x) = P˜r(f˜h,1(x))1(|f˜h,3(x)| ≤ c1λh
√
lnn)
+ Sλh(f˜h,1(x), f˜h,2(x))1(f˜h,3(x) > c1λh
√
lnn)
+ Sλh(−f˜h,1(x),−f˜h,2(x))1(f˜h,3(x) < −c1λh
√
lnn),
where
Sλh(u, v) =
R∑
k=0
r(r − 1) · · · (r − k + 1)
k!
ur−k ·

 k∑
j=0
(
k
j
)
λjhHj
(
v
λh
)
(−u)k−j


· 1
(
u ≥ c1
4
λh
√
lnn
)
, (3.5)
and
P˜r(t) = min{max{Pr(t),−λrhn2ǫ}, λrhn2ǫ}, with
Pr(t) =
K∑
k=0
g
(r)
K,k
(
2c1λh
√
lnn
)r−k · λkhHk( tλh ),
whereK = ⌈c2 lnn⌉, Hk is the Hermite polynomial of degree k and {g(r)K,k}Kk=0 is the coefficient
of the best polynomial approximation of u→ |u|r on [−1, 1].
(III) Finally, the overall estimator for ‖f‖r is
Th , min
{
L,
(
max
{
0,
∫ 1
0
Th(x)dx
}) 1
r
}
.
The following Theorem describes the optimal mean squared error of estimating ‖f‖r by Th over
Bsp,∞(L).
Theorem 3.3. Let r > 1 be non-even and p ∈ [r,∞]. Choose M > ⌈s⌉ and consider the cor-
responding kernel projection fh based on KM defined by (3.1). Suppose that (h, c1, c2, ǫ) satisfy
c21 ≥ 16, c2 lnn ≥ 1, 4c21 ≥ c2, 7c2 ln 2 < ǫ ∈ (0, 1) and h = (n lnn)−
1
2s+1 . Then
(
sup
f∈Bsp,∞(L)
Ef (Th − ‖f‖r)2
) 1
2
≤ C(n lnn)− s2s+1 ,
for a constant C > 0 depending on s, p, r, L, σ.
The next theorem shows that the upper bounds in Theorem 3.3 are rate optimal in terms of
matching lower bounds for any 1 ≤ p <∞.
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Theorem 3.4. For any non-even r > 1 and r ≤ p <∞,
(
inf
Tˆ
sup
f∈Bsp,∞(L)
Ef
(
Tˆ − ‖f‖r
)2) 12
≥ C ′(n lnn)− s2s+1 ,
for a constant C ′ > 0 depending on s, p, r, L, σ and where the infimum above is taken over all
measurable maps of {Y (t)}t∈[0,1].
Theorem 3.3 along with Theorem 3.4 provides a complete picture of the minimax rate of esti-
mation of ‖f‖r over Bsp,∞(L) for any non-even r > 1 and r ≤ p < ∞. This is a generalization of
the result in [LNS99].
3.1.3 Adaptive Estimation
It is worth noting that the choice of h in Corollary 3.1 and Theorem 3.3 depends explicitly on
the smoothness index s. Consequently, the resulting rate of estimation by Th is non-adaptive over
different possibilities of smoothness. However, the experienced reader will notice the structure of
errors in Theorem 3.1 for a general Th indicates a possible data driven adaptive choice of bandwidth
h. In particular, a Lepski type argument [Lep91, Lep92a, Lep92b, Lep93] is standard in such
situations and turns out to be sufficient for our purpose when r = 1. The similar construction for
general non-even integer r > 1 is more subtle due to the unavailability of a transparent error analysis
as in Theorem 3.1. Consequently, we describe the adaptive procedure slightly more generally below–
without specifically alluding to the case of r = 1.
Let r ≥ 1 be non-even, and s ∈ (0, smax] for some given 0 < smax < ∞ and consider adaptive
estimation of ‖f‖r over ∪s∈(0,smax]Bsp,∞(L) with a known L. The knowledge of smax will be necessary
for construction of kernels providing optimal approximations in Nikolskii-Besov spaces. Given
access to an upper bound Lmax, our construction of the adaptive estimator can also adapt to the
scaling parameter L, by noting that the construction of Th does not require the knowledge of
L (except for the final truncation step, where L can be replaced by Lmax without affecting the
multiplicative constants in Theorems 3.1 and 3.3). However, since the dependence of the minimax
risk on L is not the main focus of this paper, we assume that L is known and do not elaborate on
the adaptation to L. In this framework, a Lepski type construction for an adaptive estimator can
be achieved as follows.
(I) Let
H = [hmin, hmax] ∩ {1, 1
2
,
1
3
, · · · }, where
hmin = (n lnn)
−1, hmax = (n lnn)
− 1
2smax+1 .
(II) Define the data-driven bandwidth
hˆ , max
{
h ∈ H : (Th − Th′)2 ≤ C∗
λ2h
lnn
, ∀h′ ∈ H, h′ ≤ h
}
. (3.6)
(III) The final estimator is Tˆ = Thˆ.
Our next theorem justifies the adaptive nature of Tˆ .
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Theorem 3.5. Let r ≥ 1 be non-even and p ∈ [r,∞]. Choose M > ⌈smax⌉ and consider the
corresponding kernel projection fh based on KM defined by (3.1). If 4rǫ(2smax + 1) < 1 and the
constant C∗ is large enough (depending on (p, r, smax, c1, c2, σ, L,KM )),(
sup
f∈Bsp,∞(L)
Ef
(
Tˆ − ‖f‖r
)2) 12 ≤ C(n lnn)− s2s+1 ,
for a constant C > 0 depending on s, smax, p, r, L, σ, c1, ε, C
∗.
Theorem 3.5 shows the existence of an adaptive minimax estimator for ‖f‖r without any penalty
on the minimax rate. One of the main challenges in the proof of Theorem 3.5 is to demonstrate
desired tail bounds of {Th}h∈H, for the candidate estimators in {Th}h∈H rely on truncated Hermite
polynomials of high degrees evaluated at Gaussian random variables.
3.2 Even r
The case of non-adaptive minimax estimation of ‖f‖r for r an even positive integer can be obtained
by methods described in [LNS99]. Although their results were obtained over the Ho¨lder Balls, the
case of Nikolskii-Besov type spaces that we consider are very similar due to the same nature of
approximation error of f by fh. However, for the sake of exposition and completeness, we provide
the details here again.
The crux of the construction on the fact that for r an even positive integer, the function
u 7→ |u|r = ur is analytic. Consequently, it is possible to construct unbiased estimator of µr based
on samples from X ∼ N (µ, σ2). In particular, if X ∼ N (µ, σ2) then arguing as Lemma 4.4 of
[LNS99], E ((X + iσξ)r|X), with ξ ∼ N (0, 1) independent of X, is an unbiased estimator of µr.
As a result, a sequence estimator for ‖f‖r indexed by bandwidth h can now be constructed in the
following steps.
(I) Approximate f by a kernel projection fh(x) (as in (3.1)) and consider estimating ‖fh‖r instead
at a cost of incurring a truncation bias.
(II) Fix ξ ∼ N (0, 1) independent of B(t). For every x ∈ [0, 1] estimate fh(x)r by Th(x) ,
Eξ[(f˜h(x) + iλξ)
r].
(III) Estimate ‖fh‖r =
∫ 1
0 f
r
h(x)dx by
∫ 1
0 Th(x)dx.
(IV) Finally, an estimator for ‖f‖r is defined as
Th ,
(
max
{
0,
∫ 1
0
Th(x)dx
})1/r
.
Note that the construction changes from the construction of estimators when r is non-zero only
in the definition of Th(x) and indeed this is due to the ability to produce estimate of analytic
functions of Gaussian means. The following theorem describes the optimal mean squared error of
estimating ‖f‖r by Th over Bsp,∞(L).
Theorem 3.6. Let 2 ≤ r ≤ p and r be even. Choose M > ⌈s⌉ and consider the corresponding
kernel projection fh based on KM defined by (3.1). Letting h = n
− 1
2s+1−1/r ,(
sup
f∈Bsp,∞(L)
Ef (Th − ‖f‖r)2
) 1
2
≤ Cn− s2s+1−1/r ,
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for a constant C > 0 depending on s, p, r, L, σ.
Recall from Section 2 that the approximation error ‖f−fh‖r is always bounded by C(L,KM )hs
for any f ∈ Bsp,∞(L). Hence, the proof of Theorem 3.6 can be obtained verbatim from the proof of
Theorem 2.3 of [LNS99] and is hence omitted. In fact, proof of the lower bound in Theorem 2.3 of
[LNS99] implies that the proposed Th with h = n
− 1
2s+1−1/r is in fact asymptotically minimax rate
optimal over any Bsp,∞(L) as well. Therefore, as before, it remains to explore adaptive minimax
estimation over a collection of smoothness classes. In this regard, once can argue along the lines of
standard results from [Ing87, IS12], that unlike non-even r, adaptation over a range of smoothness
indices is not possible without paying a poly-logarithmic penalty. In particular, consider testing
H0 : f ≡ 0 vs H1 : f ∈ Bsr,∞(L), ‖f‖r ≥ ρn with s varying over a range of values [smin, smax] ⊂
(0,∞). Whereas the minimax testing rate of separation for ρn with known s equals n−
s
2s+1−1/r (See
[IS12] and proof of [Car13, Theorem 3.4 (b)] for details), i.e., the minimax rate of estimation of
‖f‖r, the adaptation over [smin, smax] needs an additional penalty for ρn which equals (ln lnn)C(r,s)
for a constant C(r, s) > 0 depending on r and s. The proof of this additional poly-logarithmic
penalty is proved for r = 2 in [Spo98] (see also proof of [GN15, Theorem 8.1.1]). The proof of
this additional penalty needed for adaptive hypothesis testing builds on the usual second moment
method type lower bound argument for non-adaptive testing and involves putting an additional
uniform prior on a suitably discretized subset [smin, smax]. Using similar ideas, the proof of a
required penalty for adaptation for general even r-can be obtained by combining proof technique
of [Car13, Theorem 3.4 (b)] for non-adaptive testing and adaptive lower bound arguments as in
[Spo98, GN15]. The details are omitted and we simply comment on the implications of the result.
Indeed, such a poly-logarithmic penalty needed for adaptive hypothesis testing in Lr-norm, yields a
penalty for adaptive estimation of ‖f‖r over Bsr,∞(L). We believe that this poly-logarithmic penalty
is not sharp for adaptive estimation of ‖f‖r norms for even r and only serves to demonstrates the
lack of adaptation without paying a price. In particular, we have shown elsewhere that a careful
application of Lepski’s method along with an involved computation of all central moments of Th
can yield a penalty which behaves (lnn)C
′(r,s) for a constant C ′(r, s) > 0 depending on r and s.
In future work, we plan to explore the exact nature of this poly-logarithmic penalty necessary
for adaptation. Finally, careful readers will notice that, although the poly-logarithmic penalty on
adaptive hypothesis testing is ubiquitous for any r, the result is interesting to us only for even
values of r, since otherwise the minimax rate of estimation of ‖f‖r is strictly slower than minimax
rate of testing in Lr-norm.
4 Discussion and Open Problems
In this paper we complement the results in [LNS99] to provide a complete picture of asymptotically
minimax estimation of Lr-norm of the mean in a Gaussian White Noise model. Unlike [LNS99],
our results are rate optimal from both perspectives of upper and lower bounds. In this effort, best
polynomial approximation of non-smooth functions plays a major role and might be of independent
interest.
Several interesting questions remain open as challenging future directions. In particular, closing
the lower bound gap over Ho¨lder spaces, the actual premise considered by [LNS99], is definitely a
question of interest. Understanding the sharp nature of the penalty required for adaptive estimation
of ‖f‖r when r is even is another question that remain unanswered. We plan to study these issues
in detail in future work.
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5 Proof of Main Results
5.1 Proof of Theorem 3.1
The proof of the Theorem hinges on the following lemma, the derivation of which can be found in
Section 6. To state the lemma, consider
ξ(X,Y ) , P˜ (X)1(|Y | < c1λh
√
lnn) + |X|1(|Y | ≥ c1λh
√
lnn)
used for estimating µ with independent X,Y ∼ N (µ, λ2h) and λh defined by (3.3).
Lemma 5.1. Under the assumptions of Theorem 3.1, for any fixed µ, k ≥ 2, and c1 >
√
8k, we have
that there exists constants C1 (depending on (c1, c2, ǫ,KM )) and C2 (depending on (c1, c2, ǫ,KM , k))
such that
|Eξ(X,Y )− |µ|| ≤ C1√
nh lnn
,
E|ξ(X,Y )− E(ξ(X,Y ))|k ≤ C2
(
λhn
2ǫ
)k
.
Note that Lemma 5.1 yields bounds on all even central moments of ξ(X,Y ), a result that will
be helpful in subsequent proof of adaptation. For now, we will only use the result for k = 2 which
corresponds to bound on the variance of ξ(X,Y ).
Coming back to the proof of Theorem 3.1, note that there are three types of errors:
1. Approximation error incurred by replacing ‖f‖1 with ‖fh‖1;
2. The bias of
∫ 1
0 Th(x)dx in estimating ‖fh‖1;
3. The variance of
∫ 1
0 Th(x)dx in estimating ‖fh‖1.
We bound these errors separately. For the approximation error, by an alternative characteriza-
tion of Besov balls [HKPT12], for f ∈ Bsp,∞(L) we have that for a constant C0 depending on L and
KM ,
‖f − fh‖p ≤ C0hs, ∀h > 0.
As a result, the approximation error is upper bounded by
|‖f‖1 − ‖fh‖1| ≤ ‖fh − f‖1 ≤ ‖fh − f‖p ≤ C0hs.
Secondly we upper bound the bias. By Lemma 5.1, there exists a constant C1 (depending on
(c1, c2, ǫ,KM )) such that∣∣∣∣E
∫ 1
0
Th(x)dx− ‖fh‖1
∣∣∣∣ ≤
∫ 1
0
|ETh(x)− fh(x)|dx
≤
∫ 1
0
C1√
nh lnn
dx =
C1√
nh lnn
.
Finally we upper bound the variance of Th. Note that Th(x) and Th(y) are independent as long
as |x− y| > h. Therefore by Lemma 5.1, there exists a constant C2 (depending on (c1, c2, ǫ,KM ))
such that
Var
(∫ 1
0
Th(x)dx
)
=
∫ 1
0
∫ 1
0
Cov(Th(x), Th(y))dxdy
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=∫∫
|x−y|≤h
Cov(Th(x), Th(y))dxdy
≤
∫∫
|x−y|≤h
Var(Th(x)) + Var(Th(y))
2
dxdy
= 2h
∫ 1
0
Var(Th(x))dx
≤ C2h
∫ 1
0
1
n1−ǫh
dx
=
C2
n1−ǫ
.
Note that 0 ≤ ‖f‖1 ≤ L for any f ∈ Bsp,∞(L), and consequently
|Th − ‖f‖1| ≤
∣∣∣∣
∫ 1
0
Th(x)dx − ‖f‖1
∣∣∣∣ .
In summary, for any f ∈ Bsp,∞(L), by triangle inequality we have
(
E (Th − ‖f‖1)2
) 1
2 ≤
(
E
(∫ 1
0
Th(x)dx− ‖f‖1
)2) 12
≤
√
3

|‖f‖1 − ‖fh‖1|+
∣∣∣∣E
∫ 1
0
Th(x)dx− ‖fh‖1
∣∣∣∣+
√
Var
(∫ 1
0
Th(x)dx
)
≤ C∗
(
hs +
1√
nh lnn
+
1
n(1−ǫ)/2
)
,
where C∗ is a constant depending on (c1, c2, σ, ǫ, L,KM ) which in turn satisfies the conditions of
Theorem 3.1. This completes the proof of the theorem.
5.2 Proof of Theorem 3.3
The proof of the Theorem hinges on the following lemma.
Lemma 5.2. Under the conditions of Theorem 3.3, the following hold for all x ∈ [0, 1], k ≥ 2, c1 >√
8k, and constants C1 (depending on (c1, c2, ǫ, σ,KM )) and C2 (depending on (c1, c2, ǫ, σ,KM , k)).
|ETh(x)− |fh(x)|r| ≤ C1(nh lnn)−
r
2 ,
E|Th(x)− ETh(x)|k ≤ C2 n
2kǫ
(nh)
k
2
(
|fh(x)|(r−1)k + (nh)−
(r−1)k
2
)
.
We postpone the proof of the lemma to Section 6 and complete the proof of Theorem 3.3
assuming its validity.
As is in the case of L1 norm estimation, there are three types of error incurred by our estimator
Th, i.e., the approximation error, the bias and the variance. We analyze these errors separately.
For the approximation error, by the property of Besov spaces [HKPT12] we know that there
exists a constant C0 depending on L andKM such that for all f ∈ Bsp,∞(L) the kernel approximation
error satisfies ‖f − fh‖p ≤ C0hs. Hence, by the monotonicity of Lp norms on [0, 1] and r ≤ p, we
know that
|‖f‖r − ‖fh‖r| ≤ ‖f − fh‖r ≤ ‖f − fh‖p ≤ C0hs. (5.1)
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where C0 > 0 is some universal constant which only depends on radius L and the kernel KM .
For the bias and the variance, we look at the bias and variance of Φh =
∫ 1
0 Th(x)dx, which is
the estimator for ‖fh‖rr. Similar to the proof of Theorem 3.1, one can show using Lemma 5.2 that
for C1 (depending on (c1, c2, ǫ, σ,KM )) and C2 (depending on (c1, c2, ǫ, σ,KM ))
|EΦh − ‖fh‖rr| ≤ C1(nh lnn)−
r
2 ,
Var(Φh) ≤ h ·
∫ 1
0
C2
n1−ǫh
(
|fh(x)|2r−2 + 1
(nh)r−1
)
dx
=
C2
n1−ǫ
(
‖fh‖2r−22r−2 +
1
(nh)r−1
)
. (5.2)
For the estimation performance of our final estimator Th, first note that ‖f‖p ≤ L implies
|Th − ‖f‖r| ≤ |max{0,Φh}
1
r − ‖f‖r|.
Set h = (n lnn)−
1
2s+1 , and ǫ > 0 sufficiently small satisfying the conditions of Theorem 3.3. We
then divide our analysis into two cases.
First suppose that ‖f‖r ≤ 2C0hs, with C0 defined in (5.1). Then ‖fh‖r ≤ ‖f‖r + ‖f − fh‖r ≤
3C0h
s, and by the bias bound of Φh in (5.2), |EΦh| ≤ C3hsr for a constant C3 depending on
(C0, C1, r, s). Hence, by Lemma 6.6,
(
E(Th − ‖f‖r)2
) 1
2
≤
(
E(max{0,Φh}
1
r − ‖f‖r)2
) 1
2
≤ 2
(√
E[max{0,Φh} 2r ] + ‖f‖r
)
≤ 2(EΦ2h)
1
2r + 2C0h
s
≤ 2|EΦh|
1
r + 2(Var(Φh))
1
2r + 2C0h
s
≤ 2(C
1
r
3 + C0)h
s + 2
[
C2
n1−ǫ
(
‖fh‖2r−22r−2 +
1
(nh)r−1
)] 1
2r
(by (5.2))
≤ 2(C
1
r
3 + C0)h
s + 2
[
C2
n1−ǫ
(
C(r,KM )h
−1+1/r‖f‖r−1r ‖fh‖r−1r
+ 1(nh)r−1
)] 1
2r
(by Lemma 6.6)
≤ C4

hs +
(
h−1+1/r · h2s(r−1)
n1−ǫ
) 1
2r
+
(
1
n1−ǫ(nh)r−1
) 1
2r

 ≤ 3C4hs, (5.3)
where C4 is a constant depending on C0, C1, C2, C3, r,KM , s.
Second suppose that ‖f‖r > 2C0hs, then ‖fh‖r ≥ ‖f‖r − ‖f − fh‖r > C0hs. Using |ar − br| ≥
br−1|a− b| for any a, b ≥ 0 and r ≥ 1, we have
|Th − ‖f‖r| ≤ |Th − ‖fh‖r|+ C0hs
≤ |T
r
h − ‖fh‖rr|
‖fh‖r−1r
+C0h
s
≤ |Φh − ‖fh‖
r
r|
(C0hs)r−1
+ C0h
s = C1−r0 h
(1−r)s|Φh − ‖fh‖rr|+ C0hs.
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As a result, by triangle inequality we have
(
E(Th − ‖f‖r)2
) 1
2 ≤ C1−r0 h(1−r)s
(
E(Φh − ‖f‖rr)2
) 1
2 + C0h
s
≤ C1−r0 h(1−r)s|EΦh − ‖fh‖rr|+ C1−r0 h(1−r)s
√
Var(Φh) + C0h
s
≤ C4
[
h(1−r)s · hsr + h(1−r)s
√
nǫ−1h−1+1/rh2s(r−1)
+h(1−r)s
√
nǫ−1(nh)−(r−1) + hs
]
≤ C5hs,
(5.4)
where the second inequality in the above display follows similar to before by equation (5.2) and
Lemma 6.6 with C4 being a constant depending on C0, C1, C2, C3, r,KM , s. Combining inequalities
(5.3) and (5.4) completes the proof of Theorem 3.3.
5.3 Proof of Theorem 3.2 and Theorem 3.4
The outline for the proof of lower bounds (i.e., Theorems 3.2 and 3.4) is as follows. In Section
5.3.1, we reduce the nonparametric problem to a parametric subproblem in the Gaussian location
model. The minimax lower bound for the parametric submodel is proved by a generalized version
of Le Cam’s method involving a pair of priors, also known as the method of two fuzzy hypotheses
[Tsy08]. In Section 5.3.2 we construct the priors using duality to best approximation and Section
5.3.3 finishes the proof.
In the sequel we assume that r ≥ 1 is a fixed non-even real number.
5.3.1 Reduction to Parametric Submodel
Fix a smooth function g(x) vanishing outside [0, 1] with ‖g‖Bsp,∞ = 1, and ‖g‖1 > 0. Set
h = (n lnn)−
1
2s+1 ,
N = h−1,
and let I1, · · · , IN be the partition of the interval [0, 1] into N subintervals of length h each (without
loss of generality we assume that N is an integer), and let ti be the left endpoint of subinterval Ii.
With a point θ = (θ1, · · · , θN ) ∈ [−
√
lnN,
√
lnN ]N we associate the function
fθ(t) = L
′
N∑
i=1
θi
√
lnN · hsg
(
t− ti
h
)
.
Lemma 5.3. If
θ ∈ Θ , [−
√
lnN,
√
lnN ]N ∩
{
θ :
1
N
N∑
i=1
|θi|p ≤
(
2√
lnN
)p}
, (5.5)
then for some constant L′ > 0 independent of n, we have fθ(t) ∈ Bsp,∞(L).
Proof. Let s0 = ⌊s⌋+ 1. Observe that
‖fθ‖p = L′‖g‖phs ·
√
lnN
(
1
N
N∑
i=1
|θi|p
) 1
p
,
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the condition (5.5) ensures that h−s‖fθ‖p is upper bounded by a numerical constant proportional
to L′. By (6.11) in Lemma 6.10, this implies that there exists a constant C0 independent of n such
that ωs0(f, t
r)p ≤ C0L′ts0 for any t ≥ h. Moreover,
‖f (s0)θ ‖p = L′‖g(s0)‖phs−s0 ·
√
lnN
(
1
N
N∑
i=1
|θi|p
) 1
p
,
the condition (5.5) ensures that hs0−s‖f (s0)θ ‖p is upper bounded by a numerical constant propor-
tional to L′. By (6.10) in Lemma 6.10, this implies that there exists a constant C0 independent of
n such that ωs0(f, t
r) ≤ C0L′ts0 for any t ≤ h. Now by the definition of the Besov norm in (2.2), a
suitable choice of the scale parameter L′ ensures that fθ(t) ∈ Bsp,∞(L).
Fix any choice of L′ given by Lemma 5.3. Note that for any r ≥ 1, we have
‖fθ‖r = L′‖g‖r(n lnn)−
s
2s+1 ·
√
lnN
(
1
N
N∑
i=1
|θi|r
) 1
r
. (5.6)
Hence, a sufficient condition for Theorem 3.2 and Theorem 3.4 is that
inf
Tˆ
sup
θ∈Θ
Eθ

Tˆ −
(
1
N
N∑
i=1
|θi|r
) 1
r


2
&
(
1√
lnN
)2
=
1
lnN
, (5.7)
where the infimum is taken over all estimators Tˆ which is a measurable real-valued function of
{Y (t)}t∈[0,1].
Finally, we note that by the factorization theorem, to estimate
(
1
N
∑N
i=1 |θi|r
)1/r
for θ ∈ Θ, the
vector y = (y1, · · · , yN ) with
yi ,
√
n
σ‖g‖2
√
h
∫
Ii
g
(
t− ti
h
)
dY (t), i = 1, · · · , N,
constitute a sufficient statistic for the Gaussian white noise model. Note that
yi = αθi + ξi, i = 1, · · · , N, (5.8)
with θ ∈ Θ, and
α , σ−1L′‖g‖2n1/2hs+1/2 ·
√
lnN ≍ 1,
ξi ,
1
‖g‖2
√
h
∫
Ii
g
(
t− ti
h
)
dBt.
As a result, ξ1, · · · , ξN are i.i.d. N (0, 1) random variables. Hence, we may further assume that our
observation model is
yi
ind∼ N (αθi, 1), i = 1, · · · , N, (5.9)
which is a Gaussian location model with θ ∈ Θ, and the estimator Tˆ in (5.7) is a function of
(y1, · · · , yN ). Note that when r = 1, this parametric subproblem is similar to but very different
from the problem considered in [CL11], where the authors did not have the second constraint in
(5.5).
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5.3.2 Construction of Two Priors
The minimax lower bound (5.7) follows from the generalized Le Cam’s method involving two priors,
which is known as the method of two fuzzy hypotheses presented in [Tsy08]. Suppose we observe
a random vector Z ∈ (Z,A) which has distribution Pθ where θ ∈ Θ. Let σ0 and σ1 be two prior
distributions supported on Θ. Write Fi for the marginal distribution of Z when the prior is σi for
i = 0, 1. Let Tˆ = Tˆ (Z) be an arbitrary estimator of a function T (θ) based on Z, and V (P,Q) be
the total variation distance between two probability measures P,Q on the measurable space (Z,A).
Concretely,
V (P,Q) , sup
A∈A
|P (A)−Q(A)| = 1
2
∫
|p− q|dν,
where p = dPdν , q =
dQ
dν , and ν is a dominating measure so that P ≪ ν,Q≪ ν. We have the following
general minimax lower bound.
Lemma 5.4. [Tsy08, Theorem 2.15] Suppose that there exist ζ ∈ R, δ > 0, 0 ≤ β0, β1 < 1 such that
σ0(θ : T (θ) ≤ ζ − δ) ≥ 1− β0,
σ1(θ : T (θ) ≥ ζ + δ) ≥ 1− β1.
If V (F1, F0) ≤ η < 1, then
inf
Tˆ
sup
θ∈Θ
Pθ
(
|Tˆ − T (θ)| ≥ δ
)
≥ 1− η − β0 − β1
2
,
where Fi, i = 0, 1 are the marginal distributions of Z when the priors are σi, i = 0, 1, respectively.
In the remainder of this section, we aim to construct two priors µ0, µ1 supported on [−
√
lnN,
√
lnN ]
such that the following conditions hold (the numerical constant d > 0 is chosen later):∫
tlµ1(dt) =
∫
tlµ0(dt), for all l = 0, 1, · · · ,K , ⌈d lnN⌉, (5.10)∫
|t|rµ1(dt)−
∫
|t|rµ0(dt) & (lnN)−
r
2 , (5.11)∫
|t|pµi(dt) ≤ (lnN)−
p
2 , for i = 0, 1. (5.12)
In the next section we will choose the priors σi, i = 0, 1 in Lemma 5.4 to be close to the product
measure µ⊗Ni , i = 0, 1 with each copy given above. The condition (5.10) ensures a small total
variation distance V (F1, F0) in Lemma 5.4, the condition (5.11) ensures a large δ ≍ (lnN)− r2 in
Lemma 5.4, and the condition (5.12) ensures that the support of µ⊗Ni is almost supported on Θ
given in (5.5).
The following result is simply the duality between the problem of best uniform approximation
and moment matching.
Lemma 5.5. [JVHW15, Lemma 10, Lemma 12] For any bounded interval I ⊂ R, integers q ≥
0,K > 0 and continuous function f on I, let
Eq−1,K(f ; I) , inf{ai}
sup
x∈I
∣∣∣∣∣∣
K∑
i=−q+1
aix
i − f(x)
∣∣∣∣∣∣
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denote the best uniform approximation error of f by rational functions spanned by {x−q+1, x−q+2, · · · , xK}.
Then
2Eq−1,K(f ; I) = max
∫
f(t)ν1(dt)−
∫
f(t)ν0(dt),
s.t.
∫
tlν1(dt) =
∫
tlν0(dt), l = −q + 1, · · · ,K,
(5.13)
where the maximum is taken over pairs of probability measures ν0 and ν1 supported on I.
Here we apply this lemma to fq(t) = t
−q+ r
2 and
K = ⌈d lnN⌉, I =
[
1
(lnN)2
, 1
]
, q =
⌈p
2
⌉
.
The following lemma provides a lower bound for the approximation error of fq(t).
Lemma 5.6. Fix a non-even real r ≥ 1, an integer q ≥ r/2, and some constant c > 0. For
fq(t) = t
−q+ r
2 , we have
lim inf
n→∞ n
−(2q−r)Eq−1,n
(
f ; [
c
n2
, 1]
)
≥ c′,
where the constant c′ > 0 only depends on c, q and r.
By Lemma 5.6 and our definitions of f , I and K, we conclude that
Eq−1,K(f ; I) & (lnN)2q−r.
Let ν0, ν1 be the maximizers of (5.13). We define probability measures ν˜0, ν˜1 by
ν˜i(dx) =
[
1− EX∼νi
(
1
(lnN)2qXq
)]
δ0(dx) +
(
1
(lnN)2x
)q
νi(dx) i = 0, 1,
where δ0(·) is the delta measure at zero. It is straightforward to verify that ν˜i forms a probability
measure supported on [0, 1], and
1.
∫
tlν˜1(dt) =
∫
tlν˜0(dt), for all l = 0, 1, · · · , q +K;
2.
∫
t
r
2 ν˜1(dt)−
∫
t
r
2 ν˜0(dt) & (lnN)−r;
3.
∫
tqν˜i(dt) = (lnN)
−2q, for i = 0, 1.
Finally, we define the measures µ0, µ1 as follows. For i = 0, 1, let Xi follow the distribution ν˜i,
the measure µi is defined as the probability distribution of ǫi
√
Xi · lnN , where ǫi ∼ Unif({±1}) is
independent of Xi. Clearly the measures µ0, µ1 are supported on [−
√
lnN,
√
lnN ], and it remains
to check the conditions (5.10) to (5.12).
For (5.10), since µi is symmetric around zero, the condition clearly holds for odd l. For even
l = 2k with 0 ≤ k ≤ K, by the first property of ν˜i we have∫
tlµ1(dt) =
∫
(ǫi
√
t · lnN)2kµ1(dt) = (lnN)k
∫
tkµ1(dt)
= (lnN)k
∫
tkµ0(dt) =
∫
(ǫi
√
t · lnN)2kµ0(dt) =
∫
tlµ0(dt),
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i.e., (5.10) holds. Similarly, the condition (5.11) is checked via∫
|t|rµ1(dt)−
∫
|t|rµ0(dt) = (lnN) r2
∫
t
r
2 (ν˜1(dt)− ν˜2(dt)) & (lnN)− r2 .
Finally, for (5.12), first note that∫
t2qµi(dt) = (lnN)
q
∫
tqν˜i(dt) = (lnN)
−q, i = 0, 1.
Since 2q ≥ p, Ho¨lder’s inequality yields
(∫
|t|pµi(dt)
) 1
p
≤
(∫
|t|2qµi(dt)
) 1
2q
≤ 1√
lnN
,
i.e., (5.12) holds. Hence, the construction of µ0, µ1 satisfies all conditions in (5.10) to (5.12). This
construction is partially inspired by [WY16]. We remark that the construction heavily relies on the
fact that p is finite, where for p =∞, Lemma 5.6 fails and the condition (5.12) would require that
the priors µ0, µ1 be supported on a smaller interval [− 1√lnN ,
1√
lnN
].
5.3.3 Minimax Lower Bound in the Parametric Submodel
In this section we invoke Lemma 5.4 to finish the proof of (5.7), thereby proving the lower bound
in Theorems 3.2 and 3.4. Consider the probability measures µ0, µ1 constructed in the Section 5.3.2,
and define
∆ =
∫
|t|rµ1(dt)−
∫
|t|rµ0(dt) ≍ (lnN)− r2 .
Denote by µ⊗Ni the N -fold product of µi. Consider the following event:
Ei , {θ : θ ∈ Θ} ∩

θ :
∣∣∣∣∣∣
1
N
N∑
j=1
|θj |r − Eµi |θ|r
∣∣∣∣∣∣ ≤
∆
4

 , i = 0, 1.
By Chebyshev’s inequality it is easy to show that for i = 0, 1,
µ⊗Ni ({θ : θ /∈ Θ}) = µ⊗Ni



θ : 1N
N∑
j=1
|θj |p >
(
2√
lnN
)p



≤ µ⊗Ni



θ : 1N
N∑
j=1
|θj |p − Eµi |θ|p >
(
1√
lnN
)p



≤
(
1√
lnN
)−2p
· Varµ⊗Ni

 1
N
N∑
j=1
|θj |p


=
1
N
(
1√
lnN
)−2p
· Varµi(|θ|p)
≤ 1
N
(
1√
lnN
)−2p · (
√
lnN)2p → 0,
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and
µ⊗Ni



θ :
∣∣∣∣∣∣
1
N
N∑
j=1
|θj |r − Eµi |θ|r
∣∣∣∣∣∣ >
∆
4



 ≤ 16
∆2
Varµ⊗Ni

 1
N
N∑
j=1
|θj |r


≤ 16
N∆2
· (
√
lnN)2r → 0.
Hence, by the union bound, we have
µ⊗Ni (E
c
i ) ≤ µ⊗Ni ({θ : θ /∈ Θ}) + µ⊗Ni



θ :
∣∣∣∣∣∣
1
N
N∑
j=1
|θj|r − Eµi |θ|r
∣∣∣∣∣∣ >
∆
4



→ 0
for any i = 0, 1.
Now we are ready to apply Lemma 5.4 to
T (θ) =
(
1
N
N∑
i=1
|θi|r
) 1
r
,
ζ =
(
Eµ⊗N1
[T (θ)r] + Eµ⊗N0
[T (θ)r]
2
) 1
r
,
and let the prior σi be the conditional distribution of µ
⊗N
i conditioning on Ei, i.e.,
σi(·) = µ
S
i (· ∩ Ei)
µSi (Ei)
, i = 0, 1.
By definition of Ei, the measure σi is a valid prior on Θ. Moreover, under σ1 we have
T (θ)r − ζr ≥ ∆
4
.
By definition of E1 and Θ, under σ1 we have
T (θ) =
(
1
N
N∑
i=1
|θi|r
) 1
r
≤
(
1
N
N∑
i=1
|θi|p
) 1
p
≤ 2√
lnN
,
ζ ≤ 1
2
(∫
|t|rµ1(dt)
) 1
r
+
1
2
(∫
|t|rµ0(dt)
) 1
r
≤ 1
2
(∫
|t|pµ1(dt)
) 1
p
+
1
2
(∫
|t|pµ0(dt)
) 1
p
≤ 1√
lnN
.
Hence, using the inequality ar−br ≤ r(ar−1+br−1)(a−b) for any a ≥ b > 0 and r ≥ 1, the previous
inequalities yield that under σ1,
T (θ)− ζ ≥ [T (θ)]
r − ζr
r([T (θ)]r−1 + ζr−1)
&
∆
(lnN)−
r−1
2
&
1√
lnN
.
Similarly, under σ0 we have T (θ)− ζ . − 1√lnN , hence in Lemma 5.4 we can set
δ &
1√
lnN
,
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so that β0 = β1 = 0.
Now denote by F0, F1 the marginal distributions of Z based on priors σ0, σ1, and the counterparts
G0, G1 based on priors µ
⊗N
0 , µ
⊗N
1 . By the data-processing property of the total variation distance,
we have
V (Fi, Gi) ≤ V (σi, µ⊗Ni ) = µ⊗Ni (Eci )→ 0, i = 0, 1.
Moreover, [CL11] shows that the χ2 distance between G0 and G1 is upper bounded as
χ2(G0, G1) ≤
(
1 + e3α
2 lnN/2
(
αe lnN
d lnN
)d lnN)N
− 1.
Hence, for choosing d > 0 large enough, χ2(G0, G1) is upper bounded by a universal constant C.
Now by Lemma 6.8, we have
V (G0, G1) ≤ 1− 1
2
exp(−C).
In summary, the triangle inequality for total variation distance yields
V (F0, F1) ≤ V (F0, G0) + V (G0, G1) + V (G1, F1)→ 1− 1
2
exp(−C) < 1,
and Lemma 5.4 together with Markov’s inequality yields
inf
Tˆ
sup
θ∈Θ
Eθ

Tˆ −
(
1
N
N∑
i=1
|θi|r
) 1
r


2
& δ2 · inf
Tˆ
sup
θ∈Θ
P
(
|Tˆ − T (θ)| ≥ δ
)
&
1
lnN
· 1
4
exp(−C) & 1
lnN
,
which is (5.7), as desired.
5.4 Proof of Theorem 3.5
For s ∈ [0, smax] define the ideal bandwidth h∗ : [0, smax]→H by
h∗(s) ,
1
⌊(n lnn) 12s+1 ⌋
.
Then
E
(
Tˆ − ‖f‖r
)2
= E
[(
Tˆ − ‖f‖r
)2
1
(
hˆ ≥ h∗(s)
)]
+ E
[(
Tˆ − ‖f‖r
)2
1
(
hˆ < h∗(s)
)]
= I + II.
First note that
I ≤ 2
{
E
[(
Th∗(s) − ‖f‖r
)2]
+ E
[(
Thˆ − Th∗(s)
)2
1
(
hˆ ≥ h∗(s)
)]}
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≤ 2
{
C0(n lnn)
− 2s
2s+1 + C∗
λ2h∗(s)
lnn
}
≤ C∗0 (n lnn)−
2s
2s+1 , (5.14)
where the last line follows from the definitions of h∗(s) and hˆ respectively, and C0 is a constant
that depends on (c1, c2, ǫ, smax, σ, L).
To upper bound II, we have
II = E
[(
Tˆ − ‖f‖r
)2
1
(
hˆ < h∗(s)
)]
≤ L2 · P(hˆ < h∗(s))
≤ L2 ·
∑
h<h∗(s):h∈H
P
(
|Th − Th∗(s)| > λh
√
C∗
lnn
)
, (5.15)
where the first inequality is due to that Tˆ , ‖f‖r ∈ [0, L], and the second inequality follows from the
fact that h∗(s) is not a feasible condidate in (3.6). Let
γn(h) , λh
√
C∗
lnn
,
below we reduce the control of P
(|Th − Th∗(s)| > γn(h)) to suitable controls over
E
∣∣∣∣
∫ 1
0
(Th(x)− ETh(x))dx
∣∣∣∣
k
for some k to be chosen a large enough constant depending on the tuple (smax, r, σ, p). Consequently,
in the following lemma we demonstrate the desired control over central moments of
∫ 1
0 Th(x)dx for
every h ∈ H.
Lemma 5.7. Let f ∈ Bsp,∞(L) and r ≥ 1 be non-even. Then, under the assumptions of Theorem
3.5, for any h ∈ H and integer k ≥ 2,
E
∣∣∣∣
∫ 1
0
(Th(x)− ETh(x))dx
∣∣∣∣
k
≤ C(r, k, c1, σ)n2kǫ
(
λkrh (h
k−1 + h
k
2 )
+λkh(h
k−1‖fh‖k(r−1)k(r−1) + h
k
2 ‖fh‖k(r−1)2(r−1))
)
,
where C(r, k, c1, σ) is a constant depending on (r, k, c1, σ).
By Lemma 6.6 and h ∈ [0, 1], the following corollary is immediate.
Corollary 5.1. Under the assumptions of Theorem 3.5, for any h ∈ H and integer k ≥ 2,
E
∣∣∣∣
∫ 1
0
(Th(x)− ETh(x))dx
∣∣∣∣
k
≤ C ′(r, k, c1, σ)n2kǫ
(
λkrh h
k
2 + λkh(h
k−1
r ‖f‖(k−1)(r−1)r ‖fh‖r−1r
+h
k
2r ‖f‖k(r−1)/2r ‖fh‖k(r−1)/2r
)
,
where C ′(r, k, c1, σ) is a constant depending on (r, k, c1, σ).
We defer the proof of Lemma 5.7 to Section 6 and complete the proof of Theorem 3.5 assuming
its validity. Recall that ‖f − fh‖r ≤ C1hs for some C1 = C1(s, r, L,KM ) for any f ∈ Bsp,∞(L). We
divide the subsequent analysis into two cases. First consider the case when ‖fh‖r ≤ C1√nh lnn , then
P
(|Th − Th∗(s)| > γn(h)) ≤ P
(
Th >
γn(h)
2
)
+ P
(
Th∗(s) >
γn(h)
2
)
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≤ P
(
Th >
γn(h)
2
)
+ P
(
Th∗(s) >
γn(h
∗(s))
2
)
. (5.16)
where the last inequality uses the monotone decreasing nature of h 7→ γn(h). By (5.2) and the
triangle inequality, we have∫ 1
0
ETh(x)dx ≤ ‖fh‖rr +
∣∣∣∣
∫ 1
0
ETh(x)dx− ‖fh‖rr
∣∣∣∣ ≤ C2(nh lnn)− r2 ,
where C2 > 0 is a constant depending on (c1, c2, r, C1). Choosing C
∗ large enough such that(
γn(h)
4
)r
≥ C2(nh lnn)− r2 ,
for any k ≥ 2 we have
P
(
Th >
γn(h)
2
)
≤ P
(∫ 1
0
Th(x)dx >
(
γn(h)
2
)r)
≤ P
(∫ 1
0
Th(x)dx− E
(∫ 1
0
Th(x)dx
)
>
(
γn(h)
2
)r
− C2(nh lnn)−
r
2
)
≤ P
(∣∣∣∣
∫ 1
0
Th(x)dx− E
(∫ 1
0
Th(x)dx
)∣∣∣∣ >
(
γn(h)
4
)r)
≤
4rkE
∣∣∣∫ 10 Th(x)dx− E(∫ 10 Th(x)dx)∣∣∣k
(γn(h))kr
.
However, note that
‖f‖r ≤ ‖f − fh‖r + ‖fh‖r ≤ C1hs + C1√
nh lnn
≤ C3γn(h),
where C3 is a constant depending on (C1, C
∗), Corollary 5.1 yields
E
∣∣∣∣
∫ 1
0
(Th(x)− ETh(x))dx
∣∣∣∣
k
≤ C4n2kǫ
[
λkrh h
k
2 + λkhh
k−1
r γn(h)
k(r−1) + λkhh
k
2r γn(h)
k(r−1)
]
≤ C5n2kǫ(lnn)k2 · h k2r γn(h)kr,
where C4, C5 are constants depending on (r, k, c1, σ, C1, C3, C
∗). Consequently, we have shown that
for any h ≤ h∗(s),
P(|Th − Th∗(s)| > γn(h)) ≤ 4krC5n2kǫ(lnn)
k
2 · h k2r . (5.17)
Next consider the case when ‖fh‖r > C1√nh lnn . Note that
|‖fh∗(s)‖r − ‖fh‖r| ≤ ‖fh∗(s) − f‖r + ‖fh − f‖r ≤ 2C1(h∗(s))r,
thus if C∗ is large enough such that γn(h) ≥ 6C1(h∗(s))r, triangle inequality yields
P
(|Th − Th∗(s)| > γn(h))
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≤ P
(
|Th − ‖fh‖r| > γn(h)
3
)
+ P
(
|Th∗(s) − ‖fh∗(s)‖r| >
γn(h)
3
)
. (5.18)
In this case, once again using |ar − br| ≥ br−1|a− b| for any a, b ≥ 0 and r ≥ 1,
|Th − ‖fh‖r| ≤ |T
r
h − ‖fh‖rr|
‖fh‖r−1r
≤ |
∫ 1
0 Th(x)dx− ‖fh‖rr|
‖fh‖r−1r
, (5.19)
where the last inequality follows from 0 ≤ ‖fh‖r ≤ L. Fix any h ≤ h∗(s), (5.19) yields
P
(
|Th − ‖fh‖r| > γn(h)
3
)
≤ P
(∣∣∣∣
∫ 1
0
Th(x)dx− ‖fh‖rr
∣∣∣∣ > γn(h)3 ‖fh‖r−1r
)
≤ P
(∣∣∣∣
∫ 1
0
Th(x)dx− E
(∫ 1
0
Th(x)dx
)∣∣∣∣ > γn(h)3 ‖fh‖r−1r − C2(nh lnn)− r2
)
,
where in the last line we have used (5.2) again. Choosing C∗ large enough so that
γn(h)
3
‖fh‖r−1r − C2(nh lnn)−
r
2 ≥ γn(h)
6
‖fh‖r−1r ,
which is possible due to the assumption ‖fh‖r ≥ C1√nh lnn , and noting that
‖f‖r ≤ ‖fh‖r + ‖f − fh‖r ≤ C1√
nh lnn
+ C1h
s ≤ 2‖fh‖r,
Corollary 5.1 yields that for integer k ≥ 2,
P
(
|Th − ‖fh‖r| > γn(h)
3
)
≤
(
6
γn(h)‖fh‖r−1r
)k
· E
∣∣∣∣
∫ 1
0
Th(x)dx− E
(∫ 1
0
Th(x)dx
)∣∣∣∣
k
≤ C6
γn(h)k‖fh‖k(r−1)r
· n2kǫ
(
λkrh h
k
2 + λkhh
k
2r ‖fh‖k(r−1)
)
≤ C7n2kǫ(lnn)
k
2 ·
(
h
k
2
(
λh
‖fh‖r
)k(r−1)
+ h
k
2r
)
≤ C8n2kǫ(lnn)
kr
2 · h k2r , (5.20)
where C6, C7, C8 are constants depending on (r, k, c1, σ,KM , C1, C
∗), and the last step follows from
our assumption that ‖fh‖r ≥ C1√nh lnn .
Combining (5.17), (5.18) and (5.20) we get that for any h ≤ h∗(s), r ≤ p, integer k ≥ 2,
sup
f∈Bsp,∞(L)
P
(|Th − Th∗(s)| > γn(h)) ≤ max{C5, C8}n2kǫ(lnn)kr2 · h k2r , (5.21)
given that the constant C∗ is large enough. Note that h ≤ h∗(s) ≤ (n lnn)− 12smax+1 , the inequality
(5.21) yields that as long as 4rǫ(2smax + 1) < 1, choosing k large enough will give
sup
f∈Bsp,∞(L)
P
(|Th − Th∗(s)| > γn(h)) ≤ C9n3 . (5.22)
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Plugging the previous tail bound into (5.15), we arrive at
II ≤ C9L
2|H|
n3
≤ C9L
2h−1min
n3
= C9L
2 · lnn
n2
≤ C10(n lnn)−
2s
2s+1 ,
and thereby complete the proof.
6 Technical Lemmas
In this section we collect some necessary technical lemmas necessary to prove the main results of
this paper. We begin with a collection of lemmas available in literature which will serve as necessary
tools to prove the other technical lemmas involved in the arguments laid down in Section 5.
Lemma 6.1. [CL11] For Hermite polynomial Hk(x) of order k, if X ∼ N (µ, 1), we have
E[Hk(X)] = µ
k.
Moreover, if |µ| ≤M and k ≤M2, we have
E[H2k(X)] ≤ (2M2)k.
Lemma 6.2. [Ber12, VK87] For any r > 0, the best polynomial approximation error of |x|r on
[−1, 1] satisfies
inf
Q∈Polyn
sup
x∈[−1,1]
|Q(x)− |x|r| ≤ βr
nr
,
where βr > 0 is a universal constant depending on r only. Moreover, for n large enough, we can
choose β1 to be the Bernstein constant β∗ = 0.280169499.
Lemma 6.3. [BLM13] For X ∼ N (µ, σ2), we have
P(|X − µ| ≥ tσ) ≤ exp(− t
2
2
).
Lemma 6.4. Let X ∼ N (µ, σ2) with µ > cσ√lnn, where c > 0, n ≥ 2. Then for any α ∈ R and
any integer k ≥ 2, we have
E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) ·Xα
∣∣∣∣∣ ≤ Dαµα,
E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) ·Xα − E
(
1(X ≥ cσ
√
lnn
2
) ·Xα
)∣∣∣∣∣
k
≤ Dα,kσk(µ(α−1)k + σ(α−1)k),
where Dα,Dα,k > 0 are universal constants depending on α, k and c only.
Proof. Throughout the proof we use the asymptotic notation . to denote universal constants
depending only on (α, c, k).
For the first inequality, define
E1 , {X : cσ
√
lnn
2
≤ X < µ
2
},
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E2 , {X : µ
2
≤ X ≤ 2µ}, and
E3 , {X : X > 2µ}.
By Lemma 6.3 and the triangle inequality, we have
E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) ·Xα
∣∣∣∣∣ ≤
3∑
i=1
E|1(Ei) ·Xα|
≤ max{(cσ
√
lnn
2
)α, (
µ
2
)α} · P(E1) + max{(µ
2
)α, (2µ)α}+ E|Xα1(X ≥ 2µ)|
. ((σ
√
lnn)α + µα) · exp(− µ
2
8σ2
) + µα + E|Xα1(X ≥ 2µ)|.
For the last term, note that Xα ≤ (1 + 2α)(X − µ)α holds for any α ∈ R when X ≥ 2µ, and
E[(X − µ)2α1(X − µ ≥ cσ)] . σ2α
by the scaling property of the Gaussian random variable X − µ ∼ N (0, σ2). Hence, by Lemma 6.3
and Cauchy–Schwartz,
E|Xα1(X ≥ 2µ)| . E|(X − µ)α1(X ≥ 2µ)|
≤ E1/2|X2α1(X ≥ 2µ)| · P1/2(X ≥ 2µ)
≤ E1/2|(X − µ)2α1(X − µ ≥ cσ)| exp(− µ
2
4σ2
) . σα exp(− µ
2
4σ2
).
Combining the previous inequalities, we arrive at
E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) ·Xα
∣∣∣∣∣ . (σα + (σ
√
lnn)α + µα) · exp(− µ
2
8σ2
) + µα. (6.1)
If α ≥ 0, the desired inequality follows from σα . (σ√lnn)α . µα and exp(− µ2
8σ2
)
≤ 1. For α < 0, the facts
(σ
√
lnn)α . σα, exp(− µ
2
8σ2
) ≤ 1, σ
α
µα
exp(− µ
2
8σ2
) ≤ max
t≥c√lnn
t−αe−t
2/8 . 1
complete the proof of the desired inequality.
As for the second inequality, we first show the following chain of inequalities:
E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) ·Xα − µα
∣∣∣∣∣
k
. E
∣∣∣∣∣1(X ≥ cσ
√
lnn
2
) · (Xα − µα)
∣∣∣∣∣
k
+ µkαP(X <
cσ
√
lnn
2
) (6.2)
. E[1(E1 ∪ E2) · |Xα − µα|k] + E[1(E3) · |Xα − µα|k] + µkα exp(− µ
2
8σ2
) (6.3)
. E[1(E1 ∪ E2) · |Xα − µα|k] + µkα exp(− µ
2
8σ2
) (6.4)
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. sup
ξ∈[cσ
√
lnn/2,2µ]
|ξ|k(α−1)E[1(E1 ∪ E2) · |X − µ|k] + µkα exp(− µ
2
8σ2
) (6.5)
. σk(µ(α−1)k + (σ
√
lnn)(α−1)k) + µkα exp(− µ
2
8σ2
) (6.6)
. σk(µ(α−1)k + (σ
√
lnn)(α−1)k) (6.7)
. σk(µ(α−1)k + σ(α−1)k). (6.8)
We elaborate on the inequalities (6.2) to (6.8) here:
1. Inequality (6.2) follows from the triangle inequality |a+ b|k ≤ 2k−1(|a|k + |b|k);
2. Inequality (6.3) follows from Lemma 6.3 and cσ
√
lnn ≤ µ;
3. Inequality (6.4) follows from Lemma 6.3 and |Xα − µα| ≤ µα when X ≥ 2µ for α ≤ 0. If
α > 0, the condition X ≥ 2µ ensures that
|Xα − µα| ≤ Xα ≤ 2α(X − µ)α,
and thus Lemma 6.3 with Cauchy–Schwartz yields
E[1(E3)|Xα − µα|k] . E[1(E3)(X − µ)kα]
≤ P1/2(E3) · E1/2[(X − µ)2kα]
. σkα exp(− µ
2
4σ2
) . µkα exp(− µ
2
4σ2
),
where the last step is due to the assumption σ . µ;
4. Inequality (6.5) follows from Xα − µα = αξα−1(X − µ) with some ξ lying between X and µ,
as well as the definitions of E1 and E2;
5. Inequality (6.6) follows from E|X − µ|k . σk for X ∼ N (µ, σ2);
6. Inequality (6.7) follows from
µk
σk
· exp(− µ
2
8σ2
) ≤ max
t≥c√lnn
tke−t
2/8 . 1
for any integer k ≥ 2;
7. Inequality (6.8) follows from (σ
√
lnn)(α−1)k . σ(α−1)k if α ≤ 1, and follows from (σ√lnn)(α−1)k .
µ(α−1)k if α > 1.
Now observe that for any random variable Y and integer k ≥ 2, by the triangle inequality and
Jensen’s inequality, the following inequality
E|Y − EY |k ≤ 2k−1
(
E|Y − c|k + |EY − c|k
)
≤ 2k−1
(
E|Y − c|k + E|Y − c|k
)
= 2kE|Y − c|k
holds for any c ∈ R. Hence, a combination of the previous two inequalities concludes the proof of
the upper bound on k-th central moment.
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Lemma 6.5. [QR07, Thm. E] Let pn(x) =
∑n
ν=0 aνx
ν be a polynomial of degree at most n such that
|pn(x)| ≤ 1 for x ∈ [−1, 1]. Then, |an−2µ| is bounded above by the modulus of the corresponding
coefficient of Tn for µ = 0, 1, . . . , ⌊n/2⌋, and |an−1−2µ| is bounded above by the modulus of the
corresponding coefficient of Tn−1 for µ = 0, 1, . . . , ⌊(n − 1)/2⌋. Here Tn(x) is the n-th Chebyshev
polynomials of the first kind.
Lemma 6.6. Let f and fh be defined in Section 3, and let r ≥ 1 and k > 1 be integers. There
exists some universal constant c depending only on r, k and the kernel K such that
‖fh‖k(r−1)k(r−1) ≤ ch(k−1)(−1+1/r)‖f‖(k−1)(r−1)r ‖fh‖r−1r .
Proof. The proof follows from the proof of [LNS99, Lemma 4.4] and is hence omitted.
Lemma 6.7. Suppose 1(A) is an indicator random variable independent of X and Y and let
Z = X1(A) + Y 1(Ac). Then
Var(Z) = Var(X)P(A) + Var(Y )P(Ac) + (EX − EY )2P(A)P(Ac).
In general for any integer k ≥ 2,
E|Z − EZ|k ≤ 2k−1
(
E|X − EX|kP(A) + E|Y − EY |kP(Ac) + |EX − EY |kP(A)P(Ac)
)
.
Proof. The identity for Var(Z) follows from [CL11, Lemma 4]. For general k, by taking the expec-
tation with respect to 1(A) first, we have
E|Z − EZ|k = E|X1(A) + Y 1(Ac)− E(X1(A) + Y 1(Ac))|k
= P(A)E|X − EX · P(A)− EY · P(Ac)|k
+ P(Ac)E|Y − EX · P(A)− EY · P(Ac)|k.
By triangle inequality,
E|X − EX · P(A)− EY · P(Ac)|k = E|(X − EX) + (EX − EY )P(Ac)|k
≤ 2k−1
(
E|X − EX|k + |EX − EY |kP(Ac)k
)
,
and thus
E|Z − EZ|k ≤ P(A) · 2k−1(E|X − EX|k + P(Ac)k|EX − EY |k)
+ P(Ac) · 2k−1(E|Y − EY |k + P(A)k|EX − EY |k)
≤ 2k−1
(
E|X − EX|kP(A) + E|Y − EY |kP(Ac) + |EX − EY |kP(A)P(Ac)
)
,
where the last step uses P(A)k−1 + P(Ac)k−1 ≤ P(A) + P(Ac) = 1 for k ≥ 2.
Lemma 6.8. [Tsy08] The total variation distance and the chi-squared distance are related via the
following inequality:
V (P,Q) ≤ 1− 1
2
exp(−χ2(P,Q)).
Lemma 6.9. [HKPT12, Theorem C.2] Let q ≥ 2 and let X1, . . . ,Xn be independent random
variables such that E(Xi) = 0 and E|Xi|q <∞.
E
(∣∣∣∣∣
n∑
i=1
Xi
∣∣∣∣∣
q)
≤ C(q)

 n∑
i=1
E|Xi|q +
(
n∑
i=1
E|Xi|2
)q/2 .
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Finally, Lemma 6.10 presents the equivalence between Peetre’s K-functional and modulus of
smoothness on R. For p ∈ [1,∞] and r ∈ N, the Peetre’s K-functional for f defined on R is defined
as
Kr(f, t
r)p , inf
g
‖f − g‖p + tr‖g(r)‖p,
where the infimum is taken over all functions g defined on R such that the derivative g(r−1) is
locally absolutely continuous. Also recall the definition of the modulus of smoothness ωr(f, t)p in
(2.1).
Lemma 6.10. For any p ∈ [1,∞] and r ∈ N, there exist universal constants M = M(r, p) and
t0 = t0(r, p) such that for any 0 < t < t0 and f defined on R,
M−1Kr(f, tr)p ≤ ωr(f, t)p ≤MKr(f, tr)p. (6.9)
Furthermore,
ωr(f, t)p ≤Mtr‖f (r)‖p, 0 < t < t0, (6.10)
and
ωr(f, t)p ≤ 2r‖f‖p, t > 0. (6.11)
Proof. The first inequality (6.9) is due to [DL93, Chapter 6, Theorem 2.4]. For the other inequal-
ities, (6.10) follows from (6.9) by choosing g = f , and (6.11) follows from the definition (2.1) and
the triangle inequality.
6.1 Proof of Lemma 5.1
The proof of Lemma 5.1 follows in turn from sequence of lemmas. We first consider the case where
|fh(x)| is small for which the next lemma is crucial.
Lemma 6.11. Let |µ| ≤ 2c1λh
√
lnn, and X ∼ N (µ, λ2h). Then for c2 lnn ≥ 1, 4c21 ≥ c2, the bias
and variance of P (X) in estimating |µ| can be upper bounded as
|EP (X)− |µ|| ≤ 2c1β1
c2
· λh√
lnn
,
Var(P (X)) ≤ 27c2 lnn+4c21c22λ2h(lnn)3,
where the constant β1 appears in Lemma 6.2.
Proof. By Lemma 6.1 we know that
EP (X) =
K∑
k=0
gK,k(2c1λh
√
lnn)1−k · µk.
By Lemma 6.2, we have
sup
x∈[−1,1]
∣∣∣∣∣
K∑
k=0
gK,kx
k − |x|
∣∣∣∣∣ ≤ β1K .
By a variable substitution x 7→ µ
2c1λh
√
lnn
, we obtain
sup
|µ|≤2c1λh
√
lnn
∣∣∣∣∣
K∑
k=0
gK,k(2c1λh
√
lnn)1−k · µk − |µ|
∣∣∣∣∣ ≤ β1K · 2c1λh
√
lnn.
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Hence, the bias of P (X) is upper bounded by
|EP (X)− |µ|| ≤ β1
K
· 2c1λh
√
lnn =
2c1β1
c2
· λh√
lnn
,
as desired.
As for the variance, first Lemma 6.5 tells us
|gK,k| ≤ 23K , k = 0, 1, · · · ,K.
Hence, with the help of Lemma 6.1, we know that
Var(P (X)) ≤ E[P (X)2]
≤ (K + 1)
K∑
k=0
|gK,k|2(2c1λh
√
lnn)2(1−k) · λ2kh E[Hk(
X
λh
)2]
≤ 26K+1K
K∑
k=0
(2c1λh
√
lnn)2(1−k) · λ2kh [2(2c1
√
lnn)2]k
≤ 27K+3K
K∑
k=0
c21λ
2
h lnn
≤ 27K+4c21K2λ2h lnn,
where we have used the fact that k ≤ K ≤ (2c1
√
lnn)2.
The next lemma is useful to analyze the plug-in approach where fh(x) is large. The key
observation in this regime is that the plug-in approach is almost unbiased due to the measure
concentration property of Gaussian distribution.
Lemma 6.12. Let |µ| ≥ c12 λh
√
lnn, X ∼ N (µ, λ2h), and k ≥ 2 be any integer. Then
|E|X| − |µ|| ≤ 4λh
c1
√
lnn
· n−c21/8,
E||X| − E|X||k ≤ C(c1, k)λkh,
where C(c1, k) is a universal constant depending on k and c1 only. In particular, when k = 2, we
have
Var(|X|) ≤ C(c1, 2)λ2h.
Proof. By symmetry we can assume that µ ≥ c12 λh
√
lnn, then the bias can be written as
|E|X| − µ| = |E|X| − EX| = 2E|X|1(X ≤ 0).
With the help of the Gaussian tail bound (Lemma 6.3), we have
|E|X| − µ| = 2
∫ 0
−∞
P(X ≤ t)dt
= 2
∫ 0
−∞
P(
X − µ
λh
≤ t− µ
λh
)dt
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≤ 2
∫ 0
−∞
exp(−(t− µ)
2
2λ2h
)dt
≤ 2λ
2
h
µ
∫ 0
−∞
µ− t
λ2h
exp(−(t− µ)
2
2λ2h
)dt
=
2λ2h
µ
exp(− µ
2
2λ2h
) ≤ 4λh
c1
√
lnn
· n−c21/8,
which completes the proof of the bias bound.
As for the k-th central moment, we have
E||X| − E|X||k
≤ 3k−1
(
E||X| −X|k + E|X − µ|k + |E|X| − µ|k
)
≤ 3k−1
(
2kE|X|k1(X ≤ 0) + λkh(k − 1)!! +
(
4λh
c1
√
lnn
· n−c21/8
)k)
where we have used the previous bias bound for the last term. Using the same technique as before,
E|X|k1(X ≤ 0) = k
∫ 0
−∞
|t|k−1P(X ≤ t)dt
≤ k
∫ 0
−∞
|t|k−1 exp
(
−(t− µ)
2
2λ2h
)
dt
≤ kλkh
∫ 0
−∞
1
λh
(
µ− t
λh
)k−1
exp
(
−(t− µ)
2
2λ2h
)
dt
= kλkh ·
√
2πE
(
Zk−11
(
Z ≥ c1
2
√
lnn
))
≤ Cλkhn−c
2
1/16,
where Z = µ−Xλh ∼ N (0, 1) is a standard normal random variable, the constant C depends on c1
and k, and the last inequality is due to Cauchy–Schwartz
E
(
Zk−11
(
Z ≥ c1
2
√
lnn
))
≤ E1/2(Z2k−2)P1/2(Z ≥ c1
2
√
lnn)
and Lemma 6.3. Hence the k-th central moment bound is proved.
Proof of Lemma 5.1. Throughout the proof, for any two sequences an, bn, we will use the notation
an . bn whenever |anbn | is upper bounded by a universal constant which only depends on c1, c2, k.
Note that X,Y are independent, Lemma 6.7 can be employed here to establish upper bounds
on kth central moments of ξ(X,Y ). We distinguish into three cases:
1. Case I: |µ| ≤ c12 λh
√
lnn. By Lemma 6.11 and Markov’s inequality,
|EP˜ (X)− |µ|| ≤ |EP (X)− |µ||+ E|P (X)− P˜ (X)|
= |EP (X)− |µ||+ E|P (X)1(|P (X)| ≥ n2ǫλh)|
.
λh√
lnn
+
E|P (X)|2
n2ǫλh
.
λh√
lnn
+
λh
nǫ
. (6.12)
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Hence,
|Eξ(X,Y )− |µ|| ≤ |EP˜ (X)− |µ||+ (E|P˜ (X)| + E|X|) · P(|Y | ≥ c1λh
√
lnn)
≤ |EP˜ (X)− |µ||+ (n2ǫλh + |µ|+ λh) · P
(∣∣∣∣Y − µλh
∣∣∣∣ ≥ c12
√
lnn
)
.
λh√
lnn
+
λh
nǫ
+ (n2ǫλh +
c1
2
λh
√
lnn+ λh) · n−c21/8 . λh√
lnn
,
where
(a) the first inequality follows from the triangle inequality;
(b) the second inequality follows from E|X| ≤ µ+ E|X − µ| ≤ µ+ λh;
(c) the third inequality follows from (6.12), the assumption |µ| ≤ c12 λh
√
lnn and Lemma
6.3;
(d) the last inequality follows from c1 >
√
8k.
As for the k-th central moment, Lemma 6.7 yields
E|ξ(X,Y )− Eξ(X,Y )|k
. E|P˜ (X)− EP˜ (X)|k + (E||X| − E|X||k + |EP˜ (X) − E|X||k) · P(|Y | ≥ c1λh
√
lnn)
. E|P˜ (X)|k +
(
λkh + (n
2ǫλh + |µ|+ λh)k
)
· n−c21/8 . (λhn2ǫ)k,
where the second inequality follows from the triangle inequality, Lemma 6.12 and |EP˜ (X)−
E|X|| ≤ |EP˜ (X)| + |µ|+ E|X − µ| ≤ n2ǫλh + |µ|+ λh.
2. Case II: c12 λh
√
lnn < |µ| < 2c1λh
√
lnn. For the bias bound, we employ the triangle inequality,
(6.12) and Lemma 6.12 to obtain
|Eξ(X,Y )− |µ|| ≤ |EP˜ (X)− |µ||+ |E|X| − |µ||
.
λh√
lnn
+
λh
nǫ
+
λh
lnn
· n−c21/8 . λh√
lnn
.
As for the k-th central moment, by Lemma 6.7 we have
E|ξ(X,Y )− Eξ(X,Y )|k
. E|P˜ (X) − EP˜ (X)|k + E||X| − E|X||k + |EP˜ (X)− E|X||k
. E|P˜ (X)|k + E||X| − E|X||k + |EP˜ (X)− |µ||k + |E|X| − |µ||k
. (λhn
2ǫ)k + λkh +
(
λh√
lnn
+
λh
nǫ
)k
+
(
λh√
lnn
· n−c21/8
)k
. (λhn
2ǫ)k,
where the third inequality follows from Lemma 6.12 and (6.12).
3. Case III: |µ| ≥ 2c1λh
√
lnn. By Lemma 6.12 and Lemma 6.3, the bias bound is given by
|Eξ(X,Y )− |µ|| ≤ |E|X| − |µ||+ (E|X| + E|P˜ (X)|) · P(|Y | ≤ c1λh
√
lnn)
≤ |E|X| − |µ||+ (E|X| + E|P˜ (X)|) · P
(∣∣∣∣Y − µλh
∣∣∣∣ ≥ |µ|2λh
)
.
λh√
lnn
· n−c21/8 + (|µ|+ λh + λhn2ǫ) · exp(− µ
2
8λ2h
) .
λh√
lnn
,
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where the last inequality follows from c1 >
√
8k and
sup
|µ|≥2c1λh
√
lnn
|µ| exp(− µ
2
8λ2h
) .
1
n
.
By Lemmas 6.3, 6.7 and 6.12, the k-th central moment can be upper bounded as
E|ξ(X,Y )− Eξ(X,Y )|k
. E(|X| − E|X|)k + (E|P˜ (X)− EP˜ (X)|k + |E|X| − EP˜ (X)|k) · P(|Y | ≤ c1λh
√
lnn)
. λkh + ((λhn
2ǫ)k + (|µ|+ λh + λhn2ǫ)k) · exp(− µ
2
8λ2h
) . λkh,
where again the last step follows from taking supremum over |µ| ≥ 2c1λh
√
lnn.
Combining these three cases completes the proof of the lemma.
6.2 Proof of Lemma 5.2
The proof of Lemma 5.2 follows in turn from sequence of lemmas. We first consider the case where
|fh(x)| is small for which the next lemma is crucial.
Lemma 6.13. Let |µ| ≤ 2c1λh
√
lnn, and X ∼ N (µ, λ2h). Then for c2 lnn ≥ 1, 4c21 ≥ c2, the bias
and variance of Pr(X) in estimating |µ|r can be upper bounded as
|EPr(X)− |µ|r| ≤ βr ·
(
2c1λh
c2
√
lnn
)r
,
Var(Pr(X)) ≤ 27c2 lnn+2c22(lnn)2 · (2c1λh
√
lnn)2r,
where the constant βr appears in Lemma 6.2.
Proof. By Lemma 6.1 we know that
EPr(X) =
K∑
k=0
g
(r)
K,k(2c1λh
√
lnn)r−k · µk.
By Lemma 6.2, we have
sup
x∈[−1,1]
∣∣∣∣∣
K∑
k=0
g
(r)
K,kx
k − |x|r
∣∣∣∣∣ ≤ βrKr .
By a variable substitution x 7→ µ
2c1λh
√
lnn
, we obtain
sup
|µ|≤2c1λh
√
lnn
∣∣∣∣∣
K∑
k=0
g
(r)
K,k(2c1λh
√
lnn)r−k · µk − |µ|r
∣∣∣∣∣ ≤ βr ·
(
2c1λh
√
lnn
K
)r
.
Hence, the bias of Pr(X) is upper bounded by
|EPr(X) − |µ|r| ≤ βr ·
(
2c1λh
√
lnn
K
)r
= βr ·
(
2c1λh
c2
√
lnn
)r
,
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as desired.
As for the variance, first Lemma 6.5 tells us
|gK,k| ≤ 23K , k = 0, 1, · · · ,K.
Hence, with the help of Lemma 6.1, we know that
Var(Pr(X)) ≤ E[Pr(X)2]
≤ (K + 1)
K∑
k=0
|g(r)K,k|2(2c1λh
√
lnn)2(r−k) · λ2kh E
[
Hk(
X
λh
)2
]
≤ 26K+1K
K∑
k=0
(2c1λh
√
lnn)2(r−k) · λ2kh [2(2c1
√
lnn)2]k
≤ 27K+1K
K∑
k=0
(2c1λh
√
lnn)2r
≤ 27K+2K2(2c1λh
√
lnn)2r,
where we have used the fact that k ≤ K ≤ (2c1
√
lnn)2.
Next we analyze the “smooth” regime where |fh(x)| is large. If fh(x) > 0, the Taylor expansion
based estimator Sλh(f˜h,1(x), f˜h,2(x)) is analyzed in detail in the following lemma. The analysis of the
estimator Sλh(−f˜h,1(x),−f˜h,2(x)) in the case fh(x) < 0 then follows by symmetry. Subsequently,
we can take into account the sample splitting approach, and following the same approach as of the
proof of Lemma 5.1 one can complete the proof of Lemma 5.2. We omit the details.
Lemma 6.14. Let µ ≥ c12 λh
√
lnn, k ≥ 2 be any integer, and X1,X2 ∼ N (µ, λ2h) be independent.
The bias and k-th central moment of Sλh(X1,X2) in estimating µ
r can be upper bounded as
|ESλh(X1,X2)− µr| ≤ λrh(
√
lnn)r−R−1 + (λh
√
lnn)rn−c
2
1/32,
E|Sλh(X1,X2)− ESλh(X1,X2)|k ≤ C(r, k)λkhµ(r−1)k,
where C(r, k) > 0 is a universal constant depending only on r, k and c1. In particular, for k = 2
we have
Var(Sλh(X1,X2)) ≤ C(r, 2)λ2hµ2r−2.
Proof. Throughout the proof we use the notation an . bn to show that |anbn | is upper bounded by
a universal constant which only depends on c1, k and r.
First we analyze the bias. By Lemma 6.1 and independence of X1 and X2,
ESλh(X1,X2) = E


1(X1 ≥ c1
4
λh
√
lnn) ·
R∑
k=0
akX
r−k
1
k∑
j=0
(
k
j
)
EX2
(
λjhHj(
X2
λh
)
)
(−X1)k−j


= E


1(X1 ≥ c1
4
λh
√
lnn) ·
R∑
k=0
akX
r−k
1
k∑
j=0
(
k
j
)
µj(−X1)k−j


= E
[
1(X1 ≥ c1
4
λh
√
lnn) ·
R∑
k=0
akX
r−k
1 (µ −X1)k
]
,
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where ak ,
r(r−1)···(r−k+1)
k! is the Taylor coefficient. Note that by the Taylor expansion with
Lagrange remainder term, we have
µr −
R∑
k=0
akX
r−k
1 (µ −X1)k = aR+1ξr−R−1(µ−X1)R+1,
for some ξ lying between X1 and µ. In view of µ ≥ c12 λh
√
lnn and X1 ≥ c14 λh
√
lnn, we conclude
that ξ ≥ c14 λh
√
lnn. Hence, the triangle inequality yields
|ESλh(X1,X2)− µr|
≤ µrP(X1 < c1
4
λh
√
lnn) + E
∣∣∣∣∣1(X1 ≥ c14 λh
√
lnn) ·
(
R∑
k=0
akX
r−k
1 (µ −X1)k − µk
)∣∣∣∣∣
≤ µrP(|X1 − µ| ≥ µ
2
) + sup
ξ≥ c1
4
λh
√
lnn
E|1(X1 ≥ c1
4
λh
√
lnn) · aR+1ξr−R−1(µ−X1)R+1|
≤ 2µr exp(− µ
2
8λ2h
) +
(c1
4
λh
√
lnn
)r−R−1
|aR+1| · E|µ−X1|R+1
. (λh
√
lnn)rn−c
2
1/32 + λrh(
√
lnn)r−R−1,
where we have used Lemma 6.3, r −R− 1 < 0 and
max
µ≥c1λh
√
lnn/2
µr exp(− µ
2
8λ2h
) . (λh
√
lnn)rn−c
2
1/32,
E|X1 − µ|k ≤
√
E|X1 − µ|2k . λkh, k = 0, 1, · · · .
This proves the bias bound.
As for the k-th central moment, expanding the expressions of Sλh(X1,X2) and the Hermite
polynomials Hj(X2), we may write
Sλh(X1,X2) = 1(X1 ≥
c1
4
λh
√
lnn) ·
R∑
k=0
k∑
j=0
j∑
i=0
ci,j,kλ
j−i
h X
i
2X
r−j
1 ,
where ci,j,k are some coefficients. Hence, by the triangle inequality, it suffices to prove that
E
∣∣∣1(X1 ≥ c1
4
λh
√
lnn) · λjhXi2Xr−i−j1
−E
(
1(X1 ≥ c1
4
λh
√
lnn) · λjhXi2Xr−i−j1
)∣∣∣k . λkhµ(r−1)k
holds for any i, j ≥ 0, i + j ≤ R. By triangle inequality again as well as the independence of X1
and X2, it further suffices to prove the following inequalities:
A1 , λ
jk
h E
(
1(X1 ≥ c1
4
λh
√
lnn)Xr−i−j1
)k
E|Xi2 − EXi2|k . λkhµ(r−1)k, (6.13)
A2 , λ
jk
h [E(X
i
2)]
k
E
∣∣∣1(X1 ≥ c1
4
λh
√
lnn)Xr−i−j1 − E
(
1(X1 ≥ c1
4
λh
√
lnn)Xr−i−j1
)∣∣∣k
. λkhµ
(r−1)k. (6.14)
For notational simplicity we suppress the dependence of A1 and A2 on (i, j, k, r).
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First we upper bound A1. Write X2 = µ+ λhZ, with Z ∼ N (0, 1). Then for i ≥ 0,
Xi2 − EXi2 = (µ + λhZ)i − E(µ+ λhZ)i =
i∑
i′=1
(
i
i′
)
µi−i
′
λi
′
h(Z
i′ − E[Zi′ ]).
Since all moments of Z are finite, the i′-th summand has k-th moment . µ(i−i
′)kλi
′k
h , and the
triangle inequality then yields
E|Xi2 − EXi2|k . λkh(µ(i−1)k + λ(i−1)kh ).
Now by Lemma 6.4, we have
A1 . λ
jk
h · µ(r−i−j)k · λkh(µ(i−1)k + λ(i−1)kh ) . λkhµ(r−1)k,
where in the last step we have used our assumption λh . µ. This proves (6.13).
Next we upper bound A2. By the triangle inequality and the scaling property of Gaussian
random variables, we have
EXi2 . µ
i + E|X2 − µ|i . µi + λih.
Then by Lemma 6.4,
A2 . λ
jk
h · (µi + λih)k · λkh(µ(r−i−j−1)k + λ(r−i−j−1)kh ) . λkhµ(r−1)k,
where again the assumption λh . µ is used. This proves (6.14), and combining (6.13) and (6.14)
completes the proof of the upper bound for the k-th central moment.
6.3 Proof of Lemma 5.6
We need some notions and results from approximation theory first. For functions defined on [0, 1],
define the r-th order Ditzian–Totik modulus of smoothness by [DT87]
ωrϕ(f, t)∞ , sup
0<h≤t
‖∆rhϕ(x)f(x)‖∞,
where ϕ(x) ,
√
x(1− x). This quantity is related to the polynomial approximation error via the
following lemma.
Lemma 6.15. [DT87] For an integer u > 0 and n > u, there exists some constant Mu which
depends on u but not on t ∈ (0, 1) nor f , such that
E0,n(f ; [0, 1]) ≤Muωuϕ(f,
1
n
)∞,
Mu
nu
n∑
k=0
(k + 1)u−1E0,k(f ; [0, 1]) ≥ ωuϕ(f,
1
n
)∞.
Take u = 1, the second inequality together with the monotonicity of E0,n(f ; [0, 1]) in n yields
E0,n(f ; [0, 1]) ≥ 1
Dn
Dn∑
k=n
E0,k(f ; [0, 1])
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≥ ω
1
ϕ(f,
1
Dn)∞
M1
− 1
Dn
n−1∑
k=0
E0,k(f ; [0, 1])
≥ ω
1
ϕ(f,
1
Dn)∞
M1
− E0,0(f ; [0, 1])
D
,
where D ≥ 1 is a universal constant to be specified later. Note that
Eq−1,n(fq; I) = inf
a1,··· ,aq−1
E0,n
(
x−q+
r
2 +
q−1∑
k=1
ak
xk
; I
)
,
it suffices to obtain a lower bound independent of a1, · · · , aq−1 for the polynomial approximation
error E0,n(x
−q+r/2 +
∑q−1
k=1 akx
−k; [cn−2, 1]). Define g(x) = x−q+r/2 +
∑q−1
k=1 akx
−k, and let g˜(x) =
g(cn−2 + (1− cn−2)x) be defined on [0, 1]. We distinguish into two cases.
First we consider the case where E0,0(g˜; [0, 1]) ≤ C1n2q−r for some fixed constant C1 > 2c−q+r/2.
By the definition of ω1ϕ(f, t)∞, there exists some universal constants 0 < A < B (which only depend
on c) such that
ω1ϕ(g˜,
1
Dn
)∞ ≥ sup
t∈[A,B]
∣∣∣∣g
(
t+ 1
(Dn)2
)
− g
(
t
(Dn)2
)∣∣∣∣
= (Dn)2q−r sup
t∈[A,B]
∣∣∣∣∣hq− r2 (t) +
q−1∑
k=1
(Dn)2k−2q+rakhk(t)
∣∣∣∣∣
≥ (Dn)2q−r inf
b1,··· ,bq−1
sup
t∈[A,B]
∣∣∣∣∣hq− r2 (t) +
q−1∑
k=1
bkhk(t)
∣∣∣∣∣ ,
where
hk(t) , (t+ 1)
−k − t−k.
Since r is not even, it is straightforward to verify that the functions h1, · · · , hq−1, hq− r
2
is linearly
independent in the interval [A,B], we conclude that
ω1ϕ(g˜,
1
Dn
)∞ ≥ C2(Dn)2q−r,
where the constant C2 > 0 only depends on r, q,A,B but not on a1, · · · , aq−1. Hence, in this case
we have
E0,n(g; [cn
−2, 1]) ≥ C2(Dn)
2q−r
M1
− C1n
2q−r
D
, (6.15)
where none of the constant depends on a1, · · · , aq−1.
Second we consider the case where E0,0(g˜; [0, 1]) > C1n
2q−r. Since 2q − r > 0, we have
E0,0(g˜; [0, 1]) ≤ max
x∈[cn−2,1]
∣∣∣∣∣x−q+r/2 +
q−1∑
k=1
akx
−k
∣∣∣∣∣
≤ c−q+r/2n2q−r +
q−1∑
k=1
|ak|c−kn2k
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≤ 1
2
E0,0(g˜; [0, 1]) +
q−1∑
k=1
|ak|c−kn2k,
and thus there exists some j ∈ {1, · · · , q − 1} such that
|aj |n2j ≥ C3E0,0(g˜; [0, 1]),
where C3 is a numerical constant which only depends on r, q and c. Defining the interval [A,B] as
in the first case, we have
ω1ϕ(g˜,
1
Dn
)∞ ≥ sup
t∈[A,B]
∣∣∣∣g
(
t+ 1
(Dn)2
)
− g
(
t
(Dn)2
)∣∣∣∣
= |aj |(Dn)2j sup
t∈[A,B]
∣∣∣∣∣(Dn)
2q−r−2j
aj
hq− r
2
(t) +
q−1∑
k=1
(Dn)2k−2j
ak
aj
hk(t)
∣∣∣∣∣
≥ |aj |(Dn)2j inf
b1,··· ,bq−1
sup
t∈[A,B]
|hj(t) + bjhq− r
2
(t) +
∑
k 6=j
bkhk(t)|
≥ C4|aj |(Dn)2j
≥ C3C4D2jE0,0(g˜; [0, 1])
≥ C3C4E0,0(g˜; [0, 1]),
where the numerical constant C4 > 0 (which only depends on r, q,A,B but not on a1, · · · , aq−1)
again follows from the linear independence of the functions hq− r
2
, h1,
· · · , hq−1. Now in this case we have
E0,n(g; [cn
−2, 1]) ≥
(
C3C4
M1
− 1
D
)
·E0,0(g˜; [0, 1])
≥ C1
(
C3C4
M1
− 1
D
)
· n2q−r, (6.16)
where again none of the constants depends on a1, · · · , aq−1. Hence, by choosing D large enough,
by (6.15) and (6.16) we have
Eq,n(x
−q+r/2; [cn−2, 1]) = inf
a1,··· ,aq−1
E0,n(x
−q+r/2 +
q−1∑
k=1
ak
xk
; [cn−2, 1])
≥ c′n2q−r,
which is the desired result.
6.4 Proof of Lemma 5.7
For the simplicity of the proof notation, we shall assume that J = 1/h is an integer. The more
general proof follows with obvious modifications by working with ⌊1/h⌋. We only provide the proof
here for the case when J is an even integer i.e. J = 2L for some L ≥ 1. The proof for J odd can
be obtained similarly.
In particular, we consider the partition of [0, 1] into 2L consecutive subintervals of length h each
and for l = 0, 1, . . . , 2L−1 denote the lth subinterval by Il i.e. Il = [(l−1)h, lh) for l = 0, . . . , 2L−2
and I2L−1 = [(2L− 1)h, 2Lh]. Let I1 =
⋃L−1
l=0 I2l and I2 =
⋃L−1
l=0 I2l+1. Then∫ 1
0
(Th(x)− ETh(x)) dx
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=∫
I1
(Th(x)− ETh(x)) dx+
∫
I2
(Th(x)− ETh(x)) dx
= T1 + T2.
Indeed,
E
∣∣∣∣
∫ 1
0
(Th(x)− ETh(x)) dx
∣∣∣∣
k
≤ 2k−1
(
E|T1|k + E|T2|k
)
. (6.17)
We now provide control over E|T1|k. The bound over E|T2|k is similar and combining them shall
yield the desired proof of the lemma. First note that
T1 =
L−1∑
l=0
∫ (2l+1)h
2lh
(Th(x)− ETh(x))dx =
L−1∑
l=0
ξh,l,
where ξh,l(x) =
∫ (2l+1)h
2lh (Th(x) − ETh(x))dx are independent and zero-mean random variables for
l = 0, . . . , L− 1. Therefore, by Rosenthal’s Inequality (Lemma 6.9) we have that
E|T1|k = E
∣∣∣∣∣
L−1∑
l=1
ξh,l
∣∣∣∣∣
k
≤ C(k)

L−1∑
l=0
E|ξh,l|k +
(
L−1∑
l=0
E|ξh,l|2
)k/2 . (6.18)
Now, by Jensen’s Inequality on the interval of length h
E|ξh,l|k = E
∣∣∣∣∣
∫ (2l+1)h
2lh
(Th(x)− E(Th(x)))dx
∣∣∣∣∣
k
≤ hk 1
h
∫ (2l+1)h
2lh
E|Th(x)− E(Th(x))|kdx
≤ hk 1
h
∫ (2l+1)h
2lh
C2n
2kǫ
(
λkrh + λ
k
h|fh(x)|k(r−1)
)
, (6.19)
where the last inequality follows from Lemma 5.1 (for r = 1) and Lemma 5.2 (for r > 1) with C2 a
constant depending on c1, c2, ǫ, σ,KM , k. Plugging in the bound (6.19) into (6.18) and subsequently
combining with (6.17) completes the proof of Lemma 5.7.
7 Acknowledgement
We would like to thank Tsachy Weissman for the tremendous support and very helpful discussions.
We are also grateful to an anonymous referee for detailed and helpful comments on improving this
paper. Yanjun Han and Jiantao Jiao are partially supported by the NSF Center for Science of
Information under Grant CCF-0939370.
References
[Ber12] Serge Bernstein. Sur l’ordre de la meilleure approximation des fonctions continues par
des polynomes de degre´ donne´, volume 4. Hayez, imprimeur des acade´mies royales,
1912.
40
[BI79] Oleg Vladimirovich Besov and Valentin Petrovich Ilyin. Integral representations of
functions and imbedding theorems, v. 2. 1979.
[BKB+93] Peter J Bickel, Chris AJ Klaassen, Peter J Bickel, Y Ritov, J Klaassen, Jon AWellner,
and YA’Acov Ritov. Efficient and adaptive estimation for semiparametric models.
Johns Hopkins University Press Baltimore, 1993.
[BLM13] Ste´phane Boucheron, Ga´bor Lugosi, and Pascal Massart. Concentration inequalities:
A nonasymptotic theory of independence. Oxford University Press, 2013.
[BM95] Lucien Birge´ and Pascal Massart. Estimation of integral functionals of a density. The
Annals of Statistics, pages 11–29, 1995.
[BR88] Peter J Bickel and Yaacov Ritov. Estimating integrated squared density derivatives:
sharp best order of convergence estimates. Sankhya¯: The Indian Journal of Statistics,
Series A, pages 381–393, 1988.
[Car13] Alexandra Carpentier. Honest and adaptive confidence sets in Lp. Electronic Journal
of Statistics, 7:2875–2923, 2013.
[CL03] T Tony Cai and Mark G Low. A note on nonparametric estimation of linear func-
tionals. Annals of statistics, pages 1140–1153, 2003.
[CL04] T Tony Cai and Mark G Low. Minimax estimation of linear functionals over noncon-
vex parameter spaces. Annals of statistics, pages 552–576, 2004.
[CL05] T Tony Cai and Mark G Low. Nonquadratic estimators of a quadratic functional.
The Annals of Statistics, pages 2930–2956, 2005.
[CL11] T Tony Cai and Mark G Low. Testing composite hypotheses, hermite polynomials and
optimal estimation of a nonsmooth functional. The Annals of Statistics, 39(2):1012–
1041, 2011.
[DL93] Ronald A DeVore and George G Lorentz. Constructive approximation, volume 303.
Springer, 1993.
[DLM90] David L Donoho, Richard C Liu, and Brenda MacGibbon. Minimax risk over hyper-
rectangles, and implications. The Annals of Statistics, pages 1416–1437, 1990.
[DN90] David L Donoho and Michael Nussbaum. Minimax quadratic estimation of a
quadratic functional. Journal of Complexity, 6(3):290–323, 1990.
[DT87] Zeev Ditzian and Vilmos Totik. Moduli of smoothness. Springer, 1987.
[Fan91] Jianqing Fan. On the estimation of quadratic functionals. The Annals of Statistics,
pages 1273–1294, 1991.
[GN15] Evarist Gine´ and Richard Nickl. Mathematical foundations of infinite-dimensional
statistical models, volume 40. Cambridge University Press, 2015.
[HJW16] Yanjun Han, Jiantao Jiao, and Tsachy Weissman. Minimax rate-optimal estimation
of divergences between discrete distributions. arXiv preprint arXiv:1605.09124, 2016.
41
[HJWW17] Yanjun Han, Jiantao Jiao, Tsachy Weissman, and Yihong Wu. Optimal rates of
entropy estimation over Lipschitz balls. arXiv preprint arXiv:1711.02141, 2017.
[HKPT12] Wolfgang Ha¨rdle, Gerard Kerkyacharian, Dominique Picard, and Alexander Tsy-
bakov. Wavelets, approximation, and statistical applications, volume 129. Springer
Science & Business Media, 2012.
[HM87] Peter Hall and James Stephen Marron. Estimation of integrated squared density
derivatives. Statistics & Probability Letters, 6(2):109–115, 1987.
[IK81] I.A. Ibragimov and R.Z. Khas’minskii. Estimates of the signal, its derivatives and
point of maximum for Gaussian distributions. Theory of Probability and Its Applica-
tions, 25(4):703–720, 1981.
[Ing87] Yu I Ingster. Minimax testing of nonparametric hypotheses on a distribution density
in the Lp metrics. Theory of Probability & Its Applications, 31(2):333–337, 1987.
[IS12] Yuri Ingster and Irina A Suslina. Nonparametric goodness-of-fit testing under Gaus-
sian models, volume 169. Springer Science & Business Media, 2012.
[JHW16] Jiantao Jiao, Yanjun Han, and Tsachy Weissman. Minimax estimation of the L1
distance. In 2016 IEEE International Symposium on Information Theory (ISIT),
pages 750–754. IEEE, 2016.
[JVHW15] Jiantao Jiao, Kartik Venkat, Yanjun Han, and Tsachy Weissman. Minimax estimation
of functionals of discrete distributions. IEEE Transactions on Information Theory,
61(5):2835–2885, 2015.
[JVHW17] Jiantao Jiao, Kartik Venkat, Yanjun Han, and Tsachy Weissman. Maximum likeli-
hood estimation of functionals of discrete distributions. IEEE Transactions on Infor-
mation Theory, 63(10):6774–6798, 2017.
[Kor91] A.P. Korostelevi. On estimation accuracy for nonsmooth functionals of regression.
Theory of Probability and Its Applications, 35(4):784–787, 1991.
[KP96] Ge´rard Kerkyacharian and Dominique Picard. Estimating nonquadratic functionals
of a density using haar wavelets. The Annals of Statistics, 24(2):485–507, 1996.
[KT12] Aleksandr Petrovich Korostelev and Alexandre B Tsybakov. Minimax theory of image
reconstruction, volume 82. Springer Science & Business Media, 2012.
[Lau96] Be´atrice Laurent. Efficient estimation of integral functionals of a density. The Annals
of Statistics, 24(2):659–681, 1996.
[Lep91] OV Lepski. On a problem of adaptive estimation in Gaussian white noise. Theory of
Probability & Its Applications, 35(3):454–466, 1991.
[Lep92a] Oleg V Lepski. On problems of adaptive estimation in white Gaussian noise. Topics
in nonparametric estimation, 12:87–106, 1992.
[Lep92b] OV Lepski. Asymptotically minimax adaptive estimation. I: Upper bounds. Optimally
adaptive estimates. Theory of Probability & Its Applications, 36(4):682–697, 1992.
42
[Lep93] OV Lepski. Asymptotically minimax adaptive estimation. II. Schemes without op-
timal adaptation: Adaptive estimators. Theory of Probability & Its Applications,
37(3):433–448, 1993.
[LNS99] Oleg Lepski, Arkady Nemirovski, and Vladimir Spokoiny. On estimation of the Lr
norm of a regression function. Probability theory and related fields, 113(2):221–253,
1999.
[MNR17] Rajarshi Mukherjee, Whitney K Newey, and James M Robins. Semiparamet-
ric efficient empirical higher order influence function estimators. arXiv preprint
arXiv:1705.07577, 2017.
[Nem00] Arkadi Nemirovski. Topics in non-parametric. Ecole dEte´ de Probabilite´s de Saint-
Flour, 28:85, 2000.
[Nik12] Sergei Mihailovic Nikol’skii. Approximation of functions of several variables and em-
bedding theorems, volume 205. Springer Science & Business Media, 2012.
[QR07] MA Qazi and QI Rahman. Some coefficient estimates for polynomials on the unit
interval. Serdica Math. J, 33:449–474, 2007.
[RLM+16] James Robins, Lingling Li, Rajarshi Mukherjee, Eric Tchetgen Tchetgen, and Aad
van der Vaart. Higher order estimating equations for high-dimensional models. The
Annals of Statistics (To Appear), 2016.
[RLTvdV08] James Robins, Lingling Li, Eric Tchetgen, and Aad van der Vaart. Higher order
influence functions and minimax estimation of nonlinear functionals. In Probability
and Statistics: Essays in Honor of David A. Freedman, pages 335–421. Institute of
Mathematical Statistics, 2008.
[Spo98] Vladimir Spokoiny. Adaptive and spatially hypothesis testing of a nonparametric
hypothesis. Math. Methods Statist., 7:245–273, 1998.
[TLRvdV08] Eric Tchetgen, Lingling Li, James Robins, and Aad van der Vaart. Minimax es-
timation of the integral of a power of a density. Statistics & Probability Letters,
78(18):3307–3311, 2008.
[Tsy08] A. Tsybakov. Introduction to Nonparametric Estimation. Springer-Verlag, 2008.
[VdV00] Aad W Van der Vaart. Asymptotic statistics, volume 3. Cambridge university press,
2000.
[VK87] Richard S Varga and A Dzh Karpenter. On a conjecture of S. Bernstein in approxi-
mation theory. Sbornik: Mathematics, 57(2):547–560, 1987.
[VV11] Gregory Valiant and Paul Valiant. The power of linear estimators. In Foundations of
Computer Science (FOCS), 2011 IEEE 52nd Annual Symposium on, pages 403–412.
IEEE, 2011.
[WY16] Yihong Wu and Pengkun Yang. Minimax rates of entropy estimation on large alpha-
bets via best polynomial approximation. IEEE Transactions on Information Theory,
62(6):3702–3720, 2016.
43
