Abstract-In fuzzy rule based classification systems, a high number of predictive attributes leads to an explosion of the number of generated rules and can affect the learning algorithm precision. Thus, the increase of the number of features can degrade the predictive capacity of the fuzzy rule based classification systems. In this article, we propose a supervised learning method by automatic generation of fuzzy classification rules, entitled SIFCO. This method is adapted to the representation and the prediction of high-dimensional pattern classification problems. This characteristic is obtained by studying the attributes regrouping by correlation research among the training set elements. This approach, checked experimentally, guarantees an important reduction of rules number without altering too much good classification rates. Several experiences were carried out on various data in order to compare SIFCO with other rules based learning methods.
I. INTRODUCTION
Most information systems store and analyze an increasing quantity of information. Medical research, finance, vision by computer and biology are some relevant examples. In machine learning, this evolution leads to a massive expansion of the number of variables associated with each observation. Therefore, traditional learning tools, in particular those related to the prediction, lose part of their effectiveness to treat these data [1] . In fact, a high number of predictive attributes causes some problems affecting learning algorithms. In particular, this increase deteriorates the precision of learning algorithms: curse of dimension [2] . Moreover, it affects the relevance of distance measurements between the points: phenomenon of distances concentration [3] .
Regarding fuzzy rule-based systems with fuzzy partitions, a high number of predictive attributes induces an explosion of the number of fuzzy if-then rules. Particularly with fuzzy partitions by simple fuzzy grids where a pattern space is divided into the fuzzy subspaces by the simple fuzzy grids and then a fuzzy rules corresponding to each fuzzy subspace is generated. Indeed, when we use K antecedent fuzzy sets for each attribute of n-dimensional pattern classification problems, the number of possible fuzzy if-then rules is K n , which is enormous for a large value of n. Accordingly, a grid-type fuzzy partition is not appropriate to high-dimensional pattern classification problems and presents several limitations. First of all, through algorithms complexity, the number of generated rules has a direct impact on training time as well as on storage capabilities. Moreover, this explosion of rules number reduces the transparency and the interpretability of the obtained results. The explanation power of if-then rules decreases widely with the huge numbers of rules and antecedent conditions, so a compromise between these two numbers arises essential for a good interpretability.
Hence, it will be interesting to study methods that satisfy this compromise without altering too much the classification performances. A first possible approach is to select relevant rules. Many methods have been proposed in the literature to reduce rules number and to remove the useless. In [4] , authors have proposed to reduce the number of rules by forgetting weak ones. In [5] and [6] , another method of rules selection has been presented. This method is based on a genetic algorithm; an individual corresponds to a set of rules and the objective is to maximize the number of correctly classified objects while minimizing the number of fuzzy rules. The second possible approach is feature selection. In [7] and [8] , authors have performed a simple stepwise input selection mechanism: first the most important two attributes are selected by the examination of all combinations, and then the next best attribute is added sequentially.
In this context, we propose a supervised learning method by automatic generation of fuzzy classification rules, entitled SIFCO. This method is adapted to the representation and the prediction of high-dimensional pattern classification problems. This characteristic was obtained by studying the attributes regrouping by correlation research among the training set elements. This paper was motivated by Borgi's work [9] , who clearly showed that the selection of correlated features, in the method SUCRAGE, improves classification ability for some pattern classification problems, particularly in comparison with fuzzy rule-based systems with grid type fuzzy partitions. This paper is organized as follows. In section 2, we present the method of attributes regrouping by correlation research. Then in section 3, we describe the method SIFCO by detailing both the learning phase (rule generation) and the classification phase. Before concluding the study, we provide in section 4 the tests and results obtained by computer simulations with different datasets.
II. ATTRIBUTES REGROUPING
Ensembles of learning machines constitute one of the main current directions in machine learning research, and have been applied to a wide range of real problems. They are supervised learning algorithms whose decisions are combined to improve the performance of the overall system [10] . This approach was successfully used by several methods; bagging [11] , boosting [12] as well as the combination of learners on attributes subsets [13] . An overview of the main ensemble methods can be found in [10] .
The general mechanism of these methods consists in the following steps:
• distributing the information, carried by individuals, attributes or class variable, between different learners • performing the training phase by each learner on its own information • combining the results of different learners to classify a new pattern In our work, ensembles of learning machines are attractive in order to reduce the number of predictive attributes in fuzzy rule-based systems with grid type fuzzy partitions. We aim essentially to set several groups of attributes; each one is learned by a classifier. Indeed, there are deeper reasons to use attributes regrouping. The first is to surround the theoretical problems involved in high-dimensional spaces. However, in opposition to a feature selection, the idea here is to preserve all attributes. The advantage, as mentioned in [14] , is to exploit the redundancy of information in order to reduce noise on each variable. The second objective is to improve the prediction ensured by the diversity of built learners for each group [13] .
We suggest, in this paper, to perform a selection in one block of attributes by correlation research among training set elements. Our aim is to detect privileged features correlations and to generate the rules according to these correlations. We proceed by regrouping in the same premise all components that are correlated. Such an approach allows considering the eventual discrimination power of the union of simultaneous selected features [9] .
The first step consists in computing the correlation matrix between the components of the training set vectors. It will be denoted by R = (r i,j ) with 1 ≤ i ≤ n, 1 ≤ j ≤ n and n is the number of attributes.
The element r i,j is the correlation coefficient; it refers to the direction and the intensity of the relation between two variables. But, the distinction between used data types is primordial for this analysis. The dependency analysis between two numeric variables can be achieved with linear correlation. However, in the case of qualitative variables, we can use the Khi-2 test. Thus, we examined the two most popular coefficients is about linear correlation by Bravais-Pearson coefficient as well as an extension of Khi-2 test denoted V-Cramer coefficient. We remind that the considered features, in fuzzy rule-based systems with grid type fuzzy partitions, are numerical. But, we aim, by the use of V-Cramer method, to ensure the diversity of the employed search correlation methods (parametric opposite non parametric, requiring a discretization or not, etc.). Next step in attributes regrouping is thresholding the matrix R with a prefixed threshold denoted θ. We decide that two attributes X i and X j are correlated by applying the following procedure: if |r i,j | < θ then X i and X j are not correlated and r i,j is set to 0 else X i and X j are correlated and r i,j is set to 1
Finally to decide which components are correlated, we consider the tresholded matrix R θ = (rs i,j ) with 1 ≤ i ≤ n and 1 ≤ j ≤ n as a graph where its nodes are the features, two nodes are linked only if they are correlated. Then, the maximum related components of the graph correspond to the subsets of correlated attributes [9] . In order to illustrate this procedure, let us take a simple example.
We consider a 5-dimensional pattern classification problem, with m labeled patterns X p = (X p1 , X p2 ,..., X p5 ), with p=1, 2,...,m.
For example, the first step of attributes regrouping leads to the following correlation matrix R: So, the subsets of correlated attributes are {X 1 , X 2 , X 3 } and {X 4 , X 5 }. Finally, the features {X 1 , X 2 , X 3 } and also {X 4 , X 5 } will be grouped in the same premises.
III. SIFCO METHOD SIFCO (Système d'Inférence Floue avec Corrélation) is a supervised learning method by automatic generation of fuzzy if-then rules. The development of our method is based on three phases. The first one consists in selecting in one block correlated features. Then we perform the learning phase and finally classification phase (figure 2 ). In the above section, we depicted the pretreatment phase which ensures the regrouping of training vectors attributes by a correlation research. These groups will instantiate the training sets for each classifier. This learning phase, detailed in the current section, consists in an automatic generation of fuzzy classification rules. Finally, we conclude this section by presenting the pattern classification phase; an inference engine combines the rules generated by the various classifiers and exploits the global rules base to classify new observations.
A. Learning Phase
We consider an n-dimensional pattern classification problem, with m labeled patterns X p = (X p1 , X p2 ,..., X pn ), with p=1, 2,...,m. We denote the C classes as y 1 , y 2 , ..., y C . The pretreatment step leads to L features groups; this number is between 1 (only one group builds from all attributes) and n (each group contains a single attribute). For each group, we will proceed to the generation of fuzzy if-then rules. This procedure consists in two phases: fuzzy partition of a pattern space into fuzzy subspaces and determination of a fuzzy if-then rule for each fuzzy subspace. Several approaches have been proposed for automatically generating fuzzy if-then rules from numerical data [15] [16] [5] .
In our work, a fuzzy partition by a Simple Fuzzy Grid was employed [15] . We homogeneously divide the domain interval of each correlated attribute into antecedent fuzzy sets by applying regular discretization. Such a partition is simple to implement, less complex and does not require any pretreatment on the training data. Then, we generate the premises of fuzzy if-then rules corresponding to all possible combinations of antecedent fuzzy sets related to the correlated attributes. Indeed, antecedent part constitutes a partition of correlated attributes spaces. Figure 3 
2 fuzzy rules are generated. To clearly illustrate the procedure of fuzzy if-then rules generation, let us consider a two-dimensional group of correlated attributes X pcor1 and X pcor2 (X pcor1 and X pcor2 ∈ (X p1 , X p2 ,..., X pn )). Each axis is divided into K antecedent fuzzy subsets, A [15] , [16] and [5] .
A fuzzy rule, labeled R The conclusion and the certainty degree of each rule are determined as follows [15] , [16] and [5] :
(1) Calculate the compatibility grade of each training pattern X p with the antecedent part of the fuzzy rule, for each class β yt for t=1,2,..., C
Where C is the number of classes y 1 , y 2 , ..., y C and μ 
If several classes take the maximum value in (2), then the conclusion cannot be defined uniquely. In this case, the fuzzy if-then rule corresponding to the fuzzy subspace A 
Let us denote the set of the generated fuzzy if-then rules by S R1 : S R1 = {R ij with i = 1, ..., K and j = 1, ..., K} For each group of correlated attributes, we proceed to the phase of rules generation, giving rise to a rules base relating to this group. Then, all the generated bases are combined to lead to an accurate classification model. For L groups of correlated attributes, the global rules base is obtained as follows:
An interesting property of the rules generated by SIFCO method is the absence of contradiction. Thus, we don't have to simplify the global rules base to eliminate contradictions. We remember that a rule is considered as contradictory if two inconsistent proposals are present in its premise. It is the procedure of construction of antecedent fuzzy rule part which ensures the non contradiction of the rules: the antecedents which appear in the same premise are necessarily from different attributes. Moreover, SIFCO guarantees the generation of a lower number of rules than fuzzy rule-based systems with grid type fuzzy partitions [15] , [16] and [5] . Indeed, the maximal number of generated rules by SIFCO with L groups, K antecedent fuzzy subsets and n features is NR SIF CO :
p i is the number of correlated attributes in the ith group. The maximal number of generated rules by fuzzy rulebased systems with grid type fuzzy partitions with the same number of antecedent fuzzy subsets K and the same attributes number n is NR SIF :
We have
B. Classification Phase
In the same manner as the pattern classification phase in [15] , we classify a new pattern X'=(X 1 , X 2 , ..., X n ) by using the rule generation procedure outlined above.
(1) Calculate α yt for t=1,2,..., C as:
(2) Find class y a which maximize α yt :
If two or more classes take the maximum value in (10), then X' can not be classified, else X' is assigned to the class y a determined by (10) .
IV. SIMULATION RESULTS
In order to evaluate the performance of our method SIFCO, we present the results obtained through computer simulations on well-known and frequently used pattern classification problems in the literature. We remind that all the considered features are numerical. These data sets are available from the UCI database 1 . The number of training patterns, attributes, and classes is shown in table 1. To examine the generalization ability of SIFCO, we apply the ten-fold cross-validation technique in the computer simulations. For the attributes regrouping, we used Bravais-Perason correlation method as well as V-Cramer method. For the second method, a preliminary feature discretization should be achieved. We retain for this paper regular discretization method with a prefixed number of attributes. This method ensures easy implementation and low costs in time and complexity. Also, other discretization methods were approached in our complete experimentation. But, it appears that they do not have major impact on the classification rates. The results obtained with the various datasets are presented in table 2 to 4 (rate of good classification followed in brackets by the rules number) and analyzed in this section. Firstly, in table 2, we compare the classification ability of SIFCO by using the two mentioned correlation methods with a number of antecedent fuzzy subsets fixed to 3 and an empirical correlation threshold set to 0.8. The analysis of these results shows that V-Cramer method generally improves good classifications rates. In certain cases, performances remain the same or decrease slightly (1 to 2%). The most significant improvement is 7.32; it is obtained for Vehicle data, the rate of good classification passes from 43.5 to 50.82. With Sonor data, V-Cramer method handles the problem of the high number of attributes which is 60. While with Bravais-Pearson method the problem persists (denoted by "Imp" in table 2). It is to note that, in tables 2 to 4, "Imp" refers to the impossibility of generating a huge number of rules. In our experiments, this problem begins from a number of rules about 10 5 .
Concerning the number of rules, V-Cramer method always leads to a reduction comparing to Bravais-Pearson: BravaisPearson based approach leads to more correlated attributes in the groups of attributes. This variation is related, firstly, to the choice of correlation threshold. In fact, this threshold reveals different significances for the two correlation methods: it depends on the type of variables law.Thus, it would be interesting to increase this threshold for Bravais-Pearson method. Secondly, the variation may be related to data distribution. Indeed, Bravais-Pearson method is a parametric method which presupposes that studied variables follow normal distributions. However, V-Cramer does not give any assumption about the distribution.
Our method SIFCO is strongly inspired by fuzzy rule-based systems with grid type fuzzy partitions [15] , denoted by "SIF" in table 3, as well as SUCRAGE method [17] . Therefore, we give table 3 as a comparative table between our method and these two approaches. Firstly, we compare SIFCO and SIF with different fuzzy subsets number specified as K=3, 4, 5, 6. Then, we present the results obtained with SUCRAGE method by the two correlation approaches with a correlation threshold set to 0.8 and K sub-ranges.
From the analysis of table 3, we depict that our method SIFCO provides generally homologous classification rates to those obtained with SUCRAGE method. With the Lupus and Wine data, we note an improvement of the good classifications rate in comparison with SUCRAGE method. The best amelioration is about 4.59% with Lupus data. With Iris, Sonor and Vehicle data, SUCRAGE method leads to higher rates than those obtained with SIFCO. However, they remain at the same order.
Furthermore, we outline that SIFCO outperforms generally SIF method. Indeed, our method SIFCO handles highdimensional data as Wine, Sonor and Vehicle for which SIF cannot provide classification results (referred by "Imp" in the above table). With the Lupus and Iris data, SIFCO outperforms SIF method. Finally, the number of generated rules decreases very widely in comparison with SIF and SUCRAGE method, notably with V-Cramer method.
We have showed, in subsection 3.1, that the theoretical number of generated rules by SIFCO NR SIF CO is always lower than the theoretical number of generated rules by SIF NR SIF . But, we remind that some rules are not generated with the two approaches. It is about the case where several classes reach the same maximum value of compatibility with antecedent fuzzy rule part as well as the case where all values are null. Therefore, in our experimental results, the number of generated rules by SIFCO NR exp SIF CO may be higher than the number of generated rules by SIF NR exp SIF . Finally, we present in table 4 the results obtained, with the same test data, using some rules based learning methods implemented in the machine learning toolkit: WEKA 2 . It is about ConjonctiveRule as well as Ridor [18] , Part [19] , DecisionTable [20] , JRip [21] and OneR [22] .The analysis of these results shows that the rates of generalization obtained with SIFCO are globally satisfactory. They are generally higher than those obtained with ConjonctiveRule, Ridor, JRip, DecisionTable and OneR. In the only case of Vehicle and Sonor data, Part leads to rates superior to those obtained with SIFCO. However, SIFCO's rate remains at the same order as the rates obtained with the other approaches. The improvement of performance done by SIFCO is made at the price of a higher number of rules. However, it is to note that with some considered approaches (Ridor, JRip and Part), a retranscription of the decision trees and induction graphs into rules is necessary. Furthermore, this retranscription is sometimes followed by a simplification of the rules base, what allows decreasing the rules number.
V. CONCLUSION
In this paper, a supervised learning method SIFCO was developed, within the framework of fuzzy rule-based systems with grid type fuzzy partitions, in order to handle highdimensional pattern classification problems while preserving all attributes information. Experimental results exhibit that the effectiveness of classification ability and interpretability is very satisfactory for several low and high dimensional pattern classification problems. Unfortunately, it is not the case for high-dimensional data presenting a great number of correlated attributes where the problem of rules explosion persists. An interesting perspective to avoid this problem, notably with Bravais-Pearson method, is to study the influence of correlation threshold. Another attractive perspective consists in the implementation, via a supervised discretization, of an optimal fuzzy partition of the input pattern space relatively to their structure
