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viSommario
In un sistema di storage distribuito si presenta la necessit a di garantire un ele-
vato grado di adabilit a, sia sotto l'aspetto della sicurezza e della privacy, sia
sotto l'aspetto della probabilit a del recupero dei dati salvati.  E inoltre neces-
sario denire uno standard di sincronizzazione e collaborazione tra le macchine
che compongono il sistema al ne di poter assicurare l'ecienza nelle operazioni
e di evitare uno spreco di risorse. Il gruppo DistributedStorage del progetto
PariPari si occupa di questo tipo di soluzione.
Viene qui presentata la descrizione del lavoro svolto durante l'ultimo anno accade-
mico come componente del gruppo. La maggior parte degli incarichi riguardano
soprattutto l'implementazione vera e propria degli aspetti che altri studenti hanno
ritenuto rilevanti per il funzionamento del plugin. Innanzitutto si discuter a del
sistema in generale per poi passare alla descrizione delle modiche introdotte per
l'ottimizzazione delle operazioni.Introduzione
In questo elaborato si illustrer a come si  e svolta la progettazione e la ristruttura-
zione di parte del plugin DistributedStorage di PariPari.
PariPari  e una rete peer-to-peer multifunzionale progettata in linguaggio
JavaTM. Essa fornisce sia quelle che sono le principali funzioni dei pi u famosi
programmi P2P (le sharing, storage distribuito, backup distribuito...) sia i ser-
vizi tipici di internet (IRC1 , IM2, VoIP3 DBMS4, Web Server, DNS5 ...). Ci o che
la contraddistingue da reti con architettura simile  e che  e stata ideata in modo
che tutti questi servizi possano lavorare simultaneamente e cooperare tra di loro.
Il principale obiettivo del progetto PariPari  e quello di riuscire a orire i suoi ser-
vizi prescindendo totalmente da quella che  e l'architettura client-server, fornendo
quindi un ambiente distribuito totalmente decentralizzato che riesca facilmente a
garantire sia il completo anonimato degli utenti, sia un elevato livello di scalabi-
lit a.
Il client della rete  e caratterizzato da un'architettura costituita da plugin6. In
questo modo, grazie all'utilizzo delle numerose API7 fornite, a chiunque  e data la
possibilit a espandere le funzionalit a di PariPari. Il core  e il nucleo di tutto il si-
stema e si occupa di assegnare le risorse, gestire le comunicazioni tra i vari plugin
1Internet Relay Chat -  e stata la prima forma di comunicazione istantanea su Internet.
2Instant Messaging -  e un sistema di comunicazione solitamente client-server che consente
di scambiare in tempo reale, frasi e brevi testi.
3Voice over IP -  e una tecnologia che rende possibile eettuare una conversazione telefonica
sfruttando una connessione Internet o un'altra rete dedicata che utilizza il protocollo IP.
4Database Management System -  e un sistema software progettato per consentire la creazione
e manipolazione eciente di database.
5Domain Name System -  e un sistema utilizzato per la risoluzione di nomi di host in indirizzi
IP e viceversa.
6Plugin -  e un programma non autonomo che interagisce con un altro programma per
ampliarne le funzioni.
7Application Programming Interface - (Interfaccia di Programmazione di un'Applicazione),
sono ogni insieme di procedure disponibili al programmatore, di solito raggruppate a formare
un set di strumenti specici per un determinato compito
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e fare in modo che lavorino correttamente. La decentralizzazione di PariPari  e
ottenuta grazie a DHT (Distributed Hash Table), sistema utilizzato per la localiz-
zazione dei nodi, servizi e risorse nell'ambiente distribuito. Un ulteriore aspetto
innovativo della rete PariPari  e il sistema di gestione dei crediti, che permette di
regolare equamente i rapporti di collaborazione tra i peer della rete a seconda del
loro grado di partecipazione agli scambi.
DHT e Credits sono due dei quattro plugin che fanno parte della cosiddetta cer-
chia interna, ovvero l'insieme dei plugin ai quali tutti gli altri (quelli appartenenti
alla cerchia esterna devono appoggiarsi per fornire i propri servizi. Connectivity
e LocalStorage sono gli altri due plugin della cerchia interna: ad essi  e adato
rispettivamente il compito di garantire l'accesso alla rete e di gestire il le system.
Il plugin DistributedStorage realizza un meccanismo di store&retrieve al-
l'interno della rete PariPari. Si parla per la precisione di storage distribuito,
una tecnica di salvataggio dei dati che prevede di spezzare un le e salvarne i
frammenti su pi u macchine appartenenti a una cosiddetta storage cloud, ovvero
l'insieme dei nodi resi disponibili per fornire questo tipo di servizio.
Attualmente in rete  e possibile trovare diversi programmi che forniscano queste
funzionalit a. Tra questi, uno di quelli che si avvicina di pi u allo scopo pressatosi
in DistributedStorage  e Wuala ([6]). Questo programma, oltre a fornire un'in-
terfaccia graca molto intuitiva garantisce sicurezza e adabilit a, e permette agli
utenti di accedere, condividere e modicare i propri dati da una qualsiasi mac-
china su cui sia installato il programma. Per garantire la reperibilit a dei le
Wuala ne salva una copia sui server centrali sparsi in Europa e garantisce in
questo modo che le parti del le che spariscano dalla sua storage cloud possano
essere sempre recuperate. La storage cloud di Wuala  e un'ottimizzazione add-on
che consente di gestire l'infrastruttura a costi inferiori e di fornire agli utenti le
migliori prestazioni possibili (larghezza di banda) con una maggiore adabilit a.
A questo punto  e necessario sottolineare la dierenza sostanziale tra ci o che ore
Wuala e ci o che pu o orire PariPari: essendo quest'ultima una rete serverless
essa pu o servirsi unicamente dei peer della rete, senza appoggiarsi in alcun modo
ai server centrali.
La relazione di elaborato qui presentata si occupa prevalentemente dei meccani-
smi utilizzati per garantire un salvataggio adabile e un'elevata probabilit a di
recupero senza servirsi di server che ospitino l'intero le ed  e organizzata come
segue.
Nel capitolo 1 si introdurranno le principali caratteristiche del plugin DistributedStorage.
4Nei capitoli 2 e 3 si parler a della realizzazione e dell'ottimizzazione dei thread
responsabili del mantenimento adabile dei le nella rete: Regenerator nel ca-
pitolo 2, Renewer e FileStatusManager nel capitolo 3.
Nel quarto e ultimo capitolo si tratter a brevemente degli aspetti da approfondire
o migliorare, considerati necessari per lo sviluppo futuro del plugin.
Inne, in appendice, si potr a trovare parte del codice e le descrizioni dettagliate
degli algoritmi riguardanti gli argomenti trattati nella tesi.
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6Capitolo 1
DistributedStorage
In questo capitolo si presenter a il funzionamento del plugin DistributedStorage.
La quasi totalit a argomenti qui presenti sono stati trattati nel dettaglio nelle tesi
di laurea di Debortoli [2] e Zen [3]. Ci si limiter a quindi a una sintesi utile per
facilitare la comprensione dei capitoli successivi.
1.1 Introduzione
DistributedStorage consente agli utenti di salvare, recuperare e in futuro anche
di condividere le sulla rete PariPari. Tra gli elementi della storage cloud non
sono presenti server impiegati per ospitare l'intero le ma solo nodi che mettono
a disposizione una piccola porzione di memoria per ospitarne i frammenti. All'u-
tente  e inoltre data la possibilit a di stabilire la data di scadenza del le, oltre la
quale tutti i blocchi presenti nella rete vengono eliminati completamente.
Fondamentale in DistributedStorage  e l'impiego dell'erasure coding, codici a corre-
zione d'errore i quali, pur introducendo un piccolo overhead a livello dimensionale
e di elaborazione, forniscono un sistema di frammentazione che consente di recu-
perare facilmente il le o le sue eventuali parti mancanti.
La reperibilit a dei nodi all'interno di PariPari, e quindi anche la ricerca di servizi
e risorse da parte dei nodi che orono un servizio di storage distribuito, sono
garantite dall'utilizzo di DHT (Distributed Hash Table), soluzione che permette
ai nodi di comunicare attraverso l'utilizzo di entry, cio e una collezione di attributi
(solitamente stringhe) associate ad una chiave che le identica.
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1.2 Erasure Coding
Il concetto di base dell'erasure coding  e quello di spezzare il le desiderato in n
frammenti a partire dai quali ne vengono generati altri m. Una qualsiasi combi-
nazione di n blocchi tra gli n + m creati  e suciente per recuperare l'intero le.
La procedura appena descritta  e propria dei pi u precisamente deniti optimal
erasure codes. In DistributedStorage, tuttavia, data la loro elevata comples-
sit a computazionale, non ci si serve di questi codici, ma di una loro variante: i
near-optimal erasure codes, che consentono di svolgere operazioni di codica e
decodica in tempo lineare e creano quindi la situazione ideale per un tipo di
rete in cui la maggior parte delle macchine impiegate dispongono di una limitata
capacit a di calcolo. I near-optimal erasure codes introducono per o un overhead
f tale che il numero di blocchi da recuperare per rigenerare il le sia dato dal
prodotto fn.
Figura 1.1: Grafo bipartito che rappresenta l'erasure code.
Gli LDPC codes (Low Density Parity Check codes) sono una classe di codici
a correzione di errore che si  e scelto di utilizzare per l'implementazione degli
erasure codes. In DistributedStorage gli n frammenti in cui viene spezzato il
le prendono il nome di sourceblock. A questo punto gli LDPC codes prevedono
che a partire dallo XOR di un numero pressato di sourceblock vengano creati
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i cosiddetti checkblock. In gura 1.1  e illustrato gli LDPC codes trovano la loro
rappresentazione graca ideale in un grafo bipartito, il quale esplicita le relazioni
tra i blocchi e descrive il fatto che il sourceblock sia stato utilizzato per la crea-
zione dei checkblock a lui collegati. I blocchi cos  creati, come illustra la gura
1.2, vengono inviati nella storage cloud e quindi adati ai nodi di PariPari.
Nel momento in cui il proprietario voglia recuperare il le precedentemente
Figura 1.2: Store di un le nella storage cloud di PariPari.
salvato sar a suciente che tutti i sourceblock siano scaricabili o comunque recu-
perabili a partire dai checkblock a essi collegati.
1.3 DHT
L'implementazione di DHT  e stata adata agli sviluppatori del plugin omonimo,
il quale fa parte della cerchia interna di PariPari.
DHT (Distributed Hash Table, ovvero Tabella Hash Distribuita)  e una tecnologia
adottata per la gestione di sistemi distribuiti decentralizzati. Con questo sistema
 e possibile partizionare un set di chiavi tra i nodi della rete permettendo una
rapida localizzazione sia di un nodo che di un le la cui chiave sia adata ad uno
dei nodi partecipanti.
Figura 1.3: Nota relativa al servizio di storage distribuito.
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DHT consente ai nodi di pubblicare chiavi da associare a delle note, grazie
alle quali un nodo pu o comunicare all'esterno quali sono i servizi o le risorse da
lui oerte.
Portando un primo esempio, riguardante appunto l'utilizzo dei DHT all'interno
di DistributedStorage, un nodo che richieda lo store su DHT una nota come
quella in gura 1.3 intende comunicare agli altri
 che egli ore un servizio di storage distribuito;
 che la porta TCP su cui il nodo  e in ascolto per orire un servizio di questo
tipo  e la 9000.1
L'identicazione dei nodi che fanno parte della storage cloud di PariPari si ricon-
duce quindi all'avanzamento di una ricerca su DHT con chiave distributedstorage.
Figura 1.4: La struttura di una entry particolare salvata su DHT.
Le risorse di cui i nodi di DistributedStorage si fanno carico sono i sour-
ceblock e i checkblock. A ognuno dei blocchi salvati su disco  e associata una
entry particolare la cui chiave  e costituita di una stringa del tipo leName-
blockID@owner e la cui nota contiene informazioni relative al singolo blocco.
Ogni le  e invece associato a una entry globale, identicata da una chiave con
una struttura lename@owner, la cui nota contiene informazioni relative all'in-
tero le che ne consentono il recupero.
Nelle gure 1.4 e 1.5  e illustrato quali siano le informazioni contenute nelle note,
vediamo quelle che hanno in comune. DigitalSign indica la rma digitale2 del-
l'intera nota, creata dal proprietario del le in modo da garantire l'integrit a e
l'autenticit a della stringa in essa contenuta. Dal timestamp si ricava il mo-
mento in cui  e stata creata la nota; l'expiration indica la data di scadenza del
le o del blocco, oltre la quale deve avvenire la cancellazione; la struttura le-
Name@owner, cio e il nome del le, consente di vericare che esso corrisponda
1Transmission Control Protocol:  e un protocollo connection oriented del livello di trasporto
del modello OSI.
2Firma Digitale -  e uno schema matematico utile per dimostrare l'autenticit a di un messaggio
digitale o di un documento. Una rma digitale valida inoltre assicura al destinatario che il
messaggio sia stato creato da un mittente conosciuto.
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alla chiave della entry; il parametro Storing impostato a true indica che il sal-
vataggio del le da parte del proprietario non  e ancora terminato.
Nella entry particolare troviamo inoltre il blockHash, con il quale  e possibile
vericare che il contenuto del blocco non sia stato alterato e i chunk adiacenti
cio e i vicini del blocco nel grafo bipartito.
Figura 1.5: La struttura di una entry globale salvata su DHT.
In assenza di entry globali da DHT vengono a mancare le cosiddette erasure-
CodingInfo contenute nella nota della entry, necessarie per la ricostruzione del le
in fase di decodica; la loro assenza comporta quindi l'impossibilt a di operare sul
le da parte dei nodi adatari dei blocchi, aspetto che, come vedremo mette a
rischio la reperibilit a di tutto il le. Allo stesso modo, l'assenza di una entry par-
ticolare preclude agli adatari dei blocchi la possibilit a di far sapere al resto della
rete di esserne in possesso. In questi casi un nodo non potr a sfruttare appieno
le sue capacit a e canceller a il blocco di cui si sia persa la nota. A questo punto
spetter a al proprietario il compito di intervenire per ripristinarlo, nella speranza
che, nel frattempo, non ne spariscano altri dalla rete.
Un aspetto importante da sottolineare  e che le entry pubblicate su DHT hanno
una durata limitata; una volta che il proprietario le ha create quindi spetta ai
nodi adatari dei blocchi il compito rinnovare le entry prima che scadano e ven-
gano eliminate. Vedremo nei prossimi capitoli che il loro rinnovo  e necessario
per rendere sempre reperibili le risorse all'interno della rete e in particolare nel
capitolo 3 si illustrer a il thread destinato a svolgere questo compito.
Entry per la mutua esclusione
In un ambiente distribuito  e importante che i nodi collaborino tra loro nel modo
pi u produttivo ed eciente possibile; risulta utile dunque sincronizzare lo svol-
gimento di operazioni su risorse condivise, garantendo la mutua esclusione per
l'accesso a esse o comunque a operazioni che necessitino di tali risorse. Nel 1981
Ricart e Argwala ([5]) idearono un sistema di mutua esclusione distribuita basata
sull'ordinamento totale degli eventi del sistema. Questa soluzione prevede che
il nodo interessato ad accedere ad una risorsa invii un messaggio in multicast
contenente il nome della risorsa e l'istante temporale della richiesta. Una volta
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che abbia ricevuto il nulla osta dagli altri nodi esso potr a accedere alla risorsa in
mutua esclusione. L'dea dei due ricercatori  e servita da ispirazione per adattare
la situazione al nostro caso: pubblicare su DHT una nota contenente il nome della
risorsa, l'eventuale operazione compiuta su di essa e l'istante temporale in cui l'o-
perazione ha avuto inizio. Non potendo n e garantire il corretto funzionamento di
tutti i nodi, n e la comunicazione diretta tra di essi - presupposti invece necessari
per lo sviluppo dell'algoritmo di Ricart e Agrawala -  e necessario implementare
controlli alternativi per potersi servire di questo tipo di note. Questa soluzione,
posta sotto le opportune veriche relative al caso, consente sia di distribuire il
carico di lavoro tra i nodi, sia di evitare che le operazioni contemporanee sugli
stessi le possano alterare il funzionamento del plugin, portando a creare, ad
esempio, pi u copie di un blocco rispetto a quelle veramente necessarie. Ispiran-
dosi a queste considerazioni  e stata ideata la entry di rigenerazione, i cui dettagli
verranno discussi nel capitolo 2.
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La rigenerazione dei blocchi
Con lo sviluppo degli algoritmi per la rigenerazione ci si  e posti di ideare una
valida alternativa all'utlizzo server centrali di cui Wuala fa il suo punto di forza.
Come gi a spiegato la natura serverless di PariPari ci impone di progettare un
meccanismo di collaborazione tra i nodi che sopperisca a questa apparente man-
canza.
2.1 Requisiti per la rigenerazione
Un utente che richieda un salvataggio nella storage cloud di PariPari non ha al-
cuna possibilit a di sapere dove andranno a nire i blocchi del suo le. Egli non
potr a tantomeno esercitare alcun tipo di controllo sulla permanenza degli altri
nodi sulla rete, i quali potranno ovviamente connettersi o disconnettersi in qual-
siasi momento, sparendo anche denitivamente dalla rete.
 E stato necessario dunque creare un meccanismo che sfrutti le potenzialit a degli
erasure codes, il cui utilizzo, in condizioni opportune e favorevoli, permette di
recuperare un blocco che non risieda in nessun disco di nessun nodo di PariPari.
Entra quindi in gioco il thread periodico Regenerator.
Un'importante caratteristica di DHT,  e che le note rimangono reperibili per qual-
che minuto dopo la disconnessione del loro adatario. Nel caso in cui a discon-
nettersi sia l'unico nodo che custodisce un determinato blocco, il lasso di tempo
che intercorre tra la disconnessione del nodo e la scadenza delle note associate ai
le a esso adati  e il tempo utile entro il quale uno dei rigeneratori degli altri
nodi dovr a intervenire per ripristinarlo. Facciamo notare che in assenza della nota
non c' e nulla che impedisca ai nodi di rigenerarne il relativo frammento mancante
(se non l'assenza da DHT proprio dei blocchi collegati nel grafo al blocco in que-
stione), sar a per o per loro impossibile far sapere alla rete di esserne entrati in
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possesso poich e il meccanismo di rma delle note da parte del proprietario non
consente loro di generarle autonomamente. L'intervento del rigeneratore deve
dunque essere il pi u rapido possibile. Si dovr a prestare estrema attenzione:
 al numero di copie di un blocco presenti nella rete
 all'eettiva presenza di un blocco dietro la nota salvata su DHT da un
determinato nodo;
 alla possibilit a di aspettare a scaricare un blocco oppure eettuare il down-
load in modo repentino.
Potrebbe sorgere spontanea una domanda: perch e non salvare le note diretta-
mente all'interno dei le? La risposta risiede nel fatto che nessuno impedisce agli
adatari dei le di modicarne il contenuto; se questo accadesse, una modica
del blockHash del blocco, il cui scopo  e appunto vericarne l'integrit a, potrebbe
impedire di riconoscere un blocco rigenerato correttamente. In pi u, se la nota
del blocco dovesse essere modicata dal proprietario, la situazione in cui tutti i
nodi modichino l'interno del le  e chiaramente improponibile. Il meccanismo
della rma digitale permette dunque di far fronte in modo adeguato ai requisiti
di sicurezza e coerenza dei dati, argomento discusso in modo pi u accurato in [3].
2.1.1 ErasureCodingInfo
Le informazioni per la ricostruzione del le sono presenti nelle codiddette era-
sureCondingInfo, contenute nella nota globale del le. Quelle che interessano
maggiormente la nostra analisi sono:
 dimensione del le;
 dimensione dei blocchi;
 numero dei sourceblock;
 numero dei checkblock;
 il numero dei sourceblock collegati ad ogni checkblock (edges);
Queste informazioni sono utili per la creazione della matrice di adiacenza del
grafo, che esplicita a partire da quali sourceblock siano stati generati tutti i check-
block. Un particolare tipo di inversione della matrice di adiacenza, permette di
ottenere un'altra matrice che indica, per ogni sourceblock, quali siano i check-
block che esso ha contribuito a creare.
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Figura 2.1: Matrice di adiacenza e matrice inversa relative al grafo di gura 1.1.
A partire da queste matrici  e possibile ricavare sempre quali siano i gruppi di
blocchi necessari per rigenerarne un altro.
2.2 Regenerator
Uno degli aspetti integranti dell'algoritmo di rigenerazione  e la valutazione e il
ripristino dello stato del le e dei blocchi. Anch e lo stato del le sia ritenuto
accettabile  e necessario che ogni blocco sia presente sulla rete in un numero suf-
ciente di copie. Vediamo dunque come si procede con la valutazione dello stato
del blocco.
Se la nota particolare  e inesistente il blocco verr a eliminato in attesa che inter-
venga il suo proprietario e lo ripristini. Se esiste invece, si verica quante copie
del blocco esistano nella rete. Nel caso in cui questo numero sia suciente lo
stato  e valutato come soddisfacente e non si procede con ulteriori operazioni. Al
contrario, se il numero di copie1  e inferiore al necessario si dovr a scegliere tra
queste due azioni:
1. Replicazione: si verica quando il blocco  e eettivamente recuperabile:
se ne generano delle copie che vengono poi distribuite nella rete no al
raggiungimento del numero desiderato.
2. Rigenerazione: nonostante la nota sia presente su DHT nessun nodo
ospita eettivamente il relativo blocco; il meccanismo di gestione del churn
dei nodi  e fallito e a questo punto, prima che le note particolari del blocco
1Lo studio di quale sia il numero ottimale di copie di un blocco  e stato studiato in [2] e
prende il nome di Gestione del churn dei nodi.
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spariscano denitivamente, sar a necessario procedere con la rigenerazione
vera e propria .
A questo punto  e il caso illustrare quale sia il metodo adottato per distribuire
la rigenerazione di un le tra i vari nodi. L'idea iniziale era quella di adare a
uno tra i nodi adatari di un blocco la rigenerazione dell'intero le. Il nodo si
troverebbe cos  a dover scaricare, nei casi peggiori, un grande numero di blocchi.
Se consideriamo poi un nodo che disponga di una limitata capacit a di calcolo ci
accorgiamo che la rigenerazione proceder a molto pi u lentamente rispetto a quanto
sarebbe necessario. Una rigenerazione lenta, inoltre, implica che la situazione del
le in termini di numero di blocchi potrebbe cambiare in modo drastico durante
la rigenerazione stessa, rendendo cos  inutile il lavoro svolto dal rigeneratore negli
ultimi minuti. Per far fronte a questa serie di inconvenienti si  e cercato quindi di
trovare una soluzione pi u eciente e distribuita.
L'idea  e quella di adare al nodo la replicazione e rigenerazione dei blocchi salvati
su disco e dei loro vicini nelle rispettive matrici di adiacenza. In questo modo il
nodo custode di un checkblock controller a lo stato dei sourceblock che lo gene-
rano, mentre l'adatario di un sourceblock controller a lo stato dei checkblock che
contribuisce a generare. Il lavoro di rigenerazione, in questo modo,  e meglio di-
stribuito tra gli adatari del le e impedisce che si verichi la situazione in cui un
nodo malfunzionante comprometta lo stato del le con una rigenerazione troppo
lenta. L'unico svantaggio in questo caso (se ne parler a meglio nel paragrafo 2.3)
 e un sensibile aumento del possibile traco all'interno della rete dovuto alla serie
di salvataggi e ricerche su DHT che consentono ai nodi di coordinarsi.
Passiamo ora a descrivere i passi dell'algoritmo di Regenerator. Una volta
che si sia ottenuta una lista dei blocchi salvati sul disco si da inizio al processo
di replicazione e rigenerazione. Per ogni blocco sul disco, come gi a spiegato, il
thread si preoccuper a di controllare lo stato del blocco stesso e dei suoi vicini
nel rispettivo grafo. Per quanto riguarda la replicazione c' e poco da dire: se il
numero di entry particolari associate al blocco in questione  e inferiore a un certo
parametro2, viene chiamato il metodo replicateBlock che, dopo aver scaricato
il frammento, si occupa di distribuirne in rete le copie mancanti no al raggiun-
gimento dello stato soddisfacente. Al metodo ReplicateBlock spetta inoltre il
compito di lanciare la rigenerazione qualora non esistano pi u copie del blocco
presenti nella rete.
In gura 2.2  e illustrata la situazione per la quale, nonostante la relativa nota sia
2parametro alpha discusso in ([2])
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ancora salvata sulla rete, non vi sia nessun nodo che possa eettivamente fornire
il blocco. In questa situazione viene istantaneamente chiamata la rigenerazione,
per la quale si distinguono altri 2 casi:
Assenza di un sourceblock: in questo caso Regenerator genera le matrici di
adiacenza e vi legge quali siano i blocchi necessari per eettuare la rigene-
razione, li scarica ed eettua lo XOR tra di essi. Si noti che il numero di
gruppi di blocchi possibili per la rigenerazione di un sourceblock  e pari al
numero di sourceblock necessari per generare un checkblock. La gura 2.3
illustra infatti che per riottenere il blocco S0, si potr a scegliere di utilizzarne
uno tra i gruppi (C0, S2, S3) e (C1, S1, S5).
Assenza di un checkblock : dalla matrice di adiacenza il thread scopre quali
siano i sourceblock da cui  e stato creato, li scarica e ne eettua lo XOR. Al
contrario di ci o che succede per i sourceblock, vi  e un'unica combinazione
possibile di blocchi per la rigenerazione di un checkblock. In gura 2.4 si
vede che il gruppo (S0, S2, S3), cio e la terna di blocchi dalla quale  e stato
creato C0,  e l'unica disponibile per la rigenerazione del frammento.
Figura 2.2: La ricostruzione di un blocco da parte di Regenerator.
A questo punto il blocco  e stato recuperato. Regenerator, mediante il metodo
replicateBlock lo replica nella rete corredato della propria entry particolare,
precedentemente recuperata.
Nella sezione A.2 dell'appendice  e riportato un esempio di rigenerazione com-
pleta, utile per comprendere le considerazioni appena emerse.
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Figura 2.3: Gruppi di blocchi necessari per la rigenerazione di S0.
Figura 2.4: Gruppi di blocchi necessari per la rigenerazione di C0.
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2.3 La entry di rigenerazione
Dall'analisi del funzionamento di Regenerator ci si rende conto di quanto questa
operazione sia di fatto molto onerosa dal punto di vista del traco di dati all'in-
terno della rete. Si  e dunque ideato un metodo che permettesse di introdurre una
sorta di mutua esclusione sul processo di rigenerazione delle risorse, le o blocchi
che siano. Come gi a spiegato nel capitolo 1 si  e scelto di utilizzare un nuovo tipo
di entry che consentisse ai nodi di far sapere all'esterno la propria intenzione a
compiere una determinata azione, in questo caso, la rigenerazione.
2.3.1 L'interfaccia ServiceNote
A questo proposito si  e ritenuto opportuno implementare un interfaccia generica
che permetta, se ce ne sia bisogno, di pubblicare diversi tipi di note a seconda
del servizio oerto. In gura 2.5 vediamo come sia stata organizzata questa
generica nota di servizio, analizziamone i dettagli in relazione alle operazioni di
rigenerazione.
Figura 2.5: Struttura di una entry di servizio associata a una risorsa salvata su
DHT
Service : contiene il nome del servizio, in questo caso la parola regenerate.
Potrebbe rivelarsi utile qualora diventi necessario introdurre altre note per
altri tipi di servizi.
TimeStamp : introducendo una nota relativa a un servizio, di fatto si limita
il periodo di attivit a dello stesso a un tempo pari alla durata di una entry
su DHT non rinnovata. Questo intervallo potrebbe rivelarsi troppo elevato,
comportando un rischio per la reperibilit a del le o comunque per il funzio-
namento del plugin. Risulta quindi utile che, oltre a valutare quale sia la
nota di rigenerazione pi u aggiornata, il TimeStamp serva nel caso in cui si
vorr a valutare il tempo reale trascorso dall'ultima rigenerazione.
Resource : indica la risorsa alla quale  e associato il servizio.
Running : indica se il servizio oerto  e in corso oppure no, un nodo lo imposter a
a true durante le operazione, a false a operazioni terminate; anche questo
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parametro potrebbe rivelarsi utile per non consentire al periodo del servizio
di raggiungere valori troppo elevati.
Il codice e alcune precisazioni riguardanti l'interfaccia ServiceNote si trovano
nella sezione B.1 dell'appendice.
Vediamo ora diverse soluzioni proposte per adottare la entry di rigenerazione
all'interfaccia.
Figura 2.6: Struttura di una entry di rigenerazione associata a un le.
2.3.2 Entry di rigenerazione associata al le
Se la rigenerazione di un le dovesse essere adata ad un unico nodo si  e pensato
di associare al le la entry di rigenerazione (gura 2.6). Sar a salvata dal thread
appena la procedura di rigenerazione dell'intero le abbia avuto inizio. In questo
modo viene impedito che un le venga rigenerato contemporaneamente da pi u
thread attivi su macchine diverse. Prima di dare il via al processo di rigenerazione
del le, dunque, Regenerator verica che non sia presente su DHT nessuna nota
di rigenerazione, pubblicata dagli altri adatari, associata a esso.
2.3.3 Entry di rigenerazione associata al blocco
La soluzione precedente ha lo svantaggio di imporre ad un unico nodo il lavoro
di rigenerazione. Come gi a spiegato nella sezione 2.2 questo  e un operazione
molto impegnativa ed  e meglio adarla a pi u nodi. Durante la rigenerazione
del le, infatti, i nodi adatari degli altri blocchi rimarrebbero a guardare senza
contribuire in alcun modo. Per questo motivo si  e progettata una soluzione al-
ternativa che permettesse di distribuire il lavoro tra i peer della storage cloud.
La nota di rigenerazione in questo caso viene associata non al le, bens  ad
un sottoinsieme di blocchi. Pi u precisamente, per evitare di spargere per DHT
un numero eccessivo di note si  e scelto di fare in modo che la nota con chiave
regenerate-fileID-blockID@owner, signichi che  e in corso non solo la rigene-
razione del blocco indicato, ma anche dei suoi vicini nel grafo di adiacenza. Cos 
facendo otteniamo n+m insiemi di blocchi non disgiunti, ad ognuno dei quali  e
associato una nota di rigenerazione relativa ad un blocco x, e che rappresentano
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Figura 2.7: Struttura di una entry di rigenerazione associata a un gruppo di
blocchi salvata su DHT.
l'insieme dei blocchi che il custode del blocco x dovr a preoccuparsi di rigenerare.
Un nodo che voglia controllare lo stato di un blocco, a questo punto, controller a
che non lo stiano gi a facendo n e gli adatari del blocco stesso, n e i suoi vicini.
2.3.4 Problemi di sicurezza
 E legittimo pensare che qualche nodo malintenzionato possa comunicare in conti-
nuazione alla rete la sua intenzione di rigenerare il le o il blocco senza per o farlo
veramente, provocando quindi un notevole rischio per la reperibilit a del le. Inol-
tre, poich e chiunque ha la possibilit a di pubblicare una nota di rigenerazione, il
meccanismo della rma digitale non ha pi u alcuna utilit a. Quando un nodo vede
quindi pubblicata la nota di rigenerazione relativa a un le o a un gruppo di nodi
salver a su disco la situazione delle note particolari relative al subset di blocchi di
suo interesse. Alla rigenerazione successiva, qualora si verichi che la nota di ri-
generazione sia ancora presente, controller a che siano stati fatti progressi rispetto
allo stato precedente; nel caso in cui questo non si verichi il nodo dar a inizio
alla rigenerazione. Nel caso in cui dopo un periodo di rigenerazione la situazione
del blocco sia rimasta immutata, con molta probabilit a la rigenerazione non sta
facendo progressi e verr a avviata ugualmente. I parametri nel caso particolare
della entry di rigenerazione riferita ai blocchi sono contenuti nella nota di gura
2.7. Il metodo responsabile di eettuare questi controlli  e possibile trovarlo nella
sezione B.2 dell'appendice. Un esempio dettagliato di come viene utilizzato  e
presente invece nella sezione A.1.
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22Capitolo 3
Il mantenimento delle entry
Questo capitolo tratta dei thread responsabili del mantenimento coerente di tutte
le entry globali e particolari salvate su DHT. La prima parte descrive il funziona-
mento del thread Renewer, responsabile del rinnovamento delle note. La seconda
sezione, invece, parla del loro ripristino da parte del proprietario.
3.1 Renewer
Come spiegato nel capitolo 1 per recuperare i dati dalla rete il plugin DHT ci
viene incontro permettendoci di associare una entry ad ogni risorsa salvata in
PariPari.
Elenchiamo le caratteristiche di nostro interesse riguardanti le entry di DHT.
 se non rinnovate scadono dopo pochi minuti;
 non possono essere eliminate prima della loro scadenza;
 non  e possibile prolungarne la permanenza sulla rete, ma solo sostituirle
con note pi u aggiornate.
Nasce la necessit a di disporre di un thread rinnovatore che si preoccupi, quando
necessario, di rinnovare le entry prima che la loro assenza pregiudichi il funzio-
namento ideale di DistributedStorage. Si pensi ad esempio ad una situazione
nella quale nessuno si preoccupi della permanenza della nota globale su DHT:
dopo pochi minuti dal suo salvataggio da parte del proprietario del le la nota
sparirebbe impedendo di fatto agli altri nodi di controllare correttamente lo stato
e la salute del le, che avr a avuto una durata utile brevissima.
Il thread periodico Renewer si occupa di questo.
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3.1.1 Algoritmo
Renewer  e attivo su ogni nodo di DistributedStorage e controlla periodicamente
le note relative ai blocchi salvati sul disco. Per ogni blocco verica nell'ordine:
1. la presenza su DHT della nota globale relativa al le di cui il blocco  e parte
2. l'ExpirationDate della entry globale, se quest'ultima  e presente
3. la presenza su DHT della entry particolare relativa al blocco
4. l'ExpirationData della nota particolare, se quest'ultima  e presente
Come gi a ampiamente spiegato l'assenza delle entry mette a rischio la repe-
ribilit a del le ma  e lasciata al proprietario la facolt a di eliminare il le dalla
rete qualora questo verichi l'impossibilit a di recuperarlo. L'assenza della nota
globale, ad esempio, impedisce al thread Regenerator di vericare lo stato del
blocco. In ugual misura l'assenza di una entry particolare comporta la necessit a
di cancellare il blocco dal disco, anche in questo caso in attesa che il proprietario
intervenga in tempo per ripristinarlo. L'algoritmo per il rinnovamento  e stato
oggetto di un ristrutturazione adeguata a renderlo il pi u rapido possibile e a eli-
minare eventuali controlli ridondanti. Il diagramma di 
usso in gura 3.1 rende
pi u comprensibili quali siano i passi compiuti dall'algoritmo.
Approfondiamo a questo punto un aspetto del procedimento appena descritto
che potrebbe risultare non immediato. Quando il thread si trova a dover vericare
l'esistenza della nota relativa al le o al blocco, pur essendo lui stesso (nella quasi
totalit a delle volte) uno degli adatari della nota interessata, eettua comunque
una ricerca su DHT utilizzando come chiave prima il nome del le per ottenere
la nota globale e, successivamente, se i primi controlli vanno a buon ne, il nome
del blocco per la nota particolare. Il primo motivo per cui questo accade  e che
le entry pubblicate su DHT possono essere modicate dal proprietario durante
il periodo di vita del le sulla rete ed  e quindi indispensabile avere sempre a
disposizione le note pi u aggiornate. Per quanto riguarda la entry globale infatti,
abbiamo gi a visto che per tutta la durata del salvataggio del le il parametro
Storing della relativa nota  e impostato a true. Quando lo store sar a ultimato
il proprietario rinnover a la precedente entry globale con una nuova entry il cui
parametro sia impostato a false. Allo stesso modo scegliere la nota globale pi u
aggiornata su DHT consente di identicare immediatamente un le di cui sia
stata decisa la cancellazione da parte del proprietario. All'attuale stato delle
cose l'utilizzo della entry particolare pi u aggiornata non comporta alcun tipo di
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Figura 3.1: Funzionamento di Renewer.
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vantaggio. Sar a utile in futuro quando si decider a di implementare la modica
incrementale dei le salvati nella storage cloud di PariPari. Un motivo secondario
 e che il nodo, una volta pubblicata una nota, non ha pi u nessun tipo di controllo
sulla sua permanenza su DHT e quindi, dal momento che non trarrebbe alcun
vantaggio a preferirla alle altre, preleva la pi u aggiornata da DHT.
Questo approccio al problema permette di considerare due aspetti. Il primo  e
che un nodo che si connette a PariPari e che custodisce dei blocchi sul disco in
seguito a una sessione precedente, pu o recuperare le note pur essendo rimasto
disconnesso per un po' di tempo. Recuperandole potr a far sapere agli altri nodi
di essere tornato a essere uno degli adatari dei blocchi. Il secondo riguarda
il fatto che le note salvate da un nodo possono rimanere su DHT anche dopo la
disconnessione del nodo stesso. Quest'ultima considerazione in particolare risulta
di fondamentale importanza per quello che  e il lavoro del rigeneratore.
Sottolineiamo che Renewer non da alcuna importanza al fatto che sulla rete ci
siano o meno i blocchi necessari per recuperare il le. Anche in presenza di
un'unica nota particolare e un'unica entry globale associata, il thread continuer a
a rinnovare le entry no a che queste non raggiungano l'expirationdata.
3.1.2 Minimizzazione del numero di entry globali
La ricerca della nota globale pi u aggiornata  e una delle operazioni pi u frequenti al-
l'interno di DistributedStorage. Serve infatti a Renewer per valutare l'expiration
date del le e a Regenerator per ricavare le informazioni per la ricostruzione dei
blocchi. Durante i test ci si  e resi dunque conto di quanto, nell'ultimo caso in
particolare, fosse il caso di minimizzare il numero di entry globali per ridurre la
ricerca della nota pi u aggiornata a un numero esiguo di controlli. Inizialmente
la nota globale di un le veniva pubblicata da ogni nodo che ne custodisse un
frammento mentre la situazione ideale  e che sia presente un'unica nota globale
per ogni le presente nella rete. I vantaggi che questa soluzione comporta sono
visibili nel graco in gura 3.2. A parit a di dimensione del le esso mette a
confronto il numero di note presenti su DHT a seconda del fatto che si utilizzi o
meno la minimizzazione delle nota globale. La dierenza tra le due soluzioni  e
data unicamente dal numero di note globali associate ad un le. In questo modo
il tempo impiegato per il rinnovamento di una singola entry particolare dipende
unicamente dal numero di copie del blocco presenti su DHT e non dalla dimen-
sione del le. Supponiamo ad esempio il caso ideale in cui tutti i 524 blocchi di
un le di 100 MegaByte risiedano su macchine diverse. Un nodo che debba rin-
novare la entry di un unico blocco appartenente al le, nel caso in cui sia presente
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Figura 3.2: Confronto tra il numero di note con e senza minimizzazione.
un'unica nota globale e considerando l'attuale utilizzo degli LDPC codes, dovr a
visitare 620 note in meno rispetto a una situazione per la quale ogni adatario di
un blocco pubblichi una nota globale. Sulla macchina su cui sono stati eettuati
i test di ecienza1 questo si traduce in un risparmio di tempo di circa quattro
minuti.
Resta ora da denire un modo per impedire che questa unica nota globale spari-
sca senza che nessuno se ne accorga. La soluzione a cui si  e pensato  e quella di
far controllare ad ogni thread rinnovatore che l'unico custode della nota globale
sia eettivamente connesso alla rete. Impostando il periodo di Renewer ad un
tempo inferiore a quello di sopravvivenza delle note su DHT ci si assicurer a che
ci sia sempre un basso numero di entry globali salvata sulla rete. Chiaramente se
un nodo arriva ad accorgersi che il responsabile dell'unica nota globale non  e pi u
online, pubblicher a a sua volta la stessa entry. Allo stesso modo nel momento
in cui il proprietario del le voglia apportare modiche al le potr a chiaramente
pubblicare una nuova nota globale. A questo punto capiter a che siano presenti
pi u entry relative al le salvate su DHT e ci si preoccuper a unicamente di man-
tenere la nota pi u aggiornata, lasciando scadere quella vecchia.
1Notebook HP Pavilion DV6560el, processore Intel Core2 Duo T7300, 2GB DDR2 SDRAM,
banda media download 2,37 Mbps, banda media upload 0,39 Mbps
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3.2 FileStatusManager
Ad un primo stadio dello sviluppo del plugin, una volta salvato il le all'interno
di PariPari, il proprietario non aveva pi u alcun tipo di controllo sulla sua reperibi-
lit a e doveva sperare che il meccanismo di gestione del churn dei nodi funzionasse
a dovere. In quel modo per o, l'assenza della entry globale o semplicemente di
una entry relativa a un sourceblock rendeva impossibile il recupero del le, com-
portando di fatto un vincolo molto forte per la reperibilit a dello stesso. Fino a
questo punto, infatti, si  e pi u volte detto che in caso di assenza delle note par-
ticolari e globali relative ad un determinato le i nodi che ne ospitano i blocchi
dovranno attendere l'intervento del proprietario del le per riprendere a funzio-
nare secondo la norma. Il thread FileStatusManager permette ad un utente
di DistributedStorage di controllare periodicamente lo stato dei suoi le e di
ripristinare eventuali blocchi mancanti.
3.2.1 Introduzione dei metadati
Durante il salvataggio di un dato nella rete il proprietario crea e provvede ad
aggiornare un altro le contenente dei metadati relativi al le salvato nella rete.
Figura 3.3: Informazioni serializzate relative al le leID@owner salvate su disco.
Come si vede in gura 3.3 il le contiene le informazioni di base solitamente
fornite da un qualsiasi sistema operativo (nome del le, path, data dell'ultima
modica) e quelle che caratterizzano un le salvato nella storage cloud di PariPari,
ossia la data di store, la data di scadenza, la probabilit a di recupero del le
(impostata dall'utente), la probabilit a che un nodo sia connesso al momento dello
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store, l'overhead per la codica dei blocchi, la data dell'ultimo controllo eettuato
sul le, la entry globale e tutte le entry particolari dei blocchi che compongono il
le.
FileStatusManager sfrutta le informazioni contenute nei metadati, controllare ed
eventualmente di riportare ad uno stato soddisfacente tutti e soli i le salvati dal
proprietario. Per ognuno di questi le il thread provveder a ad accertarsi che sia
presente almeno una nota globale e almeno una nota particolare per ogni blocco.
Nel caso in cui manchi la nota globale provveder a a leggerla dal rispettivo le .dat
e a salvarla nuovamente su DHT, nel caso in cui, invece, a mancare sia una nota
particolare il thread scaricher a dalla rete i blocchi necessari per rigenerare il blocco
perduto e lo invier a nella rete corredato della sua nota particolare, recuperata dal
disco. Facciamo notare, suggerendo a questo proposito di confrontare le gure 2.2
e 3.4, che no ad ora il thread FileStatusManager si comporta esattamente come
farebbe il rigeneratore nella sua versione non distribuita tranne che per il fatto
che Regenerator, essendo attivo anche sulle macchine che non siano proprietarie
del le, deve intervenire e recuperare la nota d'interesse prima che questa sparisca
da DHT.
Figura 3.4: La ricostruizione di un blocco da parte di FileStatusManager.
Se sfortunatamente anche in questo caso non si riesca a riportare il le ad
una situazione soddisfacente, il thread dar a la possibilit a all'utente di indicare se
lo stesso le risieda ancora sul disco, in modo tale da poter prelevare i blocchi
mancanti direttamente dal le originario per replicarli nuovamente nella storage
cloud. L'introduzione di quest'ultima funzione permetter a inoltre al proprietario
di interrompere momentaneamente lo store e di riprenderlo non appena il pro-
gramma verr a riavviato. Se il proprietario non avr a pi u a disposizione sul disco il
le originario, lo store del le, nel caso sia stato interrotto precedentemente, non
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potr a essere ultimato e non si potr a sperare di ricavarne i blocchi spariti dalla
rete. Solo a questo punto il le viene considerato irrimediabilmente danneggiato
e potr a essere cancellato.
 E importante sottolineare che la partecipazione del proprietario alle attivit a
della rete non  e vincolante ai ni della recuperabilit a del le. Un utente di
DistributedStorage potr a completare il suo store e lasciare la sua macchina
inattiva per molto tempo sapendo che comunque i vari rigeneratori, presenti
sulle macchine ospitanti i frammenti del suo le, potranno comunque svolgere
un buon lavoro senza aver bisogno del suo intervento. L'implementazione di
FileStatusManager fornisce delle funzionalit a che aumentano il livello di sicu-
rezza per il le ma di cui comunque si potrebbe fare a meno senza compromettere
l'attivit a del plugin. Nonostante questo, mettendo gli utenti a conoscenza del
fatto che la loro assidua partecipazione alle attivit a della storage cloud aumenta
la probabilit a che i loro le siano recuperabili, si punta a incentivarli ad utiliz-
zare o a lasciare attivo il plugin il pi u possibile, favorendo il funzionamento di
DistributedStorage.
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Sviluppi futuri
L'algoritmo utilizzato per l'implementazione degli erasure codes presenta tuttora
delle lacune. Il grafo bipartito utilizzato infatti non garantisce una probabilit a di
recupero ottimale consentendo ad esempio che l'assenza di due sourceblock pre-
giudichi la recuperabilit a dell'intero le (si veda l'ultimo capitolo di [2]). Sempre
per quello che concerne quest'ultimo argomento si sta considerando la possibilit a
di trovare soluzioni alternative a quella di vincolare in modo cos  stringente la
recuperabilit a del le e dei blocchi all'esistenza delle note. L'intervento del pro-
prietario a questo proposito presenta solo una parziale soluzione al problema.
La sicurezza per la reperibilt a dei le rimane senz'altro l'argomento pi u spinoso.
All'attuale stato dell'implementazione non c' e nulla che consenta di identicare
o escludere un nodo che tenti di compromettere le funzionalit a della rete. Per
fare un esempio, non viene impedito ancora a eventuali nodi maligni di ngersi
adatari dei blocchi e compromettere la gestione del churn dei nodi.
Per quanto riguarda la riservatezza dei dati  e gi a in fase di elaborazione il ma-
scheramento del nome e del contenuto dei le salvati nella rete. L'aspetto relativo
alla gestione dei permessi di lettura e scrittura dei le  e invece completamente da
denire. L'utente dovr a avere la possibilita di decidere quali privilegi concedere
agli utenti che vogliano accedere ai suoi le. Uno spunto per la crittograa e la
condivisione dei le pu o essere preso da cryptree ([8]), un sistema di crittograa
creato appositamente per gestire l'accesso ad una gerarchia di cartelle in le sy-
stem distribuiti.
Ultimo ma non meno importante  e la gestione degli scambi. Sar a necessario
considerare prendere in esame parametri come l'ampiezza di banda in upload, lo
spazio di storage messo a disposizione sul disco, la probabilit a che il nodo sia
connesso al ne di metterli in relazione per valutare il grado e la qualit a della
partecipazione di un nodo alle attivit a di DistributedStorage.
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In questa tesi si  e potuto constatare quanto per il buon funzionamento di Distri-
butedStorage sia fondamentale trovare un giusto punto di incontro tra adabi-
lit a ed ecienza. Se infatti da una parte si tende a voler disporre di una gran
quantit a di dati, dall'altra si ha invece la necessit a che questi siano in numero
appena suciente per assicurare un recupero eciente. Trovare un equilibrio ot-
timo tra questi due aspetti  e per o tutt'altro che banale. Dovendo infatti disporre
di una rete completamente decentralizzata il problema dell'adabilit a  e parti-
colarmente spinoso. L'approccio per il lavoro svolto sul plugin  e stato tuttavia
estremamente pratico. Parte delle migliorie apportate si pu o dire manchino di
uno analisi rigorosa che ne dimostri la validit a e l'ottimalit a. Una volta che, se
necessario, si decida di approfondire gli argomenti sotto questo aspetto, non  e
escluso che le prestazioni del plugin possano migliorare notevolmente.
L'obiettivo primario tra i compiti a me adati era quello di fornire al plugin un si-
stema di recupero funzionante, la cui implementazione era stata precedentemente
trascurata per far posto a uno studio teorico approfondito. Il completamento del
rigeneratore ne  e la realizzazione. L'ottimizzazione degli aspetti relativi alla rige-
nerazione e al plugin in generale nasce invece da considerazioni venute alla luce
durante la prima fase del lavoro. Questi miglioramenti possono essere considerati
un pi u che soddisfacente punto di partenza per quello che sar a di fatto il vero
lavoro di ottimizzazione che si dovr a svolgere sul plugin in modo da renderlo
un valido candidato a cui adare un servizio di storage distribuito, concorrente-
mente, si spera, a programmi che orono lo stesso tipo di soluzione.
Con queste ultime considerazioni si spera di aver fornito uno spunto per quello che
sar a il lavoro di perfezionamento del plugin, al quale peraltro spero di partecipare.
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Esempi di rigenerazione
A.1 L'utilizzo delle entry di rigenerazione
Vediamo un esempio di come si comporta un nodo custode di un blocco che voglia
controllare lo stato del blocco stesso e dei suoi vicini. Prendiamo ancora una volta
come riferimento il grafo di gura 1.1 e consideriamo uno dei nodi custodi del
blocco CO. La rappresentazione che utilizzeremo per questo esempio  e quella di
gura A.1(a). Gli identicatori dei blocchi che successivamente evidenzieremo
in blu (A.1(b)) indicano che il nodo custode del blocco C0 dovr a controllare
l'esistenza delle note di rigenerazione associate a quei blocchi.
(a) (b)
Figura A.1: L'insieme C0 contiene i suoi vicini nel grafo di adiacenza
I custodi del blocco C0 dovranno occuparsi di controllare lo stato di S0, S2
e S3. All'avvio della rigenerazione, nel caso la nota di rigenerazione associata a
C0 sia gi a stata pubblicata, verr a chiamato il metodo blockRegeneration (vedi
B.2) e si lascer a a esso il compito di decidere se rigenerare o meno. Da questo
punto in poi l'intervento di quest'ultimo metodo si dar a per scontato e non se ne
menzioner a pi u l'utilizzo.
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Supponiamo che la rigenerazione a questo punto abbia eettivamente inizio e che
sia dunque il momento di controllare lo stato dei blocchi all'interno dell'insieme. Il
blocco S0 verr a rigenerato se non vi  e nessun'altro nodo che se ne stia occupando.
In gura A.1 viene rappresentato gracamente quali siano gli altri insiemi che
contengono il blocco S0.
(a) (b)
Figura A.2: Note di rigenerazione cercate su DHT prima della rigenerazione di
S0.
Oltre che ai custodi di C0 anche i nodi che ospitano copie del blocco S0 (gura
A.2(a)) e C1 (gura A.2(b)) hanno il compito di controllare lo stato di S0. La
presenza delle entry di rigenerazione associate a S0 e C1, quindi, consentir a al
nodo in questione di passare a controllare lo stato del blocco successivo.
Le stesse considerazioni valgono per i blocchi S2 (gure A.3(a) e A.3(b)) e S3
(gure A.4(a) e A.4(b)).
(a) (b)
Figura A.3: Note di rigenerazione cercate su DHT prima della rigenerazione di
S2.
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(a) (b)
Figura A.4: Note di rigenerazione cercate su DHT prima della rigenerazione di
S3.
A.2 Procedura di rigenerazione
Supponiamo che sul disco del nodo X sia presente il blocco C0 e che nessuno stia
rigenerando il blocco stesso n e i suoi vicini (come visto invece nella sezione A.1).
Continuando a prendere spunto dal grafo in gura 1.1, consideriamo il caso estre-
mamente sfortunato per il quale i blocchi S0, S3, S4, C1 non siano pi u reperibili
ma che le note particolari associate debbano ancora sparire da DHT. Il thread
Regenerator controller a lo stato di C0 per poi passare alla verica dello stato
dei vicini: i sourceblock S0, S2 e S3.
Per la rigenerazione di S3 estraiamo la terna (C0, S0, S2) che per o non pu o
Figura A.5: Blocchi mancanti in grigio
essere utilizzata poich e S0 ancora non  e stato recuperato. Utilizziamo quindi il
gruppo (C2, S1, S4) e notiamo che anche S4 non  e reperibile (g.A.6(b)). La
terna (C2, S1, S3) non  e utilizzabile poich e S3  e ancora assente e utilizziamo
invece (C3, S2, S5) (g.A.6(c)). Finalmente abbiamo a disposizione tutti i bloc-
chi: possiamo rigenerare S4 e quindi, ripercorrendo a ritroso il cammino appena
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fatto, anche i blocchi S3 e S0. L'ultimo blocco da controllare, a questo punto  e
S2, per il quale nel caso peggiore sar a necessaria solo una replicazione.
(a) (b) (c)
Figura A.6: Esempio di rigenerazione
Qualcuno potrebbe osservare che la scelta iniziale di un gruppo di blocchi
rispetto ad un altro potrebbe ridurre il numero di chiamate ricorsive e quindi ac-
celerare il processo. Se osserviamo le matrici di adiacenza, per esempio, notiamo
che se avessimo scelto subito il gruppo (C1, S1, S5) avremmo potuto rigenerare
subito S0. In realt a bisogna tener conto di due aspetti. Il primo  e che  e meglio
approttare del fatto di aver scoperto prima di altri lo stato insoddisfacente di un
blocco non adiacente a quello salvato sul disco (in questo caso S4 non  e un vicino
di C0), il secondo riguarda il fatto che  e molto probabile che qualcun'altro tra gli
altri nodi, possa provvedere alla rigenerazione dei blocchi non ancora controllati.
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Codice sorgente
B.1 Interfaccia per le note di servizio
1 public interface IServiceNote {
2
3 /**
4 * Method that returns true if the node is performing the operation
5 * @return a boolean that say service is running
6 */
7 public boolean isServiceRunning();
8
9 /**
10 * Method that returns the type of service the note represent
11 * @return the type of service
12 */
13 public String getService();
14
15 /**
16 * Method that returns the name of the file on which we're operating
17 * @return the name of the file we're operating on
18 */
19 public String getFile();
20
21 /**
22 * Method that returns the timestamp of the entry
23 * @return the Time Stamp of the entry
24 */
25 public Timestamp getTimestamp();
26
27 /**
28 * Method that returns the elapsed time from the pubblication of the
entry
29 * @return the time
30 */
31 public long elapsedTime();
32
33 }
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Di fondamentale importanza per quest'oggetto sono i metodi isRunning e elap-
sedTime. Entrambi sono utili agli altri utenti della rete per decidere su cosa
basarsi per considerare la nota di servizio oppure per scartarla. Il primo metodo
consente di vericare che il servizio per il quale  e stata pubblicata la entry sia
eettivamente in corso e pu o rivelarsi necessario se la frequenza del servizio deve
essere elevata. Il secondo invece restituisce il tempo trascorso dal termine del ser-
vizio cos  da poter consentire di valutare quanto tempo far trascorrere prima di
ripetere le stesse operazioni sulla medesima risorsa. In Regenerator, ad esempio,
il tempo attualmente impostato per prendere eettivamente in considerazione la
nota di servizio  e di cinque minuti.
B.2 Controlli sulle entry di rigenerazione
Le entry di rigenerazione possono essere pubblicate da chiunque. Non vi  e nessun
meccanismo di controllo che impedisca ad un nodo maligno di ngersi attivo
dal punto di vista della rigenerazione del le. Al metodo blockRegeneration  e
adato il compito di controllare che la rigenerazione compiuta dagli altri nodi
stia facendo progressi.
1 private boolean blockRegeneration(IBlockIdentifier blockID) throws IOException ,
ClassNotFoundException{
2 IBlockIdentifier tmpBlockID = new BlockIdentifier(blockID.getFileID(),
blockID.getBlockID());
3 ServiceNote service = DHTManager.getServiceNote(blockID , "regenerate");
4 if (service==null)
5 return true;
6 else if(service.elapsedTime() >300000)
7 return true;
8 else{
9 RegenerationInfo informations = RegenerationFile.
deleteInformation(blockID);
10 int copies = DHTManager.countRemoteIdentifier(blockID);
11 if(informations == null){
12 if (copies <this.MIN_NUMBER_OF_BLOCKS_ON_THE_NET){
13 RegenerationFile.storeInformation(tmpBlockID ,
tmpBlockID , copies);
14 return false;
15 }
16 }
17 else{
18 int oldCopies = informations.getCopies();
19 if(copies <=oldCopies)
20 return true;
21 }
22 }
23 return false;
24 }
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Il metodo blockRegeneration viene chiamato ogni volta che il rigeneratore
ha intenzione di controllare lo stato del blocco. Per prima cosa esso cercher a una
entry di rigenerazione associata al blocco salvata su DHT (riga 3). Se questa non
 e presente (riga 4) avr a inizio la rigenerazione, altrimenti viene eseguito un con-
trollo sul tempo trascorso dall'ultima rigenerazione(riga 6). Se questo  e maggiore
di 5 minuti sar a necessario rigenerare.
Se nessuno dei precedenti controlli va a buon ne vuol dire che qualche altro nodo
sta rigenerando o nge di farlo. Ha cos  inizio la serie di veriche destinate al
controllo dei nodi maligni. Il metodo cercher a nel le di rigenerazione (Regene-
rationFile), salvato su disco, se nel ciclo di rigenerazione precedente sia gi a stata
salvato il record regenerationInfo relativo a quel blocco (righe 9 e 11), contenente
il numero di copie del blocco nell'istante del controllo. Considerando che in questo
le viene salvato il numero di copie del blocco solo se lo stato  e insoddisfacente,
ci si accerter a che il numero delle note sia aumentato, cio e che lo stato del le sia
migliorato rispetto alla rigenerazione precedente. Nel caso in cui il numero delle
entry relative al blocco sia rimasto invariato o sia addirittura diminuito si dovr a
dare inizio alla rigenerazione del blocco (righe 19 e 20). Se il le di rigenerazione
non contiene informazioni relative al blocco (riga 11) ci si limiter a ad eettuare
un controllo che verifchi lo stato del blocco e ne salvi eventualmente il numero di
copie (righe 12-14) qualora risulti insoddisfacente.
41B. CODICE SORGENTE
42Bibliograa
[1] Paolo Bertasi. Progettazione e realizzazione in Java di una rete peer to peer
anonima e multifunzionale. Dipartimento di Ingegneria dell'Informazione,
Universit a di Padova, 2004.
[2] Andrea Debortoli. PariStorage 2009. Dipartimento di Ingegneria dell'Infor-
mazione, Universit a di Padova, 2009.
[3] Filippo Zen. PariPari Data Storage. Dipartimento di Ingegneria dell'Infor-
mazione, Universit a di Padova, 2007.
[4] Andrew S. Tanenbaum, Maarten Van Steen, L. Baresi. Sistemi Distribuiti:
principi e paradigmi. Pearson Paravia Bruno Mondadori, 2007.
[5] Glenn Ricart, Ashok K. Agrawala. An Optimal Algorithm for Mutual Exclu-
sion in Computer Networks. Communications of the ACM (CACM), Volume
24, 1981.
[6] Wuala. http://www.wuala.com/.
[7] D. Grolimund. Wuala - A Distributed File System. Google Tech Talks, 30
Ottobre 2007.
[8] D. Grolimund, L. Meisser, S. Schmid, R. Wattenhofer. Cryptree: A Folder
Tree Structure for Cryptographic File Systems. Computer Engineering and
Networks Laboratory (TIK), ETH Zurich, 2006.
43BIBLIOGRAFIA
44Elenco delle gure
1.1 Grafo bipartito che rappresenta l'erasure code. . . . . . . . . . . . 8
1.2 Store di un le nella storage cloud di PariPari. . . . . . . . . . . . 9
1.3 Nota relativa al servizio di storage distribuito. . . . . . . . . . . . 9
1.4 La struttura di una entry particolare salvata su DHT. . . . . . . . 10
1.5 La struttura di una entry globale salvata su DHT. . . . . . . . . . 11
2.1 Matrice di adiacenza e matrice inversa relative al grafo di gura 1.1. 15
2.2 La ricostruzione di un blocco da parte di Regenerator. . . . . . . 17
2.3 Gruppi di blocchi necessari per la rigenerazione di S0. . . . . . . . 18
2.4 Gruppi di blocchi necessari per la rigenerazione di C0. . . . . . . . 18
2.5 Struttura di una entry di servizio associata a una risorsa salvata
su DHT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Struttura di una entry di rigenerazione associata a un le. . . . . 20
2.7 Struttura di una entry di rigenerazione associata a un gruppo di
blocchi salvata su DHT. . . . . . . . . . . . . . . . . . . . . . . . 21
3.1 Funzionamento di Renewer. . . . . . . . . . . . . . . . . . . . . . 25
3.2 Confronto tra il numero di note con e senza minimizzazione. . . . 27
3.3 Informazioni serializzate relative al le leID@owner salvate su disco. 28
3.4 La ricostruizione di un blocco da parte di FileStatusManager. . . 29
A.1 L'insieme C0 contiene i suoi vicini nel grafo di adiacenza . . . . . 35
A.2 Note di rigenerazione cercate su DHT prima della rigenerazione di
S0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
A.3 Note di rigenerazione cercate su DHT prima della rigenerazione di
S2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
A.4 Note di rigenerazione cercate su DHT prima della rigenerazione di
S3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A.5 Blocchi mancanti in grigio . . . . . . . . . . . . . . . . . . . . . . 37
A.6 Esempio di rigenerazione . . . . . . . . . . . . . . . . . . . . . . . 38
45