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From a theoretical standpoint, the accurate description of potential energy 
surfaces for bond breaking and the equilibrium structures of metal-ligand catalysts are 
distinctly similar problems. Near degeneracies of the bonding and anti-bonding orbitals 
for the case of bond breaking and of the partially-filled d-orbitals for the case of metal-
ligand catalyst systems lead to strong non-dynamical correlation effects.  Standard 
methods of electronic structure theory, as a consequence of the single-reference 
approximation, are incapable of accurately describing the electronic structure of these 
seemingly different theoretical problems. The work within highlights the application of 
multi-reference methods, methods capable of accurately treating these near-degeneracies, 
for describing the bond-breaking potentials in several small molecular systems and the 
equilibrium structures of metal-salen catalysts. The central theme of this work is the 
ability of small, compact reference functions for accurately describing the strong non-






 The ability to a priori calculate the properties of atoms and molecules has long 
been recognized to be of central importance in chemistry, in atomistic and molecular 
physics, and more recently in molecular biology and biophysics.  Theoretical calculations 
enable the exploration of molecular properties for species that are difficult, quite often 
impossible, to study experimentally.  Indeed, even for systems that afford experimental 
exploration, theoretical investigations are capable of providing atomic-level insight that 
may not be afforded by experimental means.  The combination of experimental 
exploration and theoretical insight often provides the most highly detailed level of 
understanding for molecular systems and reaction mechanisms.  
 Computational chemistry, to a large degree, has piggybacked to the forefront of 
the research world as a consequence of the “Moore’s Law” growth in computational 
power [1, 2]. Although a purely empirical observation that dates back to 1965, the 
accuracy of “Moores Law” and the rapid advances in computational abilities that it has so 
accurately predicted have made high-level calculations of chemically interesting systems 
readily available to most chemists [3]. These statements should, in no way, detract from 
the simultaneous advances that have taken place in the development and implementation 
of new and improved algorithms by the computational community [4-30]. No doubt 
future advances in both areas will continue to enhance the impact of computational 
methods in the chemical sciences. 
 2 
The Born-Oppenheimer Approximation and the Independent-Particle Model 









"h( )  (1.1) 
where Ĥ  is the molecular Hamiltonian operator, !
i
 is a state vector in Hilbert space, 
and E
i
 is an allowed energy level.  The total (non-relativistic) molecular Hamiltonian for 
a system of N  electrons and M  nuclei takes the form (in atomic units)  
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 respectively.  The final term in (1.2) is the electron-nucleus 
attraction term, V̂
Ne
. Equation (1.1) is formally a second-order differential equation in 
3 N + M( )  variables that is closed-form solvable for only the simplest of systems.  
Certain approximations are required to obtain solutions (albeit approximate) to (1.1) for 
nontrivial chemical systems. 
  The first approximation routinely applied is the so-called Born-Oppenheimer 
approximation [31]. The disparity of the nuclear and electronic masses allows for the 
electronic motion to accommodate, almost instantaneously, the motion of the nuclei.  
This allows for a (almost exact) separation of nuclear and electronic motion, where the 
electrons move adiabatically on the potential created by the nuclei.  This simplifies the 





















Note that, in (1.3), the nuclear kinetic energy under the Born-Oppenheimer 
approximation goes to zero while the nuclear-nuclear potential is constant.  This greatly 
simplifies our problem to one of solving for the electronic wavefunction (state function), 
!
m




N( ) !m R( ) = Em R( ) !m R( ) . (1.5) 
Equation (1.5) is the electronic Schrödinger equation, the solutions of which accurately 
describe the structure and motions of the electrons in the vast majority of chemical 
systems.  The research presented within this thesis details the problems with obtaining 
accurate solutions to (1.5) for systems where standard approaches of electronic structure 
theory often break down. 
Although the Born-Oppenheimer approximation simplifies the solution of (1.1) to 
one for just the electronic motion, equation (1.5), further approximations are required to 
make the equations tractable for chemical systems. This is where the independent-
electron models arise.  The independent-electron models transform the problem in (1.5) 
from the solution of a full N-electron Hamiltonian to that of N 1-electron Hamiltonians.  
Of the independent-electron models, none has obtained the use and fruitfulness of the 
Hartree-Fock (HF) model. In HF theory, the wavefunction is represented as a single 
Slater determinant of spin orbitals, thus enforcing the antisymmetry properties of the 
electronic wavefunction. In restricted closed-shell HF theory (RHF) this results in 
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The !
i
’s are taken to form an orthonormal set of spatial molecular orbitals.  For the 
closed-shell case, the expression for the energy of the system takes the form 
 E = 2 !i h !i
i
" + 2 !i! j !i! j # !i! j ! j!i$% &'
i> j
" . (1.8) 














# , (1.9) 
including the electronic kinetic energy and the electron-nuclear potential energy terms.  
The second term contains the two-electron contributions, 
 






1" dx2# p* x1( )" # q* x2( )r12$1# r x1( )# s x2( ) , (1.10) 
which are simply the two-electron repulsion terms in physicist’s notation [32].  In typical 
applications, the spatial orbitals are expanded in term of some finite basis set of atom-
centered Gaussian-type orbitals.  In HF theory the orbitals (expansion coefficients) are 
optimized variationally to yield the lowest single-determinant energy subject to spatial 
and spin symmetry restrictions (and orbital orthonormallity conditions).  As will be 
discussed below, HF theory is not capable of providing reliable energetics for 
chemically-relevant energy differences.  However, HF theory is typically the starting 
point for the vast majority of ab initio chemical investigations. 
 5 
Electron Correlation and Post-HF Methods 
 Clearly,  Ĥ  (and subsequently the electronic Schrödinger equation) is not exactly 
separable into 1-electron Hamiltonians.  The equations are coupled, which is to say that 
the motion of the electrons is correlated. The magnitude and nature of electron-
correlation effects, being essentially the corrections to independent particle models, will 
be dependent to the choice of orbital model with respect to which such correlation effects 
are considered [33]. However, in this work we will adhere to the widely accepted 
definition of the correlation energy (more appropriately the basis-set correlation energy) 




= ! " E
HF
. (1.11) 
It is of use to note that, although it is a common misconception and the definition of E
corr
 
as defined above implies that HF theory does not include any explicit electron 
correlation, the HF approach does indeed include some account of electron correlation 
effects. Through the use of a Slater determinant, which obeys the well-known 
antisymmetry (Pauli exclusion) principles for the exact electronic wavefunction, HF 
theory includes a small amount of correlation energy for same-spin electrons. Often 
referred to as Fermi correlation, this effect results in an over stabilization of high-spin 
states described by HF theory. Owing to the fact that HF theory is a variational method, 
E
corr
 will always be a negative quantity.  Relative to the total energy, E
corr
 is a small 
quantity.  HF theory is capable of recovering approximately 99% of the total energy for 
most molecular systems at their equilibrium geometries (98.5% for He2, 98.9% for LiH, 
99.04% for H2O, 99.5% for N2, and 99.5% for NH3) [33]. It is unfortunate that the 
 6 
magnitude of the error in HF theory, E
corr
, is the same order of magnitude as the energies 
for chemically interesting phenomena.   
Given that HF theory is capable of recovering such a large percentage of the total 
energy, one might assume that the HF wavefunction provides a reasonable starting point 
(reference function) from which to stage more advanced approaches. It is typically true 
that HF theory does provide a reasonable starting point for more advanced “correlated” 
methods of electronic structure. To a large extent, although not exclusively, standard 
methods of electronic structure theory are based upon HF reference functions. Such 
approaches are typically referred to as post-HF methods.  The vast majority of post-HF 
methods can be classified into one of three categories or models of electron correlation: 
configuration interaction (CI), perturbation theory (PT), or coupled cluster theory (CC).  
As will be discussed below, each of these models, in actuality, defines a hierarchy of 
approximate methods that (in principle) can build in complexity to reach the exact 
solution to the Schrödinger equation. 
The HF determinant, although the best (in a variational sense) single-determinant 
description of the electronic structure, is not the only determinant which can be formed 
from the !
i
’s. Given any set of 2K  spin orbitals (such as those which would result from 







 different N-electron Slater determinants. The set of all N-particle states that can be 
formed from the 2K  spin orbitals will be denoted as F 2K ,N( ) .  Such a set forms a 
abstract linear vector space which is just a subspace of the 22K -dimensional Fock space, 




F 2K( ) = F 2K ,g( )
g=0
2K
! . (1.12) 
Each determinant in F 2K ,N( )  can be represented by an occupation-number vector k , 
 
 











The HF determinant in this notation, typically written as !
0


















It is often convenient to express “excited” or “substituted” determinants relative to !
0
 
using operators. Such operators are referred to as second quantized operators. In the 
standard formulation of quantum mechanics, observables are expressed as operators 
acting upon the states (functions).  In second quantization, both the operators and the 
states they act upon are represented as operators.  Although a detailed presentation of 
second quantization is beyond the scope and the needs of the work presented, a brief 
introduction to some of the key concepts will facilitate some of the later discussion.  For 
the interested reader many of the intricacies and details of second quantization can be 
found elsewhere [34, 35]. 
In second quantization all states (and all operators) are constructed in terms of 
elementary creation and annihilation operators.  Determinants other than !
0
 are 
constructed by strings of these operators acting, typically, upon !
0
. The creation 
operator a
a

























Unsurprisingly, the annihilation operator a
i

























Here, and throughout this thesis, the indices 
 
i, j,k,…  will be used to represent spin-
orbitals occupied in the reference, indices 
 a,b,c,…  correspond to virtual (unoccupied) 
orbitals, and the indices 
 
p,q,r, s,…  for the general case of orbitals that can be either 
occupied or unoccupied. It suffices to say that any vector in F 2K( ) , and subsequently in 
F 2K ,N( ) , can be expressed as a string of creation and annihilation operators acting 
upon the reference state !
0
. The exact N-particle solution of (1.5) for a fixed one-
particle basis of dimension K  can in principle be expressed exactly in terms of the vector 
space F 2K ,N( ) . 
The configuration interaction approaches [36] approximate the exact N-particle 














































If the expansion in (1.17) is not truncated (except when the number of creation and 
annihilation operators reaches N , the number of electrons) we arrive at the full 
configuration interaction (FCI) approach.  FCI provides the exact solution to (1.5) in the 








In typical applications, the FCI expansion grows far too rapidly to provide a tractable 
approach.  However, the expansion in (1.17) provides several logical places for 
truncation. When restricted to the first two terms (all singly-excited determinants), we 




 as a consequence of Brilluoin’s theorem [37]; however they do provide an 
adequate zero-order representation of singly-excited electronic states]  Inclusion of 
higher-order terms provides CI singles and doubles (CISD); CI singles, doubles, and 
triples (CISDT); and an entire hierarchy of higher-order CI approaches.   
As !
0
 is expected to be a very good approximation to !
0
 for many 
molecular systems, the application of perturbation theory (PT) to systematically improve 
upon HF theory is indeed tempting.  The most widely applied and successful post-HF 
method has been the PT approach of Møller and Plesset truncated at second-order (MP2) 
[32]. In Møller-Plesset PT, the Fock operator is taken as the zero-order potential and 
!
0
 as the zero-order wavefunction. The HF energy is the sum of the zero- and first-
order energies and the first-order wavefunction (second-order energy) is spanned by only 




























(1) . (1.19) 
Although it is certainly possible to extend the perturbation expansion further down the 
hierarchical MPn series, it has been demonstrated that the perturbation series is slowly 
convergent (if convergent at all) [38-40] and typical applications seldom venture beyond 
MP2. 
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The coupled cluster ansatz has proven to be one of the most highly accurate post-
HF methods.  The success of the CC approaches is a consequence of the exponential 











































) T̂2 = tijabab†aa†aiaj
ab
ij
) T̂3 = tijkabcac†ab†aa†aiajak
abc
ijk
) . (1.20) 
If all T̂
n
 are included in the expansion, one arrives at the FCI limit.  However, the 
exponential expansion for a truncated CC model results in the inclusion of higher-order 
excitations as products of lower-order excitations (i.e. quadruple excitations as products 
of double excitations). Truncated CC methods (unlike truncated CI) are size extensive 
and size consistent. The term size-consistency refers to the additive separability of the 








where EAB is the energy of a system composed of two noninteracting fragments, A and B, 




 are energies of the corresponding fragments. Size 
extensivity is a property attributed to methods where the energy scales linearly with the 
size of the system.  The accuracy of size-extensive methods will not degrade as the size 
of the system increases. 
While the post-HF models presented above differ greatly in the manner by which 
they include corrections to the HF reference, the primary assumption of these (and all) 
post-HF methods is that !
0
 is the leading contribution to !
0
 and the contribution of 
other determinants is relatively small.  When this is the case, the approaches presented 
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above (when truncated at reasonable order) provide highly accurate descriptions of the 
correlation energy. 
Dynamical and Non-Dynamical Electron Correlation 
The HF model separates the N-electron Schrödinger equation, equation (1.5), into 
N 1-electron equations by replacing the electron-electron repulsion term with the 
interaction of each electron with the average potential created by the remaining N-1 
electrons. This is the so-called mean field approximation [32]. In reality each electron 
responds instantaneously to the positions of the remaining N-1 electrons and the post-HF 
methods discussed above attempt to recover these interactions, referred to as dynamical 
correlation. When the HF approach provides an adequate solution to the electronic 
structure problem, the corrections for dynamical correlation are small and the post-HF 
methods above provide highly accurate results. However, under certain circumstances 
discussed below the HF method fails to provide a reasonable description of the electronic 
structure of the system. 
While the mean-field approximation is certainly the most highly discussed and 
well understood approximation inherent to HF theory, there is a second approximation 
intrinsic to the theory that causes the HF description of the electronic structure to break 
down under certain circumstances. The single reference approximation assumes that the 
electronic structure of the system can be well described (at least at zero order) by a single 
Slater determinant. This is typically the case for most well behaved systems at their 
equilibrium geometries. The variational nature of the self-consistent field (SCF) 
procedure attempts to arrive at the “best” single determinant description of the electronic 
structure for the given one-particle basis. However, for systems that exhibit near-
 12 
degeneracy of two or more electronic configurations the single-reference approximation 
breaks down. In such cases, the electronic structure can only be well described by a 
superposition of these degenerate or nearly-degenerate configurations. The effect of near-
degeneracy in electronic configurations has been termed nondynamical correlation (also 
referred to as static correlation and left-right correlation). 
Nondynamical correlation can be best understood by considering a specific 
example. Subsequent sections will address the role of nondynamical correlation in two 
important areas of chemistry; bond-breaking potentials and transition-metal catalysts. The 
model considered here has been used extensively to test the reliability of approximate 
methods of electronic structure for systems exhibiting large nondynamical correlation 
effects [41-47]. For now, consider the simple H4 model system constructed by previous 
authors [48]. The H4 model, depicted in Figure 1, consists of two stretched hydrogen 
molecules in an isosceles trapezoidal arrangement. All nearest-neighbor distances are 
fixed at 2 bohr and the model parameter ! 0 " ! " 1 2( )  transforms the system from non-
degenerate (single-reference) at ! = 1 2  to a fully degenerate case at ! = 0 . At ! = 1 2  
the system consists of two co-linear hydrogen molecules and the correlation energy is 
predominately dynamical. However, at ! = 0  the system consists of two degenerate 
electronic configurations, one describing bonding between 1 and 2 and 3 and 4 and one 
describing bonding between 1 and 4 and 2 and 3 [see Figure 1]. As !  varies between 
these two values the mixing (or interaction) between these two distinctly different 
electronic configurations will vary; i.e. the strength of both the dynamical and 
nondynamical correlation effects will change. In the degenerate case, ! = 0 , the sinlge-
 13 
reference approximation intrinsic to HF theory breaks down giving rise to large errors for 
HF and post-HF methods. 
 
Figure 1. Nuclear configurations and definition of the model parameter α for the H4 model. Figure 
reproduced from reference 48. 
With the exception of a few specific examples, the correlation energy from (1.11) 
is not explicitly separable. For the H2 molecule at infinite separation there is clearly not 
any dynamical correlation and the correlation energy is purely non-dynamical. Likewise, 
the uniform electron gas has no degeneracy and the correlation energy is thus considered 
to be entirely a dynamical effect [49]. While some authors have put forward definitions 
of the nondynamical (an thus the dynamical) correlation energy [49], such separations of 
the correlation energy are somewhat arbitrary and can lead to unphysical interpretations 
under certain circumstances. Nonetheless, the conceptual separation of the correlation 
energy into two distinctly separate effects (those arising from the instantaneous 
interaction of the electrons and those arising from near-degeneracy in electronic 
configurations) has proven extremely useful. Subsequent sections will highlight the 
importance of non-dynamical correlation for bond-breaking potentials and transition-
metal catalysts, focusing on the fertility of minimalistic descriptions of such effects when 
combined with corrections for dynamical electron correlation. 
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CHAPTER 2 
NON-DYNAMICAL CORRELATION AND BOND BREAKING 
This section outlines the difficulties associated with nondynamical correlation 
effects as they pertain to the bond-breaking problem. While the post-HF methods 
described previously provide high-accuracy results for small chemical systems at their 
equilibrium geometry, the ability to understand most chemical processes of interest (i.e. 
reaction mechanisms) requires knowledge of the potential energy surface and the ability 
to accurately describe the making and breaking of chemical bonds. As bonds are 
stretched far from equilibrium near degeneracies arise among the electronic 
configurations. The problem is best understood by considering the dissociation of the H2 
molecule, which has been extensively discussed by other authors [32, 34]. 
For minimal-basis H2 (a single atomic basis function on each center), the RHF 
molecular orbitals give rise to bonding ! g( ) and antibonding ! u( )  combinations that can 
be demonstrated to be  
 
! g r( ) = Ng "A r( ) + "B r( )#$ %&
! u r( ) = Nu "A r( ) '"B r( )#$ %& . (2.1) 
The !
A /B
’s are the atomic basis functions centered at nucleus A/B and the normalization 




2 1+ S( )
Nu =
1
2 1! S( )
, (2.2) 
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where S is the overlap between the two atomic basis functions. In the limit of infinite 
separation the overlap goes to zero and the normalization constants both tend to 1 2 . At 
infinite separation, the energy of the system should be the sum of the energies of two 





2 for this 
system) severely overestimates the dissociation limit for even H2. By requiring the 
electrons to occupy the same spatial molecular orbital they interact in HF theory even at 
infinite separation.  Both electrons are forced to have the same spatial distribution, which 
is clearly not appropriate for infinitely separated hydrogen atoms.  This results in terms 
that not only describe the dissociation to  Hi + Hi  but also to H-  + H+ . The remaining 
determinant of appropriate !g




2 . This describes a system where both of the electrons are out of 
phase. At the dissociation limit it no longer matters if the electrons are in phase or out of 
phase, and both !
g
r( )
2  and !
u
r( )
2  are degenerate electronic configurations. Thus, 
both determinants are required for an accurate description of the noninteracting hydrogen 














2 . (2.3) 
As can be seen, the appropriate description of the hydrogen molecule at infinite 
separation requires the inclusion of two equally important determinants and the 




2  configuration will vary from its value at infinite separation and the correlation 
energy will consist of a mixture of dynamical and nondynamical effects. The problem 
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presented here is not specific to bond breaking in H2 and is not a consequence of the 
minimal one-particle basis set employed. Indeed, restricted HF theory is unable to 
describe the homolytic dissociation of a closed-shell system to noninteracting open-shell 
fragments due to the presence of the ionic terms in the closed-shell description. The 
problem can be somewhat helped by removing the requirement that the !  and ! spin-
orbitals be constructed from the same spatial molecular orbitals, as is done in the 
unrestricted HF (UHF) formalism. However, while UHF can provide a qualitatively 
correct description of the dissociation process the resulting wavefunctions are heavily 
spin contaminated. This will lead to complications in the prediction of spin-dependent 
properties. 
While post-HF methods based upon RHF reference functions, when truncated at 
an appropriate order, do include both of the dominant configurations necessary to 









) are not treated on an equal footing. Consider the CISD approximation, 














2 ), the remaining singly- and doubly-excited determinants primarily 
describe dynamical correlation effects in the 
 
! !( )
2  configuration. Thus, CISD tends to 





 configuration. The MP2 energy (when based upon RHF reference functions) 
diverges due to the presence of small denominators in the second-order energy from 
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(1.19), a consequence of the degeneracy of the bonding and antibonding orbitals. Even 
one of the most robust post-HF methods CCSD(T), which includes all singles and 
doubles with a perturbative treatment of triple excitations, can provide unphysical 
potentials for simple molecular systems. The dissociation energy predicted by post-HF 
methods can be improved by employing a UHF reference function, although such 
approaches are often spin contaminated and have difficulty accurately describing the 
potential at intermediate bond lengths. 
The accurate description of the dissociation process requires treating all nearly-
degenerate configurations on an equal footing. The nature of the single-reference 
approximation makes this extremely challenging for post-HF methods to accomplish.  
Some authors have attempted to overcome the single-reference breakdown through the 
development of “dressed” single-reference methods that include limited numbers of 
higher-order excitations [50] and other authors have examined using orbitals other than 
the RHF or UHF orbitals as a starting-point for single-reference methods [44, 47, 48]. 
Ultimately, the only general way to treat nondynamical correlation effects accurately is to 
apply methods, generally referred to as multireference methods, capable of treating all 
nearly-degenerate configurations on an equal footing. However, as will be discussed in 
subsequent chapters, the use of true multireference methods provides a completely new 
set of challenges. 
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CHAPTER 3 
THE SPIN-FLIP AND SPIN-COMPLETE SPIN-FLIP APPROACHES 
As discussed above, the ab initio modeling of bond-breaking reactions remains a 
central challenge for standard theoretical methods.  Conventional post-HF treatments are 
incapable of remedying the deficiencies of the single-reference formalism.  While much 
effort has been applied by others to accurately treat the inherent multireference character 
of the molecular wavefunction within the reference space [51], an alternative approach 
pointed to by Krylov [52] attempts to reformulate the problem to remove the 
multireference character of the reference wavefunction.  The spin-flip (SF) models [52-
55] describe closed- and open-shell singlet states within a single-reference formalism as 
! " # , spin-flipping, excitations from a high-spin M
s
= 1( )  triplet reference state.  
While the singlet state becomes highly multireference as bonds are stretched far from 
equilibrium, the triplet state remains strongly single-reference across the entirety of the 
bond-breaking coordinate.  This results in significantly smaller corrections for dynamical 
and nondynamical electron correlation [52]. Formally an equation of motion (EOM) 
approach in which the target states are sought in the basis of determinants which 
conserves the number of electrons but flips the spin of one electron, numerous SF 
approaches have been developed for the description of bond breaking and diradicals [52-
66]. 
The Spin-Flip Model 
The simplest member of the SF hierarchy of methods, referred to both as SF-SCF 
and SF-CIS [52], treats the target states as single (spin-flipping) excitations from the SCF 
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description of the high-spin reference state.  For the case of breaking a single bond, the 
SF-CIS wave function is: 




$$  (3.1) 
where !
0
""  is a single Slater determinant describing the high-spin reference state and R̂
1
 










! . (3.2) 
The second-quantized operators â+  and î  create a particle in spin-orbital a  and a hole in 
spin-orbital i  respectively.  The amplitudes, r
i
a  are determined by the diagonalization of  
the electronic Hamiltonian in the basis of the singly-excited SF determinants.  As pointed 
out by Krylov, the spin-orbital formulation is identical to that of the conventional CIS 
model [59, 67]. 
The simplest model, SF-CIS, demonstrated a systematic improvement over both 
spin-restricted or spin-unrestricted HF models for breaking single bonds for several 
systems [52]. The SF-CIS wave function and corresponding energies are qualitatively 
correct and remain well balanced along the entirety of the bond-breaking coordinate. For 
the challenging case of F2 (De = 1.66 eV ), the SF-CIS approach provides a dissociation 
energy of 0.28 eV  compared to a value of 10.69 eV  from RHF [52]. When augmented 
with corrections for dynamical correlation either through perturbation theory via SF-
CIS(D) or through optimized-orbitals coupled cluster doubles via SF-OD the values are 
1.14 eV  and 1.24 eV  respectively [54]. The SF formulation extends previously-existing 
single-reference methods to regions away from equilibrium [52-55, 59, 63, 65]. The SF-
CIS methods provides a superior starting point than the conventional RHF reference for 
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regions away from equilibrium.  Furthermore, it has been demonstrated that the SF-CIS is 
size-consistent [52], as defined in (1.21).  While the SF-SCF approach is size-consistent 
and does provide a dramatic improvement to the conventional HF reference for bond 
breaking, the SF-CIS formalism suffers from spin contamination effects addressed below. 
The Spin-Complete Spin-Flip Model 
Although the SF methods are capable of effectively describing the multireference 
nature of the wave function using a single-reference formalism, the SF solutions are not 
pure spin eigenfunctions.  By arbitrarily choosing the αα reference from the three 
degenerate components of the triplet state, a slight imbalance occurs in the treatment of 
degenerate spin configurations in the final wave function. Since all the leading 
determinants are present in the SF subspace together with their spin-coupled counterparts, 
the resulting spin contamination of target wave functions is rather small (although it can be 
large for excited states—see the following). In other words, the spin contamination of the 
SF wave functions is due to the spin polarization of the SF wave functions, rather than spin-
symmetry breaking which single-reference methods often exhibit when a single-
determinantal description is not appropriate [68]. Despite the above-mentioned imbalance, 
the simplest SF method, SF-CIS performed well on several test cases [52] and was greatly 
improved once augmented with perturbative corrections to include dynamical correlation as 
in SF-CIS(D) [54], or when all double excitations were explicitly included as in SF-CISD 
[55]. The success of the SF approach leads to questions concerning the improvement that 
might be obtained by using spin-complete wave functions. This work [69] presents a spin-
complete variant of the SF-CIS model, denoted SC-SF-CIS. The following sections discuss 
the theoretical approach and implementation of the SC-SF-CIS model and presents results 
for excitation energies, equilibrium geometries, and potential energy curves for dissociation 
of a single bond in several small molecules.  
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Spin-completeness of the SF-CIS Wave Function: Theory and Implementation 
For open-shell electron configurations, several determinants are required to form an 
eigenfunction of  S!
2
. For a simple example, consider the case of two electrons in two 
orbitals. Of the four M
s









# . When the same set of spatial orbitals is employed for the !  and !  spin-
orbitals, the closed-shell determinants are spin pure, i.e., they are eigenfunctions of both the 
 S
!  and the  S!
2








# , are not 
eigenfunctions of  S!
2
. However, they do form what we will call a spin-coupled set, and 
singlet and triplet  S!
2
 eigenfunctions are obtained by the appropriate linear combination of 








#( ) . Thus, a CI wave function that includes 
one of these determinants must also include the other if the total wave function is to be a 
spin eigenfunction. 
Turning back to the SF approach, consider the simple case of four electrons in 
four spatial orbitals, as in Figure 2. Configurations (b) through (j) result from single SF 
excitations from the reference (a). Configurations (b) and (c) are of a closed-shell type 
(i.e., contain no unpaired electrons) and are thus spin eigenfunctions. Open-shell 
configurations (d) and (e) include singly occupied spatial orbitals and are thus not spin 
eigenfunctions of the system, but do form a ‘‘spin-coupled’’ set and thus can be 
combined to obtain an eigenfunctions of  S!
2
. Configurations (f)–(j) are not spin 
eigenfunctions, and their ‘‘spin-complements’’ cannot be obtained by a single SF 
excitation from (a). Thus, a linear combination of (b)–(j), i.e., the SF-CIS wave function 
for this particular system, is not a spin eigenfunction. The missing spin-complements of 
(f)–(j) are shown in Figure 3. These nine determinants should be added to the nine SF-
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CIS determinants from Figure 2 to achieve spin-completeness. For the case of six 
electrons in six spatial orbitals, the SF-CIS space consists of 16 determinants. To form the 
SC-SF-CIS wave function, 28 additional determinants are required. 
 
Figure 2. System consisting of four electrons in four orbitals.  Configuration (a) is the triplet 
reference.  Configurations (b)-(j) are produced by single spin-flipping electronic excitations.  Note 
that (b) and (c) are spin eigenfunctions and that (d) and (e) form a "spin-coupled" set.  However, 
configurations (f)-(j) are all missing one or more complementary spin configurations. 
 23 
 
Figure 3. Determinants (f)-(j) from Figure 2 and the corresponding "spin-complements." 
In order to estimate the total number of determinants in the SF-CIS and the SC-
SF-CIS subspaces, let us partition the molecular orbital space into three subspaces; (i) a 
subspace of O doubly occupied orbitals denoted by O ; (ii) a subspace of X  singly 
occupied orbitals denoted by X  (for the triplet reference, X  contains only two molecular 
orbitals); and (iii) a subspace of V  unoccupied orbitals denoted by V . The choice of the 
partitioning is defined by the appropriate high-spin reference. The total number of 
electrons is thus equal to 2O + X . If there are no symmetry imposed restrictions, the 
target SF-CIS subspace contains 2(O +V + 2) +OV determinants: four X! X  
excitations [determinants b( )– e( )  from Figure 2]; 2O  and 2V  excitations of the O! X  
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and X!V types, respectively, since X = 2  for the SF reference [determinants h( ) , i( )  
and f( ) , g( ) ]; and OV  determinants of the O!V type [determinant j ]. The spin-
complements from Figure 3 are formally a restricted subset of double and triple spin-
orbital excitations relative to the high-spin triplet reference. The f '( )  and g '( )  type 
determinants are X! X , X!V doubles (there are 2V  of these). Likewise, the h '( )  
and i '( )  type determinants are X! X , O! X  doubles (there are 2O  of these). The 
j
1
'( ) , j2 '( ) , j4 '( ) , and j5 '( )  type determinants are X! X , O!V  doubles ( 4OV  
total). Finally, there are OV  triple X! X , X! X , O!V  excitations of the j
3
'( )  
type. To summarize, the total number of determinants in the SC-SF-CIS is 
4 O +V +1( ) + 6OV . Thus, the number of determinants included in either method is 
! OV( ) . For a specific example, the HF molecule in a 6-31G basis, taking symmetry 
restrictions into account and with the 1s orbital on fluorine frozen, requires 17 
determinants for SF-CIS and 50 determinants for SC-SF-CIS. 
We have implemented the SC-SF-CIS model by modifying the restricted active 
space configuration interaction (RAS-CI) program, DETCI [36]. In the RAS-CI method, 
determinants are selected by partitioning of the molecular orbitals into several subspaces 
and then choosing determinants according to the number of electrons allowed in each 
subspace. As described by Sherrill and Schaefer [36, 70, 71], we divide the active 
(nonfrozen) orbitals into four subspaces, labeled I, II, III, and IV. The orbital partitioning 
is determined by the specific bond to be broken. The bonding orbital !
B
 defines the RAS 
II subspace, and all other active occupied orbitals are placed in RAS I. RAS III contains 
the corresponding antibonding orbital !
B
*  , and all remaining virtual orbitals are placed in 
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RAS IV. In terms of the O , V , and X  subspaces introduced earlier, RAS I and RAS IV 
correspond to the O and V subspaces, respectively, while RAS II and RAS III form 
together the X subspace. 
Once the orbitals have been distributed among these RAS subspaces, the 
determinants for the SC-SF-CIS are chosen as follows. A maximum of one excitation is 
allowed from RAS I, a maximum of two electrons are allowed in RAS III (which 
contains only a single orbital anyway), and a maximum of one electron is allowed in RAS 
IV. A maximum of two electrons are allowed simultaneously in RAS III and RAS IV. 
Finally, if an electron is in RAS IV, then there must be at least one hole in RAS II. These 
rather complex rules are necessary to generate exactly the SC-SF-CIS determinantal 
subspace, and are different from the usual RAS-CI procedures [36, 71].  
The above-mentioned scheme for selecting determinants can be used with any 
type of molecular orbitals, allowing us to investigate the effect of different orbital choices 
in addition to testing the importance of spin-completeness. The EOM formulation of the 
SF models suggests that one employ orbitals obtained for the high spin reference state 
[either unrestricted Hartree–Fock (UHF) or restricted open shell Hartree–Fock (ROHF) 
or Brueckner-type, as in spin-flip optimized orbital coupled-cluster doubles (SF-OD)]. 
Previous SF-CIS benchmarks employed UHF orbitals for the high-spin triplet of the 
appropriate symmetry. In the present work, we also use high-spin triplet Hartree–Fock 
orbitals, but they are obtained in the ROHF procedure (for rigorous spin-completeness, it 
is necessary to use the same spatial molecular orbitals for !  and !  spin-orbitals).We 
have also tested the performance of the restricted Hartree–Fock (RHF) orbitals obtained 
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for the closed-shell singlet wave function, as well as two-configuration self-consistent-
field (TCSCF) orbitals. 
Although our CI space is generated in the RAS-CI scheme as described earlier, 
for simplicity we will speak as though the space is generated from a triplet ‘‘reference’’ 
as in the original SF-CIS procedure. Results were generated using the lowest triplet state 







*#  as the bond is stretched. 
Size-Consistency of the SC-SF-CIS Method 
In this section, we discuss the size-consistency of the SC-SF-CIS model, closely 
following the presentation from Ref. [55]. We adhere to the terminology used in Refs. 
[55] and [72]. Recall the definition of size consistency presented in (1.21). Here, we 
restrict ourselves to the case where A and B are closed-shell systems. In the following we 
will show that SC-SF-CIS, using an UHF triplet reference, is size-consistent in the sense 
that the total SF energy is equal to the sum of the SF energy of fragment A and the HF 
energy of fragment B. Therefore, the accuracy of the SF-CI description of the bond 
breaking localized at a reaction center in a large molecule would not be affected by 
molecular size. However, SF-CI would fail to describe simultaneous breaking of two 
bonds, even in case of noninteracting bonds. 
For excited states described by the SF-CI or SF-CC models, the total energy of a 
target state consists of the reference energy and the corresponding transition energy. 
Thus, (1.21) is satisfied if (i) the reference energy of the composite system is the sum of 
the reference energies for fragments, and (ii) the transition energy is additive. Condition 
(i) is satisfied by any SF-CI model due to size-consistency of the Hartree–Fock model 
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given that the orbitals are obtained from the Hartree–Fock calculation for the SF 
reference determinant. In the following, we prove that the transition energy for the 
‘‘excitation’’ localized on fragment A in the super-molecule is the same as the transition 
energy for the fragment A, i.e., that energies of target states on the fragment A are not 
affected by the presence (at infinite distance) of the fragment B. Thus, the quality of SF-
CI description would not degrade with the increase of molecular size. However, the SF-
CI correlation energy is not additive. 




















 or AB (i.e., those which describe simultaneous excitation of 
both subsystems or electron transfer between them). 
In the SF implementation employing a triplet reference, the reference determinant 
is the Hartree–Fock determinant describing the !!  component of the reference triplet 
state. We assume that the two unpaired electrons are localized on fragment A [73]. Thus, 
0
A
 is the Hartree–Fock determinant for fragment A in the triplet state, and 0
B
 is the 
Hartree–Fock determinant for fragment B in the singlet state. Later in the discussion, we 
use 0  and p  to refer to (i) and (ii)–(iv) determinants, respectively. While 0  is the 
M
s
= 1 determinant, all p have M
s
= 0 , since they are generated by spin-flipping 
excitations from 0 . 
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In the separated limit, the Hamiltonian operator of the composite system is the 
sum of those for the individual fragments: 




.   (3.3) 
As pointed out by Koch et al. [74], the sufficient condition for size-consistency is 
a block-diagonal structure of the matrix of the Hamiltonian (3.3) in the above-described 
many-electron basis [75], which the rest of this section proves 
First, all the 0 Ĥ p  and p Ĥ 0  blocks are zero, because the determinants 
0 and p  describe states with different number of !  and !  electrons and, therefore, 
they do not interact across the (nonrelativistic) Hamiltonian. Using the shorthand notation 
Ĥ
PQ
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 is not necessarily zero, since the fragment B 






blocks are always zero, regardless of the 
levels of excitation included in the CI expansion, molecular orbitals used, and the 
multiplicity of the reference (as long as 0 and p  are of different M
s
). However, the 
Ĥ
A,AB












. In case of the SF-CI model employing a triplet reference and 
including up to M-tuple excited determinants, the CI expansion includes excitations which 
flip the spin of one electron. Thus, since the determinant !
A
 includes at least one electron 
excitation, the excitation level in the determinant !
B
 does not exceed M-1 substitutions. 
Therefore, term (3.7) does not exist for single excitations. Moreover, for any double 






 zeros out because of the Brillouin theorem (if one 
employs unrestricted Hartree–Fock triplet orbitals for the reference determinant). If the 
SF-CI expansion includes higher excitations, nonzero Ĥ
A,AB
terms may appear and violate 
size-consistency. 
As discussed in the previous section, spin-completeness of the SF-CIS method 
requires adding a selected subset of doubly and triply excited determinants. As shown 
earlier, for any double excitations, the Ĥ
A,AB
terms are zero. Therefore, we should 
consider only triply excited determinants from the SC-SF-CIS determinantal subspace, 
i.e., the X! X , X! X , O!V  excitations. Since such triple excitations include 
excitations of two electrons within the open-shell subspace X , the corresponding !
A
 
includes at least double electron excitation, and the excitation level in !
B
 is thus 
restricted to single substitutions. Thus, for the restricted triple excitations of the X! X , 
X! X , O!V  type, the Ĥ
A,AB
term is zero. Therefore, size-consistency of the SF-CIS 
model is not impacted by adding the selected subset of doubly and triply excited 
determinants as required by spin-completeness. However, all of the SF-CI models include 
terms violating size-consistency when the Brillouin theorem is not satisfied, i.e., in the 
case when restricted triplet or singlet orbitals are used. In the following, we present a 
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numerical example which demonstrates the effect of different orbital choices on the size-
consistency of excitation energies. 
Results and Discussion 
We present SC-SF-CIS results for several benchmark molecules and compare the 
results to the spin-incomplete SF-CIS approach. Using ROHF triplet orbitals allows a 
clear comparison of the effects of obtaining spin eigenfunctions, while SC-SF-CIS results 
using other orbitals facilitate the analysis of the importance of triplet orbitals to the 
success of the method. 
Be atom 
A clear example of the advantages of using spin-complete wave functions is given 
by the excited states of Be atom, which have already been investigated using the SF-CIS 
and spin-flip configuration interaction singles and doubles (SF-CISD) methods [52, 54]. 
The total and excitation energies for low-lying states of Be calculated in a 6-31G basis by 
different SF models, traditional CISD, and full CI are presented in Table 1. If the SF-CIS 
method is based upon a 3P 1s2 2s2pz( )  reference, then the 1s
2
2s2p
x( )  or 1s
2
2s2p
y( )  











y( )  components because the 1s2 2pz!2px,y"  determinants are missing. The 
SF-CIS roots corresponding to these states are heavily spin-contaminated and yield 
greatly overestimated excitation energies [52]. When all double excitations are explicitly 
present in the wave function (as in the SF-CISD model), the description of these states 
significantly improves: both spin-contamination and artificial energy splittings are 
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considerably reduced at the SF-CISD or SF-OD level. As expected, the perturbative 
account of doubles in the SF-CIS(D) method is not capable of restoring the balance. The 
SC-SF-CIS model explicitly includes the missing determinants and provides reasonable 
predictions of the excitation energies of these components of the lowest-lying 3P  and 1P  
states, as demonstrated in Table 1. In fact, the artificial splittings in the SC-SF-CIS are 
smaller than those in a more expensive SF-CISD model. The errors against full CI are 
fairly large (about 0.7 eV) but are about what should be expected for a method containing 




x,y( )  and 1s2 2s2pz( )  components of the lowest 3P  and 1P  states are not strictly 
degenerate, because even the spin-complete SC-SF-CIS approach fails to treat the three p 
orbitals on an equal footing when it singles out one of them (here, 2p
z
) to constitute 
RAS II. The SC-SF-CIS calculation with closed-shell singlet orbitals which have 
identical energies for all three of the 2p orbitals confirms that the failure to reproduce the 
exact degeneracy is due to the CI space, rather than the orbitals. In fact, singlet orbitals 
yield slightly larger splittings than triplet orbitals. Overall, the components that should be 
exactly degenerate are artificially split by no more than 0.05 and 0.004 eV with singlet 






x,y( )  components of the next-higher 3P  state is also considerably improved by 
the SC-SF-CIS method. To summarize, although the SC-SF-CIS approach is a 
considerable improvement in that it describes excited states that are not accessible by SF-
CIS, unfortunately it does not significantly improve vertical excitation energies of the 
states present in SF-CIS. 
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2( )  8.815 8.925 8.94 9.038 8.624 8.637 8.624 
a
SF methods employ a 3P 1s2 2s2pz( )  reference. 
 
As discussed earlier, the SC-SF-CIS excitation energies are rigorously size-
consistent only when UHF triplet orbitals are employed, due to the applicability of 
Brillouin’s theorem.  In this case, the quality of SC-SF-CIS is independent of molecular 
size, i.e., excitation energies of Be would not be affected by a Ne atom located 100 Å 
away. We use this example to investigate the numerical consequences of using ROHF 
triplet or RHF singlet orbitals in the SC-SF-CIS calculations. The ground state and 
excitation energies for Be with a Ne atom 100 Å away calculated using the same 6-31G 
basis set are given in Table 2. Both RHF orbitals of the ground state, Be 1S( )Ne 1S( ) , and 
ROHF orbitals of the lowest triplet state, Be 3P( )Ne 1S( ) , have been tested. The 
excitation energies for Be–Ne are identical to those for Be in most cases. For the states 
where the Be–Ne excitation energy differs from that of Be, the difference is always less 
than 0.001 eV. These results imply that the size-consistency of the SC-SF-CIS model is 
not considerably affected by using orbitals other than triplet UHF ones. Therefore, the 
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quality of SC-SF-CIS should be only slightly impacted by molecular size when using the 
restricted orbitals. The use of the restricted orbitals is important to ensure that the final 
wave function is an eigenfunction of Ŝ2 . 
Table 2. SC-SF-CIS ground state total energies (hartree) and excitation energies (eV) for Be atom 















































2( )  8.815 8.925 8.815 8.926 
a
SF methods employ a 3P 1s2 2s2pz( )  reference. 
  
H2O 
Although the spin-flip approach is designed for bond breaking problems, it is 
important to verify its performance for well-behaved molecules at their equilibrium 
geometries. Somewhat surprisingly, in previous work SF-CIS had difficulty in accurately 
predicting the equilibrium geometry of H
2
O  when the lowest-lying triplet state, 3B
1
, was 
used as a reference [54], while SF calculations using a higher 3B
2
 reference yielded 
accurate results. The origin of these problems has been attributed to near-instabilities 
found for the 3B
1
 Hartree–Fock wave function. Table 3 presents our SC-SF-CIS values 
for H2O using the standard Huzinaga–Dunning polarized double-!  (DZP) basis set. We 
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have employed the 3B
1
 reference (to compare to previous work) and a 3A
1
 reference 
which would be more appropriate for breaking the O–H bonds. 
Table 3. Total energies and equilibrium geometries for H2O using a DZP basis set.a 
Method Energy re  !e  
SC-SF-CIS(singlet orbs)/ 3B
1( )  -76.055 171 0.9511 106.14 
SC-SF-CIS(triplet orbs)/ 3B
1( )  -76.042 001 0.9572 106.56 
SC-SF-CIS(singlet orbs)/ 3A
1( )  -76.059 521 0.9629 104.56 
SC-SF-CIS(triplet orbs)/ 3A
1( )  -76.045 076 0.9799 103.92 












-76.268 212 0.9610 104.95 
    
SCF
 
-76.047 009 0.9437 106.63 
MP2
 
-76.258 560 0.9616 104.48 
CCSD
 
-76.267 869 0.9610 104.63 
CCSD(T)
 
-76.270 965 0.9618 104.49 
    
Expt  0.9578 104.5  
a
Total energies in hartree, bond lengths in angstroms, and bond  
  angles in degrees.  
 SF-CIS using the 3B
1
 reference greatly overestimates the bond angle (107.7° 
versus 104.5° experimentally). The SC-SF-CIS method reduces this error, giving bond 
angles of 106.1° and 106.6° using singlet and triplet orbitals, respectively. If one employs 
the 3A
1
 reference, which is more appropriate for the type of bond breaking reactions 
targeted by the SF approach, then much more reasonable bond angles are obtained 
(104.6° and 103.9°), although now the bond length is somewhat overestimated (by 0.005 
or 0.022 Å). The SC-SF-CIS wave function for this case requires 78 determinants, 
compared to 24 determinants for SF-CIS; both of these CI spaces are very small. More 
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complete SF models such as SF-CIS(D) and SF-OD yield results for the 3B
1
 reference 
which are in good agreement with experiment or with conventional correlated single-
reference methods such as second-order Møller–Plesset perturbation theory (MP2) or 
coupled-cluster singles and doubles (CCSD). 
HF 
The spin-flip approach seeks to address bond-breaking processes. We have 
considered bond breaking in the HF molecule using a 6-31G basis, for which an exact 
treatment of electron correlation is readily accessible via full CI and for which previous 
SF results have been reported [52]. Total electronic energies at various bond lengths are 
provided in Table 4, and potential energy curves are displayed in Figure 4. For HF, both 
the bonding and anti-bonding orbitals are of !  symmetry, so we have used a 3!  
reference (in the SF language) as in previous SF studies. We note that this is the lowest-
lying triplet state only at stretched geometries, and not at equilibrium, where the lowest 








Table 4. Total energies (hartree) for HF dissociation using a 6-31G basis set.a 
R
HF




(triplet orbs) SF-CIS FCI 
0.7   -99.892 219    -99.869 146  -99.837 26  -100.005 489 
0.8   -99.973 916    -99.960 823  -99.929 34  -100.087 139 
0.9 -100.003 583    -99.999 269  -99.968 11  -100.114 251 
0.95 -100.008 009  -100.006 798  -99.975 88  -100.116 698 
1.0 -100.008 182  -100.009 077  -99.978 53  -100.114 621 
1.1 -100.000 391  -100.003 006  -99.973 78  -100.102 115 
1.2   -99.986 493    -99.988 806  -99.961 64  -100.083 938 
1.2764   -99.973 972    -99.975 479  -99.950 30  -100.068 708 
1.4   -99.952 807    -99.952 850  -99.931 42  -100.044 285 
1.6   -99.921 562    -99.919 569  -99.904 71  -100.009 752 
1.8   -99.897 433    -99.894 624  -99.885 55    -99.984 078 
2.0   -99.881 084    -99.878 602  -99.873 48    -99.967 201 
2.1   -99.875 386    -99.873 358  -99.869 48    -99.961 487 
2.2   -99.870 987    -99.869 509  -99.866 50    -99.957 183 
2.4   -99.865 079    -99.864 751  -99.862 71    -99.951 656 
2.6   -99.861 685    -99.862 361  -99.860 74    -99.948 741 
2.8   -99.859 712    -99.861 174  -99.859 79    -99.947 238 
3.0   -99.858 528    -99.860 578  -99.859 39    -99.946 465 
3.2   -99.857 792    -99.860 272  -99.859 23    -99.946 065 
3.4   -99.857 331    -99.860 111  -99.859 16    -99.945 857 




Figure 4. Potential energy curves for HF using a 6-31G basis set.  The minimum energy at each level 
of theory has been set to zero. 
 
 Figure 4 makes it clear that the spin-complete SC-SF-CIS is a dramatic 
improvement over SF-CIS; the error in the well depth compared to full CI is reduced by 
more than 2 3 . Figure 5 displays errors versus full CI as a function of bond length. A 
perfectly flat error curve would indicate a potential energy curve parallel to the full CI 
curve, and molecular properties predicted from such a curve would be identical to the full 
CI results. The errors for SC-SF-CIS are generally flat past about 1.5 Å, but become 
larger at shorter distances. This reflects the increased importance of dynamical electron 
correlation - almost totally absent in SF-CIS or SC-SF-CIS - when the nuclei are closer 
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together. As expected, triplet orbitals yield slightly lower SC-SF-CIS energies at large 
distances, while singlet orbitals perform better around equilibrium. Overall, the singlet 
orbitals give a potential energy curve which is more parallel to full CI. 
 
Figure 5. Error vs FCI for HF using a 6-31G basis set. 
As seen in the figures, the SF-CIS(D) method eliminates the vast majority of the 
error in SF-CIS by including an approximate, perturbative treatment of dynamical 
correlation. The SF-CIS(D) error curve in Figure 5 is nearly flat. Since SC-SF-CIS is a 
much better wave function than SF-CIS, we anticipate that perturbative corrections for 
dynamical correlation as in SF-CIS(D) should provide excellent results across the entire 





 is a particularly challenging problem for electronic structure theory due to 
strong dynamical and nondynamical correlation effects. Indeed, it is unbound at the UHF 
level of theory. Here we examine bond breaking in F
2
 using the DZP+ basis set of Ref. 
[76], which is the standard Huzinaga–Dunning [77, 78] double-!  set with the most diffuse 
p  function uncontracted and augmented by six Cartesian d  functions !
d
F( ) = 1.580"# $% . 
Potential energy curves for SF-CIS and SC-SF-CIS are displayed in Figure 6 and 
compared to previously published curves using SF-CIS(D) [54], CASSCF [76] (which is 
identical to valence optimized orbital coupled-cluster doubles, or VOO-CCD, in this 
particular case), multireference CISD (MRCISD) [76], and VOO-CCD(2) [68]. Table 5 
presents total energies, equilibrium geometries, dissociation energies, and harmonic 
vibrational frequencies for F
2
 predicted by several theoretical methods.  
Table 5. Equilibrium distances, dissociation energies, and harmonic vibrational frequencies for F2 
molecule using a DZP+ basis set.a 
Method Re  De  ! e  Etot  
SC-SF-CIS(singlet orbs) 1.469 01.29 826.44 -198.851 06 
SC-SF-CIS(triplet orbs) 1.448 01.37 855.94 -198.858 07 
     
SF-CIS 1.567 10.28 468 -198.801 57 
SF-CIS(D) 1.429 01.14 824 -198.195 42 
SF-OD 1.437 01.24 831 -199.223 16 
     
RHF 1.332 10.69 1254  
RHF-CCSD 1.410 02.36 945  
UHF-CCSD 1.410 10.95 1006b  
VOO-CCD(2) 1.417 01.51 899b -199.205 71 
MR-CISD 1.435 01.22 821  
     
Expt. 1.412 01.66 916.64  
aSF models employ a 3!u reference. Total energies are in hartree, 
 dissociation energies are in eV, bond lengths are in Å, and vibrat- 
 ional frequencies are in cm-1. De was computed as the energy diff- 
 erence at Re and RFF=100 bohr. 
bThis work.  
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Figure 6. Potential energy curves for F2 using a DZP+ basis set.  The minimum energy at each level 
has been set to zero. 
We observe that even the full valence CASSCF, which should properly describe 
nondynamical correlation, underestimates the more reliable VOO-CCD(2) dissociation 
energy by more than a factor of 2. Likewise, SF-CIS provides rather poor results for this 
case, obtaining just 17% of the experimental dissociation energy and just 19% of the 
VOOCCD(2) result, which is probably the most reliable of the theoretical values 
considered here. Just by adding the missing spin complements, SC-SF-CIS comes much 
closer to matching the VOO-CCD(2) curve and obtains 83% of the experimental 
dissociation energy and 91% of the VOO-CCD(2) predicted dissociation energy. Singlet 
and triplet orbitals perform similarly, the latter being slightly closer to VOO-CCD(2) at 
large distances. The SF-CIS(D) method, while greatly improving upon SF-CIS, 
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nevertheless gives a curve rather different than VOO-CCD(2). Given that SC-SF-CIS is a 
much better starting point, we expect that SC-SF-CIS(D) results would agree well with 
VOO-CCD(2). 
The very large error in the SF-CIS bond length (more than 0.15 Å) is reduced to 
less than 0.06 Å in SC-SF-CIS. Likewise, the dissociation energy of 0.28 eV predicted by 
SF-CIS is greatly improved by SC-SF-CIS (1.3-1.4 eV depending on orbital choice) 
when compared to the VOO-CCD(2) result of 1.51 eV or the experimental value of 1.66 
eV. Note that similar improvement is achieved in frequencies. The SF-CIS 
underestimates experimental frequencies [or accurate theoretical frequencies, such as the 
RHF-CCSD or VOO-CCD(2) ones] by almost a factor of 2. The SC-SF-CIS frequencies 
are much better, and are surprisingly close to the SF-CIS(D) and the SF-OD ones. It is 
also surprising that, when comparing to the experimental frequency, only the RHF-CCSD 
model outperforms the vibrational frequencies computed by the SC-SF-CIS model with 
triplet orbitals for this unusually challenging case. Furthermore, note that the simple SC-
SF-CIS method gives better dissociation energies than even coupled-cluster singles and 
doubles, CCSD, using either a RHF or UHF reference. Only SF or multireference 
methods which include dynamical correlation [i.e., SFCIS(D), SF-OD, VOO-CCD(2), or 
MRCISD] approach the quality of the simple SC-SF-CIS predictions of the dissociation 
energy, and for this basis set only VOO-CCD(2) is closer to experiment. 
C2H4 
For a different type of bond breaking, we consider the rotation about the C–C 
bond in ethylene, which requires the breaking of a !  bond. This is a challenging test case 
for theory, since traditional single-reference methods yield an unphysical cusp in the 
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torsional potential at 90°. The torsional potential has been calculated by freezing all 
degrees of freedom except the torsional angle, and the DZP basis and geometrical 
parameters used here match those in previous work [79]. Total energies are presented in 
Table 6, and Figure 7 plots the torsional potentials at each level of theory. Figure 8 
displays these potentials near the barrier. We compare SC-SF-CIS with three different 
choices of orbitals (singlet, triplet, and TCSCF orbitals) to SF-CIS, CASSCF, SF-CIS(D), 
SF-OD, and TCSCF-CISD. The most reliable results currently available are from the 
TCSCF-CISD method, which generates all single and double excitations out of the two 
determinants [ !( )2  and ! *( )2 ] in the TCSCF reference. However, since SC-SF-CIS does 
not include substantial dynamical correlation, we cannot hope to match the TCSCF-CISD 
results. Instead, a more direct comparison is to a method with a reliable treatment of 
nondynamical correlation, such as CASSCF. 
Table 6. Total energies (hartree) for the ethylene torsional potential using a DZP basis. Unoptimized 
barrier height, ∆E=E(90°)-E(0°), is also shown.a 






(TCSCF orbs) SF-CIS SF-CIS(D) SF-OD TCSCF-CISD 
0 -78.097 12 -78.105 83 -78.113 87 -78.068 70 -78.346 37 -78.388 38 -78.365 89 
15 -78.091 95 -78.100 87 -78.109 09 -78.064 26 -78.341 98 -78.383 93 -78.361 43 
30 -78.077 25 -78.086 36 -78.094 85 -78.051 09 -78.328 77 -78.370 69 -78.348 12 
45 -78.054 42 -78.063 22 -78.071 49 -78.029 85 -78.306 99 -78.349 08 -78.326 34 
60 -78.025 26 -78.033 14 -78.039 95 -78.002 60 -78.277 90 -78.320 31 -78.297 24 
75 -77.994 50 -78.000 65 -78.003 90 -77.974 93 -78.246 19 -78.288 27 -78.264 71 
80 -77.986 11 -77.991 50 -77.993 22 -77.967 81 -78.237 41 -78.278 95 -78.255 22 
85 -77.980 29 -77.984 99 -77.985 46 -77.963 01 -78.231 29 -78.272 18 -78.248 33 
90 -77.978 21 -77.982 17 -77.982 55 -77.961 31 -78.229 07 -78.269 64 -78.245 74 
        
∆E(eV) 3.24 3.36 3.57 2.92 3.19 3.23 3.27 
aGeometry used: rCC=1.330 Å, rCH=1.076 Å, HCH=116.6°. E for RHF, OD, VOD(2), and CASSCF methods  









Figure 7. Potential energy curves for ethylene using a DZP basis set.  The minimum energy at each 
level of theory has been set to zero. 
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Figure 8. Potential energy curves for ethylene using a DZP basis set near 90°.  The minimum energy 
at each level of theory has been set to zero. 
 The choice of orbitals in the SC-SF-CIS procedure is clearly important; we 
observe large differences (several kcal mol-1) in energies depending on which orbitals are 
used. For mimicking the behavior of CASSCF, SC-SF-CIS with triplet orbitals is best, 
with very small differences from CASSCF (the difference in the barrier height is just 0.8 
kcal mol-1). SC-SF-CIS with singlet orbitals underestimates the CASSCF barrier height 
by about 3.7 kcal mol-1, and SC-SF-CIS with TCSCF orbitals overestimates the barrier 
height by about the same amount (4.1 kcal mol-1). The use of singlet orbitals makes SC-
SF-CIS fortuitously close to the much more complete TCSCF-CISD treatment. It is 
perhaps surprising that the TCSCF orbitals, which are optimal for both of the important 
configurations at 90°, do not give better results. However, Table 6 makes it clear that the 
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overestimation of the barrier height is actually due to an improved treatment of the 
untwisted ethylene at 0°; it appears that the TCSCF orbitals allow SC-SF-CIS to recover 
a small part of the dynamic correlation near 0°, while they are about the same as triplet 
orbitals in describing the nondynamical correlation at 90°. Whether singlet, triplet, or 
TCSCF orbitals are used, the SC-SF-CIS results are significantly improved over SF-CIS 
in matching the CASSCF curve. 
Trimethylenemethane (TMM) 
A molecule with a broken bond has two unpaired electrons and can be loosely 
called a diradical [80]. More rigorously, Salem defines diradicals as molecules in which 
two electrons occupy two (near)-degenerate orbitals [80]. Due to large nondynamical 
correlation effects, this is a difficult situation that is well described by the SF approach 
due to the balanced treatment of the four nearly degenerate configurations needed to 
describe low-lying diradical states [56]. 
To investigate this application of the SF method, SC-SF-CIS has been used to 
predict the lowest energy levels of TMM. The planar ground state 3 !A
2( )  of TMM is of 
D
3h
 symmetry. The largest Abelian subgroup of D
3h
C





 symmetry label) reference is used in the conventional SF 
terminology. The SC-SF-CI ground state total energy and vertical excitation energies for 
the lowest excited states have been obtained in the same geometry and DZP basis set 
used in previous studies (see Table 7, which employs the C
2v
 symmetry labels for excited 
states). The SC-SF-CIS results are compared to a hierarchy of traditional SF methods. 
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SC-SF-CIS (singlet orbs) -154.937 82 1.951 1.529 5.651 6.475 5.899 7.750 
SC-SF-CIS (triplet orbs) -154.937 03 1.376 1.372 5.263 6.105 5.123 6.889 
SF-CIS
 
-154.905 53 1.154 1.154 6.627 8.428 8.428 5.712 
SF-CIS(D)
 
-155.435 85 1.160 1.160 3.821 6.018 6.018 6.729 
SF-OD
 
-155.514 14 1.198 1.198 4.000 5.941 5.941 7. 2 2 1  
a
SF-DFT/6-31G* optimized geometries.  
The most accurate vertical excitation energies are those calculated by SF-OD. 
Unexpectedly, the SC-SF-CIS actually does worse than SF-CIS for the lowest singlet 
states. This is probably due to the surprisingly good performance of SF-CIS for these 
states. The SF-CIS error for these states is 0.044 eV. A maximum error of 0.753 eV is 
obtained for these states using the SC-SF method. As previously mentioned, errors of an 
electron volt or more are common for CIS. Thus, these results are surprisingly good for a 
method that contains primarily single excitations. The benefits of the SC-SF-CIS method 
become noticeable, however, when one considers the higher excited states of TMM. 
Errors in the vertical excitation energies range from 1.5 to 2.6 eV for conventional SF-
CIS, while the errors in SC-SF-CIS never exceed 1.7 eV and are typically around 0.5 eV 
for all states except the second A
1
 state. Apparently, the SC-SF approach offers a more 
balanced treatment of all of the low-lying excited states. 
As for other test cases, the perturbative corrections to SF as in SF-CIS(D) greatly 
correct the errors of SF-CIS. Indeed, SF-CIS(D) reduces the errors in vertical excitation 
energies to less than 0.492 eV for TMM. We anticipate that SC-SF-CIS(D) will offer 
even better results for such systems. 
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Conclusions 
Employing spin eigenfunctions significantly improves the quality of the SF-CIS 
results for the single bond breaking processes and excited states. Indeed, the SC-SF-CIS 
method eliminates spin-contamination and recovers over 50% of the error in the SF-CIS 
dissociation energies. Formally, spin-completeness is achieved by adding a selected 
subset of doubly and triply spin-orbital excited (with respect to the SF reference) 
determinants. Although the number of determinants increases, the scaling of the number 
of determinants comprising the SC-SF-CIS determinantal space is the same as in SF-CIS, 
i.e., ! OV( )  as opposed to the ! O2V 2( )  scaling of the size of the SF-CISD subspace. 
Results are not dramatically different for different choices of orbitals. This 
implies that the excellent performance of the SF approach is due to the determinants 
included in the wave function and not the orbital choice. The determinants that represent 
single SF excitations from the triplet reference, including their spin complements, are 
important in describing the changes that take place when bonds are stretched from 
equilibrium. Further investigations into the importance of various classes of determinants 
for describing stretched geometries are under way. In cases where the SF-CIS method 
works only qualitatively (e.g., F
2
), the SF-CIS(D) approach was very close to the more 
computationally expensive benchmark results. It is anticipated that perturbative corrections 
to the improved zeroth-order reference will offer even better results than SF-CIS(D) at 
equivalent computational costs. 
While the SF-CIS and SC-SF-CIS approaches do provide reliable starting points 
for addressing the bond-breaking problem, in as much as they both include the leading 
determinants necessary for a qualitatively correct description of the potential energy 
surface, such approaches have merely skirted around the inherent multireference nature 
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of the system. In doing so, much of the general applicability of these approaches is lost.  
For instance, the application of the SF- and SC-SF methods has been limited to breaking 
at most a single bond (as well as diradicals which can be considered as molecules with a 
single broken bond)[52-56, 59, 62-66, 69]. The problem is that, while the SF 
methodology can hypothetically be applied to breaking multiple bonds (this can be 
accomplished using a reference state of higher spin multiplicity [52]), the target states 
will require increasingly higher levels of excitation in the SF operator. For example, the 
description of the low-spin (M
s
= 0 ) target state requires the inclusion of all singly-
excited determinants, all singly- and doubly-excited determinants, and all singly-, 
doubly-, and triply-excited determinants to describe the breaking of single, double, and 
triple bonds respectively. Many of these determinants will contribute very little to the 
leading (zeroth order) description of the electronic structure. Thus, while the SF and SC-
SF methodologies provide inexpensive approaches for the breaking of single bonds in 
large molecular systems, such approaches will not be applicable as the number of 
stretched bonds increases. The SF and SC-SF approaches scale exponentially in the 
number of bonds being broken, losing general applicability beyond the breaking of a 
single bond. Furthermore, the inclusion of greater than double excitations in SF- and SC-
SF theories [as would be required to describe the breaking of a triple bond or the 
simultaneous dissociation of three single bonds] introduces terms that violate the size-
consistency of the method. This loss of generality is true of many “dressed” single-




TRUE MULTI-REFERENCE APPROACHES FOR BOND 
BREAKING 
As mentioned above, the HF model provides the “best” single-determinant 
description of the electronic structure problem. However, as has been addressed for bond 
breaking and will be subsequently discussed for transition-metal catalysts, the single-
reference approximation can often give rise to large errors from HF theory. While the 
dressed single-reference approaches (such as the SF and SC-SF models) can provide a 
reasonable starting point for describing the dissociation of both single and (technically) 
multiple bonds, such approaches are not capable of general application and have merely 
evaded the inherent multi-reference nature of the electronic structure. This section 
outlines “true” multi-reference methods that are capable of treating (in the reference 
space) all of the strong correlation effects present in the system.  
The Multi-Configurational Self-Consistent Field Method 
It was seen that, for the case of stretched H2, two nearly degenerate determinants 
are required to obtain a qualitatively correct description of the potential energy surface. If 
one takes the reference space as a linear (CI) expansion of these two determinants, i.e. 
! = C
0




" u r( )
2 , and optimizes both the orbital and CI coefficients (in a 
variational sense) one arrives at the multiconfigurational self-consistent-field (MCSCF) 
approach [33, 82]. The MCSCF expansion is not limited to two configurations as in this 
simple example; although many important phenomena can be well described by such a 
simple expansion when combined with corrections for dynamical electron correlation. 
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Indeed, the TCSCF-CISD (two-configuration self-consistent-field with CI singles and 
doubles for dynamical correlation) results for the torsional potential of ethylene are still 
considered the benchmark calculations for this particular system [79]. In the most general 
sense the MCSCF expansion (at least at convergence) takes on the form:  
 !
MCSCF




" , (3.8) 
where I  runs over all determinants included in the MCSCF expansion. By abandoning 
the single-reference approximation the MCSCF expansion can, in principle, provide a 
correct description of the dissociation process as well as a number of electronic states 
across the entire potential energy surface [82-85].  The MCSCF method can be viewed as 
an extension of the HF equations of Roothaan in which the single-reference restriction 
has been removed.  However, while the MCSCF approach is considerably more robust 
than HF and post-HF approaches for systems with strong static correlation effects, the 
problems that are occasionally observed in the optimization of HF wave functions are 
significantly compounded in the MCSCF approach [34]. 
The optimization of the MCSCF wave function represents an extremely difficult 
computational problem, a problem that is somewhat disguised by the simple expansion in 
(3.8). In formal development the MCSCF expansion is typically written, without any loss 
of generality, in the form 
 !
MCSCF
= " ,  C = exp #"̂( ) CI I
I
$ , (3.9) 
where the vector C  is consistent with the definition from (3.8) and the vector !  
consists of the parameters for the orbital-rotation operator, exp !"̂( ) , found in (3.9), 
where:  
 51 













# . (3.10) 
The optimization of the MCSCF wave function consists of variationally solving 
for the vectors C  and  ! , describing the CI expansion and the orbital-rotation 
operator respectively [34]. It should be noted that, in a typical iterative MCSCF 
optimization, the orbitals are rotated following each iteration such that !  becomes 0. 
While this certainly has an impact on the coefficients in C , the resulting wave function 
is unchanged. That such a transformation even exists is a consequence of the redundancy 
of the MCSCF equations. Under certain circumstances described below, it is possible to 
easily remove some (although not all) of the redundancies in the working MCSCF 
equations. The combination of these redundant orbital rotations and the nonlinear nature 
of the optimization procedure gives rise to many difficulties in the optimization of 
general MCSCF wave functions. This has severely limited the size of general MCSCF 
expansions. This is why, as Roos has pointed out,  ‘The CASSCF model [which is a 
specific example of MCSCF] has not been developed for treating dynamical correlation 
effects, but to provide a good starting point for such studies’[86].  The accurate treatment 
of dynamical correlation effects requires the inclusion of a large number of determinants 
with small individual contributions to the exact wave function. Furthermore, as discussed 
by other authors, the convergence difficulties inherent to MCSCF wavefunctions has 
severely limited the routine application of multi-reference methods by non-specialists 
[34]. The principle requirement as well as the central difficulty in the application of the 
MCSCF method remains the selection of the “important” determinants included in the 
MCSCF CI expansion. The guiding principle is that the determinants required for 
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describing all relevant non-dynamical correlation effects should be included in the 
MCSCF expansion of the reference space. Although the active-space MCSCF approaches 
described below simplify the selection of important determinants, the general application 
of MCSCF methods remains primarily confined to specialists in multi-reference 
approaches. 
Active-Space MCSCF Approaches 
Early applications of MCSCF wave functions relied heavily upon chemical 
insight in the selection of the determinants included in the MCSCF expansion [82]. A 
more general approach, termed complete active-space self-consistent field (CASSCF) 
[51], has proven very popular for bond-breaking problems. CASSCF transforms the 
ambiguity of selecting a set of appropriate determinants into a problem of choosing an 
important subset of the molecular orbitals. The CASSCF approach optimizes the orbitals 
so as to minimize the energy of the CI expansion that includes all possible determinants 
which can be formed in the space of active orbitals. If the active space is chosen 
appropriately, the CASSCF wave function will necessarily contain the most important 
determinants in the reference. However, the active-space full CI expansion scales 
factorially with the size of the space and thus it is limited to rather small active spaces. 
The active space approaches can be extended to larger spaces than those accessible to 
CASSCF expansions by placing dividing the “active” orbitals in to multiple subspaces 
and placing restrictions upon the number of electrons allowed in each subspace. Such an 
approach is referred to as the restricted active-space SCF (RASSCF) approach [34, 36]. 
There is no theoretical limit upon the number of subspaces that can be employed in the 
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definition of a RASSCF wave function, although typical applications have been limited to 
three or four subspaces. General RASSCF definitions have been employed to construct 
advanced wave functions for particular applications [69, 87, 88]. The active-space 
approaches tranfer the ambiguity in selecting the important electronic configurations for 
the MCSCF expansion to that of choosing the important subset of molecular orbitals. 
Furthermore, the CASSCF and RASSCF expansions are invariant to rotations of orbitals 
within any subspace (or within the active space for CASSCF). This greatly facilitates the 
removal of redundant variational parameters (orbital rotations) from the MCSCF wave-
function optimization, leading to typically smoother convergence than for general 
MCSCF expansions. Such effects have been extensively discussed elsewhere [34]. 
In order for CASSCF, as well as MRCI, MRPT and MRCC approaches based on 
a CASSCF reference, to be considered as a ‘model chemistry’ in Pople’s sense [89], the 
ambiguity must be removed in the definition of the active orbitals. The fully optimized 
reaction space (FORS) introduced by Ruedenberg and co-workers [90-92] is one 
prescription for such a selection process. The FORS method employs a set of active 
orbitals that is equivalent to the valence shell atomic orbitals, i.e. (1 s) for hydrogen, (2s, 
2px, 2py, 2pz) for first row atoms, etc. That is to say that the valence active space consists 
of one active space orbital of a given symmetry for each molecular orbital that can be 
formed from the valence orbitals of the atoms in the molecule. Such an active space has 
been employed by numerous authors [51, 93], having taken on the obvious title of a ‘full-
valence’ or ‘valence’ active space. A second approach introduced by Ruedenberg and co-
workers [82] and termed the ‘extended independent-particle model’ (EIPM) allows the 
same number of active spatial orbitals as there are electrons. This approach, when 
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combined with a neglect of the core correlation, has been applied by other authors [51, 
93-96], sometimes under the more descriptive label of a ‘one-to-one’ active space. 
Recently, Abrams and Sherrill compared the use of the valence and one-to-one 
active spaces for breaking bonds to hydrogen in several small molecules to the exact full 
configuration interaction results [93]. The conclusion of this work was that the larger of 
the two active spaces gives the best results across the entire potential energy surface. This 
is a disappointing result because the length of the CI expansion scales factorially with the 
number of active orbitals and electrons, so that large active spaces lead to dramatic 
increases in the computational cost of obtaining a CASSCF wavefunction. In addition, 
Dunning has argued that the larger, one-to-one active space is perhaps too large because 
it can be biased toward equilibrium geometries in some cases [97]. Large active spaces 
may also give rise to multiple solutions in wavefunction space that give nearly 
indistinguishable energies. The CASSCF equations form a highly nonlinear problem 
where the orbitals and CI expansion are solved for in an iterative fashion [34, 51, 98]. 
Although very robust optimization methods have been developed [98-100], it is not 
completely clear what impact the factorial scaling of the CAS reference will have on 
possible optimization problems as one begins extending the applications to larger 
systems. At the same time, however, it would be very desirable to use smaller active 
spaces if this could be accomplished without a great loss in accuracy. Pulay and Hamilton 
have suggested that UHF natural orbital occupation numbers serve as a good diagnostic 
for selecting active orbitals [101], and this approach may make it easier to eliminate all 
but the most important orbitals from the active space. However, this still requires the 
definition of numerical cut-offs and Pulay and Hamilton have pointed out that ‘with rigid 
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thresholds on the occupation numbers, the active space can change suddenly, resulting in 
steps on the energy surface’ [101]. In the remainder of this chapter, we examine a priori, 
threshold-free definitions of minimalist active spaces, analogous to the valence and one-
to-one active space definitions [87]. 
Minimal Reference Spaces for Bond Breaking 
For reactions breaking a covalent single bond, the most obvious minimal active 
space would simply be the relevant bonding and antibonding orbitals. For a double bond, 
the minimum number of active orbitals would be four, and so on. We consider reference 
wavefunctions including all determinants that can be formed in the active space 
(CASSCF) as well as some with restrictions on the allowed determinants (RASSCF) 
[102]. Full configuration interaction benchmark curves for the symmetric dissociation of 
H2O and the dissociation of N2 by Olsen and co-workers [96, 103], as well as new curves 
for breaking single bonds in HF and CH4  recently obtained for a dense set of points by 
our group [104], allow us to systematically evaluate the performance of minimalist 
reference functions by comparison to the exact results for the given one-particle basis set. 
Theoretical Approach 
CASSCF wavefunctions were determined using the various active space choices 
defined below, and these reference functions and orbitals were then used in multi-
reference perturbation theory and multi-reference CI computations of bond-breaking 




O  (both bonds) and N
2
. Here we use the same cc-pVDZ basis 
sets for H
2
O  and N
2
 as used in the full CI studies by Olsen and co-workers [96, 103] 
and the 6-31G** and 6-31G*basis sets for HF and CH
4
used in our previous full CI study 
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[104]. The potential energy curve for methane was obtained by constraining the three 
C-H  bonds to the equilibrium bond length (1.086 Å) [105] and the HCH  angles to the 
tetrahedral value while stretching a single C-H  bond. The H
2
O  potential energy surface 
was obtained at the same geometries as in the previous work [96] by fixing the HOH  
angle and simultaneously stretching both O-H  bonds. 
For multi-reference perturbation theory, we tested CASPT2 [106] and CASPT3 
[107], as implemented in MOLPRO [28]. For multi-reference CI, we tested the first-order 
and second-order CI wavefunctions (FOCI and SOCI), which include all single or all 
single and double substitutions out of the CASSCF determinants, respectively [108, 109]. 
MRCI computations were performed using MOLPRO excepting the larger computations 
for N2, where we used the DETCAS and DETCI modules of PSI 3.2 [8]. 
Three active spaces were examined here: 1:1, valence and minimal. Again, for 
each bond to be broken, the minimal active space considered here contains only one 
bonding and one anti-bonding orbital of the appropriate symmetries. More specifically, 
the active spaces for the molecules in this study are as follows: HF 1:1= (8e-/4022), 
val=(8e-/3011) and min=(2e-/2000); CH4 1:1=val= (8e-/62) and min=(2e-/20); H2O 
1:1=(8e-/4022), val=(8e-/3012) and min=(4e-/2002); and N2 1:1=(10e-/30110311), 
val=(10e-/20110211) and min=6e-/10110111). Here the notation indicates (number of 
active electrons/number of active orbitals per irreducible representation of the largest 
Abelian subgroup). For HF, CH4, and H2O one core orbital is always restricted to remain 
doubly occupied, corresponding to the 1s core orbitals of F, C and O respectively. For N2 
the two N core orbitals are always restricted to remain doubly occupied. For calculations 
using the minimal active space, all of the valence lone pair orbitals and the other three C–
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H bonding orbitals for CH4 are restricted to remain doubly occupied in the CASSCF 
reference. The CASSCF orbital optimizations were with a ‘restricted core’ meaning that 
all non-redundant orbital rotations were allowed. Additional restrictions on the CI space 
in the reference wavefunctions were considered, as described below. 
Results and Discussion 
Breaking Single Bonds 
The CASSCF and MRCI potential energy curves for HF are displayed in Figure 9 
and Figure 10. All of the multi-reference methods give qualitatively correct potential 
energy curves for HF or for any of the other test cases considered in this study. For this 
reason, we omit any further plots of the potential energy curves (which are available upon 
request from the authors). More instructive are plots of the error versus full CI for these 
systems. Plots of the errors for CASSCF, MRPT and MRCI for HF are given in Figure 
11, Figure 12, and Figure 13 and analogous error plots for CH4 are given in Figure 14, 
Figure 15, and Figure 16. The maximum, minimum and non-parallelity errors (NPEs) for 
HF and CH4 are reported in Table 8 and Table 9, respectively. The NPE is calculated as 
the difference between the maximum and minimum error across the surface, giving a 
measure of how well the method mimics the FCI curve; a NPE of zero would imply that 
the calculated potential is exactly parallel to the FCI potential curve. It should be noted 
that, due to the finite number of points sampled on the surface, any computed NPE will 
be a lower bound to the actual NPE for the method. 
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Table 8. Maximum, minimum, and non-parallelity error (kcal mol-1) for HF with a 6-31G* basis. 
Method Max error Min error NPE 
CASSCF(1:1) 144.96(2.80) 40.13(0.70) 14.83 
CASSCF(val) 104.10(0.95) 86.14(4.00) 17.96 
CASSCF(min) 104.80(0.95) 86.14(4.00) 18.66 
CASPT2(1:1) 103.84(1.40) 03.35(0.70) 10.49 
CASPT2(val) 107.48(0.70) 04.70(2.40) 12.78 
CASPT2(min) 104.75(0.70) 04.28(1.20) 10.47 
CASPT3(1:1) 101.31(1.40) 00.83(0.70) 10.47 
CASPT3(val) 104.82(0.70) 01.96(3.60) 12.87 
CASPT3(min) 103.63(1.60) 01.86(4.00) 11.77 
FOCI(1:1) 135.92(0.70) 22.17(4.00) 13.76 
FOCI(val) 176.91(0.70) 73.72(1.20) 13.19 
FOCI(min) 180.98(3.40) 78.60(1.00) 12.39 
SOCI(1:1) 100.48(1.40) 00.44(4.00) 10.04 
SOCI(val) 105.77(0.70) 02.57(3.40) 13.20 
SOCI(min) 103.54(1.20) 02.56(4.00) 10.98 
  
 
Table 9. Maximum, minimum, and non-parallelity error (kcal mol-1) for CH4 with a 6-31G* basis. 
Method Max error Min error NPE 
CASSCF(1:1=val) 51.91(0.70) 45.57(2.00) 16.33 
CASSCF(min) 93.66(0.70) 84.42(4.00) 19.25 
CASPT2(1:1=val) 07.59(0.80) 06.02(4.00) 11.57 
CASPT2(min) 13.46(0.70) 12.24(2.80) 11.22 
CASPT3(1:1=val) 02.10(1.00) 01.67(4.00) 10.43 
CASPT3(min) 04.22(1.60) 03.67(4.00) 10.56 
FOCI(1:1=val) 36.64(0.70) 24.43(2.60) 12.21 
FOCI(min) 88.04(0.70) 78.32(1.80) 19.72 
SOCI(1:1=val) 00.97(0.80) 00.67(2.20) 10.31 











































Figure 15. MRCI errors vs. full CI for CH4 with a 6-31G*basis. 
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Figure 16. MRPT errors vs. full CI for CH4 with a 6-31G*basis. 
For HF, the valence active space and the minimal active space both have only one 
unoccupied active orbital, while the 1:1 active space is much larger. For CH4, the valence 
and 1:1 active spaces are equivalent and both are significantly larger than the minimal 
active space. As seen in Figure 11 and Figure 14, CASSCF with the larger active spaces 
(1:1 for HF and valence/1:1 for CH4) has much smaller errors than CASSCF with the 
smaller active spaces. For HF, the larger number of active occupied orbitals in the 
valence active space does not significantly improve over the minimal active space in 
CASSCF computations; the two CASSCF error curves are virtually identical in Figure 
11. As indicated in Table 8 and Table 9, CASSCF non-parallelity errors are much smaller 
when the larger active spaces are used. We attribute the improved performance of larger 
active spaces at the CASSCF level to the partial inclusion of dynamical electron 
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correlation. Note that the largest errors for CASSCF tend to be at shorter distances, where 
dynamical electron correlation is the largest. 
The first-order CI (FOCI) improves upon the CASSCF reference by adding single 
excitations into the virtual orbitals. This will add a very limited additional account of 
dynamical correlation through the inclusion of semi-internal double and higher-order 
excitations. As seen from Table 8 and Table 9, the absolute errors are significantly 
reduced from those of CASSCF, but they remain quite large. The error curves in Figure 
12 and Figure 15 are shifted down to account for this. In both figures, the FOCI errors are 
rather flat for R > 2.5Å  for any of the three active spaces, but they rise rapidly as the 
distance is decreased, particularly for the 1:1 active space. This mimics the general trend 
for CASSCF; the lack of an explicit account of dynamical correlation leads to larger errors 
at shorter distances where the dynamical correlation is largest. It is perhaps surprising to 
note in Table 8 and Table 9 that the active spaces leading to the smallest errors for FOCI 
give the largest NPEs. Indeed, the FOCI NPEs are always bigger than the corresponding 
CASSCF NPEs, except in the case of the valence or minimal active spaces for HF, where 
the NPEs are quite small (3.19 and 2.39 kcal mol-1 respectively). The additional test cases 
of H2O and N2 below, indicate that FOCI gives NPEs somewhat improved or about the 
same as CASSCF except for large active spaces, when the NPEs can be larger than for 
CASSCF. 
The remaining methods, CASPT2, CASPT3 and second-order CI (SOCI), all 
provide an explicit description of dynamical correlation by including at least double 
excitations in the virtual orbitals. With the exception of the minimal active space CASPT2 
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results for CH4, all absolute errors are now below 10 kcal mol-1 and the NPEs are around 
3 kcal mol-1 or less. The error curves for these methods, displayed in Figure 12,  Figure 
13, Figure 15, and Figure 16 are now quite flat with the exception of a rising error for 
decreasing R for HF with the valence active space. This anomalous behavior appears to be 
caused by an unphysical mixing between the fluorine core orbital and the fluorine lone 
pair of the same symmetry in the CASSCF; because the lone-pair orbital has an 
occupation number very close to 2, the CASSCF energy is nearly invariant to the mixing 
of this orbital with the core orbital. In subsequent frozen-core MRPT or MRCI 
computations, however, the energy is not invariant to such rotations. In support of this 
analysis, we find that MRCI NPEs are lower (and virtually identical) when: (1) the core 
orbital is frozen (not optimized) in the CASSCF procedure, or (2) the MRCI 
computation includes core correlation. For example, either of these changes drops the 
SOCI NPE from 3.20 to 0.90 kcal mol-1. Further investigations of this effect in similar 
systems are underway. Excluding these valence active space results for HF, the NPEs for 
CASPT2, CASPT3 and SOCI are all below 2 kcal mol-1. 
It is very interesting to note that the minimal active space seems just as effective 
as the larger active spaces for the CASPT2 method, with NPEs for HF of 0.49 and 0.47 
kcal mol-1 for the 1:1 and minimal active spaces, respectively. The corresponding values 
for CH4 are 1.57 and 1.22 kcal mol-1. For CASPT3, the larger active space is better, with 
NPEs for HF of 0.47 (1:1) and 1.77 kcal mol-1 (minimal) and for CH4 of 0.43 
(1:1=valence) and 0.56 kcal mol-1 (minimal). However, we also note that the CASPT3 
method is not necessarily improved over CASPT2 for the HF molecule. 
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For the cases of HF and CH4, SOCI with a minimal active space gives NPEs that 
are less than 0.98 kcal mol-1 as compared to 0.30 kcal mol-1  with the larger 1:1 active 
space. The smaller active space thus leads to only a modest increase in the error, but it 
affords great savings in computational cost. The final SOCI spaces for the minimal active 
space contain only about 3% of the determinants in the corresponding SOCI spaces 
employing the 1:1 reference. Additionally, the minimal CASSCF for HF and CH4 
respectively contain 33 and 75 variational parameters (CI coefficients plus non-redundant 
orbital rotations). In contrast, the 1:1 CASSCF for HF and CH4 consist of 7142 and 2584 
variational parameters. The minimal active space gives more than a 97% reduction in the 
number of variational parameters, which should significantly decrease the number of local 
minima in wavefunction space for this nonlinear optimization problem. 
Breaking Multiple Bonds 
The results from the previous section demonstrate the ability of a minimal active 
space reference to adequately recover the strong non-dynamical correlation effects for 
reactions breaking a single bond. However, one is often interested in describing multiple 
dissociation channels or the simultaneous breaking of multiple bonds. In these situations 
the non-dynamical correlation effects become much stronger, presenting an even greater 
challenge for the standard single-reference methods. Indeed, single-reference CCSD can 
suffer from non-variational collapse for reactions breaking multiple bonds. Here we 
consider the symmetric dissociation of H2O and the dissociation of N2, comparing results 
with the various active spaces to the exact FCI results of Olsen and co-workers [96, 103]. 
The multi-reference potential energy curves for H2O and N2, not included here, display 
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the correct general shape and are similar to those for HF presented in Figure 9 and Figure 
10. Again, we present the more instructive plots of the error versus full CI, in Figure 17, 
Figure 18 , and Figure 19 for H2O and Figure 20, Figure 21, and Figure 22 for N2. Table 
10 and Table 11 give the maximum errors, minimum errors and NPEs for H2O and N2, 
respectively. 
Table 10. Maximum, minimum, and non-parallelity error (kcal mol-1) for H2O with a cc-pVDZ basis. 
Method Max error Min error NPE 
CASSCF(1:1) 160.23(2.0Re) 59.57(3.0Re) 10.65 
CASSCF(val) 102.94(1.0Re) 78.16(3.0Re) 24.78 
CASSCF(min) 104.07(1.0Re) 78.20(3.0Re) 25.87 
CASPT2(1:1) 117.11(1.5Re) 15.28(3.0Re) 11.83 
CASPT2(val) 110.10(1.0Re) 16.07(2.5Re) 14.03 
CASPT2(min) 119.81(1.0Re) 16.27(2.0Re) 13.55 
CASPT3(1:1) 112.90(1.5Re) 11.91(3.0Re) 10.99 
CASPT3(val) 114.14(1.0Re) 11.85(3.0Re) 12.30 
CASPT3(min) 114.14(1.5Re) 12.05(3.0Re) 12.09 
FOCI(1:1) 143.36(1.0Re) 22.81(3.0Re) 20.54 
FOCI(val) 163.86(1.0Re) 53.92(2.0Re) 19.94 
FOCI(min) 169.93(1.0Re) 62.70(2.0Re) 17.23 
SOCI(1:1) 112.19(1.0Re) 11.41(3.0Re) 10.78 
SOCI(val) 114.63(1.0Re) 12.46(3.0Re) 12.16 
SOCI(min) 114.21(1.0Re) 12.71(3.0Re) 11.50 
  
Table 11. Maximum, minimum, and non-parallelity error (kcal mol-1) for N2 with a cc-pVDZ basis. 
Method Max error Min error NPE 
CASSCF(1:1) 104.39(1.9050) 181.46(0.7938) 22.93 
CASSCF(val) 118.48(1.9050) 103.45(0.7938) 15.03 
CASSCF(min) 124.05(1.5875) 109.46(0.7938) 14.59 
CASPT2(1:1) 109.63(1.4288) 107.76(1.9050) 11.88 
CASPT2(val) 111.76(0.9525) 108.20(1.9050) 13.56 
CASPT2(min) 114.35(1.2700) 109.15(1.9050) 15.20 
CASPT3(1:1) 104.69(1.7463) 102.46(0.7938) 12.23 
CASPT3(val) 103.94(1.7463) 103.33(1.1113) 10.61 
CASPT3(min) 104.88(1.5875) 103.33(0.7938) 11.55 
FOCI(1:1) 144.40(0.9525) 135.89(1.7463) 18.51 
FOCI(val) 162.57(0.7938) 154.21(1.7463) 18.36 
FOCI(min) 175.92(0.9525) 160.94(1.9050) 14.98 
SOCI(1:1) 102.50(1.9050) 101.75(0.7938) 10.75 
SOCI(val) 104.18(0.7938) 103.47(1.2700) 10.72 

























Figure 20. CASSCF errors vs. full CI for dissociation of N2 with a cc-pVDZ basis. 
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Figure 21. MRPT errors vs. full CI for dissociation of N2 with a cc-pVDZ basis. 
 





The double dissociation of H2O may be considered one of the simplest examples 
of a reaction breaking multiple bonds. From Table 10 one observes that, for the CASSCF 
method, the larger (1:1) reference outperforms the smaller references. As was observed 
for HF, the valence and minimal reference space CASSCF results are almost identical 
because the active spaces are very similar: the valence active space only adds two 
occupied lone-pair orbitals. As shown in Figure 17, this provides only a small gain in 
dynamical correlation near equilibrium and gives indistinguishable results near 
dissociation. This small advantage is erased when dynamical correlation is more fully 
included via MRPT or MRCI, and NPEs for the minimal active space drop below those 
for the valence active space. CASPT2 gives NPEs of 4.03 and 3.55 kcal mol-1 for the 
valence and minimal active spaces respectively. CASPT3 reduces these values to 2.30 
and 2.09 kcal mol-1. SOCI again appears to be a more robust approach for the inclusion of 
dynamical correlation, giving NPEs of 2.16 and 1.50 kcal mol-1 for the valence and 
minimal active spaces. 
Although the minimal active space results slightly outperform those using a 
valence active space, they do not perform quite as well as the results with the much larger 
one-to-one reference. CASPT2, CASPT3 and SOCI give NPEs of 1.83, 0.99, and 0.78 
kcal mol-1 when using the 1:1 reference. However, from these values it is clear that the 
exceedingly large increase in computational cost has only resulted in modest 
improvements in the NPEs. Again, we observe that the inclusion of singles through FOCI 
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introduces a large imbalance for the one-to-one reference space. Although the double-
dissociation of H2O is only slightly difficult for multireference approaches, this system 
becomes much more challenging if one relies upon the standard single reference methods. 
CASPT2, CASPT3 and SOCI with the minimal active space all outperform both CI with 
five-fold excitations (CISDTQP) and coupled-cluster with full triples (CCSDT) [96]. 
N2 is an extremely difficult case for electronic structure theory due to strong 
dynamical and nondynamical correlation effects. Indeed, CCSDT and CCSDTQ, scaling 
as n8 and n10 respectively, give nonnegligible NPEs of 6.47 and 1.63 kcal mol-1 for this 
system [103]. The errors versus full CI for the multireference methods considered here 
are plotted in Figure 20, Figure 21, and Figure 22. Table 11 reports the maximum error, 
minimum error and NPEs for each of the methods. From the table one can observe large 
NPEs (>14 kcal mol-1) for all of the CASSCF approaches, a result of the much larger 
degree of dynamical correlation. However, it is interesting to note that the minimal active 
space gives a slightly smaller NPE than the larger active spaces. When dynamical 
correlation is included via CASPT2, the larger active spaces are somewhat better, with 
NPEs of 1.88 (1:1), 3.56 (valence) and 5.20 kcal mol-1 (minimal). Except for the largest, 
1:1 active space, these NPEs are significantly larger than for the previous test cases and it 
appears that the large dynamical correlation in this triply-bonded system is difficult to 
recover through a second-order MRPT approach. Upon going to third order via CASPT3, 
NPEs are generally reduced, but they remain over 1 kcal mol-1 except for the valence 
active space. 
On the other hand, SOCI again appears as a robust and highly accurate approach 
for the incorporation of both non-dynamical and dynamical electron correlation effects for 
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small molecules. SOCI gives NPEs for this system that are less than 1 kcal mol-1 for all of 
the choices in reference (0.75, 0.72 and 0.86 kcal mol-1). Although the larger SOCI 
calculations perform marginally better than those with the minimal active space, the 
minimal active space adequately incorporates the strong non-dynamical correlation effects 
at a fraction of the cost when compared to the larger active space methods. The large 1:1 
reference spaces consist of 1332 and 8190 variational parameters for H2O and N2 
respectively. In comparison, the minimal reference spaces comprise 65 and 92 variational 
parameters for each of these systems. Furthermore, the minimal SOCI spaces are roughly 
10% the size of the corresponding space with a 1:1 reference. 
A Generalized RASSCF Approach 
The previous results indicate that the minimal CASSCF approaches successfully 
recover the static correlation effects for the case of both single and multiple bond 
breaking processes. However, even the minimal CASSCF may become a computationally 
prohibitive task if one wishes to consider potential energy surfaces consisting of many 
degrees of freedom. Ignoring spatial symmetry, the minimal active space for N2 contains 
400 determinants. Owing to the high spatial symmetry of the system, this can be reduced 
to the 56 determinants in the D2h computational subgroup. For large systems, which 
typically lack the spatial symmetry of this problem, such a reduction would not be 
possible. Although the minimal CASSCF for N2 is trivial to compute, the underlying full 
CI scaling will quickly become insurmountable if reaction channels involving additional 
active orbitals must be considered simultaneously. Indeed, if one would like to consider a 
system for which nine bonds may become stretched, such as three N2 molecules, the 
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minimal CASSCF reference would consist of more than 2 billion determinants. There is 
clearly a need to further reduce the size of the reference. We will consider an alternative 
formulation of the reference here that greatly reduces the size of this expansion. 
Furthermore, one of the benefits of the full CI expansion in the minimal CASSCF is the 
size extensivity of the reference. When reducing this expansion, we should hope to 
maintain this property. Here we will consider an approximation to the minimal CAS, 
constructed as a generalization of the restricted active-space self-consistent field 
(RASSCF) wavefunction, that both reduces the scaling of the CI expansion and maintains 
the size extensivity of the reference. 
The original RASSCF approach [102] was constructed by dividing the orbitals 
into three subspaces. The determinants in the CI expansion were generated by allowing a 
maximum of q  electrons in RAS III and a maximum of p  holes in RAS I. RAS II had no 
restrictions placed upon it and constituted a full CI expansion of the electrons within that 
space. A CASSCF can be considered a special case of a RASSCF where the active orbitals 
are all placed in RAS II and p = q = 0 . Here we consider a generalized RASSCF 
approximation to the minimal CASSCF which uses an arbitrary number of disjoint ‘RAS 
II’ type subspaces. The space of inactive, doubly-occupied orbitals and the space of 
inactive virtual orbitals remains the same as the minimal CASSCF. The space of bonding 
and anti-bonding orbitals, which comprise the active, FCI space in the CASSCF, are 
divided into subspaces of bonding/ anti-bonding pairs. Each of these two-orbital spaces is 
restricted to contain two electrons for the RASSCF reference, and the overall 
wavefunction is given as a direct product of these 2 ! 2  subspaces. Because the approach 
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merely defines configurations and orbitals that are specific for a particular bond or set of 
bonds, we will refer to this reference as a bond-specific active space (BSAS). Dynamical 
correlation can be incorporated either through MRPT (BSAS-PT2 and BSAS-PT3) or 
through MRCI (BSAS-CIS or BSAS-CISD). It should be pointed out that the BSAS 
reference is similar in spirit to the generalized valence bond (GVB) approach of Goddard 
and co-workers [110-112] and the quasi-complete active space self-consistent-field 
(QCAS-SCF) approach of Nakano and Hirao [113]. It is a specific example of the 
constrained CAS (CCAS) space discussed by Roos [86] and the occupation-restricted 
multiple-active-space self-consistent-field (ORMAS-SCF) approach of Ivanic [114, 115]. 
The QCAS space is similar to the CCAS reference space in which additional spin-
coupling constraints are placed upon each space. This formulation is identical to the 
minimal CASSCF for the case of a single bond and those results will not be repeated here. 
However, where the scaling of the minimal CASSCF is factorial in the number of bonds to 
be broken, the scaling of BSAS-SCF is exponential in the number of bonds to be broken. 
All calculations incorporating a BSAS reference were performed within 
MOLPRO [28]. The maximum error, minimum error and NPE for BSAS approaches are 
given in Table 12 for H2O and Table 13 for N2. As these approaches are attempts to 
approximate the minimal CASSCF results, we have plotted the difference between the 
BSAS methods and their minimal CAS analogues in Figure 23 and Figure 24. From 
Figure 23 we see that the error introduced at the MCSCF level is greatest near 
equilibrium and probably results from dynamical correlation effects partially recovered 
by the CASSCF. When dynamical correlation is included via MRPT and MRCI, there is 
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very little difference between results using the BSAS or CASSCF references. Indeed, the 
MRPT results are slightly improved with the BSAS reference, although by a seemingly 
negligible amount. 
Table 12. Maximum, minimum, and non-parallelity error (kcal mol-1) with BSAS methods for H2O 
with a cc-pVDZ basis. 
Method Max error Min error NPE 
BSASSCF 105.78(1.0Re) 78.21(3.0Re) 27.57 
BSASPT2 110.01(1.0Re) 16.27(3.0Re) 13.75 
BSASPT3 114.08(1.5Re) 12.05(3.0Re) 12.03 
BSASCIS 174.78(1.0Re) 67.92(3.0Re) 16.86 
BSASCISD 114.62(1.5Re) 12.75(3.0Re) 11.88 
  
Table 13. Maximum, minimum, and non-parallelity error (kcal mol-1) with BSAS methods for N2 
with a cc-pVDZ basis. 
Method Max error Min error NPE 
BSASSCF 125.11(1.5875) 110.10(0.7938) 15.01 
BSASPT2 114.33(1.2700) 119.17(1.9050) 15.16 
BSASPT3 114.88(1.5875) 113.36(0.7938) 11.53 
BSASCIS 190.12(1.1473) 186.67(1.9050) 13.45 
BSASCISD 115.95(1.5875) 114.32(0.7938) 11.63 







Figure 23. Difference between BSAS methods and their minimal CAS analogues for symmetric 
dissociation of H2O with a cc-pVDZ basis. 
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Figure 24. Difference between BSAS methods and their minimal CAS analogues for dissociation of 
N2 with a cc-pVDZ basis. 
 
The results for the challenging N2 molecule, presented in Table 13, are generally 
similar to those for H2O, and the MRPT based approaches again are rather insensitive to 
the choice of reference. BSAS-PT2 and BSAS-PT3 give NPEs of 5.16 and 1.53 kcal mol-1 
respectively, which compare very favourably to values of 5.20 and 1.55 kcal mol-1 for the 
minimal active space. Recall that even for the large 1:1 active space, the MRPT NPEs are 
1.88 and 2.23 kcal mol-1. The large (greater than 10 kcal mol-1) difference between the 
BSAS-CIS and the minimal FOCI for this system is consistent with the very poor overall 
performance of FOCI for this system; the BSAS reference itself, without the addition of 
singles into the virtual space via FOCI, provides a more balanced description of the PES. 
The BSAS-CISD approach gives a NPE of 1.63 kcal mol-1, compared to 0.86 kcal mol-1 
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with the minimal SOCI. Due to the similarity between BSAS-SCF and the corresponding 
minimal CASSCF for this system, this difference is most likely due to dynamical 
correlation effects. Indeed, if one includes triple excitations with BSAS-CISDT, the NPE 
is reduced to 0.29 kcal mol-1. Even the BSAS-CISDT wavefunction is still drastically 
smaller than the SOCI expansion with the 1:1 reference space for this particular case. 
Conclusions 
We have presented a systematic investigation of the ability of minimal reference 
spaces to describe strong non-dynamical correlation effects in multi-reference 
computations of reactions breaking single or multiple bonds. This is the first comparative 
evaluation of multireference methods across the entire potential energy surface for 
several different bond-breaking reactions, and it extends previous work that focused 
specifically on a single molecule [96, 103] or only on singly-bonded molecules [104]. 
Such a critical analysis is only made possible by the determination of demanding full 
configuration interaction benchmarks [96, 103, 104]. 
CASSCF using any of the active spaces considered here effectively captures the 
strong non-dynamical correlation effects and gives qualitatively correct potential energy 
curves for any of the bond-breaking reactions considered. When improved by treatments 
of dynamical electron correlation via multi-reference perturbation theory (e.g. CASPTn) 
or multi-reference configuration interaction singles and doubles (e.g. second-order CI), 
potential energy curves achieve quantitative accuracy with non-parallelity errors of a few 
kcal mol-1 or less. The CASPTn approach is an extremely useful method for efficiently 
adding dynamical correlation effects to the CASSCF reference, but at second or third 
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orders, it appears incapable of providing spectroscopically accurate potential energy 
surfaces. Indeed, significant errors remained in CASPT2 or CASPT3 descriptions of the 
challenging N2 molecule. However, the multi-reference perturbation theory approaches 
appeared slightly less sensitive to the choice of reference than the configuration 
interaction approaches. Second-order CI results, even with the minimal CAS reference, 
provide high-accuracy surfaces for all of the systems studied. 
We considered three different threshold-free criteria for choosing active spaces, 
which we label minimal, valence and 1:1. The minimal active space consists only of the 
orbitals for the bonds to be broken and their antibonding counterparts. The non-
parallelity errors (NPEs) do not necessarily improve as one goes to the larger active 
spaces in the CASSCF procedure. Perhaps surprisingly, in the CASPTn or second-order 
CI computations, the minimal active space often gives NPEs which are as good as or only 
slightly worse than those with much larger active spaces, at a fraction of the 
computational cost. 
A generalized restricted-active-space definition of the reference space for bond-
breaking reactions, the ‘bond-specific active space’ (BSAS) was presented as a size-
extensive approximation to the minimal CAS approaches. Drastically reducing the size of 
the CI expansion in the reference, the BSAS results offer a very balanced description 
across the entire potential energy surface. The systematic addition of dynamical 
correlations, either through MRPT or MRCI, provides increasingly better descriptions 
across the PES. The balance afforded by the BSAS reference warrants further 
investigation of its applicabilty to describe complex PESs. Furthermore, the reduced 
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scaling of the BSAS methods should allow their application to much larger systems than 
can be afforded using conventional CASSCF based approaches. 
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CHAPTER 5 
NON-DYNAMICAL CORRELATION AND METAL-SALEN 
CATALYSTS 
  This chapter will summarize the importance and origins of non-dynamical 
correlation in metal-ligand systems and provide a brief introduction to a particularly 
important class of metal-ligand systems: the metal-salens. Metal complexes of salen and 
salen-like ligands have emerged as quite probably the most important  class of 
homogenous catalysts in the field of asymmetric catalysis [116]. The demand for 
enantiomerically pure compounds by the pharmaceuticals and fine chemicals industries 
continues to grow [117], driven by the often superior performance of the pure 
enantiomers [118] in combination with the tightening regulatory requirements of the 
Food and Drug Administration. The field of asymmetric molecular catalysis has 
progressed rapidly over the previous two decades, having been extensively covered in 
recent reviews [117, 118]. The awarding of the 2001 Nobel Prize in chemistry recognized 
the importance of the field and highlighted advances in the catalysis of asymmetric 
epoxidation reactions, one of the most important synthetic tools developed in the past 30 
years for the pharmaceuticals and specialty chemicals industries [117]. The development 
and optimization of highly efficient and selective catalysts for asymmetric catalysis is an 
often-tedious process that can greatly benefit from knowledge of the underlying catalytic 
mechanism and the electronic and steric properties of the catalyst. However, the 
unraveling of a catalytic mechanism is technically challenging [119-121] and a clear 
picture of the complete catalytic cycle often remains elusive [122]. Theoretical methods, 
when they produce reliable results, are capable of providing a highly detailed picture of 
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the electronic properties of a particular catalyst system and a clear picture of the various 
steps in a proposed catalytic cycle. 
Since the pioneering work of Kohn and Sham [123], density functional theory 
(DFT) has emerged as an invaluable tool in computational chemistry for exploring the 
ground-state properties of molecular systems. DFT approaches, over the past decade, 
have almost become the de facto method of choice for exploring structures and reaction 
mechanisms in organometallic catalysts [124-129]. However, the electron density is 
represented by a single Slater determinant in the Kohn-Sham formulation. Such 
implementations of DFT should not be expected to be accurately applied to systems that 
are inherently multi-configurational. Becke has commented that nondynamical 
correlation effects are at best accidentally captured by LSDA, GGA, and “hybrid” DFT 
functionals [130]. Although the problems associated with applying current formalisms of 
DFT to multi-configurational states have long been recognized [131, 132], the extension 
of DFT to the description of such states remains an active area of research [133-136].  
DFT results can be sensitive to the choice of functional (and this is particularly 
true for some metal-salen systems [137]). Indeed, numerous functionals have been 
developed for vastly different applications. Of these, the hybrid B3LYP is probably the 
most widely applied [138], although its applicability should certainly not be considered 
universal. B3LYP has been shown to give rather poor estimates for spin-state splittings of 
many first-row transition metal dimers [139]. Indeed, a detailed analysis of the low-
spin/high-spin splittings in a series of first-row transition metal dimers demonstrates the 
strong dependence upon the amount of “exact” exchange and supports decreasing the a0 
parameter to 0.15 [140]. However, other authors have supported increasing the same 
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parameter to as much as 0.50 to achieve improved performance for energy barriers [141]. 
When experimental data are scarce, one must rely upon high-level ab-initio results to 
verify the applicability of DFT to a particular class of systems. The remainder of this 
chapter will discuss the general role of nondynamical correlation in transition-metal 
catalysts and the importance of the metal-salen catalysts to the homogeneous catalysis 
community. Of central importance to the catalysis community and the topic of the 
remaining chapters within is the applicability of DFT to examining structures and 
mechanisms in metal-salen catalyzed chemistry. 
Non-dynamical correlation and transition-metal systems 
As was discussed above, single-reference methods tend to break down as bonds 
are stretched far from equilibrium.  The need to treat multiple “nearly degenerate” 
electronic configurations on an equal footing, both !( )2  and ! *( )
2
 for the case of 
stretching a single bond, results in inconsistent and often times unphysical results for 
methods based upon a HF reference.  However, the nondynamical correlation problem is 
not restricted to geometries far from equilibrium.  While the simple diatomic and small 
polyatomic systems examined above tend to be strongly single-reference at their 
respective equilibrium geometries, other systems can exhibit strong nondynamical effects 
even at equilibrium.  Such is quite often the case for systems consisting of one or more 
transition metal atoms, especially for first transition row metals.  The partial filling of the 
spatially and energetically proximal metal d-orbitals gives rise to several low-lying 
electronic configurations. The problem is compounded for the 3d metals. The spatial 
proximity of the 3s, 3p, and 3d orbitals gives rise to destabilizing effects for metal-ligand 
interactions that result in poor overlap between the 3d and ligand orbitals. This gives rise 
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to orbital near degeneracies and a considerable amount of nondynamical correlation 
[142]. The ability of post-HF and density functional theory (DFT) based approaches to 
adequately describe these long-range correlation effects remains an open question. It has 
been generally accepted that separation of the nd orbitals from the ns and np orbitals in 4d 
and 5d systems results in reduced nondynamical correlation effects and improved 
performance for standard theoretical approaches, where relativistic effects are easily 
incorporated using effective core potentials.  This chapter will briefly review the current state 
of understanding surrounding the nondynamical correlation problem as it pertains to 
transition metal systems.  The discussion will primarily be concerned with “large” 
transition metal systems consisting of a single metal atom, i.e. systems where the metal 
center is surrounded by at least four ligands.  The distinction is extremely significant.  The 
first one or two ligands to bind a transition metal center will find the latter in an extremely 
hybridized state consisting of dns2 , dn+1s1 , and dn+2s0  character.  As the ligand sphere 
becomes more heavily saturated, the n +1( )s  orbitals will be pushed significantly higher in 
energy.  Furthermore, these large transition metal systems hold a special importance in 
molecular catalysis.  So, while much has been done to explore homo-[139, 143] and hetero-
[144, 145] transition metal diatomic species, such work will not be discussed here. Systems 
consisting of multiple metal centers will also not be covered here [146]. 
While the “spin-flip” approaches discussed above, and their spin-complete 
analogues, are capable of effectively recovering much of the static correlation for the 
bond-breaking problems presented, the definition of an appropriate high-spin reference is 
much clearer for that problem than it is for the transition-metal systems currently under 
consideration here. Thus, the applicability of the SF and other “modified” single-
reference methods to the case of strong near-degeneracies present in metal ligand systems 
remains unclear.  However, true multi-reference approaches (especially those based upon 
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a CASSCF/RASSCF reference) are ideally suited to the problem. Indeed, transition metal 
atoms and molecules have received a considerable amount of attention from researchers 
developing such methods. On the other hand, it is also true that the widespread use of 
multireference methods in this domain (as well as in other domains of chemistry) has 
been hindered by the difficulties in applying such methods.  At least at this time, there are 
no black-box multireference approaches. It is clear that, for the foreseeable future, the 
application of multireference methods to such systems will best be handled by 
experienced users of such methods.  The appropriate selection of the reference space, 
which can strongly influence the reliability and feasibility of such computations, requires 
a certain amount of “chemical insight” and experience. 
The nature of the nondynamical correlation effects in metal-ligand systems has 
been shown by Pierloot [147] to be strongly dependent upon the nature of the metal-
ligand bonding. Through a series of large RASSCF computations on a set of octahedral 
Cr compounds, Pierloot has demonstrated the interplay between the nondynamical 
correlation effects and the degree of metal-ligand covalency. In the case of weakly 
covalent metal-ligand bonding (predominantly ionic bonding), the nondynamical 
correlation effects are largely a consequence of the metal d orbitals.   This holds great 
promise for the applicability of relatively small active spaces for such systems.  As was 
demonstrated above, small active spaces (when combined with treatments for dynamical 
correlation) provide a well-balanced and affordable description of systems exhibiting 
nondynamical correlation effects. While the ionic picture of metal-ligand bonding lends 
itself to concepts such as the “formal oxidation state” of the metal and the “formal d 
orbital occupation,” as the degree of metal-ligand covalency increases the ionic picture 
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becomes smeared.  In such cases, the mixing of the metal and ligand orbitals leads to 
extremely large nondynamical correlation effects. In such instances, the accurate 
treatment of nondynamical correlation effects will likely extend beyond the metal d-
orbitals to include those ligand orbitals that mix most strongly with the metal d-orbitals. 
Another important effect (although truly a dynamical one) often attributed to 
systems containing transition metals is the 3d-double shell effect [147-151].  For 3d-
transition metals with a more than half-filled 3d shell, electron-electron repulsion effects 
between the closely-held 3d electrons gives rise to extremely strong dynamical 
correlation effects. The double shell effect is most obvious when considering the relative 
energies of states containing different d-orbital occupation numbers, i.e., the relative 
energies of the 3d( )n 4s( )0 , 3d( )n!1 4s( )1 , and 3d( )n!2 4s( )2  states of 3d atoms. The 3d 
double shell effect leads to large errors for the relative energies of these states from 
CASSCF calculations including only the metal 3d  and 4s  orbitals [CASSCF(n/6)]. 
When the active space is enlarged to include a second, more-diffuse 3d -shell 
[CASSCF(n/11)] the errors are greatly reduced. This has been demonstrated, for instance, 
in CASSCF/CASPT2 calculations on Ti+, Co+, and Rh+ by Pierloot [147]. It is the 
opinion of this author that such “dynamical” correlation effects are best treated by 
multireference correlated methods of electronic structure, such as multi-reference 
perturbation theory or multi-reference CI, built on top of a CASSCF or RASSCF 
reference designed to describe the dominant nondynamical correlation effects. As pointed 
out by Roos [152], “The CASSCF model has not been developed for treating dynamical 
correlation effects, but to provide a good starting point for such studies.” This opinion is 
further supported both by our previous work on bond-breaking [87] and by a careful 
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observation of Pierloot’s CASSCF/CASPT2 results for Co+ [147]. In our minimal active 
space studies of bond-breaking potentials, correlated methods built upon a minimal 
CASSCF (or RASSCF in the case of BSAS methods) performed as well as or better than 
their analogues employing much larger reference spaces [87]. Furthermore, the results 
based upon a minimal reference space systematically approach the FCI limit as higher 
levels of dynamical correlation are included. Going back to the results of Pierloot for 
Co+, the CASPT2(8/6) errors in the relative energies are typically less than 0.10 eV from 
the errors in the CASPT2(8/11) relative energies (when compared to experimental 
excitation energies) at a fraction of the computational cost [147]. Although not included 
in the  Pierloot study, it is anticipated the CASPT3 or SOCI energies based upon the 
CASSCF(8/6) reference will be much closer to the experimental excitation energies (or at 
least to accurate theoretical excitation energies for the given one-particle basis). 
While the strong dynamical and non-dynamical correlation effects present in 
metal-ligand systems combined with the difficulties of selecting appropriate references 
(either through general MCSCF or active-space CASSCF or RASSCF expansions) make 
the application of multi-reference methods extremely challenging for many metal-ligand 
systems, the single-reference formalisms described above cannot be expected to provide 
reliable results for such systems. This is not to say that single-reference methods will 
necessarily not work for metal-ligand systems.  The increasingly popular DFT 
approaches have provided reliable results for many metal-ligand systems [128, 139, 143, 
144, 152-155], although there are certainly many exceptions to this as well [139, 143, 
144, 152, 156-158]. In reality, great care must be taken to ensure that the functional 
employed provides reliable results for a particular system when DFT is going to be 
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employed for theoretical studies. This can be done either against reliable experimental 
data or, in the absence of experimental results, against results from reliable ab initio 
calculations. If DFT does indeed provide such results, the application of DFT to metal-
ligand catalyzed reactions can provide a great deal of chemical insight and understanding. 
Metal-Salens in Catalysis 
The term “salen” refers to a class of [O, N, N, O] tetradentate Schiff base 
complexes formed by the condensation of an aldehyde with the appropriate ketone. The 
first salen ligand and its complex with Cu was discovered by Combes in 1889 [159]. It 
was more than 75 years later when the first application of a well-defined chiral transition-
metal complex [a Cu(II)-salen] in asymmetric catalysis was realized [160]. Since this 
initial discovery, numerous metal-salen systems have been developed for applications in 
enantioselective chemical transformations [116, 122, 161-167]. A major breakthrough in 
asymmetric catalysis was observed with the development of the chiral manganese-salen 
catalysts by the groups of Jacobsen [168] and Katsuki [169], in particular for the 
asymmetric epoxidation of alkenes.  The Jacobsen-Katsuki reaction remains the most 
highly versatile and widely employed approach for olefin epoxidation [162]. The same 
ligand, when combined with chromium or cobalt, has proven highly efficient as a catalyst 
for epoxide ring opening reactions [170, 171]. The tetradentate binding motif of the metal 
salens is reminiscent of the porphyrins in the heme-based oxidative enzymes [172-176]. 
Indeed, Mn(III)-salens have been targeted as models for the heme-based porphyrins of 
the catalase enzymes [177]. However, the salen ligands are more easily prepared than 
their porphyrin analogues and are more easily modified to induce chirality at the metal 
center. The salen ligand has proven to be extremely robust and versatile; being easily 
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prepared and derivatized [178], capable of stabilizing numerous metals in various 
oxidation states [179], and proficient in transmitting a high degree of enantiomeric 
specificity [116, 122, 162, 166, 180-183]. As such, the salen ligands have been targeted 
as an attractive manifold for the development of both bifunctional catalyst systems [184, 
185] and recoverable immobilized molecular catalysts [116, 186-189]. Judging by recent 
reviews [122, 161, 162, 180, 182], the interest in and the discovery of new 
transformations catalyzed by metal-salen complexes shows no signs of slowing down. 
The tremendous interest in metal-salen systems for catalysis has sparked several 
previous theoretical studies [169, 190-217], although no particular metal-salen system has 
been as extensively studied by theoretical methods as the Mn(salen) systems employed 
for asymmetric epoxidation chemistry [169, 203-217]. In order to undertake such studies 
the authors employ some model system that they expect to mimic the properties of the 
real system; some of the most common model systems are depicted in Figure 25. The 
relative scarcity of theoretical work on other metal-salen systems may be a consequence 
of the difficulty in interpreting the results provided; complicated by the near-degeneracy 
of the electronic states, the proximity of the low-lying electronic states, and the 
discrepancies that exist in previous theoretical results. It has been demonstrated by 
Cavallo and Jacobsen that there exist major qualitative discrepancies in the description of 
the Mn(salen) catalyzed epoxidation reaction provided by two of the most popular 
density functionals, BP86 and B3LYP [212]. Concomitant with the discrepancy in 
theoretical results and the difficulties of nondynamical correlation effects, systems 
containing 3d metals can feature several low-lying excited states of various multiplicities 
which give rise to surface crossing effects. The effect of intersystem crossings on 
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chemical reactions involving heavier elements, where spin-orbit coupling effects may be 
large, has long been a matter of debate. Such reactions are often referred to as “spin-
forbidden” processes because at zeroth-order spin-state changes are not allowed. 
However, it has been well demonstrated that such a view is too simplistic [218]. Indeed, 
extremely fast reactions may occur in transition metal containing systems despite being 
spin forbidden in nature. A detailed understanding of the energies and geometries of 
reactants, products, intermediates, and minimum energy crossing points is often required 
to account for chemical reactivity and selectivity. Such a detailed picture for metal-salen 
catalyzed reactions has yet to be presented. 
 




THE CASE OF OXO-MN(SALEN) 
Numerous theoretical studies over the past decade have sought to elucidate the 
electronic properties that give rise to the stereochemical control afforded by the 
Mn(salen) system [115, 203-217, 219]. Despite a large number of theoretical studies, 
however, extracting definitive conclusions from theory has proven challenging. For 
example, it has been noted that there exist major qualitative discrepancies in the 
description of the epoxidation reaction catalyzed by this system when comparing the two 
most commonly used density functionals [212]. Manganese is one of the 3d metals, 
which (as discussed above) have proven to be extremely challenging for electronic 
structure theory [220]. Indeed, both the Mn-dimer [139] and the cationic MnO+ (Ref. 
[221]) are particularly difficult for standard theoretical methods, displaying a large degree 
of nondynamical correlation [142]. Despite a number of theoretical studies, such a 
detailed picture of Mn(salen) catalyzed olefin epoxidation reactions remains elusive, 
primarily due to a lack of high-level benchmark calculations. Although this has been 
attempted for Mn(salen) systems with high-level CC studies [213], the results have been 
highly disputed [222, 223]. The only remaining high-level theoretical results have been 
the CASSCF and multireference perturbation theory [207] (MRMP2) results presented by 
Ivanic et al. [207]. Because the CASSCF method is capable of describing the 
nondynamical correlation effects in the oxo-Mn(salen) system, and because subsequent 
dynamical correlation effects have been shown by Ivanic et al. to be minor [224], we 
have pursued expanded CASSCF studies here in an attempt to obtain a definitive 
ordering of the lowest singlet, triplet, and quintet states of the system. The sensitivity of 
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the CASSCF results to the basis set has been examined along with a possible truncation 
of the active space from the study of Ivanic et al. Additionally, CASSCF wave functions 
are used to explore low-lying excited singlet and triplet states which have not previously 
been considered 
Finally, we explore the possibility of multiple solutions to the HF and Kohn-Sham 
DFT equations. In such self-consistent-field (SCF) based approaches a solution is 
iteratively sought such that the energy functional is stationary with respect to variation of 
the spin-orbitals. However, convergence to even a local minimum is not ensured by 
establishing zero first-order variation in the energy functional [225, 226]. A necessary 
criterion for ensuring convergence to a local minimum is the positive definiteness of the 
orbital Hessian, the second-order changes of the energy functional with respect to 
infinitesimal variations of the orbitals. When there exists one or more negative 
eigenvalues of the orbital Hessian, the SCF solution is unstable with respect to variations 
of the spin-orbitals. This implies that there exists a lower-energy solution to the SCF 
equations, although this may not necessarily be the desired solution. The orbital 
instabilities can be classified into various types, some of which may result in solutions 
which break some of the employed constraints on the wave function [227]. The orbital-
instability problems give rise to symmetry breaking for many simple molecular systems 
[207]. Ensuring convergence to a global minimum is extremely challenging even for the 
smallest of systems [228, 229]. In this study, we have examined the existence of multiple 
solutions and wave function orbital instabilities for several commonly used SCF 




The model system and geometry were taken from previous work by Ivanic et 
al.[230]. A 6-31G* basis [231, 232] was employed for most of the computations. 
Additionally, some CASSCF wave functions were obtained using a larger basis which 
consisted of the 6-311G*basis [233, 234] for all atoms except Mn, for which the 
augmented triple-zeta atomic natural orbital basis of Widmark et al. was employed [235]. 
These two choices of basis will be referred to as 6-31G* and 6-311G*, resulting in 273 
and 423 contracted Gaussian functions, respectively 
Wave function stability analysis was performed within the computational 
chemistry package QCHEM 2.1 [236, 237]. Along with Hartree-Fock methods, several 
combinations of popular exchange [28] and correlation [207] functionals were employed. 
In order to examine the existence of multiple solutions and orbital instabilities, three 
separate calculations were performed for each spin state, each with a different set of 
initial guess orbitals. Initial guesses were generated using the core Hamiltonian, using a 
superposition of atomic densities, and using the generalized Wolfsberg-Helmholtz 
(GWH) procedure [238]. In all cases, the SCF orbital optimization was performed using 
geometric direct minimization (GDM) [239]. Although GDM is slightly more expensive 
than Pulay’s direct inversion of the iterative subspace (DIIS) [207], the ability to take 
nonlinear steps in orbital rotation space provides more stable convergence for difficult 
systems. Convergence of a solution was assumed when the rms orbital gradient was less 
than 10-8. The stability of each converged wave function was checked by diagonalization 
of the molecular orbital Hessian, and the type of instability present was analyzed. Hessian 
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eigenvalues were assumed to be converged when the maximum deviation was less than 
10-6. 
State-averaged complete-active-space self-consistent field [101] (SA-CASSCF) 
calculations were performed with MOLPRO [207]. Two choices of active space were 
employed and will be discussed further below. Although previous results have indicated 
that the relativistic effects are likely quite small [240], their impact has been explored by 
employing the perturbational Cowan-Griffin (CG) operator [241]. The CG relativistic 
corrections were computed at the SA-CASSCF level of theory in the 6-31G* basis. 
Results and Discussion 
CASSCF Computations and Electronic State Ordering 
SA-CASSCF/6-31G* wave functions were obtained both with a 12 electron in 11 
orbital active space as well as an 8 electron in 7 orbital active space. The former has been 
advocated by previous authors [242, 243] and the latter was chosen after an examination 
of UHF natural orbital (NO) occupation numbers [244]. The smaller active space consists 
of the dxy Mn( ) , ! Mn-Oax( ) , !1 Mn-Oax( ) , and ! 2 Mn-Oax( )  occupied molecular 
orbitals along with the correlating orbitals ! * Mn-O
ax( ) , !1
*
Mn-O
ax( ) , and ! 2
*
Mn-O
ax( ) . 
The larger active space is formed from the smaller by the addition of the two three-










* . All of these orbitals are 
depicted in Figure 26 from a CASSCF/6-31G*(12/11) calculation of the 15A state. 
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Figure 26. CASSCF/6-31G*natural orbitals for the 15A state of oxo-Mn(salen). 
In the study of Ivanic et al. [207], a triplet ground state is predicted for the oxo-
Mn(salen) model system. The singlet was predicted to be a few kcal mol-1 higher in 
energy followed by the quintet at approximately 40 kcal mol-1. However, the authors 
were unable to converge the CASSCF(12/11) wave function for the singlet state. The 
problem stemmed from a weakly occupied dxy Mn( )orbital in the active space that rotated 
with a chlorine core orbital. This led the authors to place the d orbital into the restricted 
space, performing a CASSCF(10/10) calculation. To allow for a comparison of relative 
energies after the orbitals were converged, the authors then performed an Edminston-
Ruedenberg [245] (ER) localization of the restricted-space orbitals and placed the d 
orbital back into the active space, performing a CAS-CI(12/11) computation. The study 
of Ivanic et al. employed modified virtual orbitals [207] from a HF calculation as initial 
guess orbitals for the CASSCF. Here, the starting orbitals were the natural orbitals from a 
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CASSCF(12/11) calculation in a STO-3G basis [140]. In turn, the CASSCF/STO-3G 
computations used the natural orbitals of a CI singles and doubles computation as a 
guess. Using this procedure, we were able to converge the CASSCF(12/11) calculations 
for the singlet state while avoiding the rotation of the d orbital out of the active space. 
The resulting CASSCF(12/11) total and relative energies for the 11A, 13A, and 15A states 
are presented in Table 14 along with the CAS-CI energy of Ivanic et al. As can be seen 
from the table, the energy of the 11A drops below that of the 13A state when using a 
converged CASSCF solution. The converged CASSCF energy of the 11A state lies a little 
more than 3 kcal mol-1 lower than the CAS-CI energy of Ivanic et al. From these 
calculations, the singlet and triplet states are predicted to be essentially degenerate, with a 
singlet ground state followed by the triplet less than 0.5 kcal mol-1 higher in energy. The 
quintet remains around 40 kcal mol-1 higher in energy. The approach presented above for 
generating starting orbitals for the CASSCF calculation was employed for all of the 
remaining calculations unless otherwise stated. 
Table 14. Total (hartree) and relative (kcal mol-1) energies for three electronic states of oxo-
Mn(salen). 
 
State Total energy Relative energy 
1 1A CASSCF(12/11)/6-31G* 2251.430 527a 00.00 
1 1A CAS-CI(12/11)/6-31G* 2251.425 50b0 03.15 
1 3A CASSCF(12/11)/6-31G* 2251.430 11b0 00.26 
1 5A CASSCF(12/11)/6-31G* 2251.362 20b0 42.88 
aThis work. 
bIvanic et al. 
  
 One of the major sources of difficulty in computational studies of this system has 
been the number and proximity of many low-lying excited states. In order to gain an 
understanding of the qualitative ordering of these states, we initially performed CAS-CI 
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calculations for several roots on each of the spin manifolds using the converged orbitals 
from the CASSCF/6-31G*(12/11) calculation of the 15A state. These calculations 
indicate that two triplet states and the closed-shell singlet state are nearly degenerate in 
energy. Lying slightly higher in energy are two open-shell singlet states followed by the 
high-spin quintet 15A. These six lowest electronic states that are capable of being 
described by the current active spaces have been studied extensively in this work and will 
be tentatively labeled 11A , 21A , 31A , 13A , 23A , and 15A. Preliminary studies indicate 
that other states capable of being described with this active space lie higher in energy and 
were not considered further. It should be noted that only three of these states (the lowest 
singlet, triplet, and quintet) have been considered previously by other authors and it is 
unclear at this stage what impact the presence of these low-lying excited states will have 
on the chemistry of this system. 
The SA-CASSCF method has been shown to provide a reliable reference for 
vertical excitation energies in some systems [207] as it affords a balanced description of 
the relevant electronic states. However, one important consideration when performing 
such calculations is how to average over the electronic states. There are inherent 
advantages and disadvantages both to averaging over more and to averaging over fewer 
of the states of a given system. The states included in a SA-CASSCF calculation are 
orthogonal by construction and must be described by a common set of molecular orbitals. 
Averaging over fewer states in a given calculation will certainly provide more flexibility 
in the description of the electronic states, but may lead to erroneous root-flipping 
problems for states that lie close in energy. Averaging over more states will lead to fewer 
calculations required to obtain the desired excitation energies and fewer root-flipping 
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problems, but the primary consideration now is whether all of the electronic states can be 
accurately described by a common set of molecular orbitals. If this is the case, it may be 
possible to reliably obtain all of the excitation energies of interest from a single 
calculation. 
In the present study, we have obtained SA-CASSCF wave functions using three 
different averaging schemes. In the most flexible approach considered, SA-CASSCF 
wave functions were obtained from four separate calculations including (a) the 11A state, 
(b) the 21A and 31A states, (c) the 13A and 23A states, and (d) the 15A  state. This will be 
conveniently represented with the following notation [11A/21A,31A/13A,23A/15A]. The 
total and relative energies are presented in Table 15. Both sets of calculations predict the 
ground spin state to be the 11A state, in contrast to the triplet state found by Ivanic. Only 
slightly higher in energy are the nearly degenerate 13A and 23A states. A nearly 
degenerate pair of open-shell singlet states, 21A and 31A, is found around 35 kcal mol-1 
followed by the 15A state above 40 kcal mol-1. Single-state CASSCF calculations 
attempted on the 31A and the 23A states resulted in root-flipping problems and could not 
be converged. It is extremely promising that the results from the two active spaces 
[(12/11) and (8/7)] are very similar. The relative energies differ by less than 0.5 kcal mol-
1
 for all of the states except the high-lying 15A state, for which the difference is only 1.4 
kcal mol-1. 
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Table 15. Total (hartree) and relative (kcal mol-1) SA-CASSCF/6-31G* [11A/21A,31A/13A,23A/15A] 
energies for the relevant electronic states of oxo-Mn(salen). 
 
 SA-CASSCF(12/11) SA-CASSCF(8/7) 
State Total energy Relative energy Total energy Relative energy 
11A  2251.430 527 00.00  2251.401 094 00.00  
21A  2251.376 300 34.03  2251.346 203 34.44  
31A  2251.373 073 36.05  2251.343 313 36.26  
13A  2251.427 234 02.07  2251.397 173 02.46  
23A  2251.426 278 02.67  2251.396 381 02.96  
15A  2251.362 197 42.88  2251.330 493 44.30 
  
 
The second state-averaging approach, [11A,21A,31A/13A,23A/15A], averages 
separately over each of the spin manifolds, requiring three separate calculations. The only 
impact this has on the energies is upon the singlet states, which are now required to be 
orthogonal and described by a common set of orbitals. The total and relative energies are 
presented in Table 16. From the results we see that, by averaging over all of the singlet 
states, we have significantly raised the energy of the 11A state. This could either be the 
result of requiring a common set of molecular orbitals or the result of the imposed 
orthogonality of the singlet states. A closer examination of the results implies that the 
effect is most likely the result of the imposed orthogonality. The energies of the 21A and 
31Astates are much less affected by the changes, the increase in total energy being an 
order of magnitude less for these states than for the 11A state. 
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Table 16. Total (hartree) and relative (kcal mol-1) SA-CASSCF/6-31G* [11A,21A,31A/13A,23A/15A] 
energies for the relevant electronic states of oxo-Mn(salen). 
 
 SA-CASSCF(12/11) SA-CASSCF(8/7) 
State Total energy Relative energy Total energy Relative energy 
11A  2251.424 606 01.65  2251.395 150 01.27  
21A  2251.375 485 32.47  2251.345 394 32.49  
31A  2251.372 129 34.58  2251.342 357 34.40  
13A  2251.427 234 00.00  2251.397 173 00.00  
23A  2251.426 278 00.60  2251.396 381 00.63  
15A  2251.362 197 40.81  2251.330 493 41.84 
  
 
The final averaging scheme, [11A,21A,31A,13A,23A,15A], attempts six states from 
a single CASSCF. The total and relative energies are presented in Table 17. This 
averaging scheme imposes no additional orthogonality constraints on the system as the 
states of different spin symmetries are orthogonal by construction. As such, the predicted 
relative energies are changed only slightly in comparison with those from the SA-
CASSCF [11A,21A,31A/13A,23A/15A] results presented in Table 16. Both approaches 
predict the ground state to be characterized by a pair of nearly degenerate triplet states, 
followed by a low-lying closed-shell singlet state. These results clearly demonstrate that 
the ordering of the relevant electronic states depends strongly upon the choice of 
averaging schemes. However, it is indeed promising that the smaller active space gives 
results consistent with those from the larger active space. 
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Table 17. Total (hartree) and relative (kcal mol-1) SA-CASSCF/6-31G* [11A,21A,31A,13A,23A,15A] 
energies for the relevant electronic states of oxo-Mn(salen). 
 
 SA-CASSCF(12/11) SA-CASSCF(8/7) 
State Total energy Relative energy Total energy Relative energy 
11A  2251.419 298 04.15 2251.389 802 03.79 
21A  2251.374 790 32.08 2251.344 722 32.08 
31A  2251.372 001 33.83 2251.342 249 33.63 
13A  2251.425 905 00.00 2251.395 843 00.00 
23A  2251.424 670 00.78 2251.394 843 00.63 
15A  2251.352 430 46.11 2251.320 483 47.29 
  
 
A molecular orbital diagram of the most important orbitals is presented in Figure 
27 The ground state of the system, 11A (at least according to our most flexible SA-
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Figure 27. Diagram of the key orbitals in the description of the low-lying electronic states of oxo-
Mn(salen).  Below these are the dominant excitations that lead to the excited states from the closed-
shell 11A state. 
The largest error in the CASSCF computations might be thought to be the lack of 
dynamical electron correlation, which is captured only indirectly in CASSCF, but may be 
included explicitly via CASPT2 or other multi-reference methods. Previous work by 
Ivanic using the multi-reference MP2 [213] (MRMP2) method indicates that the effect of 
dynamical correlation is rather small (contributing 0.6 and 5.5 kcal mol-1 respectively to 
the relative energies of the 13A and 15A states), in both cases increasing the energy 
relative to the 11A state. This is consistent with the observations that closed-shell systems 
exhibit larger dynamical correlation effects and thus tend to be overestimated 
energetically at the CASSCF level [213]. The next most important source of error might 
be the basis set. It is well known that wave function based approaches are typically 
slower to converge with respect to basis set than DFT based approaches. We have 
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investigated the basis set convergence of the relative SA-CASSCF energies using a 6-
311G*basis set. The SA-CASSCF/6-311G*[11A/21A,31A/13A,23A/15A] and SA-
CASSCF/6-311G*[11A,21A,31A,13A,23A,15A] total energies are presented in Table 18 
and Table 19, respectively, along with the changes in total and relative energies for the 
various electronic states. The results indicate that basis set effects may indeed be more 
important for determining the ground spin state of the system than are the effects of 
dynamical correlation. In the most flexible averaging scheme, increasing the size of the 
basis raises the relative energies of all of the triplet and open-shell singlet states by 
approximately 1.2 kcal mol-1, with the relative energy of the 15A state increasing by only 
0.39 kcal mol-1. Although the more restrictive, [11A,21A,31A,13A,23A,15A], choice of 
averaging does not reproduce the proper ordering of the electronic states, the 11A and 
13A states are still stabilized relative to the triplet states upon going to the larger basis. 
Finally, even though none of the atoms are particularly heavy, one might suppose that 
relativistic effects could be significant due to the Mn atom. Ivanic et al. examined the 
importance of relativistic effects on the electronic state ordering of this system by 
comparing all-electron calculations to those employing a relativistic effective core 
potential [207]. Although the results indicated that the relativistic effects were negligible 
for determining the electronic state ordering, we have examined the importance of such 
effects using the Cowan-Griffin relativistic correction to the all-electron calculations. The 
results are presented in Table 20. From the results one can see that, although the 
relativistic corrections to the total energies are quite large, the contribution of the 
relativistic effects to the relative energies is typically less than 0.1 kcal mol-1. 
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Table 18. Total energies (hartree) at the SA-CASSCF/6-311G* [11A/21A,31A/13A,23A/15A] level of 
theory and changes in  total energies (hartree) and relative energies (kcal mol-1) for the relevant 
electronic states of oxo-Mn(salen). 
 
 SA-CASSCF(12/11) SA-CASSCF(8/7) 
State Total energy ΔEtot  ΔErel  Total energy ΔEtot  ΔErel  
11A  2251.745 514 0.314 987 0.00 2251.715 642 0.314 548 0.00 
21A  2251.689 302 0.313 002 1.24 2251.658 787 0.312 584 1.24 
31A  2251.686 166 0.313 094 1.19 2251.655 956 0.312 643 1.19 
13A  2251.740 367 0.313 133 1.16 2251.709 875 0.312 702 1.16 
23A  2251.739 428 0.313 150 1.15 2251.709 073 0.312 692 1.16 
15A  2251.676 429 0.314 231 0.47 2251.644 424 0.313 931 0.39 
  
Table 19. Total energies (hartree) at the SA-CASSCF/6-311G* [11A,21A,31A,13A,23A,15A] level of 
theory and changes in  total energies (hartree) and relative energies (kcal mol-1) for the relevant 
electronic states of oxo-Mn(salen). 
 
 SA-CASSCF(12/11) SA-CASSCF(8/7) 
State Total energy ΔEtot  ΔErel  Total energy ΔEtot  ΔErel  
11A  2251.732 704 0.313 406 0.23 2251.732 704 0.313 406 0.23 
21A  2251.687 477 0.312 687 0.22 2251.687 477 0.312 687 0.22 
31A  2251.684 653 0.312 652 0.24 2251.684 653 0.312 652 0.24 
13A  2251.738 948 0.313 043 0.00 2251.738 948 0.313 043 0.00 
23A  2251.737 650 0.312 980 0.04 2251.737 650 0.312 980 0.04 
15A  2251.666 479 0.314 050 0.63 2251.666 479 0.314 050 0.63 
  
Table 20. Cowan-Griffin relativistic corrections (hartree) to the energy of the electronic states of oxo-
Mn(salen) computed at the SA-CASSCF /6-31G* level of theory and their contribution to the 
relativer energies (kcal mol-1). 
 
State Erel  ΔE  
11A  9.115 630 0.01  
21A  9.115 772 0.08 
31A  9.115 768 0.08 
13A  9.115 645 0.00  
23A  9.115 638 0.00  
15A  9.116 107 0.29 
  
Of primary importance when considering the applicability of single-reference 
based electronic structure theories to the current problem is the multireference nature of 
the electronic wave function. For each state, Table 21 presents the contribution (CI 
coefficient) in the CASSCF NO basis for all determinants with a coefficient of 0.15 or 
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larger. The results show that the triplet states are highly multireference, with the leading 
determinant in each case capturing only about 72% of the total wave function. A single-
determinant description is not expected to be applicable for the open-shell singlet states. 
However, the leading pair of determinants (the smallest number of determinants capable 
of describing the open-shell wave function) capture only about 77% of the total wave 
function for each of these states. This may be contrasted with CASSCF wave functions 
for the ground state of well-behaved systems. For the H2O molecule in an aug-ccpVDZ 
basis set near its equilibrium geometry (R =1.843 45 bohr, Θ=110.60°), the leading 
closed-shell determinant captures 96% of the CASSCF wave function using a valence 
active space and a CASSCF-NO basis (the second leading configuration contributes less 
than 1%). The coefficient of the leading determinant of the closed-shell 11A state of our 
Mn(salen) model system, 0.90, is larger than that for the triplet states but is still smaller 
than what one might expect for a well-behaved single-reference system. The 15A state, 
with a leading coefficient of 0.96, appears to be the most highly single-reference of the 
states considered. It is clear from the CI coefficients that the triplet and singlet states are 
highly multireference in nature. As such, accurate relative energies for these states should 
not be expected from single-reference approaches. 
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Table 21. Leading configurations in the description of the low-lying electronic states of oxo-
Mn(salen) computed at the SA-CASSCF(8/7)/6-31G* [11A/21A,31A/13A,23A/15A] level of theory. 
 
State Configuration Coefficient 
1
1
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The most accurate calculations presented here, employing large basis sets and 
relativistic corrections, predict the ground state to be the closed-shell 11A state. Lying 
slightly more than 3 kcal mol-1 higher in energy is a pair of nearly degenerate triplet 
states. A pair of open-shell singlet states lies above 30 kcal mol-1, with the 15A state at 
greater than 40 kcal mol-1. It is anticipated that corrections for dynamical correlation and 




As noted above, there exist major discrepancies in the description of the 
asymmetric epoxidation reaction catalyzed by oxo-Mn(salen) when using two of the most 
commonly employed density functionals. In Table 22 we present the relative energies for 
the various electronic states from several restricted Kohn-Sham (RKS) and restricted 
open-shell Kohn-Sham (ROKS) approaches as well as restricted and restricted open-shell 
Hartree-Fock (RHF/ROHF). Comparing BP86 to BLYP and B3P86 to B3LYP, it is 
obvious that the spin-state splittings are largely insensitive to the choice of correlation 
functional. Both B3LYP and B3P86 predict the ground state to be the 13A state followed 
by the closed-shell singlet at 2–3 kcal mol-1. The quintet is predicted to be less than 20 
kcal mol-1 above the triplet. Both BP86 and BLYP predict the closed-shell 11A state to be 
the ground state, with the 13A state around 1–2 kcal mol-1. The quintet is predicted to lie 
a little more than 20 kcal mol-1 higher in energy. It is clear from the results that the hybrid 
functionals (B3LYP and B3P86) stabilize the high-spin states relative to the nonhybrid 
approaches (BLYP and BP86). There are a few things to note with respect to the 
RHF/ROHF results. Exchange terms due to the Pauli exclusion principle result in 
dramatic overstabilization of the high-spin states. The spin-state stability increases with 
increasing spin multiplicity, predicting the quintet to be the lowest of the three spin states 
considered, followed by the triplets and then the singlets. Indeed, a ROHF calculation on 
the septet state predicts this to be even lower than the quintet by almost 30 kcal mol-1. It 
is also interesting that there exist multiple solutions to the HF equations for each of the 
spin multiplicities, differing at one point by more than 15 kcal mol-1 in energy. It should 
also be mentioned that all of the RHF/RKS singlet states exhibit large restricted-
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unrestricted orbital instabilities, although the negative orbital Hessian eigenvalues are 
smaller in magnitude for DFT approaches ( ! < 0.05 ) than for HF ( ! > 0.25 ).Following 
these instabilities leads to slightly spin-contaminated un-restricted Kohn-Sham (UKS) 
solutions and a highly spincontaminated UHF solution as discussed below. We are 
currently unable to perform stability analysis on the ROHF/ ROKS wave functions. 
Table 22. Energies (kcal mol-1) relative to the lowest triplet state for restricted single-reference 
methods using a 6-31G* basis. 
Method State Energy 
B3LYP Singlet 01.85 
 Triplet 00.00 
 Quintet 17.65 
   
BP86 Singlet 1.30 
 Triplet 00.00 
 Quintet 24.69 
   
BLYP Singlet 1.99 
 Triplet 00.00 
 Quintet 23.65 
   
B3P86 Singlet 02.92 
 Triplet 00.00 
 Quintet 13.67 
   
B3LYP* Singlet 00.82 
 Triplet 00.00 
 Quintet 15.38 
   
HF Singlet 041.33 
 Singlet 041.39 
 Triplet 015.31 
 Triplet 000.00 
 Quintet 37.94 
 Quintet 38.10 
 
  
Table 23 presents the relative energies, Ŝ2  values, and orbital Hessian 
eigenvalues of all stable and unstable solutions obtained using unrestricted single-
reference approaches. Like RHF, UHF theory also results in a very unphysical 
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description of the electronic state ordering. Indeed, the relative energies of the states 
considered are completely different than our best CASSCF results presented above. Like 
ROHF, UHF predicts a septet ground state, and it places the lowest quintet state 10 kcal 
mol-1 below the lowest singlet state, in contradiction to our best CASSCF prediction of a 
singlet ground state. However, the overstabilization of the quintet and septet is 
significantly reduced compared to the ROHF results. Concomitant with the very poor 
UHF relative energies, Table 23 indicates that the UHF wave functions are all highly spin 
contaminated. The UKS DFT solutions also exhibit spin contamination, although to a 
much smaller degree. Just as for ROKS, the UKS energies are much less sensitive to the 
choice of correlation functional than to the treatment of exchange. Additionally, the UKS 
relative energies are very similar to those obtained using ROKS (typically within 1 kcal 
mol-1), the only exception being the B3LYLP results Table 23 indicates multiple UHF 
solutions, just as for ROHF. However, while we observed only one RKS/ROKS solution 
for each of the singlet, triplet, and quintet states, we observe additional high-spin 
solutions for unrestricted BP86, BLYP, and B3LYP* (which has 15% HF exchange) 
[246]. For the unrestricted wave functions, we were able to perform a stability analysis, 
and the lowest eigenvalues of the orbital Hessian are presented in the table. We find that 
the “extra” solutions found for UKS but not for ROKS all correspond to unstable wave 
functions (with negative orbital Hessian eigenvalues ). Perhaps surprisingly, however, all 
of the UHF solutions we obtained are stable, indicating that they are local minima in 
orbital rotation space. One might suppose that the “wrong” UHF solutions would exhibit 
very small Hessian eigenvalues. However, from Table 23 we see that the smallest 
eigenvalues for these wrong solutions may be larger than those for the lowest-energy 
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UHF solution. Given that these solutions are locally stable, it is not immediately clear 
how one would know whether such a high-lying solution had been obtained (short of a 
search for multiple solutions as we have done here). Furthermore, none of the procedures 
employed for generating the initial guess orbitals consistently provides for the correct 
SCF solution. The core Hamiltonian appears to be a rather poor initial guess for this 
particular system, and for the optimization procedures we employed, it always results in 
the UHF solution that is the highest in energy (of those we found) for the given 
multiplicity. Using a GWH guess would result in the correct singlet, triplet, and quintet 
UHF wave functions. However, one would land upon the higher septet result. The only 
guess to result in the correct septet UHF result was the superposition of atomic densities. 
However, this particular guess results in the wrong solution for all other states. 
 117 
Table 23. Energies (kcal mol-1) relative to the lowest triplet state and lowest eigenvalues of the orbital 
Hessian for unrestricted single-reference methods using  6-31G* basis. (All negative eigenvalues of 
the molecular orbital Hessian included in this table were from UKS-CUKS orbital instabilities). 
Method State Ŝ2  Energy Eigenvalues 
B3LYP 1A  0.52  3.53  0.004,0.033 
 3A  2.21  0.00  0.003,0.009 
 5A  6.04  11.94  0.007,0.013 
 7A  12.07  75.32  0.017,0.018 
BP86 1A  0.51  1.87 0.007,0.033 
 3A  2.04  0.00  0.005,0.009 
 5A  6.02  29.46  0.010,0.010 
 5A  6.02  24.18  0.006,0.011 
 7A  12.02  93.15  0.003,0.005 
 7A  12.03  91.03  0.006,0.011 
BLYP 1A  0.47  2.09 0.007,0.033 
 3A  2.04  0.00  0.005,0.010 
 5A  6.02  28.22  0.010,0.011 
 5A  6.02  23.08  0.006,0.011 
 7A  12.02  91.71  0.002,0.006 
 7A  12.03  89.81  0.005,0.013 
B3P86 1A  0.57  3.53  0.004,0.032  
 3A  2.21  0.00  0.003,0.008 
 5A  6.04  13.42  0.008,0.013 
 7A  12.07  77.48  0.016,0.017 
B3LYP* 1A  0.51  1.75  0.005,0.033 
 3A  2.10  0.00  0.004,0.008 
 5A  6.03  20.25  0.011,0.005  
 5A  6.04  14.67  0.007,0.012 
 7A  12.06  81.09  0.007,0.008 
HF 1A  2.91  40.64  0.003,0.044 
 1A  2.33  14.92  0.003,0.026 
 3A  2.99  39.79  0.001,0.013 
 3A  3.28  0.00  0.001,0.013 
 3A  3.35  13.50  0.003,0.027 
 5A  6.03  27.91  0.001,0.013 
 5A  6.53  4.27  0.003,0.016 
 7A  13.16  10.20  0.017.0.085 
 7A  12.43  2.32 0.003,0.012 
  
Conclusions 
We have examined several electronic states of the oxo- Mn(salen) model system, 
some of which have not been previously explored, using robust ab initio methods. SA-
CASSCF/6-311G*calculations predict the closed-shell 11A state to be the ground spin 
state, with the 13A and 23A states slightly more than 3 kcal mol-1 higher in energy. Such a 
difference is within the potential errors of the calculations. However, it is anticipated that 
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calculations incorporating larger basis sets and corrections for dynamical correlation will 
push the singlet state lower in energy relative to the triplets. A pair of nearly degenerate 
open-shell singlet states, 21A and 31A, lie around 35 kcal mol-1 followed by the high-spin 
15A state at a little more than 40 kcal mol-1. It is currently unclear what significance the 
presence of these previously unexplored electronic states may have in understanding the 
chemistry of this system. The proximity of so many states may result in highly complex 
potential energy surfaces involving conical intersections and avoided crossing effects. It 
is evident from this work that even a definitive determination of the ground spin state for 
this system will require very extensive treatments of electron correlation in conjunction 
with very large basis sets. As previously described by Ivanic et al. [213], in the closed-
shell singlet state, we observe triple-bond character between the manganese metal and the 
axial oxygen atom. Through detailed analysis of the CI expansion from CASSCF 
calculations, we have demonstrated the multireference character of this system. Much 
care should be taken when applying single-reference based approaches to such problems.  
We have examined the applicability of several single-reference SCF approaches 
for describing the electronic structure of the current model system, while exploring the 
existence of multiple SCF solutions and their potential impact on previous theoretical 
studies. Hartree-Fock theory has been demonstrated to give an extremely poor description 
of this system and does not provide a reliable starting point for theoretical investigations. 
The existence of multiple SCF solutions and large spin-contamination effects in UHF 
based approaches makes the use of HF and even post-HF single-reference theories 
suspect. If one were to use standard single-reference approaches, such as the coupled-
cluster theories employed by Abashkin et al. [213], several potential problems could 
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arise. First of all, there is the possibility that the HF computation would land on a higher-
energy solution which would then be employed as a starting point for the post-HF 
correlation model. Secondly, even the stable HF solutions provide a very unphysical 
description for the ordering and would require very large electron-correlation corrections. 
These considerations may help explain the rather different energetics found by 
Abashkin et al. [213] using CC theory through perturbative triple excitations [CCSD(T)] 
with a polarized double-zeta basis and a similar model system: 0.0 (singlet), 14.5 (triplet), 
and 10.9 kcal mol-1 (quintet). It is unclear from the CCSD(T) total energies reported by 
these authors if they might have resulted from the use of higher-lying HF solutions. 
However, we note that these computations were performed using GAUSSIAN 98 [11], which 
uses a pseudoextended Huckel guess by default . A very interesting 1999 study by Vacek 
et al. [246] demonstrated that Huckel guess orbitals led to the lowest-energy HF wave 
function only 14% of the time for a set of 80 organometallic molecules. Hence, in the 
absence of further information, it is possible that the study by Abashkin et al. [213] may 
have used one of these higher-lying HF reference solutions. Assuming that the lowest-
energy HF references were employed, the discrepancy between our CASSCF results and 
the CCSD(T) results may very well be a consequence of the multireference nature of the 
singlet and triplet states. Although the quintet state appears to be primarily single 
reference, the singlet and triplet states are clearly multireference. The lower relative 
energy  of the 15A state predicted by CCSD(T) may thus be the result of CC theory 
predicting too high a total energy for the singlet and triplet states, for which single-
reference formalisms may not be applicable. 
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DFT approaches provide a much more physical description than does HF theory. 
Although all DFT approaches predict the lowest singlet and triplet states to lie very close 
in energy, the hybrid functionals stabilize the triplet state relative to the nonhybrid 
approaches. All functionals explored place the quintet state much lower in energy than 
predicted by the CASSCF method, with the hybrid functionals again stabilizing the high-
spin states relative to the nonhybrid approaches. Again, this may very well be a result of 
the multireference nature of the singlet and triplet states. Although a few (unstable) SCF 
solutions were observed with some of the density functionals, we did not find as many 
DFT solutions as HF solutions. The nonhybrid approaches BP86 and BLYP give results 
that appear to be in better agreement with the CASSCF results (or with previous coupled-
cluster results) [213]  than the hybrid DFT approaches, but it would be difficult to 
advocate their superiority based solely upon the results presented here. It is clear from 
previous work that the choice of functional provides for qualitatively different results in 
mechanistic studies involving the current system. A definitive answer as to what 
functional, if any, is capable of accurately describing the mechanisms of Mn(salen) 




THE ELECTRONIC STRUCTURE OF 3D0-METAL SALENS 
In an effort to ascertain the reliability of DFT for exploring metal-salen chemistry 
[247], we examine the electronic structure of a series of 3d0 metal-salens [Sc(III), Ti(IV), 
V(IV), Cr(VI), and Mn(VII)] using high-level ab initio methods as benchmarks. 
Possessing an empty 3d-shell, it is anticipated that the d0-metal salens will be the most 
well described by single-reference approaches of all the metal-salen systems. The salen 
ligand is probably the most highly employed synthetic ligand system to date, having 
earned the title of “privileged catalysts” by Yoon and Jacobsen [170]. Complexes of salen 
ligands with first- and second-row transition metals have been employed in the catalysis 
of a plethora of chemical transformations [116, 122, 162, 166, 170, 171, 180-182, 248] 
ranging from conjugate additions [248-250] and Diels-Alder reactions [251-253] to olefin 
epoxidations [121, 167, 205, 254, 255] and cyclopropanations [163, 256-258]. Although 
the goal of this work is to benchmark results from DFT against reliable ab initio data and 
not to directly explore the chemistry of any particular experimentally-employed metal-
salen catalysts, it should be noted that many d0-metal salens have been synthesized for 
metal-salen catalyzed reactions. Sc(III)-salens have been employed as highly efficient 
catalysts for Diels-Alder reactions [253, 259]. Ti(IV)-salens have seen extensive use as 
catalysts for asymmetric ring-opening [260-262], while Ti(IV)- and V(V)-salens have 
been routinely employed as catalysts in cyano-addition reactions [181, 263-268]. The 
ability of electronic-structure methods to reliably model metal-salen catalyzed chemical 
transformations will open the doorway to the theoretical exploration and the 
understanding of varied and numerous catalytic pathways.  
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Although transition-metal systems have long been of interest to researchers 
developing and testing multi-reference methods in electronic structure theory [88, 269], 
the application of such methods to large metal-ligand systems such as these remains far 
from routine [137]. Multi-reference methods are far less “black box” than traditional 
approaches of electronic structure theory and their application to the large systems that 
are often of chemical interest remains challenging even for specialists in the field. The 
necessity of defining an appropriate active space and the ability to overcome the often-
encountered difficulties in the non-linear optimization of such wave functions requires a 
certain amount of experience and chemical insight. However, multi-reference approaches 
(when carefully applied) are capable of providing highly reliable theoretical results for 
systems exhibiting strong non-dynamical correlation effects [88, 152]. 
In the remainder of this chapter we compare DFT results (geometries and relative 
energies) to MP2, CCSD(T), CASSCF, CASPT2, and CASPT3 for the lowest singlet, 
triplet, and quintet states of a series of 3d0-metal salens. For this benchmark study we 
have employed a reduced model of the salen ligand, model_1[ X = none ,Y = none , 
M ! Sc III( ), Ti IV( ), V V( ), Cr VI( ), Mn VII( ){ } ] from Figure 25. This is the model of the 
salen ligand most commonly applied in theoretical studies, having been employed in 
recent theoretical work by us [137] and others [204, 206, 207]. It is anticipated that the 
trends observed will guide the future theoretical investigations of metal-salen catalyzed 
chemistry. 
Theoretical Approach 
All DFT calculations were performed with Jaguar 5.5 [4]. The computations were 
performed using three of the most common combinations of exchange and correlation 
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functionals; the combination of Becke’s 1988 exchange functional [232] with Perdew’s 
1986 [234] functional for correlation referred to as BP86, the combination of Becke’s 
1988 exchange functional with the Perdew Wang 1991 functional for correlation [270] 
referred to as BPW91, and the combination of Becke’s three-parameter hybrid functional 
[231] with the correlation functional by Lee, Yang, and Parr [233] referred to as B3LYP.  
Unless otherwise stated, all DFT computations employed the pseudospectral 
implementation of DFT [6] and a fine grid as found in Jaguar 5.5, and the Los Alamos 
basis-sets and corresponding effective core potentials of Hay and Wadt (LANL2DZ) for 
all transition-metal atoms [271] and a 6-31G* basis for all other atoms [272].  Geometries 
were completely optimized (RMS gradient 10-3) for the lowest singlet, triplet, and quintet 
states using each functional. The nature of the stationary points was verified by 
computing analytic frequencies. 
Geometries were also optimized (RMS gradient 10-3) at the MP2 [17] level with 
ACES II [24] and the CASSCF [51] level with MOLPRO 2006.1 [28]. Unless otherwise 
stated, the converged BP86 geometries were employed as a starting point for these 
optimizations.  Active spaces for CASSCF computations were chosen by examination of 
the CI vector from large CAS-CI [36] calculations performed in a CISD [36] natural 
orbital basis.  Starting orbitals for the CASSCF computations were generated from 
CASSCF natural orbitals computed in the smaller STO-3G [242, 243, 273] basis.  The 
STO-3G CASSCF computations employed a CISD natural orbital guess.  Such an 
approach has been shown to give reliable convergence for CASSCF computations on 
other metal-salen systems, when more conventional approaches have failed to do so 
[137]. The active spaces and optimized states for each system will be described in the 
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discussion, employing the notation from our previous work [137].  Single-point energy 
calculations were computed at the MP2-optimized geometries using coupled-cluster 
theory including single and double excitation operators (CCSD) and perturbative triples 
(CCSD(T)) with MOLPRO 2006.1.  Single-point energy calculations were computed at 
the CASSCF-optimized geometries at the complete active-space second-order and third-
order perturbation theory (CASPT2 and CASPT3) with MOLPRO 2006.1. Due to 
limitations on the number of correlated orbitals in the CASPT3 program, CASPT3 
calculations were computed with the lowest σ-orbitals frozen and combined as 
corrections to the internally contracted CASPT2 calculation. All wavefunction-based 
computations employed a 6-31G* basis and the frozen-core approximation using a small 
core, defined as 1s2s2p3s for first transition-row metals.   
Optimized geometries were compared and the least root-mean-squared deviations 
(LRMSD) in molecular geometries were computed using the Visual Molecular Dynamics 
(VMD) program [274]. Molecular orbital isosurfaces were generated (contour value of 
0.05) using MOLEKEL [275]. Numerous diagnostics to ascertain the multi-reference 
character of the wave function based upon amplitudes from MP2 or CCSD calculations 
have been developed [276-281]. To assess the multi-reference character of the electronic 
states in 3d0-metal salens, we report two of the most commonly employed diagnostics; 
the T1-diagnostic [276] and the D1-diagnostic [281] from the converged CCSD 
calculations. The T1-diagnositc, based upon the Euclidian norm of the t1 vector from a 
CCSD calculation, provides information about the average magnitude of the singles 
amplitudes while the D1-diagnostic, based upon the 2-norm of the t1 vector, provides 
information about the largest singles amplitudes. As suggested by Lee [277], we have 
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also examined the ratio of the T1-diagnostic and the D1-diagnostic. As Lee points out 
[277], “the T1/D1 ratio itself does not indicate how well the coupled-cluster approach is 
performing – it is only a measure of the molecular electronic structure homogeneity.” Lee 
demonstrates that in a completely homogeneous system the ratio (T1/D1) tends to 1 / 2  
and that in molecular systems it will deviate from the value by becoming less than 
1 / 2 . When T1/D1 is small is an indication that there is a large variation in the orbital 
rotation parameters. Additional information about the multi-reference nature of the 
electronic states has been provided by examination of the leading determinants (and 
coefficients) from the CASSCF CI expansions.   
Results and Discussion 
None of the M(salen) complexes studied contain any symmetry elements, and 
therefore all calculations were performed in C
1
 symmetry. The salen ligand does, 
however, form a pseudo-square-planar coordination sphere around the central metal 
atom. The selection of appropriate active spaces for the construction of the CASSCF 
wave functions requires a certain amount of chemical insight, thus it is useful to consider 
the important properties of the electronic structure of metal-salen systems before 
proceeding further. The four coordinating atoms [O,N,N,O] induce a well known splitting 
of the metal d-orbital energy levels. Two typical d-orbital splitting diagrams for square-
planar coordination presented in the literature are displayed in Figure 28. The degenerate 
(nearly degenerate for the case of nonsymmetrical coordination) d
xz
 and dyz  orbitals are 
typically considered to be the lowest in energy and this is typically true in the weak-field 
case. The d
xz
 and dyz  orbitals are followed closely by the dz2  orbital, and these are 
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energetically well separated from the dxy  and the much higher lying dx2 ! y2  orbitals.  
Strong ligand fields, mixing of the s  and d
z
2  orbitals, or strong metal-ligand covalency 
have been shown to result in a flipping of the ordering of the d
xz
 and dyz  orbitals and the 
d
z
2  orbital [282-284]. This splitting will play heavily into the construction and 
interpretation of the active spaces discussed below, as the metal d-orbitals most likely to 
contribute to the electronic structure will be the low-lying  d
xz
, dyz , and dz2  orbitals.  To 
ascertain the important electronic effects of the salen ligand and further divulge the 
chemistry taking place in the metal-salen systems, RHF/6-31G* wave functions were 
constructed (consisting of 54 doubly occupied molecular orbitals) at the BP86 11A 
optimized geometries and the occupied orbitals were localized via Edmiston-Ruedenberg 
(ER) localization [240]. The anticipated σ bonds occurring in the salen ligand are 
observed along with the N and O lone pairs involved in dative bonding with the central 
metal atom. Each O atom has an additional lone pair that is not involved in any bonding 
interactions. The most important feature observed for the electronic structure is the 
presence of six π-type orbitals on the salen ligand; two representing C-O π bonds, two 
representing C-N π bonds, and two C-C-C (three-center-two-electron) π bonds hereafter 
referred to as Rπ1 and Rπ2. These are displayed in Figure 29 from the ER localized 
orbitals of Sc(III)-salen. Given the absence of metal d electrons for the systems studied 
here (at least in the formal oxidation state picture) it is anticipated that the low-lying 
electronic states will be dominated by the closed-shell electronic configuration and  either 
ligand ! " ! *  excitations or ! " d  ligand-to-metal excitations, the latter becoming 
increasingly important as the formal oxidation state of the metal center is increased. The 
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construction and interpretation of the active spaces for each system and the nature of the 
low-lying electronic states will be discussed in detail in the following sections. 
 
Figure 28. Two commonly presented d-orbital splitting diagrams for a square-planar coordination 
geometry. 
 
Figure 29. Figure of the Edmiston-Ruedenberg localized C-Nπ (left), C-Oπ (center), and three-
center-two-electron Rπ orbitals (right) of the salen ligand from a HF/6-31G* calculation of the singlet 




For Sc(III)-salen, as anticipated, all DFT calculations predict a closed-shell singlet 
ground state well separated from the lowest triplet and quintet states. The relative 
energies from all DFT and ab initio calculations are included in Table 24.  As has been 
observed in other metal-salen systems [137], the DFT relative energies are much less 
sensitive to the choice of correlation functional than to the choice of exchange functional; 
the results from BP86 and BPW91 are nearly identical. Somewhat surprisingly, B3LYP 
predicts larger high-spin/low-spin splittings than the non-hybrid approaches. B3LYP (as 
a consequence of the HF exchange) is known to overstabilize high-spin states in other 
metal-salen systems when compared to non-hybrid functionals [137]. Overall, all 
functionals provide a consistent picture of the electronic structure for Sc(III)-salen; a 
singlet ground state followed by the triplet state at approximately 50 kcal mol-1 and the 
quintet state at slightly more than 100 kcal mol-1. 
Table 24. Relative energies (kcal mol-1) for the low-lying electronic states of Sc(III)-salen computed at 
various levels of theory. 
 CASPT3a CASPT2a CASSCF CCSD(T)b CCSDb MP2 B3LYP BP86 BPW91 
11A 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
13A 64.44 58.36 66.17 62.98 62.30 65.13 52.84 48.00 47.91 
23A 82.23 77.32 66.17 --- --- --- --- --- --- 
15A 129.16 117.56 132.99 126.59 125.19 130.67 109.85 104.78 104.51 
a. Relative energies computed at the CASSCF optimized geometries. 
b. Relative energies computed at the MP2 optimized geometries. 
 
It is not completely clear a priori, given that Sc(III)-salen is anticipated to be 
strongly single-reference, whether CCSD(T)  or CASPT3 will provide more reliable 
relative energies. CAS-CI calculations including 12 electrons in 12 molecular orbitals 
 129 
reveal the closed-shell singlet ground state and two nearly-degenerate (and highly multi-
reference) triplet states.  All states appear well described by an active space consisting of 
four electrons in four spatial orbitals.  The geometries of these state were optimized at the 
SA-CASSCF(4/4)/6-31G*[11A,13A,23A,15A] level of theory, where the states in brackets 
are those included in the state averaging. The SA-CASSCF NO’s from the optimized 13A 
state are depicted in Figure 30. The relative energies from all ab initio calculations are 
included in Table 24. Both CASPT3 and CCSD(T) predict a closed-shell ground state, 
with the first triplet state slightly more than 60 kcal mol-1 higher in energy. The quintet is 
observed at slightly less than 130 kcal mol-1. From Table 24 it is clear that all methods 
provide similar relative energies for the lowest electronic states. 
 
Figure 30. Isosurface plots of the Rπ1 (upper left), Rπ2 (upper right), CN/COπ1* (lower left), and 
CN/COπ2* (lower right) orbitals that comprise the active space for Sc(III)-salen. 
 
The optimized geometries of the 11A, 13A, and 15A states from DFT, MP2 and 
CASSCF are overlaid in Figure 31 and the LRMSD’s in molecular geometries are 
tabulated in Table 25. The CASSCF and MP2 geometries are very similar for all states 
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(LRMSD < 0.1Å ). As has been observed with the relative energies above, the geometries 
from DFT appear highly insensitive to the choice of correlation functional. The 
geometries from BP86 and BPW91 are nearly indistinguishable (LRMSD < 0.01Å ). One 
noticeable trend in the geometries is that the amount of “exact” exchange appears to have 
an effect on the out-of-plane puckering of the Sc(III) center. The MP2 and CASSCF 
geometries predict a nearly planar geometry while the BP86 and BPW91 geometries 
predict the Sc(III) center to be slightly distorted out of the ring. The B3LYP geometry 
lies somewhere in between, with the Sc center out of the plane but not to the extent 
predicted by the non-hybrid functionals. Overall, B3LYP more closely reproduces the ab 
initio geometries with a maximum LRMSD of 0.140Å . 



















































































Figure 31. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of Sc(III)-Salen from different levels of theory.  The theoretical methods include CASSCF (black), 
MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve). 
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  One of the central concerns related to the applicability of DFT to these systems is 
the multi-reference nature of the electronic states. The diagnostics from CCSD 
calculations are tabulated in Table 26 and the leading determinants in the CASSCF 
description of the electronic states are tabulated in Table 27.  From Table 26 we observe 
that the T1 diagnostics are slightly larger than typically accepted cut-off values (0.020 
and 0.025 for closed- and open-shell systems respectively [276, 279, 281]) although it 
should be noted these cut-offs are based upon previous studies of small diatomic and 
polyatomic systems of first- and second-row atoms [276-281]. There have been limited 
applications of the T1- and D1-diagnostics to large transition-metal containing systems 
and the values observed from Table 26 for Sc(III)-salen are smaller than those observed 
in other transition-metal systems where CCSD(T) has been shown to provide reliable 
results [285, 286]. On the other hand, the D1 diagnostics from Table 26 are considerably 
larger than the suggested cut-offs, indicating potential problems with the single-reference 
approximation. However, the small T1/D1 ratios indicate that the non-dynamical effects 
may be well described by a relatively small active space (such as the four electron in four 
orbitals active space employed here). The leading determinants from the SA-CASSCF 
calculations presented in Table 27 clearly demonstrate the multi-reference nature of the 
electronic states. The leading coefficients for the triplet states (0.783 and 0.778 
respectively) are both extremely small and the leading coefficient for the singlet state (at 
0.968) is still much smaller than what would be expected for a well-behaved single-
reference system.  
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Table 26. Coupled-cluster diagnostics from CCSD calculations on the 11A (top), 13A (middle), and 
15A (bottom) states of 3D0-metal salens. 




















































Table 27. Leading determinants from CASSCF calculations on the low-lying electronic states of 
Sc(III)-salen. 
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The relative energies for Ti(IV)-salen are included in Table 28. The definition of 
an appropriate active space for accurately describing the low-lying electronic states of 
Ti(IV)-salen turned out to be considerably more challenging than for  the other systems 
presented here. The increased formal oxidation state at the metal center results in the 
expected increased contribution of the metal d-orbitals. However, large CAS-CI 
computations at the BP86 11A geometry predict an electronic structure and active-space 
requirements very similar to that of Sc(III)-salen presented above. During the geometry 
optimization at the SA-CASSCF(4/4)/6-31G* [11A, 13A, 23A, 15A] level, the CASSCF 
computations becomes highly unstable as the CN/CO! *  begin to rotate in and out of the 
active space with the low-lying Ti(IV) d-orbitals. CAS-CI computations at this geometry 
reveal an increased contribution of the d
z
2 , dxz , and dyz  orbitals as well as an increased 
number of low-lying electronic states. However geometry optimizations at the SA-
CASSCF(4/7)/6-31G* [11A, 21A, 31A, 13A, 23A, 33A, 15A, 25A] level were 
unsuccessfull. Thus, the SA-CASSCF results for Ti(IV)-salen are not presented here. 
Table 28. Relative energies (kcal mol-1) for the low-lying electronic states of Ti(IV)-salen computed at 
various levels of theory. 
 CCSD(T)a CCSDa MP2 B3LYP BP86 BPW91 
11A  0.00  0.00 344.93  0.00  0.00  0.00 
13A 72.15 71.86   0.00 17.05 24.36 24.08 
15A 107.82 99.21  82.17 51.68 66.57 65.80 
a. Relative energies computed at the MP2 optimized geometries.  
 All density functionals provide a qualitatively similar description of the 
electronic state ordering, being similar to that for Sc(III)-salen above with relatively 
smaller high-spin/low-spin splittings. The inclusion of HF exchange in the hybrid 
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functional stabilizes the high-spin states slightly in comparison to BP86 and BPW91. 
Surprisingly, MP2 provides a highly unphysical description of the electronic state 
splittings, placing the 11A state extremely high in energy. This is dramatically corrected 
at the coupled-cluster level, with CCSD and CCSD(T) providing similar results. 
However, even the CCSD(T) results are qualitatively very different from the DFT results. 
The large errors at the MP2 level require further investigation that will be discussed 
below. The results from DFT are in overall very good agreement with each other but they 
are very different from the CCSD(T) and the highly unphysical MP2 results. Overall, the 
BP86 and BPW91 results appear to give relative energies closer to CCSD(T), our best 
results for this system. 
The T1 and D1 diagnostics from the CCSD computations on the 13A and 15A 
states of Ti(IV)-salen (see Table 26) are generally comparable to those from Sc(III)-salen 
discussed previously. However, the T1 and D1 diagnostics for the 11A state are 
significantly larger (46% and 68% respectively) than the corresponding values for the 
Sc(III) system. While this signifies potentially larger non-dynamical correlation effects, 
the smaller T1/D1 ratio indicates these may be well described by a relatively small active 
space. Returning to the results from single-reference approaches, the large errors from 
MP2 theory warrant further attention.  Perturbation theory corrections for dynamical 
correlation are well known to provide divergent results for certain chemical systems, 
especially as bonds are stretched far from equilibrium and small denominators arise from 
orbital near degeneracies. However, such effects are not typically observed for well-
behaved systems at equilibrium geometries. Further examination reveals that the potential 
divergence of the perturbation correction is not the only source of the large errors 
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provided by MP2 theory. The perturbation corrections are all of similar magnitude (-
2.121269, -2.202915, and -2.297344 hartree for the 11A, 13A, and 15A states 
respectively) and contribute to not more than 20% of the observed state splittings. The 
largest contributor to the errors in the spin-state splittings at the MP2 level in actuality is 
the HF energies. The RHF relative energies at the MP2 optimized geometries are highly 
unphysical: 11A 293.70 kcal mol-1, 13A 0.0 kcal mol-1, 15A 141.43 kcal mol-1. Such 
effects have recently been observed, although to a slightly smaller extent, in other metal-
salen systems. The oxo-Mn(salen) system has been demonstrated to possess multiple 
stable and unstable solutions to the self-consistent-field (SCF) equations, with HF theory 
providing highly unphysical splittings and being more susceptible to such solutions than 
DFT approaches. In an effort to investigate such effects in Ti(IV)-salen, wave-function 
stability analysis was performed on the 11A RHF solution at the MP2 optimized 
geometry using QChem 2.1 and an identical procedure as was employed in our previous 
work. The closed-shell RHF reference solution is reproduced by all three choices of 
starting orbitals (core Hamiltonian, superposition of atomic densities, and Generalized 
Wolfgang-Helmholtz) and furthermore, the 1A solution is shown to exhibit no RHF-RHF 
or RHF-UHF orbital instabilities. The smallest eigenvalue of the molecular orbital 
Hessian is found to be 0.0023, corresponding to a spatial symmetry breaking of the α and 
β molecular orbitals. The smallest RHF-RHF Hessian eigenvalue is found to be 0.1311. 
While this does not definitively rule out the existence of a stable RHF solution that is 
lower in energy, such an investigation is beyond the scope of current electronic-structure 
approaches. We are currently unable to perform stability analysis of the ROHF solutions 
for the 13A and 15A states and the existence of instabilities for these states would only 
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serve to further exacerbate the highly unphysical description of the electronic state 
orderings at the HF-SCF level for Ti(IV)-salen. 
The optimized geometries for Ti(IV)-salen are presented in Figure 32 and the 
LRMSD values are included in Table 25. While the geometries of the 11A state are all 
very similar, the methods provide visibly different geometries for the 13A and 15A states. 
This is also clear from the LRMSD values in Table 25, where the LRMSD are more than 
twice as large for the 13A and 15A states. It is interesting to note the difference in the 13A 
and 15A geometries. For the 13A state, the MP2 geometry is much more planar than those 
from the DFT approaches. In contrast, the MP2 geometry for the 15A state exhibits 
significant out-of-plane puckering. Furthermore, the DFT geometries are much more 
planr for the 15A state than is observed in the 13A state. Overall, all of the DFT 
approaches perform similarly for the geometries of Ti(IV)-salen. 
 
Figure 32. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of Ti(IV)-Salen from different levels of theory.  The theoretical methods include MP2 (red), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
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V(V)-Salen 
In V(V)-salen the increased formal oxidation state at the metal center results in a 
larger d-orbital splitting that places the lowest d-orbitals energetically lower than the ! *  
orbitals of the salen ligand. The lowest electronic states are dominated by R! " d  
excitations and appear to be adequately described by an active space consisting of the two 
R!  orbitals along with the d
z
2 , dxz , and dyz  orbitals from the V(V) center, depicted in 
Figure 33. The SA-CASSCF(4/5)/6-31G*[11A,21A,13A,23A,15A] relative energies are 
presented in Table 29. The CASPT3, CASPT2, and CASSCF results provide a consistent 
picture of the electronic structure for this system. As can be observed from the leading 
determinants in Table 30, the 11A ground state and the low-lying 21A state are open-shell 
singlet states with strong contributions from the metal d-orbitals. The lowest triplet state 
is predicted to lie less than 2 kcal mol-1 above the ground state, with the 15A state around 
4.5 kcal mol-1. Unlike in the previous systems, for V(V)-salen the density functionals 
provide a qualitatively different ordering of the low-lying electronic states (see Table 29). 
Unsurprisingly perhaps, B3LYP predicts a high-spin 5A ground state while the GGA 
approaches accurately describe the 1A ground state. However, even the description 
provided from the BP86 and BPW91 functionals is qualitatively very different than that 
from our most accurate results, with both functionals placing the 15A state considerably 
higher than the 4.6 kcal mol-1 predicted at the CASPT3 level. The single-reference 
wavefunction-based approaches do not fare any better than the DFT results. As was 
observed for Ti(IV)-salen above, the HF reference dramatically over-stabilizes the high-
spin states and provides an extremely challenging starting point from which to accurately 
describe the energetics of the system. The MP2 results predict the entirely wrong order of 
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the electronic states and with spin-state splittings that are unphysical and dramatically 
larger than the CASPT3 results, placing the 11A state at 700.80 kcal mol-1 relative to the 
15A state. Even coupled-cluster theory is unable to alleviate the large discrepancies in the 
HF reference energies, placing the 11A state 35.36 and 3.34 kcal mol-1 above the 15A 
state at the CCSD and CCSD(T) levels respectively. 
Table 29. Relative energies (kcal mol-1) for the low-lying electronic states of V(V)-salen computed at 
various levels of theory. 
 CASPT3a CASPT2a CASSCF CCSD(T)b CCSDb MP2 B3LYP BP86 BPW91 
11A 0.00 0.00 0.00  3.34 35.36 700.80 9.67 0.00 0.00 
21A 3.73 2.21 2.42 --- --- --- --- --- --- 
13A 1.75 2.63 0.98  0.00 11.76 141.56 2.32 6.21 5.76 
23A 3.12 4.97 2.07 --- --- --- --- --- --- 
15A 4.61 7.24 2.89 11.52   0.00    0.00 0.00 22.38 20.82 
a. Relative energies computed at the CASSCF optimized geometries. 




Table 30. Leading determinants in the natural orbital basis from SA-CASSCF calculations on the 
low-lying electronic states of V(V)-salen computed at their optimized geometries. 



















































































































Figure 33. Isosurface plots of the R!  (bottom), dyz  (middle-left), dxz  (middle-right), and dz2  (top) 
orbitals that comprise the active space for V(V)-salen. 
 
The overall very poor performance of the single-reference approaches for V(V)-
salen is not at all surprising given the weights of the leading determinants presented in 
Table 30 and the magnitude of the coupled-cluster diagnostics from  Table 26. Both the 
singlet and triplet states are demonstrated to be highly multi-reference, with leading 
coefficients of 0.4913 and 0.4992 for the 11A and 21A states and 0.5774 and 0.5410 for 
thr 13A and 23A states. The 15A state appears to be strongly single-reference (C
0
= 
0.9998) and this effect likely contributes to the dramatic over-stabilization of the 15A 
state by HF-based approaches. The coupled-cluster diagnostics paint a similar picture, 
with T1’s that are nearly twice the recommended cutoff values and D1’s that are much 
larger than those from the previous systems. However, the T1/D1 ratios are actually 
smaller than those of Ti(IV)-salen and are vary similar to those for the Sc(III) system. 
This bodes well for the applicability of similar-sized active spaces, being potentially 
smaller than those anticipated for the Ti(IV) system. Overall, both the coupled-cluster 
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diagnostics and the CI vectors from the SA-CASSCF computations paint a similar picture 
of highly multi-reference 11A and 13A states and a single-reference 15A state that are 
capable of being described by a small to modest active space. 
Disappointingly, although it is probably of no surprise, the poor performance for 
relative energies by all single-reference approaches occurs simultaneously with decreased 
overall performance for molecular geometries. The LRMSD values relative to the 
CASSCF geometries presented in Table 31 are all several times larger than those 
observed in the seemingly well-behaved Sc(III)-salen and the geometries (overlaid in 
Figure 34) are visibly very different. As was observed in previous systems, the CASSCF 
geometries are much more planar than those from DFT, again with B3LYP geometries 
being closer to the CASSCF geometries than those from BP86 and BPW91. Contrary to 
the results observed previously, the MP2 geometries are closer to the B3LYP than to the 
CASSCF geometries. The LRMSD’s for all methods approach 1 Å, being much larger 
than previously observed values. 
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Table 31. LRMSD(Å) in molecular geometries for the 11A, 13A, and 15A states of V(V)- and Cr(VI)-
salens. 



























































































Figure 34. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of V(V)-Salen from different levels of theory.  The theoretical methods include CASSCF (black), 
MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve). 
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Cr(VI)-Salen 
The relative energies for Cr(VI)-salen from all DFT approaches are included in 
Table 32. All of the functionals predict a 15A ground state, with B3LYP predicting much 
larger splittings than BP86 and BPW91. The predictions from DFT are in stark contrast 
to those from the multi-reference approaches. CAS-CI computations predict a similar 
active space (Figure 35) and electronic structure to that of V(V)-salen presented above. 
The SA-CASSCF(4/5)/6-31G*[11A, 13A, 23A, 15A] relative energies are included in  
Table 32 along with those from CASPT2 and CASPT3. The lowest singlet, triplet, and 
quintet states are predicted to be nearly degenerate at the CASSCF level, with the 15A 
ground state favored by no more than 0.22 kcal mol-1.  The inclusion of dynamical 
correlation stabilizes the 15A state. At the CASPT2 level the 15A state is predicted to be 
the ground state, with the 13A and 11A states at 10.23 and 8.20 kcal mol-1 respectively. At 
the CASPT3 level these splittings are 8.51 and 11.03 kcal mol-1.  The MP2 results again 
appear highly unphysical, a consequence of the extremely poor description at the RHF 
level. Although we are currently incapable of performing stability analysis on the ROHF 
states, stability analysis was performed on the 11A RHF solution. The RHF 11A energy 
from ACES II is reproduced with QCHEM for the three sets of starting orbitals. 
Exhibiting no RHF-RHF orbital instabilities, the lowest eigenvalue of the orbital hessian 





=3.40) UHF solution. The relative energies are 
dramatically improved at the CCSD and CCSD(T) levels, both being extremely different 
from the MP2 results. Even with the perturbative triples corrections, the CCSD(T) 
relative energies are still significantly different from the CASPT3 results. While all 
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methods accurately predict the 15A ground state, the BP86 and BPW91 functionals 
predict smaller state splittings that are closer to our more reliable CASPT3 results. 
Table 32. Relative energies (kcal mol-1) for the low-lying electronic states of Cr(VI)-salen computed 
at various levels of theory. 
 CASPT3a CASPT2a CASSCF CCSD(T)b CCSDb MP2 B3LYP BP86 BPW91 
11A 11.03  8.20 0.22 13.88  4.94 1282.36 31.62 16.81 18.61 
13A 8.51 10.23 0.16 18.98 16.46  339.54 24.13  6.37  7.40 
23A 9.93 12.78 1.98 --- --- --- --- --- --- 
15A 0.00  0.00 0.00  0.00  0.00    0.00  0.00  0.00  0.00 
a. Relative energies computed at the CASSCF optimized geometries. 
b. Relative energies computed at the MP2 optimized geometries. 
 
 
Figure 35. Isosurface plots of the Rπ and Cr(d)-orbitals that comprise the active space for Cr(VI)-
salen. 
Upon examining the leading determinants from the CASSCF computations 
presented in Table 33 and considering the results presented previously for V(V)-salen, 
the rather poor performance of all single-reference approaches for Cr(VI)-salen should 
come of no surprise. The 11A state is strongly open-shell in character and the closed-shell 
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RHF determinant has a coefficient of only 0.1545. The triplet states are demonstrated to 
be strongly multi-reference as well, with leading coefficients of 0.5310 and 0.5020 for the 
13A and 23A states respectively. In contrast to the singlet and triplet states, the 15A 
appears strongly single-reference. The diagnostics from the CCSD computations (Table 
26) are again much larger than what would be expected for well-behaved systems. Even 
CCSD(T) is incapable of overcoming the strong near-degeneracy effects present in 
Cr(VI)-salen.  
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 The LRMSD in molecular geometries from all methods are presented in Table 31 
and the optimized structures are overlaid in Figure 36. While the geometries are visibly 
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very different, the LRMSD values from Table 31 are smaller than the corresponding 
values for V(V)-salen presented above. All of the DFT geometries are very similar, with 
a maximum LRMSD of 0.141 Å occuring between the BP86 and BPW91 11A 
geometries. The LRMSD values with respect to the CASSCF geometries are considerably 
larger, approaching 0.5 Å for all cases. The B3LYP geometries are overall somewhat 
closer to those from CASSCF than are the BP86 and BPW91 geometries, while the 
performance for relative energies is significantly better for the BP86 and BPW91 
functionals. 
 
Figure 36. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of Cr(VI)-Salen from different levels of theory.  The theoretical methods include CASSCF (black), 
MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve). 
Mn(VII)-Salen 
For Mn(VII)-salen, the increased formal oxidation state at the metal center results 
in the four lowest-lying d-orbitals being energetically much lower than the salen 
R! orbitals. Large CAS-CI computations indicate very little contribution from these 
orbitals to the low-lying electronic states. The 3 lowest electronic states were optimized 
at the SA-CASSCF(4/4)/6-31G*[11A, 13A, 15A] level using the active space depicted in 
Figure 37. The relative energies from all methods are included in Table 34.  The DFT 
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results are all very similar, with the anticipated stabilization of the high-spin 15A state by 
B3LYP relative to BP86 and BPW91.  The MP2 results are again completely unphysical. 
This is a consequesnce of the poor RHF description of the electronic structure of 
Mn(VII)-salen, although stability analysis of the RHF 11A again confirms the lack of an 
RHF-RHF instability (there is a large RHF-UHF instability). As has been observed in the 
previous systems, CCSD dramatically improves upon the extremely poor MP2 results. 
However, it should be noted that the CCSD amplitude equations prove challenging to 
converge for many of the systems here. Often requiring hundreds iterations and fairly 
large level shifts, the amplitudes converge very slowly. Even with more than 300 
iterations of the amplitude equations, the amplitudes failed to converge to the prescribed 
convergence criteria for the 13A CCSD computation of Mn(VIII)-salen. The amplitudes 
in this case were converged to 10-7 which is slightly larger than the convergence criteria 
of 10-10. For this reason, the CCSD(T) energy for the 13A state is omitted from Table 34. 
The CASSCF, CASPT2, and CASPT3 results provide a consistent picture of the 
electronic state ordering in this system and are qualitatively very different from the 
CCSD and CCSD(T) results.  Our best results place the 11A and 13A states at 91.39 and 
64.18 kcal mol-1 respectively relative to the 15A ground state. The DFT relative energies 
provide reasonable (at least qualitative) agreement with the CASPT3 results, being 
dramatically better than the MP2 and CC results. Overall, the B3LYP relative energies 







Table 34. Relative energies (kcal mol-1) for the low-lying electronic states of Mn(VII)-salen computed 
at various levels of theory. 
 CASPT3a CASPT2a CASSCF CCSD(T)b CCSDb MP2 B3LYP BP86 BPW91 
11A 91.39 95.71 96.47  0.00  0.00 1709.09 54.35 33.83 37.33 
13A 64.18 67.78 67.61 --- 10.52  598.78 35.73 16.35 18.77 
15A   0.00   0.00 0.00 8.55 23.72     0.00  0.00  0.00  0.00 
a. Relative energies computed at the CASSCF optimized geometries. 






Figure 37. Isosurface plots of the Mn d-orbitals that comprise the active space for Mn(VII)-salen. 
The molecular geometries from all methods are overlaid in Figure 38 and the 
corresponding LRMSD values are presented in Table 35. While the DFT geometries 
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agree very well with each other (LRMSD < 0.072 Å), the agreement with the CASSCF 
geometries is considerably worse (LRMSD > 0.313 Å). Despite the extremely poor 
performance of MP2 for the relative energies, the geometries from MP2 are closer to the 
CASSCF geometries than are the DFT geometries. However, with LRMSD values in 
excess of 0.149 Å, the geometries from MP2 and CASSCF remain noticeably different.  
Table 35. LRMSD(Å) in molecular geometries for the 11A, 13A, and 15A states of Mn(VII)- and 
Tc(VII)-salens. 




























































Figure 38. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of Mn(VII)-Salen from different levels of theory.  The theoretical methods include CASSCF (black), 
MP2 (red), B3LYP (green), BP86 (blue), and BPW91 (mauve). 
The leading determinants from the SA-CASSCF computations are presented in 
Table 36. The leading determinants for the 11A and 13A states are both extremely small 
(0.5977 and 0.8652 respectively), much smaller than would be expected for a single-
reference system. It should be noted that, just as in the case of Sc(III)-salen, the 15A state 
with this active space is a single determinantal wavefunction.  The CC diagnostics from 
Table 26 reveal the same general trend, with the diagnostics being largest for the highly 
multi-reference 11A state. The coefficients from the CASSCF computations and the CC 
diagnostics both demonstrate the incredibly strong multi-reference character of Mn(VIII)-
salen. Surprisingly, the DFT approaches examined here outperform even CCSD(T) for 
this challenging system. The B3LYP results provide the closest agreement of the three 
functionals employed. 
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Table 36. Leading determinants in the natural orbital basis from SA-CASSCF calculations on the 
low-lying electronic states of Mn(VII)-salen computed at their optimized geometries. 
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Conclusions 
Employing compact CASSCF reference spaces in conjunction with corrections 
for dynamical electron correlation at the CASPT3 level of theory, accurate relative 
energies and geometries have been obtained for the lowest electronic states of several 
3d0-metal salen systems. The results presented clearly demonstrate the strong mult-
reference character of the 3d0-metal salen systems explored. The T1 and D1 diagnostics 
from the CCSD computations (Table 26) are some of the largest values ever observed in 
a molecular system near its respective equilibrium geometry. The leading determinants 
from the SA-CASSCF computations serve to further validate this observation.  
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The DFT geometries and relative energies provide reasonable agreement with the 
benchmark results for two of the systems explored in this work: Sc(III) and Mn(VII).  
Interestingly, these are the systems possessing the smallest amount of mixing in the 
ligand R!  and the metal d-orbitals. For the case of Sc(III)-salen the electronic states are 
localized largely on the salen ligand.  On the other hand, the electronic states are 
localized entirely on the metal center for the case of Mn(VIII)-salen. For the systems 
lying between these two extremes the DFT results perform significantly worse. In these 
systems, the SA-CASSCF natural orbitals and determinants reveal a strong mixture of 
ligand R!  and metal d-orbital character in the lowest electronic states. Describing this 
appears to be a challenge for DFT approaches as the performance both for molecular 
geometries and for relative energies is degraded.  However, it should be noted that all of 
the functionals examined perform approximately as well as the expensive CCSD(T) 
approach for these systems. While the hybrid functional does outperform BP86 and 
BPW91 for at least a couple of the cases examined, B3LYP is the only functional 
providing results in strong qualitative disagreement with any of the CASPT3 results. This 
is the case of V(V)-salen, where B3LYP fails to predict the 11A ground state of the 
system.  Given the strong multi-reference character of these systems, the overall 
reasonable performance of the DFT approaches is surprising. 
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CHAPTER 8 
THE ELECTRONIC STRUCTURE OF D2-METAL SALENS 
This work [287] extends our previous efforts [137, 247] to systematically examine 
the ability of DFT to describe the electronic structure of metal-salen systems to the D2 
metals: Ti(II), V(III), Cr(IV), Zr(II), Nb(III), and Mo(IV). The geometries and relative 
energies from DFT are benchmarked against those from high-level ab initio methods 
capable of accurately treating the multi-reference nature of the systems. Although the 
purpose of this work is to assess the applicability of DFT to these challenging systems 
and not to examine the chemical properties of any particular system that has been 
employed experimentally; several of the metals examined have been employed in metal-
salen catalyzed chemical transformations. V(III)-salens have potential application as 
molecular batteries[288] and have been employed as catalysts in the electroreduction of 
molecular oxygen [289-291]. Bakac and Guzei have studied hydrogen atom transfer 
reactions in mixed Cr(IV)-/Cr(V)-salen systems [292]. Metal-salen complexes of Zr(II) 
have been  employed as highly efficient and enantioselective catalysts for Baeyer-Villiger 
oxidation reactions [293, 294]. Chiral Nb(III)-salen complexes have recently been 
employed in asymmetric sulfoxidation reactions [295] with promising results and 
Mo(IV)-salens have been employed as catalysts in asymmetric olefin epoxidations [296].  
Theoretical Approach 
The theoretical approach is similar to that of our previous studies of metal-salen 
systems [137, 247]. All DFT calculations were performed with Jaguar 5.5 [4]. The 
calculations were performed using three of the most common combinations of exchange 
and correlation functionals: the combination of Becke’s 1988 exchange functional [232] 
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with Perdew’s 1986 [234] functional for correlation referred to as BP86, the combination 
of Becke’s 1988 exchange functional with the Perdew Wang 1991 functional for 
correlation [270] referred to as BPW91, and the combination of Becke’s three-parameter 
hybrid functional [231] with the correlation functional by Lee, Yang, and Parr [233] 
referred to as B3LYP.  Unless otherwise stated, all DFT calculations employed the 
pseudospectral implementation of DFT [6] and a fine grid as found in Jaguar 5.5, the Los 
Alamos basis-sets and corresponding effective core potentials of Hay and Wadt 
(LANL2DZ) for all transition-metal atoms [271], and a 6-31G* basis for all other atoms 
[272].  Geometries were completely optimized (RMS gradient 10-3) for the lowest singlet, 
triplet, and quintet states using each functional. The nature of the stationary points was 
verified by computing analytic vibrational frequencies. 
Geometries were also optimized (RMS gradient 10-3) at the CASSCF [51] level 
with MOLPRO 2006.1 [28]. Unless otherwise stated, the converged BP86 geometries 
were employed as a starting point for these optimizations.  Active spaces for CASSCF 
calculations were chosen by examination of the CI vector from large CAS-CI [36] 
calculations performed in a CISD [36] natural orbital basis.  Starting orbitals for the 
CASSCF calculations were generated from CASSCF natural orbitals computed in the 
smaller STO-3G [242, 243, 273] basis.  The STO-3G CASSCF calculations employed a 
CISD natural orbital guess.  Such an approach has been shown to give reliable 
convergence for CASSCF calculations on other metal-salen systems, when more 
conventional approaches have failed to do so [137]. The active spaces and optimized 
states for each system will be described in the discussion, employing the notation from 
our previous work [137]. Single-point energy calculations were computed at the 
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CASSCF-optimized geometries using complete active-space second-order and third-order 
perturbation theory (CASPT2 and CASPT3) with MOLPRO 2006.1. Due to limitations 
on the number of correlated orbitals in the CASPT3 program, CASPT3 calculations were 
computed with the lowest σ-orbitals frozen and combined as corrections to the internally 
contracted CASPT2 calculation. Wavefunction-based calculations employed a 
LANL2DZ basis for all second transition-row metals and a 6-31G* basis for all other 
atoms.  All single-point calculations employed the frozen-core approximation using a 
small-core, defined as 1s2s2p3s and 1s2s2p3s3p3d4s for first and second transition-row 
metals respectively.   
Optimized geometries were compared and the least root-mean-squared deviations 
(LRMSD) in molecular geometries were computed using VMD [274]. Molecular orbital 
isosurfaces were generated using MOLEKEL [275]. Information about the multi-
reference nature of the electronic states has been provided by examination of the leading 
determinants (and coefficients) from the CASSCF CI expansions.   
Results and Discussion 
None of the M(salen) complexes studied contain any symmetry elements, and 
therefore all calculations were performed in C
1
 symmetry. The salen ligand does, 
however, form a pseudo-square-planar coordination sphere around the central metal 
atom. The definition of appropriate active spaces for the construction of the CASSCF 
wave functions requires a certain amount of chemical insight, thus it is useful to consider 
the important properties of the electronic structure of metal-salen systems before 
proceeding further. The four coordinating atoms [O,N,N,O] induce a well known splitting 
of the metal d-orbital energy levels. Two typical d-orbital splitting diagrams for square-
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planar coordination presented in the literature are displayed in Figure 28. The degenerate 
(nearly degenerate for the case of nonsymmetrical coordination) d
xz
 and dyz  orbitals are 
typically considered to be the lowest in energy and this is typically true in the weak-field 
case. The d
xz
 and dyz  orbitals are followed closely by the dz2  orbital, and these are 
energetically well separated from the dxy  and the much higher lying dx2 ! y2  orbitals.  
Strong ligand fields, mixing of the s  and d
z
2  orbitals, or strong metal-ligand covalency 
have been shown to result in a flipping of the ordering of the d
xz
 and dyz  orbitals and the 
d
z
2  orbital [282-284]. This splitting will play heavily into the construction and 
interpretation of the active spaces discussed below, as the metal d-orbitals most likely to 
contribute to the electronic structure will be the low-lying  d
xz
, dyz , and dz2  orbitals.  To 
ascertain the important electronic effects of the salen ligand and further divulge the 
chemistry taking place in the metal-salen systems, RHF/6-31G* wave functions were 
constructed (consisting of 55 doubly occupied molecular orbitals) at the BP86 11A 
optimized geometries and the occupied orbitals were localized via Edmiston-Ruedenberg 
(ER) localization [240]. The anticipated σ bonds occurring in the salen ligand are 
observed along with the N and O lone pairs involved in dative bonding with the central 
metal atom. Each O atom has an additional lone pair that is not involved in any bonding 
interactions. The most important features observed for the electronic structure are the 
doubly-occupied d
xz
 orbital and the presence of six π-type orbitals on the salen ligand: 
two representing C-O π bonds, two representing C-N π bonds, and two C-C-C (three-
center-two-electron) π bonds hereafter referred to as Rπ1 and Rπ2. These are displayed in 
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(Figure 39) from the ER localized orbitals of Ti(II)-salen. Given the d2 electronic 
configuration (at least in the formal oxidation picture) and the expected near-
degeneracies of the metal d-orbitals low-lying singlet and triplet states are anticipated 
arising from different d-orbital occupations. The quintet-states are expected to be higher 
in energy, arising from mixing of the various d-orbital occupations with either ligand 
! " !
*  excitations or ! " d  ligand-to-metal excitations with the latter becoming 
increasingly important as the formal oxidation state of the metal center is increased. The 
construction and interpretation of the active spaces for each system and the nature of the 
low-lying electronic states will be discussed in detail in the following sections. 
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Figure 39. Figure of the localized π orbitals of the salen ligand and the localized Ti(II) dxz orbital 
from a HF/6-31G* calculation of the singlet state of Ti(II)-salen. 
 
 The 3D-Metals 
Ti(II)-Salen 
The relative energies for Ti(II)-salen from the various density functionals in Table 
37 reveal the anticipated near-degeneracy of the lowest singlet and triplet states, with the 
quintet states considerably higher (> 60 kcal mol-1 ) in energy.  As has been observed in 
other metal-salen systems [137], the hybrid B3LYP over-stabilizes the high-spin triplet 
and quintet states relative to “non-hybrid” functionals (BP86 and BPW91).  The relative 
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energies from BP86 and BPW91 are nearly identical (never differing by more than 
0.30 kcal mol
-1 ) in consensus with previous observations [137, 247]. CAS-CI 
computations including up to 14 electrons in 13 orbitals reveal a similar picture of nearly 
degenerate singlet and triplet states with a much higher-lying quintet state. The three 
lowest singlet and triplet states appear energetically well separated from remaining 
electronic states and have been optimized at the SA-CASSCF(2/3)/6-31G* 
[11A,21A,31A,13A,23A,33A] level of theory, where the states in brackets are those 
included in the state averaging. All of the states appear to be well described by an active 
space consisting of two electrons in the three lowest-lying (d
z
2 , dxz , and dyz ) d-orbitals. 
The active space is depicted in Figure 40 from the SA-CASSCF optimization of the 11A 
state and the relative energies for all states are included in Table 37. The CASSCF results 
reveal three triplet states below 10 kcal mol-1 followed by three low-lying singlet states 
below 30 kcal mol-1. The inclusion of dynamical correlation reduces the splitting of the 
lowest singlet and triplet states (23.53 kcal mol-1 at the SA-CASSCF level) to 17.76 kcal 
mol-1 at the CASPT2 level and 13.24 kcal mol-1 at the CASPT3 level. Overall, a 
consistent picture of the lowest singlet and triplet states is provided by all methods. 
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Table 37. Relative energies (kcal mol-1) for the low-lying electronic states of Ti(II)-salen computed at 
various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 13.24 17.76 23.53 10.40 4.27 4.26 
2
1
A 16.01 18.23 24.24 --- --- --- 
3
1
A 26.65 23.47 27.94 --- --- --- 
1
3
A  0.00  0.00  0.00  0.00  0.00  0.00 
2
3
A 2.23 4.79 3.28 --- --- --- 
3
3
A 8.18 11.74 9.77 --- --- --- 
1
5
A --- --- --- 68.67 67.15 66.85 
  
 
Figure 40. Isosurface plots of the d
z
2 (lower), dxz  (center), and dyz  (upper) CASSCF orbitals that 
comprise the active space for Ti(II)-salen. 
The optimized geometries of the 11A and 13A state from DFT and CASSCF are 
overlaid in Figure 41. The geometries from all methods are visibly very similar and this is 
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confirmed by the LRMSD values tabulated in Table 38. The DFT geometries never differ 
by more than 0.05 Å and are all within 0.2 Å of the CASSCF optimized geometries. In 
consensus with previous results [247], the geometries from BP86 and BPW91 are nearly 
indistinguishable. B3LYP provides geometries that are overall closer to the CASSCF 
geometries, although marginally so.  
Table 38. LRMSD(Å) in molecular geometries for the 11A and 13A states of Ti(II)- and Zr(II)-salens. 














































Figure 41. Overlay of the optimized geometries for the 11A (top) and 13A (bottom) states of Ti(II)-
Salen from different levels of theory.  The theoretical methods include CASSCF (black), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
The multi-reference character of the low-lying electronic states has been explored by 
examination of the leading determinants from the SA-CASSCF computations. The 
determinants and coefficients for Ti(II)-salen (included in Table 39) reveal the strong 




2( )! dxz( )!  electronic configuration but with an extremely small leading 
coefficient of 0.8272 and a large contribution (0.5619) from the dxz( )! dyz( )!  
configuration. With the exception of the 11A state, all of the states investigated exhibit 
stronger non-dynamical effects (smaller leading coefficients) than the 13A ground state 
and the leading coefficient for the 11A state (0.9050) is significantly smaller than would 
be expected for well-behaved single-reference systems. The low-lying singlet states are 






2  configurations with surprisingly little 
contribution from the complementary dyz( )
2
 configuration. Despite the large non-
dynamical effects present in Ti(II)-salen, the DFT approaches provide very reasonable 
agreement with our best results. For this case, B3LYP proved geometries closer to those 
from CASSCF (LRMSD < 0.159 Å) and relative energies in very good agreement with 
out CASPT3 results (∆Erel < 2.84 kcal mol-1).  
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Table 39. Leading determinants from SA-CASSCF calculations on the low-lying electronic states of 
Ti(II)-salen. 
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CAS-CI computations for V(III)-salen reveal an electronic structure very similar 
to that for the isoelectronic Ti(II)-salen presented above. The three lowest singlet and 
triplet states were optimized at the SA-CASSCF(2/3)/6-31G* [11A, 21A, 31A, 13A, 23A, 
33A] level of theory employing the active space depicted in Figure 42. The relative 
energies for these states from all multi-reference computations along with the relative 
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energies from DFT for the 11A, 13A, and 15A states are included in Table 40. The 
CASPT3 results predict the anticipated 3A ground state for the system. The singlet state is 
predicted to lie slightly more than 20 kcal mol-1 higher in energy, being in very good 
agreement with the B3LYP results. Interestingly, the 13A and 23A states [split by 
approximately 2 kcal mol-1 in Ti(II)-salen] are nearly degenerate in V(III)-salen with the 
CASPT3 results flipping the state ordering relative to the CASPT2 and CASSCF results. 
These states are labeled with respect to the ordering observed in the SA-CASSCF 
computations. All multi-reference approaches place the states within 1 kcal mol-1 in 
relative energies, being within the anticipated error bars for the results.  A similar effect 
is observed for the 11A and 21A states as well, being separated by only 0.03 kcal mol-1 at 
the CASPT3 level of theory.  While BP86 and BPW91 predict the correct ordering of the 
electronic states, both functionals predict the 11A state to be more stable than that 
observed in our most reliable results. Overall, B3LYP provides superior agreement with 
CASPT3 for the relative energies in V(III)-salen. 
Table 40. Relative energies (kcal mol-1) for the low-lying electronic states of V(III)-salen computed at 
various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 20.71 23.56 30.71 20.29 14.48 14.85 
2
1
A 20.74 23.06 31.03 --- --- --- 
3
1
A 26.28 28.50 35.84 --- --- --- 
1
3
A  0.85   0.00   0.00  0.00  0.00  0.00 
2
3
A 0.00 0.44  1.02 --- --- --- 
3
3
A 5.53  7.95  9.24 --- --- --- 
1
5




Figure 42. Isosurface plots of the dz2(lower), dxz (center), and dyz (upper) CASSCF orbitals that 
comprise the active space for V(III)-salen. 
The optimized geometries of the 11A and 13A states of V(III)-salen are overlaid in 
Figure 43. The DFT geometries for both states are nearly indistinguishable, in both cases 
being more planar than the corresponding CASSCF geometry. Overall, the differences 
between the DFT and CASSCF geometries are slightly larger than those observed in 
Ti(II)-salen. The LRMSDs presented in Table 41 reveal the B3LYP geometries to be 
somewhat closer to the CASSCF geometries than are BP86 and BPW91, although the 
difference is clearly negligible. All of the functionals examined perform similarly in 
comparison to CASSCF for the geometries of both the 11A and 13A states. 
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Table 41. LRMSD(Å) in molecular geometries for the 11A, 13A, and 15A states of V(III)- and Nb(III)-
salens. 














































Figure 43. Overlay of the optimized geometries for the 11A (top) and 13A (bottom) states of V(III)-
Salen from different levels of theory.  The theoretical methods include CASSCF (black), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
The leading determinants from the SA-CASSCF computations are presented in 
Table 42. The 11A and 21A states are demonstrated to be qualitatively similar to the 
corresponding states in Ti(II)-salen, with increased multi-reference character. Relative to 
 172 
Ti(II)-salen, the weight of the leading determinant is smaller and the weight of the second 
determinant is larger for both states. This is in contrast to the low-lying triplet states, 
which become increasingly single-reference with the increased oxidation state. The 
leading coefficients (0.9694, 1.0000, and 1.0000) are closer to what would be expected 
for well-behaved single-reference systems. Being very similar to Ti(II)-salen, B3LYP 
provides geometries and relative energies that are closer to our best results than are the 
BP86 and BPW91 results (LRMSD < 0.200 Å, ∆Erel < 0.42 kcal mol-1). 
Table 42. Leading determinants from SA-CASSCF calculations on the low-lying electronic states of 
V(III)-salen. 
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 The increased formal oxidation state in Cr(IV) leads to strong mixing of the 
metal d-orbitals with the R!  orbitals of the salen ligand, providing an electronic 
structure distinctly different from that observed in Ti(II)- and V(III)-salen above.  The 
DFT approaches provide qualitatively different descriptions of the electronic state 
ordering for this system, as can be observed from the relative energies in Table 43. All 
functionals predict the 15A state to be significantly lower in energy than in the previous 
systems, and B3LYP even predicts a 15A ground state. BP86 and BPW91 again provide a 
very similar description of the electronic state ordering. CAS-CI computations for 
Cr(IV)-salen reveal the strong mixing of the metal and ligand orbitals as well as the 
increased nondynamical correlation effects which result. The three low-lying singlet and 
triplet states observed in the previous systems are significantly split as a consequence, 
giving rise to a single low-lying electronic state. The computations further demonstrate 
the existence of two nearly-degenerate low-lying quintet states.  These states were 
optimized at the SA-CASSCF(6/6)/6-31G* [11A, 13A, 15A, 25A] level of theory with an 
active space consisting of the ligand R!  orbitals and the four lowest-lying Cr d-orbitals. 
These are depicted in Figure 44 from the SA-CASSCF computation of the 13A state. The 
SA-CASSCF orbitals clearly reveal the strong mixing of the ligand R!  and Cr d
xz
 and 
dyz  orbitals. The orbitals have been labeled in the figure based upon the dominant d-
orbital character. The CASSCF results reveal nearly degenerate 13A, 15A, and 25A states 
with small corrections to the relative energies for dynamical electron correlation at the 
CASPT2 level. The corrections for dynamical correlation are much larger for the high-
lying 11A state, although the CASPT3 correction is less than 1 kcal mol-1 for this state. 
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The CASPT3 corrections are somewhat larger for the low-lying quintet states (8.29 and 
12.40 kcal mol-1 respectively). All DFT approaches predict the 11A state to be 
significantly lower in energy than our best results. The B3LYP results are qualitatively 
very different from all approaches considered, predicting a 15A ground state for this 
system. Depsite overstabilzing the 11A state, the BP86 and BPW91 results provide very 
reasonable agreement with the CASPT3 values for the lowest electronic states. 
Table 43. Relative energies (kcal mol-1) for the low-lying electronic states of Cr(IV)-salen computed 
at various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 180.66 181.37 60.25 24.71  19.34 19.87 
1
3
A    0.00     0.00   0.00  4.31  0.00   0.00 
1
5
A    8.48    0.19   0.61  0.00 11.52   9.81 
2
5




Figure 44. Isosurface plots of the orbitals  comprising the active space for Cr(IV)-salen. 
 175 
 While the strong mixing of the R!  orbitals with the Cr d
xz
 and dyz  orbitals is clearly 
evident from Figure 44, the resulting CI coefficients (included in(Table 44)) reveal the 
strong multi-reference character of the electronic states. The leading coefficients are 
never larger than 0.4885 for all of the states explored. Surprisingly, the DFT approaches 
provide geometries closer to the CASSCF geometries than was observed for Ti(II)- or 
V(III)-salen. This can be clearly seen from Figure 45 and from the LRMSD values in 
Table 45. While B3LYP provides geometries that are somewhat closer to CASSCF than 
are those from BP86 and BPW91, all of the functionals provide similar agreement for the 
geometries of Cr(IV)-salen.  
 176 
Table 44. Leading determinants from CASSCF calculations on the low-lying electronic states of 
Cr(IV)-salen. 
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Table 45. LRMSD(Å) in molecular geometries for the 11A, 13A, and 15A states of Cr(IV)- and 
Mo(IV)-salens. 






























































Figure 45. Overlay of the optimized geometries for the 11A (left),  13A (center), and 15A (right) states 
of Cr(IV)-Salen from different levels of theory.  The theoretical methods include CASSCF (black), 





CAS-CI computations on Zr(II)-salen reveal a similar electronic structure to that 
of Ti(II)-salen presented above. The relative energies computed at the SA-
CASSCF(2/3)/6-31G*[11A,21A,31A,13A,23A,33A]  level are included in Table 46 and 
compared to those from DFT. The active-space orbitals form the SA-CASSCF 
optimization of the 11A state are depicted in Figure 46. It is generally assumed that 
complexes of 4d metals exhibit smaller non-dynamical correlation effects and larger 
electronic state splittings. It is interesting to note that, although the splitting of the lowest 
singlet or triplet states is predicted to be larger in Zr(II)- than in Ti(II)-salen, the splitting 
of the lowest singlet and triplet states is predicted to be slightly smaller for this system 
[9.69 kcal mol-1 at the CASPT3 level in comparison to 13.24 kcal mol-1 for Ti(II)-salen]. 
Somewhat surprisingly, the singlet-triplet splitting from B3LYP is identical to the 
CASPT3 result. The “generalized gradient” approaches (BP86 and BPW91) slightly 
underestimate the stability of the triplet state compared to the B3LYP and the high-level 
CASPT3 results. 
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Table 46. Relative energies (kcal mol-1) for the low-lying electronic states of Zr(II)-salen computed at 
various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 9.69 13.59 15.00 9.69 6.48 6.32 
2
1
A 16.13 17.67 18.70 --- --- --- 
3
1
A 32.65 33.24 28.79 --- --- --- 
1
3
A  0.00  0.00  0.00  0.00  0.00  0.00 
2
3
A 23.43 26.58 15.52 --- --- --- 
3
3
A 38.54 41.47 25.44 --- --- --- 
1
5
A --- --- --- 68.51 66.45 66.26 
  
 
Figure 46. Isosurface plots of the d
z
2 (lower), dxz  (center), and dyz  (upper) CASSCF orbitals that 
comprise the active space for Zr(II)-salen. 
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 The overlays of the optimized 11A and 13A geometries are displayed in Figure 
47. Again, the geometries provided by all functionals agree very well with those from 
CASSCF. The comparison is similar to that witnessed in Ti(II)-salen as is evident from 
the LRMSD values in Table 38. As has been observed previously in other metal-salen 
systems [247], DFT predicts a slightly larger out-of-plane puckering of the central metal 
atom when compared to the CASSCF results.  
 
Figure 47. Overlay of the optimized geometries for the 11A (top) and 13A (bottom) states of Zr(II)-
Salen from different levels of theory.  The theoretical methods include CASSCF (black), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
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The leading determinants from the SA-CASSCF computation are presented in 
Table 47. The triplet state are all predicted to be strongly single-reference (leading 
coefficients of 0.9992, 1.0000, and 0.9874 respectively). In contrast, the singlet states 
remain strongly multi-reference and the coefficients are very similar to those observed in 
Ti(II)-salen above. 
Table 47. Leading determinants from SA-CASSCF calculations on the low-lying electronic states of 
Zr(II)-salen. 

























































xz( )! dyz( )!  
d
z





The relative energies from all methods for the low-lying electronic states of 
Nb(III)-salen are included in Table 48. While all of the DFT functionals place the 15A 
state significantly higher (approximately 50 kcal mol-1) than the ground state, B3LYP 
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predicts the 11A and 13A states (which are revealed to be well separated by both BP86 
and BPW91) to be nearly degenerate. CAS-CI computations reveal a very similar 
electronic structure to Zr(II)-salen above, with three low-lying singlet and triplet states 
well described by the same 2-in-3 active space (depicted in Figure 48). The SA-
CASSCF(2/3)/6-31G*[11A, 21A, 31A, 13A, 23A, 33A]  relative energies (included in 
Table 48) agree well with those from both BP86 and BPW91 and corrections for 
dynamical correlation both at the CASPT2 and CASPT3 level appear modest. From the 
leading coefficients (Table 49), all of the singlet states are observed to be strongly multi-
reference. While the open-shell 21A state is not anticipated to be well described by a 
single reference function, the leading coefficients for the closed-shell 11A and 31A states 
are extremely small (0.8083 and 0.7633 respectively). Overall, the leading determinants 
for Nb(III)-salen in Table 49 reveal a much stronger multi-reference character than those 
for the iso-electronic Zr(II)-salen presented in Table 47.While the BP86 and BPW91 
results do agree favorably with those from CASPT3, single-reference methods are not 
expected to provide reliable results for systems with the strong non-dynamical correlation 
effects observed here for the singlet states of Nb(III)-salen.  
Table 48. Relative energies (kcal mol-1) for the low-lying electronic states of Nb(III)-salen computed 
at various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 19.78 19.57 18.30 1.39 13.37 14.00 
2
1
A 20.71 20.83 18.99 --- --- --- 
3
1
A 29.42 29.50 29.77 --- --- --- 
1
3
A  0.00  0.00  0.00  0.00  0.00   0.00 
2
3
A 12.75 13.21 9.62 --- --- --- 
3
3
A 25.45 23.63 13.11 --- --- --- 
1
5
A --- --- --- 47.09 57.81 57.07 
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Table 49. Leading determinants from SA-CASSCF calculations on the low-lying electronic states of 
Nb(III)-salen. 
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Figure 48. Isosurface plots of the dz2(lower), dxz (center), and dyz (upper) CASSCF orbitals that 
comprise the active space for Nb(III)-salen. 
 
The optimized geometries for the 11A and 13A states of Nb(III)-salen are overlaid 
in Figure 49 and the LRMSD values are tabulated in Table 41. As can be easily observed 
both by comparing the geometries for Zr(II)-salen in Figure 47 to those in Figure 49 here 
or by comparing the LRMSD values from Table 38 to those from Table 41, the overall 
agreement in the molecular geometries is significantly worse for Nb(III)-salen than for 
Zr(II)-salen. The maximum LRMSD [0.147 Å in the case of Zr(II)-salen] is now 0.457 Å. 
The geometries from BP86 and BPW91 are nearly identical, being very close (LRMSD < 
0.1 Å) to the CASSCF geometry for the 13A state. However, none of the functionals 
employed provide reasonable agreement with the CASSCF geometry for the highly 
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multi-reference 11A state. While the B3LYP 11A geometry is closest to that from 
CASSCF, the LRMSD of 0.326 Å remains quite large. All of the functionals predict the 
11A state to possess a significant out-of-plane distortion relative to the CASSCF 
geometry 
 
Figure 49. Overlay of the optimized geometries for the 11A (top) and 13A (bottom) states of Nb(III)-
Salen from different levels of theory.  The theoretical methods include CASSCF (black), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
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Mo(IV)-Salen 
The relative energies from all methods for Mo(IV)-salen are included in Table 50, 
being qualitatively similar to those of the iso-electronic Zr(II)- and Nb(III)-salens 
presented above. All of the density functionals provide very similar descriptions of the 
electronic state ordering . While all functionals place the 15A state much lower in energy 
than that observed in Zr(II)- and Nb(III)-salen, the DFT approaches along with large 
CAS-CI computations predict the 15A state to be fairly well separated from the low-lying 
singlet and triplet states. The lowest singlet and triplet states are all seemingly well 
described by the same three-in-two active-space (see Figure 50) employed for the 
previous systems and the SA-CASSCF(2/3)/6-31G* [11A, 21A, 31A, 13A, 23A, 33A] 
relative energies are included in Table 50. The 13A-11A splitting predicted at the SA-
CASSCF level is slightly larger than that observed in Nb(III)-salen as well as that 
predicted by all of the DFT approaches for this system. Unsurprisingly, the B3LYP 
functional predicts a slightly larger splitting than the BP86 and BPW91 approaches. 
Table 50. Relative energies (kcal mol-1) for the low-lying electronic states of Mo(IV)-salen computed 
at various levels of theory. 
 CASPT3 CASPT2 CASSCF B3LYP BP86 BPW91 
1
1
A 23.21 21.98 19.26 16.47 14.75 14.96 
2
1
A 22.34 22.80 19.40 --- --- --- 
3
1
A 31.34 30.50 32.72 --- --- --- 
1
3
A  0.00  0.00  0.00  0.00  0.00   0.00 
2
3
A 7.52 7.99 1.91 --- --- --- 
3
3
A 33.84 35.58 32.72 --- --- --- 
1
5




Figure 50. Isosurface plots of the dz2(lower), dxz (center), and dyz (upper) CASSCF orbitals that 
comprise the active space for Mo(IV)-salen. 
The leading determinants from the SA-CASSCF computations are presented in  
Table 51 for the lowest singlet and triplet states. Just as in Zr(II)- and Nb(III)-salen, the 
singlet states appear highly multi-reference while the triplet states are all strongly single-
reference. The 11A state becomes increasingly multi-reference moving from Zr(II)-salen 




 determinant becomes increasingly 
smaller [being 0.9093, 0.8083, 0.7622 for Zr(II)-, Nb(III)-, and Mo(IV)-salen 
respectively]. At the same time, the weight of the d
xz( )
2  configuration becomes 
increasingly larger [being -0.4077, -0.5855, and -0.6459 for the same systems]. 
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Table 51. Leading determinants from SA-CASSCF calculations on the low-lying electronic states of 
Mo(IV)-salen. 


















z2( )! dxz( )"
d
z































2( )! dyz( )!     1.0000 
3
3
A dxz( )! dyz( )!   0.9982 
  
The optimized geometries for the 11A and 13A states of Mo(IV)-salen from the 
various levels of theory are depicted in Figure 51 and the computed LRMSD values are 
presented in Table 45. The CASSCF molecular geometries (especially for the 11A state) 
are noticeably more planar than those from the DFT approaches. As can be observed 
from the LRMSD values in Table 45, the BP86 and BPW91 geometries are nearly 
identical and are very similar to those provided by the B3LYP functional. All of the DFT 
approaches provide geometries that are significantly different from the CASSCF 
geometries, although less so for the 13A state than for the 11A state. 
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Figure 51. Overlay of the optimized geometries for the 11A (top) and 13A (bottom) states of Mo(IV)-
Salen from different levels of theory.  The theoretical methods include CASSCF (black), B3LYP 
(green), BP86 (blue), and BPW91 (mauve). 
Conclusions 
The results presented above clearly establish the strong non-dynamical correlation 
effects in the d2-metal salen systems. With the exception of Cr(IV)-salen, all of the 
systems examined were found to posses a 13A ground state. The 11A states were 
observed to lie 10-30 kcal mol-1 higher in energy, with the singlet-triplet splitting 
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increasing with increasing formal oxidation state at the metal center. The 11A states were 
observed to become increasingly multi-reference with the increasing oxidation state 
(based both upon a decreasing C0 and an increasing C1), in contrast to the 13A states 
become increasingly single-reference. With the exception of Cr(IV)-salen, all of the 
systems were well described by a relatively small 2-in-3 active space. Interestingly, the 
4d metal-salens exhibit similar non-dynaical correlation effects as the corresponding 3d 
system. The leading coefficients from the SA-CASSCF computations are similar in each. 
The results from three commonly-employed density functionals were 
benchmarked against those from CASSCF and CASPT3. Given the strong multi-
reference character of many of the states examined, the overall performance of DFT is 
surprisingly strong. With the exception of the Nb(III)-salen system, all three functionals 
provide geometries that are typically within 0.2 Å LRMSD of the corresponding 
CASSCF geometry. The performance for relative energies was observed to be somewhat 
worse, with B3LYP providing relative energies closer to the CASPT3 results than BP86 
or BPW91 for all systems studied with the exception of Nb(III)-salen. As has been 
observed in our previous work, the choice of the exchange functional remains the central 
concern when selecting an appropriate DFT approach for metal-ligand systems such as 
these. The results from BP86 and BPW91 are nearly identical for all systems. With the 
exception of Nb(III)-salen, B3LYP was found to provide relative energies superior to the 
BP86 and BPW91 functionals. Both the BP86 and BPW91 approaches tend to 
underestimate the relative stability of the high-spin 13A states. Although none of the 
functionals employed provided reliable results for Nb(III)-salen, B3LYP was observed to 
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provide geometries and relative energies closer to out benchmark values for the 
remainder of the systems examined. 
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CHAPTER 9 
CONCLUSIONS AND FUTURE WORK 
Two seemingly very different problems, the accurate theoretical description of 
bond-breaking potentials far from equilibrium and the accurate treatement of the 
equilibrium strucutures of metal-containing catalyst systems, are very closely related 
within electronic structure theory. As bonds are stretched far from equilibrium, the near-
degeneracy of the bonding and anti-bonding orbitals results in a breakdown of the single-
reference approximation.  In metal-lignand catalysts systems (such as the systems studied 
here) have been shown to exhibit strong non-dynamical correlation effects resulting from 
the partial filling of the spatially- and energetically-proximal metal d-orbitals. The work 
presented here demonstrates that such effects may be significantly stronger in the latter 
case than in the former.  
As near-degeneracy effects arise and the single-reference approximation begins to 
break down, methods are required that are capable of handling the multi-reference nature 
of the electronic states. The central theme of the work presented here must certainly be 
the applicability of small, compact reference functions to reliably treat the multi-refernce 
nature of the low-lying electronic states. When combined with corrections for dynamical 
electron correlation, highly accurate results can be obtained employing extremely small 
reference functions.  
The problems associated with the accurate theoretical description of bond-
breaking processes were addressed first. The work presented in Chapter 3 demonstrated 
the importance of spin completeness for the accurate treatment of bond-breaking 
potentials. The inclusion of the necessary spin-complements reduced the errors in the 
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original SF-SCF by more than 50%. Given the accuracy of the SF approaches when 
combined with methods for dynamical correlation, it is anticipated that perturbative 
corrections to the SC-SF reference function will provide highly accurate results for the 
description of bond-breaking potentials. In Chapter 4, the choice of an appropriate active 
space for general CASSCF and RASSCF reference functions was addressed for the bond-
breaking problem. The results demonstrated that minimal reference spaces can provide 
results of similar quality to and at much cheaper computational cost than their larger 
active space analogues when combined with corrections for dynamical electron 
correlation. Furthermore, the minimal active space results were demonstrated to 
systematically approach the correct answer as higher levels of electron correlation are 
included. This is an important aspect that was not shared with the larger active-space 
analogues. 
In the preceding three chapters, high-level multi-reference approaches were 
employed to benchmark the performance of more approximate methods for the electronic 
structure of several metal-salen catalysts. Although there is still a large amount of work 
to be completed, the results presented are quite revealing. The overall reasonable 
performance of the DFT approaches is quite surprising, given the strong multi-reference 
character of the electronic states. MP2 was demonstrated to provide highly unreliable 
results for these systems. CCSD and CCSD(T) approaches were incapable of completely 
remedying these discrepancies in most cases, thus all single-reference wavefuntion-based 
approaches provided highly erroneous results for the vast majority of the systems 
examined. The choice of which functional should be routinely employed for the study of 
metal-salen catalyzed chemical transformations remains elusive, as examples were 
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presented for the successes and failures of all of the functionals explored. Future work 
will focus upon a more complete examination of the multi-reference effects in metal-
salen systems. We will examine additional d-orbital occupations as well as the impact 
using the full ligand and of counterions.  The similarities in the multi-reference character 
of the 3d and 4d systems were quite surprising. Further investigation of these effects in 
other metal-containing systems will be required. 
Of all the methods employed, CASPT2 likely provides the best balance of 
accuracy and computation cost. While the ability to employ small reference spaces in 
such computations extends the range of systems that can be examined, the computations 
remain extremely demanding. Additional work will examine the possibility of reducing 
the necessary computational expense by employing additional approximations. We will 
explore employing geometries from more approximate approaches in conjunction with 
CASTPT2 single-points for energies, potentially employing geometries from DFT. We 
will further investigate the ability to employ orbitals other than the CASSCF orbitals for 
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