Abstract. We construct a new second-order moving-water equilibria preserving central-upwind scheme for the one-dimensional Saint-Venant system of shallow water equations. Special reconstruction procedure and source term discretization are the key components that guarantee the resulting scheme is capable of exactly preserving smooth moving-water steady-state solutions and a draining time-step technique ensures positivity of the water depth. Several numerical experiments are performed to verify the well-balanced and positivity preserving properties as well as the ability of the proposed scheme to accurately capture small perturbations of moving-water steady states. We also demonstrate the advantage and importance of utilizing the new method over its still-water equilibria preserving counterpart.
Introduction
The Saint-Venant system of shallow water equations plays an important role in the modeling and simulations of shallow water flows including tidal flows in estuary and coastal water regions; bore wave propagation; river, reservoir, and open channel flows, among others. In one space dimension, the Saint-Venant system reads as follows:
⎧ ⎨ ⎩ h t + q x = 0,
1) where h(x,t) is the water depth, u(x,t) is the velocity, q(x,t) := h(x,t)u(x,t) is the discharge, B(x)
is the bottom elevation, and g is the gravitational constant. In this paper, we will consider the variation of the bottom as the only source term, but other terms, such as friction terms, Coriolis forces, wind forces, or variations of the channel width, could also be added. An essential feature of the shallow water equation (1.1) is that they admit steadystate solutions at which the flux gradients are exactly balanced by the source terms. The general smooth steady-state solutions of (1.1) are given by q ≡ Const, E:= u One of the most physically relevant steady state is the still-water "lake at rest" state, which represents a still flat water surface
Note that still-water steady state (1.3) is a special case of the general moving-water steady state (1.2) with q ≡ 0. Many physical phenomena correspond to small perturbations of these steady-state solutions, which are very difficult to accurately capture using a coarse grid unless the numerical scheme exactly preserves the unperturbed steady state at the discrete level. If the scheme preserves the steady state up to the order of its formal accuracy, the spurious numerical waves may have larger magnitude than the water waves to be captured. This difficulty can be cured by using a very fine mesh, which in practice can be unaffordable. It is, therefore, necessary to design the schemes capable of exactly preserving still-water steady-state solution (1.3). In the literature (see, e.g., [1, 2, 3, 5, 7, 12, 14, 17, 20, 24, 25] ), such schemes are usually called well-balanced. It is, however, significantly more difficult to obtain well-balanced schemes capable of exactly preserving moving-water steady states. This goal has been achieved, for example, in the following papers: a class of first-order accurate flux-vector-splitting schemes based on the theory of nonconservative products was proposed in [8] ; well-balanced second-order central schemes on staggered grids were introduced in [26] ; numerical methods based on local subsonic steady state reconstruction, which are exactly well-balanced for subsonic moving equilibria, was presented in [4] ; high-order weighted essentially nonoscillatory (WENO) methods were designed in [23, 35, 34] ; central WENO methods were proposed in [27] ; path-conservative WENO methods were introduced in [6] ; and high-order discontinuous Galerkin (DG) methods were presented in [33, 34] .
Another numerical challenge is related to the computation of solutions when the water depth h is very small or even zero. In this regime, even small numerical oscillations in the computed solutions may lead to appearance of negative computed h, which is not only physically irrelevant, but also causes the numerical scheme to break down since the eigenvalues of the system (1.1) are u ± √ gh. There are many numerical methods in the literature (see, e.g., [1, 2, 3, 17, 24] ), which are both well-balanced in the sense of exactly preserving still-water steady states and positivity preserving of h. However, to the best of our knowledge, the DG method developed in [33] is the only one capable of both exactly preserving moving-water steady states and positivity of h.
In this paper, we develop a central-upwind scheme that can exactly preserve movingwater equilibria and positivity of the water depth. Central-upwind schemes were proposed in [19, 16, 15] in the context of general multidimensional systems of conservation laws. They were extended to shallow water equations in [14, 17] , where well-balanced central-upwind schemes capable of exactly preserving still-water equilibria were introduced.
The first key component in designing well-balanced central-upwind schemes is the use of piecewise polynomial reconstructions of equilibrium variables q and E rather than conservative ones (h and q). In [14, 17] , a water surface variable w := h + B was used instead of h. To preserve the moving-water steady state, we reconstruct the equilibrium variable E = 1 2 u 2 + g(h + B) (the details on the proposed well-balanced reconstruction can be found in Section 3.1). The second key component in the construction of the proposed well-balanced central-upwind scheme is a special discretization of the source term (see Section 3.2). Finally, the positivity of the computed water depth is ensured by using the draining time-step technique from [2, 3] .
The paper is organized as follows. In Section 2, we give a brief review of the central-upwind scheme for the one-dimensional shallow water equations. The movingwater equilibria preserving central-upwind scheme is presented in Section 3. Finally, Section 4 contains several numerical examples. We demonstrate that smooth movingwater equilibria are preserved up to machine accuracy and small perturbations of such equilibria are sharply resolved. We also provide carefully selected examples to show the advantage of the well-balanced schemes preserving moving-water equilibria over their counterparts capable of preserving still-water equilibria only.
Central-upwind scheme -a brief overview
In this section, we give a short overview of the second-order semi-discrete centralupwind scheme for the hyperbolic system of balance laws
For more details, we refer to [15, 16, 19, 14, 17, 18] . For simplicity, we introduce a uniform spatial grid x α := αΔx, where Δx is a small spatial scale and α is any spatial index, either integer or half-integer. We denote by I j the finite volume cells I j := [x j− 1 2 ,x j+ 1 2 ] and by U j and S j the cell averages
of the computed solution U and source term S, respectively. A central-upwind semidiscretization of (2.1) is the following system of ODEs: 
Here, U ± j+ 1 2 are the right/left point values of the piecewise linear reconstruction
, namely,
The numerical derivatives (U x ) j are (at least) first-order, component-wise approximations of U x (x j ,t), computed using a nonlinear limiter needed to ensure a non-oscillatory nature of the reconstruction (2.4). In our numerical experiments, we have used the generalized minmod limiter (see, e.g., [21, 22, 30, 31] )
The minmod function is defined as
and the parameter θ can be used to control the amount of numerical viscosity present in the resulting scheme. We recall that larger values of θ correspond to less dissipative but, in general, more oscillatory reconstructions, see [21, 22] . The right-and left-sided local speeds a ± j+ 1 2 in (2.3) are obtained from the largest and smallest eigenvalues of the Jacobian matrix A := ∂F /∂U . In the case of convex fluxes, the local speeds can be estimated as follows:
The construction of the scheme will be completed once one specifies a quadrature for S j . Note that the quantities U j , U ± j+ 1 2 , (U x ) j , S j , and H j+ 1 2 depend on t, but we suppress this dependence throughout the paper for brevity.
2.1. Still-water equilibria preserving central-upwind scheme. In this section, we briefly overview the well-balanced semi-discrete central-upwind scheme for the Saint-Venant system (1.1). We describe the scheme from [17] , which is capable of exactly preserving still-water equilibria only. Following [14, 17] , we rewrite the system (1.1) in an equivalent form in terms of the equilibrium variables w := h + B and q rather than the conservative ones (h and q)
This system can be recast in the vector form (2.1) with
The central-upwind scheme described above directly applies to the system (2.7).
As it has been shown in [17] , the central-upwind scheme will be well-balanced provided the source term is discretized using the following "well-balanced" quadrature:
Δx , where B j+ ) in the case of smooth B.
Moving-water equilibria preserving central-upwind scheme
In this section, we propose a new well-balanced central-upwind scheme, which is capable of exactly preserving not only "lake at rest" states, but the entire family of smooth steady-state solutions (1.2). First of all, we do not rewrite the Saint-Venant system, but apply the central-upwind scheme directly to its original formulation (1.1), which can be written in the vector form (2.1) with
However, a direct application of the scheme described in Section 2 will not result in a well-balanced, positivity preserving method. We therefore need to make the following three modifications.
Variable transformation.
One main component of the new well-balanced central-upwind scheme is reconstruction of the equilibrium variables, which are now q and E. To this end, we first compute the values of E at the cell centers
where
)/2. Secondly, we compute the point values q ± j+ 1 2 using the reconstruction (2.4)-(2.6) and the point values E ± j+ 1 2 are obtained similarly:
Finally, equipped with q ± j+ 1 2 and E ± j+ 1 2 , we need to recover the corresponding point
. This is done using the technique presented in [23] . Given q, E, and B, we look for a solution of the following nonlinear algebraic equation:
In fact, the solution of this equation may not be unique. To single out the physically relevant solution, we proceed as follows. If q = 0, the variable transformation is trivial:
then the function ϕ(h) is convex and attains its minimum value at
.
Note that h 0 corresponds to the sonic point (that is, the Froude number
, we have F r > 1 (F r < 1) and a state is called supersonic (subsonic).
If F r = 1, then the unique solution of (3.1) is h = h 0 . Otherwise, equation (3.1) has to be solved using a numerical method. We use Newton's method, which is known to be only locally convergent and thus requires a good initial guess h * . If F r > 1, then we need h * < h 0 while if F r < 1, the requirement on h * is opposite: h * > h 0 . In both cases, monotone quadratic convergence of Newton's method will be guaranteed if we impose an additional restriction on h * : ϕ(h * ) > 0.
When equation (3.1) is solved at the cell interface x = x j+ 1 2 , we will need to find two values of h, h + j+ 1 2 , and h − j+ 1 2 , by solving
and > 1, we then select h * according to the following algorithm.
Algorithm 3.1 (initial guess selection in the supersonic case).
Step 1:
Step 2: Compute ϕ(h * );
Step 3: If ϕ(h * ) < ε, set h * := λ 1 h * and go back to Step 2.
Algorithm 3.2 (initial guess selection in the subsonic case).
Step 1: Set h * := max(h 0 ,h j+1 ) and h 0 = 3 (q
Step 3: If ϕ(h * ) < ε, set h * := λ 2 h * and go back to Step 2. In all of our numerical experiments, we have used ε = 10 −4 ,λ 1 = 0.9,λ 2 = 1.1. For equation (3.3) , the value of h * is selected similarly (the only difference is that in Step 1, h j+1 and q + j+ 1 2 are replaced with h j and q − j+ 1 2 , respectively). In the neighborhood ef the sonic point, Newton's method might diverge, and in this case, we set h = h 0 .
Remark 3.1. We note that in the cells where h j is small, our numerical experiments clearly demonstrate that the variable transformation described in this section may become unstable. Therefore, in the cells with h j < 10 −8 , we use the first-order piecewise constant reconstruction, namely, we set
3.2.
Well-balanced discretization of the source term. In this section, we describe the second major component of the new well-balanced central-upwind scheme -a well-balanced discretization of S j such that the general moving-water steady-state solution (1.2) will be preserved by the scheme (2.2),(2.3). To this end, we substitute the steady-state data q(x) ≡ q, E(x) ≡ E into the semi-discrete scheme and compute the numerical fluxes. The first component of the flux is
).
Since we reconstruct the equilibrium variables q and E, we obtain q + j+ 1 2 ≡ q − j+ 1 2 ≡ q and
for all j. Therefore,
The second component of the flux is reduced to
, and then
, we have 5) and substituting (3.5) into (3.4) results in
(3.6) Therefore, in order to preserve the moving-water steady state, the contribution of fluxes, (3.6), must be the same as the contribution of the source term. This dictates the following discretization of the cell average of the source term
where u ± j+
. Notice that the obtained quadrature (3.7) is second-order accurate since the term (u − j+
2 ) for smooth solutions.
Remark 3.2.
The quadrature (3.7) was derived in [23] in the context of WENO schemes, for which the order of the quadrature was increased using a Richardson extrapolation technique.
Positivity preserving via draining time step technique.
In this section, we describe the technique originally proposed in [3] , which we use to guarantee positivity of the computed water depth: The outgoing fluxes in draining cells are limited according to the following algorithm, which we present in the case of forward Euler time discretization of (2.2):
Here, the numerical fluxes are evaluated at time level t = t n and Δt is the time step restricted by (see [17] )
To guarantee the positivity of h , which describes the time when the water contained in cell j in the beginning of the time step have left via the outflow fluxes. We then replace the evolution step (3.8) by
where we set the effective time steps at the cell interfaces to be Δt j+ 1 2 = min Δt,Δt
with Δt satisfying (3.9). Thus, we have h n+1 j ≥ 0,∀j. A higher-order time discretization can be obtained using strong stability preserving (SSP) ODE solvers, which can be represented as convex combinations of forward Euler time steps (see, e.g., [9, 10, 28, 29] ). Positivity preserving SSP methods are thus obtained by replacing the forward Euler steps (3.8) by the modified ones (3.10).
Remark 3.3. We note that in (almost) dry regions, the computed values of h can be very small or even zero. This may not allow one to (accurately) compute the values of the velocity u, which may become artificially large. We therefore desingularize the velocity computation as follows:
otherwise.
For consistency, q ± j+ 1 2 are then recomputed using q
. In all of our numerical experiments, we have taken ε = 10 −8 . One may use other desingularization strategies (see, e.g., the discussion in [17] ).
Numerical examples
In this section, we demonstrate the performance of the proposed moving-water equilibria preserving central-upwind scheme (New Scheme) and compare it with its stillwater equilibria preserving counterpart (Old Scheme) from [17] . In all of the examples, we integrate the ODE system (2.2) using the third-order SSP Runge-Kutta ODE solver (see, e.g., [9, 10, 28, 29] ). We also set: Though the exact solution is not known explicitly for this initial-boundary value problem, it seems to be a generic problem for accuracy tests since most known solutions (in closed form) have special properties making the leading term in truncation errors in many schemes vanish. We use the New Scheme with 51200 uniform cells to compute a reference solution, and then use it to compute numerical errors. The solution at time t = 0.1 is still smooth (shocks develop later in time for this problem) and we thus compute it and measure the L 1 -errors for both h and q. The results are reported on 
Example 2 -well-balanced test.
In this example, we verify the well-balanced property of the New Scheme. We consider both the continuous, We thus consider altogether six different initial value problems (IVP); cases (b) and (c) with B given by (4.1) are taken from [23] . We compute the solutions of these IVPs until the final time t = 20 using 200 uniform cells and observe that all of the steady-state solutions (4.3)-(4.5) are preserved within the machine accuracy. This verifies the desired well-balanced property of the New Scheme.
Remark 4.1.
In this example, the initial data are given in terms of {q j (0)} and {E j (0)}. To obtain h j (0), we solve the nonlinear algebraic equation (3.1) using Newton's method; see Section 3.1. To this end, we need to determine whether the Froude number is smaller or greater than 1 and also to choose a proper value of h * in every cell j. In the supercritical case (a), the Froude number is larger than 1 throughout the computational domain. Similarly, in the subcritical case (b), the Froude number is smaller than 1 everywhere. In the transcritical case (c), the value of F r j (0) depends on the shape of the bottom topography function: if B is given by (4.1), then
and if B is given by (4.2), then
Finally, in every cell j we choose h * :
Example 3 -convergence to steady states (continuous bottom topography).
In this example, we study the convergence in time towards steady flow over a bump. The bottom topography function is continuous and given by (4.1). Depending on the initial and boundary conditions, the flow may be subcritical, supercritical, transcritical with or without a steady shock. We consider the following four sets of initial and boundary data (cases (b)-(d) are taken from [11, 32] ; case (a) is similar to a test problem considered in [13] (a)-(c) , only the New Scheme accurately captures both q and E. In case (d), the error in q and E at the shock is O(1) for both the New and Old Schemes. This result is expected since neither of the studied schemes preserves nonsmooth steady states. 
Fig. 4.2. Example 3, case (b): h + B (left), q (middle), and E (right) computed by the New and Old Schemes.
Finally, we study the efficiency of the New and Old Schemes by running the simulation until large times when the steady state has been already reached (the final times are 200 in cases (a) and (c) and 500 in case (b)). We measure the CPU times vs. the L 1 -norm of the h-, q-, and E-errors. The obtained results are reported in tables 4.2-4.4. As one can see, the New Scheme uses about 3-4 times larger CPU times, but it achieves much higher accuracy in all of the studied cases.
Example 4 -small perturbations of moving-water equilibria (continuous bottom topography). In this example, we test the ability of the New and Old Schemes to capture small perturbations of the moving-water equilibria studied in Example 2 with the continuous bottom topography function (4.1). The perturbations are obtained by adding a small positive number η to the water depth for x ∈ [5.75,6.25] in cases (a)-(c) given by (4.3)-(4.5), respectively. We note that the same perturbations of the steady-state solutions (4.4) and (4.5) were considered in [35] . We first take η = 0.05 and compute the numerical solutions using the New and Old Schemes until t = 1 in case (a) and t = 1.5 in cases (b) and (c) with 100 uniform cells. moving steady state water depth. As one can see, the Old Scheme generates large spurious oscillations in the area over the bottom bump. As we refine the mesh to 1000 uniform cells, the magnitude of the oscillations decreases (see figures 4.8-4.10) since, as expected, it is proportional to the size of the truncation error. On the other hand, the results obtained by the New Scheme are oscillation-free on both coarse and fine meshes.
Finally, we take a smaller perturbation with η = 0.001 and perform the same comparison test. The results reported in figures 4.11-4.16 clearly demonstrate that in the case of smaller perturbation, the New Scheme is still oscillation-free while the oscillations generated by the Old Scheme are large even when a fined mesh of 1000 uniform cell is used. Example 5 -convergence to steady states (discontinuous bottom topography). In this example, we study the convergence in time towards steady flow over a bump with the discontinuous bottom topography function (4.2). Here, we only show the results for the transcritical flow without a shock (we take the same initial and errors is now larger than in the case of smooth B.
Remark 4.3. We have also performed the numerical experiments using the discontinuous bottom topography function (4.2) and the initial-boundary data corresponding to cases (a) and (b) in Example 3. Our numerical experiments (not reported here for the sake of brevity) demonstrate that in these two cases, the accuracy of the New Scheme is practically not affected by the presence of the discontinuity in B, while the accuracy of the Old Scheme substantially deteriorates. Old Schemes to capture small perturbations of the moving-water equilibria studied in Example 2 with the discontinuous bottom topography function (4.2). We add the same positive numbers as in Example 4 (either η = 0.05 or η = 0.001) to the initial water depth in the region x ∈ [5.75, 6 .25] to generate small perturbations of the moving-water steady states. As in Example 5, we only show the results for the transcritical flow without a shock. We compute the solutions until the final time t = 1.5 using either 100 or 1000 
