Illumination, both natural and artificial, typically comes from above. Neurons in visual area V4 -part of the object-processing pathway in the primate brain -may rely on this anisotropy to infer three-dimensional structure from shading cues.
The texture patterns in Figure 1 exemplify how threedimensional visual perception can be influenced by implicit assumptions about lighting direction. The textures are composed of smoothly shaded disks within a uniform gray field. Each panel contains a contrasting texture patch, but the patch in panel (a) is easier to see. This is because the shading direction in Figure 1a is vertical, consistent with normal lighting from above [2, 3] . Discs within the contrasting patch are bright near the top and dark near the bottom. These are usually perceived as curved convexities projecting outwards towards the viewer ('balls'). This reflects an implicit assumption that light comes from above, illuminating the upper surface of a convex object and leaving the lower surface in shadow. Disks shaded dark near the top and bright near the bottom are perceived as cavities.
In Figure 1b , the shading direction is horizontal, consistent with a light source on either the right or the left. The shaded disks can be perceived as either balls or cavities. The texture patch, made up of discs that are dark on the right and bright on the left, and the surrounding texture field, with discs that are bright on the right and dark on the left, are perceived as having opposite depth structures. The perception tends to flip back and forth, and this flip occurs simultaneously for all disks of both polarities, as though the visual system can only represent one light source at a time [2, 3] . (It is difficult to force the vertical gradient disks in Figure 1a to flip to a 'lighting from below' interpretation.) The texture patch in Figure 1b does not stand out as well as the texture patch in Figure 1a . Either the ambiguity or the unnaturalness of the horizontal gradients (or both) makes the distinction between the contrasting textures more difficult to perceive [2, 4] .
These effects are tied to a retinal or head-centered reference frame -shading direction is usually identical in retinal and head-centered coordinates -rather than to gravitational coordinates [2, 5] . The reader can verify this by lying on her side and viewing Figure 1 . As long as the image is kept in the same orientation relative to the head and eyes, the three-dimensional shape effects are the same. This may seem surprising, as light sources -with a few exceptions, such as miner's helmets -are stable in gravitational coordinates, not head-centered coordinates. But visual information originates in retinal coordinates, and neural transformation into gravitational coordinates would Smoothly shaded disks can be perceived as three-dimensional balls or cavities. Vertical shading gradients (a), which are consistent with an overhead light source, produce a stronger and more stable three-dimensional percept than horizontal gradients (b).
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Current Biology be time-consuming and difficult. Texture differences can be critical for detecting camouflaged predators or prey in situations where millisecond differences in processing speed could affect survival. Adaptive pressure may have forced the visual system to adopt the simpler, usually correct assumption of a light source above the head, rather than the more accurate assumption of a light source above the ground.
The psychophysical anisotropy with respect to shading gradients implies an underlying neural bias. Hanazawa and Komatsu [1] appear to have demonstrated such a bias in their recent study of texture responses in area V4, part of the visual object-processing pathway in both humans and nonhuman primates. The texture elements in their stimuli were pairs of partially overlapping Gaussian blobs, one brighter and one darker than the gray background. The orientation of these blob pairs was varied at 45° intervals for a total of eight orientations (see Figure 2) . In other experiments, the density and size of the texture elements were varied.
A subpopulation of V4 cells responded better -at higher firing rates -to these texture stimuli than to simple shape stimuli such as bars, squares and sine wave gratings. Many of these texture-responsive cells were tuned for gradient direction (orientation of the texture blobs). The idealized cell in Figure 2 exemplifies the most common type of tuning profile. The peak response corresponds to vertical gradients with bright above and dark below -the shading direction characteristic of balls lit from above. The majority of tuning peaks (based on curve-fitting) were near this direction or its opposite (dark above and bright below). Statistical tests showed that this bias towards vertical gradients was highly significant. The strong asymmetry in the distribution of V4 tuning functions presumably reflects the environmental asymmetry in light direction. The striking correspondence between neural functions and the environment suggests that these cells participate in threedimensional texture perception based on shading cues. The preponderance of cells tuned for vertical gradients may help explain the enhanced discriminability of textures that appear to be lit from above (as in Figure 1a ). Other cues, however -such as shadows, occlusion and stereoscopic depth -can disambiguate lighting direction. To me, the blob-pair stimuli used by Hanazawa and Komatsu [1] (see Figure 2 ) have the appearance of convex bumps (the bright blobs) casting shadows (the dark blobs). As a result, each stimulus appears to be lit from a different direction. The dark above/bright below stimuli look like convex bumps lit from below -rather than cavities lit from above -and the left/right stimuli appear to be lit from the side. The tuning bias for vertical gradients apparently holds even when other cues imply different light source directions. It may be interesting in future to manipulate shadows and other lighting direction cues independently and observe how V4 responses relate to the resulting three-dimensional percepts.
A seemingly contrary result was obtained in a functional magnetic resonance imaging (fMRI) study [6] of lowerlevel visual areas -V1, V2 and V3 -in humans.
Humphrey et al. [6] found that horizontal gradient stimuli, like those in Figure 1b , evoked stronger activity in these areas than vertical gradient stimuli, like those in Figure 1a . This result was counterintuitive, as the stronger threedimensional percept was associated with weaker activation. The result seems even more surprising in light of the vertical gradient tuning bias in V4 shown by Hanazawa and Komatsu [1] . If more cells respond to vertical gradients, overall activation should be higher with vertical gradients.
The contrasting results might reflect a difference between brain areas, although it seems unlikely that lower areas would have a response bias opposite to V4. There might be a species difference involved, although other studies have demonstrated a close homology between the human and monkey visual systems at these levels, as discussed in a recent dispatch [7] . Humphrey et al. [6] suggested that greater familiarity or coding efficiency could result in lower activation by vertical gradients, though such effects should be operative in the monkey experiment as well.
The critical difference might be the time course of the experiments. The fMRI data were collected at intervals of 6.76 seconds over a total period of 34 seconds. Neural responses to static stimuli tend to habituate (decline) dramatically over a period of seconds. Habituation may be greater for a more stable stimulus like Figure 1a . An observer viewing an ambiguous stimulus like Figure 1b may continue to flip between perceptual interpretations, repeatedly reactivating neural responses. Habituation would not have been a major factor in the monkey experiment, where stimuli were presented for periods of just 1 second.
Visual perception is an active, constructive process. The brain uses implicit knowledge about the world to extract meaning from the retinal image [8] . The new study by Hanazawa and Komatsu [1] hints at the neural basis for one aspect of this 'visual intelligence'. Future research of this kind can be expected to reveal more about the neural mechanisms underlying our amazing capacity for visual understanding.
