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SPARSE DOMINATION RESULTS FOR COMPACTNESS ON
WEIGHTED SPACES
CODY B. STOCKDALE, PACO VILLARROYA, AND BRETT D. WICK
Abstract. By means of appropriate sparse bounds, we deduce compactness on weighted
Lp(w) spaces, 1 < p < ∞, for all Caldero´n-Zygmund operators having compact extensions
on L2(Rn). Similar methods lead to new results on boundedness and compactness of Haar
multipliers on weighted spaces. In particular, we prove weighted bounds for weights in a
class strictly larger than the typical Ap class.
1. Introduction
Caldero´n-Zygmund theory is concerned with L2(Rn) bounded singular integral operators,
T , of the form
Tf(x) =
∫
Rn
K(x, y)f(y) dy,
where f is compactly supported, x /∈ supp f , and K is a kernel function defined on (Rn ×
Rn) \ {(x, y) : x = y} that, for some CK > 0 and 0 < δ ≤ 1, satisfies
|K(x, y)| ≤ CK|x− y|n
whenever x 6= y and
|K(x, y)−K(x′, y′)| ≤ CK |x− x
′|δ + |y − y′|δ
|x− y|n+δ
whenever |x − x′| + |y − y′| ≤ 1
2
|x − y|. The fact that these operators, known as Caldero´n-
Zygmund operators, extend to be bounded on Lp(Rn) for all 1 < p < ∞ is of central
importance in harmonic analysis.
In [3], Hunt, Muckenhoupt, and Wheeden extended the Caldero´n-Zygmund theory to
weighted spaces when they characterized the classes of weights, Ap, such that the Hilbert
transform is bounded on Lp(w) for 1 < p < ∞. A positive almost everywhere and locally
integrable function w is an Ap weight if
[w]Ap := sup
Q
〈w〉Q〈w1−p′〉p−1Q <∞,
where 〈w〉Q := 1|Q|
∫
Q
w(x) dx, p′ satisfies 1
p
+ 1
p′ = 1, and the supremum is taken over all
cubes Q ⊆ Rn with sides parallel to the coordinate axes.
Shortly later, it was shown that any Caldero´n-Zygmund operator T is bounded on Lp(w)
for all 1 < p < ∞ and all w ∈ Ap. However, determining the optimal dependence of
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‖T‖Lp(w)→Lp(w) on [w]Ap was a much more difficult problem. Extrapolation methods allowed
for a reduction to the case p = 2, and the following optimal estimate became known as the
A2 conjecture: if T is a Caldero´n-Zygmund operator and w ∈ A2, then
‖Tf‖L2(w) . [w]A2‖f‖L2(w)
for any f ∈ L2(w). This question was first solved by Hyto¨nen in the celebrated paper [5].
In [8], Lerner pursued a different approach to the A2 conjecture using a bound by positive
and local operators, called sparse operators. A sparse operator has the form
Sf :=
∑
Q∈S
〈f〉Q1Q
for locally integrable f , where S is a collection of cubes satisfying the sparseness condition:
for every Q ∈ S, ∑
P∈chS(Q)
|P | ≤ 1
2
|Q|,
where chS(Q) is the set of maximal elements of S that are strictly contained in Q. A
refinement of Lerner’s result states that there exists a constant C > 0 such that for any
compactly supported f ∈ L1(Rn), there is a sparse operator S satisfying
|Tf(x)| ≤ CS|f |(x)
for almost every x ∈ supp f , see [2, 7, 9]. Since optimal weighted bounds for sparse opera-
tors are immediate, this method gives a different proof of the A2 conjecture. Such “sparse
domination” results have been of immense interest following [8].
It is natural and of independent interest to study compactness of singular integral op-
erators in addition to the previously described theory concerning boundedness. In [16],
the second author began this study by describing necessary and sufficient conditions for
Caldero´n-Zygmund operators to extend compactly on Lp(R) for 1 < p < ∞. Since then, a
complete theory for compact Caldero´n-Zygmund operators on Lp(Rn) and the corresponding
endpoints has been established, see [13, 14, 17]. As shown in these papers, if a Caldero´n-
Zygmund operator extends compactly on Lp(Rn), then the kernel K satisfies the estimates
|K(x, y)| . FK(x, y)|x− y|n
whenever x 6= y and
|K(x, y)−K(x′, y′)| ≤ |x− x
′|δ + |y − y′|δ
|x− y|n+δ FK(x, y)
for some 0 < δ ≤ 1 whenever |x− x′|+ |y − y′| ≤ 1
2
|x− y|, where FK is a bounded function
satisfying
lim
|x−y|→∞
FK(x, y) = lim|x−y|→0
FK(x, y) = lim|x+y|→∞
FK(x, y) = 0.
The main result of this theory we use here is the characterization for compactness of
Caldero´n-Zygmund operators at the endpoint case from L1(Rn) to L1,∞(Rn). The explicit
statement of this result can be found in Theorem 3.2 of Section 3.
The aim of the current paper is to extend the theory of compact Caldero´n-Zygmund
operators on Lp(Rn) to weighted Lebesgue spaces using sparse domination methods.
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Theorem 1.1. Let T be a Caldero´n-Zygmund operator that extends compactly on L2(Rn).
If 1 < p <∞ and w ∈ Ap, then T extends compactly on Lp(w).
The proof of Theorem 1.1 involves establishing an appropriate sparse domination result
which is interesting in its own right, Theorem 3.7. The details are described in Section 3.
It is worth noting that although our proof of Theorem 1.1 is direct, it is possible to achieve
weighted compactness results via extrapolation methods, see for example the subsequent
paper of Hyto¨nen [4]. The sparse technology also allows us to deduce results that are not
attainable with extrapolation as we will next describe.
Motivated by results of [7, 15], we also study properties of Haar multiplier operators. For
a bounded sequence of real numbers indexed by the standard dyadic grid of cubes D on Rn,
{εQ}Q∈D, the associated Haar multiplier, T , is given by
Tf =
∑
Q∈D
εQ〈f, hQ〉hQ,
where hQ is the Haar function adapted to Q. For generality, we work with Haar multipliers
in the setting of arbitrary Radon measures on Rn. See Section 2 for precise details.
Estimates for Haar multiplier operators are often similar to those satisfied by Caldero´n-
Zygmund operators but are easier to establish because of a Haar multiplier’s diagonal struc-
ture. In this case, we obtain the following sparse bound.
Theorem 1.2. Let T be a Haar multiplier adapted to a Radon measure µ and a bounded
sequence of real numbers {Q}Q∈D. Assume that µ is supported in a dyadic cube Q0. If f is
bounded with compact support, then there exists an operator Sε satisfying
|Tf(x)| . Sε|f |(x) :=
∑
Q∈S
ε˜Q〈|f |〉Q1Q(x)
for almost every x ∈ supp f , where S is a sparse collection of cubes, ε˜Q := sup
Q′∈D(Q)
|εQ′ |, and
D(Q) is the set of dyadic cubes properly contained in Q.
The first consequence of Theorem 1.2 is a weighted bound for Haar multipliers with weights
in a class strictly larger than Ap. For a bounded sequence of real numbers {εQ}Q∈D and
1 < p <∞, we say that a nonnegative locally integrable function w is an εAp weight if
[w]εAp := sup
Q∈D
|εQ|〈w〉Q〈w1−p′〉p−1Q <∞.
Notice that if {εQ}Q∈D is a bounded sequence of real numbers, we have [w]εAp ≤ ε˜[w]Ap ,
where ε˜ := sup
Q∈D
|εQ|, and thus Ap ⊆ εAp. Again, the averages above are taken with respect
to a general Radon measure µ.
Theorem 1.3. Let T be a Haar multiplier adapted to a Radon measure µ and a bounded
sequence of real numbers {Q}Q∈D. If 1 < p < ∞, ε˜Q := sup
Q′∈D(Q)
|εQ′ |, and w ∈ ε˜Ap, then T
is bounded on Lp(w). In particular,
‖Tf‖Lp(w) . [w]
max
{
1, p
′
p
}
ε˜Ap
‖f‖Lp(w)
for all f ∈ Lp(w).
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We remark that Theorem 1.3 cannot be obtained by existing extrapolation methods since it
holds for weights beyond the Ap classes.
Moreover, if the coefficients εQ possess extra decay, then we can deduce compactness of
the associated Haar multiplier. We use Theorem 1.2 to obtain the following.
Theorem 1.4. Let T be a Haar multiplier adapted to a Radon measure µ and a bounded
sequence of real numbers {Q}Q∈D such that
lim
`(Q)→∞
|εQ| = lim
`(Q)→0
|εQ| = lim
c(Q)→∞
|εQ| = 0,
where `(Q) and c(Q) denote the side length and center of Q respectively. If 1 < p <∞ and
w ∈ Ap, then T is compact on Lp(w).
The paper is organized as follows. We prove the sparse bound (Theorem 1.2) and its
applications to weighted boundedness (Theorem 1.3) and compactness (Theorem 1.4) for
Haar multipliers in Section 2. We prove the sparse bound (Theorem 3.7) and weighted
compactness result (Theorem 1.1) for Caldero´n-Zygmund operators in Section 3.
The authors thank Jose´ Conde-Alonso for valuable conversations regarding this work.
2. Haar multipliers
2.1. Definitions and notation. Let µ be a Radon measure on Rn. Throughout this section,
all of our integrals, averages, inner products, etcetera will be taken with respect to µ. This
will change in Section 3 where we will instead work with Lebesgue measure.
Let D denote the standard dyadic grid on Rn, that is, the family of cubes of the form
Q =
∏n
i=1[2
kmi, 2
k(mi + 1)) for k ∈ Z and {mi}ni=1 ∈ Zn. The expression Q̂ denotes the
parent of Q, namely, the unique dyadic cube such that `(Q̂) = 2`(Q) and Q ⊆ Q̂. We denote
by ch(Q) the children of Q, that is, the set of cubes R ∈ D such that `(R) = `(Q)/2 and
R ⊆ Q. Throughout the paper, all cubes are defined by the tensor product of intervals, and
thus their sides are always parallel to the coordinates axes. For λ > 0 and any cube Q,
we write λQ for the unique cube that satisfies c(λQ) = c(Q) and `(λQ) = λ`(Q). Given a
measurable set Ω ⊆ Rn, we denote by D(Ω) the family of dyadic cubes Q such that Q ( Ω.
If Ω is a dyadic cube, this inclusion is equivalent to Q̂ ⊆ Ω.
For Q ∈ D such that µ(Q) > 0, define the Haar function adapted to Q by
hQ := µ(Q)
− 1
2
(
1Q − µ(Q)
µ(Q̂)
1Q̂
)
.
We note that this notation for hQ is not standard, but it is convenient for our purposes.
Using this notation, hQ is supported on Q̂ and constant on Q and on Q̂ \ Q. As shown in
[17], we have
f =
∑
Q∈D
〈f, hQ〉hQ
with convergence in L2(µ), where we write 〈f, g〉 := ∫Rn fg dµ.
Remark 2.1. Since
〈hQ, hR〉 = δ(Q̂, R̂)
(
δ(Q,R)− µ(Q)
1
2µ(R)
1
2
µ(Q̂)
)
,
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where δ(Q,R) = 1 if Q = R and zero otherwise, {hQ}Q∈D is not an orthogonal system.
However, {hQ}Q∈D is a frame for L2(µ), namely, there exist 0 < C1 ≤ C2 such that
C1‖f‖L2(µ) ≤
(∑
Q∈D
〈f, hQ〉2
) 1
2 ≤ C2‖f‖L2(µ),
and this is enough to prove our results.
Recall that for a bounded sequence of real numbers indexed by dyadic cubes {εQ}Q∈D, the
associated Haar multiplier, T , is given by
Tf =
∑
Q∈D
εQ〈f, hQ〉hQ.
The previous equality is understood with almost everywhere pointwise convergence, meaning
Tf = lim
M→∞
∑
Q∈D˜(BM )
εQ〈f, hQ〉hQ,
where BM is the ball centered at the origin with radius M and D˜(BM) is the finite family of
dyadic cubes Q such that both Q ( BM and `(Q) > M−1.
Writing 〈f〉Q := 1µ(Q)
∫
Q
f dµ, we note that
〈f, hQ〉hQ =
(
〈f〉Q − 〈f〉Q̂
)(
1Q − µ(Q)
µ(Q̂)
1Q̂
)
= 〈f〉Q1Q + aQ,(2.1)
where aQ := −µ(Q)µ(Q̂)〈f〉Q1Q̂ − 〈f〉Q̂1Q +
µ(Q)
µ(Q̂)
〈f〉Q̂1Q̂ satisfies the bound
|aQ| ≤
(
1
µ(Q̂)
∫
Q
|f | dµ+ 2〈|f |〉Q̂
)
1Q̂ ≤ 3〈|f |〉Q̂1Q̂.
2.2. Technical results. We use the following auxiliary maximal function in the proof of
Theorem 1.2. Let {εQ}Q∈D be a bounded sequence of real numbers indexed by dyadic cubes
and define Mε by
Mεf(x) := sup
Q∈D
Q3x
max
Q′∈ch(Q)
|εQ′ |〈|f |〉Q.
Since trivially
Mεf(x) ≤ sup
Q∈D
max
Q′∈ch(Q)
|εQ′|Mf(x),
where M is the dyadic Hardy-Littlewood maximal operator defined by
Mf(x) := sup
Q∈D
Q3x
〈|f |〉Q,
we have the following property.
Lemma 2.2. If µ is a Radon measure supported in a dyadic cube Q0 and {εQ}Q∈D is a
bounded sequence of real numbers, then
‖Mεf‖L1,∞(µ) := sup
λ>0
λµ({x ∈ Rn : Mεf(x) > λ}) . sup
Q∈D(Q0)
max
Q′∈ch(Q)
|εQ′|‖f‖L1(µ)
for all f ∈ L1(µ).
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We will also use the following auxiliary maximal truncation Haar multiplier in the proof
of Theorem 1.2. Let {εQ}Q∈D be a bounded sequence of real numbers indexed by dyadic
cubes and define Tmax by
Tmaxf := sup
Q∈D
∣∣∣∣∣∑
P∈D
P̂)Q
εP 〈f, hP 〉hP
∣∣∣∣∣.
Lemma 2.3. If µ is a Radon measure supported in a dyadic cube Q0, {εQ}Q∈D is a bounded
sequence of real numbers, and Tmax is defined as above, then
‖Tmaxf‖L1,∞(µ) . sup
Q∈D(Q0)
|εQ|‖f‖L1(µ)
for all f ∈ L1(µ).
We will use the following Caldero´n-Zygmund decomposition in the proof of Lemma 2.3.
This decomposition is described in [1, Theorem 4.2] and is related to the decomposition of
[11, Theorem 2.1].
Lemma 2.4. Let µ be a Radon measure. If f ∈ L1(µ) is nonnegative and λ > 0 (or
λ >
‖f‖L1(µ)
‖µ‖ if µ is a finite measure), then we can write
f = g +
∞∑
j=1
bj,
where
(1) ‖g‖2L2(µ) . λ‖f‖L1(µ),
(2) there exist pairwise disjoint dyadic cubes Qj such that supp bj ⊆ Q̂j and
∞∑
j=1
µ(Qj) ≤ 1
λ
‖f‖L1(µ),
and
(3)
∫
Rn bj dµ = 0 for each j and
∑∞
j=1 ‖bj‖L1(µ) . ‖f‖L1(µ).
Proof of Lemma 2.4. We only consider the case when µ(Rnj ) = ∞ for each j = 1, 2, . . . , 2n,
where the Rnj denote the 2n n-dimensional quadrants in Rn; the case where at least one
quadrant has finite measure is handled using arguments of [11, Section 3.4]. Write
Ω := {Mf > λ} =
∞⋃
j=1
Qj,
where the Qj are maximal dyadic cubes in the sense that
〈f〉Q ≤ λ < 〈f〉Qj
whenever Q ) Qj. Set
g := f1Rn\Ω +
∞∑
j=1
〈f1Qj〉Q̂j1Q̂j
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and
b :=
∞∑
j=1
bj, where bj := f1Qj − 〈f1Qj〉Q̂j1Q̂j .
Clearly,
f = g + b = g +
∞∑
j=1
bj.
To prove (1), write g = g1 + g2 where
g1 := f1Rn\Ω and g2 :=
∞∑
j=1
〈f1Qj〉Q̂j1Q̂j .
By the Lebesgue Differentiation Theorem, ‖g1‖L∞(µ) ≤ λ, and so ‖g1‖2L2(µ) ≤ λ‖f‖L1(µ). On
the other hand,
‖g2‖2L2(µ) =
∞∑
i,j=1
〈f1Qi〉Q̂i〈f1Qj〉Q̂jµ(Q̂i ∩ Q̂j).
Since Q̂i ∩ Q̂j ∈ {Q̂i, Q̂j, ∅}, by symmetry we have
‖g2‖2L2(µ) ≤ 2
∞∑
i=1
〈f1Qi〉Q̂i
∑
Q̂j⊆Q̂i
〈f1Qj〉Q̂jµ(Q̂j) = 2
∞∑
i=1
〈f1Qi〉Q̂i
∑
Q̂j⊆Q̂i
∫
Qj
fdµ.
Now, since Qj ( Q̂j ⊆ Q̂i and since the cubes Qj are pairwise disjoint by maximality, we
get
‖g2‖2L2(µ) ≤ 2
∞∑
i=1
〈f1Qi〉Q̂i
∫
Q̂i
fdµ = 2
∞∑
i=1
〈f〉Q̂i
∫
Qi
fdµ ≤ 2λ‖f‖L1(µ).
For property (2), notice that supp bj ⊆ Q̂j by definition of bj. Also, the cubes Qj are
pairwise disjoint by maximality. With this and the stopping condition λ < 〈f〉Qj for each j,
we have ∞∑
j=1
µ(Qj) <
∞∑
j=1
1
λ
‖f1Qj‖L1(µ) ≤
1
λ
‖f‖L1(µ).
Property (3) follows, first using Fubini’s theorem to see∫
Rn
bj dµ =
∫
Qj
f dµ−
∫
Q̂j
〈f1Qj〉Q̂j dµ = 0.
Therefore,
∞∑
j=1
‖bj‖L1(µ) ≤
∞∑
j=1
(
‖f1Qj‖L1(µ) + ‖〈f1Qj〉Q̂j1Q̂j‖L1(µ)
)
.
∞∑
j=1
‖f1Qj‖L1(µ) ≤ ‖f‖L1(µ).

Proof of Lemma 2.3. Since suppµ ⊆ Q0, we have µ(Q) = µ(Q̂) and
∫
Q
fdµ =
∫
Q̂
fdµ for
every dyadic cube Q containing Q0. With this, we have
〈f, hQ〉 = µ(Q) 12 (〈f〉Q − 〈f〉Q̂) = 0(2.2)
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for such cubes Q. By (2.2) and the fact that hQ is not defined for dyadic cubes Q such that
Q̂ ∩ Q0 = ∅, we only need to work with cubes satisfying Q̂ ⊆ Q0, or equivalently, cubes in
D(Q0). Let ε := sup
Q∈D(Q0)
|εQ|. We wish to show that for all λ > 0 and all f ∈ L1(µ), we have
µ({Tmaxf > λ}) . ε
λ
‖f‖L1(µ).
Fix x ∈ Rn and Q ∈ D(Q0). If x is not in the same quadrant of Rn as Q, then hP (x) = 0
for every P with P̂ ) Q, and therefore Tmaxf(x) = 0. If x and Q are in the same quadrant,
let K be the unique dyadic cube containing x such that K̂ is the smallest dyadic cube with
{x} ∪Q ⊆ K̂. For all P ∈ D such that Q ( P̂ ( K̂ we have hP (x) = 0, and so∣∣∣∣∣ ∑
P∈D(Q0)
P̂)Q
εP 〈f, hP 〉hP (x)
∣∣∣∣∣ =
∣∣∣∣∣ ∑
P∈D(Q0)
P̂)K
εP 〈f, hP 〉hP (x)
∣∣∣∣∣
=
1
µ(K)
∣∣∣∣∣
∫
K
∑
P∈D(Q0)
P̂)K
εP 〈f, hP 〉hP (y) dµ(y)
∣∣∣∣∣
=
1
µ(K)
∣∣∣∣∣
∫
K
∑
P∈D
εP 〈f, hP 〉hP (y) dµ(y)
∣∣∣∣∣
= |〈Tf〉K | ≤M(Tf)(x),
where we have used the fact that
∫
K
hP dµ = 0 for P ∈ D such that P̂ ∩K = ∅ or P̂ ⊆ K.
Taking the supremum over all cubes Q ∈ D gives
Tmaxf(x) ≤M(Tf)(x).
To complete the proof, apply Lemma 2.4 to f at height λ
ε
to write
f = g + b = g +
∞∑
j=1
bj,
where properties (1), (2), and (3) of the lemma hold. Then
µ({Tmaxf > λ}) ≤ µ
({
Tmaxg >
λ
2
})
+ µ
( ∞⋃
j=1
Qj
)
+ µ
({
Rn \
∞⋃
j=1
Qj : T
maxb >
λ
2
})
.
Use Chebyshev’s inequality, the boundedness of M on L2(µ), and property (1) of Lemma
2.4 to bound the first term as follows:
µ
({
Tmaxg >
λ
2
})
. 1
λ2
‖M(Tg)‖2L2(µ) .
1
λ2
‖Tg‖2L2(µ)
. 1
λ2
∑
Q∈D(Q0)
|εQ|2|〈g, hQ〉|2 . ε
2
λ2
‖g‖2L2(µ)
. ε
λ
‖f‖L1(µ).
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The second term is controlled above by property (2) of Lemma 2.4:
µ
( ∞⋃
j=1
Qj
)
=
∞∑
j=1
µ(Qj) ≤ ε
λ
‖f‖L1(µ).
For the third term, we fix x ∈ Rn\⋃∞j=1Qj and Q ∈ D(Q0). By linearity∣∣∣∣∣ ∑
P∈D(Q0)
P̂)Q
εP 〈b, hP 〉hP (x)
∣∣∣∣∣ ≤
∞∑
j=1
∣∣∣∣∣ ∑
P∈D(Q0)
P̂)Q
εP 〈bj, hP 〉hP (x)
∣∣∣∣∣.
For a fixed index j and fixed P ∈ D(Q0) with Q ( P̂ , we consider three cases:
(a) when Q̂j ( P̂ , then 〈bj, hP 〉 = 0 since hP is constant on Q̂j and bj has mean value
zero on Q̂j,
(b) when Q̂j ∩ P̂ = ∅, we have 〈bj, hP 〉 = 0 due to their disjoint supports, and
(c) when P̂ ( Q̂j, it must be that P̂ ⊆ Q′j for some Q′j ∈ ch(Q̂j). If Q′j 6= Qj, then
〈bj, hP 〉 = 0 since bj is constant on Q′j and hP has mean value zero on P̂ ⊆ Q′j. If
P̂ ⊆ Qj, then hP (x) = 0 since x 6∈ Qj and supp(hP ) ⊆ P̂ .
We are left with the case P̂ = Q̂j, so∣∣∣∣∣ ∑
P∈D(Q0)
P̂)Q
εP 〈b, hP 〉hP (x)
∣∣∣∣∣ ≤
∞∑
j=1
∣∣∣∣∣ ∑
P∈D(Q0)
P̂⊇Q
P̂=Q̂j
εP 〈bj, hP 〉hP (x)
∣∣∣∣∣ . ε
∞∑
j=1
∑
P∈D
P̂=Q̂j
|〈bj, hP 〉||hP (x)|.
Taking the supremum over Q ∈ D, we have
Tmaxb(x) ≤ ε
∞∑
j=1
∑
P∈D
P̂=Q̂j
|〈bj, hP 〉||hp(x)|
for x 6∈ ⋃∞j=1 Qj. Now, by definition
|〈bj, hP 〉| = µ(P )− 12
∫
Rn
∣∣∣f1Qj1P − 〈f1Qj〉Q̂j1P − µ(P )µ(P̂ )f1Qj + µ(P )µ(P̂ )〈f1Qj〉Q̂j1Q̂j
∣∣∣ dµ,
and since P̂ = Q̂j, we have
|〈bj, hP 〉| . µ(P )− 12‖f1Qj‖L1(µ).
On the other hand,
‖hP‖L1(µ) = µ(P )− 12
∫
Rn
(
1P (x)− µ(P )
µ(P̂ )
1P̂ (x)
)
dµ(x) ≤ 2µ(P ) 12
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Therefore using Chebyshev’s inequality and the above estimates, we have
µ
({
Rn \
∞⋃
j=1
Qj : T
maxb >
λ
2
})
. 1
λ
∫
Rn\⋃∞j=1Qj T
maxb(x) dµ(x)
≤ ε
λ
∫
Rn\⋃∞j=1Qj
∞∑
j=1
∑
P∈D
P̂=Q̂j
|〈bj, hP 〉||hP (x)|
. ε
λ
∞∑
j=1
∑
P∈D
P̂=Q̂j
|〈bj, hP 〉|µ(P ) 12
. ε
λ
∞∑
j=1
∑
P∈D
P̂=Q̂j
‖f1Qj‖L1(µ)
. ε
λ
‖f‖L1(µ).
Combining all estimates gives
µ({Tmaxf > λ}) . ε
λ
‖f‖L1(µ).

Remark 2.5. We note for later reference that |Tf | ≤ Tmaxf pointwise. Indeed, by definition
and using that suppµ ⊆ Q0, we have
|Tf(x)| = lim
`(Q)→0
x∈Q
∣∣∣∣∣ ∑
P∈D(Q0)
P̂⊇Q
εP 〈f, hP 〉hP (x)
∣∣∣∣∣ ≤ supQ∈D
∣∣∣∣∣ ∑
P∈D(Q0)
P̂⊇Q
εP 〈f, hP 〉hP (x)
∣∣∣∣∣ = Tmaxf(x).
2.3. Sparse domination. We are ready to prove the sparse bound for Haar multipliers.
Our proof follows closely the ideas of [7]. Differences include using the auxiliary maximal
function Mε, using the Haar wavelet frame {hQ}Q∈D, and tracking the role of the coefficients
εQ throughout.
Proof of Theorem 1.2. Since 〈f, hQ〉 = 0 for all Q ∈ D such that Q0 ( Q̂ or Q0 ∩ Q̂ = ∅, we
only need to work with cubes in D(Q0), meaning that
(2.3) Tf =
∑
Q∈D(Q0)
εQ〈f, hQ〉hQ =: TQ0f.
We start by adding the cube Q0 to the family S and the functions ε˜Q0〈|f |〉Q01Q0 to the
sparse operator Sε. Define
EQ0 := {x ∈ Q0 : max {Mεf(x), Tmaxf(x)} > 2Cε˜Q0〈|f |〉Q0} .
where C > 0 is the sum of the implicit constants in Lemma 2.2 and Lemma 2.3. By these
two results, we have
µ(EQ0) ≤
1
2Cε˜Q0〈|f |〉Q0
C max
Q∈D(Q0)
|εQ|‖f‖L1(µ) ≤ 1
2
µ(Q0).
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Let EQ0 be the family of maximal dyadic cubes P contained in EQ0 . For x ∈ Q0\EQ0 we
trivially have
|Tf(x)| ≤ Tmaxf(x) ≤ 2Cε˜Q0〈|f |〉Q01Q0(x) . Sε|f |(x).
Otherwise, consider x ∈ EQ0 . Let P ∈ EQ0 be the unique cube such that x ∈ P ⊆ Q0. We
formally decompose Tf as follows:
Tf =
∑
I ∈ D
I ) P
εI〈f, hI〉hI +
∑
I∈ch(P̂ )
εI〈f, hI〉hI
+
∑
I ∈ D
I ( P
εI〈f, hI〉hI +
∑
I ∈ D
I ∩ P = ∅
I /∈ ch(P̂ )
εI〈f, hI〉hI .
All cubes I ∈ D with I ∩ P = ∅ and I /∈ ch(P̂ ) must also satisfy Î ∩ P = ∅, and thus since
x ∈ P and supphI ⊆ Î, we have hI(x) = 0. Therefore we have
Tf(x) =
∑
I ∈ D
I ) P
εI〈f, hI〉hI(x) +
∑
I∈ch(P̂ )
εI〈f, hI〉hI(x) +
∑
I∈D(P )
εI〈f, hI〉hI(x)
=
∑
I ∈ D
I ) P
εI〈f, hI〉hI(x) +
∑
I∈ch(P̂ )
εIaI(x) + εP 〈f〉P1P (x) + TPf(x),(2.4)
where we used the decomposition in (2.1) and TP as defined in (2.3).
By maximality of P , there exists a point y ∈ P̂ \ EQ0 . The first term in (2.4) can be
bounded as follows:∣∣∣∣∣ ∑
I ∈ D
I ) P
εI〈f, hI〉hI(x)
∣∣∣∣∣ =
∣∣∣∣∣ ∑
I ∈ D
I ) P
εI〈f, hI〉hI(y)
∣∣∣∣∣ ≤ Tmaxf(y) ≤ 2Cε˜Q0〈f〉Q0 .
Similarly, since |aI(x)| ≤ 3〈|f |〉P̂1P̂ (x) for I ∈ ch(P̂ ), we have for the second term∣∣∣ ∑
I∈ch(P̂ )
εIaI(x)
∣∣∣ . ∑
I∈ch(P̂ )
|εI |〈|f |〉P̂1P̂ (x) ≤ 2n max
I∈ch(P̂ )
|εI |〈|f |〉P̂1P̂ (x)
= 2n max
I∈ch(P̂ )
|εI |〈|f |〉P̂1P̂ (y) ≤ 2nMεf(y) ≤ 2n+1Cε˜Q0〈|f |〉Q0 .
For the third term, we directly add the cubes P ∈ EQ0 to the family S and the functions
ε˜P 〈|f |〉P1P to Sε|f |. By disjointness, the sparseness condition holds for Q0:∑
P∈EQ0
µ(P ) ≤ µ(EQ0) ≤
1
2
µ(Q0).
The last term in (2.4) is treated by repeating the previous reasoning applied to TPf instead
of Tf = TQ0f , that is, starting the argument with
EP := {x ∈ P : max {Mεf(x), TmaxP f(x)} > 2Cε˜P 〈|f |〉P}
and adding to S the family EP of maximal dyadic cubes contained in EP . 
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2.4. Boundedness and compactness on weighted spaces. We now study bounded-
ness and compactness of Haar multiplier operators on weighted spaces. We first prove the
boundedness result Theorem 1.3.
We will use the following dyadic maximal function adapted to weights. Given a locally
integrable and positive almost everywhere function w, we define Mw by
Mwf(x) := sup
Q∈D
x∈Q
1
w(Q)
∫
Q
|f |w dµ,
where w(Q) :=
∫
Q
w dµ. The following lemma is well-known, see [11,12] for example.
Lemma 2.6. If w is locally integrable and positive almost everywhere and 1 < p <∞, then
Mw is bounded from L
p(w) to itself. Moreover, ‖Mw‖Lp(w)→Lp(w) does not depend on w.
Proof of Theorem 1.3. Our proof closely follows the argument in [12].
It is enough to consider the case where µ is compactly supported, as long as we obtain
bounds that are independent of suppµ. Assuming µ has compact support, there exist pair-
wise disjoint dyadic cubes {Qk}2nk=1 with each Qk in one of the quadrants of Rn and such
that suppµ ⊆ ⋃2nk=1Qk. Dividing µ into the 2n measures µk(A) := µ(A∩Qk), we can further
assume that suppµ is contained in a dyadic cube.
Suppose that p ≥ 2 and set σ = w1−p′ . We use the equivalence
‖T‖Lp(w)→Lp(w) = ‖T (·σ)‖Lp(σ)→Lp(w)
and proceed by duality. Let f ∈ Lp(σ) and g ∈ Lp′(w) be nonnegative functions with
compact support. Apply Theorem 1.2 to obtain the estimate
〈|T (fσ)|, gw〉 . 〈Sε(fσ), gw〉 =
∑
j,k
ε˜Qkj 〈fσ〉Qkj 〈gw〉Qkjµ(Qkj ),
where we denote the cubes in the sparse collection S chosen at the step k by Qkj . Note that,
although the cubes Qkj and the coefficients ε˜Qkj depend on suppµ, we aim for final estimates
that are independent of suppµ.
Define Ekj := Q
k
j \
(⋃
j Q
k+1
j
)
. Notice that the sparseness property of the cubes Qkj implies
that the sets Ekj are pairwise disjoint and that µ(Q
k
j ) ≤ 2µ(Ekj ). Using the latter inequality,
the ε˜Ap condition for w, and the containment E
k
j ⊆ Qkj , we have
〈Sε(fσ), gw〉 =
∑
j,k
ε˜Qkj 〈fσ〉Qkj
∫
Qkj
gw dµ
=
∑
j,k
ε˜Qkj
w(Qkj )σ(Q
k
j )
p−1
µ(Qkj )
p
µ(Qkj )
p−1
w(Qkj )σ(Q
k
j )
p−1
∫
Qkj
fσ dµ
∫
Qkj
gw dµ
≤ [w]ε˜Ap
∑
j,k
(
1
σ(Qkj )
∫
Qkj
fσdµ
)(
1
w(Qkj )
∫
Qkj
gw dµ
)
µ(Qkj )
p−1σ(Qkj )
2−p
≤ 2p−1[w]ε˜Ap
∑
j,k
(
1
σ(Qkj )
∫
Qkj
fσdµ
)(
1
w(Qkj )
∫
Qkj
gw dµ
)
µ(Ekj )
p−1σ(Ekj )
2−p.
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By Ho¨lder’s inequality,
µ(Ekj ) ≤ w(Ekj )
1
pσ(Ekj )
1
p′ ,
and so
µ(Ekj )
p−1σ(Ekj )
2−p ≤ w(Ekj )
p−1
p σ(Ekj )
p−1
p′ σ(Ekj )
2−p = w(Ekj )
1
p′ σ(Ekj )
1
p ,
since p−1
p′ + 2− p = 1p . Using the estimates above, Ho¨lder’s inequality, the disjointness of the
sets Ekj , and Lemma 2.6, we bound 〈Sε(fσ), gw〉 by a constant times
[w]ε˜Ap
∑
j,k
(
1
σ(Qkj )
∫
Qkj
fσdµ
)(
1
w(Qkj )
∫
Qkj
gw dµ
)
w(Ekj )
1
p′ σ(Ekj )
1
p
≤ [w]ε˜Ap
(∑
j,k
(
1
σ(Qkj )
∫
Qkj
fσdµ
)p
σ(Ekj )
) 1
p
∑
j,k
(
1
w(Qkj )
∫
Qkj
gw dµ
)p′
w(Ekj )
 1p′
≤ [w]ε˜Ap‖Mσf‖Lp(σ)‖Mwg‖Lp′ (w)
. [w]ε˜Ap‖f‖Lp(σ)‖g‖Lp′ (w).
The case 1 < p < 2 follows from duality since
‖T‖Lp(w)→Lp(w) = ‖T ∗‖Lp′ (σ)→Lp′ (σ) . [σ]ε˜Ap′ = [w]
p′
p
ε˜Ap
.

In the second half of this subsection, we show that if an operator T can be controlled
pointwise by a sparse operator Sε where the coefficients εQ decay, then T is compact on
Lp(w) for 1 < p < ∞ and w ∈ Ap. The compactness of Haar multipliers will follow from
this principle. We start with some definitions. For any positive integer N , let DN denote
the lagom cubes
DN := {Q ∈ D : −2N ≤ l(Q) ≤ 2N and rdist(Q,B2N ) ≤ N},
where rdist(P,Q) := 1 + dist(P,Q)
max{`(P ),`(Q)} and B2N is the ball centered at the origin with radius
2N . We write DcN := D\DN .
Theorem 2.7. Let T be a linear operator such that there exists a bounded sequence of
nonnegative real numbers {εQ}Q∈D with lim
N→∞
sup
Q∈DcN
εQ = 0 and that for each bounded function
with compact support f , Tf admits a pointwise bound of the form
|Tf(x)| . Sε|f |(x) :=
∑
Q∈S
εQ〈|f |〉Q1Q(x)
for almost every x ∈ supp f , where S is a sparse collection. If 1 < p <∞ and w ∈ Ap, then
T is extends compactly on Lp(w).
Proof. Assume without loss of generality that f is nonnegative. Since
Sε,N(f) :=
∑
Q∈DN
Q∈S
εQ〈f〉Q1Q
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is a finite rank operator, to show compactness of Sεf(x) (and thus of T ) we only need to
show that
lim
N→∞
∥∥∥∥∥ ∑
Q∈DcN
Q∈S
εQ〈f〉Q1Q
∥∥∥∥∥
Lp(w)
= 0
uniformly over all f in the unit ball of Lp(w).
By duality and the calculations in the proof of Theorem 1.3, we have for f in the unit ball
of Lp(w1−p
′
) and g in the unit ball of Lp
′
(w) both nonnegative,∣∣∣∣∣
〈 ∑
Q∈DcN
Q∈S
εQ〈f〉Q1Q, g
〉∣∣∣∣∣ ≤ ∑
Q∈DcN
Q∈S
εQ〈fw1−p′〉Q〈gw〉Qµ(Q)
.
(
sup
Q∈DcN
εQ 〈w〉Q〈w1−p′〉p−1Q
)max{1, p′
p
}
‖f‖Lp(w1−p′ )‖g‖Lp′ (w)
.
(
sup
Q∈DcN
εQ
)max{1, p′
p
}
[w]
max
{
1, p
′
p
}
Ap
,
which proves the result since the conditions on εQ imply that the supremum above tends to
zero as N gets large. 
We can now prove the weighted compactness result Theorem 1.4
Proof of Theorem 1.4. This follows immediately from Theorem 1.2 and Theorem 2.7. 
3. Caldero´n-Zygmund Operators
3.1. Notation and definitions. In this section, all of our integrals, averages, pairings,
etcetera will be taken with respect to Lebesgue measure on Rn. We write m for Lebesgue
measure and denote the Lebesgue measure of a set A ⊆ Rn by |A|.
We consider three bounded functions satisfying
(3.1) lim
x→∞
L(x) = lim
x→0
S(x) = lim
x→∞
D(x) = 0.
Since any dilation of a function satisfying a limit in (3.1) also satisfies the same limit, we
omit universal constants appearing in the argument of these functions.
A measurable function K : (Rn × Rn) \ {(x, y) ∈ Rn × Rn : x = y} → C is a compact
Caldero´n-Zygmund kernel if it is bounded on compact subsets of its domain and there exist
a function ω satisfying the Dini-type condition∫ 1
0
∫ 1
0
ω(st)
ds
s
dt
t
<∞
and bounded functions L, S, and D satisfying (3.1) such that
(3.2) |K(x, y)−K(x′, y′)| . ω
( |x− x′|+ |y − y′|
|x− y|
)FK(x, y)
|x− y|n ,
whenever |x− x′|+ |y − y′| ≤ 1
2
|x− y| with
FK(x, y) = L(|x− y|)S(|x− y|)D(|x+ y|).(3.3)
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As shown in [16], inequality (3.2) and lim
|x−y|→∞
K(x, y) = 0 imply that K satisfies the following
decay estimate
(3.4) |K(x, y)| . FK(x, y)|x− y|n
whenever x 6= y. For technical reasons, we will also use an alternative formulation of a
compact Caldero´n-Zygmund kernel in which we substitute the function FK(x, y) of (3.2)
with
(3.5) FK(x, y, x
′, y′) = L1(|x− y|)S1(|x− x′|+ |y − y′|)D1
(
1 +
|x+ y|
1 + |x− y|
)
,
where L1, S1, and D1 satisfy the limits in (3.1). It was shown how this new condition can
be obtained from (3.2) in [16]. In general, we will omit the subindexes in the three factors
of FK , using the same notation as in (3.3).
We work with Caldero´n-Zygmund operators T having compact extensions on L2(Rn) and
satisfying
(3.6) Tf(x) =
∫
Rn
K(x, y)f(y) dy
for compactly supported functions f and x 6∈ supp f , where K satisfies properties (3.2),
(3.4), and (3.5) above.
Given two cubes I, J ∈ D with `(I) 6= `(J), we denote the smaller of I and J by I ∧ J
and the larger of I and J by I ∨ J . We define 〈I, J〉 to be the unique cube containing I ∪ J
with the smallest possible side length and such that |c(I)| is minimum. Notice that 〈I, J〉
need not be dyadic. We also define the eccentricity and relative distance of I and J to be
ec(I, J) :=
`(I ∧ J)
`(I ∨ J) and rdist(I, J) :=
`(〈I, J〉)
`(I ∨ J) .
Note that
rdist(I, J) ≈ 1 + |c(I)− c(J)|
`(I) + `(J)
.(3.7)
Given I ∈ D, we denote the boundary of I by ∂I, and the inner boundary of I by DI :=
∪I′∈ch(I)∂I ′. When J ⊆ 3I, we define the inner relative distance of J and I by
inrdist(I, J) := 1 +
dist(J,DI)
`(J)
.
Given three cubes I1, I2, and I3, we denote
F (I1, I2, I3) := L(`(I1))S(`(I2))D(rdist(I3,B)) and F (I) := F (I, I, I),
where B := [−1
2
, 1
2
]n. We define
L˜(`(I)) :=
∫ 1
0
ω(t)L(`(t−1I))
dt
t
and D˜(rdist(I,B)) :=
∫ 1
0
W (t)D(rdist(t−1I,B))
dt
t
,
where W (t) :=
∫ t
0
ω(s)ds
s
. We also define the corresponding
F˜ (I1, I2, I3) := L˜(`(I1))S(`(I2))D˜(rdist(I3,B)) and F˜ (I) := F˜ (I, I, I).
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For a cube Q, let Q∗ be the cube such that c(Q∗) = c(Q) and `(Q∗) = 5`(Q). For Q ∈ D,
we again write hQ for the Haar function adapted to Q, but now with respect to Lebesgue
measure. Specifically,
hQ := |Q|− 12 (1Q − 2−n1Q̂).
With this notation, hQ is supported on Q̂ and constant on Q and on Q̂\Q.
Define the difference operator localized on a dyadic cube Q as
(3.8) ∆Qf :=
∑
R∈ch(Q)
(〈f〉R − 〈f〉Q)1R,
where now 〈f〉Q := 1|Q|
∫
Rn f dm. It is shown in [17] that
∆Qf =
∑
R∈ch(Q)
〈f, hR〉hR,
where we write 〈f, g〉 := ∫Rn fg dm. Thus by summing a telescopic sum, we get∑
Q∈D
2−N≤`(Q)≤2N
∑
R∈ch(Q)
〈f, hR〉hR(x) =
∑
Q∈D
2−N≤`(Q)≤2N
∆Qf(x) = 〈f〉J1J(x)− 〈f〉I1I(x),
where I, J ∈ D are such that x ∈ J ⊆ I, `(J) = 2−N and `(I) = 2N+1.
We denote the wavelet father adapted to Q as ϕQ := |Q|−11Q. Given a function b ∈ BMO,
the paraproduct operators associated with b are defined as follows:
Πb(f) :=
∑
I∈D
〈b, hI〉〈f, ϕI〉hI and Π∗b(f) :=
∑
I∈D
〈b, hI〉〈f, hI〉ϕI .
Note that the operator
Π∗PM (b)(f) :=
∑
I∈DM
〈b, hI〉〈f, hI〉ϕI
is of finite rank.
A linear operator T satisfies the weak compactness condition if there exists a bounded
function FW satisfying lim
`(Q)→∞
FW (Q) = lim
`(Q)→0
FW (Q) = lim
c(Q)→∞
FW (Q) = 0 such that
(3.9) |〈T1Q,1Q〉| . |Q|FW (Q)
for all Q ∈ D.
We define CMO(Rn) as the closure in BMO(Rn) of the space of continuous functions
vanishing at infinity.
For positive integers N , define the projection operator PN on lagom cubes by
PNf :=
∑
Q∈DN
〈f, hQ〉hQ
and also
P⊥N f := (I − PN)f =
∑
Q∈DcN
〈f, hQ〉hQ
with convergence interpreted pointwise almost everywhere.
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Remark 3.1. To show that a linear operator T is compact on L2(Rn), for instance, one can
equivalently show that for every ε > 0, there exists N0 > 0 so that
‖P⊥NTf‖L2(Rn) . ε‖f‖L2(Rn)
for all N > N0 and all f ∈ L2(Rn).
3.2. Technical results. The following result is proved in [17] in the particular case of
ω(t) = tδ with 0 < δ ≤ 1. The proof of this lemma is a straightforward modification of that
contained in [17].
Lemma 3.2. Let T be a linear operator associated with a compact Caldero´n-Zygmund kernel
satisfying the weak compactness condition (3.9) and such that T1, T ∗1 ∈ CMO. If T˜ :=
T − Π∗PN (T ∗1), then
‖P⊥N T˜ f‖L1,∞(Rn) . sup
Q∈DcN
εQ ‖f‖L1(Rn)
for all f ∈ L1(Rn). The coefficients εQ are defined for Q ∈ DcN by
εQ : =
∑
e∈Z,m∈N
ω(2−|e|)
ω(m−1)
m
max
R∈D
R∈Qe,m
max
i=1,2,3
Fi(Q,R)
+
(
|Q|−1
∑
R∈DcN (Q)
〈T1, hR〉2
) 1
2
+
(
|Q|−1
∑
R∈DcN (Q)
〈T ∗1, hR〉2
) 1
2
,
where Qe,m := {R ∈ D : `(Q) = 2e`(R) and m ≤ rdist(Q,R) < m + 1}, DcN(Q) :=
D(Q) ∩ DcN , and
i) when rdist(Q,R) > 3,
F1(Q,R) := FK(〈Q,R〉, Q ∧R, 〈Q,R〉),
ii) when rdist(Q,R) ≤ 3 and inrdist(Q,R) > 1,
F2(Q,R) := F˜K(Q ∧R,Q ∧R, 〈Q,R〉),
iii) and when rdist(Q,R) ≤ 3 and inrdist(Q,R) = 1,
F3(Q,R) := F2(Q,R) + F˜K(Q ∧R) + δ(Q,R)FW (Q)
with δ(Q,R) = 1 if Q = R and zero otherwise.
As shown in [17], the εQ defined in Lemma 3.2 satisfy F˜K(Q) ≤ εQ and lim
N→∞
sup
Q∈DcN
εQ = 0.
Remark 3.3. We note that Q ∈ DcN with `(Q) ≤ 2−N implies D(Q) ⊆ DcN , and also that(
|Q|−1
∑
R∈DcN (Q)
〈T1, hR〉2
) 1
2
≤ ‖P⊥N (T1)‖BMO.
Lemma 3.4. If T is a linear operator associated to a compact Caldero´n-Zygmund kernel,
Q ∈ D, and N > 1, then
|P⊥NT (f1Rn\Q∗)(x)− P⊥NT (f1Rn\Q∗)(x′)| ≤ ε¯QMf(x),
for all f ∈ L1(Rn) and all x, x′ ∈ Q, where ε¯Q := L(`(Q))S(`(Q))D˜(rdist(Q,B)) ≤ F˜K(Q) ≤
εQ with εQ as in Lemma 3.2.
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Proof. By definition
|P⊥NT (f1Rn\Q∗)(x)− P⊥NT (f1Rn\Q∗)(x′)| ≤
∑
R∈DcN
|〈T (f1Rn\Q∗), hR〉||hR(x)− hR(x′)|.
(3.10)
For R ∈ D such that R̂ ∩ Q = ∅, we have hR(x) = hR(x′) = 0, while if Q ( R̂ we have
hR(x) = hR(x
′), and so the corresponding terms in (3.10) are zero. On the other hand, for
R̂ ⊆ Q, we have that hR(x) − hR(x′) 6= 0 implies x ∈ R̂ or x′ ∈ R̂. Moreover, in that case
we have |hR(x)− hR(x′)| . |R|− 12 .
Now, since R̂ ⊆ Q implies that R̂ does not intersect Rn \ Q∗, we can use the integral
representation of T and the mean zero property of hR to write
〈T (f1Rn\Q∗), hR〉 =
∫
R̂
∫
Rn\Q∗
f(y)hR(z)(K(z, y)−K(c(R̂), y))dydz.
Since |x− x′| ≤ `(Q) ≤ 1
2
|x− y| for all y ∈ Rn \Q∗, we can use the smoothness condition of
the kernel to write
|〈T (f1Rn\Q∗), hR〉| ≤
∫
R̂
∫
Rn\Q∗
|f(y)||hR(z)||K(z, y)−K(c(R̂), y)| dydz
≤
∫
R̂
|hR(z)|
∞∑
k=0
∫
2k+1Q∗\2kQ∗
ω
( |z − c(R̂)|
|z − y|
)FK(z, c(R̂), y)
|z − y|n |f(y)| dydz,
where
FK(z, c(R̂), y) := L(|z − y|)S(|z − c(R̂)|)D
(
1 +
|z + y|
1 + |z − y|
)
.
Since `(Q) ≤ 2k−1`(Q∗) ≤ |z − y| and |z − c(R̂)| ≤ `(R̂)/2 = `(R) ≤ `(Q), we have
L(|z − y|) ≤ L(`(Q)) and S(|z − c(R̂)|) ≤ S(`(Q)).
To deal with L, we first note that
2k`(Q) ≤ 2k−1`(Q∗) ≤ |z − y| ≤ 2k`(Q∗) = 2k5`(Q),
that is, |z − y| ≈ 2k`(Q). Using this and |z| ≤ 1
2
(|z − y|+ |z + y|), we have
1 +
|z|
1 + 2k`(Q)
. 1 + |z|
1 + |z − y| ≤
3
2
(
1 +
|z + y|
1 + |z − y|
)
.
Moreover, since |z − c(Q)| ≤ `(Q)/2, we also have 1 + |c(Q)|
1+2k`(Q)
≤ 5
4
(
1 + |z|
1+2k`(Q)
)
. Using this
and (3.7), we have
1 +
|z|
1 + 2k`(Q)
& 1 + |c(2
kQ)|
1 + 2k`(Q)
& rdist(2kQ,B).
Then
FK(z, c(R̂), y) ≤ L(`(Q))S(`(Q))D(rdist(2kQ,B)) = FK(Q,Q, 2kQ).
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Using previous estimates together with the facts that |z − c(R̂)| ≤ `(R̂), 2k`(Q) . |z − y|,
and ‖hR‖L1(Rn) . |R| 12 , we get
|〈T (f1Rn\Q∗), hR〉| . L(`(Q))S(`(Q))
∫
R̂
|hR(z)|dz
∞∑
k=0
ω
( `(R̂)
2k`(Q)
)
D(rdist(2kQ,B))
1
|2k+1Q∗|
∫
2k+1Q∗
|f(y)|dy
. L(`(Q))S(`(Q))|R| 12
∞∑
k=0
ω
(
2−k
`(R̂)
`(Q)
)
D(rdist(2kQ,B))Mf(x)
. |R| 12L(`(Q))S(`(Q))
∫ 1
0
ω
(
t
`(R̂)
`(Q)
)
D(rdist(t−1Q,B))
dt
t
Mf(x).
Now we parametrize all dyadic cubes R ∈ DcN such that R̂ ⊆ Q and x ∈ R̂ or x′ ∈ R̂ by
length `(Rj) = 2
−j`(Q). We note that there are at most two such cubes for each fixed j, one
containing x and another one containing x′. By summing over all these cubes, we finally get
|P⊥NT (f1Rn\Q∗)(x)− P⊥NT (f1Rn\Q∗)(x′)| .
∞∑
j=0
|〈T (f1Rn\Q∗), hRj〉||Rj|−
1
2
. L(`(Q))S(`(Q))
∞∑
j=0
∫ 1
0
ω(t2−j)D(rdist(t−1Q,B))
dt
t
Mf(x)
. L(`(Q))S(`(Q))
∫ 1
0
∫ 1
0
ω(ts)D(rdist(t−1Q,B))
dt
t
ds
s
Mf(x)
≤ ε¯QMf(x).

We can also prove the following result using similar ideas.
Corollary 3.5. If b ∈ CMO(Rn), Q ∈ D, and N > 1, then
|P⊥NΠ∗b(f1Rn\Q∗)(x)− P⊥NΠ∗b(f1Rn\Q∗)(x′)| ≤ ε¯QMf(x),
for all f ∈ L1(Rn) and all x, x′ ∈ Q, where ε¯Q := L(`(Q))S(`(Q))D˜(rdist(Q,B)) ≤ εQ with
L(t) = ‖PDct b‖BMO, S(t) = ‖PDct−2/3 b‖BMO + (1 + ‖b‖BMO)
1
2 ( t
1+t
)
2
3 , and D(t) = ‖PDclog tb‖BMO.
Proof. It was shown in [16] that if b ∈ CMO, then the paraproduct operator Π∗b is associated
to a compact Caldero´n-Zygmund kernel with constant given by
‖PDc|x−y|b‖BMO(‖PDc|x−y|−2/3 b‖BMO + (1 + ‖b‖BMO)
1
2 min(1, |x− y| 23 ))‖PDc
log |x+y|b‖BMO
= L(|x− y|)S(|x− y|)D(|x+ y|).
Similar reasoning to that developed in Lemma 3.4 yields the result. 
As seen in [14], PN is bounded on CMO. Then the hypothesis T
∗1 ∈ CMO implies that
also PNT
∗1 ∈ CMO. In fact, ‖PNT ∗1‖BMO ≤ ‖T ∗1‖BMO and ‖P⊥M(PNT ∗1)‖BMO = 0 for all
M > N . Lemma 3.4 and Corollary 3.5 imply the following result.
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Corollary 3.6. If T is a linear operator associated with a compact Caldero´n-Zygmund kernel,
T˜ := T − Π∗PN (T ∗1), and Q ∈ D, then
|P⊥N T˜ (f1Rn\Q∗)(x)− P⊥N T˜ (f1Rn\Q∗)(x′)| ≤ ε¯QMf(x)
for all f ∈ L1(Rn) and all x, x′ ∈ Q, where ε¯Q := L(`(Q))S(`(Q))D˜( rdist(Q,B)) ≤ εQ.
A consequence of the work in Lemma 3.4 and Corollary 3.5 is that the kernels of both T
and Π∗PN (T ∗1) share similar estimates. In the next section we denote by K the kernel of T˜ ,
which satisfies the properties of a compact Caldero´n-Zygmund kernel (3.2), (3.4), and (3.5).
3.3. Sparse domination for compact Caldero´n-Zygmund operators.
Theorem 3.7. Let T be a linear operator associated to a compact Caldero´n-Zygmund kernel
satisfying the weak compactness condition (3.9) and T1, T ∗1 ∈ CMO and let T˜ := T −
Π∗PN (T ∗1). For every ε > 0 there exists N0 > 0 such that for all N > N0 and every compactly
supported f ∈ L1(Rn), there is a sparse family of cubes S such that
|P⊥N T˜ f(x)| . ε
∑
R∈S
〈|f |〉R∗1R(x) =: εS|f |(x)
for almost every x ∈ Rn.
Proof. Without loss of generality, suppose there is a dyadic cube B such that `(B) > 1 and
supp f ⊆ B. Let {εQ}Q∈D be the sequence in the statement of Lemma 3.2 which satisfies
lim
N→∞
sup
Q∈DcN
εQ = 0. Given ε > 0, let N0 > 0 be such that sup
Q∈DcN
εQ < ε for all N > N0. Fix
N > N0 and let Q0 be a cube such that B ( Q0 and dist(B,Qc0) ≥ 2N+3`(B).
We first establish the sparse estimate outside of Q0. For j ≥ 0, we write Qj := 2jQ0 and
for j ≥ 1 we define Pj := Qj\Qj−1. Note that the family {Qj}j≥0 is sparse by construction.
Let x ∈ Pj. By definition,
P⊥N T˜ f(x) = T˜ f(x)−
∑
R∈DN
〈T˜ f, hR〉hR(x);(3.11)
we will bound each term separately. For the first term, since x /∈ supp f , we can write
|T˜ f(x)| =
∣∣∣∣ ∫
B
K(x, y)f(y) dy
∣∣∣∣ ≤ ∫
B
FK(x, y)
|x− y|n |f(y)| dy
where K denotes the kernel of T˜ and
FK(x, y) = L(|x− y|)S(|x− y|)D
(
1 +
|x+ y|
1 + |x− y|
)
.
Since |x − y| ≈ `(Qj) and |y − c(Q0)| . `(Q0) for y ∈ B, we have by the same reasoning
used in Lemma 3.4 that L(|x− y|) ≤ L(`(Qj)), S(|x− y|) ≤ S(`(Qj)), and D(1 + |x+y|1+|x−y|) .
D(rdist(Qj,B)). Then
FK(x, y) ≤ L(`(Qj))S(`(Qj))D(rdist(Qj,B)) = FK(Qj) ≤ ε,(3.12)
where in the last inequality we used that `(Qj) ≥ `(Q0) > 2N+3`(B) ≥ 2N+3, and thus
Qj ∈ DcN . With this and the fact that |x− y| ≈ `(Qj), we have
|T˜ f(x)| . ε|Qj|‖f‖L1(Rn) = ε〈|f |〉Qj1Qj(x).
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On the other hand, since the second term in (3.11) is defined by a telescopic sum, we get∑
R∈DN
〈T˜ f, hR〉hR(x) = 〈T˜ f〉J1J(x)− 〈T˜ f〉I1I(x),
where I, J ∈ D are such that x ∈ J ⊆ I, `(J) = 2−N , and `(I) = 2N+1. We apply the same
ideas to estimate both terms, and so we only work with the second term. Since x ∈ I ∩ Pj,
we have as before 2j−2`(Q0) < |x− y| for all y ∈ B ⊆ Q0. On the other hand,
2j−2`(Q0) ≥ `(Q0)/2 ≥ 2N+2`(B) ≥ 2`(I),
which implies `(I) ≤ 2j−3`(Q0). With this and |t− x| ≤ `(I) for all t ∈ I, we get
|t− y| ≥ |x− y| − |t− x| ≥ 2j−2`(Q0)− `(I) ≥ 2j−3`(Q0)
and
|t− y| ≤ |x− y|+ |t− x| . 2j`(Q0) + `(I) ≤ 2j+1`(Q0).
Therefore, |t− y| ≈ `(Qj). We also have |y − c(Q0)| ≤ `(Q0)/2. Write
|〈T˜ f〉I1I(x)| = 1|I|
∣∣∣ ∫
I
∫
B
K(t, y)f(y) dy dt
∣∣∣
. 1|I|
∫
I
∫
B
FK(t, y)
|x− y|n |f(y)| dydt
. FK(Qj)|Qj| ‖f‖L1(Rn) ≤ ε〈|f |〉Qj1Qj(x),
where the last inequality follows from (3.12).
We now work to establish the sparse bound inside Q0. For this local piece, we follow the
ideas from [10] to define recursively the desired sparse family S and sparse operator S. Let
DcN(Q0) := D(Q0) ∩ DcN and Q :=
{
Q ∈ DcN(Q0) : `(Q) = 2−(N+2)
}
. We decompose T˜ f as
T˜ f =
∑
Q∈Q
T˜ (f1Q).
If we assume the desired sparse domination result holds for P⊥N T˜ (f1Q), then by disjointness
of the cubes Q, we can deduce a similar sparse estimate for P⊥N T˜ :
|P⊥N T˜ f | ≤
∑
Q∈Q
|P⊥N T˜ (f1Q)| . ε
∑
Q∈Q
S|f1Q|
= ε
∑
Q∈Q
∑
R∈S(Q)
〈|f |〉R1R ≤ ε
∑
R∈S(Q0)
〈|f |〉R1R.
Therefore, we will only prove the sparse estimate for each P⊥N T˜ (f1Q).
We start by adding all cubes Q ∈ Q to the family S and functions 〈|f |〉Q1Q to the
sparse operator S|f |. These cubes are pairwise disjoint and satisfy ∑Q∈Q |Q| = |Q0|. This
family does not satisfy the sparseness condition, but we can divide the family into two
disjoint subfamiliesQ1, Q2 containing exactly half of the cubes, each satisfying the sparseness
condition
∑
Q∈Qi |Q| = |Q0|/2. This leads to a domination by at most two sparse operators,
which is acceptable. To simplify notation, we still denote each subfamily by Q.
Fix Q ∈ Q and define
(3.13) EQ := {x ∈ Q : M(f1Q)(x) > c′〈|f |〉Q} ∪ {x ∈ Q : |P⊥N T˜ (f1Q)(x)| > c′ε〈|f |〉Q},
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where c′ > 0 is chosen so that
|EQ| ≤ 1
2n+2
|Q|.
To show that c′ > 0 is independent of ε, from Lemma 3.2 we have
|EQ| ≤ C
c′〈|f |〉Q‖f1Q‖L1(Rn) +
C supQ∈DcN |εQ|
c′ε〈|f |〉Q ‖f1Q‖L1(Rn) ≤
2C
c′
|Q| ≤ 1
2n+2
|Q|
by choosing c′ > C2n+3. We note that the constant C > 0 may depend on the dimension n
but not on ε > 0.
We define another exceptional set
E˜Q := {x ∈ Q : M(1EQ)(x) > 2−(n+1)},
and define EQ to be the family of maximal (with respect to inclusion) dyadic cubes P
contained in E˜Q. Note that for each Q ∈ Q, the containment EQ ⊆ DcN holds. Moreover, due
to maximality, the cubes P ∈ EQ are pairwise disjoint, and thus EQ is a sparse collection:
(3.14)
∑
P∈EQ
|P | ≤ |EQ| ≤ 1
2n+2
|Q|.
We see now that
|P ∩ EQ| ≤ 1
2
|P |.(3.15)
By maximality, 2P∩(Q\EQ) 6= ∅, and so there exists x ∈ 2P such that M(1EQ)(x) ≤ 2−(n+1).
Then
|EQ ∩ 2P |
|2P | ≤ 2
−(n+1),
which proves the upper inequality. Note that the inequality in (3.15) implies |P \EQ| > 12 |P |.
We can now estimate |P⊥N T˜ (f1Q)(x)| for x ∈ Q. First, for x ∈ Q\EQ we trivially have
|P⊥N T˜ (f1Q)(x)| ≤ c′ε〈|f |〉Q = c′ε〈|f |〉Q1Q(x).
Second, to obtain an estimate on EQ, we note that
∣∣∣EQ \⋃P∈EQ P ∣∣∣ ≤ ∣∣∣E˜Q \⋃P∈EQ P ∣∣∣ = 0,
and so, we do not need to bound |P⊥N T˜ (f1Q)(x)| for x ∈ EQ \
⋃
P∈EQ P .
It only remains to control |P⊥N T˜ (f1Q)(x)| for x ∈
⋃
P∈EQ P . For any P ∈ EQ, any x ∈ P ,
and any x′ ∈ P \ EQ, we decompose P⊥N T˜ f(x) as follows:
|P⊥N T˜ (f1Q)(x)| ≤ |P⊥N T˜ (f1Q\P ∗)(x)|+ |P⊥N T˜ (f1P ∗)(x)|
≤ |P⊥N T˜ (f1Q\P ∗)(x)− P⊥N T˜ (f1Q\P ∗)(x′)|+ |P⊥N T˜ (f1Q\P ∗)(x′)|
+ |P⊥N T˜ (f1P ∗)(x)|
≤ |P⊥N T˜ (f1Q\P ∗)(x)− P⊥N T˜ (f1Q\P ∗)(x′)|+ |P⊥N T˜ (f1Q)(x′)|+ |P⊥N T˜ (f1P ∗)(x′)|
+ |P⊥N T˜ (f1P ∗)(x)|
:= I + II + III + IV.
The second term is easily controlled since x′ 6∈ EQ implies |P⊥N T˜ (f1Q)(x′)| ≤ c′ε〈|f |〉Q, and
so
II ≤ c′ε〈|f |〉Q1Q(x).
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For the first and third terms, define
E ′P := {x ∈ P : |P⊥N T˜ (f1P ∗)(x)| > c′ε〈|f |〉P ∗}.
By Lemma 3.2,
|E ′P | ≤
Cε
c′ε〈|f |〉P ∗ ‖f1P
∗‖L1(Rn) ≤ 1
2n+2
|P |.
Then |P \E ′P | > 12 |P |. This, together with |P \EQ| > 12 |P |, implies that (P \EQ)∩(P \E ′P ) 6=
∅. Therefore, there exists x′ ∈ P such that M(f1Q)(x′) ≤ c′〈|f |〉Q and |P⊥N T˜ (f1P ∗)(x′)| ≤
c′ε〈|f |〉P ∗ . Then, since (f1Q)1Rn\P ∗ = f1Q\P ∗ , we can apply Corollary 3.6 to obtain
I ≤ εM(f1Q)(x′) ≤ c′ε〈|f |〉Q1Q(x).
Moreover,
III ≤ c′ε〈|f |〉P ∗ = c′ε〈|f |〉P ∗1P (x).
We add the cubes P ∈ EQ to the family S and the functions 〈|f |〉P ∗1P into S|f |. The family
EQ is sparse by (3.14).
The fourth term is controlled by iterating the above argument, starting at (3.13) but
replacing Q with P , and so defining
EP := {x ∈ P : M(f1P )(x) > c′〈|f |〉P} ∪ {x ∈ P : |P⊥N T˜ (f1P )(x)| > c′ε〈|f |〉P}.

3.4. Compactness on weighted spaces. We can now prove the compactness of Caldero´n-
Zygmund operators on weighted spaces.
Proof of Theorem 1.1. Let T˜ = T − Π∗PN (T ∗1). Since Π∗PN (T ∗1) is of finite rank, showing that
T is compact on L2(w) is equivalent to showing that T˜ is compact on L2(w). In particular,
we argue that for each ε > 0, there exists N0 > 0 such that
‖P⊥N T˜ f‖Lp(w) . ε[w]
max
{
1, p
′
p
}
Ap
‖f‖Lp(w)
for all N > N0 and all f ∈ Lp(w).
We provide a sketch of the proof using the reasoning of Theorem 1.3. By Theorem 3.7,
there exist N0 > 0 and a sparse family of cubes S such that
|P⊥N T˜ f(x)| . ε
∑
R∈S
〈|f |〉R∗1R(x) =: εS|f |(x)
for all N > N0 and almost every x ∈ Rn.
Let first p ≥ 2 and set σ = w1−p′ . We use again ‖T‖Lp(w)→Lp(w) = ‖T (·σ)‖Lp(σ)→Lp(w) and
proceed by duality. Let f ∈ Lp(σ) and g ∈ Lp′(w) be nonnegative.
For each R ∈ S we denote by E(R) the set described in Theorem 1.3 that satisfies
E(R) ⊆ R, |R| ≤ 2|E(R)|, and such that given R,R′ ∈ S with R 6= R′, the corresponding
sets E(R) and E(R′) are disjoint. We use these properties, the Ap condition for w, the
containment R ( R∗, the inequality |R∗| . |R|, and boundedness of the maximal functions
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Mσ and Mw from Lemma 2.6, to obtain
ε〈S(fσ), gw〉 = ε
∑
R∈S
〈fσ〉R∗
∫
R
gw dm
≤ ε
∑
R∈S
w(R∗)σ(R∗)p−1
|R∗|p
|R∗|p−1
w(R)σ(R∗)p−1
∫
R∗
f dσ
∫
R
g dw
. ε[w]Ap
∑
R∈S
(
1
σ(R∗)
∫
R∗
f dσ
)(
1
w(R)
∫
R
g dw
)
|R|p−1σ(R∗)2−p
≤ ε2p−1[w]Ap
∑
R∈S
〈f〉R∗,dσ〈g〉R,dw|E(R)|p−1σ(E(R))2−p
. ε[w]Ap
∑
R∈S
〈f〉R∗,dσ〈g〉R,dww(E(R))
1
p′ σ(E(R))
1
p
≤ ε[w]Ap
(∑
R∈S
〈f〉pR∗,dσσ(E(R))
) 1
p
(∑
R
〈g〉p′R,dww(E(R))
) 1
p′
. ε[w]Ap‖Mσf‖Lp(σ)‖Mwg‖Lp′ (w)
. ε[w]Ap‖f‖Lp(σ)‖g‖Lp′ (w).
The case 1 < p < 2 follows from duality exactly as in the proof of Theorem 1.3.

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