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Introduction
Let f : {0, 1}
n × {0, 1} n → {0, 1}. Assume Alice has x ∈ {0, 1} n , Bob has y ∈ {0, 1} n , and both have unlimited computational power. They want to compute f(x, y) transmiting as few bits as possible. Both need the correct answer at the end of the protocol. Let D(f) be the minimum number of bits they need to transmit to compute f. D(f) ≤ n + 1 since Alice can transmit x to Bob, Bob can compute f(x, y) and transmit it to Alice. Communication complexity investigates D(f) and variants thereof [21, 23, 33] . hence we get D(f k ) ≤ km + k + 1. However kD(f) = km + 2k, so kD(f) − D(f k ) ≥ k − 1. Despite the counterexample there is a general notion that D(f k ) should be close to kD(f). This notion is refered to as the Direct Sum Conjecture, however the literature does not seem to have a formal statement.
Convention 1.1 A function f : {0, 1}
n × {0, 1} n → {0, 1} is actually a family of functions, one for each n. We think of n as growing.
We take the following formal statement which is implicit in [17] to be the Direct Sum Conjecture: Direct Sum Conjecture: (1) ). This conjecture arose in the study of circuits since a variant of it implies NC 1 = NC 2 (see [17] for connections to circuits, and see [21, ] for a more recent discussion). While there are no counterexamples to this conjecture there is some evidence against it [12] .
What if Alice and Bob scale down their goals? We consider three such downscalings.
Notation 1.2 The notation x ∈ {{0, 1}
n } k is used to emphasize that x is thought of as a concatenation of k strings of length n. The notation x = x 1 x 2 . . . x k is understood to imply that |x 1 
Def 1.3 Let f : {0, 1}
n × {0, 1} n → {0, 1}. Let E be the set of nonempty subsets of {0, 1} k of size ≤ e.
Enumeration:
Alice and Bob output e ≤ 2 k − 1 possibilities, one of which is the answer. Formally
Elimination: Alice and Bob output a vector that
is not the answer.
k−i as the set of possibilities. We state (for the first time) the following conjecture which generalizes the Direct Sum Conjecture. Enum. Conjecture:
. One approach to the Direct Sum Conjecture would be to prove the Enumeration Conjecture by induction on i, with the Elimination Conjecture as base case.
Definitions, Results, and Lemmas
In the following definition a protocol is a decision tree where, at each node, one of the players uses the knowledge of the string he has and the bits he has seen to transmit one bit to the other player. See [21] for details.
1. D(S) ≤ t if there is a t-bit deterministic protocol that will, on input (x, y), output some z such that S(x, y, z). 
N(S) ≤ t if there is a t-bit
z 1 , . . . , z i ∈ Z such that (1) X ×Y ⊆ 2 t i=1 X i ×Y i , and (2) (∀i)(∀x ∈ X i )(∀y ∈ Y i )[S(x, y, z i )]. The collection X 1 × Y 1 , . . ., X 2 t × Y 2 t is called a cov- ering.
R
pub (S) ≤ t if there is a t-bit protocol such that (1) There exists N such that Alice and Bob get to observe N coin flips of a referee without being charged any bits for the privilege, and (2) the probability that the protocol outputs some z with ¬S(x, y, z) is ≤ .
We state a subset of our results in weak form for readability.
NE : {0, 1}
n × n → {0, 1} is defined by NE(x, y) = 1 − EQ(x, y).
IP : {0, 1}
n × {0, 1} n → {0, 1} is defined by IP(x, y) = x · y (mod 2). (Inner Prod mod 2.) 4. We can view x ∈ {0, 1} n as a bit vector representation of a subset of {1, . . . , n}. With this in mind
For f = EQ, NE, IP, DISJ and INTER it is known that D(f) = n + 1 (see [21] ). 
Results about Particular Functions
1. D(ELIM(EQ k )) ≥ n and D(ELIM(NE k )) ≥ n (
D(ELIM(DISJ
(Theorem 3.5 and Corollary 3.6). 
D(ELIM(IP
), which is a weak form of the Elimination Conjecture. Hence results 1,2,3 and 4 can be seen as evidence for the conjecture in that it holds or almost holds for several natural functions.
Results about General Functions
1. Assume that computing f m but allowing one mistake requires
These results link the Elimination Conjecture (and variants) to other conjectures that seem reasonable, and thus also provides evidence for its truth.
The complexity of doing k instances of a problem has been looked at in a variety of fields including decision trees [6, 25] , computability [5, 13] , complexity [2, 7, 19] , straightline programs [10] , and circuits [28] .
n } k with a set of 2 t sets of the form A × B (which may overlap). These sets also cover C (and of course may also cover points outside of C). Since every element of C is covered, some set must cover |C|/2 t elements of C.
Lemma 2.4 Let
f : {0, 1} n × {0, 1} n → {0, 1}, let g = 1 − f, and let k ∈ N. Then D(ELIM(f k )) = D(ELIM(g k )). 3 ELIM(EQ k ) and ELIM(DISJ k ) Lemma 3.1 Let A, B ⊆ {{0, 1} n } i be such that (∀x 1 · · · x i ∈ A)(∀y 1 · · · y i ∈ B)(∃j)[EQ(x j , y j ) = 1]. Then |A||B| ≤ 2 2n(i−1) . Lemma 3.2 If D ⊆ {{0, 1} n } k and |D| > 2 (k−1)n then (∀b ∈ {0, 1} k )(∃x, y ∈ D)[EQ k (x, y) = b].
Pr:
By reordering the components of both b and the strings in D we need only consider
Fix such an i, and hence such a b.
Assume, by way of contradiction, that (2) there is a real leaf L such that for all (x, y) ∈ A × B there is a nondeterministic computation path of
. We can now apply Lemma 3.2 to obtain that (∃x,
. This is a contradiction.
Cor 3.4 For all
k, n ∈ N, D(ELIM(NE k )) ≥ n. Thm 3.5 For all k, n ∈ N, N(ELIM(DISJ k )) ≥ n − O(log n).
Pr:
Let L = log(
Each one can be represented as a string in {0,
) bits, and hence shows
Alice and Bob run a protocol for ELIM(DISJ
, and output its result.
Cor 3.6 For all
k, n ∈ N, D(ELIM(INTER k )) ≥ n − O(log n).
Graph Properties
Notation 4.1 In this section n is not the length of the input; it is the number of vertices. Formally Alice and Bob will both be given graphs on {1, . . . , n} and they will try to determine if some property holds of the union of the two graphs.
Def 4.2
If H and G are graphs then H is a minor of G if one can obtain H from G by removing vertices, removing edges, or contracting an edge (removing the edge and merging the two endpoints). We denote this by H G. We will show graph properties are hard by reduction. We first need to define reduction formally.
n × {0, 1} n → {0, 1} be infinite families of functions. f ≤ cc g means that there are functions
polylog n , and
The following lemma we leave to the reader. 
Lemma 4.7 If f is a property of graphs closed under minors then for all
G such that f(G) = 1, |E(G)| = O(|V (G)|).
Thm 4.8 Let f be a property of graphs closed under minors. If
(∀a, b)[f(TRIV a,b ) = 1] then the following occur. Let g = 1 − f. 1. D(f) ≤ O(n log n). 2. DISJ ≤ cc f by a linear reduction. 3. N(f) ≥ Ω(N(DISJ)) = Ω(n). 4. N(ELIM(f k )) ≥ Ω(N(ELIM(DISJ k ))) = Ω(n). 5. D(g) ≤ O(n log n). 6. INTER ≤ cc g by a linear reduction. 7. D(g) ≥ Ω(N(DISJ)) = Ω(n). 8. D(ELIM(g k )) ≥ Ω(N(ELIM(INTER k ))) = Ω(n).
Pr:
We show D(f) ≤ O(n log n). By Lemma 4.7 there exists a constant c such that any graph with f(G) = 1 has ≤ cn edges.
Here is the protocol: Alice looks at how many edges she has. If she has more than cn edges then she sends Bob a 0, and they both know f(G) = 0. If not she sends Bob a 1 and then sends him a list of the edges she has. Since each edge takes 2 log n bits to send and there are only cn edges, this takes 2cn log n = O(n log n) bits.
We show that DISJ ≤ cc f by a reduction that maps a pair of n-bit strings to an O(n)-node graph. For any splitting of the graph the reduction works.
By the Graph Minor Theorem [30] there exists graphs
Note that the H i 's could be disconnected; however, none of the H i 's can be TRIV a,b .
Let H 1 be the graph that has the smallest largest component, where we measure size by number-of-edges. We view H 1 as being in two parts: TRIV a,b ∪ A where A does not share any edges or vertices with TRIV a,b . It is possible a = 0 or b = 0 or both. The graph A must have a component with ≥ 2 edges in it. Break up the edge set of A into two disjoint sets such that every connected graph of A with ≥ 2 edges is broken up. Call these two parts A 1 and A 2 .
We define T 1 (respectively T 2 ). On input 
4. INTER ≤ cc g by a linear reduction. 
Assume, by way of contradiction, that for every x ∈ A and y ∈ B we have IP(x, y) = 1. The dimension of the subspace spanned by A is at least i−1 because |A | = |A| ≥ 2 i−2 +1. The dimension of the subspace spanned by B is at least n − i + 2 because |B | = |B| + |B | = 2|B| = 2 n−i+1 + 2. The sum of these two dimensions is at least (i−1)+(n−i +2) = n+1. However, if two subspaces are perpendicular, the sum of their dimensions is at most n. This is a contradiction.
Lemma 5.3 Let A, B ⊆ {{0, 1}
n − 0 n } k be such that |A||B| > pH 2k where p = For the induction step there are two cases: z k = 0 and z k = 1. 
I) What if z
. We will show that this implies |A||B| ≤ pH 2k , and hence cannot occur. 
Pr:
Let p and H be as in Lemma 5.
Assume that N(ELIM(IP
Since n ≥ 4 we have t ≥ n.
Lower Bounds on Rand. Protocols
Amplfiying probabilities in randomized communication complexity protocols is non-trivial since repeating a protocol n times (which is standard for randomized poly time) multplies complexity by n which is very large in this context. The next lemma shows how to amplify, though at a cost. x 1 , . . . , x 2 k −1 , y 1 , . . . , y 2 
Thm 6.4 Let k and
).
Pr:
Assume R pub (ELIM(INTER k )) = t(n) via protocol P .
By Lemma 6.1 we can obtain a protocol P such that R
O(t(n) log log n) via P . We can also apply the protocol to k-tuples of inputs of length ≤ n by having both Alice and Bob pad with 0's. We will still assume it costs t(n) log log n. We use P to obtain a randomized protocol for INTER that shows R 
. If the protocol returns 0 k then Alice and Bob stop and reject. Note that if this happens then P r( A careful analysis shows that the probability that all steps are correct is (1 − 1/ log n) O(log n) , which is about e −c for some constant c. By a variant of Lemma 6.1 we can iterate the algorithm a constant number of times to get the probability of error down to Thm 6.5 Let k and < 1/2 k be constants. R pub (ELIM(IP k )) = Ω(n/ log n log log n).
The proof of Theorem 6.4 can now be viewed as a lower bound on
1} * are strings of the same length then σ = 1 τ means that σ and τ are either identical or differ on one bit.
Def 7.2 Let
We believe this is optimal but put forth a far weaker conjecture.
Conjecture 7.3 For any function f, for any
We establish some connections between the complexity of ALMOST(f k ) and the complexity of enumeration. X[i 1 , . . . , i k ] is the projection of X onto those coordinates.
Def 7.4 If
X ⊆ {0, 1} m and 1 ≤ i 1 , . . . , i k ≤ m then
Lemma 7.5 Let
X ⊆ {0, 1} m . Let b ∈ X be unknown. If (∀i, j)[|X[i, j]| ≤ 3] then there is an algorithm that requests ≤ m 2 − 1 bits of b that produces b = 1 b.
Pr:
We show the weaker theorem that there is an algorithm that requests ≤ m 2 bits of b. We then show how to modify the algorithm to request ≤ m 2 − 1. Let U = {1, . . ., m}, K = G = ∅. Throughout the algorithm U will be the set of indices i such that b i is Unknown, nor have we ventured a Guess, K will be the set of indices i such that we Know b i , and G will be the set of indices i such that we have made a Guess for b i . At the end of the algorithm we will have U = ∅, K ∪ G = {1, . . ., m}, and at most one of our guesses is wrong.
At all times U, K, and G are a partition of {1, . . ., m}. The expression "K = K ∪ {a, i}" means that wherever a, i are, they leave those sets and go into K. Similar for other sets. Our final output will be Initially b 1 , . . . , b m are undefined. They may get set and reset several times; however at the end of the algorithm they will all be defined.
Else (CASE 2-will prove below this must occur)
It is easy to see that the algorithm (a) requests ≤ 2 that begin with the same bit. This bit is the d in case 2. We proceed more formally. Fix j 0 ∈ U∪G−{i}.
We consider the first scenario (the second is similar) 
This is Case 1 with different names for the variables; hence it is really Case 1, a contradiction.
End of Proof of Claim 1
Claim 2: There is at most one i ∈ G such that b i = b i . Proof: Assume, by way of contradiction, that there exists i 1 , i 2 ∈ G with b i1 = b i1 and b i1 = b i1 . Since i 1 , i 2 ∈ G we know that (1) they are both the chosen i in some phase, (2) when they are chosen Case 2 occurs, and (3) they are both always in U ∪ G. Since
We prove that |X[i 1 , i 2 ]| ≤ 2 and hence it must have been dealt with before the while loop even started, 
Pr:
We prove this by induction on k. Lemma 7.5 gives the base case of k = 2. Assume k ≥ 3 and that the lemma holds for k − 1. Assume X ⊆ {0, 1} m and (∀i 1 , . . 
We exhibit a protocol for ALMOST(f m ) that will invoke a D(ENUM(k + 1, f k )) protocol m k times, and an f protocol at most max{ m 2 − 1, k − 1} times.
Assume that N(SELECT(DISJ 2 )) = t via protocol P . Let x 1 and x 2 be strings of length n such that C(x 1 |P, x 2 ) ≥ n and C(x 2 |P, x 1 ) ≥ n. Let Alice have x 1 x 2 and Bob have x 1 x 2 . Let b = b 1 b 2 · · · b t be a sequence of bits that form a possible path to a real leaf L that Alice and Bob could go down. (Note that b includes both the nondeterministic choice bits and the communication bits by the definition of nondeterministic protocols.) Assume that the leaf outputs 2 (the 1 case is similar).
We show that x 1 can be directly recovered from x 2 , P, b. This shows t ≥ n since C(x 2 |P, x 1 ) ≥ n. Recovery algorithm: Enumerate all x such that P (xx 2 , xx 2 ) could end up at leaf L. There will only be one such x (proven below) and that one x is x 1 .
Assume that x and x , get enumerated in the above recovery algorithm. Since P (xx 2 , xx 2 ) and P (x x 2 , x x 2 ) both end up at L, by a basic theorem in communication complexity [21, Propostion 1.14], the inputs (xx 2 , x x 2 ) and (x x 2 , xx 2 ) will end up at L. Hence DISJ(x, x )DISJ(x 2 , x 2 ) = 01. Since DISJ(x 2 , x 2 ) = 1 we have DISJ(x, x ) = 1. We also get DISJ(x , x)DISJ(x 2 , x 2 ) = 01. Since DISJ(x 2 , x 2 ) = 1 we have DISJ(x , x) = 1 Since x and x are disjoint sets and x and x are disjoint sets, x = x .
Thm 10.3 D(f
3 ) ≤ 2D(f) + 3D(SELECT(f 2 )).
Pr:
For this theorem we use the definition (x 1 x 2 , y 1 y 2 , b 1 b 2 ) ∈ SELECT(f 2 ) if f(x 1 , y 1 ) = b 1 or f(x 2 , y 2 ) = b 2 and b 1 = b 2 . This is easily seen to be equivalent to the usual definition. We present a protocol for D(f 3 ) which transmits at most 2D(f) + 3D(SELECT(f 2 )) bits. Assume Alice has x 1 x 2 x 3 and Bob has y 1 y 2 y 3 . For i, j ∈ {1, 2, 3} and i < j, Alice with inputs x i , x j and Bob with inputs y i , y j run the SELECT(f 2 ) protocol and produce output b 
