An iteration-perturbation approach is suggested which enables the calculation of the binding energy and equilibrium lattice parameters of non-metallic crystals. Making use of the singleband-gap model, the selfconsistent Schrödinger equation can be solved in terms of the effective matrix elements, W(gYs, which, in general, satisfy the set of nonlinear equations. The latter are solved for those reciprocal lattice vectors g for which the perturbation theory requirements are violated. Since the matrix elements of ion-electron interaction are not small for some g's the screening of all the interactions in the crystal is not linear. The exchange-correlation contributions both in the screening and in the total energy are accounted for by means of the Kohn-Sham density-functional-formalism. A charge transfer is shown to result in excluding part of the electrons from the screening processes. The theory allows also for the possibility of a strongly non-homogeneous electron density distribution in the crystal.
Introduction
The concept of "covalency" comes from chemistry and means first of all directedness of interatomic bonds. In a crystal it acquires the negative meaning of "non-metallicity". An illuminating approach to crystal covalency has been developed within the framework of the pseudopotential theory, or, to be more exact, its generalization. From the point of view of this theory "metallicity" means central and pairwise interatomic interaction, additivity of spherical pseudoatoms, etc., that is those features which follow from the perturbation theory in pseudopotentials if restricted to secondorder terms. On the other hand, multi-ion interactions (corresponding to higher order perturbation theory) are responsible for the covalency effects. The problem of covalent bonding probably first arose in the pseudopotential theory when attempts were made to describe the electronic and atomic properties of elemental and compound semiconductors. We shall not focus on a discussion of the numerous works concerning crystal covalency. As a whole, the problem has been comprehensively discussed by Heine and Weaire [1] . For more details cf. the review papers and books [2] [3] [4] [5] .
It is important, that the covalency as a physical phenomenon is connected with a rather strong nonhomogeneity of electron density distribution in a crystal. The non-homogeneity is especially strong in a semiconducting or an insulating crystal when the Jones zone (JZ) exists with Fermi surface vanishing on its boundaries. In these cases only the states inside the zone are occupied and the compensation of the contributions of "bonding" and "antibonding" states, characteristic of metallic behaviour, does not happen. The standing waves of electronic density arise as a result of electron Bragg scattering on the JZ faces. From a microscopic point of view, the electron distribution nonhomogeneity results as well in nonlinear screening of all the interactions in the crystal. Phillips' "bonding charges" (see, e.g. [4] ) are just the manifestations of the latter. On the other hand, the electron non-homogeneity of course originates from the peculiarity of the ion-electron interaction. For example, the charge transfer resulting in the bonding charge formation in Si would be impossible, were not the electrons strongly attracted just into that area between two Si-ions. In the diamond structure the IF (111) pseudopotential matrix element is responsible for Such an attraction (see, e.g. [1] ). The existence of at least one "strong" pseudopotential matrix element is a typical feature of a covalent crystal. From the point of view of the pseudopotential theory the reason is rather clear: covalent crystals have as a rule complex crystal 0340-4811 / 81 / 0900-0967 $ 01.00/0. -Please order a reprint rather than making your own copy. lattices with more than one atom per primitive cell. The volume of the latter is larger, while on the other hand, the volume of the corresponding Brillouin zone (BZ) is less than those for metallic crystals. As a result, the smallest reciprocal lattice vectors g happen to he in the wave number region to the left of the first pseudopotential formfactor node (for the simplicity we restrict ourselves to local pseudopotentials only), where the pseudopotential matrix elements W (g) are not small in the sense that W{g)lef 1 
W(g)
The latter means that in order to account for the W (g) contributions one has to go beyond the second order of the perturbation theory and incorporate the corresponding contributions of the third and fourth orders. For the diamond-type lattices the latter results in obtaining the correct values of both the band gaps at point X of the Brillouin zone [10] Gap -2W (220) + 2 TF(111)|2 -1(110)2 --1(001)2 and the binding energies and relative structure stability (e.g. [7, 11] ). However, the fortunate relation (2) is, perhaps, an accidental one in the sense, that there exist crystals in which it does not hold and the approach of the perturbation theory obviously fails. An example are, perhaps, metal hydrides. The "bare" potential of a hydrogen ion in a crystal has to be purely coulombic with no "pseudising" and is therefore "strong" from the pseudopotential point of view. The calculations of binding energies of hypothetic metallic hydrogen crystals have shown the necessity of accounting for higher order perturbation theory contributions. But the incorporating of only the third order ones does not seem to be sufficient in comparing the relative crystal stability (see, e.g. [12] ). Hydrogen ions in compounds like metal hydrides also have to contribute appreciably to the total crystal potential (or pseudopotential), resulting in a violation of both the conditions (1) and (2).
In such a situation, the question arises: If one has to apply higher order perturbation theory is perturbation theory still valid at all ? This sceptical question is not entirely unreasonable. In principle, the systems with strong electron-ion interaction are already within the realm of tightbinding methods like LCAO. In the present work, however, the attempt is made to develop an approach which may be called an iteration-perturbation one, and which would enable to consider crystals with strong ionelectron interactions (of course, there must not be too many "strong" pseudopotential matrix elements). In paper II the calculation of binding energy and equilibrium lattice parameters of magnesium hydride will be performed within the framework of this approach.
The plan of the present paper is as follows: Section 2 considers a formal solution of the Schrödinger equation for a perfect crystal and presents the basic nonlinear equations for an effective matrix element W(g). In Sect. 3 the single-band-model is introduced and the energy gaps are determined. Section 4 deals with the selfconsistency and nonlinear screening. The expressions for the electron density and its Fourier-transform are obtained and the Hartree screening field is discussed. Section 5 considers the exchange-correlation contribution to the screening field and the total energy using the Kohn-Sham density-functional formalism (DFF). Section 6 describes the procedure of the selfconsistent calculations of the potential matrix elements and the total energy. In Sect. 7 the important functions of the theory are determined. Section 8 -concluding remarks. In App. 1 and 2 a mathematical approximation and the evaluation of some integrals are presented.
A Formal Solution of the Schrödinger Equation
We shall consider a perfect crystal with a translational periodicity in which an electron at a point 'feels" the field: JF(r) = 2>(r-K). {R} (3) Here {R} is the set of Bravais lattice vectors, but the crystal under consideration may have more than one atom per unit cell, w(r -R) being the potential of the unit cell "belonging" to the Bravais lattice site R. The Schrödinger equation for an electron in the crystal reads:
Here if k {r) and E k are respectively the wave (or pseudowave) functions * and energies corresponding to a wave vector quantum number k**. We will be using the extended zone scheme; then k may take all the quasicontinuum values allowed by periodic boundary conditions: the "cyclic" crystal has the total volume Q = QQN, where QQ is the volume of the unit cell and N is the number of unit cells in the crystal. At absolute zero temperature, of course, only the lowest energy states are occupied; corresponding k's filling the volume enclosed by a Fermi surface (FS) (which is not supposed to be spherical) or a JZ. Now, let W(r) be a selfconsistent potential (or pseudopotential). Then W{r) = PF<>( r ) + JF scr (r), (5) where TF°(r) is the "bare" potential of the crystal and PF scr (r) is the screening potential including both the direct coulombic and exchange-correlation contribution. According to the Kohn-Sham density-functional formalism (DFF) [13] , JF scr (r) is a function of the (selfconsistent) electron density (or pseudo-density) distribution 0(r) = 2>*(r)| 2 .
Here, as everywhere throughout the paper 2 means k the summation over all the occupied electron states within the true FS or JZ, including the spin factor 2.
* Throughout the paper we will be using the terms "wave function", "electron density", "potential", rather than "pseudowave function", "pseudodensity", "pseudopotential", since the theory is, in principle, applicable also when there is no "pseudizing" of ions. 
Then (7) take on a more symmetric and, in a sense, more familiar form:
Now both, the energy E k and the wave function
are expressed by means of an "effective matrix element" W k (g), which satisfies (9c). At the same time, the three Eqs. (9) are coupled, since in the denominators the total energy E k enters, and both W and W depend on electron density distribution, Q(T) (see (6)), through the screening potential.
Equations (9) are still precise: no approximation has been introduced until now. (9) could also be obtained within the so-called "Modified IterationPerturbation Approach" (see (9.1.89), (9.1.90) [15] ). One has only to introduce additionally:
and then, by "summing up" the infinite series to obtain (9c). Note, that by substituting (10) into (9 a, b) one arrives at the infinite series which differs from the traditional Brillouin-Wigner perturbation series (see, e.g. [16] , Chapt. 3), in that now the zero of E k is taken to be equal to the diagonal matrix element, PF(g = 0), and all the diagonal matrix elements are excluded from the series. Now, if one neglects the sum on the right-hand side of eq. (9 c) and puts E k = E°k in the denominators, one immediately gets the familiar secondorder perturbation theory expression for E k and the first order one for ip k (r).
One can also solve (9 c) by iterations. After the first iteration, again putting E k -E k (which is equivalent to keeping the terms of only second order in W), one has
This expression was first used by Pryce [17] and is usually obtained by systematically diagonalizing the full Hamiltonian matrix H (g, g').
Within such an approach, (10) was used for explaining the band structure in semiconductors [10] ; we cited in the Introduction the expression for the energy gap from this work). If, however, there are some "strong" matrix elements W, the simple iteration approach may happen to be unsatisfactory. We wish instead to introduce a different approximation.
First of all we want to get rid of the /c-dependence in W k {g). In [10] and other works on semiconductors the latter is achieved by just assuming k to be the center of the JZ face, corresponding to the vector g. Since we are interested in calculating the total energy, i.e. the contribution of all the kstates, it is perhaps more reasonable to average W k (g) over all the occupied states. To be more exact, we want to substitute a fc-independent W (g) for W k (g) with the requirement that ^^
(Z is the total number of electrons per unit cell.) One sees that the approximation (11) includes not only the averaging of W k {g) but also "decoupling" another average in the sum.
We shall also need the average:
As will be shown in Sect. 7 and App. 2, we can evaluate the averages, (12) (13), and we will be using (13) in calculating the normalization constant and the electron density distribution. Now, together with (11) for W (g) we have
Evaluation of Energy
Even if (11) for Wig) has been solved, one still faces the nonlinear equations (14) and (15) . Let us first consider (14) .
In order to determine the energy E k we shall make use of the so-called "Single Band-Gap Model". Near a Brillouin zone face, corresponding to a reciprocal lattice vector g, (14) approximately reads:
The solution is very well known:
and ( -) corresponding to the energy states respectively above and below the Bragg plane, 21 V ig) | being the energy gap.
From a first glance at (15 a) it may seem that

VHg) = W(g)W*( g ).
However, this would be rather a poor approximation. In semiconductors with diamond-type lattices it would result in wrong values of the energy gaps at X, because the corresponding JF(g)'s are extremely small.
The origin of this mistake is obvious. If we return to (9 a) and (9 c) we readily see that, for example, for a given g = go there is the denominator E k -E g _ k not only in the go-term in the right-hand side sum of (9a), but also in all the other terms with g resulting from the sum over g' in (9 c). To find the real energy gap, 2 V{g), one has obviously to sum up all these contributions. The sum is easily seen to be:
Comparing the series (18) with (10), the one that can be generated by iterating (9 c), one sees that the terms in the latter may, in principle, have two or more equal energy differences in denominators, e.g., (E k -E g '_ k ) 2 , while in the former they may not. The first discrepancy arises in the fourthorder term and has the form
One may hope that contributions of this kind are not likely to be important for the electron spectrum near the g-Bragg plane, since the repeating energy differences are not small. Thus, if we add these contributions, we get
and, after the averaging,
This is again the result familiar from the theory of semiconductors. Within the second order of the perturbation theory it is precise since, as we have seen, the first discrepancy is only of fourth-order. Now that (16) and (17) are well defined
we may specify the procedure of solving the Schrödinger equation in more detail. Our final goal is the calculation of the total energy, E, of the crystal. Per unit cell:
Here EQ is the "free electron" energy,
(20 a)
Z is the number of electrons per unit cell, the summation extending on all the occupied states within the true FS or JZ, and not the free electron sphere, as in the pseudopotential theory. E x c is the exchange-correlation energy; we shall be calculating it within the framework of the KohnSham DFF and discuss it later.
E c is the "covalent" energy, (20 b) -the energy of electron states including both the band structure energy of pseudopotential theory and multi-ion interaction contributions, corresponding to higher order perturbation theory terms. The "zero" of the energy, ZW{g = 0), is written explicitly in (20) . E e i is the energy of electron-electron interaction, which is accounted for twice in E c and must therefore be subtracted:
where Q (g) is the Fourier-transform of the electron density distribution (6) (see below, (25) - (27) ).
E es is the electrostatic energy of the point charge ion lattice immersed into the uniform medium of negative charge. We shall not be discussing this contribution in the present paper; its evaluation is straightforward if one uses the Ewald-Fuchs method (for the extension of the method to binary alloys, see [18] ). Using (9 a), the expression for E c (see (20b)) reads:
where E k is the solution of (16 a). 
I (The functions F(g) and 0{g, g') were defined by (12) and (13) . Note that the second sum in (22) (22) should be omitted. Then we obtain an electron density distribution typical of simple metals. All the higher order contributions could be looked upon as a "covalent charge''. Now, when C 2 <. 1, we see that the first constant term in (22) is less than an average electron density in the crystal. The second term is of "fluctuating" nature, its average is 0. As for the third term, the one that gives the main covalent contribution, it represents a charge distribution with non-zero average number of electrons per unit cell. This number, AZ, equals:
Thus we now have a charge transfer, the one that in the diamond lattice results in the arising of "bonding charges". Of course, the total number of electrons stays unchanged, and it is convenient to unite all the constant contributions to the charge distribution to obtain finally:
The expression for o(g), the Fourier transform of o (r), is also easily obtained from (22a):
(25b)
Now we shall consider the problem of screening. The screened matrix element, W(g), is obviously (see (5)):
where W° (g) and lF scr (g) are respectively the matrix elements of the bare lattice potential and a screening potential. The latter may be represented as
W a (g), the Hartree potential matrix element, is easily found from the Poisson equation,
J^x c (g)> the exchange-correlation potential, will be discussed in the next section.
If one restricts oneself for a moment to the Hartree approximation, one sees from (26), (28) and (25 c) that W H (g) does not depend on W (g) linearly. If the matrix elements were small, then all the expressions would reduce to the perturbation theory ones, and one would obtain is the free electron gas Fermi wave vector).
Equations (29) are the definition of a microscopic dielectric function, e(g). In our theory (29) may be introduced only symbolically since e{g) would depend functionally on W (g). Such a dielectric function actually does not seem to be helpful either for understanding nor for practical calculations. We shall not be using such a generalized e{g), rather solving directly the corresponding nonlinear equations for W (g).
Exchange-Correlation Contributions
Perhaps the most essential breakthrough towards an adequate description of exchange and correlation was achieved in recent years after the introduction of the DFF by Hohenberg, Kohn and Sham [19, 13] ; later the approach was generalized to a spindensity functional [20] . DFF provides a formally exact framework for treating exchange-correlation effects and is particularly exact in the case of slowly varying electron density. In this case the exchangecorrelation energy, E xc , is a local functional of q (r). If the electron distribution is strongly non-homogeneous some gradient corrections contribute to E xe (see, e.g. [ 
21-23]).
Omitting the latter for the moment, E xc , which appears in (20) , is (per unit cell):
Here E xc (Q (r)) is the density of the exchange-correlation energy; W xc (p (r)) is the exchange-correlation potential which an electron "feels", and AE XC (g) is the Fourier transform of AE™(o(r)) (30b). TF xc (e(r)) is defined as l V xc (e(r)) = -A-£ x c[e] ÖQ(r) (31) 0.458
Here E c (q) is a correlation energy. We shall consider the forms suggested by Nozieres and Pines Here r a = r 3 (ö) of (34) The analysis begins with calculating "bare" pseudopotential matrix elements, W°(g). Of course, we have first to chose a potential or pseudopotential. In our case it should be local.
Having calculated W°(gYs for some, e.g., 20-30 first reciprocal lattice shells we can "sort out" the g's in the sense, that we subdivide them into 3 groups: (2) is not fulfilled); we shall denote the set of such wave vectors as 2. W° (g)'s are small, and even exactly equal to zero (according to symmetry requirements), but the corresponding g's are such that for some g' e {g} the wave vectors g-g' also belong to {g}. For such g's the matrix elements are expected to be appreciably changed due to Equations (11). We shall denote this set of wavevectors as {go}- (38), (35d) (always keeping in mind  condition (45) ), and finally, the screened matrix elements W (g)'s, see (26) .
W° (g)'s are large (the requirement
Then the whole iteration process is repeated. After a convergence is achieved (it may be controlled, say, by comparing the successive values of C 2 ), the values of W {g), W{g), g(g) are known and the final calculation of energy, (44), is straightforward.
Before going over to the determination of the functions F{g), <P{g,g') and 0{g,g) it is worth noting, that in all the integrations over the occupied fc-states we allow for the energy gaps explicitly. Even for the "weak" matrix elements the computational procedure with the integrals calculated in the sense of principal values is less convenient than allowing for the gaps through the function F.
Determination of the Functions F(g) and O (g,g')
In order to determine the functions F(g), Eq. The problem of the integration within the true (non-spherical) FS is a very complicated one. The integral of the type of the one of (12) has been evaluated by Williams and Weaire [32] . As for the more complicated integral (13), it has not been calculated, and the question is still open. Of course, as an approximate procedure, the integration within the Fermi sphere with the contributions of the states in the vicinities of all the Bragg planes included "precisely" might be suggested. Rather we shall focus on the case when a JZ will exist.
In this case the calculation of the integrals may be essentially simplified. For this purpose we introduce the following mathematical approximation : Case a:
Case c :
Concluding Remarks
The aim of the present paper has been to develop an approach which allows to calculate the binding energy and electron distribution for non-metallic crystals. Now that the procedure of the calculations is totally described it is worth summarizing the main issues of the approach.
Instead of applying some higher orders of the Schrödinger perturbation theory we solve the nonlinear equations for the effective matrix elements W(g). The problem is rather simple, unless the number of "strong" matrix elements, which need to be treated "precisely", is too large. Some "w r eak" matrix elements are also being "renormalized" due to the "indirect" scattering of electrons. The immediate result of the strong electron-ion interaction is the charge transfer: electronic spatial nonhomogeneities arise of the type that result in the bonding charge formation in semiconducting crystals. Of course, the screening of the lattice potential is not linear any more, and not all electrons effectively participate in the screening.
In principle, the present theory allows to consider crystals with different types of bonding: purely metallic, covalent, and perhaps even ionic. In the latter case some of the potential (or pseudopotential) matrix elements are complex, but the theory takes this fact into account in a natural way.
Of course, the approach suggested is not free of some shortcomings. These have been pointed out above. Some of the approximations may be controlled only in the course of concrete numerical calculations; for the others, the only criterion is a comparison with experimental data (and this is always the case with a pseudopotential pie: one should taste it first).
The calculations on magnesium hydride, MgH<2, to be presented in Part II of the paper, seem to be promising. We believe that the approach may be successfully used in analysing bonding and stability of complex crystal lattices. 
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