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Abstract
Scheduling a program (i.e. constructing a timetable for the exe-
cution of its operations) is one of the most powerful methods for
automatic parallelization. A schedule gives a blueprint for con-
structing a synchronous program, suitable for an ASIC or VLIW
processor. However, constructing a schedule entails solving a large
linear program. Even if one accept the (experimental) fact that
the Simplex is almost always polynomial, the scheduling time is of
the order of a large power of the program size. Hence, the method
does not scale well. The present paper proposes two methods for
improving the situation. Firstly, a big program can be divided in
smaller units (processes) which can be scheduled separately. This
is modular scheduling Second, one can use projection methods for
solving linear programs incrementatly. This is specially efficient if
the dependence graph is sparse.
Keywords: scheduling, modularity, parallelization
Résumé
Ordonnancer un programme est l’une des méthodes les plus puis-
santes en parallélisation automatique. Un ordonnancement fournit
un schéma de construction pour un programme synchrone, bien
adapté à un circuit spécialisé (ASIC) ou à un processeur VLIW.
Cependant, pour construire un ordonnancement il faut en général
résoudre un programme linéaire de grande taille. Même si l’onac-
cepte le fait expérimental que le Simplex est presque toujours de
complexité polynomiale, le temps d’ordonnancement est de l’ordre
d’une puissance élevée de la taille du programme. En conséquence,
la méthode ne passe pas bien à l’échelle. Cet article propose deux
méthodes pour améliorer la situation. On montre tout d’abord
comment diviser un programme en petites unités (processus) qui
peuvent être ordonnancées individuellement. D’autre part, les mé-
thodes de projection permettent de résoudre les programmes li-
néaires de façon incrémentale, ce qui est spécialement efficace quand
le graphe de dépendance est creux.
Mots-clés: ordonnancement, modularité, parallélisation
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1 Introduction
One of the challenges in the design of embedded system is to devise methods for the
automatic or semi-automatic construction of application-specific devices from a behavioral
specification. This is a very difficult problem, since one has to take into account many
evaluation functions (design cost, fabrication cost, performance, power consumption, time-
to-market among others) and find a compromise between conflicting requirements.
The first step toward a solution has been the division of the field according to the type
of the application. In control intensive applications, the amount of computation is small,
the realtime constraints (if any) are easily met, and the emphasis is on the safety of the
resulting systems. This subfield has lead to the design of the very successful synchronous
languages [3].
The situation is different for compute intensive systems, which are mostly found in
signal processing applications (audio and video processing, radar software, telephony, etc.).
Here the computing time cannot be neglected, the amount of data is huge, and the real
time constraints are soft. For instance, in domestic TV applications, one can tolerate
missing a very small proportion of frames. This subfield is less well understood than the
preceding one. At present, applications (or parts thereof) are first modeled in very high
level languages (mostly, Matlab), then mapped by hand on a variety of architectures, and
then implemented in a mixture of medium level code (C) and assembly code. The design
process is lengthy, complex, error-prone, and does not lend itself to the exploration of the
solution space.
The aim of this paper is to sketch another approach, in which the application is specified
as a system of communicating processes, each process being written in a medium-level
language like C. I will explain how such a specification can be converted to a synchronous
program, suitable for instance for a VLIW processor or as a first step in the design of
a specialized circuit. The first step in this conversion is the construction of a schedule,
which gives the epoch at which each operation in the program is executed. The problem of
regenerating a program from a schedule has been first studied by Irigoin [1] and considered
by many other scholars. Very efficient solutions (with associated software) [14, 2] are
available today.
The situation for scheduling is less favorable. Finding legal schedules entails solving
large linear programs. In [7], I reported scheduling times of the order of several tens of
minutes! One may imagine that the situation has improved for three reasons:
• Moore’s law has given us a factor of a thousand in compilation power.
• Linear programming software has improved, but by a much smaller factor.
• Embedded systems designers tolerate much longer compilation times than high-
performance programmers.
However, Moore’s law cuts both ways. Present day embedded systems are able to host
much more complex applications than ten years ago, hence the programs to be compiled
today are much larger than those I used for benchmarks in [8].
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The aim of this paper is to propose two methods for applying scheduling to large
applications. The first method consists in modifying the basic scheduling algorithm to
achieve better scalability. In the second method, I investigate under which conditions a
program can be divided in independent modules which can be, at least partially, scheduled
independently. This second method has the added advantage that it may be the key to
reuse of hardware or software components in parallel applications.
In the next sections I define which type of modules are suitable for parallel programming
and review the basic scheduling algorithm. In section 4, I explain how to improve the
scheduling time of one process provided that the dependence graph is sparse. Section 5
explains how to do modular scheduling. In the conclusion, I present some open problems
and discuss future work.
2 Communicating Regular Processes
The model of Communicating Regular Processes has been designed with the following
requirements in mind:
• The model must allow the decomposition of a large application into small modules,
thus promoting reuse and readability. These modules – in fact, processes –, com-
municate through channels; the resulting system allows a visual representation and
looks familiar to electronic designers.
• Many systems of communicating processes have been designed, both in theory (CSP
[10], KPN [11]) and in practice (the Unix system with pipes or sockets is a system of
communicating processes). However, these systems are too liberal and do not allow
much in the way of automatic analysis.
• Among the properties that one would like to check more or less automatically are
the absence of deadlocks, the boundedness of the channel buffers, and the fact that
no undefined value is ever used in a computation. Obviously, simulation and testing
may pinpoint some errors of this kind. It is well known, however, that testing is
efficient only in the first steps of a design, and that formal methods are necessary to
find the last bugs.
2.1 Definition
Let us first emphasize the fact that the language of CRPs is not a programming language
but a specification language. For instance, it is said down below that a process is a
sequential program. This does not mean that a process must be executed sequentially; it
just says that the observable effects of a process must be the same as if it were executed
sequentially – performance excepted. The degree of parallelism of a CRP system bears no
relation to the number of its processes, and is mostly under control of its implementor.
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2.1.1 Processes
A process is a sequential program which can communicate with other processes through
channels (see below). With the exception of channels, all variables are local to one and
only one process and are not visible from other processes1. The code of a process can
be written in any convenient algorithmic language. I use C here, but other choices are
possible: Pascal, Fortran and others.
The code of a process is regular, or has static control [7] in the following sense:
• Statements are assignments statements and bounded loop statements. All variables
are considered part of some array, scalars being zero-dimensional arrays. Each state-
ment modifies only one memory cell, and each array in the process has at most one
occurrence in the right hand side (rhs) of the assignment2.
• Loops are of the arithmetics progression variety (exactly the for loops of Pascal), and
the loop upper and lower bounds are affine forms in numerical or symbolic constants
and surrounding loop counters.
• The only method of address calculation is subscripting into arrays of arbitrary di-
mension. The subscripts must be affine forms in constants and surrounding loop
counters.
Some of these restrictions are quite natural when one is designing compute-intensive
embedded systems with real time constraints. It is difficult, for instance, to predict the
execution time of a while loop or of the traversal of a truly dynamic data structure. Other
restrictions can be lifted by preprocessing (goto removal, inductive variable detection,
subscript-like pointer detection, function inlining).
The iteration vector of a statement is a list of its surrounding loop counters, from outside
inward. An iteration vector for S cannot take arbitrary values. It must belong to the
iteration domain of S, which is obtained by stating that each counter is within the bounds
of the corresponding loop. Under the assumption that the program is regular, iterations
domains are convex polyhedra (or, more precisely, sets of integral points inside polyhedra).
In the presence of conditionals, an iteration domain may be a union of polyhedra instead
of a single polyhedron. I will ignore this complication in what follows.
Let DS be the iteration domain of statement S. An iteration of S or operation is written
〈S, x〉, x ∈ DS where x is the iteration vector. The set of operations of a process P is the
disjoint union:
EP =
⋃
S∈P
{〈S, x〉 | x ∈ DS},
and the set of operation of a process system is ∪P EP . In more abstract contexts, I may
simply write u ∈ E for an arbitrary operation.
1The model can tolerate read-only global variables (e.g. tables of constants). This facility is not
discussed here for brevity sake.
2This restriction is there just to simplify notations.
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2.1.2 Channels
A channel is an array of arbitrary dimension which is used as a communication medium
from a process to another process. Channels are unidirectional. One process is declared as
the writer to a channel. Considered as an array, each cell of the channel must be written
only once by its writer: this is the single assignment property. Writing to a channel is
non-blocking.
On the other hand, a channel may have any number of readers, and there are no
constraints on the pattern of reading. Reading is not destructive: a value remains in a
channel at least as long as some process may have some use for it. If a process reads a cell
which has not yet been defined, it blocks until a definition happens.
W(A) denotes the set of operations that write into channel A with subscript function
ωA, and R(A) denote the set of operations that read from A with subscript function ρA.
Clearly, W(A) ⊆ E and R(A) ⊆ E. The set:
F(A) = {ωA(u) | u ∈ W(A)}
is the footprint of A. If the following constraint:
G(A) = {ρA(u) | u ∈ R(A)} ⊆ F(A) (1)
is not satisfied, it is clear that some process will block for ever when accessing a memory
cell in G(A) −F(A).
2.1.3 Connections
It is possible to assume that processes have direct access to channels. However, in real life
applications, it is better to assume that processes access ports, and that ports are connected
by channels. This allows, among other possibilities, that a process be reused several time
with different channel connections.
When connecting ports, one must verify (statically) that each channel has only one
writer, that the single assignment property is verified, that the two ports have the same
(data) type and dimension, and that the constraint (1) is satisfied. The connections are
specified by a glue language yet to be specified (however, see the example below).
In what follows, and for the sake of simplicity, I will omit this connection step (which
poses no theoretical problem) and assume that processes are directly connected to channels,
and that all necessary verifications have already been done successfully.
2.2 An Example
The following trivial example specify a system in which a producer generates an infinite
stream of values which are sent to a consumer process which compute a sliding mean.
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process producer(outport X[]){ process consumer(inport Y[]){
int i; float s;
for(i=0;;i++) int i;
X[i] = f(i); s = 0.0;
} for(i=0;;i++)
s = 0.5*(s + Y[i]);
}
/* the glue code */
channel float A[];
main(void){
producer(A);
consumer(A);
}
The new keywords process, inport, outport and channel are self-explanatory. Tech-
nically, they appears as new storage specifiers in the C grammar. In the glue code, one
starts a process with the same syntax as for a function invocation. However, the process
call returns immediately. Processes can have ordinary parameters, but this facility has not
been used here.
2.3 Data Dependences
Data dependences were defined, as early as 1966, for the purpose of parallelization [4].
Two operations are in dependence if interchanging them in the execution order changes
the final result of the program. This is a global definition, which in general is too complex
to be usable. A more local definition is: two consecutive operations are in dependence if
interchanging them change the history of some variable. This definition involves semantics
considerations. For instance, to see that the two operations x = x+1 and x = x+2 are
(locally) independent, one needs some knowledge of elementary arithmetics. The merit of
Bernstein is to have given a purely syntactical criterion for dependence. An operation u
being given, let R(u) be the set of memory cells that are read by u (on which the effect
of u depends) and W (u) be the set of cells which are modified by u. Without loss of
generality, we will suppose in this paper that W (u) always is a singleton. Then u and
v are in dependence if at least one of the three sets W (u) ∩ W (v) (output dependence),
W (u) ∩ R(v) (flow dependence) and R(u) ∩ W (v) (anti-dependence) is not empty.
Data dependences are concerned with the case where the memory cells under consid-
eration are local to some process. It follows that u and v belong to the same process and
that sequential order is well defined. One says that v depends on u (in symbols u δ v) if u
and v are in dependence and if u <seq v.
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2.4 Communication Dependences
Assume now that the variable which causes the dependence is a channel cell. We can still
says that two operations may be in dependence, with the same definition as above. It
is clear that the dependence cannot be an output dependence, since each channel cell is
written only once. One must impose a flow dependence (no read can be executed before the
first and only write), and this is sufficient to eliminate all anti-dependences. Hence, each
dependence involving a channel cell (a communication dependence) is a flow dependence
and is oriented from the write operation to the read operations. These operations clearly
belong to different processes, hence this ordering does not conflict directly with any other
ordering in a CRP system.
In what follows, I will use the same symbol, δ , for data and communication depen-
dences.
2.5 The Programming Model of CRP Systems
One may imagine the execution of a CRP system in the following way:
• Each process is executed sequentially on a separate processor. This processor has
access to a private memory which holds its local variables.
• Each processor can also access a global memory which holds the channels. Each cell
of this memory is associated to a full/empty bit. Initially, this bit is set to “empty”.
When the cell is written for the first time, this bit is reset to “full”. A write to a full
cell is an error.
• A processor which attempt a read to an empty cell is stalled until the cell is filled.
Observe that this model is completely asynchronous. The relative speeds of the pro-
cessors are not specified, and may, in fact, be arbitrary. Despite this basic asynchrony, it
can be proved that the behavior of the system is determinate in the following sense: for
all legal executions, all memory cells have the same history. This property is similar to the
famous result of Kahn: in a Kahn Process Network, each channel history is the same for
all legal executions. The proof is rather technical and will be given elsewhere.
3 Scheduling
3.1 Target Architectures
In contrast to the above programming model, most of today electronic systems are syn-
chronous: there is one global clock, and all changes of state occur in relation to the clock.
More precisely, these systems are“globally asynchronous and locally synchronous”(GALS);
there are several unrelated clocks, and different clock domains communicate through syn-
chronization protocols, like handshake or bus arbitration. The theory of multiple clock
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systems is still in infancy. We will postulate here that the target system is fully syn-
chronous. This model fits well with the structure of VLIW processors or ASIC/FPGA
special purpose circuits. An unspecified VLIW processor will be the main target architec-
ture in what follows.
3.2 Schedules
A schedule is a function which assign a starting time to all operations in a program. In
other words, a schedule is a function from E to the set of time values, T . But what is
time? One possibility is to consider physical time. In that case, T is the set of non-negative
integers, time being measured in clock cycles. This approach is suitable to deal with fine-
grain systems in which execution time is well defined (typically 1 clock cycle), and with
real time problems.
Another possibility is to consider a schedule as just a way of specifying an execution
order. In that case, T is any ordered set. θ being a schedule, the associated order is:
u <θ v = θ(u) < θ(v).
The favorites for T are again IN and INd, lexicographically ordered. This second case gives
rise to the so-called multidimensional schedules.
The execution order which is defined by a schedule must be legal, i.e. it must extend
the dependence relation:
∀u, v ∈ E : u δ v ⇒ θ(u) < θ(v). (2)
To solve this functional inequality, one has to postulate a shape for θ. The usual choice is
that θ(〈S, x〉) is an affine form in the iteration vector, x:
θ(〈S, x〉) = hS.x + kS, (3)
where hS is the timing vector of S and kS is a scalar. For regular programs, this choice
has the advantage that everything in (2) become affine, and that powerful results from
the theory of linear inequalities, like Farkas lemma [17], can be used to characterize the
solutions. The reader is refered to [7, 8] for details. A short review of the method will be
given below.
3.3 Solving the Scheduling Constraints
The first step of the solution consists in splitting formula (2) according to the source and
sink of dependences. For a given pair of statements, S and T , the constraint now reads:
∀x ∈ DS, y ∈ DT : 〈S, x〉 δ 〈T, y〉 ⇒ θ(〈S, x〉) < θ(〈T, y〉). (4)
Each such constraint represents in fact O(Card DS × Card DT ) linear constraints on
the coefficients of θ. This number is usually enormous, or even infinite in the presence
of unbounded parameters or non-terminating loops. However, thanks to the fact that the
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schedules are affine, and that the constraints defining δ are affine, these constraints can be
compressed into a short finite set.
This compression can be done either by the vertex method [16] or by making use of the
following version of Farkas lemma:
Lemma 1 The formula:
∀x : Ax + b ≥ 0 ⇒ c.x + d ≥ 0
is equivalent to:
∃λ0 ≥ 0, λ ≥ 0 : λ.b + λ0 = d, λA = c.
provided that the system Ax + b ≥ 0 is feasible.
In this formula, A is an m × n matrix, x is an n-vector, b is an m-vector, c is an n-vector
and d is a scalar.
To apply this result, let x be the concatenation xS, xT of the iteration vectors of S and
T . Let Ax+ b ≥ 0 be the system of constraints that define the dependence relation from S
to T . One first checks that this system is feasible. If not, the dependence does not exists
and impose no constraints on the schedules.
The inequality c.x + d ≥ 0 is taken as the delay between execution of 〈S, x〉 and 〈T, t〉:
c.x + d = (−hS, hT ).(xS, xT )T + kt − kS − 1 ≥ 0,
which gives the equivalent formulas:
λA = (−hS, hT ), (5)
λb + λ0 = kT − kS − 1. (6)
For regular programs, A and b can be extracted from the program text by a simple
analysis. Hence, (5) is a system of linear equations in positive variables. There is such a
system for each dependence, and the schedules must satisfy all of them. Hence, one has to
gather all such constraints, and submit the grand system thus constructed to some linear
programming tool. Most of the time, such a system has many solutions (i.e., many legal
schedules). One can introduce a linear objective function and select the best solution in
some sense (minimum length of the critical path, for instance).
However, in some cases, the system (5) is not feasible. This may be due to the presence
of deadlocks in the interconnection system. But the failure may sometime be traced to
complexity reasons. A program that has an affine schedule can be executed in linear time
when enough processors are available. It is clear that there exists programs for which this
is impossible. One can resort in this case to multidimensional schedules, whose parallel
latency is polynomial. The construction of multidimensional schedules is explained in [8].
We will ignore this difficulty in this preliminary paper.
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4 Scalability
The number of unknown in a scheduling problem is of the order of the number of statements
times the mean depth of loop nests. The number of dependences is in general quadratic
in the program size, and the number of constraints per dependences is again proportional
to the mean nesting depth. Lastly, the Simplex algorithm, while exponential in the worst
case, has a high probability of being cubic in the number of unknowns or constraints, when
these two numbers are of the same order of magnitude. Hence, the direct solution of the
scheduling constraints by linear programming does not scale well.
4.1 Elimination of the Farkas Multipliers
The first step in improving the scalability of the method consists in eliminating the Farkas
multipliers. The important point is that there is one independent set of Farkas multipliers
per dependence. Hence, the elimination can proceed one dependence at a time. The
complexity of the elimination is linked to the maximum nesting level of the program, a
small integer. The number of eliminations is equal to the number of dependences, which
is at most quadratic in the size of the program.
Since the Farkas multipliers occurs in linear equations, one can start by using Gaussian
elimination. In general, there are more unknowns than equations: all Farkas multipliers
cannot be eliminated. The resulting constraints express the fact that the eliminated mul-
tipliers must be positive. This trick has been proposed in [7] and has proved very efficient
in practice.
But one can go farther than that. The remaining Farkas multipliers can be eliminated by
the Fourier-Motzkin method, thus leaving as sole unknowns the coefficients of the schedules.
It is well known that Fourier-Motzkin elimination has a tendency to create new constraints
in large number. This does not happen here, because the number of eliminated variables is
small and the constraint matrix is sparse. In fact, my experience shows that, most of the
time, the constraint system after Fourier-Motzkin elimination is smaller than the original.
4.2 Stepwise Scheduling
After the elimination of the Farkas multipliers, the number of unknowns has roughly been
divided by two, and the number of constraints has stayed the same or may have increased
slightly. Scheduling is still not scalable. To go further, one has to observe that the con-
straint matrix is sparse, or, rather, block sparse. In fact, a dependence from S to T being
given, the resulting constraints can be written as:
MST (hS, kS)
T + NST (hT , kT )
T ≥ 0. (7)
If one compress each block MST or NST to a single cell, one gets the incidence matrix of
the dependence graph.
If the scheduling problem is solved by a variant of the simplex algorithm, one cannot
make use of this sparsity to speed up the resolution: the simplex has fillup. In fact,
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the simplex algorithm is very similar to Gaussian elimination, with the exception that the
choice of the pivot, which is almost arbitrary in Gaussian elimination, is highly constrained
in the simplex. Hence, one cannot choose the pivot that generates the less fillup, as in direct
methods for sparse linear systems solution [18].
The solution is to use projection algorithms. The projection of a set D in IRn+1 along
its first dimension is:
P = {x | ∃y : y.x ∈ D}. (8)
It is well known that if D is a polyhedron, so is P . For polyhedra, there are several
projection algorithms:
• The simplest one is the Fourier-Motzkin algorithm. Its complexity is super exponen-
tial. Part of this complexity is due to the fact that the resulting system of constraints
contains many redundant inequalities.
• One can also use parametric linear programming as in PIP [6]. The complexity is
less, but the result still has many redundancies.
• Lastly, if one knows the Minkowski representation of D, it is easy to find the Minkowski
representation of P . From that, one can reconstruct an irredundant constraint system
with the Chernikova algorithm.
The last solution is probably the best one, especially since there exists an efficient imple-
mentation [20]. However, for the preliminary experiments that are reported here, I have
used the Fourier-Motzkin algorithm coupled to a naive redundancy elimination method.
Whatever the projection algorithm, whenever one has chosen a point x ∈ P , one can
find – in time linear in the number of constraints of D – a segment [a, b] such that if
a ≤ y ≤ b, then y.x ∈ D. We can thus solve a system of affine constraints by successively
eliminating all unknowns, selecting a point in the last – one dimensional – projection, and
then back propagating the result until all unknowns have been valued. One can show that
all feasible points for the initial constraints can be obtained in this way.
This suggest the use of the following algorithm:
• For each statement S:
– Collect all the rows of M where hS has a non-zero coefficient.
– Eliminate hS.
– Remember the bounds for hS.
• If the resulting system is trivially unfeasible (−1 ≥ 0) stop. No schedule exists.
• For each statement S in reverse order:
– The bounds for hS are constants. Select a value within the bounds for hS (e.g.
the lower bound).
– Substitute these values in all other bounds.
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4.3 Choosing the Next Victim
Obviously, whether this algorithm is scalable depends both on the way the variable to
be eliminated is chosen and on the shape of the dependence graph. If for instance the
dependence graph is complete, at each elimination all constraints are involved, and there
will be no improvement. Fortunately, the dependence graphs one encounter in practice
are far from being complete, simply because programmers cannot manage code in which
everything depends on everything. One can model the elimination process by a hypergraph
on the statements of the program. A hypergraph is a generalization of a non-oriented graph.
While in an ordinary graph, an edge is a set of exactly two vertices, in a hypergraph, the
number of vertices per hyperlink is arbitrary.
Initially, the hypergraph is the Dependence Graph. To understand how to mimics the
elimination process, suppose we have decided to eliminate statement S. We have to take
into account all constraints in which hS has a non-zero coefficient, i.e. all dependences which
have S as a source or a sink, i.e., all hyperlinks which contain S. After the elimination,
we are left with a system of constraints which may include hT for all T adjacent to S,
and S has disappeared. The new hyperlink is given by: ∪eSe − {S}, where e is any
hyperlink. The resulting constraint matrix will still be block sparse. The new hyperlink
gives an estimates of the set of vertices which participate in the new block. The estimate
is conservative: some vertices may disappear due to the vagaries of projection algorithms.
Based on this simulation we may devise several heuristics. For instance, one may select
the vertex which results in the smallest hyperlink. A simpler method is to select the vertex
with the smallest degree. For the moment, I have used the dumbest heuristic: eliminate the
first remaining statement. Experience with a limited set of programs shows that while this
technique does not reduce much the number of constraints, the number of unknown at each
elimination step decreases sharply, which is a big improvement since the Fourier-Motzkin
algorithm is super exponential in the number of unknowns.
5 Modularity
In language and compiler design, the standard definition of a module is“a part of a program
which can be partially compiled without reference to other parts”. Traditionally, the result
of partial compilation is called an object. When all modules have been compiled, another
processor, the linker is needed to finish the construction of the program. Modularity has
many advantages. Modules promote reuse. Also, in case of a modification, one recompile
only the affected module(s). As we have seen earlier, the natural unit of compilation for a
parallel program is the process.
5.1 Channel Schedules
Going back to the scheduling constraints (2), one can see that processes are not isolated
from each others, as there will be relations between the schedules of the writer and the
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readers of each channel. This does not allow modular scheduling. The solution is to provide
some “insulation” between processes.
Observe that each cell in a channel A is written only once at a definite time by state-
ments from only one process Therefore, one can postulate the existence of a channel sched-
ule θ(〈A, x〉) such that the value A[x] is guaranteed to be defined at time θ(〈A, x〉) (and
later). For simplicity, I assume here that θ is affine. This is a loss of generality. Even
when all statements have affine schedules, since a channel can be divided in parts, each
part being written by a different statement, the channel schedule may be only piecewise
affine. This problem can be taken into account along the lines of [9] and is left for future
work.
The value of a channel schedule is clearly not defined for x ∈ F(A), but it may be
that the linear formula for θ nevertheless gives spurious values beyond that domain, by a
process of extrapolation. This is why the property (1) must be checked independently.
With this definition, a dependence on a channel array can be split in two parts:
• On the write side, a cell is not available before it has been written. Let S : A[ωA(x)] :=
· · · be a statement that writes into A:
θ(〈A,ωA(x)〉) ≥ θ(〈S, x〉) + 1 (9)
• On the other side, a cell cannot be read before it is available. Let R : · · · :=
· · ·A[ρA(x)] · · · be a statement that read A:
θ(R, x) ≥ θ(〈A, ρA(x)〉). (10)
The 1 in formula (9) is intended to represent a propagation delay through the channel. I
have arbitrarily inserted this delay on the write side, but many other configurations can
be used without changing the overall method.
5.2 The Modular Algorithm
Let hP be the concatenation of the timing vectors for all statements in process P , and
let hA be the timing vector for array A. After application of the Farkas algorithm to (9)
or (10) and elimination of the Farkas multipliers, the shape of the constraint matrix is as
follows.
For each process P there is a system UP hP ≥ 0 which represents the constraints gener-
ated by the inner dependences in P . The matrix UP is block sparse, and each of its blocks
is one of the MS or NS blocks in formula (7). For each process P and each channel A which
is connected to P there is a system VAP hP + WAP hA ≥ 0 which represents the constraints
generated by the communication dependences of the system. These observations suggest
the following modular scheduling algorithm.
1. Construct the constraint matrix for each process and its adjacent channels.
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2. For each process P eliminate hP from the constraints:
UP hP ≥ 0, VPAhP + WPAhA ≥ 0, for all A connected to P (11)
This first pass of compilation is modular, in so far as this can be done one process
at a time, without reference to other processes. The result is a system of constraints
on channel schedules.
3. When all such communication constraints have been computed (or collected from a
repository), they can be solved as a whole, giving a solution for the channel schedules.
Again, the communication constraints matrix is block-isomorphic to the communica-
tion graph of the whole system, and has a high probability of being sparse. This is
the only place where the system has to be considered in toto.
4. The solution for the channel schedules can then be substituted in the bounds for
the coefficients of the schedules, and these coefficients can be recovered by back-
substitution.
5. It remains to gather all schedules and submit them to a code generator. With present
day tools [2], there is no hope of staying modular there, unless one deals with highly
specialized architectures. However, tools like CLooG are quite efficient and can han-
dle very large programs.
Consider the example of Sect. 2.2. The first step is to compile the two processes. Let:
θ(〈W, i〉) = αi, θ(〈Z〉) = β, θ(〈R, i〉) = γi + δ, θ(〈A, x〉) = εx + φ.
The producer has no data dependence, hence the only constraint is a communication con-
straint:
i ≥ 0 ⇒ εi + φ ≥ αi + 1.
Application of the Farkas algorithm gives φ ≥ 1 and ε ≥ α after elimination of the multi-
pliers. After elimination of α, the only remaining constraint is φ ≥ 1.
In the consumer there is a flow dependence from Z to R, which gives δ ≥ β + 1, and
a flow dependence from R to itself, which gives γ ≥ 1. Lastly, there is a communication
dependence from A to R which entails φ ≤ δ and ε ≤ γ. The next step is the elimination
of β, γ and δ from the system of constraints:
δ − β − 1 ≥ 0, γ ≥ 1, φ − δ ≥ 0, γ − ε.
The resulting system is empty. The only communication constraint is φ ≥ 1 whose smallest
solution is φ = 1. From there, one may reconstruct the schedules:
θ(〈W, i〉) = 0, θ(〈Z〉) = 0, θ(〈R, i〉) = i + 1, θ(〈A, x〉) = 1.
This solution is not satisfactory, since one has to deposit an infinite number of values in
A in one clock cycle. An easy way out is to slow down the producer by introducing a
dependence:
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C: t = f(i);
W: A[i] = t;
The schedules become:
θ(〈C, i〉) = 2i, θ(〈Z〉) = 0, θ(〈W, i〉) = 2i + 1, θ(〈A, x〉) = 2i + 2, θ(〈R, i〉) = 2i + 2.
Notice that it was not necessary to recompile the consumer. These schedules correspond
to a VLIW program whose kernel is:
clock cycle C W R
even * *
odd *
6 Related Work
While the literature on automatic parallelization is enormous, and the literature on schedul-
ing is only slightly smaller, the problems of modular parallelization and of modular schedul-
ing have not been extensively considered by the academic community, let alone industry.
In [19], the unit of modularity is the procedure, whose effect is summarized by com-
puting regions. The drawback of this method is that one can find parallelism between
procedure calls, and also inside procedures, but not parallelism that requires a transforma-
tion involving both a procedure and its calling context.
Nearer to the subject of this paper, Risset and Quinton [15] have defined structured
scheduling for systems in the Alpha specification language [13]. Systems can be scheduled
independently. The schedules of several systems are then composed to give the global
schedule. This is possible only if somewhat stringent restrictions are imposed on systems.
The use of processes in parallel programming dates back to the commencement of the
subject. Kahn Process Networks [11] have been a source of inspiration for the present
paper. The main difference is that in KPN, there are no constraints on the definition
of each process – which may not be a program in the usual sense – hence their a priori
analysis and compilation is almost impossible. This results in the present situation, where
KPN are only used for simulation or even direct execution. In contrast, CRP systems can
be checked statically or compiled into synchronous programs.
7 Conclusion and Future Work
This paper is very preliminary and many problems have to be solved if our proposal is
to become a practical solution for the design of embedded systems. Let us quote some of
them:
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• In the above description, there is nothing to bound the size of a channel. One needs
a way of constructing schedules under the additional constraint that each channel
uses no more than a given amount of memory. Let us note that the inverse problem
(finding the amount of memory needed to support a given schedule) has been the
subject of much research and that good solutions are known [12, 5].
• One may also want to constrain the schedule to use no more than a given number of
functional units. It is well known that constraining the amount of memory also limits
the degree of parallelism and hence the number of functional units. There might be
better solutions than this indirect approach.
• For complexity reasons, as soon as resources are in a fixed finite amount, the re-
striction to affine schedules is no longer tenable. One has to use many-dimensional
schedules. While there are methods for constructing such schedules [8], building their
modular extension is by no means obvious.
• On a more practical point of view, the use of the Fourier-Motzkin algorithm for doing
projections is not possible beyond a given complexity. One must experiment with
more efficient methods, like Chernikova’s algorithms.
• Many problems in, e.g., image processing, are outside the regular (or polytope) model.
One may sometime obviate this difficulty by overestimating dependences, or by en-
capsulating the irregular program parts, or by asking for help from the programmer.
There is much work to be done in this direction.
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