Abstract. An explicit construction characterizing the operator-valued Bergman inner functions is given for a class of vector-valued standard weighted Bergman spaces in the unit disk. These operator-valued Bergman inner functions act as contractive multipliers from the Hardy space into the associated Bergman space, and they have a natural interpretation as transfer functions for a related class of discrete time linear systems. This points to a new interaction between the fields of invariant subspace theory and mathematical systems theory.
Let U, X , and Y be general not necessarily separable complex Hilbert spaces, and let
A ∈ L(X ), B ∈ L(U, X ), C ∈ L(X , Y), and D ∈ L(U, Y)
be bounded linear operators. Let n ≥ 1 be an integer. We shall consider operator-valued analytic functions of the form (0.1)
Notice that the function W defined by (0.1) is analytic for z close to the origin and that
W (z) is an operator in L(U, Y).
The operator-valued analytic functions of the form (0.1) admit a natural interpretation as transfer functions for a related class of discrete time linear systems. Consider the discrete time linear system generated by the system of recurrence relations Then the function W given by (0.1) is the transfer function for system (0.2), which means that y(z) = W (z)u(z) (see Theorem 1.1). The notation here is adapted from mathematical systems theory. The space U is the input space, the space Y is the output space, and the space X is the state space of system (0.2). The operator A ∈ L(X ) is called the state space operator, the operator B ∈ L(U, X ) is called the input operator, the operator C ∈ L(X , Y) is called the output operator and the operator D ∈ L(U, Y) is called the feedthrough operator for system (0.2). System (0.2) can be thought of as a machine that, given an input sequence {u k } k≥0 in U, produces an output sequence {y k } k≥0 in Y by the recurrence relations (0.2). Initially the machine is at rest, and at time k ≥ 0 the state of the machine shifts from x k to x k+1 .
We remark that for n = 1, system (0.2) reduces to the standard type of discrete time linear system (0. 3) x k+1 = Ax k + Bu k , x 0 = 0,
which was studied by Helton in [13] and by others. The novelty of system (0.2) for n ≥ 2 is that the state x k+1 depends on the previous state x k and on all of the previous inputs {u j } k j=0 . We shall need a class of vector-valued standard weighted Bergman spaces that we now proceed to define. Let n ≥ 1 be an integer, and let Y be a general not necessarily separable Hilbert space. We denote by A n (Y) the Hilbert space of all Y-valued analytic functions for y ∈ A n (Y) given by (0.4). It is easily seen that the shift operator S n is bounded on A n (Y) and has norm equal to 1 (the weight sequence {µ n;k } k≥0 is monotone decreasing and the quotient µ n;k+1 /µ n;k tends to 1 as k → ∞). We mention that the weight sequence {µ n;k } k≥0 is a sequence of moments of a radial measure dµ n on the closed unit disk in the sense that
and the norm of A n (Y) can also be expressed as
The measure dµ 1 is the normalized Lebesgue arc length measure on the unit circle T = ∂D, and for n ≥ 2, the measure dµ n is the weighted area measure given by dµ n (z) = (n − 1)(1 − |z|
where dA is the usual planar Lebesgue area measure normalized so that the unit disk D is of unit area (see [ 
is a wandering subspace of A n (Y) called the wandering subspace for I. In favorable cases, a shift invariant subspace I of A n (Y) can be reconstructed by its wandering subspace E in the sense that (0.5)
By now, there are well-known results by Halmos [10] , Aleman, Richter, and Sundberg [3] and Shimorin [18, 19] establishing (0.5) for a general shift invariant subspace I of A n (Y) for the values n = 1, 2, 3; see also [14] for some related summability results. Approximation results of this type clearly point to the need for a better understanding of the structure of wandering subspaces in the Bergman spaces. 
Note that, by property (1) of Bergman inner functions, the range
is a closed subspace of A n (Y); this subspace is isometrically identified with U. By a polarization argument, from property (2) we deduce that
This means that the range W (U) is a wandering subspace of A n (Y).
We shall show in this paper that a general wandering subspace These results provide a complete explicit description of the L(U, Y)-valued Bergman inner functions for A n (Y) involving operator (in)equalities. In this way we obtain a new interpretation of operator-valued Bergman inner functions as transfer functions for a class of systems of the form (0.2). To describe these results, we need some more preparation.
Let n ≥ 1 be an integer.
Associated with an n-hypercontraction A ∈ L(X ) we have the operators We also need some operator model theory for n-hypercontractions. Recall that an operator A ∈ L(X ) is said to be of class C 0· if lim k→∞ A k = 0 in the strong operator topology, meaning that lim k→∞ A k x = 0 in X for every x ∈ X (see [20, II.4] ). Let A ∈ L(X ) be an n-hypercontraction of class C 0· . For x ∈ X , we define a D n,A -valued analytic function V n x in the unit disk D by the formula
In earlier work we have shown that the map V n : x → V n x is an isometry
In this way, an n-hypercontraction A ∈ L(X ) in the class C 0· is naturally modeled as part (restriction to an invariant subspace) of the adjoint shift operator S * n on A n (D n,A ) by the map V n , which puts the earlier result of Agler [1, 2] in a more explicit form. We have also shown that this model of an n-hypercontraction of class C 0· as part of an adjoint shift S * n is unique up to a movement of the coefficient space D n,A . The proofs of these results can be found in [15, §6 and §7] . Here we also mention the recent related publications in a multivariable context by Ambrozie, Engliš, and Müller [4] and Arazy and Engliš [5] .
Let A ∈ L(X ) be an n-hypercontraction. We shall consider bounded linear operators
, and (0.8) As soon as we know that operator-valued Bergman inner functions for A n (Y) correspond to transfer functions for a class of systems of the form (0.2), the problem of finding efficient realizations of this kind arises. This is similar to what is known as the realization problem in mathematical systems theory, and we discuss this matter in §5 in this paper. A system of the form (0.2) in which A ∈ L(X ) is an n-hypercontraction of class 
of X to make the system (0.2) minimal. Identities (0.7)-(0.9) can be interpreted in terms of an associated block operator matrix. Let A ∈ L(X ) be an n-hypercontraction. We denote by X n the space X equipped with the equivalent norm
The fact that these two expressions for the norm · n are equal follows by [16, Lemma 3.1] .
Observe that X 1 = X . We denote by I n : X → X n the inclusion map of X into X n defined by I n x = x for x ∈ X . Identities (0.7)-(0.9) can then be restated by saying that the block operator matrix
is an isometry of X ⊕ U into X n ⊕ Y (see Theorem 3.1). Note that the block operator matrix
is the so-called system matrix for system (0.3), and recall the terminology that system (0.3) is said to be isometric if the system matrix θ 1 is an isometry of
There is a natural choice of operators B, C, and D that makes the block operator matrix θ n a unitary operator. It turns out that the operator Lemma 3.2) . By a well-known construction going back to Halmos [9] , this allows us to conclude that the block operator matrix
is a unitary operator of X ⊕D A * n onto X n ⊕D n,A (see Theorem 3.2). The operator-valued analytic function W of the form (0.1) corresponding to this quadruple (A, B, C, D) of operators is given by
. We remark that in the case where n = 1 and A ∈ L(X ) is a contraction operator, this construction gives the so-called characteristic operator function 
We also show that the operator-valued Bergman inner functions act as contractive multipliers from the Hardy space A 1 (U) into the Bergman space A n (Y) (see Theorem 6.1). This multiplier property can be restated as a norm bound for the input-output map for the corresponding system of the form (0.2) (see Corollary 6.2). We mention that in the scalar case the contractive multiplier property of Bergman inner functions goes back to Hedenmalm [11] . §1. System-theoretic interpretation Our purpose in this section is to interpret an operator-valued analytic function of the form (0.1) as the transfer function for the discrete time linear system (0.2). This interpretation is provided by Theorem 1.1 below.
We start with a preparatory remark. Let m ≥ 1 be an integer, and consider the standard power series expansion
Computing the backward shift of this power series, we arrive at the formula
where the last identity is elementary.
An operator-valued analytic function of the form (0.1) can be generated by a system of recurrence relations as follows. Theorem 1.1. Suppose the sequences {u k } k≥0 , {x k } k≥0 , and {y k } k≥0 in the spaces U, X , and Y, respectively, are obtained from the system of recurrence relations
, where the function W is given by (0.1) and
By the first of the recurrence relations, we have
Recall the power series expansion (1.1). We set m = n − 1 and substitute the operator zA for z in (1.1) to conclude that
Next, we substitute this identity in (1.2) and solve for x(z), obtaining
By the last of the recurrence relations we have
where the function W is given by (0.1). This completes the proof of the theorem.
In fact, this is the content of the first of the recurrence relations in Theorem 1.1.
§2. Construction of Bergman inner functions
In this section we give a construction of Bergman inner functions of the form (0.1) using identities (0.7)-(0.9). This construction is provided by Theorem 2.1 below.
First, we compute the power series expansion of the function W given by (0.1). Recall the power series expansion (1.1). We set m = n and substitute the operator zA for z in (1.1) to obtain
This makes obvious the power series expansion
For easy reference, we record the following lemma.
Proof. See [16, Lemma 2.3] . The proof involves the operator model theory for n-hypercontractions; see [15, §7] . We omit the details.
be operators satisfying (0.7), (0.8), and (0.9). Then the function W given by
Proof. First, we show that W u 2 A n = u 2 for u ∈ U (property (1) of Bergman inner functions). By the power series expansion (2.1), we have
Notice that
where the last identity follows from (0.9).
by (2.1). We have
where the second identity follows by (0.7) and a change in the order of summation. A polarization argument and Lemma 2.1 show that
This allows us to conclude that
where the last identity is a consequence of (0.8). This completes the proof of the theorem.
Remark 2.1. We remark that in Theorem 2.1 it suffices to assume that identities (0.7) and (0.8) are fulfilled when acting on elements of the subspace k≥0
of X admits the system-theoretic interpretation of being the approximately controllable subspace of X . §3. Block matrix interpretation of identities (0.7)-(0.9)
In this section we shall interpret the identities (0.7)-(0.9) in terms of the associated block operator matrix θ n in Theorem 3.1. This interpretation allows us to give a canonical example of operators satisfying these identities in Theorem 3.2 below.
Let A ∈ L(X ) be an n-hypercontraction. We shall denote by X n the space X equipped with the equivalent norm
The fact that the two expressions for the norm · n in (3.1) are equal follows from [16, Lemma 3.1] . Note that the norm · 1 coincides with the usual norm of X . We denote by I n : X → X n the inclusion map of X into X n defined by I n x = x for x ∈ X .
Lemma 3.1. Let A ∈ L(X ) be an n-hypercontraction, and consider the inclusion map
Proof. The computation is straightforward; see [16, Lemma 3.2].
Next we interpret (0.7)-(0.9) in terms of a certain associated block operator matrix.
Then the block operator matrix Proof. A computation shows that
By Lemma 3.1, we have
This shows that the identity A * n A n + C * C = I in L(X ) is equivalent to (0.7). By a similar argument, we check that the identity B *
is equivalent to (0.8), and that the identity B *
is equivalent to (0.9). This completes the proof of the theorem.
We recall a few facts about contraction operators. Let A ∈ L(X , Y) be a contraction operator. The defect operator for A is the operator
where the positive square root is used. The defect space D A for A is the closure in X of the range of the operator
and a defect space D A * contained in Y. We shall also need the formulas
(see [8, XXVII.1] or [9] ). A straightforward computation involving formulas (3.2) shows that the block operator matrix
The construction of this unitary block operator matrix goes back to Halmos [9] . Now we consider the operator A n = I n A in L(X , X n ) in some more detail.
Lemma 3.2. Let A ∈ L(X ) be an n-hypercontraction, and consider the operator
with defect operator and defect space given by
and the action of the defect operator
where the positive square root is computed in L(X n ).
Proof. First, we show that A n is a contraction operator in L(X , X n ). We employ the formula
for defect operators (1 ≤ k < n). Using this formula, we compute
This shows that A n is a contraction operator in L(X , X n ) with defect operator given by 
be the operators given by
Then the block operator matrix
Proof. This follows from Lemma 3.2 and the preliminaries on contraction operators preceding that lemma.
Let A ∈ L(X ) be an n-hypercontraction. Inspired by Theorems 3.1 and 3.2, we consider the operator-valued analytic function
Note that the function W n,A is analytic in D because A ≤ 1 and that First, we show that operator-valued Bergman inner functions naturally parameterize the wandering subspaces.
Theorem 4.1. Let E be a wandering subspace of A n (Y). Then there exists an L(U, Y)-valued Bergman inner function W for
A n (Y) such that E = {W u ∈ A n (Y) : u ∈ U}.
Proof. Let U = E, and for z ∈ D let W (z) ∈ L(U, Y) be the operator defined by
We denote by W k ∈ L(U, Y) the operator defined by W k u = u (k) (0)/k! for u ∈ U (kth Taylor coefficient). By the expression of the norm of A n (Y), we have W k 2 ≤ 1/µ n;k . A straightforward argument yields the power series expansion
Clearly, this shows that
Observe that W u = u for u ∈ U. Properties (1) and (2) of Bergman inner functions are obvious by construction.
We record also the following uniqueness property of Bergman inner functions.
Proposition 4.1. Let W j be an L(U j , Y)-valued Bergman inner function for
A n (Y) (j = 1, 2), and assume that
Furthermore, the operator U is uniquely determined by (4.1).
Proof. For every u 1 ∈ U 1 there exists u 2 ∈ U 2 such that W 1 u 1 = W 2 u 2 in A n (Y). By property (1) of Bergman inner functions we have u 1 2 = u 2 2 . Clearly, the map U : u 1 → u 2 gives an isometry of U 1 into U 2 satisfying (4.1). The uniqueness assertion in the proposition is obvious.
Next, we shall show that a general operator-valued Bergman inner function for the Bergman space A n (Y) can be realized as an operator-valued analytic function of the form (0.1) with A ∈ L(X ) an n-hypercontraction of class C 0· and (A, B, C, D) a quadruple of operators satisfying (0.7)-(0.9).
Theorem 4.2. Let W be an L(U, Y)-valued Bergman inner function for A n (Y). Then there exists an n-hypercontraction A ∈ L(X ) of class C 0· and operators

B ∈ L(U, X ), C ∈ L(X , Y), and D ∈ L(U, Y)
satisfying (0.7), (0.8), and (0.9) such that the function W has the form (0.1). 
Proof. Let I = [W (U)] = k≥0 S
such that the function W has the form
where the function W n,A is the generalized characteristic operator function for A given by (0.10). We set (4.4) (A, B, C, D) , the function W takes the form (0.1). We proceed to the proof of the fact that this quadruple (A, B, C, D) of operators satisfies (0.7)-(0.9).
Clearly, B ∈ L(U, X ) and C ∈ L(X , Y). By (3.2) and Lemma 3.2, we have
A * n (D A * n ) ⊂ D n,A .
Consequently, D ∈ L(U, Y). Obviously, (4.3) implies that with this choice of operators
We verify (0.7). Since V is an isometry, we have
where the second identity follows from the definition of the defect operator D n,A . Now we prove (0.8). Since V is an isometry, we have
Thus,
where the last identity follows from (3.2). We prove (0.9). We have
, where the last is true because U *
Therefore,
, where we have used a standard property of defect operators and the fact that U is an isometry. This completes the proof of the theorem.
The above proof relies heavily on the description of a wandering subspace as presented in [16] . We point out that an admissible choice of operators (A, B, C, D) is given by (4.2) and (4.4) above. §5. Controllability and observability of realizations
In this section, we discuss the properties of approximate controllability and observability of systems of the form (0.2) with A ∈ L(X ) an n-hypercontraction of class C 0· and a quadruple (A, B, C, D) of operators satisfying some additional conditions related to identities (0.7)-(0.9).
Consider a system of the form (0.2). We shall refer to the subspace
of X as the approximately controllable subspace of X , and we say that system (0. Proof. System (0.2) being approximately observable amounts to saying that
Assume that CA k x = 0 for k ≥ 0. By (0.7), we have
is an n-hypercontraction of class C 0· , the operator model theory in [15, §7] says that x = 0. This completes the proof of the theorem.
Next we discuss approximate controllability. We shall need the following lemma.
Lemma 5.1. Let A ∈ L(X ) be an n-hypercontraction, and let
Proof. Assume first that
and we have
This proves the "only if" part. Next, we assume that (I *
We proceed to the proof of the relation x = I * n I n AA * x. Write x = I * n y, where y ∈ X n . Then we have 
This completes the proof of the lemma.
Now we describe the non-approximately-controllable subspace of X .
Theorem 5.2. Consider a system of the form
Proof. We have
Recall that A n = I n A and B n = I n B. We can write
for k ≥ 0. This proves the first relation in (5.1). The second follows from Lemma 5.1.
Next, we relate the non-approximately-controllable subspace to the canonical embedding of the main operator as a part of an adjoint shift. We recall (see the Introduction) the map V n modeling an n-hypercontraction A ∈ L(X ) of class C 0· as part of the adjoint shift S * n on A n (D n,A ).
Theorem 5.3. Consider a system of the form
Proof. We shall use the formula
for the shift operator S n on A n (D n,A ). For a proof of this formula, we refer to [16, §1] .
is an isometry such that S * n V n = V n A, and this intertwining relation yields V * n S n = A * V * n by passage to adjoints. Performing a compression to X , we obtain
We shall also use the operator
, which is the left inverse of S n with kernel ker(L n ) = ker(S * n ) consisting of the constant functions in A n (D n,A ). The operator L n is realized naturally as the backward shift operator on A n (D n,A ) (see Shimorin [18] for related constructions).
A computation now shows that
Here the last identity follows from the observation that
showing that x ∈ X X c by Theorem 5.2. This proves the inclusion (5.2). Now, let n = 1. Observe that I *
is an isometry. This shows that the above formula (5.3) simplifies to
Also by Theorem 5.2, an element x ∈ X belongs to X X c if and only if
x, and formula (5.4) yields
and an easy estimation gives
showing that
, we can apply the same argument to show that then also S k+1 1 V 1 x ∈ V 1 (X ). Thus, equality occurs in (5.2) if n = 1. This completes the proof of the theorem.
We remark that the subspace
) has the interpretation of being the maximal shift invariant subspace contained in V n (X ). In particular, if V n (X ) contains a nonzero shift invariant subspace and the operators A ∈ L(X ) and B ∈ L(U, X ) are as in Theorem 5.3, then system (0.2) is not approximately controllable. The property of the subspace V n (X ) to contain no nonzero shift invariant subspace is naturally thought of as the property of the wandering subspace for the shift invariant subspace A n (D n,A ) V n (X ) to be maximal with respect to inclusion.
For n ≥ 2, we do not know whether equality occurs in (5.2). The assumption A n A * n + B n B * n = I in L(X n ) used in Theorems 5.2 and 5.3 is of a simplifying nature and is satisfied if the block operator matrix θ n is a unitary operator of X ⊕U onto X n ⊕Y. In general, system (0.2) being approximately controllable means that the subspace V n (B(U)) of V n (X ) is cyclic for the adjoint shift S * n restricted to V n (X ). §6. A multiplier property of Bergman inner functions Bergman inner functions act naturally as contractive multipliers from the Hardy space into the Bergman space. Our purpose in this section is to give a version of this contractive multiplier property in the context of operator-valued Bergman inner functions (see Theorem 6.1) and to discuss some of its consequences.
We denote by L 1 the backward shift operator on the Hardy space A 1 (U), defined by
for functions u ∈ A 1 (U) of the form 
In particular, the function W is a contractive multiplier from the Hardy space A 1 (U) into the Bergman space A n (Y).
Proof. Let u ∈ A 1 (U) be a U-valued polynomial of the form (6.1). We write the function W u as
where the last identity follows from property (1) of Bergman inner functions. Now we use the defect operator D S n to rewrite the above relation as
This proves the identity of norms in the theorem provided u ∈ A 1 (U) is a U-valued polynomial. The case of a general function u ∈ A 1 (U) follows by a standard approximation argument. This completes the proof of the theorem.
We note that the proof of Theorem 6.1 is based on an argument of Shimorin [19, Lemma 2.1]; see also [16, Theorem 4.1] .
We shall also discuss norm bounds with respect to some more general weighted Bergman space norms generalizing the earlier notion of A n (U)-spaces. We set
where α > 1 is a real number, and
where k ≥ 0 is an integer; here Γ(x) = ∞ 0 t x−1 e −t dt is the gamma function. If U is a Hilbert space and α ≥ 1 is a real number, we denote by A α (U) the space of all U-valued analytic functions
in the unit disk D with finite norm
The space A α (U) is a Hilbert space of U-valued analytic functions in D with reproducing kernel function
(see [12, Subsection 1.1] for the details).
The Shur theorem about Shur products of positive definite matrices leads to the following result on pointwise multipliers.
Proposition 6.1. Let α, β ≥ 1, and let W be an L(U, Y)-valued analytic function that is a contractive multiplier from
Sketch of the proof. Recall that an essential property of a kernel function is that it is positive definite. The assumption that the function W is a contractive multiplier from
is positive definite (see, e.g., [16, §4] for the details). Let γ > 0, and consider the function
The function K γ is positive definite, being the kernel function of a reproducing kernel Hilbert space (see also Shimorin [17] for a related discussion). A well-known result on products of reproducing kernel functions (see [6, I.8] ) shows now that the function 1
is positive definite. By the same arguments as above, this means that the function W is a contractive multiplier from A 1+γ (U) into A α+γ (Y). To arrive at the conclusion of the proposition, we set γ = β − 1.
We list a few corollaries to Theorem 6.1.
Corollary 6.1. Let W be an L(U, Y)-valued inner function for the Hardy space A 1 (Y).
Then the function W is an isometric multiplier of the Hardy space A 1 (U) into the Hardy space A 1 (Y).
Proof. The fact that the shift operator S 1 on A 1 (Y) is an isometry implies that D S 1 = 0. The result follows from Theorem 6.1.
For systems of the form (0.2) we obtain the following result.
be operators satisfying (0.7)-(0.9). If the output sequence {y k } k≥0 in Y is generated from the input sequence {u k } k≥0 in U by the system (0.2) of recurrence relations, then
Proof. By Theorem 2.1, the function W given by (0.1) is a Bergman inner function for A n (Y). Recall the interpretation of the function W as the transfer function for the system (0.2) provided by Theorem 1.1. The claim is now an obvious consequence of Theorem 6.1 and Proposition 6.1.
Remark 6.1. If n = α = 1, then equality occurs in (6.2) by Corollary 6.1.
The results of Theorem 6.1 and Proposition 6.1 also provide norm bounds for inputoutput maps of cascade connections of systems of the form (0.2). Namely, let W j be an L(U j , Y j )-valued Bergman inner function for A n j (Y j ) (j = 1, 2), and assume that the output space Y 1 is a closed subspace of the input space U 2 . Then the product function (W 2 W 1 )(z) = W 2 (z)W 1 (z), z ∈ D, is a contractive multiplier of A 1 (U 1 ) into A n 1 +n 2 −1 (Y 2 ). We omit the details.
Let A ∈ L(X ) be an n-hypercontraction. By Theorem 3.1, identities (0.7)-(0.9) are equivalent to the property that the block operator matrix
is an isometry of X ⊕ U into X n ⊕ Y. For n = 1 the latter condition means that the system matrix
for system (0.3) is an isometry of X ⊕ U into X ⊕ Y, which is often phrased by saying that system (0.3) is isometric. System (0.3) is said to be contractive if the system matrix θ 1 is a contraction operator of X ⊕ U into X ⊕ Y. It is known, more generally, that for a contractive system (0.3) the transfer function attains only contractive values in the unit disk D; that is, the transfer function for a contractive system (0.3) is a contractive multiplier from the Hardy space A 1 (U) into the Hardy space A 1 (Y) (see [7, Theorem 4 
.1]).
We suggest here the problem of finding a more general condition than that provided by Theorems 2.1 and 6. for such a multiplier. We refer to [16, §4] for the details.
It is well known that an operator is a multiplier if and only if it intertwines with the shift operator. Proof. We omit the details. Proof. Assume that (6.3) is true. Then for u ∈ U we have L I W u = W L 1 u = 0 in I, which implies that W u ∈ ker(L I ) = E I . Thus, W (U) ⊂ E I . Now, assume that W (U) ⊂ E I . We proceed to the verification of (6.3). Let u ∈ A 1 (U). We write this function as u = u 0 + S 1 L 1 u with u 0 ∈ U. We have
where the last identity is true because S n W = W S 1 . Observe that L I W u 0 = 0 because W (U) ⊂ E I , and that L I S n W L 1 u = W L 1 u because L I is a left inverse of S n | I . We conclude that L I W u = W L 1 u. This completes the proof of the proposition.
We mention that operators of the form L I above play an important role in the analysis of approximation theorems of the so-called wandering subspace type (see [14, 18] ).
