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INTRODUCTION
Generalized theories of differentiation in convex analysis [20 ] and more recently the nonsmooth analysis of Clarke [8 ] associate with an extendedreal-valued function f on Rn a multifunction (set-valued mapping) lf with graph in Rn x Rn. The elements of çf ~(Y) are called the subgradients or generalized gradients of f at x, and they are used in characterizing firstorder derivative properties of f such as are important especially in the analysis of problems of optimization. Since second-order properties could be useful in such analysis too, there have been various attempts to extend the operation of subdifferentiation from f to af No simple approach has seemed entirely satisfying, however, so this area of research is still in a state of flux. The purpose of the present article is to establish a number of facts that should help to clarify the situation and shed light on the limits of the possible.
Convex functions have been the main focus for work on generalized second derivatives. The classical theorem of Alexandrov [1 ] says that a finite convex function on an open convex set is twice differentiable almost everywhere in the sense of having a second-order Taylor's expansion. Alexandrov's proof is couched in a geometric language that is nowadays hard to follow, but the same thing has been proved in terms of the theory of distributions by Reshetniak [20 ] . It is closely connected with a result of Mignot [16, Theorem 1. 3 ] according to which a maximal monotone relation is once differentiable almost everywhere on the interior of its effective domain. Indeed, when f : Rn -~ R u { + is convex, lower semicontinuous and proper (not identically + oo), the subdifferential relation ~f is a maximal monotone relation whose effective domain includes the interior of the convex set dom f = ~ x ~ 1 f(x) (see [20, § 24 ] Proof The relation D = ~f is maximal monotone, as is well known ; cf. [20, § 24 ]. Proof The definition of ôL is explained in [20, § 35 ] [9 ] [23 ] ; moreover (see Cornet [11 ] and Penot [18 ] ).
The concepts of set limits that are employed hère are the usual ones (see Salinetti and Wets [27] (x, ~) , so is the graph of F at the point (u, F(u)) which corresponds to (.z, y) ; thus by Proposition 3.1 (b), F is strictly differentiable at u. Let _ (~(u), ~(u)) denote the point (x, y) E M that corresponds to (u, F(u)). Then 03C6, 03BE, and ~ are Lipschitzian on U and strictly differentiable at u, Moreover the range of the linear transformation is the image, under the derivative F(û)) of the inverse coordinate transformation, of the tangent space to gph F at (u, F(u)), which is the graph of thus it is TM(x, y). The range of the linear transformation is therefore the image of TM(x, J) under the projection in the first component, and we know this to be all of R". Thus Vç(u) is nonsingular. By the inverse function theorem (in the Lipschitzian version of Clarke [10 ] , for instance, since the Clarke generalized Jacobian reduces to V ç(u) in the present case) the inverse 03BE-1 exists as a Lipschitzian function in a neighborhood of x = ç(u). Then general theory of second derivatives that goes beyond the bounds of the conclusions which can immediately be drawn in this manner. Nevertheless it will be necessary to consider certain generalized limits of second-order différence quotients in order to formulate our results.
The limit concept we need is that of epi-convergence, which corresponds to set convergence of the epigraphs of functions. The theory of such convergence can be found in Dolecki, Salinetti and Wets [12 ] (see also Wets [28 ], Rockafellar and Wets [25 ] [3 ] [4 ] . The details will not be given here.
