We propose a method for estimating the parameters of contingency table models, which is motivated by a geometrical idea. Our method-bisector regression for contingency tables (BRCT)-is based on a nested structure of contingency table models. Our method estimates parameters corresponding to the interactions of lower orders after estimating or eliminating those of higher orders. BRCT generates a sequence of parameter estimates, each element of which represents a model and a parameter estimate. The length of the sequence is equal to the number of parameters, which is much smaller than the total number of models. We describe the BRCT algorithm and show an example. We provide explanations for two cases: (a) two factors and (b) K factors.
Introduction
In this paper, contingency tables are considered. We introduce a parametrization of multinomial distributions and propose an algorithm for estimating the parameters. The proposed algorithm is called bisector regression for contingency tables (BRCT). The main idea of BRCT comes from our previous works Komaki (2010, 2013) . In Hirose and Komaki (2010) , we proposed the bisector regression (BR) algorithm, which is an extension of the least angle regression algorithm (LARS, Efron et al. (2004) ). LARS is an algorithm for parameter estimation, which is related to the l 1 -regularization method (Tibshirani (1996) , Chen et al. (1998) , Hastie et al. (2009) ). In contingency table models, our interest is to estimate parameters corresponding to interactions between factors, levels, and cells. Factors are qualitative variables. Parameters are separated into groups depending on how many factors are involved in the interaction. We apply the main idea of BR to these parameter groups. We provide explanations for two cases: (a) two factors and (b) K 1 factors. We first describe case (a) and then state the algorithm for the general case (b). We must distinguish the total number of factors from the number of factors involved in the interaction.
The proposed algorithm BRCT is based on the geometry of dually flat space (Amari (1985) , Kass and Vos (1997) , Amari and Nagaoka (2000) ). However, we explain our method without using geometrical tools as much as possible. We estimate the natural parameter of multinomial distributions, which is a useful coordinate system from the viewpoint of information geometry. The BRCT algorithm depends on K 1 , the total number of factors, and K 2 , the number of factors involved in the interaction. These two numbers determine the model where the BRCT algorithm works. In case (a), we use the algorithm BRCT(2, 2) which is abbreviated to BRCT(2). In the general case (b) where the total number of factors is K 1 , we use BRCT(K 1 , K 2 ) for K 2 = K 1 , K 1 − 1, . . . , 2. Our method takes advantage of the nested structure of submodels. The number K 2 reflects the nested structure. In terms of information geometry, we consider the dually flat space of multinomial distributions. The natural parameter and expectation parameter are used as affine coordinate systems in the nested spaces.
BRCT generates a sequence of parameter estimates. Strictly speaking, for K 2 = K 1 , K 1 − 1, . . . , 2, each BRCT(K 1 , K 2 ) generates a sequence. Each element of the sequence represents how variables are correlated. As shown in Section 2, BRCT(K 1 , K 2 ) continuously connects to BRCT(K 1 , K 2 − 1). This property helps us estimate parameters sequentially without extra effort for combining algorithms. Furthermore, BRCT avoids the difficulty of combinations. The total number of combinations of independence is too large to consider when the number of factors K 1 is large. The length of a sequence generated by BRCT is the same as the total number of parameters, which is much smaller than the total number of models. BRCT helps us narrow down the candidate models efficiently.
The present paper is organized as follows. In Section 1, we consider multinomial distributions and introduce the parametrization proposed in Amari (2001) . The natural parameter and the expectation parameter are used in our method. The parameters are separated into groups. In Section 2, we propose the BRCT algorithm to estimate parameters and select models simultaneously. Each parameter group is estimated separately. We do not deal with all parameters equally. In Section 3, the result of our method is shown for an example. The result of the numerical experiments is also shown. We give the conclusion and remarks in Section 4.
Problem
We consider contingency tables and multinomial distributions. First, we explain a contingency table with two factors, that is, a two-way table. The natural parameter and the expectation parameter are introduced. Next, the case of K factors is considered.
We consider a contingency table with two factors X 1 and X 2 , and suppose that they have m + 1 levels, X 1 = 0, 1, . . . , m, and n + 1 levels, X 2 = 0, 1, . . . , n, respectively (Table 1) . In this case, the probability function of the multinomial distribution is given as f (y | p) = y ++ !p n j=0 y ij = y ++ , and p ij is the probability of cell (i, j) with constraint m i=0 n j=0 p ij = 1. We also use the abbreviations Table 1 . Notations for a two-factor contingency table. X 1 : factor with m + 1 levels, X 2 : factor with n + 1 levels, y ij : the number of observations of cell (i, j), y i+ : the number of observations of X 1 = i, y +j : the number of observations of X 2 = j, y ++ : the total number of observations.
y +j log p 0j p 00 + y ++ log p 00 + log y ++ ! y 00 !y 01 ! . . . y mn ! .
We introduce the natural parameter as follows:
for i = 1, 2, . . . , m and j = 1, 2, . . . , n. Let
, where θ X 1 is an m-dimensional vector, θ X 2 is an n-dimensional vector, and θ X 1 X 2 is an mn-dimensional vector. We apply the main idea of BR to θ X 1 X 2 .
The logarithm of f is represented by the natural parameter θ as follows:
where ψ is a convex function of θ, which is called the potential function, and it is defined as ψ(θ) = −y ++ log p 00
The expectation parameter η corresponding to the natural parameter θ is defined as 
where, in the right-hand side,
. . , a h }, and the number of non-zero indices is h − l. For example, when K = 3, h = 2, l = 1, a 1 = 1, and a 2 = 3, we have
which is the natural parameter for three-way 
Proposed algorithm
In this section, we propose the BRCT algorithm, the idea of which comes from the BR algorithm (Hirose and Komaki (2010) ). Some types of submodels are introduced for our purpose. Geometrical concepts are used as little as possible in the description of the algorithm. However, some figures are presented which we believe help readers' intuitive understanding. We explain the BRCT algorithm in stages: First, the two-way table and then the multi-way table. The BRCT algorithm is dependent on two numbers: K 1 , the nunmber of the factors included by the contingency table, and K 2 indicating the order of the interaction.
BR was originally proposed for estimation in generalized linear regression. The idea is based on that of LARS. The BR algorithm is a backward-type extension of the LARS algorithm. It outputs the sequence of models and estimates. The process is described as the estimator's move in the space of the statistical model. The estimator starts at the maximum likelihood estimate (MLE) for the model including all explanatory variables. In each iteration, the estimator moves to a model including less explanatory variables, which means that the estimator is transferred to a lower-dimensional space. The estimator finally reaches the model including the intercept and no explanatory variable. The BR algorithm utilizes the distance between the estimator and models. The update of the estimator is defined as the intersection of models. The estimator's update in BR is shown in Fig. 2 , while the figure is actually prepared for BRCT. In order to avoid repetition, we do not describe the BR algorithm in detail because the basic idea of BR is essentially given in the description of BRCT.
First, we provide the algorithm for two-way tables which is called BRCT(2). The explanation of the BRCT(2) algorithm presents the basic idea of the BR algorithm. Our method for the general contingency table, BRCT(K 1 , K 2 ), is the analogue of BRCT(2).
Algorithm for two-way table
We define
, where i and j move from 1 to m and from 1 to n, respectively. BRCT estimates θ 2 while fixing η 2,1 at a constant value. It is possible to construct both θ and η from θ 2 and η 2,1 . Let S denote the full model of all multinomial distributions, which is the dually flat space in terms of information geometry (Fig. 1) . We introduce the independent model: for all i = 1, 2, . . . , m and j = 1, 2, . . . , n,
for all i = 1, 2, . . . , m and j = 1, 2, . . . , n. The independent model N ⊆ S is 
For convenience, we use the notation N = {θ | θ 2 = 0}. Note that N is not a subset of the parameter space but a submodel of S. For other submodels and points in S, we use the simplified notation. The submodel N can be also described in terms of η as N = {η | η
However, this representation of N is not useful for our purpose. The following submodels can be described not only in terms of θ but also in terms of η. We use a useful representation for our purpose.
Letθ MLE andθ 0 denote the MLE of the full model S and that of the independent model N , respectively. We define the submodel M ⊆ S as
whereη 0 is the expectation parameter of f (· |θ 0 ). Note that M depends on data through the MLEθ 0 . For simplicity, however, we omitθ 0 in referring to the submodel M. It is known that the submodel M includes bothθ MLE andθ 0 (Amari (1985) , Amari and Nagaoka (2000)). Our algorithm, BRCT(2) introduced later, works within M. We fix η 2,1 and estimate only θ 2 directly. A sequence of parameter estimates, namely,θ (0) ,θ (1) , . . . ,θ (mn) , is generated by our algorithm. In terms of information geometry, the submodel M is introduced naturally which is m-flat and orthogonal to N atθ 0 . Before describing the algorithm, we introduce some submodels of M: let
, and s ∈ R. Figure 2 describes the idea of the algorithm. For k = 0, 1, 2, . . . , mn − 1, letθ (k) be the k-
(k + 1)-th estimate of θ to be obtained,θ 0 :
th estimate made by BRCT(2) andθ
The algorithm BRCT(2) (BRCT with two factors) is given as follows.
BRCT(2)
input: observation y ij of each cell (i, j) output: sequence of parameter estimatesθ (0) 
). In terms of information geometry,θ
. This fact means that one element of θ 2 becomes 0 in each iteration and that our method selects submodels sequentially.
Algorithm for the general contingency table
We provide the algorithm for the general contingency table:
we propose the algorithm BRCT(K 1 , K 2 ) (BRCT with K 1 factors and K 2 th-order interaction), which is followed by BRCT(
where i a moves from 1 to m a for a = 1, 2, . . . , K 1 . It is possible to construct both θ and η from θ
denote the number of parameters to be estimated by BRCT(K 1 , K 2 ).
The
Let S be the full model of all multinomial distributions (Fig. 3) . The submodel 
submodel defined by
is the expectation parameter of f (· |θ
. In terms of information geometry,
is the m-flat subspace that intersects orthogonally with
Strictly speaking, a parameter estimateθ (k) should be written asθ
. However, for simplicity, the superscript [K 1 , K 2 ] is omitted.
We define submodels of
) ∈ I, and s ∈ R. We omitted the condition that and (i τ (1) , . . . , i τ (K 2 ) ) ∈ I, letθ (k) be the k-th estimate made by
and f (· |θ
is the m-geodesic connectingθ (k) andθ
. The algorithm BRCT(K 1 , K 2 ) is given as follows. Steps (ii) to (vi) are iterated, generating the sequenceθ (0) ,θ (1) , . . . ,θ (d [K 1 ,K 2 ] ) . Strictly speaking, the parameter estimateθ (k) should be written asθ
to avoid confusion. However, the superscript [K 1 , K 2 ] is omitted for simplicity. The BRCT(K 1 , K 2 − 1) algorithm works after BRCT(K 1 , K 2 ) finishes unless K 2 = 2.
(ii) For all (i τ (1) , . . . , i τ (K 2 ) ) ∈ I, calculate the MLEθ
, then go to step (ii) with k := k + 1 and
as the start point.
Note that we haveθ
, where the left-hand side is the terminal point of the BRCT(K 1 , K 2 ) algorithm and the right-hand side is the start point of BRCT(K 1 , K 2 − 1). This fact means that our algorithm is connected naturally with respect to K 2 . In step (v), we haveθ
. This fact indicates that one element of θ becomes 0 in each iteration.
Remarks
When we have an (
The algorithms BRCT(K 1 , K 1 ), BRCT(K 1 , K 1 − 1), . . . , and BRCT(K 1 , 2) run in turn. We estimate the parameters with more indices earlier, that is,
Another choice is to apply BRCT(K 1 , K 2 ) directly to the contingency table for K 2 < K 1 . This choice is equivalent to the first choice because the situation is the same as if we apply BRCT(K 1 , K 2 ) after BRCT(K 1 , K 1 ), . . . , BRCT(K 1 , K 2 + 1) have already been applied. If we are not interested in the higher-order interaction, we can fix such parameters as zero in advance, which is the second choice. It is possible to start our method at any K 2 ≤ K 1 .
In this section, we were interested in the interaction between levels. The main effect was only estimated through the MLE. However, our algorithm can be applied to the main effect, that is, the parameter with one index. While BRCT(K 1 , 1) is not referred to explicitly, the BRCT algorithm is applicable to the main effect.
In the current paper, we dealt with different types of the natural parameters separately. However, it is possible to treat all types of the parameters equally in our method. It is also possible to allow parameters of higher-order to be non-zero values in the proposed process. Our treatment in the paper is based on the situation that lower-order parameters are estimated even if higher-order parameters are not, which we believe is typical and natural. If it is not the case, our algorithm can be changed for the purpose. We are also allowed to eliminate lower-order parameters earlier than higher-order ones if needed.
In the BRCT algorithm, we used the MLE of the full model as the starting point. When the observation of a cell is empty, the MLE is not available. One method is to set the natural parameter to zero which is corresponding to the empty cell. This means that we assume the independence in advance. There are other ways to start the BRCT algorithm. Users are able to choose the starting point for their purpose. The model sequence made by BRCT depends on the choice of the reference level of each factor, that is, the choice of the level X a = 0 (a = 1, 2, . . . , K 1 ). We notice that the submodels S and S [K 1 ,K 2 ] (K 2 ≤ K 1 ) are invariant under the change of the reference level. Our parametrization is natural, for example, when one level of each factor is special, when one level of each factor is standard in some way, and when we are interested in two levels of each factor. In the situation that each factor has only two levels, the problem of choosing the reference level does not arise. A joint spiking distribution of binary neurons is an important example. The problem of the choice of the reference level is not a drawback of our method because, if we are interested in the independence between levels, the difficulty of combinations emerges. One feature of our method is that we can treat not only the independence between factors but also the independence between levels. BRCT also enables us to treat the independence between cells in a table. The choice of the reference level in our method is corresponding to the choice of levels or cells we are interested in. The BRCT algorithm can be extended to an ordinary case where we are interested in the independence between factors, in which the problem of choosing the reference level does not arise.
In choosing the reference level, we propose to choose a level in whose independence we are interested in. As mentioned in the preceding paragraph, we can choose the special level, the standard level, and one of two levels we are interested in, respectively, if they exist. If we do not have a prior knowledge, it is better to execute BRCT for several sets of the reference levels than for only one set of the reference levels. As mentioned in Section 3, however, BRCT can capture the independence between cells well, while the model sequence depends on the choice of the reference level.
Example and numerical experiment
In this section, we show the results of BRCT. Only two-way tables are considered. We used the software R (R Development Core Team (2014)) for computing the algorithm. We apply BRCT to an example and show changes of the parameter values in our algorithm. The values of AIC and BIC are shown. Furthermore, we give the results of the numerical experiments. We examine whether the BRCT algorithm outputs the true model in the sequence. We also give the results of the l 1 -regularization method for the sake of comparison. Finally, we examine the effect of the choice of the reference level.
Example
A contingency table is shown in Table 2 . The table appeared in Hirotsu (2007) . The factor X 1 has four levels, X 1 = 0, 1, 2, 3, and the factor X 2 has three levels, X 2 = 0, 1, 2. The parameters to be estimated are θ 11 Hirotsu (2007) . X 1 : factor having four levels, X 2 : factor having three levels, total 1123 observations. The dimension of θ is 11: θ X 1 X 2 is 6-dimensional, θ X 1 is 3-dimensional, and θ X 2 is 2-dimensional. 0  1  2  total   0  88  91  84  263  1  107 115  92  314  2  96  97  82  275  3  85 100  86  271 total 376 403 344 1123 θ 22
X1\X2
and θ 32
, are calculated from the fact that η , corresponding to line 3, is zero and the others are not zero. According to BRCT(2), the elements θ ij X 1 X 2 become zero in the following order: θ 21
, and θ 31 Figure 5 is the result of the l 1 -regularization method. We output the estimates for the tuning parameter λ = 0, 0.05, 0.1, 0.15, . . . , 5 by the function nlm() of R. It is observed that the paths by l 1 -regularization are a little different from those by BRCT. Lines 2 and 5 are apparent examples that behave differently for two methods. However, roughly speaking, they output similar results.
We present the AIC and BIC values of the BRCT estimates in Fig. 6 . The horizontal axis indicates the number of non-zero elements that the estimate has, which coincides with the number on the top of Fig. 4 . These numbers also mean how far the estimate is from the origin; a larger number means that the estimate is farther from the origin. The rightmost estimate is the MLE of the full model S. The leftmost estimate is the MLE of the independent model N . The vertical axis indicates the AIC and BIC values. The minimum AIC is achieved by the estimate with one non-zero element and five zeros. The minimum BIC is achieved by the MLE of the independent model. It is concluded that this data is nearly independent.
All sets of the reference levels were examined for the data. We observed that (2) for Table 2 . Six elements of θ X 1 X 2 are illustrated. Line 1 corresponds to θ 11
, Line 2, to θ 12
, Line 3, to θ 21
, Line 4, to θ 22
, Line 5, to θ 31
, and Line 6, to θ 32 in many cases, when θ
also vanished earlier for the alternative reference level (i , j ). This property is expected from the algorithm and implies that the choice of the reference level has only a small effect on the result from the viewpoint of the independence between cells (and levels).
Numerical experiment
We show the results of the numerical experiments. First, our interest is in whether BRCT outputs the true model in the resultant sequence. We considered a few dozen contingency tables including square tables and non-square tables. A summary and typical results are given. The results are shown in Table 3 . The table shows the size of the contingency tables and the mean number of successes which means how many times out of 100 the sequence made by BRCT included the true model. The sample sizes are 500, 1000, and 1500. Only for 3 × 3-tables, the sample sizes are 200, 500, and 1000. Contingency tables of the same size correspond to different models.
We fixed the true probability distribution for each model. 100 sets of samples (size = 500, 1000, 1500 or 200, 500, 1000) were generated. The BRCT(2) algorithm was applied to each sample set. We examined whether each sequence included the true model or not and counted the number of successes. For example, in the case of sample size 200 for contingency table 1, the mean number of successes was 78.1 and the standard deviation was 4.6. In more than 70% of the trials, BRCT output the true model. For samples of size 1000, the mean number of successes was 99.4 and the standard deviation was 0.7, which means that BRCT made an almost perfect result. We consider another example, contingency table 5 which is a 4 × 4-table. The mean number of successes was 87.5 in the case of sample size 1500. Note that the number of all submodels is 2 9 = 512, which is much larger than 9, the length of the sequence made by BRCT. These results imply that, although BRCT narrows down the candidate models drastically, it can output the true model. In Table 3 , we also show the results of the l 1 -regularization method for the same settings. BRCT worked better than l 1 -regularization for some contingency tables, including tables 1, 2, 3, and 7, and worked worse for other tables, for example, tables 4, 5, and 6. There are both easy tables and difficult tables to estimate the independence correctly whichever method we choose. However, BRCT and l 1 -regularization output the true model while they narrow down the candidate models significantly.
Second, we examined whether AIC and BIC selected the true number of the non-zero elements or not. Table 4 shows how many times AIC/BIC selected the true number of the non-zero elements or the model which minimized the Kullback-Leibler divergence from the true distribution. Several contingency tables were examined and a typical result is shown in Table 4 . We set the true distribution for a 4 × 3-contingency table and performed the following procedure for 100 trials. 500 samples were generated from the true distribution and BRCT was applied. We examined whether the submodel selected by AIC/BIC was the submodel of the true dimension. It was also examined whether the selected estimate minimized the Kullback-Leibler divergence from the true distribution among all the estimates by BRCT. Table 4 shows the mean number of successes (ii) AIC 2.9 (1.6) 11.9 (3.4) 15.1 (3.4) 80.4 (3.5) BIC 4.3 (1.9) 11.6 (3.5) and the standard deviation. The "true model" column indicates how many times AIC/BIC selected the submodel of the true dimension. The "minimum KL" column shows how many times the submodel selected by AIC/BIC minimized the Kullback-Leibler divergence from the true distribution among all estimates by BRCT. In addition, the "true = min KL" column indicates how many times the submodel of the true size minimized the Kullback-Leibler divergence from the true distribution. The "min AIC = min BIC" column shows how many times AIC and BIC selected the same submodel. Table 4 shows that, for contingency table (i), half of the BRCT estimates selected by AIC/BIC were of the true dimension. However, for contingency table (ii), significantly fewer estimates were of the true dimension. On the KullbackLeibler divergence, a similar result is observed. Roughly speaking, AIC and BIC selected similar models. In our investigation, however, BIC performed better than AIC. Furthermore, for some contingency tables including table (ii), the BRCT estimate of the true dimension did not minimize the Kullback-Leibler divergence from the true distribution. From the view point of the Kullback-Leibler divergence, we need not search for the BRCT estimate of the true dimension.
Finally, we examined the effect of the choice of the reference level. Table 5 shows the mean number of successes for contingency table 2 in Table 3 . We examined all sets of the reference levels. The two sets in Table 5 correspond to a good case and a bad case, respectively. Case A is the bad case and is contingency table 2 itself. Case B is the good case in which the reference level is different from that of case A. Though the representations of the true model are different because of parametrization, BRCT output the true model in many trials for the both cases. The choice of the reference level has only a small effect on the result. We note that, when we examine all sets of the reference level, a parameter corresponding to each pair of cells is estimated not once but twice. As mentioned in the preceding subsection, when θ 
