ABSTRACT Feature representation based on the high resolution range profile (HRRP) is the key technology in radar automatic target recognition(RATR). In this paper, we design a deep-u-blind denoising network(DUBDNet) to extract features with high-noise-stability. The fully convolutional DUBDNet is based on autoencoder and employs fusion layers to transfer input features to high dimensional space. Then radar HRRP shift-robust convolutional neural network(RSRNet) is proposed as the classifier. In the experiment, two radar sensors are used to measure HRRP signals of warplanes and civil airplanes. RSRNet performs high robustness to HRRP time-shift sensitivity via testing translation data. This is also a proof that convolutional neural network(CNN) is shift-robust on HRRP target recognition. Trained with noise-tonoise, DUBDNet can achieve blind-denoising in low signal-to-noise ratio(SNR) and significantly improve the correct recognition rate of targets. When the SNR of input HRRP signals is less than 5 dB, DUBDNet can increase the SNR by 10 dB. When the input SNR is −15 dB, output SNR can be increased by 15 dB and the correct recognition rate of targets can be increased by 15%.
I. INTRODUCTION
HRRP represents the distribution of target centers in line sight of radar sensors. HRRP is easily to be obtained and stored by high-resolution radars. Because of low computation complexity and containing structure information of targets, HRRP is frequently used in radar automatic target recognition(RATR). With the development of HRRP target recognition, many methods are proposed and improved in RATR [1] . HRRP datasets are mainly obtained by cooperative radar sensors, which has high-SNR and uniform azimuthaltitude angle. However, in real war applications, the data source of radar sensor is non-cooperative and has unknown noise, which would be faced with harsh natural environment such as sea clutter, rainfall, hurricane and so on. Thus, how to address unknown noise in complex high-noise environment is a challenge [2] , [3] . In fact, the noise environment is always complex and the algorithm needs to be designed based on the The associate editor coordinating the review of this article and approving it for publication was Qilian Liang. specific environment [4] . For example, in the field of acoustics, [5] proposes a novel unsupervised approach based on a denoising autoencoder to identify abnormal acoustic signals. In optoelectronics field of information, [6] researches how to avoid noise effect in eliminating Rayleigh-fading and [7] proposes a denoising method in pulse-coding.
In HRRP target recognition via radar sensors, due to uncertainty of noise, the statistical characteristics of the training data might be inconsistent with the test data and make the performance of the recognition system unstable [8] . The noise is usually unknown and it is necessary to research on blind-denoising in RATR [9] . The HRRP data is typically high-dimensional, statistically correlated and non-Gaussian distributed [10] . Therefore, feature extraction is also a challenge besides data obtaining and unknown noise. In fact, feature extraction is key technology in HRRP target recognition recognition. To address these challenges, the current literature investigates 3 aspects as follows:
First, making effort to extract feature with high noiseimmunity. In [11] , HRRP data is used to extract dominant scatterer based on scattering-center model. The information of the extracted size and position are considered as the feature. The method can implement denoising for sparse characteristics of the target scattering center. But the robustness could be reduced on small dataset due to the demand of scattering-center matching.
Second, designing autoencoder algorithms to combine denoising with feature extraction [12] . Deep learning model based on sparse denoising autoencoder(SDA) [13] is used to take in original HRRP signals and output denoising data. Then the middle layer can be considered as non-linear and overcomplete representation of HRRP. The SDA system is robust, but the experiment needs precise noise model and more experiments are required with unknown-noise.
Third, with the development of deep neural network, several significant features could be obtained by original signals and improve robustness of recognition. [14] presents a CNN based method that can implement automatic feature extraction and target classification, the method performs high robustness in multistatic radar. However, it is strongly supervised, this means there will be serious overfitting in small dataset. In [15] , an automatic depth encoder based on discriminat is proposed to address the difficulty of small dataset. Although the method is state-of-the-art, better network structure need to be designed and the distribution characteristics of the hidden layer could still be investigated. [16] combines stacked autoencoder with extreme learning machine(ELM), the method can not only extract feature of HRRP data structure, but also perform well in small dataset. The deep learning method outperforms traditional methods especially on small dataset. However, the stacked autoencoder needs to be trained with greedy layer-by-layer, which is slow and the method is difficult to be update if new type of target is added [17] .
Recently, the performance of recognition algorithm is becoming better with the development of mathematics, computer science and artificial intelligence. Recognition models based on support vector machine(SVM), convolutional neural network(CNN) [18] , [19] and gradient boosting tree(GBT) [20] become popular in HRRP classifier design [21] . [22] proposes autocorrelation wavelet support vector machine algorithm, which solves the scale sensitivity for high dimension HRRP data [23] . In [24] , a CNN architecture is designed to solve time-shift sensitivity of HRRP data and achieve end-to-end target recognition.
In this paper, we propose an end-to-end semi supervised multitask recognition network(SMTRNet) to realize denoising for HRRP recognition. In the feature extraction phase, we design deep-u-blind denoising network(DUBDNet), which is a fully convolution network based on autoencoder to automatically learn the robust feature of the HRRP data [25] - [27] . In the recognition phase, radar HRRP shiftrobust convolutional neural network(RSRNet) is designed for the target recognition. The advantages of this framework are three-fold: 1) Achieve blind-denoising with DUBDNet. The network is trained by a novel noise-to-noise training mode. On the one hand, DUBDNet can address unknown noise with high SNR. On another hand, fully convolutional structure makes the recognition of HRRP becomes more flexible, which can input different length of data. 2) In RSRNet, several mixed blocks are combined to form a computing cell. The fully convolutional RSRNet can address time-shift sensitivity of HRRP target recognition.
3) The novel strategy of feature fusion via DUBDNet can transport feature map of original signals to decoder and avoid gradient vanishing problem. The rest of the paper is arranged as follows. In section II, the DUBDNet and RSRNet framework is illustrated. The parameter setting and detailed experimental results are provided in Section III, and we conclude in section IV.
II. PROPOSED METHOD
As discussed above, we propose DUBDNet to achieve blinddenoising and feature extraction. Then RSRNet on CNN basis is used for the target recognition and addresses time-shift sensitivity of HRRP data. In this section, DUBDNet and RSRNet will be illustrated, and we will explain the main issues and solutions of HRRP data processing.
A. PREPROCESSING AND SENSITIVITY ANALYSIS
Radar environment is complex in a real war. It can be jammed by electronic countermeasure jamming (ECM). Other than jammers, several sensitivity issues should also be considered in HRRP target recognition [28] . The first one is time-shift sensitivity, since the distance between the target and the radar is unknown, the initial position of the main signal components could vary with the measurements. This seriously affects the recognition rate of the system The second one is targetaspect sensitivity, the target has rotation relative to the lineof-sight, the position of the sub-echo envelope may have a relatively change. It implies the position of a target. If the error of the position is lager than the distance resolution of radar, scattering center can generate migration through range cell(MTRC). The condition to avoid MTRC is:
where R is the distance resolution and L is the length of a target. MTRC causes the variation of range profile. According to equation (1), the MTRC will not happen if angular vector δψ is small. Therefore, it's necessary to make reasonable division of angular domain. The amplitude of HRRP represents electromagnetic scattering characteristic of target, which is a function of transmitting power, antenna gain and so on. Amplitude-scale sensitivity may distrub the recognition of target and we use amplitude normalization to deal with it. From the above analysis, three sensitivities of HRRP data, namely, time-shift, target-aspect, amplitude-scale are disadvantage to target recognition. To combat these sensitivities, we first apply normalization to preprocess HRRP data and propose an improved α mean normalization based on energy normalization as follows:
where x donates one-dimensional range profile, x[i] is amplitude of the ith distance unit. α is a constant which is setted to 10, E x donates the mean of x. FIGURE 1 is the oscillogram of HRRP data with α mean and energy normalization. Observed from the distribution of the HRRP sample with α mean normalization, amplitude of high-intensity scatters is more noticeable than energy normalization.
B. SMTRNet FOR HRRP TARGET RECONGNITION
SMTRNet is composed of DUBDNet for feature extraction and RSRNet for recognition. DUBDNet is a fully convolutional denoising network based on autoencoder, we propose a novel training mode mapping from noise to noise and achieve blind-denoising. RSRNet is a classifier based on fully CNN. FIGURE 2 is the structure of SMTRNet model. 
1) DEEP U BLIND DENOISING NETWORK(DUBDNet)
As observed from FIGURE 2, DUBDNet including encoding and decoding structure and the training mode is unsupervised learning. Different from traditional denoising autoencoder, both of input and output are noisy data, which is a novel noiseto-noise training mode. It is trained as a mapping function to output the reconstruction signals. The purpose is minimize the reconstruction errors through defining cost function as follows:
where n donates the length of input noisy signal x, x is the output of autoencoder.
Since the proposed DUBDNet is fully convolutional architecture, all the parameters share convolution kernel weights. DUBDNet has two advantages: 1) Target recognition becomes flexible. The convolution kernel can address multi-scale data and DUBDNet can take in HRRP target data from many types of radar. 2) Trained by noise-to-noise, DUBDNet can implement blind-denoising. 3) DUBDNet transports feature map of original signals to decoder, this structure can avoid gradient vanishing problem and speed up computation. The architecture of DUBDNet is different from traditional autoencoder and feature maps of encoder are transferred to the decoder through the fusion layers. Thus spatial information of the original signal could be obtained by output of the upsampling layers. So in the process of training, the gradient of cost function could be transmitted to the encoder through the fusion layers, which could make DUBDNet trained deeply and avoid gradient vanishing. Fusion layers in forward propagation is a technology of feature stitching that is shown as follows: In DUBDNet, convolutional kernel is 1×3 to adapt to radar range resolution, minimum pooling layers have kernel size 1 × 2 to perserved more detailed information. In the decoder, we use convolutional kernel to recover the spatial structure of hidden layers rather than upsampling by transpose convolution. And we use uppooling to recover the size of the original signal from encoder. The uppooling kernel size is 1 × 2. The original signal could be compressed to 75-dimension. Then feature map is reconstructed to 300-dimension by upsampling of two uppoolings. Detailed convolution architecture of DUBDNet is shown in FIGURE 3.
2) RADAR HRRP SHIFT ROBUST CONVOLUTIONAL NEURAL NETWORK(RSRNet)
As discussed above, in the process of HRRP data obtaining, time-shift sensitivity is caused by target range profile shift in range unit, which is disadvantage for the recognition especially in the template matching algorithm taking range measurement. So in traditional method, the preprocessing methods such as alignment method and extracting feature of translation invariance are necessary [28] . But these methods increase the complexity of radar auto-recognition systems and have a certain degree of error. In later section, we will research on shift robustness in convolutional neural network.
RSRNet is designed on the basis of AlexNet [18] , we make the improvements as follows: 1) For the minimum resolution unit of the radar is at the meter or sub-meter degree, we design convolutional kernel size as 1 × 3, which processes three range units of the range profile each time. The pooling kernel size is 1 × 2 for reducing information loss which caused by dimension reduction. 2) We use Exponential Linear Unit(ELU) as activation function. ELU has better differential characteristics than ReLU function. And the soft saturation of negative axis allows ELU to be robust in input variations and noise. ELU function is:
where x is the input of activation layer and α is a constant. f (x) donates the output of the network. 3) Mixed blocks are stacked to computing units(see FIGURE 4 ) and we add dropout layers that randomly inactivate some neurons to reduce training parameters, which could reduce the possibility of overfitting. Detailed architecture of RSRNet is shown in FIGURE 5.
III. EXPERIMENTAL RESULTS AND ANALYSIS
To verify the effectiveness of SMTRNet, HRRP data of four civil airplanes is collected from field experiments in the process of taking off and landing, the parameters of the planes and radar are shown in TABLE 1.
To simulate real war scenes, we also use HRRP data from three real warplanes is measured by C-band ISAR radar, the parameters are shown in TABLE 2. In this section, VOLUME 7, 2019 FIGURE 6. Model of simulation data construction.
FIGURE 7. HRRP data testing for shift-robustness.
firstly we research the shift robustness of RSRNet in recognition system. Then we verify the blind denoising effectiveness of DUBDNet. Finally, we use HRRP data of different noise levels to test the recognition accuracy of proposed SMTRNet.
A. RESEARCH ON SHIFT ROBUSTNESS OF RSRNet
To research on shift robustness, we randomly move the HRRP frames multiples of 20 distance units, which means the real planes is moved multiples of 7.5 meters. The model of simulation data obtaining is shown in FIGURE 6.
As observed from FIGURE 7, the position of the maximum HRRP amplitude is removed, and the intensity distribution of the range profile is not concentrated in the middle but floating in the whole profile.
In the experiment, we use keras to implement the proposed RSRNet. The hyper-parameters of the model are set as follows:
1) The network initial weights are treated as random variables with truncated normal distribution, which discard any weights more than two standard deviations of normal distribution. 2) Take Adam as training optimizer with adaptive learning rate. 3) Cross entropy of multiple categories is used as cost function, which is as follows:
y j log S j (6) where S j = To assess robustness of RSRNet, accuracy and F1 grade are considered as performance index. We use 40000 HRRP samples of the civil airplanes and 2000 of the warplanes to train RSRNet. In the test, 10000 HRRP samples of the civil airplanes and 500 of the warplanes are used for test accuracy and F1 score. Accuracy represents the recognition performance, which is:
where N acc is the number of correct recognition, and N is total number of the test. F1 grade represents robustness of the model:
where TP is true positive, FN is false negative, FP is false positive. Experimental results are shown in FIGURE 8.
As observed by FIGURE 8(a) and (b), the accuracy of all translation data is up to 90%, this shows that RSRNet is effective in HRRP target recognition. And the accuracy and F1 score fluctuate lightly at different positions. These means that RSRNet is shift robust to HRRP data. F1 score of warplanes is up to 93.8% and civil planes is up to 81.84%. This is also a proof of shift robustness. And the model is more robust for warplanes than civil airplanes, this is because the difference between warplanes is more large. In FIGURE 8(c) and (d), the accuracy curves are stable for all of the planes and this shows RSRNet is suitable for these planes. Accuracies of Yak-42 and A319 are up to 100% and fluctuate lightly with the shift of HRRP data. This shows the shift robustness is not relied on a certain type of aircraft. 
B. DENOISING PERFORMANCE OF DUBDNet
In our experiment, the data and label are added different values white Gaussian noise with identically distribution. We add SNR of −5dB, 0dB, 5dB, 10dB, 15dB, 20dB to HRRP data and get 6 denoising models. We use four type of civil airplanes for training DUBDNet. The total number of training data is 40000. Each type of planes has the same number of samples. And we take HRRP samples as testing data. The dimension of HRRP sample is 300 and the training data is randomly sorted.
In the test, we add noise of −15dB, −10dB, −5dB, 0dB, 5dB, 10dB, 15dB, 20dB, 25dB, 30dB to evaluate denoising performance, the results are shown in FIGURE 9. The output SNR represents model performance.
As observed from FIGURE 9, DUBDNet shows high denoising ability. On the whole, while the input SNR is lower than 0dB, the output SNR is 10dB higher than the input. This means DUBDNet can basically improve 10dB SNR of HRRP signals in high-noise environment. Consider the noise distribution of testing data is unknown to the 6 models, the models successfully achieve blind-denoising. The DUBDNet models have better denoising ability for low SNR data, this is significant for real war. The model trained by HRRP data of −5dB SNR performs highest denoising effectiveness in highnoise environment, however, it is negative for denoising when the environment is low-noise and SNR is higher than 10dB, and this also happens in other models. With the increase of training SNR, SNR threshold of negative effectiveness is increasing. This is because partial scattering intensity is suppressed by DUBDNet. Even so the model is still able to retain the information of the HRRP data and not affecting the the recognition rate.
C. PERFORMANCE OF SMTRNet
In the above sections, architecture of SMTRNet is described in detail and we have verified the effectiveness of the RSRNet and DUBDNet. In this section, SMTRNet are trained with the same initialization parameters and the model optimization. The comparison between SMTRNet and RSRNet in denoising for target recognition is shown in FIGURE 10 . The training data SNR is 10dB, all of the warplanes and civil airplanes are used in the experiment. DUBDNet and RSRNet are trained separately to form an end-to-end SMTRNet.
As observed by FIGURE 10, with the SNR higher than 5dB, both of SMTRNet and RSRNet show high robustness, and both the recognition rates can reach 86% with lightly fluctuations. The recognition rate of RSRNet model is a bit higher than that of SMTRNet model. This is because DUBDNet filters out some details of HRRP data in high SNR. When the SNR is below 5dB, SMTRNet performs more robust than RSRNet. And in the high-noise environment at −15dB SNR, recognition rate of SMTRNet model can still retain 60%, which verifies the robustness of SMTRNet.
IV. CONCLUSION
This paper presents an end-to-end SMTRNet for HRRP target recognition. SMTRNet consists of DUBDNet for feature extraction and RSRNet for recognition. The DUBDNet can implement blind-denoising by training with noise-to-noise. The experiment results based on measured data show that the blind-denoising performance of DUBDNet algorithm is effective especially in high-noise environment. The fully convolutional RSRNet can achieve high recognition accuracy and avoid the HRRP time-shift sensitivity. By comparing recognition rate of SMTRNet classifier with that of RSRNet, SMTRNet significantly enhances recognition performance in high-noise environment. TIANTIAN WANG was born in Nanyang, China, in 1995. She received the B.S. degree in computer science and technology from the Shihezi University of China, in 2017. She is currently pursuing the M.Sc. degree in information and communication engineering with the University of Electronic Science and Technology of China, Chengdu. Her current research interests include signal processing, machine learning, target recognition, and deep learning.
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