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1. Introduction
The construction of input-output coefficients matrices is complicated by the presence of secondary outputs. Sectors produce not only own or primary output, but also each others or secondary outputs. In textbook input-output analysis coefficients are determined by dividing inputs throu~by primary output, while secondary output i s assumed away.
In reality. one must account for secondary products and a number of inethods are available for the construction of technical ccefficients (ten Raa, Chakraborty and Small, 1984 , F~kui and Seneta, 1985 , and Viet, 1986 .
The purest and theoretically superior method ís given by the commodity technology model. This model simply postulates input-output coefficients, calculates the consequent direct requirements for the outputs of each sector and equates the sum to the observed inputs. Thus, for each sector we have a commodity vector equation. These equations can be solved simultaneously for the technical coefficients. The solution is simple, the input-output coefficients matrix is basically the input matrix divided by the output matrix, and has nice properties, such as scaling invariance.
The input-output coefficients based on the commodity technology model have one shortcoming, however. Some of them turn out negative, which is economically not meaningful. This paper presents a methodology to deal with the problem of negatives in input-output analysis. It allows a statistical assessment of the problem. We will be lead to reject the commodity technology model. This conclusion is surprising, at least to us, in view of 2 2. The commodity technology model
The System of National Accounts (U.N., 1967) includes an input or "use" table U and an output or "make" table V. Entry uij is the amount of commodity i consumed by industry j. vjk is industry j's amount of product k.
The commodity technology model postulates technical coefficients aik, for all sectors (van Rijckeghem, 1967) . In particular, industry j requires aik vjk of input i for output k. Its consumption of input i equals the requirements summed over outputs: ui~1-ikaikvjk. Hence U-AVT or A-UV-T, where denotes transposition and inversion.
(Since the latter two operations commute, their compositions may be denoted -T without confusion.)
It is instructive to consider the example of a two-sector economy with one sector, say the first one, producing some secondary output:
U-ull u12~d V-~11~12 u21 u22 0 v22 ' Then -1
A-UV-T -ull u12~11 U -ull u12 1,~11 0 u21 u22~12~22 u21 u22 -~12~(~11~22) 1,~22 u12 u12 (ull -v22~12),~11 v22 u22 u22 (u21 -v22~12),~11 v22
For sector 2 we have the usual coefficients, a12 -u12~v22 and a22 -u22~v22, but for sector 1 we obtain all -(ull -a12"12),~11 and a21 -(u21 -a22~12),~11'
In other words, the technical coefficients are net input over net output where net output is total output net of secondary products and net input is input net of the associated secondary product requirements. In theory 4
In each of the cases listed above, a single secondary product accounts for the negative value of the input-output coefficient. Each one shall be taken up in turn. First, a4,10 --'~7~S ector 10 (chemicals) produces one secondary output with a sizeable petroleum 8, natural gas (commodity 4) requirement, namely v10r9 -78.9 (petroleum products). Nonetheless, sector 10 itself uses no petroleum 8~natural gas. The petroleum 8, natural gas requirement amounts a4,9v10,9 -.62`78.9 -48.6 which, after division by primary output v10,10 ' 6928.0, accounts precisely for the negative value of a4,10' How can the chemical sector produce petroleum products without petroleum? In theory. there are three possible answers: vertical integration, throughput or alternative technology. If the chemical sector were vertically integrated into the petroleum sector, then it could produce petroleum products from petroleum 8~natural gas inputs. The latter inputs are not well represented in the chemical sector though, so that vertical integration is not the answer in this case. The second possibility, "throughput", turns out to be the right answer. The chemical sector produces petroleum products out of petroleum products. It has a sizeable petroleum products output, v10 9-78.9, as well as input, u9 10 -494-9-Thus, the first negative, in the chemical sector, is due to the problem associated with products having much own input (ten Ras, Chakraborty and Small, 1984, p. 93) . it can be considered as an alternative technology instance, namely one with own input coefficient one and all others zero.
(It will not be so extreme in practice, but one petroleum product may be turned another, which essentially manifests an aggregation problem.)
Next take the second negative, a28 31 --.015. Sector 31 (water) produces one secondary output with a sizeable construction (commodity 28) requirement, namely v31 28 -73.3 (construction). The requirement amounts a28,28 v31,28 -'18~73-3 -13-3 which, after division by primary output v31,31 -654.5, accounts precisely for the reduction of a28,31 to its negative value. How can the water department produce construction with relatively little construction? This is the mirror image of the first case. Now we have the problem of products with much own input, not in the sector at hand (31), but in the sector of reference of the secondary input structure (28) . So the answer is that construction use of construction in its own sector, u28,28 -2836.3, ís big. The third and last negative, a28,32 --.005, is similar. The construction secondary output, v32,28, is again the source of the problem; its commodity 28 (construction) requirement accounts for the reduction of s28,32 to its negative value.
Our diagnosis of negative input-output ccefficients can now be summarized.
The source of the trouble is the presence of much throughput of secondary products, either in the sector under consideration (u9~10~~1 0,9 which causes negativity of a4,10)' or in the sector of reference of the secondary product (u28,28 which causes negativity of a28,31~a28.32)T hroughput typically remains within a firm and íts statistics are considered worthless relative to interindustry data for reasons of definition of transactions as well as confidentiality. Thus, our diagnosis of the problem of negatives directs attention to the reliability of the data (the use and make tables).
The reestimation procedure
The negatives generated in the process of constructing an input-output coefficients matrix are clearly a nuisance. Something must be wrong. Either the model underlying the construction is misspecified or the data must be off due to measurement error and so on. We begin to explore the latter case. Our null hypothesis is that the model is correct. Data (U,V) fail to observe nonnegativity of input-output coefficients,
but this constraint may hold for the true values of the inputs and the outputs. The wedge between data snd true values consists of error. The question is if, given our null hypothesis, the errors take probable values. If not, we must reject the commodity technology model.
The situation is reminiscent of accounting theory. This is easily explained by incorporating the value added vector of the System of National Accounts, y, in our presentation. For each sector, the value of input and value added must add to the value of output:
where e is the vector with all entries equal to one. Data (U,V,y) typically fail to meet this balance constraint. Accountants proceed to adjust the data until constraint (3) is observed. For this purpose a reestimation procedure has been designed by Stone, Champernowne and Meade (1942) and extended by van der Ploeg (1982) . We adopt the idea end will reesti~ate O and V such that constraint (2) instead of (3) is observed.
We need more precise notation. These data are sectoral statistics which are obtained by adding establishment figures. Assume that establishments report with errors which are independent and identically distributed. Then, by the central limit theorem, sectoral errors bij and ejk are distributed normally. We also assume that these errors are independent, across cells (i,j,k -1,...,39) . The first assumption is natural, the second less so. However, the presence of correlations ( for example between inputs and outputs within sectors) would modify the reestimation procedure in a straightforward way (van der Ploeg, 1982) without affecting our conclusions. a In mainstream econometrics one needs many observations uij and v~k for each i, j and k to infer the mean and variance of bij and ejk. In inputoutput snalysis, to the contrary, one typically has only one observation.
This hampers the application of sound statistical analysis. To proceed our study nonetheless, we have employed subjective information on the accuracy of the dats as furnished by the statisticians who gather them. We belief that this direct eethod of estimating errors i n measurement is a good substitute for inference.
As regards the mean of the errors, we assume that in the absence of accounting or economic constraints, statisticians have completed their job of compiling date as good as they can, that i s without systematic bias. We are now in a position to write down the likelihood of real values (U,V). Its logarithm is
where oij is the variance of uij and t~k is the variance of vjk. The basic idea is to find the most likely (U,V) that is consistent with non-negativity of input-output coefficients, (2). Since the variances are assumed to be known, maximizing L is equivalent to minimizing f defined by f(U,V) -1 FJ ol~(uij -uij)2~JEk T~k(vjk -v~k)2.
(5)
The constraints, A, are given by
The use of (6) instead of (3) complicates the application of mathematical statistics, not so much by the inequality sign, but by the nonlinearity of 8 the constraint in at least one set of variables, namely V. The best linear unbiased estimate property of Stone, Champernowne and Meade's (1942) or van der Ploeg's (1982) reestimator is lost if some of the constraints are binding. Furthermore, if the initial estimates are normally distributed, then the adjusted estimates are not necessarily nor~ally distributed. This means that it is difficult to calculate the variances of the reestimated data. However, it is always possible to use the likelihood-ratio test (Silvey, 1975, Sections 7.1 and 7.2) to investigate whether any binding non-negativity constraints are consistent with the prior covariance matrices of the unadjusted data (see Section 5). Since our conclusion will be negative, we do not really need the optimality properties mentioned above. We turn to a routine for non-linear constrained optimization that exploits analytical knowledge of first-order and second-order derivatives: E04WAF of the Numerical Algorithms Group (1984) . The computation is complicated 9 by the prohibitive size oF the second-order derivatives matrix, the nonconvexity of the constraint set and the presence of stationary points that are no global solutions. To keep it managable, we aggregate the data.
Usually aggregation blurs the analysis, but here it accentuates the problem and the nature of the solution, so no harm is involved at all.
Aggregation is by the rather traditional scheme, specified ín Table 5 of the Appendix. The constraint set, ( 6), remains unchanged. The objective function, (5). must be reinterpreted. The coefficients, that are the variances, are now variances of the aggregated flows. Now, as the data are independently normal distributed, the variances of sums are equal to the sums of variances. In short, the aggregation also applies to the objective function coefficients. In this study, Table 7 shows that secondary outputs v24, v~7, v28, v~9 end v59 are set to zero. Clearly, these constitute significant adjustaent steps. They are independent of the standard deviations of the variables and may exceed them by multitudes. For example, if a flow belongs to a sector of which data are accurate up to 5x. then a readjustment towards zero corresponds to 20 standard deviations. This holds for the Mining 8G
Results
as sector, 2.
In other words, the data have errors that have much less than even lx probability to be observed. This is, of course, very unlikely.
Statisticians reject unlikely outcomes. In our context, we shall be forced to reject the model that underlies the reestimation procedure, that is constraint (6) or the commodity technology model for input-output ccefficients.
The raw input-output ccefficients, W-T based on the aggregated data, as well as the adjusted input-output coefficients, W-T stemming from the constrained optimization problem (5, 6), are reported in Table 8 of the Appendix. They are multiplied by a factor of 100, so that the unit is pennies per pound. It is interesting to note that, basically, our adjustment procedure sets the negatives equal to zero up to digit level 3. That is precisely the common practice of dealing with the problem. Thus routine practice is given a statistical foundation. Also, Table 7 confirms that the coefficient adjustments are minor. However, ccefficients are derived constructs. Any change must be conceived as the result of a change in data. Although the change in ccefficients is small, the underlying change in data must be large. Big data must be reduced all the way to zero. This involves many standard deviations and, therefore, a long distance in terms of likelihood. So, although the common practice of ígnoring the inputoutput coefficients by sweeping them under the carpet seems alright at first sight, statistical analysis renders all thïs unlikely.
One way of obtaining insight into this question is the use of the likelihood-ratio test (Silvey, 19~5, Sections~.1 and 7.2) . Since the variances of the unadjusted data are assumed to be known from the Central Statistical Office, twice times the difference in the log-likelihood, (4), equels (minus) the difference in the "sum of squares", (5), and this is the test statistic of the likelihood ratio test. It is distributed as a x2(r) variate, where r is the number of binding non-negativity constraints. In our case r-9 and the test statistic is 1914.2 Since the critical value of x2(9) at the 5z significance level is 16.92, the non-negativity constraints are violated at the 5z level. This leaves no room other than for an empirical rejection of the comeodity technology model.
Conclusion
We find that the magnitude of the adjustments to the use and make data which are required to ensure the non-negativity of the input-output ccefficients, based on the commodity technology model, are inconsistent with the distribution of the unadjusted data. This means that we have a statistical basis for the rejection of the commodity technology model. This rejection is particularly surprising given the high level of aggregation we used in our exercise. At such a high level of aggregation there are only a few negative input-output ccefficients and their magnitude is tiny, but the adjustments required to satisfy non-negativity are nevertheless sweeping and inconsistent with the data.
It follows that we must accept that different industries have different technologies for producing the same commodity. This is clear when some industries produce more efficiently than others, but even in a perfectly competitive world it may hold. The A-matrix is limited to material inputs, and apparent comparative disadvantages may be offset by lower direct factor costs (fixed capital or labor). Since Kop Jansen and ten Raa (198~) reject the alternatives to the commodity technology model for other reasons, we must abandon the very linear framework of deriving technical unit coefficients (A) from the black-box of input and output flows (U,V). We must account for the output destination of inputs within sectors.
In the absence of such information one may continue to compute the pure commodity technology input-output matrix, but limit its application to final demand or value added vectors of which the proportions are close to the ones in the year on which the construction of the technical coefficients is based.
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Q.E.D.
