[1] The vertical representation, cloud radiative effects (CREs) and radiative heating rates of midlatitude clouds in a large-scale cloud-resolving model simulation were examined using CloudSat observations. Cloud Profiling Radar (CPR) reflectivity profiles were generated from model output and compared objectively to observed CPR profiles by applying cluster analysis to joint histograms of height and reflectivity (H-dBZ). Results of the analysis identified four distinct cloud regimes for both the simulation and observations. Simulated patterns of H-dBZ joint histograms correlated well with observations for all four cloud regimes, i.e., (1) cirrus and low-level cloud, (2) thick cirrus, (3) midlevel convection, and (4) frontal precipitation. The simulation also reproduced well the relative frequency of occurrence of all cloud regimes and their latitudinal dependence. Using a CloudSat radiative flux-heating rate simulator, net CREs at the top of atmosphere, bottom of atmosphere, and for the atmosphere as a whole were found to be in relatively good agreement with observations for cloud regime 1, which occurred over 60% of the time, but were significantly biased for other regimes. While both simulation and observations showed a net column radiative cooling for all cloud regimes, the simulated heating rates indicated much less variation with height. These differences were attributed mainly to errors in the simulated water content profiles and to a lesser extent possible deficiencies in certain ice conversion processes occurring within the model for frontal cloud systems.
Introduction
[2] The Cloud Profiling Radar (CPR) on CloudSat provides for the first time a means of evaluating globally the detailed vertical structure of clouds simulated by numerical weather prediction (NWP) and general circulation models (GCMs) [Bodas-Salcedo et al., 2008; Marchand et al., 2009] . How well these models distribute clouds vertically and whether they assign reasonably realistic cloud physical properties are crucial, for example, in predictions of precipitation and global warming [Stephens et al., 2002] . Equally important is how clouds distribute their radiative heating vertically in the atmosphere, which has been shown to play a major role in affecting the large-scale circulation and deep convective systems [e.g., Randall et al., 1989; Grabowski et al., 2000] .
[3] Recent studies have shown that when compared to CPR observations of joint histograms of height and reflectivity (H-dBZ), global models can reproduce the general cloud structures associated with large-scale circulation features and midlatitude storm tracks [e.g., Marchand et al., 2009] . But depending on the model, they also can exaggerate cloud coverage and low-level precipitation in certain regions, as well as underestimate ice water content in midlatitude storms [Bodas-Salcedo et al., 2008; Marchand et al., 2009] . While these shortcomings likely have a number of different causes, many may be traced to deficiencies in the microphysics and/or planetary boundary layer (PBL) parameterization schemes [e.g., Otkin and Greenwald, 2008] .
[4] This study also seeks to evaluate model simulated clouds using CPR observations but for a short-term, largescale, cloud-resolving model simulation that uses a more sophisticated microphysics parameterization than those implemented in GCMs or operational NWP models. Our evaluation approach is similar to earlier studies in that joint histograms of H-dBZ are used; however, the model data are instead matched to the CPR observations in both space and time and compared using cluster analysis to objectively relate similar cloud regimes without prior knowledge of the atmospheric state [Rossow et al., 2005] . Cluster analysis has been used before to evaluate models. For example, Williams and Tselioudis [2007] used cluster analysis and International Satellite Cloud Climatology Project observations to test GCMs in the context of cloud response to climate change. However, this study takes the further step of utilizing what is called a CloudSat FLXHR (radiative flux-heating rate) simulator for evaluating not only cloud radiative effects but also heating rate profiles derived from model output by comparing them to CloudSat 2B-FLXHR products, which provides another perspective in assessing model clouds.
[5] The model simulation evaluated in this study is a unique Weather Research and Forecasting (WRF) model simulation that was generated to help demonstrate the measurement capabilities of the Advanced Baseline Imager to be launched onboard the Geostationary Operational Environmental Satellite (GOES)-R in 2015 [Otkin et al., 2009] . Because of the detailed nature of the comparisons and the lower predictability of cloud formation in areas of tropical convection, the model evaluation is limited to the midlatitudes.
[6] The WRF model simulation and CloudSat observations are summarized in the next two sections. In section 4 the analysis methods are described. Results are given in section 5, followed by the summary and conclusions in section 6.
Model Simulation
[7] Version 2.2 of the WRF model [Skamarock et al., 2005] was used to perform a simulation containing a 5950 × 5420 grid point domain with 52 vertical levels that covered the domain depicted in Figure 1 with 3 km horizontal grid spacing. The simulation required approximately 1.5 TB of memory, thus making it among the largest NWP model simulations ever run. This simulation is also unique in that both the horizontal and vertical resolution was comparable to the CPR observations. The largest differences occurred at model levels above 3 km where the grid spacing begins to exceed the CPR range resolution (see section 3). Because a sigma vertical coordinate was used, the vertical spacing increases with height, reaching about 530 m at a height of 10 km.
[8] The model was initialized at 1800 UTC 15 August 2006 with 1°× 1°National Centers for Environmental Prediction Global Data Assimilation System analyses and then run for 30 h. It should be emphasized that cloud observations were not used to initialize the model. Clouds were formed during the 6 h spin-up time. Model data were output every 15 min for 0000-0900 UTC and 1500-2400 UTC and every 5 min for 0900-1500 UTC. More details concerning this simulation are described by Otkin et al. [2009] .
[9] The microphysical parameterization used in the simulation deserves further discussion. It is a bulk scheme that predicts mixing ratios for five hydrometeor types: cloud water, cloud ice, rain, graupel, and snow, as well as cloud ice number concentration [Thompson et al., 2008] . Although a full two-moment scheme was available for the WRF model, the Thompson et al. scheme was chosen because it provided a significant savings in computational time and was found to perform as well as the two-moment scheme for an extratropical cyclone [Otkin and Greenwald, 2008] .
[10] The Thompson et al. scheme contains numerous improvements over purely one-moment schemes. For example, it has aspects of sophisticated spectral/bin schemes in terms of the freezing of water droplets and the conversion of cloud ice to snow through the use of lookup tables. The greatest number of improvements, however, is associated with the physical processes and properties of snow. Riming and the accretion of cloud droplets by snow utilize variable collection efficiencies. The snow size distribution consists of a sum of exponential and gamma distributions that depend on ice water content and temperature. Unlike other schemes, snow is assumed as nonspherical with a bulk density inversely proportional to diameter [Thompson et al., 2008] .
CloudSat Data
[11] CloudSat flies in formation as part of NASA's A-Train carrying the near-nadir-looking CPR operating at 94 GHz [Stephens et al., 2002] . The CPR achieves an effective vertical range resolution of about 240 m and effective footprint size of 1.4 km (across-track) by 2.5 km (alongtrack). The radar's calibration accuracy is 1.5 dBZ. Over the 1 day period, comparisons were made (0000-2400 UTC 16 August 2006) for a total of over 90,000 CloudSat profiles. Since ground clutter greatly reduces the ability of the CPR to detect clouds near the surface, measurements below 1 km were excluded from the comparisons.
[12] Two Level 2 CloudSat products are used in this study. The Geometrical Profiling (2B-GEOPROF) products provide calibrated reflectivity profiles and cloud mask data. Cloud mask values above 20 were used in the analysis to identify clouds to a high certainty [Wang and Sassen, 2007] . The Level 2 flux and heating rate products (2B-FLXHR) offer longwave (LW) and shortwave (SW) radiative flux profiles as well as heating rate profiles that are meant to be consistent with the CPR reflectivities [L'Ecuyer et al., 2008] . These products use the Level 2 cloud water content (2B-CWC) products, temperature, and humidity data from the European Centre for Medium-Range Weather Forecasts, and surface albedo and emissivity data from the International Geosphere-Biosphere Programme as input to a twostream radiative transfer model for computing broadband fluxes. On the basis of monthly mean comparisons with Clouds and the Earth's Radiant Energy System (CERES) observations averaged over 5°× 5°latitude-longitude areas, L'Ecuyer et al. [2008] reported that the outgoing LW and SW radiation RMS errors were 5 and 26 W/m 2 , respectively, with biases of 1 and −5.5 W/m 2 , respectively. Biases in the surface LW and SW radiation were significantly larger at −13 and −16 W/m 2 , respectively, owing to both the uncertainties in specifying cloud base height in the CERES observations and obtaining information about low clouds within the ground clutter region from CloudSat observations [L'Ecuyer et al., 2008] . Because this study uses instantaneous 2B-FLXHR data, the radiative flux and heating rate errors, particularly the random errors, are expected to be somewhat larger than these estimates.
Methods
[13] Simulated CPR reflectivity profiles were derived from WRF model output using an early version of the radar simulator called QuickBeam [Haynes et al., 2007] . This simulator accounts for attenuation of the radar beam by hydrometeors and gases. However, because of the simplifying assumptions used in deriving hydrometeor single scattering properties and the limited size distribution parameters permitted by QuickBeam, significant modifications were made to the software package. To explicitly allow for variations in particle size to affect radar reflectivity, the effective particle diameter D e , defined as the third moment of the size distribution (proportional to mass) divided by the second moment (proportional to number concentration), was included as an input parameter. Details concerning how D e is calculated for each hydrometeor type are described by Thompson et al. [2008] . Also, because of the large impact of snow on radar reflectivity, D e for snow was replaced by the explicit size distributions used by the Thompson et al. scheme. [14] Another important modification to QuickBeam replaced the Mie single scattering calculations for ice spheres with tables based on Discrete Dipole Approximation (DDA) calculations [Liu, 2004] . For simplicity, it was assumed that snow particles were shaped as Liu's type-A snowflake, a sector-like particle composed of three intersecting elongated ellipsoids.
[15] While high-resolution-simulated CPR reflectivity profiles are an advantage in that cloud overlap need not be considered, they create other challenges when attempting to match them with nearly coincident CPR observations. For example, simulated cloud features can often be displaced horizontally from their observed location because of translational errors and predictability limits at cloud-resolving scales. Additional difficulties arise from the model's vertical grid spacing being coarser than the CPR observations in the mid-to-upper troposphere.
[16] A relatively simple approach was used in this study to spatially match the simulated and observed reflectivity profiles. To account for small translational errors, simulated CPR profiles were collected within 5 km on either side of the CloudSat track. Vertical resolution disparities were dealt with using the simulated profile levels as a reference and then collecting observations into vertical bins defined by those levels. Figure 1 shows the CloudSat tracks for the region of study over the course of the simulation. Time differences between the model output and the CloudSat overpasses did not exceed 7.5 min.
[17] The collocated simulated and observed reflectivity profiles were represented as joint relative frequency of occurrence histograms of H-dBZ that were classified separately according to a K-Means cluster algorithm, where K is the number of clusters defined a priori [MacQueen, 1967] . The algorithm first places centroids of each of the K clusters randomly into the H-dBZ joint histograms that are to be clustered. Each histogram is assigned to the cluster with the closest centroid. The positions of the cluster centroids are then recalculated. These steps are repeated until the sum of the square distances between the centroids and data locations within the joint histograms is minimized.
[18] To ensure statistically meaningful results, the algorithm was applied to joint histograms over 1°latitude sections along the CloudSat track. The resolution of the joint histograms was set as 52 height bins (corresponding to the model grid spacing) and 5 reflectivity bins (10 dBZ intervals). These bin resolutions were selected to take advantage of the high vertical resolution of the simulation and observations but at the same time to provide robust statistical results. Although a finer reflectivity interval of 5 dBZ gave results similar to those using a 10 dBZ interval, the latter was chosen because it produced somewhat better reproducibility in the results from multiple runs of the cluster algorithm. Following the analysis of Zhang et al. [2007] , only those latitude sections that contained more than 95% cloudy profiles were included in the cluster analysis. Cloudy profiles were determined assuming a CPR minimum level of detectability of −28 dBZ. These criteria yielded a total of 518 one degree latitude sections for the observations and 507 for the simulations.
[19] The final step in applying the cluster analysis was to determine the best value for K. As in the study by Zhang et al. [2007] and Rossow et al. [2005] , this study ran the analysis with different initial guesses of K and then selected the best value objectively using criteria defined by Rossow et al. [2005] . The cluster algorithm was applied separately to the simulated and observed data sets for K = 3, K = 4, and K = 5. Analysis of the observations revealed that K = 4 satisfied the criteria. As a further step to ensure these results were statistically meaningful, we repeated the analysis on observations for the entire month of August 2006 (not shown). Results indicated that the best value for K was also 4 and that the cluster patterns were nearly indistinguishable from the 1 day analysis (all pattern correlations were above 0.9).
[20] Analysis of the simulated data determined that the best value for K was 4 as well, but not all statistical criteria were met, however. Two of the cluster patterns (1 and 3) exhibited a high intercorrelation of 0.81 (all other pattern correlations were less than 0.46). Despite this problem, there were several reasons to select the K = 4 analysis over the K = 3 and K = 5 results. Not only did the other results violate more of the criteria, but they were also highly dependent on the starting point of the centroid clusters. The K = 4 analysis ultimately proved to be more robust since repeated runs of the analysis showed that in about 75% of the cases, initial conditions played little or no role. This also held true for the analysis of the observations. Results representative of these cases for both sets of data are provided in the next section.
[21] An example of the cluster analysis for a portion of one CloudSat track as it passed over a North Atlantic cyclone off the coast of Europe is illustrated in Figure 2 .
Each of the cluster centroid numbers identified for 1°lati-tude sections along the track represent similar patterns in H-dBZ space. To obtain the overall pattern for each cluster centroid over all CloudSat tracks, the joint histograms were composited together.
[22] Finally, the CloudSat FLXHR simulator for computing radiative fluxes and heating rates from WRF model output contained the same software infrastructure used to generate the CloudSat 2B-FLXHR products. This was done to ensure that the same set of criteria and forward radiative transfer model used in generating FLXHR products were applied to the simulations. For example, thin high clouds (defined as ice water contents less than 0.01 gm −3 or, equivalently, a radar reflectivity threshold of about −30 dBZ) and all clouds in the lowest four range bins were screened in the simulations. In addition, the solar zenith angle was set to 1330 local time, the same assumption used in the generation of the 2B-FLXHR products. However, it should be noted that snow hydrometeors were treated differently in the FLXHR simulator than in QuickBeam in that they followed a single modified gamma distribution rather than the dual distribution used in the Thompson et al. scheme.
Results

H-dBZ Relationships
[23] Figure 3 shows the outcome of the cluster analysis for the WRF model simulation and the CPR observations. Each of the joint histograms for the four cluster centroids represent distinct weather states or cloud regimes [Rossow et al., 2005; Zhang et al., 2007] . Patterns of the first cloud regime (frames labeled CR1 in Figure 3 ) are consistent with a combination of thin cirrus and boundary layer clouds. These types of cloud systems were by far the most commonly encountered in both the simulation and observations and are associated with partial cloud cover (see Table 1 ). Differences between the observed and simulated patterns occur mainly in the boundary layer where the simulation exhibited shallower clouds with much larger reflectivities. These differences are reflected in the correlation between the observed and simulated patterns, which was the lowest among the cloud regimes (Table 1) . Furthermore, these differences are much larger than either the accuracy of the CPR reflectivities or uncertainties expected from the QuickBeam simulator. Closer examination of the model cloud and precipitation variables suggests these large reflectivities were due mainly to excessive rain.
[24] The second regime (frames labeled CR2 in Figure 3 ) not only consists primarily of thicker cirrus associated with frontal systems and the intrusion of cirrus from the subtropics but also includes boundary layer clouds. The simulation does a good job of reproducing the joint histogram for this case as evidenced by the high correlation between the simulated and observed patterns ( Table 1) . As seen in the mean radar reflectivity profiles, the main differences are an overestimation in reflectivity at low levels for the same reason as in cloud regime 1 and an underestimation above 10 km due to the simulation underpredicting cloud ice water content and possibly effective particle size.
[25] The third cloud regime (frames labeled CR3 in Figure 3 ) may be interpreted as midlevel convection produced by relatively unorganized cloud systems and, hence, contains a mixture of several cloud types. According to the high correlation between the simulated and observed patterns (Table 1) , the model appears to have adequately reproduced the histogram pattern for this weather state. However, as noted earlier, the cluster analysis for the simulation revealed that the cluster pattern for this cloud regime was strongly Also shown are the correlations between the observed and simulated joint histogram patterns. All pattern correlations were statistically significant at the 99% level using a t-distribution.
correlated with the pattern of cloud regime 1. This strong correlation is evident in the close resemblance of their mean reflectivity profiles (see Figure 3) . Thus, it can be concluded that the joint histograms for these two simulated cloud regimes may actually represent only one regime.
[26] The final cloud regime (frames labeled CR4 in Figure 3 ) is indicative of frontal precipitation with more vigorous convection and its characteristic trailing cirrus shield. For both the simulations and observations, this regime was the least common but had the greatest cloud cover (Table 1) . Overall, the simulation does well in reproducing the structure of these cloud systems. The correlation of this histogram pattern when compared against the observations is also very high (see Table 1 ). In the lower atmosphere, the maximum radar reflectivities are generally smaller than observed, implying the simulation produced somewhat less intense precipitation, and therefore smaller water content and mean drop size, for these types of cloud systems. The observations also show a large secondary maximum near 12-13 km not seen in the simulations. This maximum was the result of two separate events, one of which had observed reflectivities as large as 20 dBZ, caused by an overshooting cloud top associated with unusually deep convection in a severe storm over Europe. The magnitude of the reflectivity suggests that significant concentrations of large hydrometeors, most likely graupel, were present. It is unlikely, however, that a model could successfully predict both the placement and timing of such an event due to limits in predictability.
[27] Another way to evaluate the model simulation is in terms of how the different cloud regimes are spatially distributed in comparison to the observations [e.g., Williams and Tselioudis, 2007] . Although the spatial sampling of the data sets is too sparse to allow for a comparison of the entire geographic area, a comparison with respect to latitude can be made. Figure 4 shows the simulated and observed relative frequency of occurrence for the four cloud regimes as a function of latitude, where the southern and northern latitudes have been combined. Results indicate the simulation accurately captures the latitudinal trends for all cloud regimes.
Radiative Fluxes and Heating Rates
[28] Further evaluation of the simulation can be done in terms of the effects of the model clouds on the radiation budget. These net cloud radiative effects can be defined at the top of atmosphere (TOA) and bottom of atmosphere (BOA) for the separate LW and SW components as [e.g.,
where F ↑clr and F ↓clr are the upward and downward flux components for clear-sky, respectively, and F ↑all and F ↓all are the upward and downward flux components for all-sky conditions, respectively. The net cloud radiative effect (CRE) within the atmosphere is the difference between C net at the TOA and C net at the BOA. The total net CRE follows as the sum of C net for the LW and SW components.
[29] Table 2 summarizes the CRE calculations for the simulation and the CloudSat observations for each of the cloud regimes. At the TOA, the simulation tends to underestimate the total net cooling by 8%-61% depending on the cloud regime. However, the simulation results for cloud regimes 1 and 2 agree with the observations if variability is taken into account. The simulated total net results at the BOA also underestimate the total net cooling, with a bias as high as 79%, although after accounting for variability, the results for cloud regime 1 are in agreement with the observations. For the atmosphere as a whole, both the simulation and observations show a net cooling by clouds for cloud regimes 1 and 3 (cirrus over low-level cloud and midlevel convective systems) and a net warming for cloud regimes 2 and 4 (thick cirrus and frontal systems). However, the simulation tends to overestimate the cooling for regimes 1 and 3 and underestimate the warming for regimes 2 and 4. Only for cloud regime 1, however, does the simulation agree with the observations when variability is accounted for. All differences can be traced to low biases (29%-37%) in the LW cloud effect at the TOA caused by too much LW radiation (10-30 Wm ) being transmitted to space.
[30] Taking the comparisons one step further, the simulated radiative heating rate profiles were evaluated against the observed profiles for each cloud regime ( Figure 5 ). The observations reveal that LW cooling dominates all cloud regimes with the largest net heating rates (> −10 K/d) occurring at cloud tops above 10 km for all cloud regimes except regime 1, where the strongest cooling occurs at 2 km controlled by the radiative influence of low-level clouds over the optically thinner cirrus. Indications of net radiative warming are seen only at the bases of the thick cirrus in regime 2 and at the lowest levels of all regimes.
[31] The simulated heating rates are dominated by LW cooling as well; however, they vary much less with height than the observations. Differences with the observations are most dramatic at mid and low levels for cloud regime 1 and in the upper atmosphere for the other regimes. Although the column mean differences between the simulation and observations are rather small, being less than 0.4 K/d and due in large part to compensating differences, the standard deviation of the differences is actually quite large, ranging from about 2 to 3 K/d for all cloud regimes (see column labeled "original" in Table 3 ). [32] To investigate these differences further, both simulated and observed total liquid water content (LWC) and ice water content (IWC) profiles were examined in more detail (Figure 6 ). Because the strong LW cooling at and above 12 km for cloud regimes 2-4 was found to be caused by just a few observed profiles in each regime with extremely high IWC (in one extreme case exceeding 1 gm −3 ), these anomalous profiles were subsequently removed from the mean LWC and IWC profiles shown in Figure 6 . Statistics of the heating rate differences with these profiles excluded are also shown in Table 3 labeled as "Modified Obs".
[33] Large deviations of the simulated LW cooling from the observations at midlevels for cloud regimes 1 and 3 appear to be caused by a relative peak in the observed IWC that was only weakly reproduced by the simulation. However, it may be possible that the much higher LWC observed at these levels is also contributing to the differences. For regime 1 at low levels, the simulated LW cooling maximum occurs at a slightly lower level since the model generated shallower clouds than observed ( Figure 5 ). The cause of the large differences in the strength of the cooling at these levels is apparently related to the magnitude of the simulated LWC, which is nearly a factor of 2 smaller than observed. The fact that the simulation also produced mean raindrop effective diameters approaching 200 mm may have helped to reduce the broadband IR cloud optical depths and hence the cooling rates.
[34] Other major differences in the magnitude of the cooling rates are evident at about 10 km in cloud regimes 2 and 4. For regime 2, comparison of the IWC profiles in Figure 6 suggests that the amount of ice mass is not the cause of the differences since the simulated IWC is actually slightly larger than observed. For regime 4, the IWC profiles are comparable in magnitude, but the height of the simulated IWC maximum is about 2 km lower than observed, which is consistent with the peak cooling rate at upper levels being about 2 km lower than the height of the observed peak cooling rate.
[35] Remaining differences between the simulation and observations in terms of the magnitude of the LW and net cooling, particularly for regimes 2 and 4, may be unrelated to model deficiencies. For example, errors in the 2B-FLXHR and 2B-CWC products could also contribute to the differences. However, it is useful to explore the possible role that hydrometeor size may play in the comparison. One way that ice particle size produced by the model could be too large is if the microphysics scheme converts too much cloud ice into snow. This is a strong possibility given that the scheme used in the simulation turns on this conversion process when cloud ice particles reach an arbitrary diameter [Thompson et al., 2008] . As seen in Figure 7 , the simulation of ice for both cloud regimes 2 and 4 indicates that snow, not cloud ice, is the largest contributor to the ice mass above 10 km, where the particles have diameters ranging from about 100 to 200 mm.
[36] To investigate whether excessive amounts of large ice particles could be the cause of the remaining differences, another set of heating rate calculations using the CloudSat FLXHR simulator were performed whereby all snow and graupel hydrometers were converted to cloud ice by assigning to them the same particle diameters as the cloud ice. It should be emphasized that this experiment is not the same as if the model were run again with these changes because this would affect the fall speed and residence time of the snow and graupel and hence the model simulation. However, this experiment can provide an indication of how sensitive the radiative heating rates are to changes in ice particle size.
[37] Results in Figure 8 show some improvement in the magnitude of LW cooling rates for cloud regimes 2-4 as evidenced by a small reduction in both the mean difference and standard deviation of the column heating rates (see Table 3 ). Although subtle overall, these improvements are most evident for the peak cooling at about 10 km for cloud regime 2, where the shape of the heating profile is captured better, and the peak cooling at 6 km for regime 3. Also seen is a slight improvement in the magnitude of the peak cooling in the upper levels for cloud regime 4. Although this experiment did not bring the simulation into full agreement with the observations, it showed that at least some of the disagreement between the simulated and observed LW cooling rates for cloud regimes associated with deeper convection (i.e., regimes 2-4) could be accounted for by simply reducing the size of the frozen precipitation.
Summary and Conclusions
[38] A massive cloud-resolving WRF model simulation was evaluated in terms of its vertical representation of midlatitude clouds and their impact on the radiation budget and radiative heating rates using CloudSat observations. The Figure 6 . Mean simulated (SIM) and observed (OBS) total ice water content (IWC) and liquid water content (LWC) profiles for each cloud regime (CR). a Original refers to unmodified data. Modified observations (Modified Obs) were altered by removing several anomalous profiles, whereas modified simulation (Modified Sim) had graupel and snow particle sizes reduced to those of cloud ice. Figure 7 . Mean ice water content and ice particle diameter profiles of simulated cloud ice, graupel, and snow for cloud regime 2 (CR2) and 4 (CR4). evaluation was made by objectively classifying the clouds through cluster analysis. Four different cloud regimes were identified in both the simulation and the observations. Overall, the simulation reproduced well the joint histograms of H-dBZ for all cloud regimes as indicated by statistically significant correlations with the observations. However, pattern correlations were found to be highest for thick cirrus, unorganized midlevel convection, and frontal precipitation. The simulation also reproduced well the relative frequency of occurrence and latitudinal trends of all cloud regimes, where a mixture of cirrus and low-level clouds was the most common regime observed and simulated.
[39] One of the shortcomings of the simulation was that H-dBZ histograms for two of the cloud regimes (thin cirrus with low-level cloud and unorganized midlevel convection) were found to be highly correlated. Whether this is an inherent limitation of the microphysical and/or PBL parameterizations or a result of insufficient statistics in the analysis is unclear. Other weaknesses of this simulation were an overproduction of drizzle and a boundary layer that was too shallow. We suspect this behavior may have been caused by insufficient vertical mixing by the PBL scheme, which prevented latent heat fluxes from being transported vertically. This allowed moisture to build in the boundary layer, thus producing optically thicker clouds with a greater chance of precipitating.
[40] With respect to cloud radiative effects, the simulation performed well for the majority (∼60%) of clouds, i.e., a combination of cirrus and low-level clouds. Although differences in the net CRE at the TOA, BOA, and the atmosphere for these clouds when compared against observations ranged from 8% to as high as 53%, all differences were within the variability of the simulated data and observations. However, all simulated clouds displayed positive biases in the net CRE at the TOA and BOA but negative biases for the atmosphere. These negative biases were traced to the simulated clouds losing 10-30 Wm −2 more LW radiation to space than observed.
[41] In terms of cloud radiative heating rates, both simulation and observations showed that in all cloud regimes, LW cooling dominated. The simulated heating rates were comparable to the observations in a column sense but varied much less with height than the observations. Although some of these differences could be attributed to differences between the simulated and observed water content profiles, differences in particle size also played a role. For cirrus and low-level clouds (regime 1), the large underestimation of the LW cooling by the simulation at low levels (more than 5 K/d) was due to smaller LWC and relatively large drop sizes caused by an overproduction of drizzle. At least for marine stratiform clouds, such large differences in LW cooling can have a major impact on the vertical motions within the upper regions of the cloud since LW cooling is the dominant mechanism for generating turbulence within this type of cloud [e.g., Frisch et al., 1995] . Perhaps more surprising was the finding that the simulated heating rates could be brought into somewhat better agreement with the observations for cloud regimes associated with deeper convection (i.e., 2-4) by reducing the effective diameters of simulated frozen precipitation, particularly snow, since it was the dominant ice particle type with respect to mass. However, further work is needed using multiple model runs to determine exactly how microphysical changes of this kind will impact model-derived radiative heating rates.
[42] The sensitivity of radiative heating rates to model microphysics as shown in this study highlights the importance of how ice is partitioned in bulk microphysics schemes for these types of weather systems. This partitioning is needed by bulk schemes since they assign ice particles to arbitrary categories. Additionally, these schemes retain only limited aspects of particle growth history. [Hashino and Tripoli, 2007] . However, new hybrid bin methods based on first principles that explicitly predict ice particle dimensions (e.g., axis and dendritic arm lengths) and that account for the complete growth history have the potential to provide more realistic depictions of ice particles that may lead to improved radiative heating rates [Hashino and Tripoli, 2008] . Although these methods are currently impractical for use in NWP models and GCMs, it may be possible to use the results from these explicit simulations to develop bulk-like parameterizations for improving ice microphysical processes in models.
