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THE STABILIZER OF ELEMENTARY SYMMETRIC POLYNOMIALS
JESKO HÜTTENHAIN
Abstract. We study the r-th elementary symmetric polynomial in n variables
with 2 < r < n. There are two kinds of linear transformations on the parameter
space that leave this polynomial invariant: Namely, any permutation of the vari-
ables and simultaneous scaling by any r-th root of unity. We prove that there
are no other linear transformations with this property.
1. Introduction
1.1. Outline. Let n ∈N and write [n] := {1, . . . , n}. The number n will be fixed
throughout the document and does not enter notation. We work over the field C
of complex numbers throughout. The r-th elementary symmetric polynomial for
1 ≤ r ≤ n is defined as
ESPr(X1, . . . , Xn) =∑I⊆[n]
|I|=r
∏
i∈I
Xi ∈ C[X1, . . . , Xn]r.
Here, C[X1, . . . , Xn]r is the C-vector space of homogeneous degree r polynomi-
als in n variables. The elementary symmetric polynomials have been studied
in many contexts and provide good training grounds for questions in algebraic
complexity theory, especially since much is known about their computational
complexity already [Str75, SW01, NW97]. We are interested in geometric com-
plexity theory [MS01] here, or GCT for short. See [Lan15, pp 28-29] for a survey
on how the elementary symmetric polynomials fit in the context of GCT. For
studying polynomial families in the GCT framework, a primary object of inter-
est are their stabilizer groups. Quite surprisingly, it has not been documented
for the elementary symmetric polynomials yet – the primary goal of this note is
to fill this gap. As one application, we also study the weights that occur in the
coordinate ring of the orbit closure of ESPr.
Consider the group GLn := GL(Cn) acting on Cn and thereby canonically
on the polynomial ring C[X1, . . . , Xn] = Sym(Cn)∗. We are interested in the
stabilizer
Hr := {h ∈ GLn | ESPr ◦ h = ESPr} ⊆ GLn
of ESPr. Our main result is the following statement, which tells us that the
stabilizer contains no more than the obvious symmetries:
Theorem 1. Let 2 < r < n. Then, the stabilizer Hr of the r-th elementary symmetric
polynomial satisfies Hr ∼= Sn oZr, where Sn corresponds to the permutation matrices
and Zr = {ω ∈ C |ωr = 1} corresponds to the scalar matrices corresponding to some
r-th root of unity.
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1.2. The Matrix Version. For a matrix x ∈ Cn×n, denote by MESPr(x) the r-th
elementary symmetric polynomial in the eigenvalues of x. Note that this is a
polynomial function in x, because MESPn−r(x) is (up to sign) the r-th coeffi-
cient of the characteristic polynomial of x. From the very late 1950’s to the late
1970’s, several papers were published to classify those linear transformations
in End(Cn×n) which leave these coefficients invariant. In [MP59] (for the cases
4 ≤ r ≤ n− 1) and in [Bea70] (for the case r = 3), the following main classifica-
tion is proved:
Theorem 2 (Marcus-Purves-Beasley). Let 2 < r < n and g ∈ End(Cn×n). If
MESPr ◦ g = MESPr, then there exist u ∈ GLn and ω ∈ C with ωr = 1 such that one
of the following holds:
• ∀x ∈ Cn×n : g(x) = ω · uxu−1.
• ∀x ∈ Cn×n : g(x) = ω · uxTu−1. 
Remark 3. Theorem 1 can now also be interpreted as stating that every element
in the stabilizer of ESPr is induced by an element in the stabilizer of MESPr:
The action of Hr on Cn corresponds to the action of Hr on the space of diagonal
matrices via conjugation. Hence, an element u ∈ Hr corresponds to a map
x 7→ uxu−1 leaving diagonal matrices invariant.
Unfortunately, one can not deduce Theorem 1 directly from Theorem 2. How-
ever, the proof of Theorem 1 we give here is based strongly on the ideas from
[MP59] which were used to prove (part of) Theorem 2.
1.3. Acknowledgement. I am grateful to Peter Bürgisser for bringing this prob-
lem to my attention and for his many helpful comments.
2. The Stabilizer of Elementary Symmetric Polynomials
For a ∈ Cn, we define ρ(a) to be the number of nonzero entries of a. Intuitively,
if we imagine a as a diagonal matrix, ρ(a) is the rank of a. Note that Lemma 4
and 5 are analogons of [MP59, Lemma 3.3, 3.5] with very similar proofs.
Lemma 4. Let 2 < r < n and a, b ∈ Cn. Define the polynomial
fa,b := ESPr(Xa + b) := ESPr(Xa1 + b1, . . . , Xan + bn) ∈ C[X]
Then, we have deg( fa,b) ≤ 1 for all b ∈ Cn if and only if ρ(a) ≤ 1.
Proof. The “if” part is clear because ESPr is multilinear. For the converse, observe
ESPr(aX + b) = ∑
I⊆[n]
|I|=r
∏
i∈I
(aiX + bi) = ∑
I⊆[n]
|I|=r
r
∑
s=0
∑
J⊆I
|J|=s
∏
j∈J
bj ∏
i∈I\J
aiX
=
r
∑
s=0
∑ J⊆I⊆[n]|I|=r,|J|=s∏
j∈J
bj ∏
i∈I\J
ai
Xr−s,
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So for any choice of b ∈ Cn and for any s ≤ r− 2, we must have
∑
J⊆I⊆[n]
|I|=r,|J|=s
∏
j∈J
bj ∏
i∈I\J
ai = 0.
For any subset J0 ⊆ [n] of size s, choose the vector b which satisfies bj = 1 for
j ∈ J0 and bi = 0 for i /∈ J0. Then, we get
∑
J0⊆I⊆[n]
|I|=r
∏
i∈I\J0
ai = 0.
For J0 = {n− s + 1, . . . , n}, we have [n] \ J0 = [n− s] and therefore
0 = ∑
I⊆[n]
|I|=r−s
∏
i∈I
ai = ESPr−s(a1, . . . , an−s).
In general, ESPr−s vanishes on any tuple of n− s entries chosen from a. We set up
some notation for what follows: For any I = {i1, . . . , ik} ⊆ [n] with i1 < · · · < ik,
we write aI for the sequence ai1 , . . . , aik . With this notation, we can say that
ESPr−s(aI) = 0 for any I ⊆ [n] with |I| = n− s.
For s = r− 2, this means ESP2(aI) = 0 for any I ⊆ [n] with n− r+ 2 elements.
If all entries of a were equal, this would imply a = 0. Hence, up to permutation
of the entries of a, we may assume a1 6= a2. Let J ⊆ {3, . . . , n} be a subset with
|J| = n− r + 1. Then,
0 = ESP2(a1, aJ) = a1 · ESP1(aJ) + ESP2(aJ)
0 = ESP2(a2, aJ) = a2 · ESP1(aJ) + ESP2(aJ)
yielding, by subtraction,
0 = (a1 − a2) · ESP1(aJ)
so 0 = ESP1(aJ) = ∑j∈J aj.
We now finish the proof in the case r ≥ 4. In this case, let p > q > 2 be two
indices. Since r ≥ 4, we can choose two sets Jq, Jp ⊆ {3, . . . , n} of size n− r + 1
such that q ∈ Jq, p ∈ Jp and Jq \ {q} = Jp \ {p}. Then,
∑i∈Jq ai = 0,
∑i∈Jp ai = 0.
Subtracting both equalities yields aq = ap. Since p and q were arbitrary in
{3, . . . , n}, this implies c := a3 = · · · = an. Hence, 0 = ESP1(c, . . . , c), so ai = 0
for all i > 3. We are done in this case because
0 = ESP2(a1, . . . , an−r+2) = ESP2(a1, a2) = a1a2.
We are left to treat the case r = 3. In this case, J = [3, n]. Define the sets
Ki := [n] \ {i}. Since |Ki| = n− 1 = n− r + 2, we have ESP2(aKi) = 0 for all i.
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Thus,
ESP2(a1, . . . , an) = ai · ESP1(aKi) + ESP2(aKi)
= ai · ESP1(aKi).(1)
Summing over i, we obtain
n · ESP2(a1, . . . , an) =
n
∑
i=1
ai · ESP1(aKi) =
n
∑
i=1
∑
j 6=i
aiaj
= 2 · ESP2(a1, . . . , an).
Since n ≥ r ≥ 3, we have n− 2 6= 0, therefore ESP2(a1, . . . , an) = 0. By (1), this
means that ai · ESP1(aKi) = 0 for all i ∈ [n]. Set α := ∑ni=1 ai, then we have
ai · α = ai ·
n
∑
i=1
ai = a2i + ai · ESP1(aKi) = a2i .
Consequently, ai(α− ai) = 0 for all i. Given ai 6= 0, we get ai = α, so
α = ∑
1≤i≤n
ai = ∑
1≤i≤n
ai 6=0
ai = ρ(a) · α,
which means ρ(a) = 1 unless α = 0, in which case a = 0. 
Lemma 5. Let 2 < r < n. If g ∈ GLn stabilizes the r-th elementary symmetric
polynomial and a ∈ Cn satisfies ρ(a) = 1, then ρ(g(a)) = 1.
Proof. For any b ∈ Cn, we have deg( fa,g−1(b)) ≤ 1 by Lemma 4. Since
fg(a),b = ESPr(X · g(a) + b) = ESPr(g(Xa + g−1(b)))
= ESPr(Xa + g−1(b)) = fa,g−1(b),
we have deg( fg(a),b) ≤ 1 for all b ∈ Cn and again by Lemma 4 this implies
ρ(g(a)) ≤ 1. Since g is invertible, a 6= 0 implies g(a) 6= 0, so ρ(g(a)) = 1. 
Proof of Theorem 1. Let g ∈ Hr, i.e., g stabilizes ESPr. Let ei ∈ Cn be the i-th
canonical base vector, then Lemma 5 implies that g(ei) is a vector with only one
nonzero entry. In other words, each column of g contains only one nonzero
entry. As g is invertible, it must be the product of a permutation matrix pi with
an invertible diagonal matrix t. We are left to show that t must be a scalar matrix
corresponding to some r-th root of unity.
Let t = diag(t1, . . . , tn) with ti ∈ C×. By assumption, we have
∑
I⊆[n]
|I|=r
∏
i∈I
Xi = ESPr(X1, . . . , Xn) = ESPr(t1X1, . . . , tnXn) = ∑
I⊆[n]
|I|=r
∏
i∈I
tiXi
and comparing coefficients, this means that ti1 · · · tir = 1 for all sequences of
indices 1 ≤ i1 < . . . < ir ≤ n. We first use this to show that all the ti are
equal. Let i, j ∈ [n] be two distinct indices and arbitrarily chose r − 1 other
indices i1, . . . , ir−1 ∈ [n] \ {i, j}. Then, the above implies ω := ti = ∏r−1k=1 t−1ik = tj.
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This means that t is a scalar matrix corresponding to ω ∈ C× and we have
ωr = t1 · · · tr = 1, so ω is an r-th root of unity. 
Remark 6. Note that ESPr is in general not characterized by its stabilizer, i.e., it
is not the only homogeneous degree r polynomial with this stabilizer. To se this,
let us assume n > r > 3 and consider P := ESP1 ·ESPr−1. We claim that Hr is
also the stabilizer of P. Assume that P is left invariant by some transformation g.
We can write
ESP1 ·ESPr−1 = P = P ◦ g = (ESP1 ◦ g) · (ESPr−1 ◦ g).
Here, ESP1 and ESPr−1 are the irreducible factors of P and have distinct de-
grees, so they are unique up to scalar. More precisely, ESP1 ◦ g = α · ESP1 and
ESPr−1 ◦ g = α−1 ·ESPr−1 for some α ∈ C×. If ω ∈ C× is such that ωr−1 = α, then
ωg ∈ Hr−1. By possibly multiplying ω with an (r− 1)-st root of unity, Theorem 1
implies that ωg is a permutation matrix. To see that g ∈ Hr, we need to show that
ω is an r-th root of unity. Indeed, ESP1 = ESP1 ◦ωg = ωα · ESP1 = ωr · ESP1.
3. Weights of the Coordinate Ring
Let Vr := C[X1, . . . , Xn]r be the vector space of homogeneous degree r polyno-
mials in n variables and Ωr := ESPr ◦GLn = {ESPr ◦ g | g ∈ GLn} the GLn-orbit
of ESPr. The Zariski closure Ωr ⊆ Vr is a variety on which GLn acts from
the right. Therefore, the coordinate ring C[Ωr] decomposes into irreducible
GLn-modules, each corresponding to a certain dominant weight. It is a well-
known fact that these weights form a semigroup [Ike12, 4.3.5 Theorem].
We recall several facts about the representation theory of GLn, see [Hum98,
Kra85]. The irreducible representations of GLn are classified by the semigroup
Λ := {λ ∈ Zn | λ1 ≥ · · · ≥ λn}
of dominant weights and we dentoe by V(λ) the irreducible GLn-module corre-
sponding to the weight λ ∈ Λ. Let Sr :=
{
λ ∈ Λ ∣∣V(λ) ⊆ C[Ωr]} be the semi-
group of weights that appear in the coordinate ring of the orbit closure of ESPr.
We will show the following:
Theorem 7. The group generated by Sr is equal to {λ ∈ Λ | λ1 + · · ·+ λn ∈ rZ}.
3.1. Representation Theory. We require some more prerequisites from repre-
sentation theory. A basis ofV(λ) is given by the semistandard Young-tableaux Y
of shape λ. For λ = (4, 2, 1, 1) and n = 4, an example for such a tableaux is
Y =
1 2 2 4
2 3
3
4
In each row, the numbers are weakly ascending and in each column, they
are strictly ascending. Let wt(Y)k ∈ N be the number of times that k ∈ N
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appears in Y. In the above example, wt(Y) = (1, 3, 2, 2). We then call wt(Y)
the weight of Y. Given a tuple α = (α1, . . . , αn) ∈ Nn of natural numbers, we
call v ∈ V(λ) a weight vector of weight α if all invertible diagonal matrices
t = diag(t1, . . . , tn) ∈ GLn act on v via t.v = tα11 · · · tαnn · v. Any semistandard
Young tableaux Y is a weight vector of weight wt(Y). A permutation matrix
corresponding to a permutation pi ∈ Sn will map a weight vector of weight
α = (α1, . . . , αn) ∈Nn to a weight vector of weight pi.α = (αpi(1), . . . , αpi(n)).
For λ = (λ1, . . . ,λn) ∈ Λ, we set λ∗ := (−λn, . . . ,−λ1). Clearly λ∗ ∈ Λ, in
fact λ 7→ λ∗ is an automorphism of Λ. We quote the following, well-known fact
about the dual of a representation from [Kra85, III.1.4, Bemerkung 2]:
Lemma 8. For any λ ∈ Λ, we have V(λ)∗ = V(λ∗). 
Theorem 7 now follows from the following, slightly more general observation
together with Theorem 1.
Proposition 9. Let V be a GLn-module, 2 < r < n and v ∈ V any element whose
stabilizer is equal to Hr ⊆ GLn. Let Ω := GLn .v be its orbit. Then, the weights that
appear in the coordinate ring C[Ω] generate the lattice {λ ∈ Λ | λ1 + · · ·+ λn ∈ rZ}.
Proof. We know by the algebraic Peter-Weyl Theorem [TY05, 27.3.9] that there is
an isomorphism of GLn×GLn-modules
C[GLn] ∼=
⊕
λ∈Λ
V(λ)∗ ⊗V(λ).
This isomorphism is given by sending a tensor ϕ⊗ v ∈ V(λ)∗⊗V(λ) to the reg-
ular fuction g 7→ ϕ(g.v), hence the right action on C[GLn] by GLn corresponds
to the action on the right tensor factor. There is also a GLn-module isomorphism
C[GLn .v] ∼= C[GLn]Hr where invariants are taken with respect to the right action
[TY05, 25.4.7 and 25.5.2]. Thus,
C[GLn .v] ∼=
⊕
λ∈Λ
V(λ)∗ ⊗V(λ)Hr .
Set Λr := {λ ∈ Λ | λ1 + · · ·+ λr ∈ rZ}. By the above formula and Lemma 8,
we want to show that Λr is generated by all λ∗ with V(λ)Hr 6= {0}. Since the
idempotent map λ 7→ λ∗ restricts to an automorphism of Λr, it suffices to show
that Λr is equal to the lattice Λ˜r generated by all λ ∈ Λ with V(λ)Hr 6= {0}.
First, we show that Λ˜r ⊆ Λr. Assume that V(λ)Hr 6= {0}, then any scalar
matrix t ∈ C acts on V(λ) by tλ1+···+λn . Since the scalar matrices that corre-
spond to r-th roots of unity are all contained in Hr and Hr stabilizes some vector
in V(λ), we may conclude that λ1 + · · · + λn is divisible by r, hence λ ∈ Λr.
Consequently, Λ˜r ⊆ Λr.
We now prove the other inclusion and first claim that (r, 0, . . . , 0) ∈ Λ˜r. The
module corresponding to this partition is the r-th symmetric power Symr Cn.
Denoting by ei ∈ Cn the i-th canonical base vector, we can see that its r-th
symmetric power eri ∈ Symr Cn is a nonzero vector which is invariant under all
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permutations and also invariant under scaling by r-th roots of unity, hence eri is
Hr-invariant.
For the second step, let `i := r · n(n+1)2 − i. We claim that for 1 ≤ i ≤ n− 1, the
partitions
λi := (`i, 1, . . . , 1
i times
, 0, . . . , 0)
are all contained in Λ˜r. Indeed, we consider the semistandard Young tableaux
of shape λi that contains the number k precisely kr many times, filling in the
values from left to right, top to bottom. This corresponds to a nonzero weight
vector wi of weight (r, 2r, 3r, . . . , nr) = r · (1, 2, . . . , n) which is therefore invariant
under r-th roots of unity. If we apply any permutation pi ∈ Sn, then we obtain
a weight vector pi.wi of weight r · (pi(1), . . . ,pi(n)) which is still invariant under
r-th roots of unity. Since these weights are all pairwise distinct, the vectors pi.wi
are linearly independent and the symmetrization
wi := ∑
pi∈Sn
pi.wi
is a nonzero Hr-invariant. This proves V(λi)Hr 6= {0}, therefore λi ∈ Λ˜r.
We have shown that Λ˜r contains any Z-linear combination of the columns of
the following matrix: 
r `1 · · · `n−1
0 1 · · · 1
... . . . . . .
...
0 · · · 0 1

To show Λr ⊆ Λ˜r, we are left to verify that any λ ∈ Λr is a Z-linear combination
of the columns of A. To see this, we subtract apropriate multiples of the last
n − 1 columns from λ to eliminate all but the first coordinate. The resulting
vector µ = (a, 0, . . . , 0) is an element of Λ˜r because all columns of A are in Λ˜r.
This implies that a must be divisible by r and so µ is an integer multiple of the
first column of A. Thus, λ is a Z-linear combination of the columns of A. 
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