Abstract. This article discusses the relationship between the inertial manifolds "with delay" introduced by Debussche & Temam, and the standard definition. In particular, the "multi-valued" manifold of the same paper is shown to arise naturally from the manifolds "with delay" when considering issues of convergence as the delay time tends to infinity. This leads to a new characterisation of the multi-valued manifold, which allows a fuller understanding of its structure.
1. Introduction In the study of various dissipative partial differential equations, the concept of an inertial manifold (introduced by Foias, Sell, & Temam [8] ) has attracted much research in recent years. An inertial manifold is a finite-dimensional Lipschitz manifold which attracts all trajectories of the system at an exponential rate. As such, it offers a rigorous connection between the initial PDE and a finitedimensional system of ordinary differential equations, an important simplification analytically, computationally, and philosophically.
However, although the ideas are applicable to many interesting equations, for example (see [19] ) the Kuramoto-Sivashinksy equation, the Ginzburg-Landau equation, and reaction-diffusion equations, there are examples for which the existence or otherwise of an inertial manifold is unresolved -outstandingly, the two-dimensional Navier-Stokes equations. It is thus of interest to consider possible generalisations of the theory that might be more generally applicable.
A recent paper by Debussche & Temam [5] introduced two such generalisations: the "inertial manifold with delay" and the "multi-valued inertial manifold". The aim of this paper is to investigate these two ideas further. In particular the structure of the multi-valued manifold is examined in some detail.
The most common general form of equation analysed in this body of theory is an abstract evolution equation on a Hilbert space H, du/dt + Au = f (u), where A is a positive self-adjoint operator with compact inverse and f a nonlinear term. It is systems in such a form that will be considered in this paper, as they are essentially the subject of [5] (for more concrete examples, see [8] and also [19] ). In what follows, the norm in H will be denoted by | · | and the inner product by (·, ·).
It will be assumed that f is Lipschitz continuous from D(A α ) into H (where D(A α ) represents the domain of A α in H, and 0 ≤ α < 1), is globally bounded, and has compact support:
Although it seems very restrictive, such a form of the equation can be obtained through truncations taking advantage of the existence of an absorbing set -see [19] for details. For technical reasons (which can be surmounted with some lessening of the clarity of the exposition) it will be assumed that in fact 0 ≤ α ≤ 1 2 (this covers all the examples referred to above).
This general semilinear parabolic equation covers many examples and in its untruncated form forms the main subject of Henry's monograph [9] . Among many other topics, Henry shows that equations of this form possess globally defined (in time) solutions provided that u 0 ∈ D(A α ), and so one can obtain a semigroup S(t) acting on D(A α ) via the definition
It is thus natural to measure distances in this space; the norm in D(A α ) will, for convenience, be denoted by | · | α , so that
In such a situation, H has a natural basis consisting of generalised Fourier modes, the eigenfunctions w n of the operator A (Aw n = λ n w n ) (see [13] , for example). By ordering the eigenvalues in increasing order (λ n+1 ≥ λ n ), one can define the projection P n onto the first n Fourier modes,
(u, w j )w j and its orthogonal complement Q n = I − P n . An inertial manifold is given as the graph of a Lipschitz function φ : P n H → Q n H,
The exponential attraction property means that
A sufficient condition for the existence of an inertial manifold (see [3] , [4] , [8] , [14] , [19] and references therein) is the spectral gap condition,
Although, as mentioned above, this condition does hold for some common equations, there are others for which it fails, and hence for which the question of the existence or otherwise of inertial manifolds is unresolved.
The two generalisations of the concept of an inertial manifold which are the subject of this paper are developed in a paper of Debussche & Temam [5] . The first is that of an "inertial manifold with delay". They show that there exists a function Φ : P n H × Q n H → Q n H such that, for some fixed "delay time" T ,
where ν = min(λ n+1 , λ n + 2C 1 λ α n ). (Note that the term "manifold" here is something of a misnomer, as there is in fact no actual manifold contained in the above formulation; to some extent this is addressed in section 2.)
In some sense the dependence of Φ(p, q) on the q variable in (1.4) lessens as the delay increases. However, it is clear that for the contribution from the Q variables to become small, one must be able to guarantee that the difference of the Q components at the initial time is not too large. For example, sinceu = −Au outside Ω ρ , the backward time rate of increase of the Q difference of two solutions will be exponentially fast, so that
unless the trajectories lie on P n H when they leave Ω ρ . In this case there appears to be no sensible way to think of "convergence" as T increases.
To capitalise on an increase in the value of T , one must ensure that one can take a solution with fixed P u(T ) for which Qu(0) does not grow too quickly. This observation leads naturally to the introduction of the multi-valued "inertial manifold", which is presented as a separate issue in [5] . Indeed, the multi-valued inertial manifold M v ,
is precisely the set of solutions for which larger values of T in (1.4) will indicate less dependence on Qu. This is made more precise in theorem 2.2. One could think of M v as the graph of a multi-valued function ϕ :
Since all solutions on M v exist for t ∈ IR, one could write any u ∈ M v as
using the delay function Φ from (1.3). An equivalent definition for ϕ is therefore
To emphasise the link between the inertial manifold with delay and the multi-valued manifold, the second of these two approaches will be used, so that the occurence of Φ remains explicit.
2. Characterisation of M v and convergence. The truncation of the nonlinear term outside Ω ρ allows one to give an alternative and perhaps more intuitive characterisation of the multi-valued manifold M v . Let
a ball of initial conditions in P n H. In the monograph by Constantin et al. [3] (see also [4] and [15] ) it is shown that the inertial manifold M given under the gap condition (1.2) can in fact be expressed as the closure of the integral manifold
That this is almost equivalent to the definition of M v given in (1.5) is the content of the next theorem.
Recall that the global attractor A is the maximal compact invariant set,
which attracts all bounded sets X,
see Temam [19] for more details. One can show that A is the union of all globally defined (for all t ∈ IR) bounded orbits (see [18] , theorem 2.8.15, for the simple proof).
exists for all t and |Qu(t)| α is bounded for all t ∈ IR. If |u(t)| α is bounded for all t ∈ IR then u ∈ A. If |u(t)| α is unbounded as t → −∞, u(t) must leave Ω ρ . If Qu(t) = 0 when the trajectory leaves Ω ρ then the Q component will be unbounded as t → −∞, since outside Ω ρ the equation is just
and A is positive. Thus u(t) must leave Ω ρ with Qu(t) = 0, and so u = S(τ )v for some v ∈ Γ and some τ ≥ 0. This gives (2.1).
This characterisation would be much stronger if one could guarantee that for N chosen large enough, one had
so that essentially one would have M v = M Γ . (This is in fact the situation in [16] , where the same form of set is obtained as the limit of a sequence of inertial manifolds.) In this case one might hope to find a homeomorphism
where B is a ball in IR N , and find a dynamical system on IR N which would reproduce the dynamics on A (see [17] for a different approach to the same problem).
One can now use this characterisation to prove the following convergence result. In the statement of the theorem,
Note that it is shown in [15] (see also [3] and [4] ) that under the spectral gap condition the inertial manifold takes the form required by the theorem. Theorem 2.2.
Suppose that the equation
has an inertial manifold M, given as the closure of the integral manifold through Γ,
and the graph of φ :
In fact, if Φ g is the "delay slaving function" from (1.3) corresponding to the nonlinearity g, then for all > 0 there exists a δ > 0 such that, for f − g ∞ < δ, one has
I.e. for trajectories in the multivalued manifold one can talk sensibly of the convergence of Φ g to φ.
Note that (2.7) in fact shows that M v tends to M in the Hausdorff metric (or "true distance") dist H , where
One part of this convergence is contained in (2.6), whereas (2.7) shows that each u ∈ M lies within of those points points z ∈ M v (g) with P z = P u (such points always exist by theorem 3.1 of [5] ), which is the other half of the convergence. Proof. Given > 0, take T so large that for initial conditions
for all t ≥ T , which is possible since M is exponentially attracting as in (1.1); in particular,
Now use the continuous dependence of solutions on the nonlinear term,
(for this particular expression (where k > 0 and θ = 1 − α) see Langa & Robinson [10] ; cf. Henry [9] ), and take f − g ∞ small enough that on [0, T ] the solutions of (2.4) and (2.5) with initial conditions in Ω ρ differ by at most /2,
Thus if u 0 ∈ Γ, (2.11) certainly shows that
Combining this with (2.9) gives (2.12) on [0, 2T ]. Induction now gives (2.12) for all t ≥ 0, and hence shows that
It is a standard result that dist(A(g), A(f )) → 0 as f − g ∞ → 0 (e.g. theorem 1.2 in [19] ), and since one must have A(f ) ⊂ M by the exponential attraction property of M, the convergence in (2.6) is assured.
The relation (2.7) between the functions Φ g and φ follows using the Lipschitz property of φ and the following simple argument (cf. [16] ), where the Lipschitz constant on φ is denoted l φ . For any point w ∈ D(A α ),
and
α , for all p ∈ P H, where c 2 = 2 max(l 2 φ , 1). It follows that
Note that this result says nothing about how the delay times change. However, if one considers a family of equations du/dt + νAu = f (u), (2.13) and rescales time (τ = t/ν) to obtain
it is straightforward to show that the delay time increases as ν increases. Indeed, in [5] it is shown that, for (2.12), there is an inertial manifold with delay, with delay time T , for any value of T which ensures that
where µ = λ n + 2C 1 λ α n , and C 1 is the Lipschitz constant of f (u)/ν, i.e. M 1 /ν. Clearly, since I(T, C 1 ) is continuous in T and C 1 , increasing in both variables, and I(0, C 1 ) = 0 for all C 1 , the delay time increases with ν. This relates theorem 2.2 with the heuristic discussion following (1.4).
Properties of M v .
The characterisation of M v obtained in theorem 2.1 allows its structure to be investigated in much greater detail. First, it will be shown that, in line with inertial manifolds, M v is locally compact, connected, and has finite Hausdorff and fractal (box-counting) dimension. Corollary 3.1.
M v is locally compact and conected. Proof. Since A is compact it suffices to show that M Γ is compact. This will follow from showing that M Γ is bounded in D(A β ), for some β > α, since this space is compactly embedded in D(A α ). Indeed, a straightforward application of the variation of constants formula gives
Standard estimates on A γ e −At (see [8] , [9] , [19] for example) show that
Since Γ T ≡ e AT Γ is bounded in P n H, one can write
It is a standard result that A is connected (see [19] for example), and clearly M Γ is connected. Since the intersection of A and M Γ is non-empty, it follows that A ∪ M Γ is connected.
The next stage is to investigate the dimension of M v . Recall that the Hausdorff dimension of a set X is given by
with B(y, s) the ball centred at y with radius s. See Falconer [7] for details. It is straightforward to show that M v has finite Hausdorff dimension.
Proposition 3.2.
M v has finite Hausdorff dimension,
Proof. Clearly,
In fact it will be more convenient to write
where
this is a senisible definition, since if u ∈ Γ ⊂ P n H, S(−t)u = e At u is still in P n H; indeed, M −1 is a bounded subset of P n H; its dimension is certainly bounded by n.
The continuous dependence on initial conditions result (2.9) shows that S(t)u 0 is Lipschitz in u 0 for each t > 0, and so each M j is the Lipschitz image of the set M −1 , which has Hausdorff dimension n. Thus, since Lipschitz maps do not increase dimension (see Falconer [7] ), d H (M j ) ≤ n. Now, since Hausdorff dimension is countably additive (see [7] again),
and so (3.1) follows.
To strengthen this to obtain finite fractal dimension is not so straightforward, and it seems that one needs to make some further assumptions to obtain this result, since, unlike Hausdorff dimension, the fractal dimension is not stable under countable unions. Recall that this stronger measure of dimension is given by
where N (X, ) is the number of balls of radius necessary to cover X. For further details see Eden et al. [6] , for example. Arguing as before one can show that
has d F (M T ) ≤ n; the problem comes with the portion of M v "near the attractor",
However, if one has obtained a finite bound on the dimension of the attractor using the method of Lyapunov exponents from Constantin et al. [2] , then essentially the same construction should apply to give the bound (3.1), with the fractal dimension replacing the Hausdorff dimension. Indeed, the result of [2] is valid for a compact invariant set X, and relies on iterating coverings of X under the time τ map S(τ ) (for some suitable τ > 0), within some bounded, positively invariant set U in which the dynamics take place. The restriction to this set allows for uniform estimates on the Lyapunov exponents. Now, although X = A ∪ M ≥T is not invariant, one does have
Provided that M ≥τ lies within the same set U as was employed before, a trivial modification of the argument of [2] (incoporating a suitable covering of M ≥τ at each stage) then applies to give the bound
as required.
In general, one can show that the fractal dimension is finite (but obtain no specific bound) by using the result of Málek et al. [11] , adapted in a similar way as above. Theorem 3.3.
Let X be compactly embedded in Y , and a semigroup S(t) defined on X be such that there exists a k > 0 and a t ≥ 0 such that, for any x, y ∈ X,
If M is a bounded set, and Σ a set of finite fractal dimension such that 
and then
Since |u| α ≤ λ α−β 1 |u| β , one has
Using standard estimates on A θ e −At (see [8] , [9] , or [19] for example) and the generalised Gronwall inequality from Henry ([9] , lemma 7.1.1) one obtains (3.2) (with some k(t)) for any t > 0.
If an inertial manifold exists, then M v is in fact a graph over P n H. In this case, the set S y = {u ∈ M v : P n u = y}, y ∈ P n H is a point for each y. In the more general case, a simple first result is that each S y is compact. Proposition 3.5.
For each y ∈ P n H, S y is compact.
Proof.
It suffices to show that S y is closed, since S y ⊂ M v which is locally compact. That S y is closed is immediate, since if x n ∈ S y and x n → x, then x ∈ M v by compactness of M v , and clearly P x = lim n→∞ P x n = y.
To go further, assume that f is in fact a C 1 function from D(A α ) into H. This guarantees (see theorem 3.4.4 in Henry [9] ) that S(t)u 0 is a C 1 function of u 0 for each t > 0. Also, attention will be restricted to those sets S y which are disjoint from the attractor A, i.e. those y with y / ∈ P n A. The reason for this is that although S y is a subset of an infinite-dimensional space, when S y ∩ A = ∅ one can study a different set, which is essentially equivalent but which is a subset of a finite-dimensional space. Indeed, note that there is some δ > 0 such that dist(A, S y ) > δ (since both S y and A are compact), and some T such that dist(S(t)g, A) < δ/2 for all t ≥ T and g ∈ Γ (since A is the attractor).
Thus each set Σ y ,
is in fact a (compact) subset of the finite-dimensional compact set [0, T ] × Γ, for some appropriate T . One can now show that Σ y , and hence S y , is finite for "most" such y. Indeed, consider the
A fundamental result from differential topology, Sard's theorem (see Abraham & Robbin [1] or Milnor [12] , for example), now unravels the structure of the Σ y . Let U be an open subset of IR n , and f : U → IR p a C 1 function. Then a point x ∈ U is said to be critical if Df (x) is not surjective; x is said to be regular if it is not critical. A point y ∈ IR p is a critical value of f if there is some critical point x ∈ U with y = f (x); if there is no such point y is said to be a regular value of f .
One can consider the modified function
andπ is defined in the obvious way, so that everything is in the form above. Now suppose that y is a regular value of π; then by virtue of the inverse function theorem the points in π −1 (y) are isolated, and so by the compactness of Σ y , π −1 (y), which is Σ y itself, is a finite set. Now one can appeal to Sard's theorem, which says (essentially) that almost all y are regular points: Theorem 3.6.
Let f : U → IR p where U is open in IR n . Let f be a C r map with r > max(0, n − p). Then the set of critical values of f has measure zero in IR p .
Proposition 3.7. Σ y is finite for each y ∈ P n H \ P n A, except for a set of measure zero. Proof. From the discussion above, if y is a regular value of π then π −1 (y) is a finite set. Sard's theorem now guarantees that the regular values of π form a set of full measure in P n H \ P n A.
Corollary 3.8.
If n > d H (A) then S y is finite except for a y set of measure zero.
Proof.
Since d H (A) < n, d H (P A) < n, and so m(P A, n), the n-dimensional Hausdorff measure of P A, is zero. Since the Lebesgue measure in IR n is proportional to the n-dimensional Hausdorff measure (see Falconer [7] ) it is zero too. The result is then immediate from the previous proposition.
It is now clear that M v has many properties in common with standard inertial manifolds. There are two outstanding questions. The first, mentioned at the end of section 2, is whether it is possible to choose n (and so Γ) such that M Γ contains the global attractor, or (perhaps more strongly) such that M v is in fact the graph of some function Ψ : IR n → H, and so really a manifold. Secondly, it is still unclear whether or not M v is exponentially attracting, which would properly justify calling it a multi-valued inertial manifold.
Conclusion.
It has been shown how the concept of "inertial manifold with delay" is related naturally to the standard definition of an inertial manifold by using the "multi-valued inertial manifold" M v . Furthermore, by characterising this manifold in a more convenient way, related to other approaches in the literature, it is possible to obtain a fuller understanding of its structure.
