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ABSTRACT
This paper proposes an improved Time-of-Flight (ToF)
estimation algorithm that allows sub-mm position estimation
and reduces the power consumption of the receiver. The for-
mer is ensured by employing a multicarrier ultra-wide band
(UWB) signal. The latter is achieved through sub-Nyquist
sampling allowing to decrease the rate of the analog to digital
converter (A/D) and digital computational cost. This paper
derives the necessary conditions to use sub-Nyquist sampling
while keeping the high precision obtained from an UWB
signal. These conditions involve ranging signal construction
and using a phase-based ranging algorithm adapted to sub-
Nyquist sampling. The resulting algorithm achieves sub-mm
ranging at 0 dB signal to noise ratio (SNR) by sampling a
8.76 µs long signal burst of 6 GHz bandwidth with 343 MHz
A/D rate. Moreover, an energy scalable receiver architecture
based on this algorithm is proposed. The scalability allows
dynamicaly adapting the A/D rate and power consumption
to the received signal strength meeting a required estimation
precision.
Index Terms— Sub-Nyquist sampling, Ultra-low power,
Positioning, Time of Flight, Extremely high frequency
1. INTRODUCTION
Mathematically proven to be very efficient for high-precision
ranging [1, 2], ultra-wide-band (UWB) technology has re-
cently gained importance in accurate indoor positioning for
mobile applications [3]. In [4], a range estimation algorithm
achieving sub-mm precision has been proposed. This is re-
alized through using a multicarrier UWB signal of 6 GHz
bandwidth with a carrier frequency of 60 GHz. Moreover,
an unlicensed bandwidth of 6 GHz is available at 60 GHz
band in international frequency allocation tables [5], allow-
ing the designers freely use the band. However, processing
the high bandwidth signal without information loss is also ex-
tremely challenging from an implementation point of view,
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Fig. 1. A receiver for sub-Nyquist positioning systems
because Nyquist sampling rate for such systems goes up to a
few Giga Hertz causing an unaffordable hardware complex-
ity. Although A/Ds working in Giga Hertz range sampling
rates are available [6], they have tight jitter and frequency off-
set specifications. Moreover, these fast and expensive A/Ds
bring a need for processing high data rates and suffer from
high power consumption. As a result, they are not suitable for
mobile applications.
A low-power architecture with low complexity is needed
for a sub-mm precise positioning application. To keep the
circuit complexity low, a receiver which does not require a
special architecture is targeted as given in Figure 1. The goal
of this work is to achieve sub-mm precision with a low com-
plexity ranging receiver and drastically reduced power con-
sumption. In order to reduce the power consumption of the
receiver, a single A/D with a rate far below the Nyquist sam-
pling rate is used. Sub-mm precision is reached through en-
gineering an UWB ranging signal for sub-Nyquist sampling:
the A/D rate and signal parameters are choosen in a way that,
the positioning information spread over the wide bandwidth
falls into a narrower band, without destructive overlap. Tun-
ing the A/D rate based on the targeted estimation precision
and environmental conditions further reduces the power con-
sumption at the run time. Some attempts for sub-Nyquist rate
UWB positioning are discussed in the next section, however
they do not fulfill the needs described above.
1.1. Related work
In order to cope with these complexity related problems both
for the A/D side and for the process algorithm side, com-
pressed sensing based architectures are proposed in [7] and
the references therein. These improved architectures com-
bine the sampling and digital processing unit in one block. In
compressed sensing methods sparse or compressible signals
that are sampled with sub-Nyquist rate are recovered by dedi-
cated methods such as l1 minimization. Compressed sensing
is applied to positioning systems by fully or partially recov-
ering the compressed sparse signals [8, 9]. Such recovery is
power consuming and inefficient compared to this work, be-
cause precise positioning in compressed domain is possible
under certain conditions as will be described in the paper.
Another approach to decrease A/D rates is to use mul-
tiple RF bands requiring many low frequency channels in-
stead of one high frequency band [10]. This method, how-
ever, increases the number of analog components in the RF
receiver, causing implementation complexity, power and area
overhead.
Although both compressed sensing methods and multi-
band RF receivers reduce A/D rates, they do not significantly
reduce the power consumption. Some promising positioning
systems using sub-Nyquist sampling techniques have been
proposed to simplify the RF front-end of the system in [11]
and [12]. However, precision performance of these systems
are limited to cm level because they cannot completely col-
lect the positioning information spread over the ranging sig-
nal band.
This work advances the state-of-the-art, reaching an esti-
mation precision of mm level avoiding computational com-
plexity and power hungry A/Ds. Moreover, this technique
enables adaptive systems in which the power consumption of
the system is dynamically adapted to the environmental con-
ditions and targeted accuracy.
The theoretical motivation of the new operating concept
and a summary of estimation algorithm are given in section 2.
Required conditions for enabling sub-Nyquist sampling are
given in Section 3. The simulation setup is introduced and
results are given in Section 4. The proposed algorithm is used
to build an energy scalable positioning system in Section 5,
and the paper is concluded in Section 6.
2. THEORETICAL BACKGROUND
The performance of the position estimation is qualified with
the standard deviation on estimation error, which is given by
the Cramer-Rao Lower Bound (CRLB). Therefore, the theo-
retical analysis are done based on the CRLB, which is shown
to be tight on maximum likelihood estimation simulations in
the region of interest [3]. CRLB derived for the standard de-
viation of the ToF estimation error is
σ2 ≥ 3
4pi2 T SNR
(
(fc + B2 )
3 − (fc − B2 )3
) . (1)
As seen from inequality (1), dominating parameters on es-
timation performance are the signal bandwidth (B) and the
Fig. 2. Noise folding due to subsampling
carrier frequency (fc). The precision is quadratically propor-
tional them, while it is linearly proportional to SNR and signal
duration (T). Therefore, to improve the precision, first attempt
should be increasing the bandwidth rather than signal duration
or signal power. However, very high bandwidth positioning
systems are not implementable due to their need of extremely
high A/D rates. In order to avoid very fast and energy hungry
A/Ds, one can scale the signal bandwidth relative to the feasi-
ble A/D rates keeping the Nyquist sampling frequency (fN ),
however with a significant loss in estimation precision. As an
alternative to reducing the transmitted signal bandwidth, sub-
Nyquist sampling ensuring to maintain wideband positioning
information is proposed. Drawback of sub-Nyquist sampling
is the SNR degradation caused by the noise folding as shown
in Figure 2. With the subsampling of a multicarrier signal, the
subcarriers fall into a narrower band, together with the noise
in the band. For a fixed transmitted signal power, this folding
decreases the SNR of the sampled signal proportional to the
subsampling factor, as given in (2).
SNRnew = SNRold − 10× log(kss), in dB (2)
In order to argue if the SNR reduction brought by sub-
Nyquist sampling can be compensated with the high band-
width information, two cases using Nyquist and sub-Nyquist
sampling rate are compared. Figure 3 shows the theoreti-
cal ranging performances under these cases for an A/D rate
sweep. In case 1, the transmitted signal bandwidth is chosen
as half of the A/D rate, so that the received signal is sampled
with fN . The latter case uses the a fixed transmitted signal
bandwidth of 6 GHz, but it assumes sub-sampling: SNR di-
minishes due to noise folding.
The difference between precision loss in case 1 and 2 in-
creases exponentially, while the A/D rate decreases; reaching
to 13 dB at 500 MHz A/D rate. This gap between two cases
means more than one order of magnitude in ranging precision:
by 10 µs signal with a 0 dB SNR sampled at 500 MHz, pro-
posed sub-Nyquist sampling method provides sub-mm preci-
sion, on the other hand estimation precision of only several
cm can be achieved with the same receiver processing a nar-
rower bandwidth signal.
This performance loss due to SNR degradation is accept-
able compare to the performance loss resulting from scaling
the bandwidth of the transmitted signal. Therefore, CRLB
proves that sub-Nyquist sampling of a wide band signal
Fig. 3. Effect of low-rate A/D converters on estimation pre-
cision according to CRLB. Total signal duration is 10 µs, the
SNR is 0 dB and CRLB is derived for baseband signal.
should be prefered rather than Nyquist sampling of a narrow
band signal to reach very precise position estimation.
2.1. Sub-Nyquist ToF estimation algorithm
In order to benefit from sub-Nyquist sampling, signal param-
eters that are not distorted by subsampling should be used in
the ToF estimation algorithm. To determine such parameters,
assume a signal containing N subcarriers is generated and
upconverted to ωc as given in (3), where ωi are the subcarrier
frequencies.
x(t) = ejωct
N∑
i=1
ejωit (3)
Assuming the channel is a single path Additive White
Gaussian Noise (AWGN) channel with a length of τ , the re-
ceived signal is
r(t) = x(t− τ) + v(t), (4)
where τ is the time of flight to be estimated and v(t) is white
Gaussian noise.
The received signal is downconverted, providing the input
to the A/D as
s(t− τ) = e−jωcτ
N∑
i=1
ejωi(t−τ) + v(t). (5)
The signal is sampled with a frequency of fs, so the output of
the A/D is
s[n/fs − τ ] = e−jωcτ
N∑
i=1
ejωi[n/fs−τ ] + v[n/fs]. (6)
Fig. 4. A representation of frequency domain Time-of-flight
estimation algorithm. The slope of the phase versus subcarrier
frequency gives τ .
The delay τ appears on the phase of the signal, which is not
distorted by the A/D rate. Therefore, an estimation algorithm
based on the phases of the carrier and the subcarriers is suit-
able to be used with sub-Nyquist sampling. Such an algorithm
is reported in [4], the slope of the phases versus subcarrier
frequencies line is estimated to calculate ToF: phase of a re-
ceived subcarrier increases linearly with the ToF. After sym-
bol synchronization, the phases of the subcarriers are used to
tune ToF within one symbol period. An illustration of the es-
timation algorithm is given in Figure 4. For simplicity, initial
phases of the subcarriers are set to 0. Following the Fourier
Transform, phases of the subcarriers are sum of two terms:
ωiτ and ωcτ . The slope in Figure 4 is estimated using ωi
and estimation is further improved using ωc. A coarse symbol
synchronization has to be performed before using phase based
estimation algorithm. Since symbol synchronization is a well
studied subject, it is not explained in this work. Moreover, the
estimation algorithm is capable of correcting synchronization
errors, if the synchronization error is less than the half of the
symbol duration.
3. ALGORITHMIC IMPLICATIONS
According to the Nyquist theorem, for perfect data recon-
struction the filtered signal should be sampled at least at
Nyquist frequency: fN = 2 × B, where B is the bandwidth
of the signal. On the other hand, as shown in the previous
section, the phases of the subcarriers are not distorted by sub-
Nyquist sampling, if the aliasing of subcarriers is prevented.
Sub-Nyquist sampling hence does not cause positioning
information loss under certain conditions. These conditions
involve selection of the signal parameters and sub-Nyquist
sampling rate then applying a phase-based estimation algo-
rithm. When these conditions are fulfilled, the A/D rate can
be reduced below Nyquist frequency by a subsampling fac-
tor of kss, where kss =
fN
fs
and is an integer for ease of
implementation. Certain signal and estimation algorithm pa-
rameters have to be chosen according to this factor kss.
Fig. 5. Sub-Nyquist sampling of a 2 tone signal in time and
frequency domains. The subsampling factor kss is 5.
3.1. Selection of signal parameters and kss
Sub-Nyquist sampling and the kss factor plays a role in se-
lecting the parameters like the subcarrier frequencies and sig-
nal duration. The subcarrier frequencies are determined such
that they do not alias with each other after sampling. After
subsampling, the subcarriers are aliased to a narrower band.
This is visualized in Figure 5, where a signal containing two
tones of 450 MHz and 1.25 GHz is generated with a sam-
pling rate of 5 GHz. Then, the signal is subsampled with a
kss of 5 (fs = 1GHz). Frequency spectra of both are shown
on the right side of the figure. Sampling the 450 MHz tone
with a sampling rate of 1 GHz does not change the position
of the subcarrier in the spectrum. However, 1.25 GHz carrier
is threatened as 250 MHz after sub-Nyquist sampling. Since
these two subcarriers fall into different frequency bins, these
tones are suitable to be used together for sub-Nyquist sam-
pling with a kss factor of 5.
Given the frequencies of the tones and the A/D sampling
rate, fs, the locations of the subcarriers after sampling can
be found. The tones with a frequency lower than
fs
2
keep
their location in the spectrum of the sampled signal. For other
tones, new frequency component, fni in the spectrum is cal-
culated by
fni = mod(f
o
i ,
fs
2
), (7)
where foi is the original frequency of the tone i. Aliasing of
the subcarriers to each other after sub-Nyquist sampling can
be prevented using (7).
Alternatively, when the subcarriers are fixed, the kss fac-
tor can be chosen, verifying the new locations of all the sub-
carriers. Either way, kss and the subcarrier frequencies should
be aligned. More than one possible kss can be found for a
given signal construction. This flexibility on choosing var-
ious kss factors will be used to develop an energy scalable
architecture in Section 5.
Another signal parameter to be settled is the signal dura-
tion. Assume, one period of the multicarrier signal, whose
Fig. 6. Transposition of subcarriers.
subcarriers are determined by (7), is called a Short Training
Symbol (STS). The received signal contains successive STSs.
The number of STSs is kss or multiples of kss to ensure that
the sufficient number of samples is used for Fourier trans-
form.
Other signal parameters such as signal bandwidth, num-
ber of carriers and carrier frequency are not directly related to
sub-Nyquist system design but affects the the precision of the
estimation algorithm. Selection of them is discussed in [4].
3.2. Frequency transpositions
As described in the previous subsection, subcarrier locations
change after sub-Nyquist sampling. On the other hand, the
Fourier transform window length is maintained. The estima-
tion algorithm is designed to process the phases of the subcar-
riers with the frequency values of the transmitted subcarriers.
All the frequency components are recovered in a transposed
order. Frequency bins transposition is found by (8), where bn
and bo are the new and old bin locations respectively. Subcar-
rier phases calculated at new bins can be processed to estimate
ToF.
bn = mod(bo × kss, sizefft) (8)
Frequency transposition is visualized in Figure 6. When the
FFT size is kept constant and A/D rate is reduced, frequency
resolution increases. The phases of theN particular tones un-
der interest, are calculated to be used in the estimation algo-
rithm. The calculated phases are re-transformed to the origi-
nal order, so that the slope of the phases can be used to esti-
mate ToF as in shown in Figure 6.
4. SIMULATIONS
Simulations to prove the concept of sub-Nyquist sampling
in a phase-based ToF estimation algorithm for a position-
ing system are performed in MATLAB environment. As the
transmitted signal, 16 subcarriers are generated to effectively
fill the 6 GHz bandwidth. One master subcarrier is chosen
as 3 GHz and other 15 carriers are 0.0117, 0.0156, 0.0234,
0.0312, 0.0469, 0.0625, 0.0938, 0.1250, 0.1875, 0.25, 0.375,
0.5, 0.75, 1 and 1.5 GHz. With this scheme, the length of the
FFT window is 3072 samples.
Fig. 7. Simulation results; kss is 2,5,7 and 35, resulting in 6
2.4, 1.7 and 0.3 GHz sampling frequencies, respectively. The
theoretical best accuracy for a 8.76 us baseband signal is also
given as CRLB.
This set of frequencies assures that the subcarriers are or-
thogonal and any kss can be chosen except for multiples of 2
and 3. In the simulations kss is chosen as an integer, so that
keeping the periodicity is ensured by sending multiple STS’s.
In order to maintain the generality of the proposed sub-
Nyquist sampling approach, the carrier information is not
taken into account. Using a signal of 8.76 us, estimation pre-
cision for 4 kss values (4 subsampling ratios) are simulated as
given in Figure 7. For consistency, the same signal duration
is used for all 4 scenarios: more STS periods are processed
for lower kss factors. These extra periods are used for noise
averaging, by adding up the STSs. In Figure 7, estimation
performance decreases with the sampling rate due to the SNR
reduction.
For the 4 simulation scenarios, SNR degradation relative
to the CRLB are calculated and plotted in Figure 8. For each
scenario, the performance (standard deviation on ranging er-
ror) at each received SNR value is used to calculate the SNR
of the sub-Nyquist sampled signal using (1). The simulation
results given with the dots agree with the theoretical calcula-
tions for SNR degradation. As a result, the sampling and the
processing rate can be reduced by a factor of kss, as far as the
targeted estimation precision can be achieved in the presence
of degraded SNR.
5. ENERGY SCALABLE ARCHITECTURE
The power consumption of the ranging system decreases with
the A/D rate. Moreover the method provides advantages in
the digital processing cost such as allowing a lower process
rate and reduced computational cost, both reducing the power
consumption of the digital processor. The latter is a result of
processing less samples: the number of STSs to be used for
noise averaging is decreased. Therefore, less additions are
Fig. 8. Sub-Nyquist sampling reduces number of additions
with a cost of SNR degradation.
performed for noise averaging. The number of additions for
noise averaging is determined by number of samples to be
processed;
#Additions =
fNYQ × T
kss
. (9)
In Figure 8, number of additions used for noise averaging is
given for kSS factors from 1 to 100, normalized to number of
additions used for Nyquist sampling case. SNR degradation
due to subsampling is also shown on the same plot, where
there is no SNR degradation for Nyquist sampling, kSS = 1.
Sub-Nyquist sampling decreases the computational cost of
the noise averaging and it does not bring additional cost to
other digital processing blocks because the FFT size is main-
tained and the function of the original estimator algorithm is
not changed. The modification to the algorithm, which is the
frequency transposition is used in the algorithm by chang-
ing some constants. Therefore the overall computational cost
is reduced proportional to the kss which can also be scaled
with the received SNR in order to meet the targeted perfor-
mance criteria. Based on this result, an SNR oriented power
minimization architecture for a given performance goal can
be developed as a future work. In such a system, the mini-
mum required SNR needed to achieve a certain precision can
be calculated with (1), for a fixed transmitted ranging signal.
Using the SNR degradation curve given in Figure 8, the sub-
Nyquist sampling factor can be adapted to the received SNR
to keep the sampled signal SNR over the mentioned minimum
required SNR.
A system architecture containing an SNR based kss de-
termination is given in Figure 9. In this system, the A/D rate
is altered according to the received signal SNR: low, medium
and high SNR regions are shown in the figure. For each re-
gion, a different A/D rate is selected, based on the argument
in Section 3.1 that more than one kss factor can be found. By
changing the A/D rate at run-time, the power consumption
Fig. 9. A system example for selecting kss according to the
received SNR.
and computation load is adjusted according to the received
signal quality. Therefore, an over-design caused by taking the
worst case scenarios into account is prevented.
As an example, assume a precision of 0.5 mm is aimed
with a 6 GHz baseband ranging signal having 16 subcarriers
and 8.76 µs duration as described in Section 4. To achieve
this precision, the sampled signal SNR should be greater than
-12 dB. The signal is constructed using 70 STSs which are
suitable to be sub-Nyquist sampled with a factor of 2,5,7 and
35, bringing 3, 7, 8.5 and 15.4 dB SNR degradation, respec-
tively. These values can be used to create 4 subgroups whose
borders are determined by the received SNR values of -9, -
5, -3.5 and 3.4 dB. As the received SNR decreases, the A/D
rate is increased to maintain the estimation performance. This
way, when the subsampling factor is 35, the number of addi-
tions for noise averaging is reduced by 97%.
6. CONCLUSION
A mm-precise sub-Nyquist ranging algorithm is proposed and
used to build an energy scalable architecture. A phase-based
ToF estimation algorithm is adapted to sub-Nyquist sampling
by introducing the sub-Nyquist sampling factor kss and fre-
quency transposition. The complexity of the digital process-
ing unit and A/D rate decrease with increasing the kss factor
and this factor can be adjusted at run-time. By tuning this fac-
tor to trade-off between A/D rate and estimation precision, a
receiver architecture is proposed adapting the power dissipa-
tion to environment conditions and the precision goal. A peri-
odic 8.76 µs signal with a bandwidth of 6 GHz is generated in
MATLAB environment. This ranging signal contains 16 sub-
carriers, which are selected in accordance with various kss
factors. 4 of these kss factors are used for simulations leading
to 6 GHz, 2.4 GHz, 1.7 GHz and 343 MHz sampling rates. At
0 dB received SNR, a range estimation precision of 0.1 mm is
achived with a sampling rate of 6 GHz, reducing the number
of additions used for noise averaging to 50%. Similarly, for
the same signal strength, sampling with 343 MHz results in
0.8 mm precision and uses only 97% of the additions for noise
averaging. Apart from the computational cost, reduced A/D
rate drastically decreases the power consumption of the rang-
ing receiver. To the best of the author’s knowledge, this is the
first frequency domain range estimation utilizing sub-Nyquist
sampling.
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