Preference-based search is the problem of finding an item that matches best with a user's preferences. User studies show that example-based tools for preference-based search can achieve significantly higher accuracy when they are complemented with suggestions chosen to inform users about the available choices. We discuss how suggestions can be efficiently implemented even for large product databases.
INTRODUCTION
People frequently use the world-wide web to search through a large collection of items. The most common search facility available on the web is based on a form that is directly mapped to a database query and returns a ranked list of the most suitable options. The user has the option to return to the initial page and change his preferences and then carry out a new search.
In most cases, users do not know exactly what they are looking for. In fact ,psychological studies have shown that people construct their preferences [3] while learning about the available products. Therefore, tools for preference-based search should also help users in formulating accurate preferences. Example-critiquing is such a tool.
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Example-critiquing
In Example-critiquing, the user is shown examples of options that fit the current preference model well. The idea is that an example either is the most preferred one, or there is some aspect in which it can be improved. Thus, on any of the examples, any attribute can be selected as a basis for critiquing. For instance, if the arrival time is too late, then this can be critiqued. The critique then becomes an additional preference in the model. Several tools have been proposed in the literature, including the ATA system of Linden et al. [2] , SmartClient [4] , and more recently dynamic critiquing systems [7] . It has been shown [5] that the elicitation of preferences in this way is effective.
To use a metaphor, the process of example-critiquing is hill-climbing: the user states preferences as long as he perceives it as bringing to a better solution. However, the process might end in a local optimum; a situation in which the user can no longer see potential improvement. For these reasons we display two sets of examples:
• candidate examples that are optimal for the preference model, and
• suggested examples that are chosen to stimulate the expression of preferences.
The computation of candidates can be done with a top-k query [1] .
For the suggestions, in [6] we proposed different strategies that use the concept of Pareto-optimality to implement the principle that suggestions should have a high likelihood of becoming optimal when an additional preference is added (lookahead strategy). We call them model-based suggestion strategies because they specifically choose examples to stimulate the expression of additional preferences based on the current preference model. We evaluated our approach with user studies, showing that significant gain in accuracy can be achieved by the use of the suggestion strategies. Pareto-optimality is chosen to limit the effect of the numerical error in the internal representations of prerences. An option dominates another one if it is not worse according to all preferences and strictly better for at least one preference; an option is Pareto-optimal if it is not dominated by any other.
In [9] , we discussed the motivation behind our intuition and presented an analysis of real user interaction logs.
APPROXIMATIONS
The method requires to compare each option with its dominators to check if the dominance can be broken if a new preference is stated on any of the other attributes. The overall complexity is O(n 2 ), where n is the number of available options. For large databases, we propose the following approximations:
• to select suggestions from the top k b options
• to replace Pareto-dominance with utility dominance
• to assume dominating options as a fixed number of options at the top
The first approximation arises from the observation that in most of the cases suggestions are options that are highly ranked (Figure 2 ). The second approximation considers the total ordering established by the combination function defined in the preference modeling formalism, such as a weighted sum; this method has still quadratic complexity, even if faster in practice. The third approximation tests each option against a fixed number k d of best options to check if their dominance could be broken; this method is much faster with a complexity linear in the database size.
Evaluation of the Approximations
We evaluated the approximated techniques on the ability to find Pareto-optimal options considering the unknown preferences. We ran simulations with the apartment database and with randomly generated data. We generated random models consisting of 2 to 7 preferences and we calculated the number of times the method successfully fulfilled our lookahead strategy (the hit rate) when one preference is not stated yet (i.e. the frequency of finding, among the suggestions selected, an option that became Pareto-optimal by the addition of one among the missing preferences).
method note hit rate model-based suggestions 77% approximation 1
49% random suggestions 12% no suggestions more candidates 31% 
FINAL REMARKS
While user studies show that tools based on examples are effective (decision accuracy up to 80%, [6] ), only few web sites currently support preference based search. The main issue is that such personalized search tools are hard to implement for large databases and user populations.
We presented a framework for preference-based search that provide suggestions to the user to stimulate preference expression and we presented different approximations to make our approach scale to large databases. These are discussed in more detail in [8] .
