A technique for calibrating a lens in the automotive environment to compensate for radial distortion introduced by wide-angle or fish-eye lenses, without the need for a dedicated calibration environment, is proposed. At present, car manufacturers are endeavouring to introduce systems that provide the driver with views of the car's surroundings that are not directly visible (blind zones). To achieve this, wide-angle/fish-eye lens cameras are fitted to many modern vehicles to maximise the field of view. However, fish-eye lenses introduce undesirable radial distortion to the resulting images that can be compensated for by postprocessing the images. Calibration of the camera is important for fish-eye compensation, because each camera has different intrinsic properties. However, in some situations, calibration via specific calibration set-up can be undesirable. For example, in automotive mass production, where time and space on a production line have a direct impact on cost, even minutes spent on calibration is costly. In these situations, automatic calibration can reduce production time and alleviate the associated costs. It is proposed that the radial distortion introduced by fish-eye lenses can be calibrated using video normally captured by the camera on a vehicle. Here, it is proposed to heuristically extract real-world straight lines from image frames captured in an automotive environment and use these to calibrate the fish-eye camera for radial distortion.
Introduction
The consumer and legislative demand for camera systems that display a vehicle's blind zones to the driver has been described by Hughes et al. [1] . Hughes et al. also describe how the consumer demand and legislative requirements can be met by employing wide-angle/fish-eye camera technology on vehicles, with several car manufacturers employing wideangle cameras on their vehicles [2] [3] [4] . The blind zones are the areas around the vehicle that cannot be seen directly by the driver by looking forward or by using any of the vehicle's standard rear-view mirrors (internal and external) from the normal sitting position. The sizes of these areas are determined by the size and design of the vehicle and mirrors. Vehicles' blind zones can be very large; up to 21 m rearward for a large sports utility vehicle [5] and up to 65 m rearward for some large goods vehicles [1] . A standard lens generally has an approximate angular field of view of up to about 558, but standard lenses are generally not sufficient to fully cover the entire blind zone [1] . Lenses with larger fields of view are known as wide-angle lenses, with a fish-eye lens having a field-of-view of up to 1808 or larger. These are very desirable in automotive applications, as they can fully display a vehicle's blind zones to the driver. However, wide-angle lenses inherently introduce distortion into an image, with this distortion becoming particularly evident in fish-eye cameras. Fig. 1 shows the difference between a standard lens camera and a fish-eye lens camera (taken using the same camera at the same physical distance from the line diagram).
The two primary types of distortion introduced by wideangle cameras are radial distortion and tangential distortion. By far, the most obvious form of distortion is radial distortion, with tangential distortion commonly considered to be negligible [6] [7] [8] [9] . It can be seen that although the fish-eye image shows a far larger portion of the environment, it also introduces severe distortion compared with the standard lens camera, which shows minimal distortion. In this paper, we consider only radial distortion.
Radial lens distortion causes points on the image plane in the wide-angle/fish-eye camera to be displaced in a nonlinear fashion from their ideal position in the rectilinear pin-hole camera model, along a radial axis from the centre of distortion in the image plane. For normal and narrow field-of-view (FOV) cameras, the effects of radial distortion can be considered negligible for most applications. However, in wide-angle and fish-eye lenses, radial distortion can cause severe problems, not only visually but also for further processing in applications such as object detection, object recognition and classification. Additionally, the radial distortion introduced by these lenses does not preserve the rectilinearity of an object; straight lines in the real world can usually be approximated as circular sections in the distorted image plane [6, 10, 11] .
Compensation for radial distortion in fish-eye lenses can be carried out using post-processing of the images taken using the lens. This process generally makes use of an assumed model for the distortion, and estimation of the parameters of this model usually requires a calibration step. Owing to manufacturing imperfections, the camera parameters that describe the distortion can vary from camera to camera, even among cameras of the same type and model. Thus, each lens must be calibrated to calculate the specific distortion parameter so that an appropriate compensation can be applied.
Fish-eye cameras are typically designed to follow one of the several spherical projection formulae [12, 13] , including equidistance, orthographic, equisolid and stereographic. Other types of fish-eye lens include tailored distortion lenses [14] . Several models for radial distortion that are not based on the spherical projections have been developed. One of the most common is the odd-order polynomial model [9, 12, 15, 16] . However, it is generally considered that the odd-order polynomial model is insufficient to accurately remove the high levels of distortion present in fish-eye cameras. There have been several alternative models developed to deal with the distortion introduced by wide-angle cameras, including the Fish-Eye Transform [17] , the Polynomial Fish-Eye Transform [17] , the Field Of View model [8] and the Division model [10, 18] . Hartley and Kang [19] provide one of the more recently proposed parameter-free methods of calibrating cameras and compensating for distortion in all types of lenses, from standard low-distortion to high-distortion fish-eye lenses. In this paper, we will use the equidistance projection equation to describe the radial distortion as this is typically among the most commonly used and inexpensive fish-eye lens types. Additionally, it only requires a single parameter, the focal length f, to describe the distortion.
Typically, there are two broad approaches to camera calibration.
1. Photogrammetric calibration. This involves the use of a specific calibration environment, which has known, welldefined properties in three-dimensional space. This can typically consist of a calibration diagram (such as a checkerboard/grid image) [17, 19 -23] , or some other known structure, such as the one given in [24] . Salvi et al. [25] provide a good comparative review of some of the existing calibration techniques.
2. Automatic calibration. This involves calibration without knowledge of the three-dimensional coordinates of the calibration object. Two such methods are described in [15, 18] .
Although automatic calibration techniques are highly desirable, they are typically considered to be unreliable. For example, Hartley and Kang claim that a version of their method presented in [19] that does not use a dedicated calibration diagram is too sensitive to noise to be practical. However, in this paper, we propose a method for obtaining a reliable value for the focal length, from arbitrary video sequences of typical automotive scenes. The method involves the extraction of straight lines from an arbitrary automotive scene. Straight lines are imaged as curves on the equidistant distorted image plane. Hughes et al. [26] have shown that the imaged curves can be accurately approximated as arcs of circles. Processing of these curved lines provides information that can be used to extract estimates for the focal length of the lens. However, unreliable estimates (outliers) can occur in practice. To overcome this issue, we remove outliers using a set of heuristics. We can then determine a robust estimate for the focal length. The estimated value of focal length can then be used for compensating for radial distortion in the captured video. For the purpose of this paper, the distortion centre is assumed to be coincident with the numerical pixel centre of the image sensor.
In this paper, it is assumed that there is zero skew (shear) and unit aspect ratio (affinity). The skew factor is used where the image sensor pixel axes are not perpendicular, and the aspect ratio is the ratio of pixel width to pixel height. However, zero skew factor and unit aspect ratio can be assumed [27, 28] . Xu et al. [28] stated that 'zero skew and unit aspect ratio are two assumptions well satisfied by modern cameras'. Schneider et al. [29] concluded from their measurements that 'introducing parameters for decentring lens distortion and for affinity and shear did not improve their results significantly', such that the reduction of the deviation of their results was negligible when these factors were considered.
Ehlgen et al. [30] proposed to employ hyperboloidal catadioptric omnidirectional cameras (i.e. a combination of cameras and hyperboloidal mirrors) on vehicles. Although such cameras may be suitable for large goods vehicles, the construction of such cameras would have serious cost and styling implications that would prevent them from being used on smaller privately owned vehicles. For these reasons, cameras with inexpensive, off-the-shelf fish-eye lenses are used in this work.
The remainder of this paper is organised as follows. In Section 2, we describe the assumed camera model and derive functions to correct for distortion. In Section 3, we show how the fish-eye camera can be calibrated (i.e. the camera parameters extracted) using lines extracted from automotive video sequences and describe how the estimated parameters can be used in the compensation of radial distortion. In Section 4, we describe the heuristics that are applied to remove outliers and thus return a more robust estimate of the camera focal length, with results being presented in Section 5. In Section 6, we describe briefly how a potential improvement to the algorithm would be to include adaptive heuristics.
Fish-eye projection
The most desirable image to be displayed to the driver of a vehicle is a rectilinear image, which contains no distortion. The pin-hole camera model returns a rectilinear image, the principle of which is described in Fig. 2a . The projection is 
where r u is the undistorted distance of the projected point from the centre and u is the angle the projected point makes with the optical axis at the centre of projection. The centre of distortion is assumed to be the centre of the image.
As noted earlier, in this paper the fish-eye lens is assumed to follow the equidistance projection formula (Fig. 2b) , the formula for which is
where r d is the distorted height of the projected point on the image plane. Manipulating these two equations gives the conversion from equidistant image to rectilinear image
The inverse is
Equations (3) and (4) describe the conversion from the equidistant image plane to the rectilinear image plane (and vice versa) and form the basis of the radial distortion compensation algorithm.
Calibration of a fish-eye camera
In the previous section, we described how, given an appropriate estimate of the focal length f, a fish-eye image can be compensated for radial distortion using the conversion functions described in (3) and (4). This section discusses how to estimate an appropriate value for f.
Basic approach
The basic calibration algorithm involves capturing an image with horizontal lines using a fish-eye camera. A specific calibration diagram containing many lines is used, generally during a calibration phase in the manufacturing process. The edges are extracted using an appropriate edge detection and edge linking algorithm [31] . The aim is to select a value for f that minimises the curvature for each line in the calibration image. The curvature of each edge is determined in the same manner as that described by Devernay and Faugeras [8] , i.e. the sum of squares of the distances from the extracted points to the least-squares fitted line. The curvature across the image is simply the sum across the image of the measured line curvatures
where x 2 is the sum of squared distances for each line in the image. Again in a manner similar to [8] , the total distortion error is optimised using a non-linear least-squares minimisation method (e.g. Levenberg -Marquart [32] ). When this curvature is minimised, the value of f is assumed to be the correct value for this lens. Fig. 3 shows the basic calibration image which returns a value of f ¼ 286 pixels (assuming an image resolution of 640 × 480) for the given camera. Also shown is the same image compensated using the estimated f value, assuming the equidistance projection model for the lens.
Automatic calibration algorithm
Instead of extracting the lines from an image of a specific calibration diagram, we propose to use lines from an arbitrary video sequence taken from a sideward-facing fisheye blind-zone camera. The automotive environment generally provides an abundance of high-contrast lines, such as road markings, kerbing and so on. The advantage of such an automated method is that it removes the need for a specific calibration step during manufacture. It also allows for re-calibration of the lens parameters in normal use, without the need for the vehicle to return to a service centre for calibration using a special calibration diagram.
The algorithm is essentially the same as for the basic algorithm, i.e., edges are extracted from each frame in the video, and the value for f that minimises the line-fit error is determined. However, a number of constraints are placed on the algorithm. Edges that are not continuous are ignored, as they cannot reliably be said to correspond to continuous lines in the real world. Additionally, edges that contain a sudden change in direction are ignored, as they also most likely do not correspond to a continuous line in the real world. Fig. 4a shows the edges extracted (highlighted in red) using the proposed method, and Fig. 4b shows the corresponding compensated image using the value for f estimated from these extracted edges.
A problem arises with this automatic calibration technique when curved real-world lines are imaged. Fig. 5 shows a set of real-world curves that are assumed to be straight lines by the algorithm. For example, the curved lines extracted from the road shown in Fig. 5a belong to road markings that are actually curved in the real world. Despite this, it is difficult to distinguish between the characteristics of the curves in Fig. 5a and, for example, the curves in Fig. 4a that do correspond to actual straight lines in the real world.
Therefore the possibility exists that curved lines in a fisheye image will be erroneously assumed to have originated from straight lines, when in fact, they may correspond to curved lines. If this assumption is made, an incorrect estimate of f will result. Fig. 5b shows the image compensated using the erroneous value of f estimated in this example. While the road markings are straight in the compensated image, they should in fact be curved. In Fig. 5c , the same image is compensated using the ground truth value for f and the 'expected' curvature in the yellow road markings is visible. In the following section, we propose several heuristics that can be used to reduce the possibility that erroneous edges will be used when calibrating the fish-eye and wide-angle cameras.
Heuristics to remove erroneous edges
This section discusses a set of simple heuristics used to aid in the selection of detected edges that will be used in the www.ietdl.org calibration algorithm. We make two primary assumptions when determining the heuristics: (a) while the parameters of the camera can change with time, the changes will not be rapid and (b) the automotive environment is generally a feature-rich environment. The heuristics and the parameters (e.g. thresholds) associated with them were obtained using approximately 30 min of video taken in the automotive environment, using a lens with known characteristics (pre-calibrated). The video is a mix of urban and rural scenes. All edges were extracted from the video sequence (every frame was used) and these edges were analysed according to the heuristics described below to ensure that they were continuous and no sudden direction changes occurred that may indicate that the edges do not belong to straight lines. For each edge, the value for f that returns the straightest line was calculated. The ground truth value for the focal length f for the fish-eye camera used in this section was 286 pixels (640 × 480 pixel resolution), calculated as described in Section 3.1.
The proposed heuristics are:
1. the length of the edge;
2. the radius of a fitted circle;
3. the mean square error of a fitted circle.
In order to evaluate the performance of the system (and also to optimise algorithm parameters), it is necessary to have a quantitative measure of what is deemed to be an acceptable error between the estimate of f obtained using the automatic algorithm and the ground truth value of f. For this application, this was carried by varying the value of f from the ground truth value in small increments and subjectively inspecting the resulting compensated images until such time as the residual distortion was deemed objectionable. Fig. 6 shows the effect of selecting the wrong value for f. In Fig. 6a , the distortion is removed using the correct value for f. In Fig. 6b , a value for f that is 10 pixels different from the ground truth value is chosen, and it can be seen that distortion is just starting to become noticeable. Fig. 6c shows distortion removed using a value that is 20 pixels away from the ground truth value, and a very noticeable level of distortion remains. For this reason and for the purpose of evaluating the heuristics, any value for f returned that is within 10 pixels of the ground truth is considered to be sufficiently 'accurate', and all other values are considered 'inaccurate'. An image compensated using a value for f that is within 10 pixels of the ground truth value will leave unnoticeable distortion in the compensated image.
Edge length
This is a very simple heuristic, yet we have found it to be very effective. One of the most defining characteristics of an edge in this application is its length. Fig. 7a shows the distribution of the 'accurate' values for f and the 'inaccurate' values for f as a function of the length of the edges that produced them (classified according to the accuracy measure described in the previous section). From this graph, it can be seen that as the edges become longer, so too does the likelihood that the estimated value for f is accurate (i.e. a greater percentage of the values for f derived from longer edges are classified as accurate). At the same time, for very short edges, a higher number of these edges resulted in inaccurate estimates of f. There may be a number of reasons for this, but it is considered most likely that it is simply because the longer edges span more of the image plane and as such is less susceptible to noise. Additionally, by spanning more of the image plane, the edge will describe more of the radial distortion. The difference between the distributions of inaccurate and accurate values (taken from Fig. 7a is plotted in Fig. 7b) . For values of line length where this graph is positive, meaning that more of the lines of that length returned inaccurate values for f. It can be seen that after the first zero crossing (at 240 pixels), the graph is primarily negative, which means that there are more accurate values returned for lengths longer than this value, than inaccurate. Therefore an edge is more likely to contribute to an accurate estimate of f if it is more than 240 pixels long. Hence all lines shorter than 240 pixels are ignored by the algorithm.
Fitted circle radius
As has already been mentioned, straight lines imaged under radial distortion can be approximated as arcs of a circle www.ietdl.org [6, 10, 11] . Indeed, Bräuer-Burchardt and Voss [10] have validated the assumption using fish-eye cameras. For this reason, the next three heuristics are all in some way based on the fitting of circles to imaged lines. The rationale for this is that real-world straight lines will image as arcs of circles, whereas real-world curved lines will also image as a curve, however, one that is not circular. For this work, all curves extracted from an image are fit to circles using a non-linear least-squares circle-fitting algorithm, as described in [33] . Other circle fit algorithms may be used, such as described in [34 -36] , however, the heuristic parameters may be different.
Circles are fit to all the edges found in each frame of the video sequence and, in a similar manner to edge length, the radius of the fitted circles are used to distinguish further between edges returning accurate values for f and inaccurate values for f. As for line length, the distribution of accurate and inaccurate estimates of f are plotted as a function of fitted circle radius in Fig. 7c . From this graph, it can be seen that there exists a range of fitted circle radii where the given edges are more likely to return an accurate value. To determine this range, Fig. 7d plots the difference between edges that return inaccurate and accurate values for f (similar to the approach taken for the edge length heuristic in Section 4.1); when this graph is negative, which means that the majority of edges with a fitted circle of radius within this range return an accurate estimate. The graph is negative between 520 and 680 pixels and therefore an edge is more likely to return an accurate value if the radius of the fitted circle lies within this range.
The values for the minimum and maximum radius of the fitted circle obtained using this method are somewhat intuitive. The theoretical minimum radius of any fitted circle to a mapped straight line occurs when every point on the real-world straight line is at 908 to the optical axis of the camera. From (2), it can be seen that the radial distance of every point on such a line would be
assuming the ground truth value for f of 286. While this is the theoretical minimum value, due to the fact that the fish-eye video sequence is full-frame (i.e. utilises the entire image sensor), the actual minimum value will be greater than this. A camera with a focal length of 286 pixels corresponds to a strong fish-eye camera. Cameras with a shorter focal length will result in straight lines being projected as arcs of circles with radii greater than those of the strong fish-eye camera. Thus, the minimum value of 520 pixels selected using the heuristic is intuitively reasonable (at least for all fish-eye cameras tested in this paper).
The maximum value cannot be obtained analytically as easily as the minimum. The theoretical maximum radius for a fitted circle is infinite, which is in fact a straight line corresponding to an imaged line that intersects the image centre. However, such an infinite radius circle contains no information about the radial distortion of the camera. Indeed, the shorter the radius of the fitted circle, the more information that can be accurately determined about the radial distortion. Thus the heuristically chosen maximum value for the radius also appears reasonable and has been shown to be appropriate in real-world tests.
Mean square error of the fitted circle
A real-world straight line will be mapped as a circle on the image plane [6, 10, 11] and as such will return a low mean square error when a circle is fit. A real-world curve will be mapped to the image plane as a curve that is not a circle and as such will return higher mean square error when a circle is fit. This difference in the fitted circles for straight and curved lines forms the basis of this heuristic.
Edges returning accurate and inaccurate values for f are plotted in Fig. 7e with respect to the mean square error of the fitted circle. Fig. 7f shows the difference between the edges returning accurate and inaccurate values for f. Once again, the desire is to identify the range of mean-squared error values where the graph is mainly negative. From  Fig. 7f , it can be seen that the majority of edges returning accurate values for f are below the error value of 0.33 pixels, and more edges return inaccurate values for f than accurate values above this value. Thus, we selected 0.33 as the error threshold for this heuristic and reject any edges where the mean-squared error of the circle fit is above this value.
Results

Results from video sequences
The previous sections have described the approach used for edge detection in frames of automotive video sequences, as well as the heuristics applied to the detected edges to select only those deemed to provide the most reliable information for lens calibration. Heuristic parameters were derived from a 30-min 'training' video. Here we discuss the calibration performance of the system (in terms of accuracy of estimation of the focal length f ) when applied both to the training video as well as to several other previously unseen video sequences taken using a different camera/lens combination. Fig. 8 shows the distribution of estimated f values from the edges extracted from the video sequence used to determine the heuristic parameters in the previous section. As can be seen, by applying the heuristics, the distribution of the returned values for f is significantly smaller than that without applying the heuristics. Additionally, the average value for f is exactly the same as the ground truth value for f (286 pixels) when the heuristics are applied. When the heuristics are not applied, the average value is significantly different (267 pixels). We examined four other different video sequences taken using a different camera-lens system. In this instance, the fish-eye camera had a ground truth focal length of 279 pixels, as determined using the method in Section 3.1. The four video sequences used are:
1. A line-rich environment consisting of newly built roadways outside an urban area, with many sources of straight lines from new road markings, cycle lanes and clean footpaths.
2. An older suburban environment, in which there are few road markings. The algorithm relied primarily on old kerbing in the majority of the sequence for the accurate extraction of edges.
3. A mix of urban and rural environments. 4 . A varied urban environment that incorporates a wide variety of city-based scenarios.
These video sequences essentially describe a set of scenarios from a line-rich environment through to scenarios where straight lines are less common and less defined. Fig. 9 shows the distribution of estimated f values for each of these video sequences. For all tests, the parameters for the heuristics are the same as those set in the previous section. In video sequence 1, the average value for f returned by edges selected from this 4-min video sequence is 279 pixels, with very few outliers. As expected, an environment that contains a large number of straight lines produces good results. The results for video sequence 2 also show a strong peak and a small distribution. Again the average value for f is very close to the ground truth value. In video sequence 3, while the main peak is correct and the average f remains very close to the actual f, outliers appear in the graph between 300 and 310 pixels. This is due to the increase in the number of less desirable edges in the video sequence when compared with the first two sequences. In video sequence 4, the distribution of values for f is much larger than the previous sequences, and the average is six pixels greater than the true value for f. This average value is still acceptable, as it is within 10 pixel of the ground truth value, which we define as 'accurate' for a value of f.
Averaging
In the results presented in this section, the estimate for f has been calculated as an average over the duration of the given video sequence, and the results have shown that the average values for the set of test video sequences have been close to the ground truth value for f.
In application, the averaging of results is a perfectly acceptable method of improving the accuracy of the distortion parameter f and can expect to have no unwanted side effects.
Using shorter video sequences
Often it may be undesirable or impractical for long video sequences to be used in the calibration process. Therefore in this section, we investigate the video sequences of 30 s length. For five different cameras, including the two cameras already presented, videos of at least 30 min were captured, capturing all of the scenarions described in Section 5.1. Each video was then divided into 30-s segments. For each video segment, the edges were extracted, the heuristics were applied and the focal length was extracted. Table 1 shows the average value of f extracted from a random sample of six of the 30 s video sequences, and Table 2 shows the average and standard deviation of the results from all the video sequences from the six cameras. For all cameras, the ground truth values are determined using the method described in Section 3.1. The standard deviations in the results presented in Table 2 is relatively low, which shows that the heuristics determined in this paper are applicable to a range of fish-eye cameras.
Potential enhancements
As a potential enhancement to the algorithm, it is possible that the heuristics can be adapted automatically. For example, in Fig. 9d , it can be seen that the variance of the results for that particular video sequence is large. While the average value of 285 pixels returned by this video sequence is still quite acceptable, it is significantly different from the ground truth value of 279 when compared with the other video sequences.
The variance of a set of values for f can be determined by the standard equation for variance Six sequences were chosen at random from the available sequences for each camera where f i (i = 1, . . . , n) is the set of returned values for the focal length, n the number of such values and f the average of the values. On the basis of the measure of the variance, the heuristics can be adapted to decrease the overall variance of the results. We will examine the effect of changing one of the heuristics.
In Section 4.1, we defined the minimum edge length of 240 pixels as one of the heuristics to help determine an accurate estimate for the focal length f of the fish-eye camera. This value returned good results for the first three of the four video sequences examined. However, in video sequence 4, the distribution of estimated values for f was larger, and the average was a greater distance from the true value and more outliers existed than in the other video sequences. Re-examining the minimum edge length may help address this.
On the basis of the large initial variance, and the final variance after adapting the heuristics, a conservative approach was used by using 500 pixels as the new minimum edge length heuristic value for determining accurate estimates of f. Applying the new minimum edge length heuristic to video sequence 4 gives the results shown in Fig. 10 . As can be seen, the distribution of returned values for f is significantly smaller than the original edge length heuristic. The new average returned is a value of 279 pixels bringing the resulting average f value from 285 pixels to the ground truth value. Despite the fact that the stricter heuristic means that many fewer edges were used, the result is much more accurate.
Conclusions
This paper has addressed the problem of calibration of fisheye lenses, with a focus on calibration without using a controlled environment; specifically, we have proposed that information can be extracted from everyday automotive scenes to carry out calibration using a standard fish-eye lens model.
We have introduced a robust, heuristic-based approach to calibration for lens distortion in the automotive environment. The edges detected in the scene are used as a means to calibrate the camera's radial distortion parameter f. However, not all edges detected in the scene belong to straight lines in the scene and therefore making use of these would result in erroneous calibration. Several heuristics were developed to eliminate those edges that do not belong to straight lines in the scene, thus permitting calibration to take place using only the most reliable information.
The algorithm was validated initially using the video sequences used to develop the heuristics (training sequence), and the accuracy of the estimated f value over the 30-min training video sequence is accurate to within zero pixel. We then applied the algorithm to four other unseen video sequences of various different automotive scenarios, obtained using a different camera/lens combination and found that good results can be obtained in all cases. Refinement of one of the heuristics was carried out to increase the accuracy of the system in one particular scenario (varied urban environment). Finally, to demonstrate that the algorithm can work on short video sequences, results were presented for sets of 30-s video sequences.
The work described in this paper shows that it is possible to carry out automatic calibration of fish-eye lenses, using information derived from real-world automotive scenes, and to obtain calibration data to a high degree of accuracy. Such a system would remove the need for specialised calibration diagrams and facilities and reduce the need for a vehicle to be returned to a specialist facility for re-calibration of the lens system, thus saving cost and inconvenience for both the manufacturer and the consumer.
In the last section, we discussed examining the variance of the results with a view to adaptively altering the heuristic thresholds based on the measured variance of the returned values for f. We discussed using this method to alter the edge-length heuristic, in particular. Future work would be a full evaluation and implementation of this adaptive heuristic method, applying it to all the heuristics discussed.
Additionally, estimation of the distortion centre is not investigated in this paper. Assuming that the distortion centre is coincident with the numerical pixel centre of the image sensor is often accurate enough for displaybased applications. However, applications in which a measurement is performed will require the added accuracy of an estimate of the distortion centre. Additional work would involve extending the method presented here to include the distortion centre, although this would significantly increase the complexity of the algorithm, as the distortion would be described by three parameters in place of the current single parameter. 
