ABSTRACT: Adhesive bonding is a viable alternative to traditional joining systems (e.g., riveting or welding) for a wide class of components belonging to electronic, automotive, and aerospace industries. However, adhesive joints often contain flaws; therefore, the development of such technology requires reliable knowledge of the corresponding fracture properties. In the present paper, the candidate mode I fracture toughness of aluminum/epoxy joints is determined using a double cantilever beam fracture specimen. A proper data reduction scheme for fracture energy calculation has been selected based on the results of a sensitivity analysis. Furthermore, a scanning electron microscope is used in order to explore the locus of failure. Finally, the experimental findings are assessed by means of numerical simulations of crack growth carried out using a cohesive zone model.
Introduction
Adhesive bonded joints have greatly attracted the interest of the designers from the automotive and aerospace industries because of the well-documented advantages they provide over the traditional joining technologies [1, 2] . However, adhesive joints generally contain flaws and, during service, these flaws are likely to extend, thereby leading to nucleation of cohesive and/or interfacial macrocracks [2, 3] . It follows that a safe joint design requires a reliable knowledge of the corresponding fracture resistance.
The commonly adopted test methods for assessing the performance of adhesive joints include the lap shear test, the pin-collar test, and the butt joint test [1, 2] . These test methods assume a nominally uniform stress to exist on a defect free adhesive layer; therefore, they are not suitable for fracture resistance evaluation.
As a consequence, in the last decades, many efforts have been made in order to extend linear elastic fracture mechanics (LEFM) concepts to the analysis of fracture in adhesive joints. It has been shown that the fracture mechanics approach can lead to reliable and high performance joint design [4] . In particular, different kinds of fracture mechanics samples are currently available for fracture toughness estimation, e.g., the double cantilever beam (DCB) for mode I loading, the end notch flexure for mode II, and the Arcan sample for mixed mode loading; see to list a few.
The DCB is widespread for measuring mode I fracture energy ͑G Ic ͒ of adhesive joints, and its use traces back to the 1960s [9, 10] . In particular, the DCB is easily manufactured, and accurate data reduction schemes for the determination of G Ic are available [10] [11] [12] [13] [14] . These calculation schemes have been improved through the years, thanks to the development of accurate models that estimate specimen compliance; for instance, the shear-corrected simple beam theory (SBT) was employed to take into account substrate shear deformations [10] . Accordingly, an ASTM standard was also proposed [11] .
On the other hand, the SBT is not able to take into account beam root rotation arising from the presence of a flexible adhesive layer, i.e., the substrates do not act as built-in beams. To this aim, it was proposed to artificially increase the measured crack length using an experimentally derived correction term [12] . This modification was verified experimentally in [13] and incorporated in British standards [14] . The relations reported in Ref 14 have been employed to study, for instance, the effect of residual stresses on crack growth in DCB bonded samples [5, 6] , the fracture resistance of an epoxy resin in aqueous environment [7] , and the crack growth behavior in a rubber-modified epoxy adhesive [15, 16] . However, the accuracy on the determination of experimental variables, such as the crack length or specimen dimensions, obviously affects the results. Specifically, crack length measurement in samples bonded with toughened structural adhesives is somewhat difficult because crack growth often occurs in conjunction with damage development in the adhesive layer [15, 16] . It follows that a data reduction scheme, which requires crack length as input in the calculation, could provide results affected by substantial errors. As a consequence, accurate estimations of fracture energy in adhesive bonded joint do require a careful choice of the data reduction scheme, and for this reason, a comparative analysis among those already available in the literature is needed.
The focus of this work is the analysis of mode I fracture toughness of aluminum/epoxy (AA6060-TA16/Hysol 9466) bonded joints. The Hysol 9466 (Loctite, Henkel, Germany) is a toughened, industrial grade epoxy suited for general purpose industrial applications. Recently, the bulk behavior of this epoxy adhesive was ex-amined carrying out tensile and compression tests [17] . In the present paper, the corresponding fracture toughness is assessed using DCB test coupons. In particular, a sensitivity analysis of G Ic to the uncertainties on experimental variables is carried out to provide a rational basis for the choice of the most convenient calculation scheme. In addition, scanning electron microscopy (SEM) is executed for post-failure fracture surface examination. Finally, finite element (FE) simulations of crack growth, carried out using a cohesive zone model (CZM) [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] , are employed in order to cross-check the obtained value of fracture energy. It is worth mentioning that although the mixed mode effect on joint fracture can be relevant, the focus of this work is limited to mode I fracture.
Materials and Methods

Specimen Preparation and Testing
The specimens analyzed consist of DCBs made of aluminum alloy (AA6060-TA16) substrates bonded with Hysol ® 9466 (Henkel, Germany), a two component, medium viscosity, and fast curing toughened epoxy adhesive. The Hysol 9466 provides excellent bond strength to a wide variety of plastics and metals, and it is ideal for general purpose industrial applications requiring extended work life for adjusting parts during assembly. According to the manufacturers' data sheet, the Hysol 9466 develops high strength at room temperature after 24 h. Aluminum substrates were cut at a length L = 200± 0.02 mm from AA6060-TA16 extrusions of width B = 25± 0.02 mm and thickness h = 15± 0.001 mm.
Substrate and adhesive material properties are reported in Table  1 .
As the stiffness of the substrate affects the accuracy of G IC , the data provided by the manufacturer have been complemented by the authors using the impulse excitation technique (IET) [31] . In particular, the elastic modulus ͑E s ͒ has been estimated using the following expression:
where: m = mass of the test beam, f f = fundamental natural frequency of vibration, and T 1 = correction factor [31] .
To this aim, beam-like specimens have been machined to the following nominal dimensions: 150ϫ 25ϫ 15 mm 3 . The elastic modulus was found to be 65.7 GPa (scatter: 0.5 %). Substrate yield strength ͑S y ͒ provided by the manufacturer is equal to 230 MPa.
Specimen bonding and testing have been carried out according to the recommendation reported in Refs 11 and 14. Substrates surfaces were grit blasted (Alumina 80 grit) prior to bonding and then cleaned with tricloro-ethylene. The adhesive was then applied to substrate surfaces, and an un-bonded area was introduced using a release agent (liquid paraffin). An initial pre-crack ͑a 0 ͒ was subsequently created during testing by means of a loading-unloading cycle. An adhesive bond-line thickness nominally equal to h a = 0.6 mm (representative of practical applications) was ensured using metallic wires as spacers. Specimens were cured at room temperature ͑22°C͒ so that to tackle the occurrence of high residual stresses. A verification of the final bond-line thickness was carried out subtracting substrates thicknesses from the overall thickness of the specimen [14] . Three points along the length of the beam were selected to this purpose, at 30 mm from either ends, and at the mid length of the substrate. A layer thickness h a = 0.6± 0.06 mm was recorded. In addition, this measurement was also verified using an optical microscope.
Tests were performed at room temperature using a universal testing machine (Instron 8500 plus). Specimens were pin-loaded and tested under displacement control at a constant cross-head feed rate of 0.06 mm/min [14] . The surfaces of the loading pins were lubricated to reduce frictional effects as much as possible. In addition, upper and lower loading frames were allowed to pivot about the centerline. In this manner, a cleavage opening was accommodated. In addition, in order to keep the specimen orthogonal to the load direction, the specimen-end opposite to the loading pins was supported before loading. A schematic illustration of the fracture specimen and of the loading fixture is reported in Fig. 1 .
The crack mouth opening displacement ͑␦͒ was measured using a clip-on extensometer (Instron, 2630 series). The crack length was determined using a portable microscope; in order to facilitate the detection of crack growth, both sides of the bond line were coated with a thin layer of water-based typewriter correction fluid. Both specimen sides were monitored in order to assess any discrepancy in fracture propagation.
Data Reduction Schemes-Practical Aspects
According to the LEFM, the fracture energy for cracked plates can be estimated using the following expression [32] : 
where: a = crack length, P c = critical load, which corresponds to the critical crack length ͑a c ͒, B = width of the plate, C = ␦ / P=compliance, and ␦ = crack mouth opening displacement. Therefore, Eq 2 allows one to determine the fracture energy of a test sample if the evolution of compliance with crack growth is known. In the case of DCB specimens, different data reduction schemes are available in the literature for fracture energy calculation [11, 14] . Essentially, they differ on how dC / da is determined. For instance, the compliance method [14] requires a set of values for C to be determined as a function of a. The relation C = C͑a͒, obtained by fitting the experimental data points, is then differentiated and introduced in Eq 2. Therefore, given inputs as the critical load, the width, and dC / da, the fracture energy can be obtained. For instance, the method proposed in Ref 33 approximates the compliance by a power-law relation, C͑a͒ = ka n , from which one obtains
where: ␦ = crack mouth opening at the critical load P c . On the other hand, the critical strain energy release rate can be derived from test results by means of specific models describing specimen compliance as a function of crack length. A number of theoretical expressions have been proposed stemming from the beam theory framework. For instance, the load-deflection equation of a built-in beam derived from the Euler-Bernoulli theory allows the compliance to be expressed as [32] 
where: I = moment of inertia of substrate cross-section. Combining Eqs 2 and 4, the mode I critical energy release rate can thus be expressed as
An alternative scheme can be obtained solving Eq 4 for load P, i.e.
and substituting it in Eq 5 to obtain
This expression does not depend on h and is also used in British standards [14] . However, Eqs 5 and 7 are based on the Euler-Bernoulli beam theory, and therefore the effect of substrates shear deformation is neglected. To circumvent this problem, other researchers proposed to include shear effect; in this case, specimen compliance becomes [10, 34] 
and therefore
The second term in brackets represents the effect of substrate shear deformation; it is apparent that its contribution is negligible if a ӷ h. ASTM D3433-05 [11] for cleavage testing of adhesive joints is based on Eq 9. This expression is also reported in a British standard [14] . However, it has been shown [12, 35] that Eqs 5, 7, and 9 neglect the flexibility of the deforming adhesive layer and the (related) rotation of the adherents at the crack tip. In order to account for this root rotation, a correction factor aЈ can be used to artificially increase the crack length [36] . With such correction, Eq 9 can be rewritten as
The correction factor needs to be determined experimentally. In particular, a least square linear plot of C 1/3 as a function of crack length should be generated so that its x-axis intercept yields aЈ. However, if a Ͼ 2h, then aЈ Ϸ h / 3 [37] . This correction for beam root rotation can be also applied to Eq 7
The previous expression is recommended in a British standard [14] . Finally, it is also possible to obtain an expression, which does not depend on crack length measurement, eliminating a from Eq 6 and substituting it in Eq 7, i.e.
It is worth noting that in Eq 12, the shear effect has been neglected; however, it has been shown [35] that it is a convenient analytical scheme for calculating fracture energy.
Sensitivity Analysis
It is important to assess how much a small uncertainty associated to the experimental measurements is amplified by the data reduction scheme selected for G Ic calculation. A sensitivity analysis is suitable to the purpose because it allows the assessment of the robustness of model predictions. Fracture energy is a general function of the different experimental variables involved in the problem and can be expressed as a function of the following parameters:
A dimensionless number i is then defined as
where:
This quantity represents the sensitivity coefficient for uncertainty propagation [38] . Basically, it provides an indication of how the uncertainties associated to the experimental variables are amplified by the data reduction scheme chosen. Analytical expressions for i can be inferred using the explicit expression reported in the previous section. In particular, Eqs 9, 11, and 12 have been chosen for comparison purpose.
In Eq 11, there is an implicit assumption that no error is produced in the evaluation of the regression line that provides the correction factor aЈ, which therefore is regarded as a constant. However, this is not the actual condition because the results provided by fitting procedures depend on the number of experimental points adopted in the calculations. The accuracy of the final results decreases if the method is applied when few experimental points are available. However, this uncertainty is neglected in our analysis. For this reason, Eq 7 would provide results similar to that obtained using Eq 11. In Table 2 , the sensitivity coefficients for the different data reduction schemes are reported. It is apparent that Eq 9 is the most sensitive to measurement uncertainties on the experimental variables, and thus it will not be further considered in our discussion. On the other hand, Eqs 11 and 12 show lower sensitivity to the experimental variables.
In particular, they show similar sensitivity to the uncertainties affecting B, P c , and ␦ measurements, but these experimental variables can be usually determined with good reliability. However, Eq 11 does not depend on E s and h, whereas Eq 12 does not depend on a c . It is worth to point out that E s and h measurements can be carried out, retaining the corresponding uncertainties to reasonable levels. As stated in the previous sections, E s can be accurately determined using the IET, while h can be measured, for instance, using a digital micrometer that allows resolutions up to ±0.001 mm. Instead, crack length measurement is difficult to be carried out because cracking in adhesive joints usually occurs with concurrent damage development and anticlastic bending curvature 5 of specimen arms. Furthermore, during testing, the specimen is observed from its edges only. It follows that the resulting uncertainty on a c could be relatively large. Therefore, it would be advisable to eliminate experimental measurements of crack length from fracture energy determination.
Experimental Results
Several DCB fracture tests have been carried out. Each sample was pre-cracked prior to testing. An initial crack length equal to a 0 = ͑30± 5͒ mm was observed. Sample load-crack mouth opening ͑P-␦͒ curves recorded during the test are reported in Fig. 2 . Typically, the P-␦ curve, after an initial linear response, deviates from linearity as a consequence of damage development in the deformed adhesive layer ahead of crack tip. Damage nucleation then occurs before the conditions for macroscopic crack growth onset are met. It has been observed during the tests that load deviates from linearity when it reaches the ϳ75 % of the peak load.
Afterward, when the maximum load is reached, the loaddisplacement curve starts to drop at a constant rate-the macroscopic crack propagation is assumed to begin at such a point. Subsequent crack growth was continuous without any occurrence of stick-slip behavior (slow stable extension). Therefore, no sharp drop in the P-␦ curves was observed, and all the traces measured during the tests showed a similar behavior. The macroscopic deformation of the specimens was dominated by elasticity, and inelastic deformations were not observed after testing.
It is worth to point out that the estimation of crack length during the tests was difficult. Indeed, micro-cracking inside the adhesive layer did not allow easy identification of the crack tip position during crack extension.
Then, the fracture toughness of the joints was calculated using Eq 12, and the corresponding values were reported in Fig. 3 as a function of crack length (R-curve). The values of G Ic first increase and then stabilize toward a constant value after further crack growth, i.e., when a macro-crack is fully developed.
Quantities of significance on the R-curve are the crack extension ͑⌬a ‫ء‬ ͒ necessary in order to attain the plateau and the corresponding fracture energy ͑G Ic ͒. During the experiments, ⌬a ‫ء‬ Ϸ 10 mm has been generally observed. A single-valued fracture toughness has 5 Secondary curvature in the direction perpendicular to the one of main bending. been calculated as an average of the values pertaining to the plateau region. It was found that G Ic Ϸ 2.7 kJ/ m 2 ͑±8 %͒. The total crack extension during experiments was found to be equal to ⌬a = 60 mm. The values obtained using Eq 11, reported in Fig. 3 for comparison, show that the fracture energy at first increases and then stabilizes toward a constant value in the plateau region. However, this value is somewhat different ͑Ϸ−26 %͒ from that calculated using Eq 12. The reason for this discrepancy could be attributed to the uncertainty on crack length measurement, which also affects the determination of the correction term ͑aЈ͒. This point will be further investigated in the next section.
FIG. 3-Typical set of crack growth resistance curves (R-curve).
JOURNAL OF TESTING AND EVALUATION
A post-failure visual inspection of the fracture surfaces revealed that during the test, the crack kinked away from the lower to the upper (near) interfacial region and vice versa. Thus, an area of randomly shaped "island" of adhesive was generated on the substrates. In order to further assess the locus of failure, SEM analysis of fracture surfaces was carried out. To this aim, ad hoc samples were made cutting sections approximately 20ϫ 20 mm 2 from the failed specimens. The observed fracture surfaces are reported in Fig. 4 .
Adhesive fracture was observed, as shown in Fig. 4 (a) and 4(b), which illustrates typical fracture surfaces from the adherent and adhesive side, respectively. On the other hand, cohesive fracture was observed in the kink regions (Fig. 4(c) ), when the crack runs from the upper to the lower interface. Crack kinking may lead to an increase of the fracture surfaces, and this, in turn, apparently results in the measured high value of fracture energy [1] . Therefore, the high bond toughness of the joint can be mainly attributed to this characteristic feature of crack path rather than to intrinsic properties of the adhesive itself.
Finite Element Simulations Using the Cohesive Zone Model
Theoretical Background and Modelling Approach
Numerical analyses of crack growth have been carried out using the CZM [18, 19] . The basic aim of the numerical analyses reported herein is to cross-check the results reported in the previous section. According to CZM, the fracture process occurs in a lateral region (Fig. 5) in which a constitutive relation (the cohesive model) describes the evolution of cohesive tractions ͑T͒ as a function of crack surfaces displacements ͑⌬͒.
Various constitutive models have been proposed in order to investigate fracture in adhesive joints [28] . In all (intrinsic) models, the cohesive traction at first increases, reaches a maximum ͑ cr ͒, and then gradually softens and falls to zero (ideally) when complete material separation occurs ͑⌬ = ⌬ f ͒. The area under the T-⌬ curve represents the cohesive fracture energy dissipated during crack growth ͑⌫͒. Provided that the conditions of LEFM hold, the cohesive fracture energy can be estimated from G c [30] .
The implementation of CZM in the FEM framework thus requires bulk FEs for modelling the background material and cohesive zone elements (CZEs) for modelling crack initiation, evolution, and complete failure. In summary, the cohesive element is formulated exploiting the principle of virtual work. The internal work done by the virtual strain ͑ ‫ء‬ ͒ in the domain ͑⍀͒ and the virtual crack opening displacement ͑⌬ ‫ء‬ ͒ along the crack line ͑⌺ c ͒ is equal to the external work done by the virtual displacement ͑u ‫ء‬ ͒ at the traction boundary ͑⌺͒, i.e.
where: P = external traction vector. The crack face opening is interpolated to the Gauss integration points by means of standard shape functions, i.e.
where: N and N c = matrices of the shape functions for bulk and cohesive elements, respectively, B = derivative of N, The stiffness matrix and load vector of the cohesive elements are assembled as a user-defined subroutine within the commercial FE code ABAQUS/Standard [39] . In particular, a detailed description of four-node CZEs formulation is reported elsewhere [28, 40] .
The specific shape of the cohesive model may play a role in the results; however, it has been demonstrated in Refs 28 and 40 that for this particular material system, the effect of the shape of the traction-separation relation is negligible. Therefore, the trapezoidal model [28] has been adopted in the simulations. In particular, this cohesive model is appropriate for modelling the undamaged state of cracked adhesive joints because it allows the control of the prepeak slope of the traction-separation relation, thus reducing the artificial compliance introduced by the insertion of cohesive elements. However, because the crack path is pre-determined, such compliance is not a major issue [41] .
The bond toughness for an adhesive layer usually involves two separate contributions, i.e., the intrinsic fracture energy ͑⌫ o ͒ required for overcoming the intrinsic bonding forces and the viscoelastic and/or plastic energy term ͑⌫ p ͒, which accounts for energy dissipation in the surrounding adhesive layer [1] . Therefore, a FE model accounting for the elasto-plastic behavior of the adhesive layer would be needed to demonstrate the effect of plastic dissipation on the bond toughness [25] . Nevertheless, in most cases, the adhesive layer is replaced by a single row of cohesive elements, and both the aforementioned energy contributing terms ͑⌫ = ⌫ o + ⌫ p ͒ are thus directly embodied in the traction-separation relation. Moreover, there is evidence that this simplified approach can provide accurate results [22] [23] [24] 32] . It has been demonstrated that for thin adhesive layer (i.e., Ͻ1 mm) and moderately tough adhesives, the plastic dissipation is small compared to the intrinsic work of fracture, and a cohesive model that neglects the presence of the layer can be adopted to assess the integrity of adhesive joints [26, 27] . Then, in the present work, the adhesive layer has been replaced by a single row of cohesive elements.
Further details regarding the FE model have been reported elsewhere [28, 40] ; therefore, we summarize herein the key features only. A four-node cohesive element was implemented in ABAQUS/ Standard as a user-defined subroutine (user element). CZE size has been properly chosen to ensure that the results quoted in the paper were mesh independent (from a numerical viewpoint) and insensitive to numerical artefacts. To this aim, the total dissipated fracture energy has been computed for element sizes ranging from 0.01 to 1 mm. The dissipated energy was approximately constant for cohesive element size lower than 0.1 mm [40] , and thus a cohesive element size equal to 0.08 mm was selected for the numerical simulations. In addition, plane strain continuum elements (ABAQUS CPE4) were adopted for sample substrates.
Numerical Results
Cohesive fracture parameters can be obtained by fitting model predictions to a set of experimental data [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] . It has been shown [25] that the rising portion of the P-␦ curve of a DCB is sensitive to cohesive strength. After the peak load is reached (fully developed cohesive zone), the P-␦ trace is essentially independent of cohesive strength, while the cohesive fracture energy starts playing a role. Indeed, provided that the global behavior of the specimen is linear elastic, the post-peak portion of the P-␦ trace can be related to the opening displacement by the following equation [24] :
where all the symbols have been previously explained. This dependence is also demonstrated in Fig. 6 where simulated P-␦ curves corresponding to different values of fracture energy and cohesive strength are compared.
Notice that the post-peak region essentially depends on the input values of fracture energy whereas the peak load depends essentially on cohesive strength. It follows that the magnitude of cohesive fracture energy can be identified by matching experiments and simulations in the post-peak region of the P-␦ trace. This feature represents a useful cross-check of the results calculated using Eq 12. In particular, the numerical P-␦ curves, which provide the best fit with the data of the DCB test, are reported in Fig. 7 .
In these simulations, a constant value of the cohesive strength has been set to 14 MPa as it allows to better capture the maximum experimental load. The fracture energy was then tuned in order to achieve a match between experiments and simulations. The value of cohesive fracture energy, which gave the best fit with the experiments, is in good agreement with the experimental value obtained using Eq 12. Therefore, the difference between the results provided by the data reduction scheme analyzed in the previous section may be attributed to the uncertainty on crack length measurement.
Conclusions
In this paper, the mode I fracture toughness of aluminum DCB joints bonded with a toughened epoxy adhesive was analyzed. The critical strain energy release rate as well as the crack growth resistance curve of the joint has been determined. To this aim, a suitable data reduction scheme, which does not depend on crack length measurement, was chosen based on the results of sensitivity analysis. The obtained fracture energy ͑2.7± 8 % kJ/ m 2 ͒ was found to be ϳ26 % higher than that provided using the relations of a British standard. Therefore, the CZM was utilized in conjunction with the experimental findings to cross-check results consistency. Using the calculated fracture toughness as input in the simulations, agreement with the experiments could be achieved, thus supporting the consistency of the experimental procedures employed.
Finally, SEM analyses of fracture surfaces illustrated that fracture was essentially adhesive (adhesive/substrate interface). In particular, crack kinking from the lower to the upper interface provided an increase of the fracture surfaces, and this, in turn, apparently resulted in the high value of the calculated fracture energy. A follow-up work will consider mixed mode fracture behavior of the joints as well as the proper surface treatment which could promote a fully in layer cohesive fracture.
