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Abstract
Extreme learning machine (ELM) represents one of the recent successful approaches in machine learning, particularly for performing
pattern classification. One key strength of ELM is the significantly low computational time required for training new classifiers since the
weights of the hidden and output nodes are randomly chosen and analytically determined, respectively. In this paper, we address the
architectural design of the ELM classifier network, since too few/many hidden nodes employed would lead to underfitting/overfitting
issues in pattern classification. In particular, we describe the proposed pruned-ELM (P-ELM) algorithm as a systematic and automated
approach for designing ELM classifier network. P-ELM uses statistical methods to measure the relevance of hidden nodes. Beginning
from an initial large number of hidden nodes, irrelevant nodes are then pruned by considering their relevance to the class labels. As a
result, the architectural design of ELM network classifier can be automated. Empirical study of P-ELM on several commonly used
classification benchmark problems and with diverse forms of hidden node functions show that the proposed approach leads to compact
network classifiers that generate fast response and robust prediction accuracy on unseen data, comparing with traditional ELM and
other popular machine learning approaches.
r 2008 Elsevier B.V. All rights reserved.
Keywords: Feedforward networks; Extreme learning machine (ELM); Pattern classification
1. Introduction
A new fast learning neural algorithm referred to as
extreme learning machine (ELM) with additive hidden
nodes and radial basis function (RBF) kernels has been
developed for single-hidden layer feedforward networks
(SLFNs) in [10,11]. ELM has been successfully applied to
many real world applications [13,4,18,19,12] and has been
shown to generate good generalization performance at
extremely high learning speed [10–13]. Nevertheless, the
number of hidden nodes to be used when designing the
classifier using ELM for handling the problem in hand,
remains a trial and error process.
In the context of pattern recognition, it is now widely
known that a classifier network that is too small generally
lacks the capability of learning the training data sufficiently
well. On the other hand, a network that is too large
could also overfit the training data, thus producing poor
generalization performance on unseen cases. Besides, an
extremely large network also brings about longer predic-
tion responses and unnecessary requirement for large
memory as well as high cost for hardware implementation.
An alternative to improve generalization is to train a
network that is larger than necessary and prune the
unnecessary nodes during learning.
In this paper, we address the architectural design of
the ELM classifier network, since too small/large hidden
nodes employed would lead to underfitting/overfitting
issues in pattern classification. In particular, we present a
pruned-ELM (P-ELM) algorithm as a systematic and
automated approach for designing ELM classifier network.
P-ELM provides a systematic approach for designing the
network architecture of the ELM classifier. Using statis-
tical methods to measure the relevance of each hidden node
in contributing to the prediction accuracy of the classifier,
the appropriate architecture of the classifier network is
then defined.
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When designing a classifier, P-ELM begins with an
initial large number of hidden nodes whose weight
parameters are randomly assigned to obtain the hidden
node response of the input vectors. Based on the relevance
of each hidden node in contributing to the prediction
accuracy of the classifier, irrelevant/relevant hidden nodes
are pruned/kept intact. The notion of relevancy is defined
by some threshold which is user-definable. Since P-ELM is
sensitive to the relevance threshold level used, i.e., the
choice of relevance threshold used results in classifier
networks of different size and prediction accuracy, a
recommended threshold base is further identified based
on the Akaike information criterion (AIC).
Simulation study of the P-ELM on several commonly
used classification benchmark problems for diverse forms
of hidden nodes show that the proposed approach leads to
compact network classifiers that generate fast response and
robust prediction accuracy on unseen data when compared
with the traditional ELM and other popular machine
learning approaches including the backpropagation (BP)
[12] and minimal resource allocating network (MRAN) [15]
algorithms.
This paper is organized as follows. Section 2 provides
a brief review of the ELM. The details of the proposed
P-ELM algorithm is then described in Section 3. Section 4
presents a quantitative performance comparison of P-ELM
to other algorithms based on commonly used classification
benchmark problems. Finally, Section 5 summarizes the
conclusions of the present study.
2. A brief review of ELM
This section briefly reviews the ELM proposed in [9–11].
One key principle of the ELM is that one may randomly
choose and fix the hidden node parameters. After the
hidden nodes parameters are chosen randomly, SLFN
becomes a linear system where the output weights of the
network can be analytically determined using simple
generalized inverse operation of the hidden layer output
matrices.
2.1. Extreme learning machine (ELM)
The output of a SLFN with ~N hidden nodes (additive or
RBF nodes) can be represented by
f ~NðxÞ ¼
X~N
i¼1
biGðx; ci; aiÞ; x 2 Rn; ci 2 Rn, (1)
where ci and ai are the learning parameters of hidden
nodes, bi is the weight connecting the ith hidden node to
the output node, and Gðx; ci; aiÞ is the output of the ith
hidden node with respect to the input x. For additive
hidden nodes with the sigmoid or threshold activation
function gðxÞ : R ! R, Gðx; ci; aiÞ is given by
Gðx; ci; aiÞ ¼ gðci  xþ aiÞ; ai 2 R, (2)
where ci is the weight vector connecting the input layer to
the ith hidden node, ai is the bias of the ith hidden node,
and ci  x denotes the inner product of vectors ci and x
in Rn.
For RBF hidden nodes with the Gaussian or triangular
activation function gðxÞ : R ! R, Gðx; ci; aiÞ is given by
Gðx; ci; aiÞ ¼ gðaikx cikÞ; ai 2 Rþ, (3)
where ci and ai are the center and impact factor of ith RBF
node. Rþ indicates the set of all positive real values.
For N arbitrary distinct samples ðxk; tkÞ 2 Rn  Rm, if a
SLFN with ~N hidden nodes can approximate these N
samples with zero error, it then implies that there exist bi, ci
and ai such that
X~N
i¼1
biGðxk; ci; aiÞ ¼ tk; k ¼ 1; . . . ;N. (4)
Eq. (4) can be written compactly as
Hb ¼ T, (5)
where
Hðc1; . . . ; c ~N ; a1; . . . ; a ~N ;x1; . . . ;xN Þ
¼
Gðx1; c1; a1Þ    Gðx1; c ~N ; a ~N Þ
..
.    ...
GðxN ; c1; a1Þ    GðxN ; c ~N ; a ~N Þ
2
6664
3
7775
N ~N
, (6)
b ¼
bT1
..
.
bT~N
2
6664
3
7775
~Nm
and T ¼
tT1
..
.
tTN
2
664
3
775
Nm
. (7)
H is called the hidden layer output matrix of the network
[6,5]; the ith column of H is the ith hidden node’s output
vector with respect to inputs x1;x2; . . . ;xN and the kth row
of H is the output vector of the hidden layer with respect to
input xk.
Huang et al. [7,8,11] proved that for SLFNs with
additive or RBF hidden nodes, one may randomly choose
and fix the hidden node parameters and then analytically
determine the output weights when approximating any
continuous target function. Note that the proof of
universal approximation is shown to be valid for SLFNs
with general type of hidden nodes, i.e., in the form of
sigmoid, RBF or hybrid of both [8,7].
In this regard, for N arbitrary distinct samples ðxk; tkÞ,
in order to obtain arbitrarily small non-zero training
error, one may randomly generate ~N (pN) hidden
nodes (with random parameters ðci; aiÞ). Eq. (5) then
becomes a linear system and the output weights b are
estimated as
b^ ¼ HyT, (8)
where Hy is the Moore–Penrose generalized inverse [16] of
the hidden layer output matrix H. Calculation of the
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output weights is done in a single step here. Thus this
avoids any lengthy training procedure where the network
parameters are adjusted iteratively with appropriately
chosen control parameters (learning rate and learning
epochs, etc.). The three-step ELM algorithm [10,11] can be
summarized as follows:
ELM Algorithm. Given a training set @ ¼ fðxk; tkÞjxk 2 Rn;
tk 2 Rm; k ¼ 1; . . . ;Ng, activation function g, and hidden
nodes ~N,
Step 1: Randomly assign hidden node parameters ðci; aiÞ,
i ¼ 1; . . . ; ~N.
Step 2: Calculate the hidden layer output matrix H.
Step 3: Calculate the output weight b: b ¼ HyT.
In the standard ELM algorithm proposed in [10,11], the
number of the hidden nodes, ~N, to use is a decision
to be made by the designer of the classifier network. Often
a trial and error process is conducted in advance, in
order to arrive at networks that produce good general-
ization performances. To avoid this potential erroneous
and computational intensive trial and error procedure,
a P-ELM algorithm is proposed as a systematic and
automated approach for defining the hidden node size ~N in
the design of classifier networks. In what follows, we
present a detailed description of the proposed P-ELM.
3. Pruned-ELM
The main idea of the proposed P-ELM lies in identifying
the degree of relevance between the hidden nodes and the
class labels with the use of some statistical measure and
then removing the irrelevant or low relevant hidden nodes
so as to arrive at compact networks while keeping the
generalization ability of the network uncompromised.
In the first step of the proposed P-ELM, an initial
network of ( ~N) hidden node size is assigned. Based on the
standard methodology of ELM, all parameters of the
hidden nodes, i.e., (ðci; aiÞ, i ¼ 1; . . . ; ~N) are then randomly
assigned. Based on the assigned parameters, the responses
of the hidden nodes (represented here as matrix H) are
subsequently obtained. Together with the labelled training
data and the responses of the hidden nodes (H), the
statistical relevance of each hidden node in contributing to
the true class label is then identified. Here we investigate
two statistical criteria, namely, the Chi-squared (w2) [14,20]
and information gain (IG) [1,17] measures, for revealing
the statistical relevance of the hidden nodes in arriving at
the true class labels. Note that the responses of the hidden
nodes are discretized based on the entropy-based discreti-
zation method [3] before the statistical methods are put in
place.
3.1. Chi-squared (w2)
The w2 method can be used to measure the association
between the class labels and individual hidden node
hiði ¼ 1; 2; . . . ; ~NÞ. It is defined as
w2ðhiÞ ¼
Xd
l¼1
Xr
j¼1
ðAlj  EljÞ2
Elj
,
Elj ¼
Rl  Zj
N
; Rl ¼
Xr
j¼1
Alj ,
Zj ¼
Xd
l¼1
Alj ; N ¼
Xd
l¼1
Xr
j¼1
Alj , (9)
where d is the number of discrete bins for individual hidden
node hi and r is the number of class labels; Alj represents the
cardinality of bin l and class label j and Elj is the expected
cardinality of Alj. Based on the w2 measure, the hidden nodes
are sorted in descending order. Note that the larger the w2
value, the higher relevance is the hidden node to the class.
3.2. Information gain (IG)
The IG criterion represents an alternative for measuring
the reduction in entropy of the class tðt1; t2; . . . ; tr), which
reflects the additional information provided by each hidden
node hiði ¼ 1; 2; . . . ; ~NÞ. It is defined as,
IGðhiÞ ¼ 
Xr
j¼1
pðtjÞ log2 pðtjÞ
þ
Xd
l¼1
pðhi;lÞ
Xr
j¼1
pðtjjhi;lÞ log2 pðtjjhi;lÞ, (10)
where r is the number of class labels and d is the number of
discrete bins for hidden node hi; pðtjÞ is the prior probability
for class j and pðhi;lÞ is the prior probability for discrete
bin l in hidden node hi; pðtjjhi;lÞ is the probability for tj
conditioned on hi;l . Subsequently, the hidden nodes are
sorted in descending order, based on the IG derived.
A hidden node of higher IG is preferred since it indicates
a greater importance in contributing to the class label.
Using the statistical relevance measures obtained, irrele-
vant/relevant hidden nodes are removed/kept intact. Here a
hidden node is considered as irrelevant in contributing to the
true class label if the relevance measures fall below the
normalized relevance threshold parameter, g 2 ½0; 1:0,
which is user-defined. Note that the choice of the relevance
threshold directly impacts the structure and generalization
ability of the resultant P-ELM network. As opposed to a
trial and error process in defining the relevance threshold,
the final network structure complexity and generalization
ability are systematically determined from a base set of
potential relevance threshold values, i.e., gi, i ¼ 1; 2; . . . ; q,
using the AIC. Generally, gi is sampled uniformly and q
defines the size of the base set required. Note that in the
paper the optimal relevance threshold for each problem
considered is determined using the validation data drawn
from the training data. The AIC is given by,
AICðiÞ ¼ 2Nval lnðd2i =NvalÞ þ Si; i ¼ 1; 2; . . . ; q, (11)
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where Nval is the number of validation data; di is the
classification error for the ith relevance threshold and equals
to ð1 oiÞ Nval; oi is correct validation classification rate
and Si is the hidden node size for the ith relevance threshold.
AIC aims to achieve a trade-off between prediction accuracy
and the structural complexity of the final network.
Here, we provide an outline of the P-ELM algorithm:
P-ELM Algorithm. Given a training set @ ¼ fðxk; tkÞjxk 2
Rn; tk 2 Rm; k ¼ 1; . . . ;Ng, activation function g, an initial
larger hidden node size than necessary, ~N, and a relevance
threshold base cðg1; g2; . . . ; gqÞ,
(1) Separate the training set into two non-overlapping
subsets for learning and validation.
(2) Randomly assign hidden node parameters ðci; aiÞ,
i ¼ 1; . . . ; ~N.
(3) Calculate the hidden layer output matrix H using the
learning subset.
(4) Calculate the statistical relevance for the hidden nodes
using the w2 or IG and sort them in descending order.
(5) For each relevance threshold gi ði ¼ 1; 2; . . . ; qÞ.
 Identify the subset of crucial hidden nodes Si that
satisfy the relevance threshold gi and determine the
validation accuracy oi using the validation subset.
 Calculate the AICðiÞ ¼ f ðSi; oiÞ using Eq. (11).
(6) Select S according to min(AIC).
(7) Retrain network S with the whole training set.
 Calculate the hidden layer output matrix H using
the training set.
 Calculate the output weight b: b ¼ ðHÞyT.
(8) Evaluate the performance of S on unseen testing data
set.
4. Performance evaluation
In this section, the numerical performance of the
proposed P-ELM is evaluated in details with comparison
to several state-of-the-art machine learning approaches
including the standard ELM, BP [12] and MRAN [15]
for pattern classification. Eight real-world classification
ARTICLE IN PRESS
Table 1
Specification of real-world classification benchmark problems
Data sets No. of
attributes
No. of
classes
No. of observations
Training Testing
Page blocks 10 5 2700 2773
Image segmentation 19 7 1100 1210
Satellite image 36 6 4400 2035
Spam emails 57 2 3000 1601
Glass 9 7 110 104
Liver disorders 6 2 170 175
Vehicle 18 4 420 426
Letter recognition 16 26 10,000 10,000
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Fig. 1. Effect of the relevance threshold on the validation accuracy using
w2 and IG methods on the image segmentation problem: (a) sigmoid
hidden nodes, (b) RBF hidden nodes, (c) hybrid sigmoid-RBF hidden
nodes.
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problems from UCI ML repository [2] are considered for
verifying the performance of P-ELM, which are summar-
ized in Table 1 with separate training and testing data sets.
Subsequently, the training data are further split randomly
as 75% and 25% learning and validation data sets,
respectively. The w2 and IG statistical methods used for
pruning the insignificant hidden nodes are denoted as
P-ELM1 and P-ELM2, respectively. Here the number of
hidden nodes used in the standard ELM is chosen in a trial
and error manner since this is the common practice by the
general community when using ELM. In our experimental
study, we consider the number of hidden nodes in the range
of ½10; 500 and a step size of 10 nodes. This defines the
overall training time of the standard ELM.
The experimental results reported here are based on the
average of 50 independent trials. All simulations have been
conducted within the MATLAB 7.1 environment on a
Pentium IV 1.7GHZ CPU and 512M RAM personal
computer.
4.1. Study on relevance threshold
Here we consider the image segmentation data set for
studying the effects of the relevance threshold used on the
validation accuracy of P-ELM. Fig. 1 illustrates the impact
of the relevance threshold on the validation accuracy based
on the w2 or IG criterion for three kinds of hidden nodes,
i.e., sigmoid, RBF and their combination. It should be
noted that the relevance between hidden nodes and the
class labels is normalized to ½0; 1, which also maintains
the relevance threshold at ½0; 1. A threshold value of 0
implies that no hidden nodes are removed while the other
extreme indicates all hidden nodes are removed. Hence it
makes sense to consider having a relevance threshold range
of ½0:1; 0:9 in the proposed P-ELM. Further, a relevance
threshold step size of 0.1 is considered for investigating its
impacts on validation accuracy. From Fig. 1, it is observed
that an initial large hidden node size would result in poor
validation accuracy on unseen data, i.e., this is represented
by the solid line, due to the effects of overfitting on the
training data. On the other hand, with the use of w2 or IG
criterion for pruning the irrelevant nodes in P-ELM, the
validation accuracy on the unseen data, i.e., represented by
the dashed and dotted lines, respectively, is shown to have
improved significantly. Nevertheless, the results further
illustrate that with increasing relevance threshold values,
the validation accuracy also improves but underfitting may
occur at some turning point. From the results in Fig. 1 and
other data sets where similar observations are made, it
becomes possible to generalize that the range of ½0:1; 0:9 is
effective for generating compact networks that generates
robust prediction accuracy. Hence, as a rule of thumb, we
suggest using a relevance threshold value, g, in the range of
½0:1; 0:9 at a step size of 0.1.
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Table 2
Effect of initial hidden node size on the final ELM network structure and testing accuracy, considering the image segmentation problem
Node types Methods No. of initial nodes No. of final nodes Testing (%) Training time (s)
Rate Dev.
Sigmoid P-ELM1 500 198 94.830 0.622 16.220
1000 181 94.795 0.616 72.787
1100 185 94.704 0.534 92.757
2000 186 94.864 0.663 194.14
P-ELM2 500 189 94.654 0.705 18.263
1000 199 94.895 0.591 84.733
1100 207 94.821 0.639 104.99
2000 205 94.932 0.619 223.76
RBF P-ELM1 500 203 94.352 0.761 18.911
1000 201 94.988 0.707 79.060
1100 198 94.803 0.745 82.988
2000 197 94.557 0.695 210.33
P-ELM2 500 225 94.364 0.808 22.009
1000 202 94.630 0.791 89.252
1100 171 94.377 0.797 94.220
2000 191 94.297 0.762 235.66
Hybrid P-ELM1 500 213 94.747 0.903 18.214
1000 223 94.963 0.713 74.423
1100 201 94.803 0.834 91.845
2000 216 94.735 0.731 204.91
P-ELM2 500 197 94.185 0.736 20.092
1000 208 94.932 0.822 87.145
1100 185 94.525 0.744 102.96
2000 201 94.462 0.701 228.42
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4.2. Study on effect of hidden node initialization
To further study the robustness of the proposed P-ELM
methodology for generating compact networks, we also
investigate the possible impact of the initial number of
hidden nodes used on the resultant network structure
complexity and prediction accuracy. Table 2 tabulates the
resultant network complexity and the testing accuracy for
different forms of hidden nodes. Note that as a rule of
thumb the number of hidden nodes is initialized as equal to
the size of the training data as considered in the present
study. The results indicate that the generalization perfor-
mance and network complexity of the ELM network
remain relatively stable regardless of the initial hidden
nodes used, i.e., for the sake of convenience one should
choose to initialize the number of initial hidden nodes as
equal to the size of the training data. This also implies that
the proposed P-ELM algorithm is insensitive to the initial
number of hidden nodes used. Nevertheless we would like
to highlight that a large initial hidden nodes generally
lead to increased computational burden. In our study, 500
initial hidden nodes appears to be sufficient for the
problems considered.
4.3. Performance comparison with other machine learning
approaches
Here, we present the performance of the proposed
P-ELM in terms of prediction accuracy on unseen data,
training wall-clock time and hidden node size of final ELM
network found for diverse forms of hidden nodes, i.e.,
sigmoid, RBF and their combination. The core purpose is
to study the performance of the P-ELM against some
existing state-of-the-art machine learning approaches on
real-world classification problems. For the sake of brevity,
the algorithms considered in the present study for
comparison are listed in Table 3.
The classification performance of the machine learning
algorithms together with those obtained by the P-ELMs on
the real world classification benchmark problems are then
tabulated in Tables 4–6. In comparison to BP, P-ELMSig
arrives at competitive prediction accuracy but doing so at
significantly lower training time. Note that in what is
reported in Table 4, the training time of BP excludes
the computational time used to choose the appropriate
hidden nodes for the problems considered. Similarly, based
on the results in Table 5, P-ELMRbf also displays better
computational efficiency and generalization ability than the
MRAN. Note that the result for MRAN on the letter
recognition problem is excluded since this method becomes
computationally intractable when dealing with large data
set. In addition, the results in the tables reported illustrate
the low training time cost of P-ELMs. In contrast to the
standard ELM, which involves a trial-and-error process to
identify a suitable architecture of the network, P-ELMs
search for a suitable network architecture, i.e., identifying
an appropriate number of hidden nodes for the data set in
hand, based on statistical information, hence generating
the significant saving in training time. Furthermore,
P-ELMs produce significantly more compact networks
compared with the standard ELM through the removal of
irrelevant hidden nodes. In comparison to the standard
ELM, P-ELMs is also unaffected by the functional form
of the hidden node used. Hence P-ELMs demonstrate
ARTICLE IN PRESS
Table 3
Specification of the machine learning algorithms considered and their
respective hidden nodes
Types of hidden nodes Algorithms
Sigmoid P-ELMSig ELMSig BP
RBF P-ELMRbf ELMRbf MRAN
Hybrid P-ELMHyb ELMHyb –
Table 4
The performance comparison between P-ELMSig, ELMSig and BP
algorithms
Data sets Methods No. of
nodes
Testing (%) Training
time (s)
Rate Dev.
Page blocks P-ELM1Sig 92 95.745 0.296 24.987
P-ELM2Sig 100 95.800 0.327 26.863
ELMSig 160 95.722 0.333 92.285
BP 10 95.515 0.665 63.983
Image
segmentation
P-ELM1Sig 198 94.830 0.622 16.220
P-ELM2Sig 189 94.654 0.705 18.263
ELMSig 210 94.402 0.782 65.220
BP 100 94.030 0.886 1030.7
Satellite image P-ELM1Sig 397 89.955 0.563 49.533
P-ELM2Sig 409 89.938 0.523 52.152
ELMSig 470 89.735 0.605 150.76
BP 100 89.440 0.824 228.48
Spam emails P-ELM1Sig 184 91.090 0.415 12.628
P-ELM2Sig 213 91.593 0.571 12.589
ELMSig 380 91.037 0.598 103.10
BP 50 91.836 0.745 4641.9
Glass P-ELM1Sig 18 65.136 3.315 0.5681
P-ELM2Sig 20 65.079 3.937 0.6461
ELMSig 30 64.923 3.656 3.6555
BP 10 65.154 4.728 0.8938
Liver disorders P-ELM1Sig 14 68.771 3.640 0.3336
P-ELM2Sig 17 68.957 3.484 0.3141
ELMSig 20 68.891 3.271 6.3195
BP 20 68.066 3.870 0.6282
Vehicle P-ELM1Sig 67 79.254 2.246 2.6883
P-ELM2Sig 74 79.138 2.351 2.7109
ELMSig 110 79.176 2.402 31.973
BP 25 79.502 3.685 66.089
Letter
recognition
P-ELM1Sig 483 89.669 0.212 214.03
P-ELM2Sig 480 89.652 0.199 214.63
ELMSig 500 89.057 0.221 317.95
BP 100 85.390 1.636 3977.2
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excellent robustness in the generalization ability of the final
network. As far as the w2 and IG statistical methods are
concerned, there is little significant differences in the testing
accuracy and network structure attained by either.
5. Conclusions
In this paper, a P-ELM algorithm is proposed to
systematically determine the number of the hidden nodes
during learning by using statistical methods to remove the
irrelevant or lowly relevant hidden nodes. A performance
comparison of P-ELM with other well-known learning
algorithms including the standard ELM, BP and MRAN
has been carried out on benchmark problems of some real-
world classification problems. To be precise, in comparison
to the BP and MRAN algorithms, P-ELM achieves
competitive or improved testing accuracy at significantly
lower training time incurred on the classification problems
considered. Further, in contrast to the standard ELM
algorithm, P-ELM does not select the hidden nodes in a
trial and error manner, thus producing compact network
structure that generates competitive prediction accuracy on
unseen cases.
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P-ELM1Rbf 203 94.352 0.761 18.911
P-ELM2Rbf 225 94.364 0.808 22.009
ELMRbf 310 94.280 0.911 166.334
MRAN 48 92.284 0.837 4893.5
Satellite
image
P-ELM1Rbf 332 89.385 0.586 57.810
P-ELM2Rbf 355 89.533 0.617 60.471
ELMRbf 470 89.440 0.620 588.55
MRAN 10 86.138 1.759 727.55
Spam emails P-ELM1Rbf 213 90.818 0.745 19.759
P-ELM2Rbf 242 90.793 0.646 19.402
ELMRbf 410 90.605 0.769 520.59
MRAN 16 90.319 1.759 1053.5
Glass P-ELM1Rbf 20 64.604 4.125 0.6820
P-ELM2Rbf 21 64.844 3.683 0.7703
ELMRbf 30 64.923 4.393 6.5820
MRAN 19 63.231 4.257 4.7281
Liver
disorders
P-ELM1Rbf 19 68.714 3.814 0.4992
P-ELM2Rbf 16 68.143 4.481 0.5258
ELMRbf 30 68.429 3.954 10.031
MRAN 19 60.286 4.061 1.2922
Vehicle P-ELM1Rbf 84 79.967 1.348 3.2984
P-ELM2Rbf 73 79.504 1.889 3.2000
ELMRbf 120 79.980 1.863 53.342
MRAN 32 71.354 1.915 245.77
Letter
recognition
P-ELM1Rbf 446 89.098 0.257 228.89
P-ELM2Rbf 447 89.027 0.257 232.81
ELMRbf 500 88.120 0.346 988.20
MRAN N.A. N.A. N.A. N.A.
Table 6
The performance comparison between P-ELMHyb and ELMHyb algo-
rithms
Data sets Methods No. of
nodes
Testing (%) Training
time (s)
Rate Dev.
Page blocks P-ELM1Hyb 132 95.591 0.404 26.141
P-ELM2Hyb 124 95.602 0.397 27.321
ELMHyb 170 95.531 0.419 223.18
Image
segmentation
P-ELM1Hyb 213 94.747 0.903 18.214
P-ELM2Hyb 197 94.185 0.736 20.092
ELMHyb 230 94.461 0.984 150.21
Satellite image P-ELM1Hyb 357 89.693 0.493 56.112
P-ELM2Hyb 371 89.858 0.582 56.013
ELMHyb 470 89.733 0.567 474.72
Spam emails P-ELM1Hyb 221 90.937 0.555 17.781
P-ELM2Hyb 201 91.124 0.487 17.370
ELMHyb 390 90.615 0.571 389.14
Glass P-ELM1Hyb 20 65.004 4.064 0.6766
P-ELM2Hyb 20 65.100 4.002 0.7617
ELMHyb 30 65.067 4.725 6.0234
Liver disorders P-ELM1Hyb 13 68.086 3.687 0.4945
P-ELM2Hyb 12 68.114 3.620 0.4805
ELMHyb 20 68.471 3.847 9.6570
Vehicle P-ELM1Hyb 73 79.280 2.093 2.8828
P-ELM2Hyb 75 79.723 2.034 3.0844
ELMHyb 130 79.608 2.111 50.134
Letter
recognition
P-ELM1Hyb 447 89.181 0.318 225.61
P-ELM2Hyb 458 89.225 0.387 231.41
ELMHyb 500 88.840 0.351 889.02
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