Many numerical solvers model the general nonlinear problem of particle motion in self-generated fields through the computation of particle trajectories and fields in a Lagrangian and Eulerian framework, respectively. The particle-weighting step mapping the source terms between these frameworks is a primary source of noise and computation time. Herein we eliminate this costly step by treating the trajectories as bounds on the particle flow, applying charge conservation to interpolate the source distribution. The result is an order of magnitude improvement in accuracy and an 80 to 120 fold speed-up.
I. INTRODUCTION
Modeling the nonlinear interaction between electromagnetic fields and relativistic charged particle beams is a challenge pervading many areas in modern physics and engineering including accelerator physics, vacuum electronics, and plasma physics. Analytically intractable, the propagation of space-charge dominated beams (where the beam is significantly affected by its own self-fields) is traditionally solved using either large signal codes or the particle-in-cell (PIC) method.
Large signal or parametric interaction codes such as TESLA [1] or MAGY [2] solve reduced systems where approximations have been made to simplify the governing equations. For example, in TESLA the telegrapher's equations are solved for a linearly propagating beam where the fields in the beam tube and the rf cavities are treated separately. The fields are solved using a modal decomposition in a paraxial approximation (the field envelope varies slowly) and interactions between beams and coupling with external cavities are accounted for though special boundary conditions on the wall.
PIC codes such as MAGIC [3] , CST Studio [4] and WARP [5] simultaneously solve the equations of motion for charged particles and Maxwell's equations for the resulting electromagnetic fields over discrete time steps. While powerful in their ability to fully capture the physics involved, by solving in the time domain they are inefficient at modeling steady-state problems. Particularly within the context of radio-frequency sources and accelerator structures, where the relevant problem features tend to span multiple orders of magnitude both spatially and temporally. For example, modeling a klystron requires resolving phenomena at time steps smaller than the radio-frequency (rf) period (on the ps-ns scale) while the simulation must proceed until steady state is reached (μs-ms scale).
We are developing an alternative solver for steady state static and time harmonic beam-wave interactions that solves for the full fields, including the DC and AC space charge contributions, while solving for the steady state solution directly. It thus combines the generality of the a PIC code with the computational efficiency of a large signal code. Trajectories, external fields and self-fields are computed over the entire problem domain instead of at discrete time steps and iterated until converging to the self-consistent solution, as illustrated in Fig. 1 . Not only is this more efficient, taking on the order of ten iterations to converge instead of thousands to millions of time steps, but it allows for a complete accounting of space charge, image currents, and system boundaries with no assumptions on the relativistic regime of the beam.
A shared challenge amongst all of these approaches, transient and steady state, is the mapping of discrete macroparticle trajectories from the Lagrangian framework to continuous distributions for the charge and current density, ρ and j, in an Eulerian flow framework. This particleweighting step is necessary to drive the field solver in the next iteration or time-step. Charge is assigned to the mesh nodes of the field solver according to the distribution of particles relative to the mesh. The resulting distributions are sensitive to the mesh and require a large number of particles: fluctuations in the source terms scale as n
−1=2
where n is the number of particles per mesh cell. To mitigate these issues, shape functions can be used instead of discrete point particles. However, solution accuracy is usually highly sensitive to the shape function properties (shape, width, etc.), which tend to be heuristic [6] [7] [8] .
To overcome this challenge, we consider the dual space represented by the macroparticle trajectories, treating the macroparticle trajectories not as discrete particles or particle distributions but as bounds between which source terms can be interpolated via charge conservation. This both reduces the number of macroparticles required to accurately model the system and removes the particleweighting step entirely. Consequently, we demonstrate an order of magnitude improvement in accuracy for the same number of macroparticles simulated relative to a state-ofthe-art solver and for the same accuracy, an 80 to 120 fold speed-up due to the removal of the costly particle-weighting process.
II. DUAL SPACE INTERPOLATION

A. Consequences of the dual interpretation
Let us begin by considering the implications of working with the dual space of the particle trajectories. When considering the trajectories as the centroid of a given distribution, each macroparticle has an associated line current density: λ q ðrÞ ¼ λδðr − r 0 Þ. The beam macroquantities, ρ and j are obtained only through accumulating many such distributions-enough to obtain adequate statistics. When treating the trajectories as bounds, they no longer represent any intrinsic charge or current density, yet neither do they suddenly carry any direct information about the beam macro-quantities ρ and j. Rather, the only information we can truly glean from these traces is the particle flow field along the traces (v of particles in the beam).
Interpolating the beam current density, j is thus not as straightforward as assuming an approximate distribution function along the beam and solving for its degrees of freedom using the values for j along the boundaries (represented by the trajectories), the typical interpolation approach. Rather the challenge lies in determining a method which uses only the beam velocity v along the trajectories to interpolate j and ρ.
B. Applying charge conservation
To resolve this issue further information is required, namely an equation governing the evolution of the beam current over the problem domain. For charged particle beams, one possibility is the charge continuity equation, Eq. (1).
Consider a region, Ω, bounded by an emission surface, ∂Ω in , a set of macroparticle trajectories, C ¼ fc 1 ; c 2 ; …c n g and an outlet surface, ∂Ω out . By applying the divergence theorem and noting that for static problems ∂ρ ∂t ¼ 0, we can reformulate Eq. (1) integrated over Ω as a surface integral over ∂Ω, as given by Eq. (2) .
Consider more closely the various surfaces comprising ∂Ω. In addition to the inlet and outlet surfaces, for an Ndimension region there are also at least N surfaces connecting the trajectories. Assume the current is conserved between trajectories. This assumption is not only valid for laminar beams, but also for nonlaminar beams in the limit where an adequate number of macroparticles are tracked, a statement we shall revisit shortly. In this case, these connecting surfaces can be taken to be parallel to the current flow and the only surfaces which contribute to the integral in Eq. (2) are the inlet and outlet. Z
This provides a relationship between the known emission current at the inlet, I in ¼ − R ∂Ω in j ·n dS (the negative sign is due to the direction ofn being opposite to the direction of current flow on ∂Ω in ) and the current density on the outlet surface.
Z
Finally, we assume a uniform distribution for ρ over the outlet surface, producing an expression for ρ as a function of I in and the beam velocity over the surface. Note that unlike j, v can be interpolated easily as it is known along the macroparticle trajectories.
C. Computing an interpolation surface Equation (5) provides a path forward for approximating ρ on the surface, however there remains the significant question of how to define the outlet surface and subsequently, the choice of an appropriate interpolation of v over this surface. The outlet should of course contain the mesh node at which to interpolate ρ and should span the trajectories. With these satisfied, the choice of outlet surface could depend on the implementation, though one which most closely validates the assumption of uniform ρ will produce the best results.
In this regard, for our 2D azimuthally symmetric implementation for static problems, the surface is defined by an arc which is perpendicular to the velocity of the beam at the bounding trajectories and thus approximately perpendicular to the flow at all points in-between the trajectories. For electrostatic problems with small energy spread, this is also approximately a velocity isosurface so we make the further assumption that jvj is uniform. Therefore, our computation of ρ and subsequently, j is straightforward (here A is the surface area), given by Eq. (6).
D. Illustration in 2D
Figure 2 illustrates how we have implemented this approach for 2D axisymmetric problems. In the example, ρ and j are to be calculated on the mesh nodes p and q (for future use driving the finite element field solver) using the initial emission current densities, J 1 in between the axis and trajectory 1 and J 2 between trajectories 1 and 2.
Consider first the point p. We begin by computing an arc passing through p and perpendicular to the trajectories at the point where the arc intersects. We then apply Eq. (6) 
The case of crossed trajectories underscores an important point regarding the extension of this method to nonlaminar beams. While at first glance, the assumption of current conservation in between trajectories seems highly restrictive, note that this assumption is local, between the bounding trajectories, and not a requirement on the beam itself. In the limit of a sufficient number of trajectories, this local laminar flow condition is adequately approximated. The number of macroparticle trajectories required to achieve this limit will depend on how nonlaminar the beam is but in the worst case does not exceed the number of particles required in a PIC code and tends to be at least an order of magnitude less, as demonstrated shortly. Note that the same point holds true for our assumptions of uniform charge density and velocity across the surface: as the number of trajectories simulated increases, this assumption will be increasingly more accurate.
E. Limitations
There are two important situations which this method, as implemented, does not currently handle. If the beam has any uncorrelated initial energy spread, such that there is no longer a surjective mapping between initial position and velocity, the initial current density "between" these trajectories is undefined in our 2D model. To handle such problems, we would need to extend the interpolation to 4D phase-space (6D for 3D problems). Within the context of radio-frequency source design and electron guns, the electrons are generally emitted from rest and the energy spread of the beam is dominated by the effects of the fields rather than the initial energy spread.
FIG. 2. Calculating source terms from particle trajectories.
The other challenge we encounter is when particles reverse direction midflight. Once again, extending the interpolation to 4D phase-space should alleviate this issue as the reversed beam occupies a different region in phase space than the forward traveling beam. Particles bouncing off the axis of symmetry and secondary emission are not issues and can be handled in the current implementation.
III. CONNECTION TO LIOUVILLIAN INTERPOLATION
There is a nontrivial connection between our method and the related yet distinct phase space interpolation methods recently applied to cosmological N-body simulations and 1D plasma simulations [9, 10] . These techniques create a secondary mesh in phase-space where the mesh nodes are the discrete macro-particle positions at a given time. Liouville's theorem on the conservation of phase space density and volume can then be applied to obtain the source term distribution. However, this distribution must still be mapped back to the original mesh through the convolution of the secondary mesh elements with the original mesh elements.
By directly applying the charge conservation law over the appropriate surface, we eliminate the need for the remeshing or particle weighting step entirely. The source term is interpolated directly at the mesh node and varies continuously throughout the mesh element. For electro-and magneto-statics, a connection can be made between Liouville's theorem and our interpolation method using charge continuity. The connection is not general as the conservation laws arise from different symmetries (time invariance in the former, and gauge invariance in the latter). It arises specifically through the properties of the surface over which the source terms are interpolated.
For a Hamiltonian system, Liouville's theorem is given by Eq. (8), where fðq; pÞ is the phase space density and q, p are the canonical position and momentum. For electroand magneto-static fields,
Integrating over the volume bounded by particle trajectories in 6D phase space and substituting _ q ¼ P γm (here P ¼ p − eA is the kinematic momentum where A is the magnetic vector potential), we obtain Eq. (9) .
In our approach we specify the interpolation surface, ∂Ω q , and make the assumption that over it, P is a pre-defined, surjective function of q (laminar flow). As A is a function only of q, the constraint on P maps to the canonical momentum, p. Noting that ρðqÞ ¼ R 
This derivation underscores a few points on the applicability and extendability of our interpolation method. By using the charge conservation law, we must make assumptions on the momentum distribution of the beam. As mentioned previously, these assumptions preclude the simulation of beams with uncorellated energy spread. For radio-frequency source design, this is not an issue however extending this interpolation method to problems such as the beam-wave interaction in free electron lasers, for example, would likely require the more general Liouvillian interpolation.
IV. BENCHMARKING AND RESULTS
We have implemented the charge conservation interpolation (CC method) for azimuthally symmetric electrostatic problems and benchmarked against COMSOL, a state-ofthe-art commercial software [11] . COMSOL computes the steady-state solution using the same global, iterative process illustrated in Fig. 1 such that any significant performance differences exist only in the differing source term computation.
For the steady state solver, COMSOL treats each macroparticle as representing a number of particles per unit time (all taking the same path). Each of these macroparticles represents a discrete spatial distribution corresponding to δðr − q i Þ and the average charge density per unit time in a given element, k, is obtained by integrating these distributions over the element and averaging, as given by Eq. (13) [12] .
Ignoring the modifications to account for a steady-state solution, spatially this approach is similar to the particleweighting technique in a particle-in-cell code. It is accumulating discrete distributions such that mesh cells traversed by a particle are assigned space charge, and those which particles miss are assigned no charge. Enough particles are required per mesh element to obtain adequate statistics for the calculation of the volume average in Eq. (13).
We begin with a classical azimuthally symmetric problem: the cylindrical diode. Here, an electron beam is emitted from the inner radius and extends to the outer, diverging as it proceeds due to space charge (see Fig. 3 ). While no analytical solution exists with which to compare, the convergence properties of the numerical solution provide a measure of its quality. Figure 4 plots the Sobolev zero-norm of the normalized solution difference from one iteration to the next. COMSOL, using the conventional particle weighting method to obtain the source terms, does not converge to high accuracy when few particles are simulated as expected. To maintain the convergence rate over all 10 iterations, at least 50 particles are required. The CC method attains the same convergence rate and solution accuracy using only 2 particles. Figure 5 compares the converged solution using N < 150 particles with the solution using 150 macroparticles. As opposed to Fig. 4 , a measure of how close the solution is to self-consistency, here we consider how the number of particles affects the solution. Two promising features of the CC method are demonstrated. First, the normalized solution error is on the order of 10 −4 with just two particles (a similar result using COMSOL requires 20 particles). Secondly, the solution depends much less strongly on the number of macroparticles compared to the traditional approach, as expected.
The second example is of a hollow beam traversing a parallel disc capacitor. Figure 6 , a plot of the convergence as a function of the number of particles simulated, demonstrates that COMSOL requires roughly 40 particles to obtain the same accuracy as the CC method with two particles. Additionally, for similar mesh resolution using both techniques, it takes 116 times longer to obtain this result due to the additional particle weighting step. Even as the solution converges with increasing number of particles, the CC method still outperforms, obtaining an order of magnitude smaller error for the same number of particles.
Finally, we consider a highly nonlaminar beam, where we expect the CC method to require more particle trajectories to approximate laminar flow between trajectories. Figure 7 shows an azimuthally symmetric electron gun with an over-focused beam at zero current (initial iteration). Figure 8 plots the integrated error of a test particle trajectory as a function of the number of particles simulated. We plot this instead of the error in the electrostatic potential, which is highly sensitive to the singularities at the sharp edges and dominated by changes at those points. Once again, the CC method outperforms COMSOL by approximately an order of magnitude in terms of overall accuracy, and is 80 times faster for the same accuracy with similar mesh size. The error in the CC method depends more strongly on the number of macroparticles than in the laminar cases due to the strengthened validity of the local laminar flow assumption.
While these examples are electrostatic, necessary to benchmark against a similar approach and hence isolate the difference to only the source term calculation technique, the theory applies to time harmonic problems as well. Future work will expand this initial implementation accordingly and extend this method to 2D problems with an azimuthal symmetry of order m > 0 (dipole, quadrupole modes, etc.).
V. CONCLUSION
Concluding, the CC method bypasses the onerous noise inducing particle weighting step common to previous numerical solvers for the self-consistent beam-wave interaction for static problems. It is both computationally more efficient (no need to compute shape functions or weighting functions) and produces a solution that is highly accurate and relatively insensitive to macroparticle distribution. This is accomplished through the dual interpretation of the macro-particle trajectories, treating them as bounds on the particle flow rather than the centroid of a physical particle distribution.
Not only does this method provide an order of magnitude improvement in accuracy for the same number of macroparticles as compared with traditional particle weighting schemes, it provides accurate solutions for highly nonlinear problems with only 2-3 macro-particle trajectories. Given the similarity between charge conservation and the more general divergence free condition in incompressible fluid flow, this method could apply in modeling other types of fluid flow. 
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