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Abstract
Background Plant-soil interaction is central to human
food production and ecosystem function. Thus, it is
essential to not only understand, but also to develop
predictive mathematical models which can be used to
assess how climate and soil management practices will
affect these interactions.
Scope In this paper we review the current developments
in structural and chemical imaging of rhizosphere pro-
cesses within the context of multiscale mathematical
image based modeling. We outline areas that need more
research and areas which would benefit from more
detailed understanding.
Conclusions We conclude that the combination of struc-
tural and chemical imaging with modeling is an incred-
ibly powerful tool which is fundamental for understand-
ing how plant roots interact with soil. We emphasize the
need for more researchers to be attracted to this area that
is so fertile for future discoveries. Finally, model build-
ing must go hand in hand with experiments. In particu-
lar, there is a real need to integrate rhizosphere structural
and chemical imaging with modeling for better under-
standing of the rhizosphere processes leading to models
which explicitly account for pore scale processes.
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Abbreviations
CLSM Confocal laser scanning microscopy
CNR Contrast to noise ratio
CT Computed tomography
DGT Diffusive gradient in thin films
DIC Digital image correlation
EXAFS Extended X-ray absorption fine
structure
FBP Filtered back projection
FTIR Fourier-transform infrared spectroscopy
GC-MS Gas chromatography–mass spectrometry
GPGPU General-purpose computing
on graphics processing units
HPLC High-performance liquid
chromatography
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HPLC-MS Liquid chromatography–mass
spectrometry
IR Infra red
LA-ICP-MS Laser ablation inductively
coupled plasma mass spectroscopy
MALDI-MS Matrix-assisted laser desorption/
ionization mass spectroscopy
MRI Magnetic resonance imaging
NanoSIMS Nano secondary ion mass
spectroscopy
NEXAFS Near edge X-ray absorption
fine structure
NMR Nuclear magnetic resonance
PIV Particle image velocimetry
PET Positron emission tomography
POM Particulate organic matter
Raman A spectroscopic technique used to
observe vibrational rotational, and
other low-frequency modes in a
system
ROI Region of interest
SEM-EDX Scanning electron microscope
energy dispersive X-ray
SIRT Simultaneous iterative
reconstruction technique
SOM Soil organic matter
ToFSIMS Time-of-flight secondary
ion mass spectrometry
XANES X-ray absorption near edge structure
XPS X-ray photoelectron spectroscopy
X-ray CT X-ray computed tomography
XRD X-ray diffraction
XRF X-ray fluorescence
Zero-sink Uptake model where the flux
of nutrient into the soil is
calculated by setting the nutrient
concentration at the root surface
zero and calculating the resulting
flux in soil using the diffusion-
convection of it in the soil
μPIXE Particle induced X-ray emission
or proton-induced X-ray emission
Introduction
BWe know more about the motion of celestial bodies
than about the ground underneath our feet^ (Leonardo
da Vinci). Although this statement is approximately
500 years old, it is still valid for the soil close to the root,
the rhizosphere. In the rhizosphere plant roots interact
with the soil, altering its physical, chemical and biolog-
ical properties (Hinsinger et al. 2009). This process has
been shown to affect the ability of plant roots to extract
water and nutrients from the soil, in particular when such
resources are scarce (Hinsinger et al. 2009).
Root-soil interactions also affect the pore structure
within the rhizosphere in a complex way, which is still
poorly understood and may depend on a variety of
different factors. Existing studies suggest an increase
in soil density around the roots (Aravena et al. 2014;
Bruand et al. 1996; Dexter 1987b). However, soil den-
sification around the roots may not be the general rule.
For instance Feeney et al. (2006) showed that plant roots
and associated microorganisms increase soil porosity.
Whalley et al. (2005) measured a greater number of
large pores in aggregates collected from the rhizosphere.
On the other hand, Daly et al. (2015a) found lower
macroporosity in planted samples compared to
unplanted ones. Additionally it has to be kept in mind
that as transpiration increases and the soil dries, roots
shrink and may partially lose contact with the soil (Huck
et al. 1970), creating large air-filled pores around the
roots (Carminati et al. 2013).
The mechanisms controlling the temporal dynamics
of structural changes in the rhizosphere are poorly un-
derstood. Even less is known about how rhizosphere
structure affects water and nutrient fluxes into the roots.
So far, the mathematical description of root-soil interac-
tions has been impeded by our inability to study such
interactions in situ, i.e., in undisturbed soil environ-
ments (Hutchings and John 2004; Pierret et al. 2007).
However, we now have a set of existing and emerging
tools and techniques that enable us to do this. Thus, in
this review we will discuss the development of mathe-
matical models that explicitly take into consideration the
structure of the pore space around the roots and how it is
affected by root growth, exudates, root hairs and soil
shrinking-swelling cycles. We will also discuss emerg-
ing experimental techniques that are necessary to make
these models rigorous, experimentally validated and
scientifically useful. We will highlight current achieve-
ments and major challenges in understanding the rela-
tion between rhizosphere structure and its function in
controlling water and nutrient uptake.
Specifically, we focus on imaging root-soil interac-
tions with a drive towards producing image based, fully
calibrated, predictive models which integrate processes
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from micro-meter to decimeter-scales, and across tem-
poral scales from seconds to months. We will aim our
discussion at situations where plants are grown in the
soil in pots. This is the scale at which most studies are
carried out and offers the most potential for future
progress using modelling to integrate data generated
by new imaging tools. To make this progress, several
challenges need to be overcome. These relate to im-
provements in image quality and resolution, as well as
integration of physical, chemical and biological tech-
niques to fully understand processes in the rhizosphere.
Technological advances alone are not sufficient. Real
advances in our understanding will only be achieved if
these data can be integrated, correlated, and used to
parameterize and validate image based and mechanistic
models. Clearly every model, image based or not, has a
set of assumptions in it and no model is ever perfect,
fully mechanistic and fit to answer every question in the
particular area. Rather, mathematical modeling at its
best serves to guide future experimental investigations
to increase the predictive power of the models.
We will concentrate on current advances in rhizo-
sphere imaging and how these can aid the development
of models, and we highlight the need to further integrate
imaging and modeling approaches in this area. In par-
ticular we will point out where we think major knowl-
edge gaps in imaging and modeling integration lie.
Specifically we review pore- to root-scale effects in
two areas: (i) imaging root-induced physical/structural
and chemical processes in the rhizosphere and (ii)
image-based modeling. Our specific focus is water
movement and the transport of strongly-bound heavier
nutrients, such as phosphate (P), and their interaction
with root structures and the overall root system
architecture. In this context we will discuss challenges
that we face in upscaling rhizosphere processes.
Processes on a scale smaller than a single root, and
processes at the field scale are not considered as these
have been comprehensively reviewed elsewhere, for
example Peret et al. (2009) and Vereecken et al.
(2015), respectively. The integration of knowledge and
identification of knowledge gaps for mathematical
modeling is the focus of our review.
Existing work on rhizosphere imaging and modeling
There are some excellent recent reviews that deal with
issues related to our paper. However, they all deal with
plant-scale structural imaging of processes, i.e., they do
not address the challenges associated with pore-scale
imaging, multi-scale imaging, and correlative chemical
mapping of the rhizosphere and associated modeling
techniques. The use of X-ray computed tomography
methods to probe root-soil macroscopic interactions
has recently been reviewed by Helliwell et al. (2013);
Jones et al. (2013); Mooney et al. (2012). We will build
on these reviews and focus on rhizosphere-specific
aspects, i.e., high resolution imaging of root and soil
architecture and interactions within the changing
rhizosphere environment with specific relevance to
mathematical modelling. The review of Downie et al.
(2014) covers the challenges and opportunities facing
researchers and practitioners interested in fast phenotyp-
ing of root systems. Their review discusses the potential
of various techniques, including the use of transparent
soil, to provide better understanding of root-soil inter-
actions. Other reviews in this field deal with modelling
of rhizosphere and plant-soil interactions (Hinsinger
et al. 2011; Dunbabin et al. 2013), mycorrhizae
(Treseder 2013), mycorrhizal nitrogen uptake (Hodge
and Storer 2015), and transport processes in porous
media (Wildenschild and Sheppard 2013). Finally, there
is a collection of articles published in edited books
(Anderson and Hopmans 2013; Bengough 2012;
Timlin and Ahuja 2013) covering issues related to this
review, such as neutron and X-ray imaging.
The key scientific challenges identified in all of the
reviews above are mainly focused on our ability to
observe root architectural morphology, soil structure
and chemical composition over limited spatial and tem-
poral scales, often with techniques targeting a single
property or process. The translation of this known orga-
nization of system information across scales is thus the
challenge that needs to be met by mathematical and
computational methodologies and their development.
Modelling rhizosphere processes: state of the art
Rhizosphere modelling has a long-standing history dat-
ing back to the 1960s (Barber 1984; Olsen and Kemper
1968; Tinker and Nye 2000). Most of this research has
concentrated on modelling rhizosphere chemical chang-
es and water dynamics and has largely focused on
individual elements. At best two aspects (two elements
of water-nutrient interaction) have been integrated, but
this has not always been the case. For example, De
Willigen and Van Noordwijk (1984); Van Noordwijk
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and De Willigen (1984) presented mathematical formu-
lations and steady-state solutions for diffusive transport
of oxygen inside roots in relation to root-soil contact, in
which oxygen diffusion into roots was limited either by
soil particles or water films. They showed that root-soil
contact considerably affects the partial oxygen pressure
required for aerobic respiration, which was higher for
soil grown roots than for those in well-stirred nutrient
solutions. In a series of other papers they derived simple
approximations of analytical solutions for a Bzero-sink^1
uptake of nutrients by a plant root with transport by
diffusion and mass flow (De Willigen and Van
Noordwijk 1994a, b). They then qualitatively compared
this theoretical understanding with experiments where
root-soil contact was altered by varying soil bulk density.
Their work set an early theoretical framework for how
physical processes around roots can be considered in
root system and crop growth models. However, the
underlying theory at the time was essentially centred on
simplified assumptions of the physical conditions in the
rhizosphere and did not capture the heterogeneity we are
now able to observe. A good overview of these early
endeavours is presented by Fitter (2002).
The new state of the art approach to modelling root-
soil interaction is based on root system architecture, i.e.,
models which take into account the specifics of root
system architecture at the expense of high computation-
al cost (Dunbabin et al. 2013; Ge et al. 2000; Pages
2011). While root system architecture has in the past
been derived from a range of computational models, it is
now possible to measure it in situ (i.e., in the soil) using
imaging techniques such as magnetic resonance imag-
ing (MRI), X-ray computed tomography (X-ray CT)
and neutron tomography, see Carminati et al. (2010);
Gregory et al. (2003); Koebernick et al. (2014); Metzner
et al. (2015); Mooney et al. (2012); Moradi et al. (2011);
Oswald et al. (2008) as a good starting point for the
literature. These images can be utilised to build an
image-based model for water and/or nutrient uptake by
the root system. However, surprisingly few models
utilising this imaging information exist. The root system
is usually represented in the nutrient mass balance equa-
tion as a synthetic architecture or image-derived sink
term, i.e., the specific root architectural information is
averaged over a given soil volume to build a sink term
(Dunbabin et al. 2013). This is the case for all/most
models, such as R-SWMS, discussed by Dunbabin
et al. (2013). Obviously the need for this averaging
arises primarily from the lack of computational re-
sources available to most rhizosphere modelling groups.
In particular the memory requirements for image based
modelling can easily exceed 100Gb of RAM and, in
order to ensure that models can be run over a couple of
days, multi-node supercomputing resources are essen-
tial. It is undoubtedly clear that these architectural aver-
aged models, such as R-SWMS, greatly help to test our
understanding of system function and, due to their rel-
atively low computational cost, are easy to access and
run on standard computational platforms (PCs)
(Koebernick et al. 2015). However, it is important to
be aware that there are limitations to their use and there
are some serious assumptions inherent in the models
that might limit their applicability. For example, it is
almost impossible to include pore-scale rhizosphere
morphological effects in these models with accuracy.
We are not aware of any effort in the past to do this,
except Heppell et al. (2015) who did include the root
hair morphological effect in a soil profile scale model in
a simple parametric manner.
The architectural modelling approach now includes
direct time dependent and 3D-space explicit computa-
tions of plant P uptake (Leitner et al. 2010b). In these
models root surfaces are explicitly represented without
any a priori averaging, and boundary conditions are
applied for the root-soil interface domain rather than
the root system being represented by a volume-
averaged sink term. Following this development, Keyes
et al. (2013) imaged and conducted image-based pore-
scale modelling of plant P uptake by root hairs in which
the root, root hair, and soil particle surfaces were all
explicitly accounted for, resulting in the first ever image
based rhizosphere model that included such structural
information. A hierarchy of different models is ultimate-
ly necessary since high levels of detail and complexity
in models require computational resources and time,
which contraindicate high-throughput approaches.
Thus, detailed explicit models are perhaps best utilised
to verify, test and validate faster and less complex
models that include significant simplifications and ap-
proximations. Thus, the high-detail ‘gold standard’
models help to make sure that simplifications do not
introduce mathematical artefacts and distort scientific
interpretation. However, the emergence of these models
also highlights the need for more accurate and detailed
1 See the list of terms and abbreviations in the end of the manu-
script for detailed definitions of some of the most common termi-
nology and abbreviations.
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characterisation of the soil chemistry; for example,
buffer-power-style equilibrium characterisation of bulk
soil chemistry is not very informative for the pore scale
processes as described in Keyes et al. (2013).
The image based modelling of soil hydrological and
petrological processes, and in particular pore scale
modelling where specific aggregate structure is
accounted for, has a somewhat longer track record than
imaging and modelling of the rhizosphere (Joekar-
Niasar et al. 2012; Wildenschild and Sheppard 2013).
Various authors give excellent overviews of all the X-
ray based CT and XRF techniques and modelling that
have been applied to study porous media (such as soil),
with an emphasis on hydrological and petrological stud-
ies (Blunt 2001a; Blunt et al. 2013; Lombi and Susini
2009; Wildenschild and Sheppard 2013). One particu-
larly major challenge is the identification of all four
rhizosphere phases in image data, i.e., air, water, soil
minerals, organic matter (roots, mucilage and soil or-
ganic matter), and this has undoubtedly impeded the
development of mathematical models. The key scientif-
ic unknown is how these phases interact in the soil pore
space and how they quantitatively and qualitatively
influence soil processes such as plant nutrient and water
uptake, mineralisation/mobilisation of nutrients, and
feedback processes including release of substances,
growth and tissue differentiation. A model of root water
uptake including mucilage dynamics in the rhizosphere
has been recently introduced in a series of articles by
Carminati (2012); Carminati et al. (2010); Ghezzehei
and Albalasmeh (2015); Kroener et al. (2014). In these
modelling studies, the rhizosphere hydraulic properties
differ from those of the bulk soil and vary over time
during drying and wetting cycles. These models were
derived based on time-series neutron radiographs of
plants grown in sandy soil with low soil organic matter.
The imaging revealed the water content in the rhizo-
sphere and in the adjacent bulk soil. The models
showed how small-scale processes across the rhizo-
sphere impact on root water uptake and the relations
between bulk soil water potential, root water poten-
tial and transpiration rates. In future, these models
should be implemented in a three-dimensional setting
for a range of soil types and textures with different
soil organic matter content and water saturation, tak-
ing into account the root structure and architecture.
This is clearly the future challenge since not only
does one need to understand processes at the soil
pore scale, but these results must be translated across
scales accurately and reliably in order to synthesise
new scientific knowledge.
Brief review of structural imaging
In this review we use the term structural imaging in
reference tomethodswhich directly visualise and quantify
structure and morphology associated with plant-soil inter-
actions. The current techniques available, such as X-ray
CT, neutron CT and MRI, allow for a step change in our
understanding by enabling explicit spatial characterisation
of the dynamics of soil structure in the vicinity of the roots
(Carminati et al. 2013; Pagenkemper et al. 2013; Singh
and Grafe 2010), see Fig. 1, as well as detailed character-
isation of root architecture (Koebernick et al. 2014).
Structural imaging techniques enable us to visualise
microscopic heterogeneities of soil in the proximity of
the root surface (such as structural changes or changes in
water content) and how they evolve over time, in addi-
tion to observing macroscopic changes in the root struc-
ture in natural soils (Mooney et al. 2012). For example,
Grose et al. (1996) applied clinical X-ray CT to quantify
the heterogeneity in water content around wheat roots
and used these data to identify regions around root
systems that were more or less favourable for soil-
borne fungal pathogens such as Gaeumanomyces
graminis var. tritici and Rhizoctonia solani. More re-
cently, and with the development of X-ray CT systems
capable of obtaining data at higher spatial resolution,
data can now be obtained which quantify the changes in
soil structure around roots. For example, Aravena et al.
(2010); Aravena et al. (2011) used synchrotron data to
show soil (clay loam aggregates) compaction around
roots (sweet pea and sunflower), demonstrating that
inter-aggregate porosity decreased within 300 μm from
the root surface. This compaction resulted in an increase
in contact between aggregates and numerical modelling
was employed to show that the unsaturated hydraulic
conductivity around roots might increase as a result.
This means that counter intuitively, water flow may be
locally enhanced due to root-induced compaction of
aggregated soil. Root-soil contact is another important
characteristic, which influences water and nutrient up-
take (De Willigen and Van Noordwijk 1994a; b; Nye
1994). X-ray CT offers the opportunity to quantify root-
soil contact and to identify how it evolves over time as
the root grows and is affected by soil properties. An
example of this was presented by Schmidt et al. (2012)
who developed a method to quantify root-soil contact
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from X-ray CT data. Quantifying contact areas is par-
ticularly challenging in X-ray CT due to partial volume
effects,2 yet using phantoms of known geometry and
dimensions to calibrate the imaging of contact between
two bodies they showed that quantification with ~97 %
accuracy can be achieved. They demonstrated that for
young seedlings, minor differences in the macro-
porosity of the bulk soil can have substantial effect on
root-soil contact.
In addition to the effect of near-root soil compression
on hydraulic functions, it is important to probe mechan-
ical aspects of root-soil interaction. For example, as a
consequence of deformation, the mechanical properties
of the rhizosphere soil will change. This will impact
upon the penetration of secondary lateral roots into the
rhizosphere of the primary root. It is also well known
that root proliferation and root architecture are con-
trolled by soil mechanical strength and its spatial
heterogeneity resulting in the situation that roots are
seldom presented with a homogeneous mechanical en-
vironment (Groenevelt et al. 1984). There are various
ways in which roots respond to high mechanical imped-
ance, e.g., by sloughing of border cells and the release of
exudates. Root thickening is another strategy used to
penetrate dry and hard soil, resulting in reduction of
stress in front of the root apex and lower resistance to
root elongation (Bengough et al. 2006).
To model such processes (e.g., using finite element
approaches), it is crucial to determine the mechanical
properties of the soil and their changes with root growth
in situ at the individual root scale. Image correlation
techniques such as Digital Image Correlation (DIC)
and Digital Volume Correlation (DVC) are promising
tools to investigate the mechanics of root-soil interac-
tion. DIC was developed in the 1980s alongside the
advent of digital image processing and affordable nu-
merical computing (Peters and Ranson 1982). In DIC
the deformation on planar sample surfaces (i.e., of a
tensile test coupon) is quantified by tracking an inherent
or user-applied pattern between sequential digital im-
ages acquired during loading. With determination of
Fig. 1 Left: Surface area of a single root induced biopore includ-
ing connected lateral Bsecondary^branching channels in the rhizo-
sphere. Left: Single root with branching secondary laterals. Mid-
dle: Pore skeleton (medial axis) of biopore network with colors
indicating local channel width (burn number) from red indicating
very narrow channel diameters over yellow, green, blue to purple
colors corresponding to increasingly wider channels. Right: in situ
sample of a single root with branching secondary laterals
2 The partial volume effect is the averaging of attenuation coeffi-
cients for materials with features whose characteristic length is
below voxel length scale. The result is that a discrete voxel grey
level value may actually be encoding an edge between materials
with very different attenuation properties.
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suitable parameters and consideration of the various
sources of error, it is thus possible to derive full-field
strain data without resorting to invasive and/or sparse
methods such as strain gauging (Bay 2008). The imple-
mentation of DIC is very similar to that of the particle
image velocimetry (PIV) approaches used in experi-
mental fluid mechanics (Willert and Gharib 1991).
Briefly, comparison is made between reference and
deformed sample states by subdividing images of the
respective surface pattern into sub-regions. For each
sub-region, the affine transform is determined that maps
each sub-region between reference and deformed posi-
tions. Various schemes are available to achieve this,
although the standard approach is to minimise an objec-
tive function to determine the degree of similarity in
pattern between the reference sub-region and each test
location in the deformed image (Pan et al. 2009). Once
the displacement vector of each sub-region is known, it
is possible to estimate the strain at any point by com-
puting the gradient of the displacement field. For the
interested reader, a full review of DIC methods is pro-
vided in Pan et al. (2009). The widespread adoption of
industrial micro X-ray CT imaging has led to the exten-
sion of DIC to the 3D case, known as digital volume
correlation (DVC). Bay et al. (1999) were the first to
extend the DIC approach to 3D data acquired using a
bench-top CT scanner, applying the technique to sam-
ples of trabecular bone in simple uniaxial compression.
Since this first demonstration, in which sub-voxel pre-
cision in displacement measurement was achieved, var-
iations of the method have been applied to study a
diverse range of materials including sand (Hall et al.
2010), woods (Forsberg et al. 2008), sugar (Forsberg
and Siviour 2009), metals (Morgeneyer et al. 2013), gels
(Huang et al. 2011), rock (Lenoir et al. 2007), engineer-
ing composites (Brault et al. 2013), and foams (Roux
et al. 2008). Because DVC and DIC provide full-field
deformation information and are physically non-inva-
sive, they are highly promising techniques for investi-
gating the mechanics of soil and root systems whose
opacity, heterogeneity and complexity make other strain
measurement approaches unfeasible. Bengough et al.
(2010) have used PIV to study the root growth and
rhizosphere displacement in ballotini/agar using confo-
cal laser scanning microscopy images. Vollsnes et al.
(2010) used PIV and optical images of rhizoboxes to
measure soil displacement around maize roots, finding
significant differences in deformation field between
wild type and a root with root cap removed resulting
in lower levels of mucilage in the rhizosphere. DVC has
recently been applied to X-ray CT data of soil core
samples, allowing the mapping of strain localisation
related to hydrologically-driven shrinking, swelling
and uniaxial compression, revealing very complex and
heterogeneous deformation patterns (Peth et al. 2010).
By iteratively mapping the reference tomogram (non-
deformed state) to the tomogram of the deformed state,
the authors were able to derive the Lagrangian strain
tensor, which is a complete representation of the state of
strain at a point (including volumetric, and shear com-
ponents). Such data can be used to define stress–strain-
relationships and thus parameterize mechanical models
simulating root penetration.
In addition to mechanical deformation, microorgan-
isms in the rhizosphere contribute to changes in the
structure. Recent work has demonstrated that microbial
growth can have a direct impact on the structural devel-
opment of soils (Helliwell et al. 2014a; Nunan et al.
2006a). Helliwell et al. (2014b); Nunan et al. (2006b)
demonstrated that within weeks of inoculation, pore
volumes of individual pores as well as the bulk porosity
of aggregates could be significantly increased by micro-
bial activity. However, this came at the expense of using
large amounts of glucose to promote the microbial ac-
tivity. Specific bacterial habitats in terms of availability
of decomposable substrate, oxygen and water will con-
trol mineralisation and mobilisation of nutrients and
thus nutrient uptake by plant roots. To the best of our
knowledge, little information exists with respect to the
3D spatial location of microbes within the rhizosphere.
However, a method using transparent soil has recently
been suggested for rhizosphere research that permits the
use of normal light transmission microscopy (Downie
et al. 2012, 2014). This method uses particles of a
polymer (Nafion) which become ‘invisible’ following
the addition of a solution with a matching refractive
index. Particle sizes can be manipulated to obtain dif-
ferent structures for root growth in a 3D porousmedium.
This method can provide roots whose growth traits are
comparable with soil-grown controls (Downie et al.
2012), but has the great advantage that light microscopy
can be applied for visualisation of microbial coloniza-
tion and distribution in the rhizosphere (Downie et al.
2014). Using multiple fluorescent signals in situ it is
possible to study the growth and interactions of biolog-
ical organisms in a physically complex soil-like envi-
ronment. A clear disadvantage of transparent soil is that
it is not soil, i.e., it does not have the chemical properties
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of a natural soil, even if the physical properties are closer
to soil than to agarose gel. With the rhizosphere being a
hotspot of microbial activity, the impact of rhizosphere
microorganisms on soil structure development warrants
further investigation.
The issue of imaging soil organic matter lies at the
crossroads between structural and chemical imaging;
the latter is the subject of the next section. However,
we will discuss this issue here since, in terms of imaging
technique, it is closer to structural imaging than chem-
ical mapping. Ultimately, it is the synergy between these
different techniques that will enhance our scientific un-
derstanding. The heterogeneous distribution of soil or-
ganic matter in the rhizosphere, and its potential as an
energy source for microbes is largely unknown. Such
information could significantly improve the simulation
of microbial decomposition of soil organic matter. This
is crucial for models, which are based on a 3D descrip-
tion of the pore space geometry, like the one recently
developed by Monga et al. (2008). This was subse-
quently compared with experimental data to predict
organic matter degradation in structured soil (Monga
et al. 2014). In the absence of a method to directly
visualise the spatial distribution of organic matter in
soil, a particular strength of these modelling ap-
proaches is that they allow for scenario testing. For
example, the effect of hypothetical distributions of
organic matter in soil (i.e., size distributions of partic-
ulate SOM) on microbial activity can be assessed in
order to formulate new hypotheses and insights for
further experiments (Falconer et al. 2015). Visualising
soil organic matter non-invasively, for example by X-
ray CT, is difficult due to the low contrast between
organic matter and other soil constituents, and the
influence of partial volume effects if SOM is not
clustered in sufficient quantity. Peth et al. (2014) used
osmium tetroxide, which reacts with unsaturated C-
bonds of organic compounds, to locate SOM in soil
aggregates by absorption edge scanning at a synchro-
tron facility. Kravchenko et al. (2014) used preliminary
particulate organic matter (POM) identification based
upon grey-scale values, shape and sizes of POM
pieces and conducted a discriminating analysis using
statistical and geostatistical characterisation. They
demonstrated that accurate quantification of POM in-
side aggregates could be achieved this way. Further
development, such as staining methods that could
make microorganisms and organic matter visible by
non-invasive techniques, may bring us a step towards
deriving spatially explicit input data for pore-scale
modelling approaches.
Brief review of chemical mapping
In contrast to modeling and imaging, rhizosphere chem-
istry is a relatively well-studied area (Hinsinger et al.
2005, 2009; McNear 2013). In addition to simple field
studies that compare chemical concentrations between
bulk soil and rhizosphere soil, compartment-system ap-
proaches with a known position of the root-soil interface
have contributed tremendously to process understand-
ing (Neumann et al. 2009). The latter approach has been
used based either on destructive sampling and applica-
tion of conventional soil analysis using different
extractants, or by using radio-labelled nutrients or stable
isotopes. Temporal dynamics have been addressed in
such systems by the installation of sensors at known
distances from a root mat (Vetterlein and Jahn 2004).
This approach can be adapted to use micro suction cups,
optodes, redox electrodes or any other sensor with a
sufficiently small form factor. Compartment systems
provide only a linear geometry instead of the true radial
geometry around a root and do not allow processes to be
resolved along a developing root from the tip to more
basal parts. Such resolution is possible using a rhizobox
or root windows, wherein roots grow in the soil along a
transparent plate which is either perforated to allow
installation of sensors at certain positions along a root
(Neumann et al. 2009), or which can be removed to
allow direct contact of the visible root-soil interface with
an imaging device (Dinkelaker et al. 1993). These
chemical mapping systems always require a soil matrix
whose texture enables good contact between the imag-
ing device and the root-soil interface. This is important,
because whether the device is a gel (agar, agarose,
polyacrylamide), glass-fiber or paper filter, membrane,
ion-exchange resin or foil, the species from the root-soil
interface are brought into contact with the imaging
device via diffusion (Neumann et al. 2009). A key
advantage of these techniques is that one can image
whole root systems, or at least large parts of root sys-
tems, in 2D. Temporal information can be obtained by
repeating the procedure over a series of time points. The
major drawback is that the gradients measured depend
on the diffusive conditions, not only within the soil, but
also within the device mediating the contact. Hence it is
not only the sensor material properties which have an
impact, but also soil moisture and sample exposure time.
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In addition, there is some uncertainty regarding the
extent to which the conditions at the interface with a
transparent plate are representative of roots that are
entirely surrounded by soil. Roots that are present within
the rhizobox, but not visible along the front plate, may
further confound the results.
2D-imaging in rhizoboxes has been applied to study
release of carbon or specific organic compounds by 14C
application and/or chemical analyses of spatial resolved
collected exudates with HPLC, HPLC-MS, capillary
electrophoreses or GC-MS (Dessureault-Rompré et al.
2006; Haase et al. 2007; Neumann et al. 2009). Enzyme
activity (acid phosphatase) was imaged based on dye-
impregnated filter paper as early as 1992 by Dinkelaker
and Marschner (1992). Recently this method has been
rediscovered and extended to alkaline phosphatase un-
der the term zymography (Spohn and Kuzyakov 2013).
FeII-oxidation, FeIII-reduction, Mn-reduction, and Al-
complexation have been studied using different dyes
(Neumann et al. 2009). pH changes were first measured
using conventional pH indicators in agar (Marschner
and Römheld 1983). This approach has been extended
by combining this technique with videodensiometry
(Ruiz and Arvieu 1990). More recently optode foils
combined with high resolution optical systems have
been used for measurement of pH gradients and CO2
release (Blossfeld and Gansert 2007; Rudolph-Mohr
et al. 2015). Bioreporters (i.e., bacteria tagged with
fluorescent proteins to report a specific activity) have
been used to study the release of AsIII (Kuppardt et al.
2010), available nitrate (DeAngelis et al. 2005) and the
communication of root colonizing rhizobacteria
(Gantner et al. 2006). However, there is clearly merit
in doing more work to correlate these bioreporter find-
ings with structural and chemical mapping of the rhizo-
sphere. The extent of phosphorus depletion zones was
imaged via autoradiography by Ernst et al. (1989), using
32P and agar media. Recently, Santner et al. (2012)
combined diffusive gradients in thin films (DGT) with
laser-ablation inductively coupled plasma mass spec-
troscopy (LA-ICP-MS) to quantify the extent of deple-
tion zones, achieving higher resolutions compared to the
older technique.
Future challenges and opportunities
Having provided a brief overview of past work we
now discuss the challenges and opportunities for
future research in all three areas: structural imaging,
chemical mapping and modeling. Our aim is to moti-
vate these somewhat separate communities to work
together towards a truly predictive approach to rhizo-
sphere science. We begin with structural and chemical
imaging, since without progress in these two domains
advances in modeling will be hampered by a lack of
data, and the models developed will lack scientific
rigor.
Structural imaging using X-ray CT
There are many challenges that the investigator faces
when dealing with structural imaging of plant soil inter-
actions. Below we discuss what we consider to be the
main ones.
Challenge 1: Image resolution and quality The spatial
and temporal resolution of images obtained via X-ray
CT is largely a function of sample material, detector size
and the dimensions of the sample within the field of
view. Essentially, the finest possible resolution is deter-
mined by the size of the object to be scanned; the larger
the object, the coarser the resolution. In addition there
are numerous hardware concerns associated with high
resolution (0.3–1 μm) scanning.
In the ideal case the X-ray flux produced by a bench-
top or synchrotron source would be perfectly stable and
the detector elements would generate constant output at a
given intensity (Ketcham and Carlson 2001). In reality
variations in flux, which occur during the scan (Mooney
et al. 2012), appear as an apparent shift in attenuation on
the radiographs. This manifests in the form of artifacts in
the reconstructed data, reducing the ideal correspondence
of grey values to X-ray attenuation (Wildenschild and
Sheppard 2013). In addition, the scintillation screen
(which transforms incident X-ray signal to a visible light
signal of proportional intensity) cannot respond instantly
to changes in X-ray intensity. This lag time may, if the
imaging conditions call for rapid acquisition, result in a
given projection being superimposed with the afterglow
of the preceding projection (Farukhi 1982). A further
concern in benchtop systems is spatial drifting of the spot
location on the target. The spot is the region of X-ray
emission, and is assumed to be a stable point for the
purposes of data reconstruction. Instability in spot size
and location during the scan will reduce the certainty
with which features in the data can be classified.
Plant Soil (2016) 407:9–38 17
A further limitation of detector hardware is the speed
with which data can be read from each element. This
limit defines the maximal frame rate of the detector
(Bigas et al. 2006). In benchtop systems, the exposure
times necessitated by the comparatively weak flux (gen-
erally >>50 ms) mean this limit is not exceeded. How-
ever, when imaging with high brilliance synchrotron
sources, the frame rates for dynamic 4D experiments
can be sufficiently high that dedicated high-speed im-
aging cameras must be used, in conjunction with suit-
able high efficiency scintillators (i.e., LAG:Ce). Due to
the increased scintillator thickness (~100 μm) required
for high speed imaging, the spatial resolution is
often comparatively poor (>10 μm) (Kalender and
Kyriakou 2007).
In order to increase the spatial resolution of a scan, it
is feasible to image so-called ‘sub-volumes’ within a
larger sample, provided that the detector and source can
be moved to suitable positions. This does however have
implications in terms of pre- and post - filtering of the
beam. When features exist in the object that remain
outside of the beam for part of or all of the scan, artifacts
usually result (Muller and Arce 1996). However, some
promising approaches exist for artifact suppression
when carrying out region of interest (ROI) tomography,
including padding the sinograms of the ROI to a new
‘virtual’ diameter which represents that of the entire
object being imaged (see Fig. 2). If this padding is
carried out by extending the pixel values at the outer
edges of each sinogram, and the number of projections
is based not on the ROI diameter, but the diameter of the
entire sample, the suppression of artifacts can be highly
satisfactory (Kyrieleis et al. 2011).
Another approach to ROI imaging is so-called
‘zoom-in tomography’, in which high-resolution ROI
projections are combined with lower-resolution projec-
tions of the entire sample in order to suppress artifacts
(Xiao et al. 2007). A drawbackwith this method is that it
requires very accurate registration of the two sets of
radiographs (Kyrieleis et al. 2011).
Multi-scale imaging is highly important in order to
understand the relevance of different scales for mediat-
ing key processes occurring in porous media (Cnudde
and Boone 2013b). High-resolution data from small
subsamples can be registered with lower-resolution vol-
umes which provide information on the macrostructural
arrangement of significant features, but it is important to
stress that the rhizosphere X-ray dose for the whole
sample has to be kept low (<33 Gy) (Zappala et al.
2013b) for the biology not to be affected by the imaging.
Thus optimizing the assay size and imaging resolution is
of paramount importance, but surprisingly, there are
Fig. 2 (a) When imaging an ROI (r1) within a larger sample (r2),
the number of radiographs should be calculated based not on the
number of pixels across the projection of the ROI (d1) but on the
number that would be required to fit a projection of the entire
sample at the same magnification (d2). (b) Sinograms should be
extended from the diameter of the projected ROI (d1) to the virtual
diameter of the projected sample (d2). (c) This padding can be
easily achieved by extending the pixel values at the left and right
borders out to d2
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virtually no studies published addressing this specific
problem.
Chal l enge 2: Impac t o f image qua l i t y on
interpretation Surprisingly, little quantitative data is
available on how X-ray CT image quality affects subse-
quent analysis (Schluter et al. 2014). Houston et al.
(2013a) and Houston et al. (2013b) proposed methods
to assess the quality of images in terms of contrast, noise
and sharpness in order to advance our understanding of
the impact these parameters have on segmentation of
pore space from grey-scale data. They showed that
acquisition and reconstruction parameters affect the
quality of images, and that this subsequently impacts
upon the thresholding outcome. In particular the quality
of the image sharpness, controlled by scanning resolu-
tion and focus, had a major impact on the thresholding
of the data, even when fully automated thresholding
algorithms were used (see Fig. 3). Some image analysis
is very sensitive to noise (i.e., edge enhancement algo-
rithms and digital volume correlation algorithms), whilst
some are particularly sensitive to poor contrast (i.e.,
histogram-based global segmentation).
One choice researchers must make is to determine
between the merits of benchtop and synchrotron X-ray
CT systems. Because bench-top systems can now com-
pete with synchrotrons in terms of spatial resolution, one
of the major rationales for synchrotron imaging is the
comparatively rapid imaging times and the concurrent
suppression of motion artifacts when imaging dynamic
and/or spatially unstable systems (Wildenschild and
Sheppard 2013). Another advantage of synchrotron
sources is the monochromatic beam conditions, which
allow for phase contrast imaging and absorption edge
scanning for element specific analysis, e.g., the use of
osmium to visualize SOM. In order to keep energy
requirements low and maximize the flux, imaging soils
at synchrotron resolutions (~1.5–0.1 μm) presently re-
quires that the sample be in the diameter range
of<5 mm. This raises substantial issues with produc-
ing representative samples that can be related to
higher scale systems. Recent work by Keyes et al.
(2013) has shown that it is possible to grow single
roots in soil at a scale amenable to synchrotron im-
aging. By guiding roots into polymer soil chambers
of diameter ~4 mm using rapid-prototyped
mesocosms, an intact rhizosphere (albeit for a young
plant <3 weeks) can be imaged rapidly enough to
suppress motion artifacts visible to the naked eye.
Challenge 3: Identify phases in soil Though X-ray CT
is not a true spectroscopic technique, if a priori infor-
mation and/or reference data for constituent materials is
available (i.e., reference objects imaged using the same
parameters), a degree of cautious material identification
can be possible for some systems (Cnudde and Boone
2013a). In soils, which typically contain numerous min-
erals that have different engagement in mechanical de-
formation, chemical, and flow processes, and often have
very similar density and effective atomic number (for
example, numerous different forms of silicates), the
discernment of specific materials is precluded
(Ketcham and Carlson 2001). Nonetheless, tentative
distinction between different material classes is often
possible (i.e., primary mineral ‘grains’ versus a ‘textur-
al’ phase with a characteristic particle size around or
below the imaging resolution), and may be sufficient for
some applications, particularly where fluid dynamics
rather than soil reactions with plant nutrients are the
processes of interest. The nonlinear relationship be-
tween X-ray energy and absorption does allow for more
refined ‘dual energy’ imaging, taking advantage of
abrupt changes in absorption over relatively subtle
changes in energy. By imaging a sample at two different
mean or peak energies chosen to sit just above and
below the K-shell electron binding energy (absorption
or ‘k’ edge), distinct image contrast enhancement can be
gained for specific materials (Johnson et al. 2007).
Though these techniques are widely used in medical
radiography, exploration of their application in the
geosciences is ongoing (Cnudde 2014). The require-
ment for a priori knowledge of sample constituents in
order to optimize such methods means that if accurate
chemical and/or mineralogical discrimination between
different phases is required, data fusion of CT data with
spectroscopic data from other complementary methods
(i.e., XRF/XRD/SEM-EDX/XANES/EXAFS/Raman)
is preferable (Hapca et al. 2011).
One cause of non-linearity between material mass
attenuation coefficient and actual attenuation coefficient
in reconstructed data is the presence of phase effects
(Arhatari et al. 2004). As X-rays pass through different
material phases, some are absorbed or scattered through
atomic interactions, but there is also a velocity change
when entering new phases; the velocity being dependent
on the density of each material. These velocity shifts
result in proportional wavelength changes and shifts in
direction (i.e., refraction). The magnitude of these phase
differences observed at the detector can be increased
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simply by adjusting the path-length between the sample
and the detector. These effects can be exploited for edge
enhancement through simple tuning of the sample to
detector distance (in-line propagation phase contrast),
and can be very useful for imaging biological low
contrast samples. However, this effect can be over-
emphasized and cause problems with segmentation in
porous media due to the enhancement of gradients in
grey-level produced at material boundaries (similar to
problems with segmentation of X-ray CT data of porous
media due to the partial volume effect). For this reason,
it is usually preferable to minimize edge-enhancing
phase contrast when applying absorption-domain syn-
chrotron CT imaging to porous media (Wildenschild
and Sheppard 2013). However, more sophisticated ap-
proaches to phase imaging exist, and are usually
synchrotron-based (Stampanoni et al. 2011); though
not exclusively (Myers et al. 2007). These methods
extract full phase-shift information from the radio-
graphs, which when used for reconstruction can reveal
contrast between phases which have very low absorp-
tion contrast (Nugent 2010). Wildenschild and
Sheppard (2013) identified X-ray phase contrast imag-
ing as a potential technique for imaging biofilms etc. in
the soil, but also noted that there are no published
studies in this area. This is probably because such im-
aging is relatively novel, and requires a non-trivial con-
fluence of hardware, technical understanding and math-
ematical implementation that is not commonly
available.
Challenge 4: Quantifying roots at meaningful spatial
and temporal scales There is still a wealth of challenges
in developing imaging techniques and protocols for root
growth, such as overcoming limitations set by pot size
(Bbonsai effects^3), but also opportunities including the
investigation of root growth in structured soils as op-
posed to the homogenized media used in most studies.
In our opinion X-ray CT is still to gain acceptance as a
phenotyping tool due to both the comparatively high
cost of imaging (as opposed to rhizotron studies and
field-based ‘shovelomics’ methods (Trachsel et al.
2011)) and the bottleneck in throughput posed by cur-
rent image reconstruction and classification protocols.
Fig. 3 Decreasing sharpness increases uncertainty in classifica-
tion of different phases in CT data. In ideal conditions, the transi-
tion between mineral and gas phases should be a step profile
(dotted line). In reality, loss of sharpness due to artifacts requires
that an interface must be inferred, with the inflection point of the
profile often representing the best approximation
3 By Bbonsai effect^ here we mean the effect of root system
crowding due to growth in highly constrained environment not a
change due to the wounding of the plant.
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Thus, the question as to whether X-ray CTwill remain a
research tool best suited for answering specific detailed
questions, or also becomes a high-throughput phenotyp-
ing tool, depends on the optimization of several process-
es in this work stream. The image analysis/segmentation
tools that do exist for root/rhizosphere research are still
in their infancy, and for some applications this may
represent the biggest bottleneck. Though some semi-
automated root tracking algorithms exist, these have
not been successfully or robustly demonstrated for
plants significantly more mature than the seedling stage,
and they require significant user intervention (Mairhofer
et al. 2012). In practice, user-supervised analysis re-
mains a requirement for root segmentation in most scans
of larger and more mature plant root architectures
(Ahmed et al. 2015; Flavel et al. 2012). The particular
strength of X-ray CT imaging currently lies in its suit-
ability for time-resolved imaging of root/soil processes,
and correlative or ‘data fusion’ approaches (Ahmed
et al. 2015). In the case of fluid flow, it is the one of
the few methods, if not the only method, that can reli-
ably provide high spatial- and time-resolution 3D infor-
mation about processes and structures of relevance in
opaque porous media (Wildenschild and Sheppard
2013).
Challenge 5: Unknown effects of X-rays on plants and
microbial community Few studies, especially in the area
of plant-soil interaction, report sufficient information to
calculate the received radiation dose by the plant. It is
known that radiation exposure to seeds during germina-
tion impacts growth, with moderate doses (0.01–5 Gy)
increasing elongation rates (Johnson 1936). How-
ever, larger doses (>15 Gy) inhibit germination and
root/shoot elongation rates, observed across a number
of species (Genter and Brown 1941; Goodspeed 1929).
However exposure after germination appears to be
tolerated much better without causing phenotypic
change. A study by Zappala et al. (2013a) found no
significant differences in major root structure metrics
(number of root tips, root volume and root length) or
bacterial biomass values between unscanned and repeat-
edly scanned samples. This was considering an overall
dose of ~13 Gy, whereas most individual scans with
contemporary bench-top systems produce doses of
<1.5 Gy per scan (Zappala et al. 2013a). However, since
soil and rhizosphere microbial populations are very
diverse, more specific studies investigating how
microbes in particular are influenced by X-ray dose are
clearly needed. Fischer et al. (2013) have shown that X-
ray CT can impact microbial community structure and
function significantly, which they explained by the pref-
erential elimination of selected microbial communities
through X-ray radiation. However, they also observed a
short term recovery of microbial biomass after 7 days
and a decrease of differences in the bacterial community
structure compared to the situation immediately after
scanning. Further they found a clear gradient of effects
from the outer to the inner portions of the mesocosm
cross-sections, due to the attenuation of X-rays by the
soil as the beam traveled through the 20 cm diameter
samples (dose was not provided). More detailed studies
have been conducted with a total dose in the range of
2.5–7.5 Gy; Bouckaert et al. (2013) and Schmidt et al.
(2015) showed no significant impact on any of the
key microbial parameters (respiration, enzyme activity,
microbial biomass, abundance, community structure)
with the exception of archaeal cell numbers. Neverthe-
less, it is important to determine how repeated scanning
influences rhizosphere processes, since one needs to
determine a tradeoff between image quality versus the
number of scans per lifecycle of the sample. Thus, it is
crucial that dose and distribution of dose over time are
well documented (Schmidt et al. 2015).
Structural/water imaging using neutron radiography
and tomography
Challenge 6: Imaging water distribution around
roots Neutron radiography (see Fig. 4) has been used
to study root and water distribution in soils in quasi two-
dimensional thin slabs (Menon et al. 2007; Moradi et al.
2009; Oswald et al. 2008). More recently, experiments
with time-resolved neutron radiography revealed unex-
pected water dynamics in the rhizosphere. Carminati
et al. (2010) found that the rhizosphere of lupines was
wetter than the bulk soil during a drying period, but that
following rewetting the rhizosphere remained markedly
dry. This dry region extended to 1–2 mm from the root
surface. Figure 4 shows radiographs of lupine roots
growing in a sandy soil. The sample was dried until a
water content of ca. 5 % was reached and then rewetted
by capillary rise (the water table was set to a height of
15 cm from the bottom of the sample, while the total soil
depth was 30 cm). The radiographs show that the rhi-
zosphere of the upper, older root segments remained dry,
while the distal segments of deep roots were quickly
rewetted and surrounded by a wet region, probably as a
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result of mucilage swelling. The details of this experi-
ment can be found in Moradi et al. (2011). These results
were confirmed by Carminati (2013) who used neutron
tomography to image the rhizosphere in 3D and at a
higher spatial resolution. In these experiments the sam-
ples (cylinders with diameter of 2.7 cm and height of
10 cm) were scanned in ca. 6 h with a voxel size of
13 μm. Recently, Zarebanadkouki et al. (2015) success-
fully tomographically imaged samples of the same di-
mension in 3–6 min with a voxel size of 50 μm.
Challenge 7: Imaging fluxes in the rhizosphere Besides
imaging water and root distribution, neutron radiation
has also been used to quantitatively image fluxes of
water into the roots. This process is very important for
studying root water uptake. In fact, most studies aiming
at predicting the locations of root water uptake have
been based on observed changes in soil water content.
This approach is motivated by the rationale that root
water uptake is higher in more rapidly drying soil re-
gions. Of course, if water redistribution through the soil
occurs (and it does), these calculations become more
difficult and require the simultaneous modelling of root
water uptake and water flow in soils and roots (Javaux
et al. 2008). Additionally, the changes in soil water
content are more complex than expected and cannot be
used to deduce water fluxes across the rhizosphere
(Carminati 2012). Therefore, a more direct way to esti-
mate the water fluxes into the root would be of great
help for understanding soil-plant water relations.
Matsushima et al. (2008) used neutron radiography
to visualize the transport of deuterated water (D2O) in
soil and roots. Warren et al. (2013a) and Warren et al.
(2013b) used a similar technique to study water redis-
tribution through the root system. Zarebanadkouki et al.
(2012) and Zarebanadkouki et al. (2014) developed a
method to reconstruct the water fluxes into roots based
on D2O injection during both day and night, and simu-
lated the process with an advection–diffusion model of
D2O transport into the roots. By inverse simulation of
the D2O concentrations in the roots, the authors could
reconstruct the water fluxes into a root architecture
(Zarebanadkouki et al. 2013). This technique was ap-
plied to measure root water uptake in soil regions that
were subjected to severe drying and rewetting
(Zarebanadkouki and Carminati 2014). The authors
found that a drying/wetting cycle temporarily reduced
the local uptake of water, probably due to the rhizo-
sphere becoming temporarily hydrophobic after drying.
In conclusion, neutron radiography and tomography
are providing new insights into rhizosphere processes
and their effect on root water uptake. The higher neutron
attenuation of water compared to attenuation by soil
particles makes neutron imaging a complementary tech-
nique to X-ray CT, where roots are less attenuating than
the soil particles.
The same physical effect that is behind the utility of
neutron tomography is also one of its limitations. The
very high attenuation of neutrons by H2O means that
sample sizes are necessarily small in order to reduce the
path-lengths through the fluid. The wetter the soil the
more pronounced this requirement. This means that the
maximum diameter of the sample is in inverse propor-
tion to the water content, and the method is perhaps
Fig. 4 Neutron radiography of lupine roots in a sandy soil after
irrigation by capillary rise (the water table was set at 15 cm depth).
The image shows the soil water content θ (red =wet, blue= dry).
Roots are visible thanks to their high water content. The sample
was 30 cm high, 15 cm large and 1 cm thick. Note the dry
rhizosphere around the upper root segments and the wet region
around the tips of the deep roots. The figure is modified from
Carminati (2013)
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better suited to the drier end of the possible range of soil
water contents observed in field conditions.
The highly penetrating nature of neutrons in many
solid materials means that scintillation screens must be
substantially thicker than those used in X-ray CT imag-
ing, in order to improve counting statistics and provide
workable projection times. This requirement adds un-
certainty to the measurement of the attenuated neutrons,
since the absorption of the neutron in the scintillator
could have occurred anywhere in the through-
thickness of the screen. Thus the maximum attainable
resolution for neutron imaging is currently at least an
order of magnitude poorer than for X-ray CT imaging.
The comparatively low flux of neutron sources (both
reactor and spallation) means that scan times have ca-
nonically been significantly higher than for X-ray CT
imaging. The scan times for neutron tomography
are usually in the range of a few hours. However nota-
bly, Zarebanadkouki et al. (2015) managed to scan
samples in less than 10 min. The relatively long time
generally needed for 3D scans limits the ability of
neutrons to image water dynamics (doubtless the lead-
ing application) and is perhaps the reason why many
studies have used 2D transmission imaging rather than
tomography, in order not to permit too much averaging
of the measured water distributions (see Fig. 4 for illus-
tration). One promising possibility is the use of correl-
ative in situ X-ray CT imaging, using an X-ray beam
axis orthogonal to the neutron axis, allowing the high
spatial resolution and high mineral contrast of the X-ray
imaging to be combined with the excellent H2O map-
ping capability of the neutron-based approach. With a
suitable image registration protocol, these data could be
fused for the purpose of parameterizing and/or validat-
ing image-based models. The SINQ neutron facility at
the Paul Scherrer Institute (Switzerland) now has the
functionality for dual neutron/X-ray imaging.
Chemical imaging challenges and opportunities
There is a range of new methods that facilitate chemical
imaging with high spatial resolution (nm to μm scale),
but always with the tradeoff of small (10×10 mm) or
very small (10×10 μm) sample size. Although the sig-
nals used for X-ray, neutron andMRI methods are affect-
ed by material properties (electron density, electromag-
netic properties, proton content), these methods do not
provide true chemical information. The existing methods
for chemical speciation are almost all applied to bulk
material or 2D thin-sections. One technique with poten-
tial for 3D chemical characterization is synchrotron-based
μX-ray fluorescence (μXRF) tomography. However, it is
currently under debate as to whether self-attenuation of
the fluorescence signal will permanently prevent the
analysis of samples beyond the millimeter scale (Hapca
et al. 2011; Lombi and Susini 2011).
Challenge 8: Non-destructive 3-D chemical
mapping Many chemical imaging techniques are at
least partially destructive. They mostly require the ex-
posure of roots and/or soil on a 2D plane, and a number
of them also require complete dehydration of the sample
as sufficient sensitivity can only be attained under full
vacuum conditions. For some techniques, maintenance
of spatial arrangement is possible either by embedding
the samples with resin or via cryo conservation. This is
the case for ToFSIMS, NanoSIMS, μPIXE and SEM-
EDX.4 These methods provide information on the dis-
tribution of elements with higher atomic number (SEM-
EDX, μPIXE) or isotopes and fragments of molecules
covering all elements (NanoSIMS, ToFSIMS), though
for the latter techniques only the ionized fraction is
actually detected. An example of chemical mapping of
the rhizosphere of a poplar root with ToFSIMS is pro-
vided in Martin et al. (2004). Internal structures of the
root were visible, as well as the chemical composition of
the minerals at the root surface. Further examples for
NanoSIMS, a similar technique with much higher reso-
lution, can be found in Clode et al. (2009). While
ToFSIMS is able to identify the entire atomic mass
range in a single run, NanoSIMS requires that masses
of interest be selected prior to the measurement.
Other methods such as Fourier Transform Infrared
Spectroscopy (FTIR) and X-ray Photoelectron Spectros-
copy (XPS) provide more detailed information on the
spatial distribution of different forms of organic carbon
in the soil. The former has been applied to map C forms
in air-dried thin slices taken from soil micro-aggregates
(Lehmann et al. 2007) and was combined with near-
edge X-ray absorption fine structure spectroscopy
(NEXAFS) for mapping of total organic C content.
XPS has the potential to be used for imaging (Barlow
et al. 2015). Matrix-assisted laser desorption/ionization
mass spectroscopy (MALDI-MS) is another high reso-
lution method, which is able to map the spatial distribu-
tion of specific substances including individual effective
4 See the Terms and Abbreviations list in the end.
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compounds of pesticides and their metabolites. Current-
ly, MALDI-MS is only applicable to the mapping of
root tissue without soil (Rudolph-Mohr et al. 2015).
To take full advantage of these techniques in the
rhizosphere, some challenges need to be overcome.
Notably the different techniques work at different spatial
scales and not all are non-destructive. This necessitates
the consideration of protocols that enable integration of
physical, chemical and biological techniques.
Superimposing different measurements obtained in 2D
samples, either thin sections or blocks, is currently pos-
sible, but technically challenging. Protocols and soft-
ware have been developed to start addressing this issue
(De Boever et al. 2015; Hapca et al. 2011) or can be
borrowed from other disciplines through open access,
e.g., Elastix, a software used for registration of medical
images (Klein et al. 2010). More recently, Hapca et al.
(2015) expanded the work to image registration of mul-
tiple planes of SEM-EDX data within a 3D X-ray CT
scan and showed how statistical procedures can be used
to obtain an estimate of the 3D distribution of chemical
elements in soil. Such 3D methods, although presently
destructive by nature, are a substantial step forward,
allowing integration of physical and chemical tech-
niques to characterize micro-habitats.
Challenge 9: Distinguishing between mobile and immo-
bile phases None of these new high resolution methods
are able to distinguish between the mobile, plant avail-
able fraction and the total content of an element. Al-
though, some of them can distinguish different binding
forms or functional groups. For investigating mobile
forms there are three options based on the use of point
sensors/samplers. The first set of approaches carries out
solution sampling with small samplers (Puschenreiter
et al. 2005; Vetterlein and Jahn 2004); the second uti-
lizes ion-selective electrodes, which have been used
successfully to measure ion fluxes in roots (Kochian et
al. 1992). Their application for soil based systems is
hampered by unsaturated conditions, soil mechanical-
impedance and the lack of long term stability in situ.
Primarily these electrodes are used to measure NO3 (and
K), with a limit of detection approaching 0.1 mM. Un-
fortunately the ion-selective membranes are sensitive to
many other ions including bicarbonate and chloride.
The production of a high quality phosphate selective
membrane remains a primary challenge (Kim et al.
2009). The third set of approaches uses optodes:
50 μm diameter glass fibers embedded in a metal shaft
which can be used as point sensors. The measurement
principle is the same as for planar optodes. As optodes
can measure in soil, air or soil solution, they address the
mobile phases of a particular chemical. Any of these
point sensor approaches could theoretically be com-
bined with the 3D non-invasive methods available for
visualizing root growth and soil structure, thus provid-
ing chemical information in situ in relation to root
growth. Hence, these point sensors might provide an
alternative approach to addressing the overall challenge,
i.e., how to image nutrient concentration profiles at the
scale of the rhizosphere, truly in situ, in both time and
space. However, these approaches only provide point
information and not a complete 3D image.
Garbout et al. (2012) combined positron emission
tomography (PET) with X-ray CT to observe the root
system of a growing plant. This enabled them to link the
observed morphology/structure with imaging of recent-
ly assimilated C. The PET scans were used to visualize
11C taken up by the plant through 11C-labelled CO2 and
emitted via the root system. Clearly, this is a very
promising approach that should be investigated and
developed further since some of the issues to do with
PET scanning (relatively low spatial resolution) might
be resolvable by combining PET with other imaging
modalities.
The main challenges for the new emerging field of
rhizosphere chemical mapping are: how to correlate
structural and chemical data from different imaging
modalities, and how to develop sensors that will enable
in situ, spatio-temporally resolved monitoring of nutri-
ent (especially phosphate) levels in the soil.Whilst some
work exists (in addition to reference above see also
Rudolph-Mohr et al. (2014)), we think that the field is
still in its infancy, but clearly of crucial importance for
rhizosphere science.
Computational and modelling challenges
Cha l l e n g e 10 : Da t a re c on s t r u c t i o n an d
segmentation Data reconstruction is an important step
in the workstream from sample preparation through
imaging, image segmentation and ultimately to image-
based models. The suppression of artifacts that hinder
image segmentation can be carried out at this stage,
when the 3D image volumes are generated from the
raw image data. Some of these techniques can be ap-
plied prior to reconstruction, including wedge correc-
tions to reduce beam hardening (Ketcham and Carlson
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2001), and sinogram correction to suppress ring arti-
facts. Some artifact mitigation can be carried out on the
reconstructed data also, but optimizing for the very best
reconstruction is wise since image classification opera-
tions can be very time consuming, and become more
complex if avoidable artifacts are present.
Reconstruction of parallel-beam (synchrotron) pro-
jection data is comparatively simple, since each vertical
slice can be considered discretely, and simple filtered
back-projection has long been found to give adequate
results that are much less computationally intensive than
algebraic methods, which require the solution of very
large systems of linear equations (Wildenschild and
Sheppard 2013). When experiments involve in situ rigs
(i.e., a uniaxial compression cell or pressure-plate appa-
ratus), reduced angular access may be an issue due to the
presence of lines, cables and other experimental equip-
ment that impede rotation or scatter X-rays (Cnudde and
Boone 2013a). In such cases it can be highly beneficial
to use iterative algorithms that can produce usable re-
constructions when a statistically optimal quantity of
projections is unavailable.
The next computational step in the work stream after
the image reconstruction is image segmentation, and a
good recent review is available in this area by Schluter et
al. (2014). A number of papers have recently presented
novel image analysis methods, including fully automat-
ed and user friendly software, and reviewed methods for
segmenting soil samples (Beckers et al. 2014; Hapca
et al. 2011; Houston et al. 2013a, b; Iassonov et al. 2009;
Kravchenko et al. 2014).
The segmentation of images is the key step inmoving
away from qualitative assessment of data, and towards
quantitative analysis of structures and/or parameteriza-
tion of mathematical models. In order to carry out such
analyses, it is necessary to extract the relevant phases,
the definition of which will depend on the subsequent
analysis to be carried out. One of the ongoing problems
with image segmentation is the wide variance in results
that is produced between different datasets and different
methods (Baveye et al. 2010).
In porous media research, the discrimination of
phases is often divided into gas, fluid and solid. This
can sometimes be achieved using global histogram
methods, as exhaustively reviewed in Sankur and
Sezgin (2001). However, most authors agree that the
most pernicious problem in segmenting X-ray CT data
of porousmedia is the partial volume effect. Because the
attenuation coefficient of each voxel represents the
average of the mass attenuation coefficient for the ma-
terial system at that location, the presence of porosity at
a scale similar to or smaller than the imaging resolution
leads to apparent gradients in grey level that are aver-
aged over the voxel volume. Such averaging means that
the resulting image does not truly represent the soil
structure and may be incorrectly interpreted during seg-
mentation (Cnudde and Boone 2013a).
Because of the existence of partial volume voxels,
segmentation approaches must be carefully designed so
as not to produce the appearance of erroneous ‘fluid
films’ at solid/gas interfaces. Locally adaptive segmen-
tation methods which use local statistical data to refine
class assignment are usually found to give better results,
as measured using ground-truth datasets generated using
phantoms manufactured to a very high tolerance
(Schluter et al. 2014). Of these classes of approach,
hysteresis segmentation (Vogel and Kretzschmar
1996), watershed imaging (Vincent and Soille 1991),
indicator kriging (Oh and Lindquist 1999), later expand-
ed to a fully automated method by (Houston et al.
2013a), Bayesian approaches (Kulkarni et al. 2012)
and converging active contours (Sheppard et al. 2004)
are among those giving the most satisfactory results
(Schluter et al. 2014).
Although scan parameters have a substantial effect on
the degree of noise in image data, and some noise can be
suppressed during reconstruction, a noise removal step is
often applied prior to image segmentation. In the sim-
plest instances, this can be applied using a kernel of a
certain size (2D or 3D) which is iteratively centered on
different voxel locations, the central voxel having its
intensity replaced with some value based on the statistics
of the local set of voxels enclosed by the kernel (often the
mean or median of the local voxel values). More sophis-
ticated filtering can be achieved by using approximations
of physical simulations. A common example of this class
of filters is the anisotropic diffusion filter (Perona and
Malik 1990), which uses an approximate result of the
diffusion equation (i.e., a Gaussian) to preferentially
smooth homogenous regions whilst preserving regions
of high image gradient (i.e., edges).
Challenge 11: A modelling framework that captures
microscopic heterogeneity Having segmented the im-
ages the next step is to implement a modeling frame-
work that uses all the data as efficiently as possible.
Image based modelling can be loosely divided into
two categories: pore network modelling and direct
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simulation (Blunt 2001b; Blunt et al. 2013). The first of
these, pore networkmodelling, refers to the extraction of
a representative network from the pore scale geometry
(Fatt 1956). The pores within the network are assumed
to be of a sufficiently simple shape that analytic solu-
tions to the governing equations can be found, reducing
the overall computational cost. This method has been
widely used to predict averaged transport properties of
fluids in beds of packed spheres (Bryant and Blunt
1992, Bryant, King et al. 1993) and imaged porous
media (Blunt 2001b; Blunt et al. 2013; Bryant and
Blunt 1992). This technique is able to reproduce relative
permeability curves and water release characteristics.
However, the pore network extraction results in a sim-
plified geometry which may neglect important pore
scale phenomena. For example, using pore network
models which retain information on pore diameter
micro-heterogeneity derived from X-ray CT scans;
Perez-Reche et al. (2012) showed that the microscopic
heterogeneity ordinarily ignored in most network
models has a significant impact on the prediction of soil
colonisation by micro-organisms.
The alternative technique of direct modelling in-
volves solving equations directly on the imaged geom-
etries (Raeini et al. 2014b). This technique captures the
detail of the pore scale geometry down to the resolution
limit. The key disadvantage of direct modeling is that,
from a computational point of view, it is highly demand-
ing. Typically a computational mesh has to be generated
which conforms to the underlying geometry on which
numerical simulations can be run.Mesh generation itself
is computationally demanding (Siena et al. 2015) and
can be the limiting factor in some simulations. There are
numerous methods available for direct solution in the
case of single- and multi-phase flow, i.e., finite volume
packages such as OpenFOAM (Jasak et al. 2013),
ANSYS, FLUENT, and finite element packages such
as Comsol Multiphysics, which solve Stokes’ equations
directly.
As an alternative to meshes which conform to the
geometry, non-structured Cartesian meshes can be de-
signedwhich use immersed boundary conditions (Mittal
and Iaccarino 2005). Immersed boundary conditions
make use of a simple mesh of cuboidal elements. The
geometrical influence of the boundary is implemented
through the addition of source terms in the governing
equations which mimic the behavior of the boundary
condition. This method has been successfully applied to
simulations of flow in simple porous media (Hyman
et al. 2012; Siena et al. 2015) and solvers are available
which make use of these methods (Prusa et al. 2008).
Direct methods for two-phase fluid flow have a sig-
nificantly higher computational cost than single phase
flow models and are typically solved using Lattice
Boltzman methods, as these are highly parallel and
relatively easy to implement (Dupuis and Yeomans
2004; Gao et al. 2012; Kusumaatmaja et al. 2006;
Kusumaatmaja and Yeomans 2007, 2010; Liu et al.
2014; Ramstad et al. 2010). The Lattice Boltzmann
method is slightly different to the more familiar finite
volume and finite element methods. Rather than solving
a set of partial differential equations, which describe the
fluid velocity and pressure at each point in space, a local
particle distribution, fi, is defined on a set of discrete
lattice points x. The particle distributions are then
evolved using an evolution equation
f i xþ δte^i; t þ δt
 
¼ f i x; tð Þ
þ 1
τ
f eqi x; tð Þ− f i x; tð Þ½ ; ð1Þ
where δt is the time step, êi is the lattice vector, τ is a
relaxation parameter and the function fi
eq is chosen such
that the evolution equation conserves mass and momen-
tum. The corresponding fluid densities and velocities
can be recovered using ρ= ∑ifi and ρu=∑ifiêi. Finally
the Navier–Stokes equations can be obtained through
Taylor expansion of Eq. (1) see, for example Swift et al.
(1996) and Zhang et al. (2005).
Whichever the choice of method, there are challenges
relating to the discretization and solution of equations.
The partial volume effect, mentioned in the previous
section, can cause spurious fluid films to be classified
at the boundaries between soil particles and pores. This
effect is not a problem in highly saturated soils as the
majority of flow and transport will occur in the wider
pathways. However, as the soil dries the influence of
these potentially spurious water films becomes more
significant. Hence, the error induced by the partial vol-
ume effect can become important. This problem can, of
course, be overcome by obtaining X-ray CT scans at
higher resolution, effectively pushing the problem to
lower saturation values. However, higher resolution
comes at the price of increased computational cost,
which quickly becomes limiting. Hence, there is a clear
need to overcome such limitations through up-scaling
methods which use targeted simulations on different
scales, effectively minimizing the computational costs
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of these methods whilst still obtaining sufficient infor-
mation at each scale. As a way forward, Falconer and
Houston (2015) applied a general-purpose-computing-
on-graphics-processing-units (GPGPU) approach to a
reaction–diffusion soil ecosystem model with the intent
of linking the micrometer scale to that of a soil core
(cm). They showed that this computational technique
can significantly speed up the modelling, and increased
the sample size that can be modelled spatially. In addi-
tion this could be used to improve visual representation
of model outputs.
Challenge 12: Upscaling of processes There are numer-
ous challenges in the rhizosphere associated with
upscaling. Key questions which must be answered are:
how does what we see on the microscopic pore-scale
(scale of μm) affect the macroscopic properties (e.g., such
as the water retention curve, the hydraulic conductivity
and the diffusion coefficient) of the rhizosphere (scale of
mm)? How can we upscale such rhizosphere findings to
the plant/pot scale (scale of 0.1–1 m)? The latter problem
should be addressed including the rhizosphere properties
(mm-scale) in root architecture models such as those
described in a recent review by Dunbabin et al. (2013).
However, the first step is to properly define the rhizo-
sphere properties and answer the first question, i.e., how
do micro-scale properties affect what we see on the mac-
ro-scale, which is the core subject for this review paper.
There are significant mathematical and technical ob-
stacles to be overcome in each of these cases and both
rely on being able to accurately upscale from the one
scale to another. Due to the complexity of the geome-
tries generated from X-ray CT, access to highly parallel
super-computers is essential for Stokes flow calcula-
tions (Tracy et al. 2014). Computational cost increases
when the full Navier Stokes equations are considered
(Icardi et al. 2014); this cost increases further when
multiple fluids are simulated. This is in part due to the
added non-linearity of fluid interfaces (Anderson et al.
1998) and partly due to the occurrence of thin fluid films
which require increased numerical resolution (Raeini
et al. 2014a). To give an idea of typical simulation
parameters we have calculated the hydraulic conductiv-
ity, effective diffusion constant and capillary pressure
for cubes of soil ranging in size from 1.78×10− 3mm3 to
0.216 mm3. Daly et al. (2015a) have recently shown
that, for this well-sieved soil geometry, 0.216 mm3 is
sufficient for the effective diffusive properties to con-
verge. Memory usage and simulation time is given in
Tables 1 and 2, respectively. Each simulation was car-
ried out on a single 16 core node of the Iridis 4
supercomputing facility at the University of Southamp-
ton. Extrapolating these values it was possible to obtain
estimates for computational resources required for larger
simulations. These quickly become limiting in the case
of capillary pressure simulations, with over 60 h simu-
lation time required for a 0.216 mm3 of soil and an
estimated 3 weeks simulation time for 1 mm3. However,
with ever increasing parallel computational resources,
multi-phase flow simulation in porous media is becom-
ing increasingly common (Blunt et al. 2013). Whilst
individual simulations on their own offer insight into
the flow properties within soil there is a need to go
further and make bulk scale predictions based on pore
scale simulations. Multiple upscaling techniques exist
for this purpose, however, the two most commonly used
Table 1 Time [min] each simulation was run on a single 16 core node of the Iridis 4 supercomputing cluster at the University of
Southampton
Cube volume [mm3] Hydraulic conductivity Effective diffusion Capillary pressure
1.78× 10− 3 1 [min] 0.5 [min] 4 [min]
13.82 × 10− 3 6.4 [min] 1 [min] 37 [min]
46.66 × 10− 3 18.5 [min] 3 [min] 292 [min]
110.59 × 10− 3 35 [min] 5 [min] 1384 [min]
0.216 76 [min] 11 [min] 4260** [min]
1* 251 [min] 39.8 [min] 31622.7 [min]
Scaling, V0 = 1 mm
3 251 × (V/V0)
0.88 39.8 × (V/V0)
0.84 104.5 × (V/V0)
1.5
Equations were implemented in Comsol multi-physics
* The final row shows extrapolated values
** Due to the long runtime this simulation was run on a 24 core bespoke high memory machine
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are volume averaging and homogenization (Hornung
1997).
In this review we focus on homogenization, an area
where clear progress towards upscaling has been made.
In its simplest form homogenization can be thought of
as a formal averaging process. Traditionally this has
been carried out for idealized geometries, i.e., close
packed spheres or cylinders etc., but the more recent
developments involve implementing this method direct-
ly on observed (X-ray CT) structures (Daly et al. 2015b;
Tracy et al. 2014). The method of homogenization is
based on the idea that the underlying porous structure is
periodic in some sense, i.e., it is composed of a set of
regular repeating units. We consider the example of
single phase flow in a porous material (Keller 1980).
The porousmaterial has length scale Lx and is composed
of a set of soil particles with surface Γ and pore spaceΩ.
The pore space is composed of a set of regularly repeat-
ing units with period Ly as illustrated in Fig. 6. The key
assumption used in homogenization is that if ϵ ¼ LyLx≪1
then we can treat the two length scales independently,
i.e., ∇=∇y+ ϵ∇x and gradients on the scale Lx may be
considered as a perturbation on the scale Ly. We start
from Stokes’ equations scaled to Ly
ϵ∇2v−∇p ¼ 0; x∈Ω; ð2aÞ
∇ ⋅v ¼ 0; x∈Ω; ð2bÞ
v ¼ 0; x∈Γ; ð2cÞ
Table 2 Memory usage [Gb]
Cube volume Hydraulic conductivity Effective diffusion Capillary pressure
1.78× 10− 3 0.8 [Gb] 0.1 [Gb] 3 [Gb]
13.82 × 10− 3 1.4 [Gb] 0.9 [Gb] 5 [Gb]
46.66 × 10− 3 4.2 [Gb] 1.5 [Gb] 10 [Gb]
110.59 × 10− 3 8.5 [Gb] 2.7 [Gb] 20 [Gb]
0.216 15 [Gb] 4.8 [Gb] 46** [Gb]
1* 50 [Gb] 16 [Gb] 126 [Gb]
Scaling, V0 = 1 mm
3 50× (V/V0)
0.85 16× (V/V0)
0.78 126 × (V/V0)
0.79
Each simulation was run on a single 16 core node of the Iridis 4 supercomputing cluster at the University of Southampton
Equations were implemented in Comsol multi-physics
* The final row shows extrapolated values
** Due to the long runtime this simulation was run on a 24 core bespoke high memory machine
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Fig. 5 Illustration of homogenization method, left hand image
shows the macroscale geometry with characteristic length scale
L_x. Right hand image shows the micro scale geometry, i.e., a
representative pore scale volume of characteristic length L_y
where v is the fluid velocity and p is the fluid pressure
which we expand as a power series in ϵ,
v ¼ v0 þ ϵv1 þ O ϵ2
 
; ð3aÞ
p ¼ p0 þ ϵp1 þ O ϵ2
  ð3bÞ
To proceed we substitute Eq. (3) into Eq. (2)
and solve in ascending powers of ϵ. We omit the
details, but refer to the books by (Hornung 1997)
and (Pavliotis and Stuart 2008). The result is
Darcy’s law for u the averaged fluid flow
u ¼ −
Z
Ω
νk⊗e^k dy ∇xp0; ð4Þ
where êk is a unit vector in the k -th direction and
the local velocity νk and pressure πw are deter-
mined from the cell problem
∇2yνk−∇yπk ¼ e^k ; x∈Ω; ð5aÞ
Fig. 6 Illustration of image basedmodelling workflow. Top: representative image is taken from the CTscan andmeshed (bottom left) before
the model is run to generate flow patterns (bottom right)
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∇y⋅νk ¼ 0; x∈Ω; ð5bÞ
νk ¼ 0; x∈Γ; ð5cÞ
νk ; πkperiodic with period 1 ð5dÞ
which is solved on the unit cube. The advantage to this
method is that it can be readily applied to images ob-
tained from X-ray CT scanning as illustrated in Figs. 5
and 6 (Tracy et al. 2014).
Homogenization has been successfully used to derive
Darcy’s law, and has been applied to single phase flow
in single porosity materials (Hornung 1997; Keller
1980) and dual-porosity materials (Arbogast and Lehr
2006; Panfilov 2000). The method has been used to
formally derive the Beavers and Joseph condition
(Beavers and Joseph 1967) at the interface between a
porous material and a free flow region (Jäger and
Mikelic 1996; Mikelic and Jäger 2000) and applied to
porous media containing voids or vugs (Arbogast and
Lehr 2006; Daly and Roose 2014a). In addition, it has
been applied to poroelastic media with small deforma-
tions (Burridge and Keller 1981) and large deformations
(Lee and Mei 1997) and nutrient diffusion processes in
soil with root hairs (Leitner et al. 2010a; Zygalakis et al.
2011), nutrient uptake by cluster roots (Zygalakis and
Roose 2012) and diffusion of strongly bound nutrients
( P t a s hnyk and Roo s e 2010 ) . Mu l t i - f l u i d
homogenization has also been applied to Richards’
equation (Hornung 1997; Panfilov 2000).
Despite the success of this method its use has been
mostly restricted to single phase flow when moving
from the pore scale to the macro-scale. Dual porosity
work has been done to average over several macro-scale
solutions for single and dual phase flow (Panfilov
2000). A notable exception is that recently this method
has been used to derive a general set of pressure and
saturation equations which are shown to reduce to
Richards’ equations under an appropriate set of assump-
tions (Daly and Roose 2015). This method was able to
reproduce the water release curve and hydraulic con-
ductivity parameters for simplified geometries, see
Fig. 7. There are currently significant computational
challenges associated with applying this to images ob-
tained from X-ray CT. Whilst direct methods may work
they are computationally expensive and progress may
bemade by combining these methods with pore network
models.
A key difficulty associated with modelling fluid flow
on the macroscale is the presence of hysteresis, i.e., the
water release curve and the hydraulic conductivity ex-
hibit different values depending on whether the system is
undergoing a wetting or a drying cycle (Mualem 1976).
Hysteresis in porous media can be loosely classed as
having four main causes: the ink-bottle effect which is
caused by pore shape, the contact angle hysteresis, com-
pressibility of fluids, and ageing of the soil (Pham et al.
2005). A great deal of work has been carried out on the
Fig. 7 Illustration of the homogenization method for generation of the water release curve. Simulations are performed at a range of
geometries on representative volumes (right). The corresponding capillary pressure is calculated which then feeds into the upscaling scheme
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macroscale modelling of hysteresis, see Albers (2014)
and Pham et al. (2005) and references therein. However,
relatively little work has been done to determine the
relative contribution of each of these effects to the ob-
served hysteresis, although its importance to rhizosphere
research is beyond doubt. For example Kroener et al.
(2015) demonstrated that mucilage turns hydrophobic
upon drying, limiting rhizosphere rewetting.
Challenge 12: Surface roughness A potential problem
can be that resolution limitations and the segmentation
methods applied to X-ray-CT data artificially smoothen
the solid-pore surface interface (Houston et al. 2013b).
Typically larger pores get smoothened and smaller pores
are underestimated. There is little work to date that has
compared segmentation methods in their prediction of
solid-pore interface surface properties, despite the fact
that interfaces in soil are critical to the majority of
processes and reactions. From a modelling perspective
the effect of surface roughness on saturated flow in
porous media is well understood. Surface roughness
contributes an effective slip length on the surface, a
condition widely known as the Beavers and Joseph
condition (Beavers and Joseph 1967; Saffman 1971),
though alternatives to the Beavers and Joseph condition
exist (Levy and Sanchez-Palencia 1975). These condi-
tions have been rigorously justified (Jäger and Mikelic
1996; Mikelic and Jäger 2000) and their contribution to
saturated flow has been found (Daly and Roose 2014b).
Relatively little work has been done to extend this work
to two fluid flow. Mosthaf et al. (2011) use the Beavers
and Joseph condition for two fluid flow at the interface
between a porous medium and a free flow region, with
effective slip length being dependent on saturation.
However, they emphasize that this is an approximation
and the equivalent Beavers and Joseph condition which
accounts for two-phase effects has not yet been derived.
Finally, several issues arise when considering the
effect of roots on upscaling. Firstly, a single root will
change the properties of soil around it through compac-
tion and excretion of different compounds (Dexter
1987a; Whalley et al. 2005, 2013). These effects cause
the soil around the root to vary spatially, an effect that
has been studied for the case of a diffusion equation, in
which case an advection diffusion equation is derived
(Bruna and Chapman 2015). Extending this to consider
water movement and upscaling a second time across a
set of roots would be an interesting and worthwhile
project. Clearly, at some level, possibly on the field
scale, this process becomes impossible since natural
heterogeneities, such as water courses will start to play
a significant role. Hence other techniques will have to be
used to account for these features. We will not discuss
these methods here since we are aware of the large
review currently being processed which covers this
issue in great detail (Vereecken et al. 2015).
Conclusions
In this review we have highlighted what we consider to
be the key scientific challenges in the area of imaging
and predictive modeling of rhizosphere processes. The
crucial point, one that we cannot not stress strongly
enough, is that model building must go hand in hand
with experiments on the structural and chemical prop-
erties being considered, otherwise the models will just
end up being sophisticated looking BDisney^ animations
rather than scientifically rigorous and tested models with
full predictive power. In our opinion, for the for-seeable
future there will not be an Balpha^ model for the plant-
soil interaction that will be valid for all situations in all
environments for all plants. Models will need to be built
and calibrated to answer specific scientific questions,
and by doing this we will hopefully end up with a library
of plant-soil interaction models that will enable the
Balpha/beta^ model to emerge.
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