Abstract
Introduction
In recent years, energy optimization with graph cuts [6, 10, 7, 18] has become very popular in computer vision and graphics fields. Optimization with graph cuts has been successfully applied to image restoration [7] , stereo and multiview reconstruction [6, 16, 7, 17] , motion [28] , texture synthesis [19] , segmentation [4, 3, 22, 14] , digital photomontage [1] . Optimization with graph cuts is successful, in large part, because either the exact minimum or an approximate minimum with certain quality guarantees can be found, un- * This work was supported in part by NSERC Canada.
like the older optimization techniques, such as Simulated Annealing [8] or ICM [2] Usually, the following energy function is minimized:
In Eq. (1), L is a finite set of labels, representing the property needed to be estimated at each pixel, such as intensity, color, etc. P is the set of sites that one needs to assign labels to. Often P is set of image pixels. The label assigned to pixel p ∈ P is denoted by f p , and f is the collection of all assignments: f = {f p |p ∈ P}. The first sum in Eq. (1) is usually called the data term, because it represents the preferences of individual pixels for their labels, and it is expressed as the sum over all pixels of individual pixel preferences D p (f p ). The data term usually comes from the observed data. The second sum in Eq. (1) is usually called the smoothness term, and it represents our prior knowledge about what the likely labelings f should be like. The second term is the sum over interacting ordered pixel pairs (p, q) ∈ N . Usually N is the 4 or 8 connected grid, however longer range interactions are also useful [16] . Without loss of generality, we assume that if (p, q) ∈ N then p < q. The energy function in Eq. (1) arises in Maximum A Posteriori (MAP) estimation in Markov Random Fields (MRF). The labeling f minimizing the energy gives the maximum of the posterior distribution p(f |D), where D is the observed data. In the MRF framework, the data term comes from the likelihood of the data, and the smoothness term comes from the prior distribution p(f ).
Usually there are no restrictions on D p 's. The V pq 's (often called the interaction penalties) are typically used to specify the smoothness assumptions on the labeling f . Different choices of V pq 's correspond to different smoothness assumptions. A common choice is the Potts model, which is V pq (f p , f q ) = w pq · min {1, |f p − f q |}. Here w pq 's are per pixel pair weights that can be different for different pixel pairs. Potts model penalizes any difference between f p and f q by the same amount. Intuitively, it corresponds to the expectation that f should be piecewise constant, that is to 1 consist of several pieces where pixels inside the same piece share the same label. This is because the Potts model treats small or large differences in labels in the same way.
Other common choices for
2 }, the truncated linear and truncated quadratic interactions, respectively. These V pq 's correspond to the piecewise smooth assumption on f , that is the assumption that f consists of several pieces, where the labels between neighboring pixels inside each piece differ just a little, or vary "smoothly" 1 . This is because smaller differences in labels cause smaller penalties, and larger differences cause larger penalties. Therefore a labeling f is encouraged to have just a few places where nearby pixels change their labels significantly. Most nearby pixels are expected to have similar labels. It is important to limit the penalty from above by a truncation constant T . Otherwise
2 might be prohibitively large, and assigning labels l 1 and l 2 to neighboring pixels will be too costly, resulting in an oversmoothed labeling f . V pq 's which do not lead to oversmoothing are typically called discontinuitypreserving. Without the truncation, that is if V pq is the absolute linear or quadratic difference, the energy in Eq. (1) can be optimized exactly with a graph cut [9] , but the corresponding energies are not discontinuity preserving. Energy in Eq. (1) is NP-hard to optimize if discontinuity preserving Potts, truncated linear or quadratic V pq 's are used [7] .
Recently, Szeliski et al. [27] performed an experimental evaluation of several energy minimization methods that have been extensively used to for minimizing energies given by Eq. (1) : the graph cut based expansion and swap algorithms [7] , sequential tree-reweighted message passing (TRW-S) [13] , and loopy belief propagation (LBP) [20] . Their results show that for the Potts model, both expansion and swap algorithms perform extremely well, with the expansion algorithm slightly outperforming the swap algorithm. Both expansion and swap algorithms get the answer within a small percentage of the global minimum (the lower bound on the global minimum is estimated by the TRW-S algorithm [13] ). TRW-S performs as well as graph cuts, but takes significantly longer to converge. An additional benefit of graph cuts over TRW-S is when longer range interactions are present in N . Szeliski et al. [27] studied only the case when N is the 4-connected grid. Kolmogorov and Rother [15] performed a comparison between graph cuts and TRW-S when longer range interactions are present in N , and they concluded that graph cuts perform significantly better in terms of energy than TRW-S in this case.
For the truncated linear V pq 's the expansion and swap algorithms still perform relatively well, but for the truncated quadratic V pq the energy value is noticeably worse than that of TRW-S. In this paper, we develop several optimization al- 1 The term "smoothly" is used informally here. gorithms for the truncated linear and quadratic V pq . In general, our methods can be used for truncated convex priors, we define what we mean by a truncated convex prior in Section 3. Informally, truncated convex priors correspond to piecewise smoothness assumption on f . Our insight is that both expansion and swap algorithms give a pixel a choice of only two labels, but for problems where piecewise smoothness assumptions are appropriate, to obtain a good approximation, a pixel should have a choice among more than two labels. We develop new "range" moves which act on a larger set of labels than the expansion and swap moves.
Note that Kleinberg and Tardos [11] develop an algorithm for minimization with truncated linear V pq , with an optimality factor O(log k log log k), where k = |L|. However, they use linear programming, which is impractical for the computer vision problems even of moderate size.
We evaluate our method on problems of image restoration, inpainting, and stereo correspondence, and our results show that we are able to get more accurate answers, both in terms of energy (which is the direct goal), and in terms of accuracy (which is an indirect, but more important goal).
Energy Optimization with Graph Cuts
In this section, we briefly explain the prior work on optimization with graph cuts.
Assumptions on the Label Set
For the rest of the paper we assume that the labels can be represented as integers in the range {0, 1, ...k}, which is necessary since we base our method on the construction in [9] . Assuming integer labels rules out directly using our methods for motion estimation, since in motion, labels are two dimensional. However, there are indirect ways to apply our methods to motion, by fixing one component of a motion vector and letting the other one vary [23] .
Convex Priors
Ishikawa [9] develops a method to find the exact minimum of the energy function in Eq. (1) in the case when the interaction terms V pq are convex functions of the label differences. His definition of convexity in the discrete setting is as follows. An interaction penalty V pq (l 1 , l 2 ) = w pq · g(l 1 − l 2 ) is said to be convex if and only if for any integer
is symmetric 2 , otherwise it can be replaced with
without changing the labeling that minimizes it. Note that [26] extend the results in [9] to handle a more general definition of convexity.
Convex V pq include the absolute and squared difference interactions as a special case. While the energy arising from convex priors is not discontinuity preserving, Ishikawa's construction gives us an important tool for energy optimization with truncated convex priors, which do lead to discontinuity preserving energies. Since our construction is based on Ishikawa's, we first explain Ishikawa's construction in detail. Note that the construction we give in this section is slightly different from that in [9] .
Ishikawa's method is based on computing a minimum cut in a particular graph. There are two special nodes in the graph, the source s and the sink t. For each p ∈ P, we create a set of nodes p 0 , p 1 , ..., p k+1 . We identify p 0 with the source s, and we identify p k+1 with the sink t. We connect node p i to node p i+1 with a directed edge e p i for i = 0, 1, ..., k. In addition, for i = 0, 1, ..., k, node p i+1 is connected to node p i with a directed edge of infinite weight. This ensures that for each p, only one of the edges of type e p i will be in the minimum cut, see [9] . If an edge e p i is cut, then pixel p is assigned label i. Thus a cut C of finite cost corresponds to a labeling f C in a unique way. Furthermore, for any (p, q) ∈ N, an edge e pq ij which connects node p i to node q j is created for i = 0, ..., k + 1 and j = 0, ..., k + 1. The weight of this edge is
The edge weight defined by Eq. (2) is non-negative, since g(x) is convex. This is important, since graph-cut/max-flow algorithms require non-negative edge weights. Let C be a cut of finite cost. Let (p, q) ∈ N . If edges e 
When summing up over S ij pq , most of edge weights cancel out, and we are left with
Recall that the cut C corresponds to a labeling f C . Except some extra terms, the sum above is almost exactly w(e
where N p is the set of neighbors of pixel p. Under this edge weights assignment, the cost of any finite cut C is exactly E(f C ) plus a constant. Therefore the minimum cut gives the optimal labeling.
For the absolute linear V pq this construction leads to a graph with O(|P| · |L|) 3 vertices and edges, assuming 4-connected grid. This is because the edges of type e pq ij have 3 Here |S| denotes the size of set S. zero weight unless i = j. For more general V pq , for example the squared difference V pq , the number of vertices is still O(|P| · |L|), but the number of edges is O(|P| · |L| 2 ). Note that [12] develops an algorithm for minimizing energy with convex V pq which is more memory and time efficient. However it can be used only when the D p 's are convex.
Expansion and Swap Algorithms
Boykov et al. [7] develop the expansion and swap algorithms based on graph cuts for minimizing the energy in Eq. (1). These methods can be applied when V pq is Potts, truncated linear or quadratic, but the answer is only approximate, which is not surprising, since the energy is NP-hard to optimize under these interaction penalties [7] . However, in case of the Potts V pq , the expansion algorithm gives an answer within a factor of 2 from the optimal [7] , although in practice, the answer is much closer to the optimal [27] .
Both the expansion and the swap algorithms find a local minimum of the energy function in the following sense. For each f , we define a set of "moves" M (f ). We say that f is a local minimum with respect to the set of moves, if
The number of standard moves is O(|P||L|), therefore an optimal standard move is easy to compute.
Swap moves are defined as follows. Given a labeling f and a label pair (α, β), a move from f to f is called an α-
That is an α-β swap reassign labels α, β among pixels that are labeled either α or β in f . M (f ) is then defined as the collection of α-β swaps for all pairs of labels α, β ∈ L.
The expansion moves are defined as follows. Given a labeling f and a label α, a move f is called an α-expansion
That is the set of pixels assigned α can only expand from f to f . M (f ) is then defined as the collection of α-expansions for all labels α ∈ L.
The expansion and swap algorithm finds a local minimum with respect to expansion or swap moves, correspondingly. In either case, the number of moves to search for the best one is exponential in the number of pixels, and exhaustive search is ruled out. In [7] they describe how to compute, for a given a labeling f , the optimal α-expansion and the optimal α-β swap with the minimum cut on a certain graph. The conditions on V pq for the expansion or swap algorithm to work were generalized from those in [7] by [18] .
According to [18] , the swap algorithm may be used whenever
The expansion algorithm may be used whenever
Therefore the requirements for expansion algorithm are more strict than those for the swap algorithm. For example, the energy with truncated linear V pq can be optimized by both expansion and swap algorithms, whereas for truncated quadratic V pq , only the swap algorithm applies. In practice, however, it is possible to apply the expansion algorithm with a "truncation trick" [21] to energies which do not satisfy the necessary inequality above. The resulting labeling is no longer guaranteed to be a local minimum with the respect to expansion moves, but the energy is guaranteed to go down.
Unlike the algorithm in [9] , the expansion and swap algorithms are iterative. We start with an initial labeling f . Then we iterate until convergence over labels α ∈ L for the expansion and over pairs of α, β ∈ L for the swap algorithm. At each iteration, we find the optimal α-expansion (or α-β-swap) from our current labeling, and then replace our current labeling with it.
Graph Cuts for Truncated Convex Priors
In this section, we describe our algorithm for the case when V pq is given by a truncated convex prior. We use the truncated version of Ishikawa's [9] interaction penalty. That is we assume that V pq (f p , f q ) only depends on the label difference f p − f q . We define an interaction penalty to be truncated convex if there exists a symmetric function g(x)
Throughout this section and the rest of the paper, we will assume that the energy in Eq.
(1) has truncated convex interaction penalties defined by Eq. (3). To motivate our multi-label moves, we will prove a theorem below, but first we need some notation and definitions.
Given a subset T ⊂ P, let
In words, E T (f ) is the sum all the terms of the energy function which depend on pixels in T . Let f and f be two labelings. Given a subset of pixels T ⊂ P, we use notation comb(f, f , T ) to denote a labeling
4 is equal to f for pixels not in T and it is equal to f for pixels in T . Definition Given a subset of pixels T ⊂ P and a labeling f , we define a sublabeling f T as f T = {f p |p ∈ T }, that is f T is the labeling f restricted to the set of pixels T . Definition Given a labeling f and a subset T ⊂ P, f T is called a smooth sublabeling, if for every p ∈ T , if its neighbor q is also in T , then there is a sequence of pixels p = r 0 , r 1 , ..., r m = q s.t. r i ∈ T for all i, r i is a neighbor of r i+1 for i = 0, ..., m − 1 and |f ri − f ri+1 | ≤ T . Theorem Letf be a labeling such that for any labeling f and any T ⊂ P s.t. f T is a smooth sublabeling, 4 Word "comb" stands for "combination" 
E(comb(f, f , T )) ≥ E(f ) (i.e.f is a local minimum with respect to smooth sublabelings). Then
The theorem above implies that to get a good approximation to the optimal energy, we should be trying to find moves that are 'smooth', where a move from f to f is smooth if f T is a smooth sublabeling, where T = {p|f p = f p }. This means that we should be developing moves where each pixel can choose from one of several labels, and not just one out of two labels, like with the expansion or swap algorithms. In the next 2 sections we develop such moves.
α-β Range Moves
Recall that the label set is L = {0, 1, ..., k}. Let L αβ = {α, α + 1, ..., β}, where α < β ∈ L. That is L αβ is the subset of labels containing consecutive integers. Given a labeling f , we say that f is an α-β range move from f , if
The α-β range moves can be viewed as a generalization of α-β swap moves. An α-β swap move reassigns labels α, β among pixels that are currently labeled α and β. An α-β range move reassigns the labels in the range {α, α + 1, .., β} among the pixels that currently have labels in the range {α, α + 1, .., β}.
Of course, if we knew how to find the best α-β range move for α = 0 and β = k, we would find the global optima of the energy function, which is impossible since the problem is NP-hard, in general. However, we can find the best α-β range move from f if |α − β| ≤ T .
α-β Range Moves for |α − β| ≤ T
To simplify the description, we will assume that |α − β| = T , but it is trivial to extend the construction in this section to handle the case when |α − β| < T. Suppose that we are given a labeling f and we wish to find the optimal α-β range move, where |α − β| = T . The graph construction is similar to that in Section 2.2. Let T = {p|α ≤ f p ≤ β}. Notice that the truncated convex terms V pq become convex when p, q ∈ T , since for any
We identify label set L αβ with label set {0, 1, ..., T } and we employ the construction in Section 2.2 but only on the pixels in the subset T and with a slight twist. First we need more notation. Given a T ∈ P, let
In words, E
open T (f ) is the sum of all the terms of the energy function which depend only on pixels in
is exactly the set of all α-β range moves from labeling f . If we directly use the construction in Section 2.2 on pixels in T and labels in L αβ then we will find the f ∈
is as small as possible. However, we actually want to find f ∈ M αβ (f ) that makes E T (f ) is as small as possible. This is since for f ∈ M αβ (f ),
Essentially, the problem is that the construction in Section 2.2 does not consider the effect of terms V pq on the boundary of T , that is those V pq for which we have |{p, q} ∩ T | = 1. This boundary problem is easy to fix. For each pixel p ∈ T , if there is a neighboring pixel q ∈ T , we add to the weight of edge e p i an additional cost which equals to V pq (i, f q ), for all i = 0, 1, ..., k. Recall that we identified the label set {α, α + 1, ...β} with the label set {0, 1, ..., T }. Therefore V pq (i, f q ) = V pq (i + α, f q ). This additional weight to edges e p i makes sure that the terms V pq on the boundary of T are accounted for. Now this fixed construction will find the f ∈ M αβ (f ) which optimizes
Just as with α-β swaps, the algorithm starts at some labeling f . Then it iterates over a set of label ranges {α, .., β} with |α − β| = T , finding the best α-β range move f and switching the current labeling to f .
α-β Generalized Range Moves
We can slightly generalize the construction in the previous section as follows. As previously, let |α − β| = T (the case of |α − β| < T is basically identical) and, as before,
that is L αβt extends the range of L αβ by t in each direction, making sure that the resulting range is still a valid range of labels in L. Let
That is M αβt (f ) is a set of moves that change pixels labels from L αβ to labels in L αβt . Notice that
. We actually will not be able to find the optimal move in
, where f * is the optimal move in M αβ (f ). Thus labelingf is not worse than the optimal move in M αβ (f ), and if we are lucky, E(f ) could be significantly better than the optimal move in M αβ (f ). We use basically the same construction as in Section 3.2. We construct a graph for pixels in T = {p|α ≤ f p ≤ β}. However, the label range is now L αβt , and as before, we identify it with label set {0, 1, ..., |L αβt | − 1}. Otherwise, the graph construction is identical to that in Section 3.2.
Let C be any finite cost cut in our graph. Notice that a cut of finite cost assigns labels (as described in Section 2.2) only to pixels in T . Let f C be the labeling corresponding to the cut C, which we define as follows: f C p = f p for p ∈ T , and for p ∈ T , f C p is equal to the label assigned to pixel p by the cut C. Let w(C) be the cost of cut C. By graph construction,
¬T . Note also that for any labeling f , E T (f ) ≤ E ¬T T (f ), since the only difference between E and E ¬T is that the V pq terms are not truncated in E ¬T for p, q ∈ T . Also note that for
do not need to be truncated on the set T .
LetĈ be the minimum cost cut, and letf be its corresponding labeling, defined as above. Let f be a labeling in M αβ (f ), and let C be the cut which corresponds to it in the graph. Notice that this cut has finite cost. We have that E
, and therefore we get the desired result:
where f * is the optimal move in M αβ (f ). In practice we found that it is enough to set t to a small constant. This is because the larger is the value of t, the more the graph construction overestimates the interaction penalty V pq (f p , f q ), and it is too costly to assign labels f p and f q under such overestimated cost. Using small t saves computational time, especially for the truncated quadratic model, since the size of the graph is quadratic in the number of labels in the truncated quadratic case.
Experimental Results
For all the experiments presented in this section, we use the α-β generalized range moves presented in Section 3.3, with t = 3 for all the experiments. For our implementation, we used the max-flow algorithm in [5] . We evaluate the performance of our algorithm on the problems of image restoration, image inpainting, and stereo correspondence.
Image Restoration
In image restoration, we want to reconstruct the original image from the given noisy one. In this case, P is the set of all image pixels, L is the set of all gray levels, that is
2 , where I p is the intensity of pixel p in the given noisy image. We used truncated quadratic
2 , 50}. Fig. 1(a) shows an artificial image we constructed, which consists of circle and square in front of the background, and the intensities inside the circle, square and background vary smoothly. Fig. 1(b) shows image in (a) corrupted by zero mean Gaussian noise with variance 16. Figs. (c) and (d) show the result of the expansion and our algorithm, respectively. We omit the results of the swap algorithm because they are visually similar to the results of the expansion algorithm. The energies of the ground truth, expansion algorithm and our algorithm are listed in the figure. Notice that our algorithm not only produces an answer with a significantly lower energy, but also gives the answer which looks smoother 5 . The expansion algorithm tends to assign the same label to a subset of pixels that is too large, and the resulting answer looks piecewise-constant as opposed to piecewise smooth. This is because expansion moves seeks to change a large subset of pixels to the same label, as opposed to our algorithm which can change a subset of pixels to a smooth range of labels. In addition to producing a labeling which is more piecewise smooth, our answer is much closer to the ground truth. This is due not only to the fact that our energy is lower, but also to the fact that truncated quadratic energy is appropriate for piecewise smooth restoration. The absolute average error (compared to the ground truth in (a)) for our answer is 0.82, for the swap algorithm the error is 1.35, and for the expansion algorithm the error is 1.38. Our algorithm does take twice longer to run than the expansion algorithm on this example. Expansion algorithm takes about 40 seconds, and our algorithm takes about 80 seconds.
Image Inpainting
Image inpainting problem is similar to image restoration, except that some pixels have been "occluded" and 5 Depending on the printer resolution, the ground truth and our answer in the hard copy version of the paper may actually appear not piecewise smooth but piecewise constant. Zooming in on the electronic version, one will see images that do look piecewise smooth for our answer and the ground truth, and piecewise constant for the expansion algorithm. therefore they have no preference for any label, that is for an occluded pixel p, D p (l) = 0 for all l ∈ L. We took an example from [27] , available from D. Scharstein's web site 6 . We used the same energy as in [27] , namely
The expansion algorithm gives a labeling with energy 16,091,118, the labeling from swap algorithm has energy 16,388,270, and our energy is 15,332,536, which is significantly lower. Note that the energies that swap and expansion algorithms give in our implementation are slightly different from those published in [27] , probably because the iteration over labels is performed in random order, and different runs of the swap and expansion algorithms will give slightly different results. TRW-S algorithm does give better results than we get, from [27] we get that the energy of the labeling produced by TRW-S is 15,100,492. Graph cuts, however, perform better than TRW-S when longer range interactions are present [15] .
Stereo Correspondence
In this section, we present our results on stereo correspondence for the Middlebury database stereo images 7 . This database was constructed by D. Scharstein and R. Szeliski, and these images are the top benchmark in evaluating the performance of stereo algorithms [24, 25] .
For stereo correspondence, P is the set of all pixels in the left image, L is the set of all possible stereo disparities. We take the disparity labels at sub-pixel precision, in quarter of a pixel steps. That is if |f p − f q | = 1, then the disparities of pixels p and q differ by 0.25 pixels.
Let d l stand for the actual disparity corresponding to the integer label l, for example label 2 corresponds to disparity 0.75. The data costs are
, where x stands for rounding down, x stands for rounding up, and p − x stands for the pixel that has the coordinates of pixel p shifted to the left by x. We use the truncated quadratic V pq (f p , f q ) = 10 · min{(f p − f q ) 2 , 16}. Using spatially varying weights w pq improves results of stereo correspondence, since it helps to align disparity discontinuities with the intensity discontinuities. We set all w pq = 10, since the main purpose of our paper is to evaluate our α-β range moves, and not to come up with the best stereo algorithm. Fig. 3 compares the energies obtained with our method to those obtained with the swap and expansion algorithms. The accuracy of the labelings is summarized in Fig. 4 . Each number in Fig. 4 gives the percentage of pixels away from ground truth by more than 0.5 pixels. Tsukuba, Venus, Teddy, Cones are the name of the four scenes in the Middlebury stereo database. Notice that our algorithm performs better not only in terms of energy, but also in terms of ground truth. The accuracy improvement is slight, but consistent across all the images in the database. At threshold 0.5, all algorithms are ranked 7th out of 33 other algorithms at the submission time. Fig. 2 shows a zoom in on the detail in the Cones sequence. Notice that our algorithm gives results that look smoother over the surface of the cone than the expansion algorithm. Figure 4 . Accuracy on the Middlebury database.
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