Abstract. We construct a collection of matrices defined by quadratic residue symbols, termed "quadratic residue matrices", associated to the splitting behavior of prime ideals in a composite of quadratic extensions of Q, and prove a simple criterion characterizing such matrices. We also study the analogous classes of matrices constructed from the cubic and quartic residue symbols for a set of prime ideals of Q( √ −3) and Q(i), respectively.
Introduction
Let n > 1 be an integer and p 1 , p 2 , . . . , p n be a set of distinct odd primes.
The possible splitting behavior of the p i in the composite of the quadratic extensions Q( p * j ), where p * = (−1) (p−1)/2 p (a minimally tamely ramified multiquadratic extension, cf. [K-S] ), is determined by the quadratic residue symbols pi pj . Quadratic reciprocity imposes a relation on the splitting of p i in Q( p * j ) and p j in Q( p * i ) and this leads to the definition of a "quadratic residue matrix". The main purpose of this article is to give a simple criterion that characterizes such matrices. These matrices seem to be natural elementary objects for study, but to the authors' knowledge have not previously appeared in the literature.
We then consider higher-degree variants of this question arising from cubic and quartic residue symbols for primes of Q( √ −3) and Q(i), respectively.
Quadratic Residue Matrices
We begin with two elementary definitions.
Definition. A "sign matrix" is an n × n matrix whose diagonal entries are all 0 and whose off-diagonal entries are all ±1.
Among the sign matrices are those arising from Legendre symbols for a collection of odd primes:
Definition. The "quadratic residue" (or "QR") matrix associated to the odd primes p 1 , p 2 , . . . , p n is the n × n matrix whose (i, j)-entry is the quadratic residue symbol pi pj . For example, for the primes p 1 = 3, p 2 = 7, and p 3 = 13, the associated quadratic residue matrix is Observe that the property of whether a matrix is a sign matrix or a quadratic residue matrix is invariant under conjugation by a permutation matrix, since the diagonal entries and underlying primes will each be permuted. If p 1 , . . . , p n are odd primes and we order them so that the first s, 1 ≤ s ≤ n, are primes congruent to 3 modulo 4 and the remaining n − s are congruent to 1 modulo 4, then by quadratic reciprocity the associated quadratic residue matrix M has the form
where A is an s × s skew-symmetric sign matrix, S is an (n − s) × (n − s) symmetric sign matrix and B is an s × (n − s) matrix all of whose entries are ±1, and B t denotes the transpose of B.
The following result proves the converse of this holds and also provides a simple criterion to determine when a given sign matrix arises as a quadratic residue matrix for some set of primes.
Theorem 1. If M is an n × n sign matrix, then the following are equivalent: (a) There exists an integer s with 1 ≤ s ≤ n such that the matrix M can be conjugated by a permutation matrix into a block matrix of the form
where A is an s × s skew-symmetric sign matrix, S is an (n − s) × (n − s) symmetric sign matrix and B is an s × (n − s) matrix all of whose entries are ±1. Here B t denotes the transpose of B.
(b) The matrix M is the quadratic residue matrix associated to a set of odd primes p 1 , p 2 , . . . , p n .
(c) There exists an integer s with 1 ≤ s ≤ n such that the diagonal entries of M 2 consist of s occurrences of n + 1 − 2s and n − s occurrences of n − 1.
Proof: (a) implies (b): Suppose that M = (m i,j ) is a block matrix as in (a). We inductively construct primes p 1 , . . . , p n for which M is the quadratic residue matrix: for the base case, let p 1 be any prime congruent to 3 modulo 4. For the inductive step, suppose that p 1 , ... , p k are primes such that
By the Chinese Remainder Theorem and Dirichlet's Theorem on primes in arithmetic progression we may choose a prime p k+1 satisfying the congruences p k+1 ≡ u j (mod p j ), along with either the congruence
for all 1 ≤ j ≤ k, and quadratic reciprocity along with the form of M ensures that also
for all 1 ≤ i ≤ k is satisfied. Thus, M is the quadratic residue matrix associated to p 1 , . . . , p n , as claimed.
(b) implies (c): Suppose that M is the quadratic residue matrix associated to the primes p 1 , p 2 , . . . , p n , and let s be the number of these primes congruent to 3 modulo 4. By rearranging the primes, assume that p 1 , . . . p s are congruent to 3 modulo 4 and that the remaining primes are congruent to 1 modulo 4.
since by quadratic reciprocity the first s terms are −1 (except for the ith, which is 0), and the other n − s terms are +1.
since by quadratic reciprocity all terms are +1 (again, except for the ith, which is 0), proving (c).
(c) implies (a): Suppose that M = (m i,j ) is a sign matrix and the diagonal elements of M 2 consist of s occurrences of n + 1 − 2s and n − s occurrences of n − 1. By conjugating M by an appropriate permutation matrix, we may place the s occurrences of n + 1 − 2s in the first s rows of M 2 . For s < i ≤ n, we have
but since there are only n − 1 nonzero terms in the sum, we see that m i,j = m j,i for all 1 ≤ j ≤ n and
since m i,j m j,i = +1 whenever j > s, where we have also accounted for the fact that m i,i = 0 in the count above. But now, since there are at most s terms in the count, and (M 2 ) i,i = n + 1 − 2s, we see that m i,j = −m j,i for 1 ≤ j ≤ s. Putting all of this together, we conclude that the matrix M has the block form in (a), completing the proof.
Example. The diagonal entries of the square of the QR matrix associated to the primes 3, 7, and 13 given previously are 0, 0, and 2, satisfying condition ( Remark: It follows from (c) of Theorem 1 that M is a QR matrix if and only if its transpose, M t , is a QR matrix (and similarly for −M and −M t ), which is not immediately apparent from the definition.
Remark: It also follows from Theorem 1 that we do not get a larger class of matrices than QR matrices by taking the elements of an n×n matrix to be the Jacobi symbol
Pi
Pj for a collection P 1 , . . . , P n of odd, positive, pairwise relatively prime, integers (not necessarily prime): ordering the P i so the first s are congruent to 3 modulo 4 and the remaining congruent to 1 mod 4 and using quadratic reciprocity for the Jacobi symbol shows the matrix is in the form in (a) in the Theorem.
Counts for Quadratic Residue Matrices
Computing the number and permutation equivalence classes of n × n QR matrices by checking the criterion in (c) of Theorem 1 on all of the n × n sign matrices rapidly becomes impractical (e.g., for n > 5) since the number of such sign matrices is 2 n(n−1) and there are n! permutation matrices.
One can extend the computations slightly further (e.g., for n = 6, 7) by using the characterization in (b) of Theorem 1 and first computing the equivalence classes of symmetric and of skew-symmetric m × m sign matrices for m ≤ n. This also rapidly becomes impractical as there are 2 m(m−1)/2 symmetric m × m sign matrices and the same number of skew-symmetric m × m sign matrices. The situation is further complicated by the fact that the "reduced" form M = A B B t S in the Theorem is not unique even after fixing the permutation equivalence classes of A and S. This is already apparent when n = 3: there are 4 permutation equivalence classes of 3 × 3 symmetric matrices (already in "reduced" form); such matrices are also in "reduced" form with A = 0 (the 1 × 1 skew-symmetric matrix) and S one of the two permutation inequivalent 2 × 2 symmetric matrices, and there are 8 matrices of this type (since there are 4 possible choices for the 1 × 2 matrix B)-in fact the 4 permutation equivalence classes of these 8 matrices have sizes 1,1,3,3.
It is an interesting problem to determine whether there is a unique reduced form for QR matrices that would more readily allow the computation of the number of their permutation equivalence classes.
In addition to their use in the computation of QR matrices, the computation of the permutation equivalence classes of symmetric and of skew-symmetric n × n sign matrices is a problem of independent interest.
The results of our numerical computations for the number of classes for sign matrices are the following: n no. of symmetric classes no. of skew-symmetric classes number of matrices (= 2 n(n−1)/2 ) There is also a graph-theoretic formulation of this counting question: the number of n × n QR matrices is equal to the number of partially-directed graphs on n labeled vertices, such that (i) each vertex is colored red or blue, (ii) between any two red points there is a single directed edge, and (iii) between any red and blue or two blue points there is a single undirected edge labelled with either "+1" or "−1".
The bijection between such graphs and QR matrices is as follows: red points signify primes congruent to 3 modulo 4, and blue points signify primes congruent to 1 modulo 4, while an edge directed from p i to p j indicates that pi pj = +1 and pj pi = −1, and the label on an undirected edge joining p i and p j signifies the common value of pi pj and pj pi . The sequence of numbers of permutation equivalence classes of symmetric sign matrices is sequence A000088 in Sloane's database [S] , defined there as the number of graphs on n unlabeled nodes (which is also the number of equivalence classes of sign patterns of totally nonzero symmetric n × n matrices), while the sequence of numbers of sign patterns of skew-symmetric sign matrices is sequence A000568, defined there as the number of outcomes of unlabeled n-team round-robin tournaments. These interpretations follow immediately from the graph-theoretic version of the QR-matrix problem given above. Explicitly, if the quadratic residue matrix is symmetric, all edges are labeled with +1 or −1; the bijection with graphs on unlabeled nodes is given by deleting each edge labeled −1 and retaining each edge labeled +1. If the quadratic residue matrix is skew-symmetric then all edges are directed; the bijection with round-robin tournaments is given by viewing each directed edge as pointing from the loser of each match to the winner.
The sequence of numbers of permutation equivalence classes of QR matrices and the sequence of numbers of QR matrices do not seem to have been previously discovered.
Remark: As mentioned in the Introduction, the authors were originally led to consideration of n × n QR matrices by a consideration of the possible decomposition types for the ramified primes in minimally tamely ramified multiquadratic extensions of Q with Galois group (Z/2Z)
n . There is a bijection between the possible decomposition types of the ramified primes in such extensions and the QR matrices, and a bijection between the various possible decomposition configuration "types" and the permutation equivalence classes of QR matrices (cf. [D-K] ).
The computations here show, in particular, that there are 10 distinct types of splitting of the three odd prime ideals (p), (q), (r) in the extension K = Q( √ p * , √ q * , √ r * )-for example where one of the prime ideals splits into precisely 4 prime ideals in K and the other two prime ideals each splits into precisely 2 prime ideals in K. Using the determination of the QR matrices, i.e., of the possible configuration types, one can then compute a frequency with which each configuration occurs. When n = 3, the 10 configuration types occur with frequencies {1/32, 1/16, 1/16, 3/32, 3/32, 3/32, 3/32, 3/32, 3/16, 3/16}. For example, fields
where (p), (q), (r) each split into 4 prime ideals in K occur 1/32 of the time.
The counts of these decomposition types by direct computation (prior to our introduction of QR matrices) did not immediately suggest any apparent frequencies of occurrence. For example, computing all 306386 examples with pqr < 2457615 (so that each prime is less than the 15000th prime) led to frequencies In fact, motivated by this example and as shown in [DGK] , this discrepancy with the correct frequencies is not accidental, but rather due to a phenomenon of large biases from small primes (similar to the "prime races" results comparing counts, for example, of primes congruent to 1 and to 3 mod 4). An important consequence of this result, reflecting the numerical computations just mentioned, is that these biases are so strong that accurate computations of frequencies in problems of this type can be proved to be impossible-the computations required lie well beyond the limits of practicality.
Cubic and Quartic Residue Matrices
It is natural to consider generalizations of quadratic residue matrices to matrices constructed from mth power residue symbols, in which case the base field should contain the mth roots of unity.
Definition.
A "cyclotomic sign matrix of mth roots of unity" is an n × n matrix whose diagonal entries are all 0 and whose off-diagonal entries are all mth roots of unity.
We consider here the cases m = 3 and m = 4 of cubic and quartic residues, and refer to the corresponding cyclotomic sign matrices simply as "cubic sign matrices" or "quartic sign matrices", as appropriate. For larger values of m, the situation becomes more complicated, both because mth power reciprocity becomes more complicated, and because prime ideals of the base field Q(ζ m ) of mth roots of unity need no longer be principal.
The case m = 3: Cubic Residue Matrices. In the case m = 3 of cubic residues, the most natural situation concerns the base field Q( √ −3). The question that originally motivated our consideration of QR matrices, the splitting of prime ideals in quadratic extensions of Q, in this context becomes a question of the splitting of prime ideals p 1 , . . . , p n not dividing 3 of K = Q( √ −3) in composites of cyclic cubic extensions of K. If p is a prime ideal of K not dividing 3, then p is principal, and there is a unique generator π for p which satisfies π ≡ 1 mod 3 in K (a "3-primary" generator). The minimally ramified cyclic cubic extensions of K are then the Kummer extensions K( 3 √ π), the unique cubic subfield of the ray class field of conductor (p)-the fact that π is 3-primary ensures the extension is unramified at 3. From this perspective, the matrices to consider are given by the following.
Definition. The "cubic residue matrix" associated to the distinct prime ideals p 1 , . . . , p n of Q( √ −3) not dividing 3 is the n × n matrix M whose (i, j)-entry is the cubic residue symbol πi πj 3 where π k is the unique 3-primary generator for p k for 1 ≤ k ≤ n.
The cubic residue symbol πi πj 3 used in this Definition is the unique 3rd root of unity with
where N π j denotes the norm from Q( √ −3) to Q of π j . Recall also that the cubic residue symbol πi πj 3 gives the action of the Frobenius automorphism σ j for the prime ideal p j = (π j ) in the cyclic cubic extension
for basic properties of mth power residue symbols).
For the cubic residue matrices the analogue of Theorem 1 is simpler and given by the following theorem.
Theorem 2. If M is an n × n cubic sign matrix (a matrix with 0's along the diagonal and third roots of unity off the diagonal), then the following are equivalent: (a) The matrix M is symmetric.
(b) The matrix M is the cubic residue matrix associated to distinct prime ideals p 1 , . . . , p n not dividing 3 in Q( √ −3).
Proof:
If π i is a 3-primary generator for the prime ideal p i , i = 1, . . . , n, then by cubic reciprocity we have
(cf. , e.g., Exercise 2.14 in [C-F], or [I-R], p. 114), showing the cubic residue matrix M associated to p 1 , . . . , p n is symmetric. Conversely, to see that every symmetric matrix M whose diagonal entries are 0 and whose off-diagonal entries are third roots of unity arises as such a matrix, we inductively construct prime ideals p 1 , . . . , p n for which M is the associated cubic residue matrix. Let p 1 be any prime ideal not dividing 3. For l ≥ 2, suppose p 1 , p 2 , . . . , p l−1 are prime ideals of K = Q( √ −3) whose cubic residue symbols give rise to the first (l − 1) × (l − 1) upper left entries of M . As previously noted, specifying the third root of unity ζ = πi p l 3 is equivalent to specifying an element σ in the Galois group of K(
. . , l − 1 are linearly disjoint, it follows by Chebotarev's density theorem (applied to the composite of these extensions) that there is a prime ideal p l whose cubic residue symbols agree with the first l elements in the lth column of M . Then the symmetry of M and cubic reciprocity show that the first l × l upper left entries of M are πi πj 3 for the 3-primary generators of the prime ideals
While the number of such cubic residue matrices is then 3 n(n−1)/2 , the number of permutation equivalence classes remains an interesting question.
The case m = 4: Quartic Residue Matrices.
In the case m = 4 of quartic residues, the most natural situation concerns the base field K = Q(i). In this case each prime ideal p not dividing 2 has a unique generator π ≡ 1 mod 2(1 + i) (a "2-primary" generator). An element a + bi is 2-primary if either a ≡ 1 and b ≡ 0 modulo 4 or a ≡ 3 and b ≡ 2 modulo 4 (i.e., a + bi is either 1 or 3 + 2i modulo (4) in Q(i)).
The minimally tamely ramified cyclic quartic extensions of K are the Kummer extensions K( 4 √ π), the unique cyclic quartic subfield of the ray class field of conductor (p)-similar to the cubic case, the fact that π is 2-primary ensures the extension is unramified at 2. The corresponding matrices to consider in this case are the following.
Definition. The "quartic residue matrix" associated to the distinct prime ideals p 1 , . . . , p n of Q(i) not dividing 2 is the n × n matrix M whose (j, k)-entry is the quartic residue symbol
where π l is the unique 2-primary generator for p l for 1 ≤ l ≤ n.
The quartic residue symbol πj π k 4 used in this Definition is the unique 4th root of unity with
where N π k denotes the norm from Q(i) to Q of π k . As with cubic residue symbols, the quartic residue symbol
gives the action of the Frobenius automorphism σ k for the prime ideal
Quartic reciprocity (see, for example, [I-R], p. 123) can be written in the form
, where the bar denotes complex conjugation. We also note one of the supplementary laws of quartic reciprocity that follows easily from (2), namely
= (−1) (a−1)/2 if a + bi is the 2-primary generator for the prime ideal p not dividing 2. One consequence of this is that the 2-primary generator for the odd prime ideal p of K = Q(i) is 1 modulo (4) if and only if p splits in the field K(
of 8th roots of unity (and the 2-primary generator is 3 + 2i modulo (4) if and only if p is inert in Q(i, √ 2) ).
The characterization of quartic residue matrices in the following theorem is similar to that of the quadratic residue matrices in Theorem 1, with the product of M and and its complex conjugate M taking the place of M 2 .
Theorem 3. If M is an n × n quartic sign matrix (a matrix with 0's along the diagonal and fourth roots of unity off the diagonal), then the following are equivalent: (a) There exists an integer s with 1 ≤ s ≤ n such that the matrix M can be conjugated by a permutation matrix into a block matrix of the form
where A is an s × s skew-symmetric quartic sign matrix, S is an (n − s) × (n − s) symmetric quartic sign matrix and B is an s × (n − s) matrix all of whose entries are ±1 or ±i. (b) The matrix M is the quartic residue matrix associated to a set of distinct prime ideals p 1 , p 2 , . . . , p n not dividing 2 in Q(i). (c) If M = (m j,k ), then m j,k = ±m k,j for all j, k with 1 ≤ j, k ≤ n, and there exists an integer s with 1 ≤ s ≤ n such that the diagonal entries of M M consist of s occurrences of n + 1 − 2s and n − s occurrences of n − 1.
Proof: (a) implies (b): Suppose M = {m j,k } is a block matrix as in (a). We inductively construct prime ideals p 1 , . . . , p n for which M is the quartic residue matrix. For the base case, let p 1 be any prime ideal of Q(i) that is inert in the extension Q(i, √ 2), so as previously noted, has 2-primary generator congruent to 3 + 2i modulo (4).
For the inductive step, suppose that p 1 , . . . , p l−1 are distinct prime ideals not dividing 2 with 2-primary generators π 1 , . . . , π l−1 satisfying Remark: If we abandon the connection to splitting of prime ideals, the restriction to primary elements π in the construction of mth power residue matrices above can be removed: Take a collection π 1 , π 2 , . . . , π n of prime elements in the cyclotomic field Q(ζ m ) of mth roots of unity that are pairwise relatively prime and prime to m and consider the n × n matrix whose (i, j) entry is the mth power residue symbol πi πj m , the unique mth root of unity congruent to π (N πj −1)/m i modulo the prime ideal (π j ). Even for m = 2, 3, 4 this gives a larger class of residue matrices than considered above: for example, when m = 3, these matrices need not be symmetric; when m = 2 these matrices are given using the Legendre symbols Similarly, for m = 2, using the Kronecker symbol defines a larger class (for example, the matrix associated to −3, −5, 7 in this case is   0 1 1 −1 0 1 1 −1 0   and is again not a QR matrix-in fact every 3 × 3 sign matrix arises using the Kronecker symbol). These other classes of matrices seem less tractable to characterization.
