We study the local convergence of a predictor-corrector algorithm for semide nite programming problems based on the Monteiro-Zhang uni ed direction whose polynomial convergence was recently established by Monteiro. We prove that the su cient condition for superlinear convergence of Potra and Sheng applies to this algorithm and is independent of the scaling matrices. Under strict complementarity and nondegeneracy assumptions superlinear convergence with Q-order 1.5 is proved if the scaling matrices in the corrector step have bounded condition number. A version of the predictor-corrector algorithm enjoys quadratic convergence if the scaling matrices in both predictor and corrector steps have bounded condition numbers. The latter results apply in particular to algorithms using the AHO direction since there the scaling matrix is the identity matrix.
Introduction
The study of superlinear convergence of interior{point methods for linear programming (LP) was initiated in the early 90s in an e ort to explain the fact that interior point methods tend to perform signi cantly better in practice than indicated by the polynomial complexity bounds. This discrepancy is due to the limitation of the worst case analysis used in deriving polynomial complexity bounds and re ects the inherent con ict between the requirements of global convergence and fast local convergence. Superlinear convergence is especially important for semide nite programming (SDP) since no nite termination schemes exist for such problems. As predicted by theory and con rmed by numerical experiments the condition number of the linear systems de ning the search directions increases as 1= , where is the normalized duality gap, so that the respective systems become very ill conditioned as we approach the solution. Therefore an interior point method that is not superlinearly convergent is unlikely to obtain high accuracy in practice in spite of its theoretical \polyno-mial complexity". On the other hand a superlinearly convergent interior point method will achieve good accuracy (e.g. 10 ?10 or better) in substantially fewer iterations than indicated by its worse case global linear convergence rate that is related to polynomial complexity.
The local convergence analysis for interior point algorithms for SDP is much more challenging than those for LP as shown by a relatively smaller number of papers addressing this subject. The rst two papers investigating superlinear convergence of interior point algorithms were written independently by Kojima, Shida and Shindoh 4] and by Potra and Sheng 13] . The algorithm investigated in these papers is an extension of Mizuno-ToddYe predictor-corrector algorithm for LP and uses the KSH/HRVW/M search direction (see the next section for a de nition of this search direction). Kojima, Shida and Shindoh 4] established the superlinear convergence under the following three assumptions: (A) SDP has a strictly complementary solution; (B) SDP is nondegenerate in the sense that the Jacobian matrix of its KKT system is nonsingular; (C) the iterates converge tangentially to the central path in the sense that the size of the neighborhood containing the iterates must approach zero, namely, lim k!1 k(X k ) 1=2 S k (X k ) 1=2 ? (X k S k =n)Ik F =(X k S k =n) = 0:
Here k:k F denotes the Frobenius norm of a matrix and \ " denotes the corresponding scalar product (see the next section for precise de nitions). In 13] we have not used assumptions (B) and (C). Instead we proposed a su cient condition for superlinear convergence that is implied by the above assumptions. In 14] we improved this result and obtained superlinear convergence under assumption (A) and the following condition:
X k S k = 0; which is clearly weaker than (C). Of course both (C) and (D) can be enforced by the algorithm, but the practical e ciency of such an approach is questionable. However, from a theoretical point of view it is proved in 14] that the modi ed algorithm in 4] that uses several corrector steps in order to enforce (C) has polynomial complexity and is superlinearly convergent under assumption (A) only. It is well known that assumption (A) is necessary for superlinear convergence of standard interior point methods even in the QP case (see 10]).
Kojima, Shida and Shindoh 4] also gave an example suggesting that interior point algorithms for SDP based on the KSH/HRVW/M search direction are unlikely to be superlinearly convergent without imposing a condition like (C). In 5] the same authors showed that a predictor-corrector algorithm using the AHO direction is quadratically convergent under assumptions (A) and (B) (see the next section for a de nition of the AHO search direction). They also proved that the algorithm is globally convergent but no polynomial complexity bounds have been found for this algorithm. It is shown that condition (C) is automatically satis ed by the iteration sequence generated by the algorithm. It appears that the use of the AHO direction in the corrector step has a strong e ect on centering. We exploited this property in 15] where we showed that a direct extension of Mizuno-Todd-Ye algorithm, based on the KSH/HRVW/M direction in the predictor step and the AHO direction in the corrector step, has polynomial complexity and is superlinearly convergent with Q-order 1:5 under assumptions (A) and (B).
An interesting superlinearly convergent predictor-corrector algorithm based on the NT search direction was proposed by Luo, Sturm and Zhang 7] . The algorithm depends on a parameter > 0. It produces points (X k ; y k ; S k ) 2 N F ( k ), where the neighborhoodN F ( ) is de ned in (2.7), k = 1=4 if k := X k S k =n =4 and k = k = if k < =4. The algorithm starts from a feasible point (X 0 ; y 0 ; S 0 ) 2 N F (1=4) and for any given~ =4 nds a feasible point (X k ; y k ; S k ) with k ~ in at most O( p n ln( 0 =~ ) iterations. However this bound on the number of iterations is not proved to hold for 0 <~ < =4, hence the algorithm is not polynomial in the usual sense. The algorithm is superlinearly convergent under assumption (A). It turns out that (C) is enforced by the algorithm since it is proved in 7] that for su ciently large k
It is also proved that if one uses one predictor and r correctors per iteration, then k converges to zero with Q-order 2=(1 + 2 ?2r ).
In this paper we investigate the local behavior of the predictor-corrector algorithm considered by Monteiro 9] for SDP using the MZ-family of search directions. We show that the su cient condition of Potra and Sheng 13] for superlinear convergence applies for this algorithm. The su cient condition is independent of scaling matrices. In particular we show that the algorithm is superlinearly convergent if (A) and (D) are satis ed. More speci cally, we show that under the assumptions (A) and (B), superlinear convergence with Q-order 1.5 is obtained if the scaling matrices in the corrector step have bounded condition number. Finally, we propose a new version of the predictor-corrector algorithm which enjoys quadratic convergence if the scaling matrices in both predictor and corrector steps have bounded condition numbers and (A) and (B) are satis ed.
The following notation and terminology are used throughout the paper: and its associated dual problem:
where C 2 S n n ; A i 2 S n n ; i = 1; : : : ; m; b = (b 1 ; : : : ; b m ) T 2 IR m are given data, and X 2 S n + , (y; S) 2 IR m S n + are the primal and dual variables, respectively. By G H we denote the trace of (G T H). Also, for simplicity we assume that A i ; i = 1; : : : ; m, are linearly independent.
Throughout this paper we assume that both (2.1) and (2.2) have nite solutions and their optimal values are equal. Under this assumption, X and (y ; S ) are solutions of (2.1) and (2. 16 ] proved the polynomiality of a Mizuno-Todd-Ye type predictor-corrector algorithm for SDP by imposing the scaling matrices to be chosen from the class fP : P 2 IR n n is nonsingular and PXSP ?1 2 S n g: Moreover, its superlinear convergence was proved under an addtional simple condition. The primal-dual algorithms considered by Monteiro 9] are based on the centrality measure
; (2.6) where (X; S) 2 S n + S n + , = (X S)=n = ( Monteiro's generalized predictor-corrector algorithm for semide nite programming based on the MZ family of directions consists of a predictor step and a corrector step at each iteration.
Starting from a strictly feasible pair (X 0 ; y 0 ; S 0 ) in N( ), it generates a sequence of iterates f(X k ; y k ; S k )g in N( ). An iteration of Monteiro's generalized predictor-corrector algorithm can be described as follows.
Predictor-Corrector Algorithm Given (X k ; y k ; S k ) 2 N( ), choose nonsingular n n matrices P k and P k .
Predictor
Step. Solve the system (2.5) with (X; y; S) = (X k ; y k ; S k ), = 0 and P = P k . Denote the solution (U; w; V ) 2 S n IR m S n , and set
Technical results
In analyzing the local behavior of the predictor-corrector algorithm of Monteiro, we need the following technical result proved in 8, Lemma 2.6] and 9, Lemma 2.1(b)].
Lemma 3.1 Suppose that M 2 IR p p is a nonsingular matrix and E 2 IR p p has at least one real eigenvalue. Then,
The following lemma is part of Lemma 3. 
It is interesting to note that the inequalities in the above lemma are independent of the scaling matrix P. In the next lemma we establish a lower bound for the stepsize k , which together with Lemma 3.3 enables us to analyze the asymptotic behavior of the predictorcorrector algorithm.
Lemma 3.4 Let (X k ; S k ), (U; V ), and k be generated by the predictor-corrector algorithm. 
O (1) O (1) 
O (1) O (1) O(1= p k+1 ) ;
Superlinear convergence under strict complementarity and nondegeneracy
Throughout this section, we will assume that Assumption 1 (strict complementarity) holds. Let (X ; y ; S ) be a strictly complementary solution of (2.1) and (2.2). We will also assume the following nondegeneracy condition introduced by Kojima, Shida and Shindoh 4, 5]. (5.5) which ends the proof by invoking Theorem 4.7.
The above result says that the superlinear convergence of the predictor-corrector algorithm is independent of the choice of the scaling matrix P k in the predictor step of the algorithm, while the scaling matrices used in the corrector step need to be \well-conditioned" for superlinear convergence. Clearly, the family of scaling matrices admissible in the corrector step for superlinear convergence includes the identity matrix de ning the AHO as a special case. By imposing the same assumption on the scaling matrices used in the predictor step and a new strategy for the step size, we can improve the order of convergence stated in Theorem 5.4.
In order to achieve quadratic convergence we need to slightly modify the choice of the step size. Instead of k given by (2.9), we will use: The predictor-corrector algorithm with this new strategy will be called the modi ed predictorcorrector algorithm. It is easily seen that the modi ed predictor-corrector algorithm still has polynomial complexity. In what follows we will show that it is also quadratically convergent. 
Remarks
In this paper we only consider the feasible version of the predictor-corrector method to keep the presentation simple. However, the analysis used here can be easily extended to the infeasible predictor-corrector algorithms based on the uni ed direction proposed by Monteiro and Zhang. Under the strict complementarity and nondegeneracy assumptions we have established the superlinear convergence with Q-order 1.5 of the \pure" predictor-corrector algorithm if the scaling matrices for the corrector step satisfy cond F (P k ) = O(1). Whether superlinear convergence can be obtained under a weaker condition is an interesting topic for future research. Finally, we mention that quadratic convergence is established for the predictor-corrector algorithm with a slight modi cation of the step size selection. It would be interesting to nd out whether quadratic convergence can be proved for the \original" predictor-corrector algorithm.
