Abstract
Introduction
With the positive experience of cluster-based industrialization in places such as Silicon Valley in the San Francisco Bay Area in Northern California, or the many other integrated economies around the world, researchers have sought to measure the marginal effect of such economic structures on growth. Do economies grow substantially better -both in volume and speed -if they seek policy and spatial coordination of the relevant factors of production 2 ? Crozet and Koenig (2007) have attempted to answer the second part of this question by looking at data for EU regions over the 1980-2000 time span. They conclude -through the exploration of the effect of spatial concentration of economic activity on growth performance -that regions with a more uneven internal spatial distribution of production appear to grow faster. Our research differs from Crozet and Koenig's (2007) study in that we explore this relationship for non-EU countries, where institutional legacies and levels of economic development are substantially different. Also, Henderson (2003) and Ades & Glaeser (1995) seem to focus their research on the effect of integration in terms of urbanization on growth, and Brulhart and Sbergami (2008) consider intra-country spatial integration while trying to explore the causal link of the latter to growth. Regional integration is gaining significance in an era where globalization and uniontype integration (as the EU) is rendering national borders less and less significant. In this sense, regional factors are becoming determinants of investment decisions (Pelegrin and Bolance, 2008) , thus contributing further to the proved conviction of foreign direct investments as one factor of growth. 3 Supporting the new economic growth model of greater utility through spatial proximity, economic integration reflects Baldwin and Martin's (2004) belief that regional economic coordination is conducive to such growth. If significant interaction can be proved between growth and economic integration, than chances are that public policy will be oriented towards departing from the classical regional approach to growth, and instead embrace growth promotion at the national and international level (Martin, 1999) . Pelegrin and Bolance (2008) estimate this interaction to be valid from an inner-country point of view. They assert that in the Spanish manufacturing sector, economic integration proves to be a determinant location factor for FDI, especially in the context of same industry activity. Fujita and Krugman (2004) pose a kind of vicious circle between consumers, producers, and market thickness when they describe the circular causation of forward linkages as the incentives of workers to be close to the producers, and backward linkages as the incentive of producers to concentrate where the market is larger. In an earlier contribution, the centripetal forces 4 identified by Fujita et al. (1999) promote shortening of the supply chain due to geographical proximity. In light of increased competitive spoils, firms and workers saturate the region lured by higher wages and more efficient resource allocation. When this saturation happens -which, according to Krugman's (1991) core-periphery model causes centrifugal forces to emerge -factor immobility and congestion diseconomies bring in a thinning-out effect of firms' dispersal in space. On similar lines, it could be hypothesized that the temporary utility derived from an internationally integrated economy in equilibrium, at a time when centrifugal forces are still dormant and markets are in the early stages of their business cycles, causes greater developmental effect on economic growth. Williamson (1965) asserts that 'a poorly developed infrastructure should force higher concentration' as a means of dealing with the lack of facilitative supply chain instruments, rather than use economic concentration as a technique to gain marginal growth from exploiting and/or augmenting industry competencies in thicker markets. Moreover, following that same logic of natural cyclical development, there is a change in behavior towards growth when the opportunity cost of nonintegration is so high that it makes sense to pursue the opposite in quest of higher societal returns at affordable temporary negative costs.
Theoretical Framework of the Research
This cyclical approach to development indirectly reflects one of the goals of this paper: to establish empirical evidence that international integration can act as an independent factor of marginal growth and, therefore, as a driver of future investment decisions. The novelty of this paper rests in considering the effect of inter-country decentralization of production functions around those regions 5 that can complement each other with integration (or coordination) of their respective factors of production. This goal redefines the concept of country-specific comparative advantages, and postulates the idea that countries, if able to complement each other and form a complete entrepreneurial supply chain, can better attract investments to bring the entire region in an elevated state of growth. This "countryhoodedness" promotes a cross border configuration of economic activities and the authors hypothesize that there are several positive effects to be expected. First, it could be possible that by slowing down perfect competition, the process of diminishing returns could be reversed to an earlier stage so that, at least temporarily, industries can compete with positive profits (vs. normal profits). This poses a controversial point, however, and one could ask about the balance that should be required between promoting intentional tardiness of perfect competition and the deadweight loss to society from an imperfect free market economy. The literature in this regard is very limited, to say the least, but congestion externalities formalized by Krugman (1991) may call for authorities and policy makers to not promote international integration on the shoulders of higher net negative costs to society. Second, the pragmatic concept of cross border pooling of resources facilitates the implementation of systems that promote Narula and Zanfei's (2004) idea that the foundations of the competitive advantage no longer reside in only one country, and rightfully so. The economic theory of comparative advantage has traditionally promoted a country-exclusive exploitation of specialization of production to compete with other countries adhering to the same school of thought. When countries realize that they don't poses a natural or farmed ability to comparatively advance, then they turn to international trade for fulfilling their consumption needs, which should have turned into an almost natural reaction by now. But this disarmament does not have to happen this fast, or at least not until the international integration option is exhausted as a potential alternative. Narula and Zanfei (2004) also recognize the lack of joint velocity movement between technological specialization of countries and innovation needs of firms, leading one to think that the gap could be closed by physically expanding the innovation system further to include additional cross border areas of technological advancement 6 . Maurseth and Verspagen (2002) explore this topic in the required direction. They found that innovation systems in European regions, if dispersed geographically, have a negative impact on knowledge flows and R&D activity, thus making it impossible to benefit from Criuscolo's (2005) asset-exploiting (use of firm own assets in a foreign location) and asset-augmenting (when firms locate elsewhere to improve, acquire, or create new technological assets) activities. But this raises an important question from an international perspective: if a country does not hold the necessary infrastructure to act as an innovation system by itself, can it integrate internationally with neighboring countries and offer a joint scientific base (among other complementary factors of production) to foreign investors? From a purely infrastructural perspective, the answer is yes. It is possible to invest in erecting a cross border scientific exchange network that covers entire countries with proximity to each other. Even from a purely intellectual perspective, the answer is still yes, and we are hopefully able to realize the marginal benefits of additional knowledge. However, the main question should be if such an investment makes economic sense from a competitive growth perspective, and do firms find it viable to welcome such initiative in the cluster. Shavier and Flyer (2000) argue that when firms are heterogeneous, international integration is expected to be characterized by adverse selection. They follow up on this idea by suggesting that when firms already have the best technologies, human capital, training programs, supplier and distribution network, they will competitively suffer when these factors spill over to their competitors. Conversely, they continue, firms with the weakest technologies, human capital, training programs, suppliers, or distributors have little to loose and a lot to gain; therefore, these firms are motivated to integrate. Subsequently, the issue that this logic presents is to establish whether companies in the SEE region belong to the first or the second group, so that we can be sure of the presence of incentives to integrate economically.
The net national income effect of higher FDI inflows caused by larger economic integration efforts does not seem to have been the subject of much research, although a considerable number of studies have explored various forms of location determinants of FDI. 7 In addition, Pelegrin and Bolance (2008) assert that, for certain industries (chemicals, transport equipment, electric and electronic equipment), economic integration matters mainly due to competitive responsiveness towards low labor costs, human capital availability, and same industry convergence. On the other hand, they state that cost-oriented industries, such as food and beverages and paper, printing and publishing, value endowment more than regional integration. 8 In this context, does international integration affect growth, and if so, to what extent?
Empirical Framework and Methodology
For all common purposes, the variables and methodology in the paper follow the general structure of Economidou, et al (2006) , although departures and adaptations from that structure are made to adjust to the theoretical framework of interest in this particular paper. With the questions laid out in the preceding section, the main hypothesis of this paper becomes the following:
Hypothesis: The net economic effect of international integration is positive when the panel sample is constrained into a cross-border region with geographical proximity and other similarities
: E > 0 Where Eiint is economic growth under international integration, Eniint is economic growth with no international integration, and E is the net effect of this difference. A weighted average approach is used to account for country size and resource abundance.
The implications of international integration on economic growth are estimated through the following model:
The model has two explanatory parts for the dependent variable growth rate of GDP per capita expressed by : a group of control variables that measure the state of the economy for country i captured by , and a group of international integration variables captured by . What is left is a country specific error term, , and a stochastic error term, . All variables enter the model in logarithmic form under the safe supposition that the variables affect growth nonlinearly.
Variables
Following several empirical growth studies, the state-of-the-economy group of variables includes: (1) gross enrollment ratio for all secondary schooling programs (GERS), (2) employment to population ratio (ETPR), (3) general government 7 Scaperlanda and Balough (1983) ; Culem (1988) ; Thiran and Yamawaki (1995) ; Munday (1991, 1992) ; Mariotti and Piscitello (1995) ; Guimaraes et al (2000) ; Egea and Lopez Pueyo (1991) ; Pelegrin (2002) 
expenditure share of GDP (GEXP), (4) annual population growth rate (POPG), and (5) gross expenditures on R&D as a share of GDP (GERD). The sign on GERS is expected to be positive because a better educated population enhances a country's ability to absorb new technologies and innovate, which makes it an important growth factor (Lucas, 1993, Krueger and Lindahl, 2001 ). This variable is used to proxy for country i's level of human capital stock.
The ratio of total employment to population is used here as a proxy for labor force availability and it gives a fast indication of how frictional the labor market is for country i. The logic here is that the higher the rate of employment and the higher the employment insecurity, the more inelastic the labor market. This will harden recruiting efforts of new FDIs when entering country i, The sign on ETPR is expected to be negative, because the higher the levels of labor force utilization, the harder it will be for companies to find labor for hire that isn't already allocated in existing ventures, thus adding to start-up costs for new FDIs.
Government expenditure is a dilemmatic indicator. Net unproductive government spending is expected to affect growth negatively. However, Barro and Sala-i- Martin (1995) and Economidou et.al. (2006) show that the contribution of governments on education, health, public works, or other forms of productive capital can promote growth and helps explain cross-country differences in per capita income. Therefore, based on former findings in the literature, the sign on GEXP is expected to be positive.
Population growth supposedly imposes a negative burden on society, and therefore the sign on POPG is expected to be negative. Economidou, et.al. (2006) explain that higher fertility rates imply that more resources should be devoted to raising the newborn population rather than producing new goods, thus reducing income growth. Neoclassical growth models assume the same thing, that a higher population growth rate impacts negatively the steady-state level of output per worker. Note here however, that demographic indicators like this might need considerably more time to incorporate any significant information in the data.
Lastly in this group is the ratio of gross expenditures on research and development over GDP, which is used here to measure the intensity of new knowledge generation. The sign on this variable is expected to be positive. Firms that operate in an interregional investment mode value knowledge and R&D intensity may be an attraction factor for investors (Driffield and Munday, 2000) , thus positively contributing to growth. We do not distinguish here between high-tech or lowtech expenses.
The second group of control variables includes measures of international integration: (1) net inflows of FDI as a share of GDP (FDIR), which measures all inward flow of FDI as a share of recipient's country GDP, (2) volume of trade as a share of GDP (TRAD), (3) trade intensity index (TII), which is used to determine whether the value of trade between two countries is greater or smaller than would be expected on the basis of their importance in world trade, and (4) intra industry trade index (IIT), which measures the level of net gains from specialization in different industries across countries, and that a participating country is increasing or decreasing its integration in the world economy. Ideally, this measure would give a preliminary indication whether there is any same-industry convergence happening in SEE.
The estimated coefficient of FDIR is expected to be positive, because FDI are long seen as the channel through which new technologies and knowledge are transferred and spilled over between countries. However, UNCTAD (1999) argue that FDI can be positively or negatively associated with growth depending on the variables that enter an estimation equation, so such assumption about the sign of FDIR is taken with a note of caution.
Trade is assumed to affect growth positively, and is used here as a measure of a country's openness to the rest of the world. A core question that is raised here is that one can not reasonably assume that imports and exports are equally important to income growth (Haveman, et. al., 2001) . Therefore, TRAD is dissected into exports as a share of GDP (EXP) and imports as a share of GDP (IMP). Trade (be it exports only or imports only) is considered a growth-enhancing interaction, and more open economies should exhibit higher growth rates (Frankel and Rommer, 1999) .
The trade intensity index is defined as the share of one country's exports going to a partner divided by the share of world exports to the partner. An index that is more (less) than one indicates a bilateral trade flow that is larger (smaller) than expected given the partner country's importance in world trade. The estimated coefficient on TII is expected to be positive, conduit to the logic that larger trade flows affect income growth positively.
Lastly for this group, the intra industry trade index is used to measure the level of integration of a participating country into the world economy. Some analyses of factors influencing the success or failure of efforts to promote industrialization and growth conclude that a growing level of intra industry trade plays an important positive role. Intra industry exchange produces extra gains from international trade over and above those associated with comparative advantage because it allows a country to exploit larger markets (Hoekman, et. al., 2003) . With this said, the estimated coefficient is expected to be positive. The TII and IIT are two trade indices developed in the World Bank's Handbook on Development, Trade, and the WTO (Hoekman, et. al., 2003) . The indices are mathematically defined as follows, where xij and xwj are country i's and world exports to country j, Xit and Xwt are country i's total exports and total world exports, respectively, Xjk and Mjk represent exports and imports of total products in country j to and from country k. Tables 1 and 2 below shows the values of these two indices for Albania. 
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Methodology
The panel data is comprised of countries and variables that vary over a certain time period, and this renders panel data analysis methods necessary. It is reasonable to expect that macroeconomic variables vary over time and across countries, and the choice of the appropriate panel data model to use for estimation will depend highly on the type of answers that we are looking for, as well as the Hausman test results. A fixed effects model within estimators is used, noting that the consistency of fixed effects models is preferred to the efficiency of random effects models. In this study, the idea of interest is to analyze the effect of our variables in an integrated mode, meaning that we are not particularly interested in the fluctuations of the coefficient for a particular country, seeing that country as a sample. On the contrary, we would like to know the effect of economic integration on the level of economic growth of an entire region, not the individual effects of specific countries. In addition, although our observations are not very large, they are sufficiently broad so that we can spare some efficiency for consistency. The countries sample in this case is also the population, so that no inferences are required to spill from the sample to the population (which would be the case for random effects models (Verbeek, 2000) ). Greene (2007) also asserts that fixed effects models are more suitable to unbalanced panels.
Moreover, the within estimator is econometrically robust and explores variations over time and allows us to answer two central questions of this study: what and how much is the growth effect of a country integrating internationally into a group of countries?
To support the choice of fixed effects within estimator, a Hausman test is conducted. The central idea of the Hausman test (Hausman, 1984) is to compare an efficient model to a less efficient but consistent model to see whether both estimation results stand. First, a fixed effects model is estimated and its coefficients are stored. Next, a random effects model is estimated and its coefficients are also stored. Next, the coefficients of both estimations are compared, and Hausman's null hypothesis -that the coefficients estimated by the random effects model are the same as the coefficients estimated by the fixed effects model -is evaluated. Test results are given in table 3 below. The test results show that the null hypothesis is rejected at the 5% confidence level with a significant p-value smaller than 0.05. Finally, a stationary test is used to check whether the panel data have unit roots, a safeguard test against spurious regression results. In this phase of the paper we follow the same path of Economidou et al. (2006) and Im et al. (2003) , and use the Im, Pesaran, and Shin method for panel unit root testing. Levin et al., (2002) show that the IPS test is preferred because of its power and fewer restrictions. Economidou et al. (2006) add that the IPS test allows for heterogeneity between units in a dynamic panel framework (which is what is sought in this paper) and it is based on Augmented Dickey-Fuller regressions. The results of the unit root test are shown in Table 4 below and all variables are reported with a linear trend. At the 5% level of significance, the null hypothesis of the series having unit roots is rejected, and therefore the panel does not need differencing of orders higher than zero. 
Data
The data used has annual frequency and comes from various sources. The bulk of the data that describes the initial state of the economy -government expenditures, trade volume, exports and imports, and growth rate of GDP per capita is taken from World Bank's and OECD's National Accounts data files. The employment to population ratio is taken from the The cross sectional dimension has 9 developing countries, all belonging to the region that is typically classified as Southeastern Europe. All nine countries have some trade interaction with each other and share similar geographical patterns. The time period under study covers data from 1996 to 2009, the largest period for which data were semicompletely available and with which we could build a strongly balanced panel (albeit not fully balanced).
Estimation Results
Estimation results for all countries and all variables are given in table 5. There are 6 models built. The first model (1) is a baseline model where effects of FDI, trade, and international integration are not controlled for. The second model (2) adds international investment in the baseline model, while models (3)- (4) and (5)- (6) include general aspects of trade and economic integration effects on growth.
The findings in models (1) and (2) indicate that the ratio of total employment to the population is consistently significant and negative, which conforms to our expectations about the effects of labor force availability. This finding suggests that in a developing economy, employment uncertainty encourages high retention rates, despite shifting factors of reward and recognition. Therefore, it might be harder for companies entering a new market to find readily available labor that is on stand-by and not currently utilized. Waiting for the domestic labor turnover cycle to play out certainly adds to start-up costs, and might deter FDI to follow through. On the other hand, findings on gross enrollment ratio for secondary schooling confirm the conviction that a more competent labor force has a significant positive influence on growth. This adds to the point that labor in a new market has to be readily available, as well as posses a required level of professional competency. The interaction between domestic government expenditures and foreign direct investment is an interesting one. Results show that government expenditures undermine growth when FDI is the only international integration variable controlled for, and it seems that developing countries would benefit much more from increased FDI volume rather than government spending. The influence of FDI on growth seems to be consistently significant and positive, in line with our expectations. Lastly, it seems that the level of R&D expenditures does not influence growth. Pelegrin and Bolance (2008) find that for cost-oriented industries it is much more important to find affordable labor and enough factor endowments, and that knowledge flows are attracted to regions with mature local innovation systems. Industries in SEE countries are mainly cost-oriented and work less in tech-intense sectors, as well as local innovation systems in the region are in their early stages of development.
When the impact of trade on growth is considered in models (3) and (4), it seems that higher trade volume leads to higher growth rates for the economies of Southeastern Europe. Adding more to this effect, the dissection of trade shows that it is exports that influence growth positively, and imports, although insignificant in terms of statistical significance, have a negative coefficient. The coefficient on FDI diminishes when trade is controlled for, but it stays positive, suggesting that developing economies in SEE benefit considerably more from trade than from international investments. However, it might be the case that countries of Southeastern Europe may have struck Narula's (2001), Balasubramanyam et al.'s (2002) , and Xu's (2000) minimal threshold level of an efficient labor market (including human capital stock), and of an adequate absorptive capacity 9 that is able to exploit the positive externalities of FDI, after which point benefits from FDI occur. Economidou et al. (2006) point out that for least developing countries internal integration arrangements can do little to attract FDI in the absence of appropriate economic structures. SEE countries are all classified as developing or highly developing 10 countries and this might explain a minimum difference between our and the preceding author's findings. Lastly, the influence of exports and FDI on growth seems to be comparably positive in model (4).
In models (5) and (6) we control for international integration variables. There are no major differences in influence on growth from the ratio of total employment to population and from the level of secondary schooling. However, gross R&D expenses gain significance when trade intensity and particularly intra industry trade are both controlled for. Intra 9 Macroeconomic management: inflation, debt, openness, infrastructure, education, etc. 10 United Nations Human Development Report (2009) industry trade is argued to promote industrialization. Nevertheless, higher R&D expenditures add a financial burden to any start-up process in the context of cost-oriented economies. These results should be taken with a grain of caution however, because the data do not differentiate on the type of R&D expense and it is impossible to make strong statements about the effect of international integration on R&D and, subsequently, on growth. Meanwhile, it seems that this effect of R&D on growth necessitates the mutual presence of intra industry trade and of larger-than-expected bilateral trade flows. So, if we could differentiate on types of R&D expenses we could evaluate a region's growth benefits from local innovation systems and investments in R&D from international integration. In both models (5) and (6) FDI and exports intensify their positive influence on growth when international integration variables are controlled for, which shows that an integrated region benefits more from international investments and trade in the form of exports. In model (5) we see that imports have gained significance and that they affect growth negatively when trade intensity in the region is higher than expected given the region's weight in world trade. The argument behind this finding might be that larger trade openness in general does not filter exports over imports, but rather allows all forms of trade to occur, and it seems that imports reach demand faster than exports do. A deeper analysis of the interaction between these two variables will require a later study at the micro level, where we could see what kind of exports and what kind of imports cause these effects in the region. In models 5 and 6, international integration seems to power up the concurrent effect of FDI and Exports. FDI seem to be attracted to an integrated region more intensively compared to a region with just trade in the common sense, as shown in models 3 and 4. However, the IIT coefficient does not seem to be significant, and this might suggest that there are no clear indications of any industrial cluster currently working or being formed in Southeastern Europe.
Lastly, the annual growth rate of the population was not found statistically significant in any case, and it might be the case that demographic variables require wider time spans than 13 years to fluctuate enough that we could study their effect on growth.
Conclusions
International integration is explored through a sample of 9 countries in Southeastern Europe for a period of 13 years, from 1996 to 2009. The central questions of this study are to assess the directional effect of international integration on growth, to study the channels of transmission of such growth, and to measure the intensity of these relationships.
The findings suggest that: an integrated region benefits more from trade in the form of exports, and less so from imports. Foreign direct investments are attracted to an integrated region more intensively, although inter-regional R&D expenditures in cost-oriented industries are not influencing growth to a considerable extent. The difference between hightech and low-tech investments might give more conclusive results regarding this matter. For an integrated region where FDI and trade are intense, a competent and readily available labor force is found to affect growth incrementally more. 
