Recognition of Hits in a Target by Semerák, Vojtěch
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ
ÚSTAV POČÍTAČOVÝCH SYSTÉMŮ
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER SYSTEMS
ROZPOZNÁVÁNÍ ZÁSAHŮ V TERČI
BAKALÁŘSKÁ PRÁCE
BACHELOR'S THESIS
AUTOR PRÁCE Vojtěch Semerák
AUTHOR
BRNO 2010
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ
ÚSTAV POČÍTAČOVÝCH SYSTÉMŮ
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER SYSTEMS
ROZPOZNÁVÁNÍ ZÁSAHŮ V TERČI
RECOGNITION OF HITS IN A TARGET
BAKALÁŘSKÁ PRÁCE
BACHELOR'S THESIS
AUTOR PRÁCE Vojtěch Semerák
AUTHOR




Tato práce se zabývá návrhem a implementací dvou metod pro rozpoznávání zásahů v terči 
z videosignálu. První metoda je založena na rozdílování snímků. V této metodě je použit stabilizační 
algoritmus na eliminaci pohybu terče. Druhá metoda je založena na semínkovém vyplňování 
s náhodným počátečním bodem.
Abstract
This thesis describes two possible ways of hit recognition in a target. First method is based on frame 
differencing with use of a stabilization algorithm to eliminate movements of a target. Second method 
uses flood fill with random seed point definition to find hits in the target scene.
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1 Úvod
S narůstajícím výpočetním výkonem běžně  dostupných počítačů  stoupá  i  význam automatického 
počítačového zpracování obrazu, zvaného též počítačové vidění. „Počítačové vidění je transformace 
dat z fotoaparátu nebo videokamery v nějaké rozhodnutí nebo do jiné datové reprezentace.“[1]. 
Dnešní svět je doslova protkán různými kamerovými systémy. Použití pro ně se najde v mnoha 
oborech lidské činnosti  – počínaje různými zabezpečovacími systémy,  přes užití  v medicíně nebo 
v průmyslu až po využití v armádě nebo vesmírném výzkumu.
Velikost dat, která jsou tímto způsobem sbírána, dosahuje v dnešní době ohromných rozměrů. 
Proto se automatické počítačové zpracování obrazu stává takřka nutností. Lidský personál mnohdy 
ani nemá šanci pojmout a zpracovat tolik informací naráz. Různé dohledové systémy v metru mohou 
automaticky  detekovat  pohyb  člověka  za  bezpečnostní  linií  nebo jeho  pád  do  kolejiště,  sledovat 
odložená zavazadla a dispečera upozornit  na nutnost zásahu. Dispečer tak může spravovat daleko 
větší množství kamer, než kdyby se spoléhalo pouze na jeho smysly a ostražitost. 
Další možnosti aplikace pro počítačové vidění se nacházejí například v průmyslu, kde své užití 
nacházejí jako přesné bezkontaktní měřiče a nástroje pro kontrolu kvality výroby.
1.1 Historie digitálního zpracování obrazu
Mnoho algoritmů pro digitální zpracování obrazu bylo vyvinuto již v šedesátých letech 20. století. 
Výkon tehdejších počítačů však byl pro tyto aplikace nedostatečný. Od sedmdesátých let se začaly 
počítače využívat například k převodu televizních formátů. Zatím se však jednalo o hardware určený 
přímo  pro  tyto  účely,  tedy  hardware  tzv.  dedikovaný.  Až  postupem času  s  rostoucím výkonem 
univerzálních počítačů začaly tyto postupně přebírat ve zpracování obrazu vedoucí úlohu. 
K největšímu rozmachu dochází v tomto oboru od roku 2000, kdy se stalo digitální zpracování 
obrazu nejrozšířenějším způsobem.  [3]
1.2 Motivace
Při  sportovní  střelbě  na  vzdálenost  25  metrů  jsou  již  zásahy  v  terči  lidským  okem  obtížně 
rozeznatelné,  obzvláště  to  platí  o  zásazích  v  černém středu.   Pro  nácvik  mířené  střelby je  však 
vhodné, aby měl střelec o svém zásahu  co nejrychleji k dispozici přesnou zpětnou vazbu. 
Pomocí jednoduchého kamerového systému lze dosáhnout podobného efektu, střelec by však 
byl stále odkázán na používání tzv.  zálepek (samolepky, které se používají pro zalepování průstřelů 
v terči,  obvykle  černé a bílé barvy).  Pokud by střelec terč nezalepoval,  pak by velice brzy ztratil 
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přehled o aktuálních zásazích na terči.  Systém,  který by zásahy rozpoznával  a  hodnotil  by mohl 
trénink mířené střelby zefektivnit. Střelec by mohl bez zalepování vystřílet i několik desítek ran.
Takovýto systém by mohl plnit i další funkce, využitelné například při akční střelbě. Mohl by 
například zahrnovat tzv. timer (speciální měřič času, měří čas od signálu po výstřel a mezičasy mezi 
výstřely, používá se v akční střelbě), který by po doplnění o záznamovou funkci mohl poskytovat 
střelci zajímavou zpětnou vazbu o jeho výkonu při akční střelbě.
1.3 Stanovené cíle
Navrhnout  vhodnou metodu pro rozpoznání  zásahu v terči  a toto řešení  implementovat  ve formě 
aplikace, demonstrující možnosti rozpoznávacích algoritmů a umožňující provést  experimenty nad 
zkušebními  daty.  Aplikace bude implementována v jazyce  C++ za použití  knihovny OpenCV(viz 
2.1).
1.4 Obsah jednotlivých kapitol
Kapitola 1. obsahuje základní úvod do problematiky a stanovené cíle, kapitola 2. teoretické informace 
o základních algoritmech používaných v počítačovém vidění použitých v této práci a definuje některé 
dále  používané  pojmy.  Kapitola  3.  se  zabývá  základní  analýzou  problému,  ve  4.  kapitole  je 
diskutován návrh řešení.  V kapitole 5. se nacházejí  informace o implementaci  navrženého řešení. 
V kapitole  6  jsou  zhodnoceny dosažené  výsledky a  je  nastíněn  možný  nástin  budoucího  vývoje. 
Kapitola 7. pak obsahuje stručné shrnutí a závěr.
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2 Použité algoritmy a nástroje
V počítačovém zpracování obrazu se používá mnoho algoritmů, mnoho z nich je implementováno 
v knihovně  OpenCV.  Kolem  této  knihovny  se  sdružuje  široká  komunita  lidí,  díky  čemuž  je 
dokumentace k této knihovně dostupná nejen ve formě formální dokumentace, ale i prostřednictvím 
různých neformálních diskusních skupin, které jsou hlavně zpočátku užitečným vodítkem.
2.1 OpenCV
OpenCV  je  volně  dostupná  knihovna,  která  obsahuje  mnoho  algoritmů  využitelných  při 
počítačovém zpracování  obrazu.  Je implementována v jazyce  C++ a je vydána pod licencí  BSD. 
Knihovna byla původně vyvinuta firmou Intel. Aktuální verze knihovny je 2.1 a je dostupná na [11]. 
Ke knihovně je na téže adrese dostupný referenční manuál. K dobrému pochopení funkcí knihovny je 
vhodné doplnit tento manuál knihou [1], které obsahuje vysvětlení implementace funkcí.
2.2 Počítačové zpracování obrazu
Počítačové zpracování obrazu je možné rozdělit do posloupnosti několika úkonů. Tyto však nemusí 
být vždy stejné, tedy nelze toto rozdělení považovat za dogmatické. Konkrétní rozdělení těchto úkonů 
již záleží na konkrétní aplikaci. 
2.2.1 Snímání a digitalizace
Snímaní je proces, při kterém jsou převedena optická data do elektronické podoby. V dnešní době 
převažují  nad  analogovými  kamerami  kamery  digitální,  digitalizace  obrazu  tedy  probíhá  přímo 
na snímacím čipu v kameře. Vzorkování je závislé na rozměru jedné buňky na snímacím čipu, jedné 
buňce odpovídá jeden navzorkovaný pixel. Obvyklé rozlišení těchto čipů se v dnešní době pohybuje 
nad hranicí 10 Mpx, ve videokamerách se používají čipy s rozlišením 3 - 5 Mpx.
Z kamery se digitalizovaný obraz přenáší po sériové lince, za tímto účelem se používá rozhraní 
IEEE 1394, USB, nebo pro účely počítačového vidění speciálně vyvinutý Camera Link.
2.2.2 Předzpracování obrazu
Při  předzpracování  obrazu  se  obraz  upravuje  tak,  aby  neobsahoval  nežádoucí  data,  a  aby  se 
zjednodušily další úkony. Do těchto úkonů spadají např. transformace jasu, geometrické transformace 
nebo odstranění šumu. Dále se sem řadí i redukce barevného prostoru a morfologické operace.
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2.2.3 Segmentace obrazu
„Jedním z  nejtěžších kroků zpracování  obrazu je  segmentace  obrazu.  Jedná se  o  analýzu obrazu 
vedoucí k nalezení objektů v obraze. Za objekty se zde považují části obrazu, které jsou bodem zájmu 
v  dalším  průběhu  zpracování.  Cílem segmentace  tedy  je  rozdělení  obrazu  do  částí  odpovídající 
předmětům či  oblastem reálného světa.  Výsledkem segmentace  by měl  být  soubor  oblastí,  které 
odpovídají objektům ve vstupním obraze. Jedná se pak o tzv. kompletní segmentaci. Pokud ale oblasti 
neodpovídají  přesně  objektům,  tak  tuto  segmentaci  nazýváme  částečnou.  Kompletní  segmentace 
obecně  využívá  vyšší  úrovně  zpracování,  která  je  založena  na  znalostech  řešeného  problému. 
Částečná segmentace je založena na principu homogenity obrazových vlastností  (např. jas,  barva) 
uvnitř segmentu.“ [2]
2.2.4 Klasifikace
Klasifikace  řeší,  jak  oblastem,  definovaným  při  segmentaci,  přiřadit  identitu.  Klasifikace  může 
fungovat na různých principech. Objekty lze identifikovat např. podle jejich tvaru, velikosti, barvy 
a dalších vlastností. Tyto vlastnosti vycházejí ze znalostí o klasifikovaném objektu. 
2.3 Redukce barevného prostoru
Redukce barevného prostoru se používá při zobrazování snímku na výstupním zařízení, které nemá 
takový  rozsah  zobrazovaných  barev,  nebo  z  důvodu  komprese  dat.  Uvažujeme-li  standardní 
tříkanálový RGB model, ve kterém je pro každý kanál vyhrazeno 8 bitů, pak je možno zobrazit cca 16 
milionů barev. Jedna barva je tedy definována 24 bity. 
Pro některé  aplikace počítačového vidění  postačuje  obraz v šedé škále  (grayscale).  Odstín 
barvy je  pak  definován na  8  bitech,  tedy velikost  paměti  potřebné  pro  uložení  jednokanálového 
obrázku je oproti tříkanálovému třetinová. Další výhodou je práce pouze s jedním barevným kanálem.
Redukce tříkanálového RGB prostoru se provádí podle empirického vztahu: [4] 
 I=0.299R0.587G0.114B (1)
2.4 Rozdílování snímků (frame differencing)
Jednou  ze  základních  metod,  které  se  používají  při  segmentaci  obrazu,  je  rozdílování  snímků, 
anglicky zvané  frame differencing.  Tato metoda spočívá v odčítání po sobě následujících snímků. 
Za ideálního  stavu  by  po  tomto  odečtení  vznikl  snímek,  ve  kterém  by  byla  změna  označena 
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nenulovými hodnotami, oblasti beze změn nulami. Výsledek této operace je vidět na obrázku 2.1. Zde 
se však nejedná o snímky po sobě bezprostředně následující.
V rozdílovém snímku se však vyskytuje šum, tudíž po tomto kroku následuje prahování, které 
podle zvoleného prahu rozhodne, zda je již hodnota nad hranicí šumu a tedy že se jedná o oblast, ve 
které došlo k výrazné změně, nebo nikoliv. Pokud je provedeno binární prahování, budou hodnoty na 
výsledném poli nabývat dvou hodnot, v případě 8 bitového obrazu obvykle 0 a 255. Oblasti, ve 
kterých se snímky liší, budou obsahovat nenulovou hodnotu (v tomto případě tedy 255), oblasti beze 
změny budou označeny nulou. Na obrázku 2.2 je vidět výsledek po provedení operace prahování. 
2.5 Morfologie
Termín morfologie znamená „forma a struktura objektu“. Morfologie se vztahuje ke tvaru objektu, 
a digitální  morfologie  je  způsob  popisu  tvaru  rastrového  objektu.[8]  V  oboru  počítačového 
zpracování  obrazu  ji  lze  definovat  jako   „matematický  nástroj  pro  předzpracování  i  segmentaci 
obrazu.“[5] 
Základní morfologické operace se nazývají dilatace a eroze. Existuje pro ně široké spektrum 
využití  –  oddělení  či  propojení  komponent  při  segmentaci,  odstranění  drobných  zálivů  či  šumu, 
nalezení oblastí tmavších nebo světlejších než okolí nebo gradientu intenzity. [1].
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Obr. 2.2: Rozdílový snímek po 
prahování hodnotou 20 (barvy byly 
invertovány z důvodu tisku)
Obr. 2.1: Rozdílový snímek po třech 
zásazích terče (barvy byly invertovány 
z důvodu tisku)
2.5.1 Dilatace
Dilatace  je konvoluce obrazu, který budeme nazývat A, s jádrem, které budeme nazývat B. Jádro 
může nabývat  různých tvarů a velikostí  a má  definovaný bod ukotvení.  Nejčastěji  má  jádro tvar 
čtverce a jeho kotevní bod je v jeho středu. Jádro si můžeme představit jako masku, která nahrazuje 
bod  ukotvení  lokálním  maximem  oblasti  pod  maskou.  Jádro  se  tedy  posouvá  přes  obrázek,  je 
spočítáno lokální  maximum oblasti  překryté  maskou a bod ukotvení  je  touto hodnotou nahrazen. 
To způsobí, že se světlé regiony zvětší. [1]
Obrázek  2.3 průběh  tohoto  algoritmu  demonstruje.  Na  obrázku  2.6 je  pak  vidět  výsledek 
dilatace provedené nad skutečnými daty.
Dilataci nad binárním obrazem je možné formálně popsat jako vektorový součet množin A a B:
A⊕B={ p∈E2: p=ab , a∈A , b∈B}  (2)
2.5.2 Eroze
Eroze je opačná operace od dilatace. Počítá lokální minimum oblasti, která je překryta jádrem. Postup 
algoritmu je stejný – jádro B je posouváno přes obraz, je spočtena minimální hodnota pixelu z oblasti 
překryté jádrem a tato hodnota je nahrazena hodnota  pixelu pod jádrem ukotvení. 
A⊖B={ p∈E2: pb∈A pro b∈B }  (3)
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Obr. 2.3: Dilatace (zdroj [1])
Obecně tedy kde dilatace zvětší oblast A, eroze tuto oblast redukuje. Eroze se obvykle používá 
nad binárními obrazy,  ale tento popsaný algoritmus bude fungovat i v případě obrazu ve stupních 
šedi. Erozi nad binárním obrazem je možné formálně popsat vzorcem 3. [1][5] Výsledek provedení 
eroze nad skutečnými daty je vidět na obrázku 2.5, zde se jedná o erozi snímku z obrázku 2.2. 
2.5.3 Binární otevření
Binární otevření  je morfologická operace, která je definována pomocí  základních morfologických 
operací eroze a dilatace. Je to tedy eroze následovaná dilatací.  Pomocí binárního otevření lze např. 
redukovat  šum při  zachování  velikosti  zájmových  elementů.  [1]  Obrázek  2.6 znázorňuje  binární 
otevření obrázku 2.2. Formálně ji lze popsat takto:
A○B=A⊖B⊕B  (4)
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Obr. 2.4: Eroze(zdroj [1])
2.6 Semínkové vyplňování (flood fill)
Semínkové vyplňování, anglicky zvané flood fill  nebo seed fill, je algoritmus v počítačovém vidění 
používaný pro segmentaci obrazu. Umožňuje lokalizovat izolované části obrazu na základě intenzity.
„Základní  myšlenkou semínkového vyplňování  je  obarvování  sousedních pixelů (4 nebo 8) 
od daného semínka. Obarvené pixely se rekurzivně stávají dalšími semínky. Pixely, které představují 
hranici oblasti nebo nemají vlastnosti oblasti se vyřazují.“[4]. 
U daného pixelu je vždy kontrolováno, zda se jeho intenzita nachází v požadovaných mezích. 
Podle toho, zda se provádí srovnání s prvotním semínkem nebo se sousedním bodem, se algoritmus 
dělí na dva druhy. 
Prvním  je  vyplňování  ve  fixním  rozsahu.  Všechny  pixely  jsou  při  vyplňování  srovnány 
s počátečním. Toto vyplňování je vhodné na vyplnění ploch bez postupných gradientů.
Druhý provádí  srovnání  mezi  sousedními  body,  tedy je  vhodný na  vyplnění  plochy,  která 
plynule mění intenzitu. [4][1]
2.7 Stabilizace obrazu
Stabilizace  obrazu  je  velmi  komplexní  a  netriviální  problém,  který  přesahuje  rozsah  této  práce. 
Z tohoto  důvodu  byla  převzata  a  upravena  implementace  tohoto  algoritmu,  která  je  přiložena 
v distribuci  knihovny  OpenCV  jako  demonstrační  příklad.  V současné  době  existuje  několik 
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Obr. 2.6: Snímek po provedení dilatace 
(barvy byly invertovány z důvodu tisku)
Obr. 2.5: Snímek po provedení eroze 
(barvy byly invertovány z důvodu tisku)
algoritmů, které se k tomuto účelu používají. Pro použití v této práci byl vybrán algoritmus SURF 
(speeded up robust features) a to z několika důvodů. 
Především je to algoritmus relativně rychlý,  je  nezávislý na natočení  objektu a funkce pro 
extrakci zájmových bodů je implementována v knihovně OpenCV. 
Další informace o tomto algoritmu včetně formálního popisu je možné nalézt v [6].
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3 Analýza videozáznamů
Pro účely vývoje a testování algoritmů bylo natočeno několik videozáznamů. Poznatky, které byly 
takto shromážděny jsou sepsány níže.
3.1 Osvětlení
Dobré  osvětlení  velmi  ovlivňuje  možnost  rozpoznání  zásahu  v  terči.  Předpokladem je,  že  scéna 
na analyzovaných  videozáznamech  je  osvětlena  staticky,  osvětlení  se  s  časem  nemění.  Terč  je 
osvětlen rovnoměrně, intenzita světla je na všech místech na terči podobná. 
3.1.1 Zjištění
Zkoumáním videozáznamu bylo zjištěno, že se osvětlení mění s pohybem terče. Na videozáznamech 
dochází  ke  kyvnému  pohybu  terče  důsledkem proudění  vzduchu.  Světelné  paprsky  tak  dopadají 
na plochu terče pod různým, postupně se měnícím úhlem. Intenzita osvětlení se tedy s časem mění, 
navíc nebývá na různých místech na terči stejná, viz obrázek 4.11.
Pokud  je  osvětlení  terče  přímé,  jsou  zásahy  v  terči  tmavší,  než  jejich  okolí.  Toto  platí 
i v černém středu.  Pokud  je  terč  osvětlen  nedostatečně  nebo  nepřímo,  mohou  být  zásahy špatně 
rozpoznatelné. 
Ideální osvětlení by bylo takové, kdy by byly zásahy terče ostře kontrastní – tedy by byla za 
terčem umístěna  bílá  osvětlená  plocha.  Toto  však  není  možné  v  podmínkách  střelnice  prakticky 
zařídit.  Nejlepší  podmínky  pro  rozpoznání  tedy  poskytuje  osvětlení  terče  shora  rovnoměrným 
světlem.
3.2 Umístění kamery
Kamera je umístěna staticky ve vzdálenosti 25 m od terče, obraz je zaostřený a kamera je nastavena 
na aktuální světelné podmínky. S kamerou není po dobu zpracovávání obrazu pohybováno.
3.2.1 Zjištění
Pokud je kamera umístěna na stativu přímo ve střeleckém stavu, dochází při každém výstřelu k jejím 
výrazným otřesům. Po prvním výstřelu došlo v některých případech k tomu, že se kamera vlivem 
tlakové vlny při  výstřelu o kus posunula,  došlo k sednutí  kamery na stativu a teprve po dalších 
výstřelech se již kamera ustálila na stejné pozici. Lepší je tedy kameru umístit tak, aby byly její otřesy 
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minimalizovány, i vzhledem k jejím konstrukčním vlastnostem. Umístěním kamery se dále zabývá 
kapitola 6.4.1.
3.3 Terč
Jedná se  o  standardní  mezinárodní  pistolový terč  50/20 (viz  obrázek  3.1,  průměr  terče  je  50cm, 
průměr černého středu 20cm) určený pro střelbu z pistolí na vzdálenost 25 m. [7]
Terč je ve dvou bodech, v levém a pravém horním rohu, zavěšen na tzv.  pojezd.  Pojezd je 
zařízení,  které slouží  k dopravení  terče na požadovanou vzdálenost  a zpět  bez nutnosti  přerušení 
střelby na střelnici. Vyskytuje se především na krytých střelnicích.
3.3.1 Zjištění
Terč se pohybuje následkem proudění vzduchu v jeho okolí. Záleží tedy na konkrétních podmínkách 
střelnice, na které má být aplikace provozována. U velkých terčů, mezi které se řadí i mezinárodní 
pistolový terč 50/20, dochází při kývání terče i k jeho ohybu. Z toho vyplývá, že obraz terče snímaný 
kamerou bude deformovaný.
Při průstřelu terče dojde v závislosti na místě zásahu k vlnění a otřesům terče, výjimkou není 
ani zkroucení terče. Terč se ani při dobrém zavěšení nemusí po zásahu ustálit na stejném místě.
3.3.2 Zásahy v terči
Zásahy v terči a jejich vzhled je těžké definovat, neboť se liší v závislosti na světelných podmínkách, 
papíru  terče,  pozadím terče  a  v  neposlední  řadě  závisí  i  na  tvaru  a  ráži  střely.  Platí,  že  střely 
ogiválního tvaru (viz obrázek  3.3) terč spíše trhají, zatímco střely s plochou špičkou (viz obr.  3.2) 
prosekávají  do terče kulaté otvory.  Na konci kapitoly se nacházejí  obrázky zásahů natočených za 
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Obr. 3.1:Pistolový mezinárodní terč 50/20 
různých podmínek. Všechny vyobrazené zásahy jsou způsobeny ogivální střelou. Ráže a vzdálenost 
jsou vyznačeny u každého obrázku.
Z obrázků je patrné, že se vzhled zásahů v terči liší především v závislosti na osvětlení. Pokud 
je terč nasvícen přímo,  pak i  v černém středu terče platí,  že je zásah tmavší  než jeho okolí  (viz 
obrázky 4.3,  4.6,  4.8). Pokud terč přímo nasvícen není, prosvítá otvorem po průstřelu pozadí terče, 
které  může  být  světlejší  než  jeho  okolí  (viz  obrázky  4.1,  4.10).  V  případě  zásahů  v  bílém  se 
v závislosti na osvětlení mění pouze kontrast. 
Obr. 3.2: Náboj s plochou špičkou 
střely (zdroj [9])
Obr. 3.3: Náboj s ogivální střelou 
(zdroj [9])
V rámci pořizování dat bylo taktéž pořízeno video se střelbou ze vzduchovky na vzdálenost 10m. 
Kvalita  žádného z  pořízených záznamů bohužel  nebyla  dostatečná  pro  další  využití,  proto  došlo 
k zaměření na videozáznamy se střelbou z větších ráží. Na obrázku  3.4 je snímek z tohoto videa, 
zásahy nejsou dobře patrné ani lidským okem. Řešením by bylo lepší nasvícení a natáčení z menší 
vzdálenosti.
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Obr. 3.4: Střelba ze vzduchovky
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Obr. 4.8:9Luger, 25m 
Obr. 4.1:45ACP, 20 m Obr. 4.3:45ACP, 25mObr. 4.2:45ACP, 20 m
Obr. 4.6:9Luger, 25mObr. 4.5:45ACP, 20 mObr. 4.4:45ACP, 25 m




Celý problém rozpoznání zásahu v terči je možné na základě analýzy rozdělit do několika kroků, 
které budou diskutovány v následujících podkapitolách. Jsou to především tyto čtyři:
• Nalezení terče v obraze
• Určení přesné pozice terče a kalibrace kamery
• Rozpoznání zásahu terče
• Uživatelské rozhraní aplikace
4.1 Nalezení terče v obraze
Pro nalezení přibližné podoby terče by bylo možné použít několik možných přístupů. Pokud by byl 
jediným používaným terčem pistolový mezinárodní terč 50/20 (viz obrázek 3.1), bylo by pro zjištění 
pozice  terče  možné  použít  algoritmus  na detekci  kružnic.  Vzhledem k tomu,  že  se  do budoucna 
uvažuje  o  rozšíření  funkce  programu  i  na  jiné  terče,  tak  by  bylo  vhodnější,  aby  detekce  byla 
univerzální a pracovala na nějakém univerzálně využitelném principu.
Protože  se  grafická  podoba  terčů  může  mírně  lišit  a  v  aplikaci  se  počítá  i  s  hledáním již 
poškozených terčů, je potřeba, aby byla detekce dosti benevolentní. Vyhledán tedy bude objekt, který 
se  terči  bude  podobat  nejvíce.  Za  tímto  účelem  lze  použít  funkce  knihovny  OpenCV,  které 
implementují vyhledání textury podle šablony.
4.2 Určení přesné pozice terče
Určení  přesné pozice terče v záběru je důležité z důvodu minimalizace velikosti  zájmové oblasti 
a vyloučení okrajů terče z  rozpoznávání. Toto zabrání falešným detekcím na hranách papíru při jejich 
lokálních pohybech. Tyto pohyby nelze úplně eliminovat, jednodušší proto bude omezit rozpoznávací 
oblast na bodovanou oblast terče. Zde je již korekce drobného posunu nebo ohybu terče možná.
Pro  terč  50/20  (viz  obr.  3.1)  je  možné  zvolit  jednoduchou  metodu  zjištění  jeho  středu. 
Vzhledem k tomu, že je tvořen soustřednými kružnicemi, je možné jeho střed najít pomocí algoritmu 
na  vyhledávání  kružnic  v  obraze.  Vyhledání  středu  proběhne  na  několika  po  sobě  následujících 
snímcích a výsledkem je průměrná hodnota středu.  Vzhledem k tomu, že nejvýraznějším kruhem 
na terči  je  jeho  černý  střed,  bude  při  hledání  kružnic  nalezen  právě  on.  Pokud  bude  opět  toto 
vyhledání  provedeno  na  několika  snímcích  po  sobě,  bude  poloměr  terče  možné  spočítat  jako 
průměrnou hodnotu tohoto poloměru.
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Alternativní možnost spočívá v odhadu středu terče podle nalezené šablony, nebo jeho vybrání 
uživatelem a použití algoritmu semínkového vyplňování.  Následně spočítat těžiště pro algoritmem 
vyplněných bodů. Tento přístup by mohl být funkční i  v tom případě, že by se nejednalo o terč 
tvořený  soustřednými  kruhy,  ale  prakticky  jakýkoliv  terč,  který  by  měl  v  okolí  středu  výrazně 
barevnou zónu. Pouze by bylo nutné pro daný terč znát polohu těžiště. V případě terče, který není 
souměrný podle středu by bylo nutné zjistit i jeho natočení.
4.3 Rozpoznání zásahu terče
Nejjednodušším  způsobem,  jak  rozpoznat  okamžik  zásahu,  je  plynulé  rozdílování  snímků. 
I v případě, že dochází ke kývání terče v důsledku proudění vzduchu, je rozdíl mezi jednotlivými 
následujícími snímky malý. Tímto postupem je možné zjistit náhlé otřesy a vlnění, které doprovázejí 
zásah terče. Nutností pro správnou detekci zásahu je přesné nastavení hodnoty prahu a hlavně počtu 
rozdílných pixelů, při kterém dojde k vyhodnocení události jako zásahu.
4.3.1 Průběžné porovnávání snímků
Pro nalezení pozice zásahu existuje více možných postupů. Prvním takovým způsobem je  porovnání 
snímku terče před zásahem a po zásahu. Toto porovnání by bylo spouštěno na základě detekce zásahu 
terče z prvního odstavce. Toto porovnání ovšem předpokládá, že se terč po zásahu ustálí na stejné 
pozici. Dalším problémem této metody by mohlo být riziko ztráty informací o zásahu, neboť tato 
metoda je průběžná a neukládá informaci o počátečním stavu terče.
4.3.2 Porovnávání oproti původnímu stavu
Další  možností  je  uchovávat  počáteční  stav  terče  a  vůči  němu  provádět  srovnání  v  určitých 
intervalech. Tato metoda ale bude vyžadovat algoritmus na stabilizaci obrazu terče, neboť je třeba 
minimalizovat kývání a možný lehký posun terče nebo kamery v průběhu běhu programu. Výhodou 
tohoto algoritmu je to, že by stav porovnával k původnímu stavu terče, tudíž nehrozí ztráta informací 
o zásahu z důvodu selhání detekčního algoritmu.
Pro účely stabilizace byl  vybrán algoritmus SURF který je nezávislý na rotaci objektu a je 
relativně rychlý. [6] Výhodou je, že knihovna OpenCV obsahuje jeho implementaci včetně vzorových 
příkladů použití.
4.3.3 Nediferencovaná segmentace
Posledním navrženým přístupem je hledání zásahu na základě jasové charakteristiky průstřelu. Jak již 
bylo řečeno v analýze, za vhodného osvětlení je vždy zásah v terči tmavší než jeho okolí. Tedy je 
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jistou možností za tímto účelem použít pro segmentaci algoritmus semínkového vyplňování, který by 
zajistil  odhalení  míst  tmavších  než  jejich  okolí.  Pokud  by  byl  vhodně  zvolen  počáteční  bod 
a parametry vyplňování,  došlo by k vyplnění  terče a zásahy by zůstaly jako nevyplněné ostrůvky 
v obraze.
Tyto počáteční body by musely být dva, jeden pro černý střed, druhý pro zbytek terče. Toto je 
nezbytné,  protože přechod mezi  černou a bílou tvoří  hranici,  která algoritmus vyplňování  zastaví 
a také z důvodu odlišných světelných podmínek v černém středu a bílých okrajích.
Ve středu terče musí být algoritmus citlivější, zásah je jen o několik stupňů tmavší než jeho 
okolí  a  přechod může být  plynulý.  Druhý problém v černém středu mohou být  světlé linie mezi 
zónami  a  bodové  ohodnocení  zón.  Algoritmus  tedy  musí  být  citlivý  vůči  tmavším  odstínům 
a plynulým přechodům, a směrem ke světlejším odstínům naopak tolerantní. V bílem je velký rozdíl 
mezi dvěma místy na různých vzdálenějších místech terče z důvodu nestejnoměrného osvětlení, viz 
obrázek  4.11. To nemusí být lidským okem ani patrné. Přechody mezi zásahem a jeho okolím zde 
jsou však výraznější a je tedy vhodné algoritmus nastavit pružněji. 
Klíčovým je pro tento algoritmus správné stanovení počátečního bodu, tzv. semínka. Je možné 
tento bod stanovit jako střed terče, nicméně v tom případě je nutné poznat, kdy dojde k jeho zásahu 
a pozici změnit. To ovšem může být problematické, proto byl nakonec navržen algoritmus založený 
na náhodném generování semínka. To bude generováno v oblasti středu terče a pro každý snímek 
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Obr. 4.11:Hodnoty jasu na různých místech 
snímku 
bude jiné. Na segmentaci by bylo možné použít upravenou metodu pro oddělení popředí od pozadí. 
Tedy že by k detekci došlo až na základě setrvání zásahu na stejném místě několik snímků po sobě. 
4.3.4 Zjištění pozice zásahu
Po  provedení  některé  z  předchozích  metod  je  nutné  provést  prahování  a  vyčištění  snímku 
od fragmentů.  Následně hledat  spojené oblasti,  které lze klasifikovat základě velikosti  nalezených 
objektů. Klasifikace na základě tvaru zásahu nebude řešena, neboť je obtížné definovat tvar průstřelu. 
4.3.5 Ovládání programu
Pro  demonstrační  aplikaci  není  nutné  vyvíjet  rozsáhlé  uživatelské  rozhraní.  Na  demonstraci 
základních  algoritmů  postačí  komponenty  integrované  v  knihovně  OpenCV.  Ta  však  neobsahuje 
tlačítka, ale ta lze implementovat  základě zjišťování souřadnice kliknutí myši do okna.
Zpracování testovacích videí bude umožněno pomocí parametrů příkazové řádky, v praktickém 
užití se předpokládá vstup z kamery. Pro ovládání aplikace bude možno použít vstup z klávesnice, 
nebo aplikaci ovládat myší.
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5 Implementace a experimenty
Pro implementaci algoritmu byl zvolen jazyk C++ a knihovna OpenCV [11].  Práce byla vyvíjena v 
IDE Visual Studio 2008, které je pro studijní účely dostupné v rámci licence MSDNAA.
Ačkoliv jazyk C++ umožňuje objektově orientovaný návrh, byl pro účely této práce shledán 
vhodnější strukturovaný návrh aplikace. Vývoj totiž probíhal nejprve na verzi 1.1, která byla psána 
strukturovaně, následně kvůli problémům s kodeky došlo k upgrade na verzi 2.1, která je aktuální.
5.1 Vstup a výstup
Pro  běh  programu je  nutné  zajistit  data  ke  zpracování.  Data  do  programu  mohou  být  dodávána 
ze vstupního souboru nebo z videokamery. Následně je prováděno zpracování a výstup je zobrazován 
ve zvláštním okně. 
5.1.1 Načítání dat z videosouboru
OpenCV obsahuje funkci pro přístup k videosouborům. Přímo v OpenCV je implementována funkce, 
která umožňuje  přístup k videu v kontejneru AVI.  K tomu používá kodeky,  které  jsou dostupné 
v systému. Doporučené kodeky jsou uvedeny v tabulce 5.1. [11]
Tabulka 5.1 Doporučené kodeky pro použití s OpenCV.(zdroj [11])
Kontejner Kodek Název Popis
AVI 'DIB' RGB(A) Nekomprimovaný RGB, 24 nebo 32 bitů
AVI 'I420' RAW I420 Nekomprimovaný YUV, 4:2:0, chroma subsampled
AVI 'IYUV' RAW I420 Identický k I420
Tyto  kodeky  jsou  pouze  doporučené,  testovací  videa  byla  z  důvodu  velikosti  převedena 
do formátu MPEG-4. Funkce z aktuální verze OpenCV již s tímto formátem fungují.
5.1.2  Data z kamery
Přístup  k  datům přímo  z  videokamery  pracuje  podobně  jako  v  případě  souborů.  Je  však  nutné 
poznamenat, že program nebyl testován pro použití s kamerou, neboť jedinou dostupnou kamerou pro 
testování  byla  webkamera.  S  tou  sice  program  funguje,  nicméně  je  nemožné  tak  testovat  jeho 
funkčnost. 
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V současné době program při nezadání  parametru nalezne první vhodnou kameru.  Důležité 
informace pro připojení videokamery se nacházejí v [11]. 
V praktickém přístupu ke snímkům není již mezi snímky z kamery a videosouboru rozdíl.
5.2 Zjištění pozice terče
Nejprve je nutné zjistit pozici terče v obraze. K tomu je možné použít funkci na hledání určité textury 
v obraze. Výsledkem této funkce je obraz, ve kterém je místo s nejlepší shodou označeno nejvyšší 
hodnotou,  toto  místo  již  je  následně  možné  snadno  nalézt.  Program tedy  hledá  nejlepší  shodu, 
v případě více terčů v obraze je vybrán ten nejpodobnější. V případě rozšíření funkčnosti programu 
o jiný terč je toto možné provést přidáním snímku terče do programu. Pro funkčnost je vhodné, pokud 
je snímek terče pořízen stejnou kamerou za stejných podmínek, jako při ostré střelbě. Algoritmus 
však pracuje s určitou tolerancí. 
Dále  je  nutné  zjistit  pozici  a  velikost  černého  středu  pro  potřeby  algoritmu  semínkového 
vyplňování. V analýze byly rozebrány dvě varianty možné funkčnosti.
První  variantou bylo  vyhledání  středu pomocí  algoritmu na hledání  kružnic.  V OpenCV je 
taková funkce implementována,  není  tedy problém vyhledat  střed kružnice  na několika  snímcích 
po sobě a z něho spočítat průměrnou hodnotu. Stejným způsobem lze zjistit  i průměrnou velikost 
černého středu  terče.  Problém tohoto  vyhledávání  je  ten,  že  kamera  obvykle  nesnímá  a  nemůže 
snímat  terč  ortogonálně.  Proto  je  tedy  přibližně  možné  zjistit  souřadnice  středu,  ovšem  použití 
poloměru takto zjištěných kružnic za účelem mapování zón je nemožné, viz obrázek  5.1 (jedná se 
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Obr. 5.1:  Chyba při mapování zón
o první pokusný videozáznam, na obrázku je vzduchovkový terč). Z obrázku je patrný problém, který 
nastává při tomto použití. Zde ovšem nehraje hlavní roli poloha kamery, ale deformace terče. Terč je 
lehce prohnutý do tvaru písmene U, střed terče je kameře nejblíže a kraje terče ustupují  dozadu. 
Mapování zón se rozchází a je to patrné již na začátku černého středu.
Tato metoda  byla  nakonec implementována z důvodu svojí  jednoduchosti,  neboť absolutně 
přesná pozice terče není pro běh implementovaných rozpoznávacích algoritmů stěžejní. Pozice středu 
a přibližná velikost terče je nutná zejména pro omezení algoritmu na oblast bodovaných zón.
Druhou  možností  bylo  zjistit  pozici  terče  na  základě  těžiště  černého  středu.  Z  důvodu 
dostačující funkčnosti první metody již tato metoda implementována nebyla.
Posledním krokem při  hledání  pozice  terče je  stanovení  zájmové  oblasti  (tzv.  rectangle of  
interest), která je nastavena jako vlastnost obrázku. Ta je vypočítána ze zjištěného rozměru terče. 
Ostatní funkce pak pracují pouze s touto oblastí obrázku a okolí je ignorováno. Tím je dosaženo toho, 
že není zbytečně zpracováván snímek v původním rozlišení. Toto nastavení podporují téměř všechny 
funkce v OpenCV.
5.3 Rozpoznání zásahu terče
V průběhu vývoje byly navrženy tři metody,  které by za tímto účelem mohly být použity.  Žádná 
z nich se nakonec neukázala jako univerzálně funkční, každá  těchto metod je vyhovující do jiných 
podmínek.
5.3.1 Průběžné porovnávání snímků
Jedná se o metodu,  která byla implementována jako první.  Jak již bylo naznačeno v návrhu, tato 
metoda od sebe odečítá po sobě jdoucí snímky. 
Průběh  algoritmu  je  naznačen  diagramem  na  obrázku  5.2.  Po  počáteční  kalibraci  kamery 
a inicializaci je systém ve stavu čekání, kdy zjišťuje rozdíl mezi po sobě jdoucími snímky. Pokud ten 
přesáhne  stanovený  rozdíl,  tak  se  snímek,  který  těsně  předchází  zásahu  uloží,  a  dále  se  s  ním 
porovnávají průběžně další snímky. Až se rozdíl ustálí, dojde k lokalizaci zásahu a systém se navrátí 
do původního stavu
Jako úskalí tohoto systému se ukázalo, že nelze spoléhat na to, že se terč ustálí ve stejné pozici 
jako před výstřelem. Dalším problémem byl nízký kontrast zásahů v černém středu. Tyto nebyly touto 
metodou bezpečně lokalizovatelné, protože při prahování rozdílového snímků nemohl být práh moc 
nízký, neboť by pak docházelo k velkému šumu při počítání rozdílu. Terč se při zásahu sice zachvěl, 
nicméně po zásahu do černého došlo opětovně k ustálení ve stavu nulového rozdílu mezi snímky. 
Tím byla informace o zásahu ztracena. 
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Tato metoda  se  ukázala  jako velmi  nespolehlivá  v případě větších terčů – rozhodování  na 
základě rozdílu mezi snímky nebylo funkční především při pohybech terče. V současné aplikaci je 
z této metody pouze pozůstatek ve formě informační detekce zásahu, nikoliv jeho lokalizace. Tvoří 
doplňkovou funkci při metodě semínkového vyplňování, která běží v reálném čase.
5.3.2 Stabilizovaná diferenciace
Tento algoritmus běží v periodicky se opakujících intervalech. Vzhledem k tomu, že je slícování dvou 
snímků  časově náročná operace,  zpracovává program video rychlostí  asi  3-5 fps.  Rychlost  záleží 
na rozlišení a kvalitě snímků a výkonnosti hardware, na kterém zpracování probíhá. Aby bylo alespoň 
částečně dosaženo simulace běhu v reálném čase, zpracovává tento algoritmus každý 5. snímek videa.
Na začátku rozpoznávání je pořízen snímek původního stavu terče a z něho jsou extrahovány 
význačné body, podle kterých bude možné provést slícování. Problém této metody je však v tom, 
že na některých terčích nemusí  být  těchto bodů dostatek.  Toto je zřejmé na obrázcích  5.3 a  5.4. 
Algoritmus na nich nachází význačné body opakovaně pouze na nápisu na terči, ostatní body jsou 
nestálé. 
 Pokus o  transformaci  na  základě transformační  matice  získané  z  tohoto  snímku  pak  tedy 
skončí  nezdarem,  viz  obrázky  5.5 a  5.6.  Správně  transformována  je  pouze  oblast  s  dostatkem 
zájmových bodů, tedy oblast nápisu na terči. Protože ve zbytku terče žádné další spolehlivé zájmové 
body nejsou, může mít jediný chybně určený bod fatální důsledky pro tuto transformaci.
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Obr. 5.2: Schéma řízení programu prostřednictvím 
detekce zásahu diferencováním následujících snímků
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Obr. 5.3: Nedostatek význačných 
bodů I.
Obr. 5.4: Nedostatek význačných 
bodů II.
Obr. 5.5: Chyby při transformaci I. Obr. 5.6: Chyby při transformaci II.
Obr. 5.8: Dostatek význačných 
bodů II.
Obr. 5.7: Dostatek význačných 
bodů I.
Tento problém se podařilo vyřešit pomocí křížů nebo jiných výrazných značek v rozích terče 
(viz obrázek 6.2). Jak je patrné na obrázcích 5.7 a 5.8, počet význačných bodů se díky tomu zvýšil 
a nyní jsou tyto body rovnoměrně rozmístěné ve všech rozích terče. Svoji úlohu v tomto případě hraje 
i  lepší  nasvícení  a  samotný terč,  který je  potištěn výraznějšími  popisky.   Pro správné provedení 
transformace jsou nejdůležitější  právě body v rozích terče, které mají  o jeho deformaci a pohybu 
nejvíce vypovídající hodnotu.  Transformace tohoto terče již dopadne výrazně lépe. 
Po  tomto  kroku  již  jsou  načítány  další  snímky  z  videosekvence.  V  každém  snímku 
je provedena  extrakce  zájmových  bodů.  Nyní  jsou  použity  funkce  převzaté  z  demonstračních 
programů  dodávaných  spolu  s  knihovnou  OpenCV.  Ke  každému  zájmovému  bodu  z  původního 
snímku je nalezen bod v aktuálním snímku. Tyto body jsou následně filtrovány dle vzdálenosti, neboť 
se nepředpokládá velký posun terče.
Zbylé  dvojice  bodů  jsou  postoupeny  funkci  na  hledání  homografie.  Ta  se  pokusí  nalézt 
transformační matici, která by vyjádřila vztah mezi těmito dvojicemi bodů. Pokud je hledání úspěšné, 
je  na  aktuální  snímek  aplikována perspektivní  transformace  podle  této  matice,  čímž  je  dosaženo 
přemapování snímku na původní pozici. Nyní je již proveden rozdíl obou snímků. Na obrázku 5.9 je 
snímek aktuální situace na terči a na obrázku 5.10 výsledek rozdílu aktuálního snímku, na který byla 
aplikována transformace a snímku prázdného terče. Na tento rozdíl je následně aplikování prahování 
hodnotou 20, jehož výsledek je vyobrazen na obrázku 5.11 
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Obr. 5.9: Situace na terči Obr. 5.10: Rozdílový snímek (barvy byly  
invertovány z důvodu tisku)
 Na výsledný snímek je nyní aplikováno maskování kruhem velikosti terče, který je vypočítán 
ze zjištěného poloměru černého středu. To eliminuje falešné detekce na krajích terče. Následně je 
aplikována morfologická operace otevření, která odstraní šum, který vznikne při prahování rozdílu 
nízkou hodnotou. Výsledek této operace doplněný o vymaskování pouze na bodované zóny je vidět 
na obrázku 5.12.
Na obrázku 5.13 je vidět situace tak, jak je reprezentována programem na výstupu. Rozpoznané 
zásahy jsou označeny červenými obdélníky a poslední, tedy aktuální, je zakroužkován. 
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Obr. 5.11: Snímek po prahování (barvy 
byly invertovány z důvodu tisku)
Obr. 5.12: Snímek po vyčištění (barvy byly  
invertovány z důvodu tisku)
Obr. 5.13: Výsledek vyhodnocování
5.3.3 Nediferencovaná segmentace
Pro segmentaci je v této metodě použit algoritmus semínkového vyplňování. Tato metoda je odlišná 
od ostatních dvou metod především tím, že jsou zásahy hledány na základě jejich jasových vlastností, 
nikoliv podle rozdílu mezi snímky.
Při  kalibraci  kamery  je  zjištěna  pozice  terče  a  velikost  jeho  černého  středu.  Z  důvodu 
zjednodušení výpočtu a také z důvodu ochrany před chybou způsobenou drobným pohybem terče je 
pozice počátečního bodu vyplňování volena náhodně v oblasti čtverce, který je vepsaný do černého 
středu a tedy polovina jeho úhlopříčky je poloměrem černého středu.
V černém středu  je  semínkové  vyplňování  nastaveno  ve  fixním rozsahu,  viz  kapitola  2.6. 
Rozsah hodnot byl stanoven tak, že spodní mez pro vyplnění může být maximálně o 8 stupňů jasu 
nižší,  než hodnota počátečního bodu a maximálně o 50 stupňů jasu vyšší.  To je dáno tím,  že se 
v černém středu vyskytují bílé čáry a čísla, která by jinak tvořila taktéž ostrůvky. Pokud jsou v terči 
číselná označení zón příliš velkým nebo jasným písmem, dojde pak k jejich označení jako zásahu. 
Tato metoda tedy funguje především pro terč z obrázku 5.14.
Pozice druhého bodu pro vyplňování se určí tak, že se použije x-ová souřadnice náhodného 
bodu v černém středu a k y-ové souřadnici středu je přičten takový násobek poloměru, aby se tento 
bod bezpečně octl v bodované bílé části terče. Parametry pro toto vyplňování jsou jiné, neboť bylo 
zjištěno, že jsou mezi různými místy v terči velké rozdíly v jasu. Proto bylo použito vyplňování, které 
porovnává rozdíl mezi sousedními body a umožňuje tak plynulý přechod odstínu. Na obrázku 4.11 
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Obr. 5.14: Ukázka výsledku semínkového vyplňování na snímku terče. Barvy v levé 
polovině obrázku jsou invertovány z důvodu tisku.
jsou patrné rozdíly v jasu na různých místech v terči. Na obrázku 5.14 je zobrazen výsledek aplikace 
semínkového vyplňování na snímek.
Pokud však je použit přímo terč z obrázku 3.1, situace již tak příznivá nebude, neboť číslice 
v terči mají podobnou charakteristiku jako zásahy a budou tak tedy označeny viz obrázek 5.15 . Toto 
je hlavní nevýhoda této metody, neboť zásahy do takto označených míst již nebudou rozpoznány.
Aby se  zamezilo  chybám v případě,  kdy je  počáteční  bod vyplňovacího  algoritmu  shodný 
s pozicí  některého zásahu a tím dojde jen k vyplnění  této  malé  oblasti,  dojde k označení  oblasti 
až poté, co zůstane na svém místě několik snímků po sobě. Je nepravděpodobné, že by algoritmus 
vygeneroval stejný počáteční bod několikrát po sobě.
Vyplnění se tedy provádí do masky. Od celého snímku, který uchovává informace o zásazích, 
je  následně  odečtena  určitá  konstanta,  v  tomto  případě  10  a   vzápětí  přes  masku  vytvořenou 
vyplňováním přičtena hodnota 25. Snímek je následně prahován hodnotou 100. 
Na výsledném obrázku se tedy zásah projeví až v případě,  že se nachází na stejném místě 
alespoň sedmkrát. Tento snímek je pak postoupen k dalšímu zpracování. 
Problémem tohoto algoritmu jsou obecně zásahy na přechodu mezi černým středem a zbytkem 
terče,  které  mohou  být  obtížně  rozpoznatelné,  neboť  zde  může  docházet  k  plynulým světelným 
přechodům, které můžou při segmentaci splynout s pozadím.
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Obr. 5.15: Ukázka výsledku na jiném terči. Barvy v levé polovině obrázku jsou invertovány 
z důvodu tisku.
5.3.4 Uchovávání informací o zásazích v terči
Pro zjištění zásahů v terči je nyní možné použít funkci na hledání spojených komponent, která 
tyto oblasti najde a zařadí do seznamu. Poté jsou klasifikovány podle poměru obalujícího obdélníku 
a jejich obsahu. Klasifikační předpoklad byl pokusy stanoven tak, že zásah musí mít obsah alespoň 
1/4 obsahu obalujícího obdélníku.
Zásahy jsou poté zařazeny do seznamu jako objekty, které obsahují informaci o tom, kolikrát se 
již zásah vyskytl, informace o jeho umístění a zda je platný. Pozice zásahu je dána jako pozice jeho 
obalujícího obdélníku. To usnadňuje kontrolu jejich překrytí a ztotožnění, ovšem za určitých situací 
to může vést k problému, zvláště pokud má zásah nestandardní tvar a je blízko jiného zásahu.
Každý zásah má atribut, který ukazuje, zda má být zobrazen, nebo zda se jedná o zásah, který 
má být skryt. Toto je v případě semínkového vyplňování umožňuje ignorovat současné zásahy v terči 
a zobrazovat pouze zásahy nové.
Každý zásah je hledán tak,že po vyhledání  propojených komponent   dojde k porovnání  se 
seznamem zásahů. Pokud dojde alespoň k částečnému překrytí, je zásah považován za již nalezený. 
Toto v případě algoritmu založeném na semínkovém vyplňování zabraňuje opětovné detekci zásahu 
při pozvolném posuvu nebo výkyvu terče. Nevýhoda tohoto přístupu je především v tom, že neodhalí 
např. dva zásahy těsně vedle sebe.
5.4 Mapování zón
V rámci  experimentů došlo i  k pokusům o mapování  zón. Metoda založená hledání kružnic byla 
zavržena  již  zpočátku,  druhým pokusem bylo  implementovat  tuto  metodu  pomocí  semínkového 
vyplňování. 
Pokus  o  namapování  skončil  nezdarem,  protože  v  bílých  zásahových  zónách  čáry,  které 
oddělují  jednotlivé  bodované  zóny,  nejsou  pro  algoritmus  semínkového  vyplňování  dostatečnou 
překážkou.  Namapovat  zóny  se  podařilo  při  ručním  určování  počátečního  bodu  pouze  v  rámci 
černého středu, v bílém došlo k nezdaru i po experimentech s různým nastavením algoritmu. 
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6 Dosažené výsledky
V programu jsou nyní implementovány dvě navržené metody rozpoznávání. Každá z těchto metod má 
svoje specifika, které ji předurčují pro funkci za různých podmínek. Program umožňuje předvedení 
těchto metod na testovacích datech, pro použití s přímým vstupem z kamery nebyl program testován.
6.1 Stabilizovaná diferenciace
Tato  metoda  vykazuje  poměrně  stabilní  výsledky,  po  vymaskování  okrajových  zón  dochází 
k falešným poplachům pouze výjimečně. Tato metoda by mohla fungovat prakticky neomezeně  na 
různých druzích terčů, nutné by bylo pouze upravit algoritmus na zjištění pozice terče pro konkrétní 
terč.  Největší  slabinou této  metody je její  náročnost  na  provedené úpravy terče  a dobré světelné 
podmínky, které umožní extrakci dostatku význačných bodů. 
Extrakce  bodů  a  vyřazování  bodů,  které  nebyly  nalezeny  správně,  nyní  funguje  pouze 
na základě vzdálenosti mezi současnou a původní pozicí nalezeného bodu. Toto umožňuje filtrovat 
mírný pohyb kamery nebo terče. Tato detekce tedy poměrně spolehlivě funguje na videích pořízených 
během druhého natáčení (tabulka 6.2, videa 1-4).
Vylepšení tohoto algoritmu by mělo vést cestou zlepšení vyřazování nesprávně ztotožněných 
bodů. Toto vylepšení by však bylo již obsáhlejší záležitostí, neboť největším problémem není pohyb 
terče jako takového do stran nebo nahoru a dolů, nýbrž jeho kývání a ohyb. To ztěžuje rozhodnutí 
o tom,  který bod vyřadit,  neboť na různých místech terče může vektor posunutí bodu oproti  jeho 
minulé pozici různě velký a může mít i různý směr. 
Toto je možné demonstrovat na příkladu drobného otočení terče při  částečném vyklouznutí 
terče  z  jednoho z  úchytů  vlivem výstřelu.  Rozhodovat  by  se  tedy  muselo  pravděpodobně  podle 
nejbližšího okolí bodu, tedy porovnávat posunutí bodu na snímku s posunutím pouze okolních bodů.
6.2 Nediferencovaná segmentace
Výhodou  této  metody  je,  že  funguje  v  reálném  čase.  Problém  je  jistá  nestabilita  této  metody 
a nefunkčnost  detekce v určitých bodech terče, zejména tedy v místech číselného označení zón. Další 
problémovou  lokací  je  pro  tento  algoritmus  přechod  mezi  černým středem terče  a  jeho  okolím. 
V případě střelbou střelami ráže 9mm může při zásahu přechodu detekce trvat déle, nebo může zásah 
zůstat nerozpoznán. 
Pro  použití  tohoto  algoritmu  je  také  nutné  použít  vymaskování  nápisů  na  terči,  které  se 
za určitých  podmínek  mohou  podobat  průstřelům.  V programu  je  implementováno  vymaskování 
29
kruhem,  který  zahrnuje  zásahové  zóny.  Toto  vylučuje  detekce  v  nebodovaných  částech  terče, 
k detekci může dojít pouze v blízkosti bodované zóny, neboť má maskování určitou toleranci.
Tento algoritmus byl navržen v době, kdy nebylo k dispozici video s označkovaným terčem 
jako záložní varianta, nicméně se jeho výsledky ukázaly jako pozoruhodné. Vhodným terčem pro 
použití s tímto algoritmem je terč s nevýrazným číselným označením zón.
6.3 Porovnání obou algoritmů
Hlavní výhodou algoritmu, založeném na porovnávání dvou snímků pořízených v různém čase je to, 
že je univerzálnější a umožňuje lépe ošetřit například zásahy těsně vedle sebe. Pro rozšíření programu 
o toto porovnání  by stačilo  ukládat  nový referenční  snímek po každém zjištěném zásahu.  To by 
umožnilo snadné hledání zásahů umístěných těsně vedle sebe. 
Tento  algoritmus  také  netrpí  problémem  s  textem  nebo  jinými  objekty  na  terči,  protože 
porovnává pouze nastalé změny. I přesto algoritmus založený na semínkovém vyplňování může najít 
svoje uplatnění. Někdy jednoduše není možné provádět úpravy terče, pak tedy přijde vhod i poměrně 
omezenější  funkčnost  tohoto  algoritmu.  V  tabulkách  6.1 a  6.2 jsou  shromážděny  výsledky 
rozpoznávání jednotlivých algoritmů v různých videích. Tabulka obsahuje i informace o důvodech, 
které vedly k selhání algoritmu v konkrétním případě.
V tabulce se nacházejí sloupce název videa, počet zásahů v bodovaných zónách terče, počet 
správně zaregistrovaných zásahů (T), počet falešných poplachů (F),  počet nerozpoznaných zásahů 
(M), ráže a krátké zhodnocení.
Tabulka 6.1: Výsledky algoritmu založeném na semínkovém vyplňování
Č. Název videa Zás. T F M Ráže Komentář
1 00000.avi 11 7 3 4 9L Špatný  kontrast,  zásahy do  čísel,  chyba  – osvětlení 
nebo  deformace  papíru,  silný  otřes  kamery  mezi 
střelbami
2 00001.avi 9 7 1 2 9L Zásah do čísla,  problém na okraji  černého středu. 1 
detekována správně, nicméně pak ztracena z důvodu 
překrytí při posuvu terče
3 00002.avi 9 9 0 0 9L Dobrý kontrast
4 00004.avi 9 9 1 0 9L
5 9bok1.avi 3 1 0 2 9L Krátký expoziční čas, rozostřený obraz
6 9bok2.avi 5 1 0 4 9L Krátký expoziční čas, rozostřený obraz
7 9celo1.avi 5 3 1 2 9L 2 zásahy těsně vedle sebe, jeden na pomezí černého 
středu
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8 9celo2.avi 5 5 0 0 9L
9 45celo1.avi 5 5 0 0 45ACP
10 45celo2.avi 5 5 0 0 45ACP
11 45bok1.avi 2 2 0 0 45ACP Dobré světlo, dobrý kontrast, špatný střelec
12 45bok2.avi 4 4 0 0 45ACP
13 45bok3.avi 2 2 0 0 45ACP
Tabulka 6.2: Výsledky stabilizované diferenciace
Název videa Zás. T F M Ráže Komentář
1 00000.avi 11 11 0 0 9L
2 00001.avi 9 9 0 0 9L
3 00002.avi 9 8 0 1 9L Dva zásahy těsně vedle sebe
4 00004.avi 9 9 1 0 9L Chvilková falešná dvojitá detekce zásahu
Z výsledku uvedených v tabulkách  6.1 a  6.2 tedy vyplývá, že pomocí metody stabilizované 
diferenciace  bylo  dosaženo  lepších  výsledků,  metoda  byla  ale  použitelná  pouze  na  videa 
s označkovaným  terčem,  tedy  videa  číslo  1  –  4.  Pro  videa  5  až  13  tato  byl  použitelný  pouze 
algoritmus založený na semínkovém vyplňování. 
Do testování  nebyla  zařazena veškerá videa,  důvody vyřazení  videí  jsou uvedeny seznamu 
videí v příloze 1.
6.4 Podmínky pro správné fungování programu
Protože  se  jedná  o  rozpoznávání  poměrně  drobných  jevů,  je  pro  správnou  funkčnost  obou 
rozpoznávacích  algoritmů  třeba  zajistit  odpovídající  podmínky.  Obvyklá  plocha  oblasti,  která  je 
zasažena průstřelem  se  při střelbě ráží 9mm  pohybuje okolo 1 cm2. Na vzdálenost 25 se již tedy 
jedná o poměrně malý objekt.




Umístění kamery by mělo být zvoleno tak, aby byla izolována od tlakové vlny a otřesů způsobených 
výstřelem. Vhodným místem pro umístění kamery může být např. nad střeleckým stavem, kde by 
kamera mohla být proti otřesům chráněna. V případě testování postačí umístění ve vedlejším stavu.
Maximální vzdálenost kamery od terče je dána technickými parametry kamery a používanou 
ráží. Je nutné kameru zaostřit na danou vzdálenost a nastavit na dané světelné podmínky.  Program 
byl testován s videokamerou SONY HDR-SR12E na vzdálenost 25 m a byl pro tuto vzdálenost s výše 
zmíněnými výhradami shledán funkčním.
6.4.2 Osvětlení
Terč by měl být osvětlen přímým rovnoměrným světlem. Pro rozpoznávání není na závadu, pokud je 
obraz lehce přesvícený. To zvyšuje kontrast zásahů v černém středu terče. Obrázky 6.1 a 6.2 ilustrují 
příklad nevhodného a dobrého osvětlení.
6.4.3 Úpravy terče
Pro správný běh programu v je nutné zajistit správnou rozpoznatelnost terče. Mezinárodní terč 50/20 
jako takový je od ostatních předmětů, které by se mohly vyskytnout ve scéně, rozeznatelný dobře. 
Problém  nastává  až  v  případě  přesného  slícování  snímků  při  použití  algoritmu  stabilizované 
diferenciace.
Z tohoto důvodu je  nutné  terč  v  rozích  opatřit  značkami,  které  umožní  opětovné nalezení 
přesné pozice terče v jednotlivých snímcích. Značka má tvar kříže. Tloušťka čáry je 10mm, délka 
50mm. Značka by měla být vyhotovena černou barvou a její povrch nesmí reflektovat světlo. Příklad 
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Obr. 6.1: Špatné osvětlení Obr. 6.2: Dobře osvětlený a 
označený terč
správného označení  terče je  na obrázku  6.2.  S tvarem značky je  možné  experimentovat,poměrně 
dobře fungují různé výrazné nápisy na terčích (viz obrázky 5.7 a 5.8). Je však podstatné, aby podobný 
obrazec byl v každém rohu terče.
Pokud nebude tato úprava provedena (konflikt s pravidly apod.), bude program fungovat pouze 
s algoritmem popsaným v části 5.3.3.
6.5 Výhled do budoucna
Bylo  by  vhodné  navrhnout  a  implementovat  metodu  na  rozpoznávání  překrývajících  se  zásahů. 
S tímto souvisí i vylepšení stabilizačního algoritmu, především vyřazování neplatných bodů. Které by 
umožnilo přesnější slícování. Algoritmus založený na semínkovém vyplňování by bylo dobré upravit 
tak, aby se zlepšilo rozpoznávání zásahů na pomezí černého středu a jeho okolí.
Dále  by  bylo  vhodné  aplikaci  rozšířit  o  funkčnost  na  více  různých  terčích.  Pro  praktické 
používání by bylo vhodné vylepšit uživatelské rozhraní programu, neboť současné rozhraní je vhodné 
spíše pro účely demonstrace funkcí.
Z  pohledu  zpracování  obrazu  se  jako  nejobtížnější  problém  do  budoucna  jeví  mapování 
zásahových zón, které by umožnilo provádět automatické orientační hodnocení výsledků střelby.
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7 Závěr
 Během vývoje bylo vyzkoušeno několik různých přístupů k řešení zadaného problému, které vyústilo 
v  implementaci  dvou  metod  rozpoznávání,  které  se  ukázaly  být  za  určitých  podmínek  funkční 
a využitelné. Nejslabším místem jsou detekce zásahů blízko sebe a v případě algoritmu založeném 
na semínkovém vyplňování v přechodech mezi černým středem a jeho okolím. Systém bez problémů 
za  dobrých  světelných  podmínek  rozpoznává  zásahy  jak  v  bílých  zónách,  tak  v  černém středu. 
Především rozpoznávání v černém středu je možné považovat za úspěch.
Pro případné praktické uplatnění těchto poznatků v praxi by bylo vhodné tuto aplikaci rozšířit 
především  o  automatický  hodnotící  systém  a  rozpoznávání  překrývajících  se  zásahů.  Překážkou 
v praktickém  využití  těchto  poznatků  by  mohly  být  počáteční  náklady  na  pořízení  hardware, 
především kamery a výpočetní techniky. 
V současné době je tedy výslednou aplikaci možné použít jako přehledovou aplikaci při střelbě. 
Největší  výhodou  je  v  tomto  případě  označení  posledního  zásahu  –  střelec  tak  může  průběžně 
reagovat na umístění aktuálního zásahu a může si tak lépe uvědomit, co přesně předcházelo výstřelu 
a odhalit tak případnou chybu v technice střelby. Tím by mohlo dojít k výraznému urychlení tréninku, 
a  to  především  u  začínajících  střelců.  Další  výhodou  je  možnost  střílet  delší  dobu  bez  nutnosti 
zalepovat zásahy nebo měnit terč. 
Aplikace tedy zatím není ve fázi, kdy by bylo možné její ostré nasazení, nicméně po rozšíření 
o některé výše zmíněné funkce by její používání mohlo býti pro uživatele velmi přínosné.
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Příloha 1. Seznam videí
Příloha 2. DVD
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Místo pořízení Ráže Zařazeno 
v testech
Důvod vyjmutí
airgun1.avi 23.2.2010 BH Magnum 4,5mm ne Záznam  střelby  ze  vzduchovky, 
špatně rozpoznatelnéairgun2.avi 23.2.2010 BH Magnum 4,5mm ne
airgun3.avi 23.2.2010 BH Magnum 4,5mm ne
airgun4.avi 23.2.2010 BH Magnum 4,5mm ne
9bok1.avi 23.2.2010 BH Magnum 9mm ano
9bok2.avi 23.2.2010 BH Magnum 9mm ano
9celo1.avi 23.2.2010 BH Magnum 9mm ano
9celo2.avi 23.2.2010 BH Magnum 9mm ano
45celo1.avi 23.2.2010 BH Magnum .45'' ano
45celo2.avi 23.2.2010 BH Magnum .45'' ano
45bok1.avi 23.2.2010 BH Magnum .45'' ano
45bok2.avi 23.2.2010 BH Magnum .45'' ano
45bok3.avi 23.2.2010 BH Magnum .45'' ano
x9bok1.avi 23.2.2010 BH Magnum 9mm ne Tato  videa  byla  natáčena  na 
kratší  vzdálenost  (20m).  Na této 
střelnici  nebylo  na  dané 
vzdálenosti  požadované  osvětle-
ní,  proto  byla  tato  videa  z  testů 
vyřazena.
x9bok2.avi 23.2.2010 BH Magnum 9mm ne
x9celo1.avi 23.2.2010 BH Magnum 9mm ne
x9celo2.avi 23.2.2010 BH Magnum 9mm ne
x45bok1.avi 23.2.2010 BH Magnum .45'' ne
x45bok2.avi 23.2.2010 BH Magnum .45'' ne
x45celo1.avi 23.2.2010 BH Magnum .45'' ne
x45celo1.avi 23.2.2010 BH Magnum .45'' ne
00000.avi 28.4.2010 Trigger service 9mm ano
00001.avi 28.4.2010 Trigger service 9mm ano
00002.avi 28.4.2010 Trigger service 9mm ano
00004.avi 28.4.2010 Trigger service 9mm ano
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