In this paper, a well-known finite difference technique is combined with thermal lattice Boltzmann method to solve 2-dimensional incompressible thermal fluid flow problems. A small number of microvelocity components are applied for the calculation of temperature field. The combination of finite difference with lattice Boltzmann method is found to be an efficient and stable approach for the simulation at high Rayleigh number of natural convection in a square cavity.
Introduction
The lattice Boltzmann method (LBM) is considered as an alternative approach to the well-known finite difference, finite element, and finite volume techniques for solving the Navier-Stokes equations. LBM evolved from Lattice Gas Automata, simulates fluid flows by tracking the evolution of the single-particle distribution. Although as a newcomer in numerical scheme, the lattice Boltzmann approach has found recent successes in a host of fluid dynamical problems, including flows in porous media, magnetohydrodynamics, immiscible fluids, and turbulence. However, the simulation of flows with heat transfer turned out to be much more difficult.
In general, the current thermal lattice Boltzmann models fall into three categories: the multi-speed approach, 2 the passive scalar approach, 3 and the thermal energy distribution model proposed by He et al. 4 The multi-speed approach uses the same distribution function in defining the macroscopic velocity, pressure, and temperature. In addition to mass and momentum, in order to preserve the kinetic energy in the collision on each lattice point, this model requires more variations of speed than those of the isothermal model and equilibrium distribution function usually include higher order velocity terms. However, this model is reported to suffer severe numerical instability, and is not computationally efficient.
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In the passive scalar model, the flow fields (velocity and density) and the temperature are represented by two different distribution functions. The macroscopic temperature is assumed to satisfy the same evolution equation as a passive scale, which is advected by the flow velocity, but does not affect the flow field. It has been shown that the passive scalar model has better numerical stability than the multi-speed model. 5 He et al. 4 in their model introduce the internal energy density distribution function, which can be derived from the Boltzmann equation. This model is shown to be a suitable model for simulating real thermal problems. However, the complicated gradient operator term appears in the evolution equation and thus the simplicity property of the lattice Boltzmann scheme has been lost. 6 The conventional isothermal and thermal lattice Boltzmann models, however, only give second-order accuracy in space and time. Since Luo and He 12 The study of FDLBM is still in progress. [13] [14] [15] However, there are still no evidence of combination of finite difference with thermal lattice Boltzmann.
The purpose of this paper is to improve the earlier proposed double-distribution function thermal lattice Boltzmann method (TLBM). 16 Although this model has successfully simulated the natural convection problem to a certain degree with low computational cost, it is limited for the simulation at low Rayleigh numbers. However, for real thermal engineering applications, the value of Rayleigh numbers could be achieved up to 10 6 . In this paper, we apply the finite difference technique to solve the advection term in the governing equations of double-distribution function TLBM. The combination of finite difference with TLBM (FDTLBM) contributes in allowing us to increase the accuracy both in time and space where the high order accuracy is crucial for the simulation of natural convection at high Rayleigh numbers. 
Double-Distribution Function TLBM
Following the double-distribution function approach proposed by He 4 and Nor Azwadi and Takahaski, 16 the governing equations for these two functions are
where the density distribution function f = f (x, c, t) is used to simulate the density and velocity fields, and the internal energy density distribution function g = g(x, c, t) is used to simulate the macroscopic temperature field. The macroscopic variables, such as the density ρ, velocity u, and temperature T can be evaluated as the moment to the distribution function
f eq and g eq in Eqs. (1) and (2) are the equilibrium distribution function for density and internal energy, respectively, and is given by
Equation (5) is obtained by assuming that at low Mach number flow (incompressible flow), the higher order of macroscopic velocity and viscous heat dissipation can be neglected. 6 It has also been proved 17 that the above simplification does not alter the corresponding macroscopic equation of energy. The only change is the value of the constant parameter in the thermal conductivity, which can be absorbed by manipulating the parameter τ c .
We have also recently shown that the discretized equilibrium distribution function for both density and internal energy density distribution function can be obtained by applying the Gauss-Hermite quadrature procedure for the calculation of f eq and g eq velocity moments. As a result, a 2-dimensional 9-velocity, D2Q9 lattice model, as shown in Fig. 1(left) , is obtained, and the corresponding discretized equilibrium density distribution function is given by
where c = √ 3RT and the weights are ω 1 = 4/9, ω 2 = ω 3 = ω 4 = ω 5 = 1/9, and, ω 6 = ω 7 = ω 8 = ω 9 = 1/36. While the lattice type for the energy model is 2-dimensional 4-velocity, D2Q4 lattice model shown in Fig. 1(right) , and the corresponding discretized internal energy density equilibrium distribution function is given by
Through a multiscaling expansion, the mass and momentum equation can be derived from D2Q9 and temperature equation from D2Q4 as below
The viscosity and thermal diffusivity in these models are related to the time relaxations as below
Finite Difference Thermal Lattice Boltzmann Method (FDTLBM)
The temporal discretization is obtained using second-order Runge-Kutta (modified) Euler method. The time evolution of particle distributions is then derived by
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The third-order upwind scheme (UTOPIA) was applied to calculate the advection term in Eq. (1) as below
The same procedures were carried out for the evolution of temperature equation. From this combination, the accuracy of the FDTLBM is second order in time and third order in space. The time step used in the computation is varied between 0.1 and 0.001, depending on the Rayleigh number and mesh size.
Natural Convection in a Square Cavity
Numerical simulation for the natural convection flow in a square cavity with a hot wall on the left side and cool wall on the right side up to Rayleigh number, Ra = 10 6 was carried out to test the effectiveness of the FDTLBM. Figure 2 shows a schematic diagram of the setup in the simulation.
The conventional no-slip boundary conditions 1 are imposed on all the walls of the cavity. The thermal conditions applied on the left and right walls are T (x = 0, y) = T H and T (x = L, y) = T C . The top and bottom walls being adiabatic, ∂T /∂y = 0.
The temperature difference between the left and right walls introduces a temperature gradient in a fluid, and the consequent density difference induces a fluid motion, that is, convection.
In the simulation, the Boussinesq approximation is applied to the buoyancy force term. where β is the thermal expansion coefficient, g 0 is the acceleration due to gravity, T m is the average temperature, and j is the vertical direction opposite to that of gravity. So the external force in Eq. (1) will be
The dynamical similarity depends on two dimensionless parameters: the Prandtl number, P r and the Rayleigh number, Ra
In all simulations, P r is set to be 0.71 and through the grid dependence study, the grid sizes of 101 × 101, 151 × 151, 201 × 201, and 251 × 251 are suitable for Rayleigh number 10 3 , 10 4 , 10 5 , and 10 6 , respectively. The convergence criterion for all the cases tested is
where the calculation is carried out over the entire system.
Numerical Results
Figures 3-6 show the time development of isotherms and their corresponding streamlines for all the Rayleigh numbers simulations. At the beginning of the simulation for Ra = 10 3 , a vortex appears at the center left of the cavity. As time evolves, the vortex is shifted to the center of the cavity. The isotherms are almost vertically parallel to the wall, indicating that conduction is the dominant heat transfer mechanism. For Ra = 10 4 , a vertically oval-shaped vortex appears at the center left of the cavity. After that, the vortex is shifted to the center of the cavity and its shape changes to horizontal oval due to the convection effect. Isotherms start to be horizontally parallel to the wall at the cavity center. This indicates that the heat transfer mechanisms are mixed conduction and convection.
For the simulation at Ra = 10 5 , two vortices appear, where one at the top left and the other one at the bottom right of the cavity when the system achieved equilibrium condition. All isotherms are almost horizontally parallel to the wall, indicating that the convection is the main heat transfer mechanism. The vortices continue to break up when the Rayleigh number is increased up to 10
6 . Figure 7 shows the non-dimensional temperature profile given at the mid-height of the cavity for the laminar flow simulations. The profiles show the rapid change in the heat transfer mechanisms from conduction to convection. From a 45
• slope at low Rayleigh number, the temperature profiles become horizontal lines in the cavity center and all temperature gradients are located in the interior of the boundary layer, which has developed near the vertical walls. Near the center of the cavity, the curves change slope and there is a vortex corresponding to each change. It can be clearly seen that the steep variation of the temperature near the walls is resolved quite well. convective activity at higher Rayleigh number values observed in Fig. 9 . The changes in the velocity direction correspond to slope changes of the temperature profile and lead to vortex development.
In order to validate the present numerical algorithm, the predicted results are compared with the results obtained by the Navier-Stokes equation approach. Among the characteristic numerical values of the flow, the comparisons concern the average Nusselt number at the mid-plane wall, N u ave the maximum value for horizontal and vertical velocity components, u max and v max with the positions where they occur. As shown in Table 1 , for Ra = 10 3 and Ra = 10 4 , the present results are in close agreement with the Navier-Stokes solution obtained by Davis. 18 However, small discrepancies can be seen for higher values of Rayleigh numbers, Ra = 10 5 and Ra = 10 6 . For all values of Rayleigh number considered in the present analysis, the average Nusselt number for the system have been predicted with less than 3% error and can be accepted for real engineering applications.
Conclusion
The natural convection in a differentially heated square cavity has been studied using the double-distribution approach thermal lattice Boltzmann method with small microvelocity components applied in the internal energy distribution function. The evolution of lattice Boltzmann equations have been discretized using the third-order accuracy finite difference upwind, UTOPIA scheme. From Figs. 7-9 , the boundary layers for the velocities and temperature can be observed clearly. As expected, the thermal boundary layer is thicker than the velocity boundary layer for every Rayleigh number simulations. The flow patterns including the boundary layers and vortices can be seen clearly. The results obtained demonstrate that this new approach in the double-distribution function thermal lattice Boltzmann model is a very efficient procedure to study flow and heat transfer in a differentially heated square enclosure.
