The way in which the model predictive control approach can be used for the synthesis of a regulator with robustness and optimality properties for nonlinear discrete-time systems is described. Specifically, an H 2 optimisation problem is formulated and solved under an additional H 1 constraint. The control law guarantees robust stability in the face of a class of bounded disturbances and/or parameter variations while minimising a quadratic cost function.
Introduction
One of the most intriguing issues still open in the control of nonlinear systems concerns the development of efficient techniques for the synthesis of regulators guaranteeing both robust stability in the face of bounded disturbances and=or parameter variations and the achievement of given performance in terms of the minimization of an 'energy' cost function. The robustness problem naturally leads to the H 1 approach, for which well known results are nowadays available both for linear and for nonlinear systems, see e.g. [1] [2] [3] . On the contrary, the achievement of optimality properties can be placed in the mainstream of H 2 control, where again many results have been obtained, see e.g. [4, 5] .
The attempt to combine robustness and optimality conditions naturally leads to the formulation of the so-called H 2 =H 1 mixed control problem, where the goal is to solve an optimal ðH 2 Þ problem subject to a robustness ðH 1 Þ constraint. Despite the extensive research activity devoted to the H 2 =H 1 problem, a closed solution is not available yet, see [6] , so that many sub-optimal strategies have been developed, some of them being applicable also to nonlinear systems, see [7, 8] . Among the proposed approaches, an original method has been described in [9] , where a control law with robustness properties is first determined and then used to build a family of stabilising controllers within which to select the one guaranteeing the H 2 optimal solution.
In this paper, the robustness=performance dilemma is solved for nonlinear systems by resorting to the model predictive control (MPC) approach. It is well known that classical MPC techniques, see e.g. [10] , rely on the (constrained) minimisation of a suitable performance index, so that they can be naturally placed in the framework of H 2 control. However MPC, and in particular the receding horizon (RH) paradigm, have already been used to compute control laws with robustness properties for nonlinear systems without the need to solve a Hamilton-Jacobi-Isaacs (HJI) equation, which is a difficult computational task. In particular, in an H 1 setting, RH schemes have been introduced in [11, 12] , to derive a state-feedback control law with the same robustness properties of an auxiliary control law kðÁÞ previously defined while enlarging the invariant set where kðÁÞ solves the H 1 problem. The results reported in [13] show that a proper selection of the design parameters guarantees that the region of attraction of the RH law can be made larger than the largest one associated with kðÁÞ without a significant computational burden due to the optimisation procedure implied by the MPC approach.
The technique proposed here shares many ideas both with the previously developed MPC algorithms for robust control and with the method proposed in [9] . Specifically, an auxiliary control law kðÁÞ solving the H 1 problem in a given invariant set is assumed to be known, and then an H 2 optimisation problem is formulated and solved under the additional constraint that its solution provides at least the same level of attenuation guaranteed by kðÁÞ in the same invariant set or in a larger one. This result is achieved by extending the algorithm described in [14] and by properly selecting the free MPC design parameters, such as the control and prediction horizons. The proposed algorithm calls for the solution of a min=max optimisation problem, where minimisation must be performed with respect to control law strategies, while maximisation is over disturbance sequences. As such, the proposed solution is analytically and=or computationally almost intractable. However to this regard two levers can be used to reduce the size of the optimisation space. Firstly, the control law strategies can be suitably parametrised with respect to a fixed number of parameters. Secondly, the control horizon, adopted in the MPC formulation, can be definitively smaller than the prediction horizon.
Problem formulation
Consider the nonlinear discrete-time dynamic system xðk þ 1Þ ¼ f ðxðkÞ; uðkÞ; wðkÞÞ; k ! 0 where x 2 R n is the state, u 2 R m is the control input, w 2 R p is the disturbance, z 2 2 R s 1 is the output considered for performance ('performance' output), z 1 2 R s 2 is the 'robustness' output, f ðÁÞ; h 1 ðÁÞ and h 2 ðÁÞ are C 1 functions with f ð0; 0; 0Þ ¼ 0; and xð0Þ ¼ x 0 : 
In (1) the disturbance w satisfies the following assumption:
Assumption 3: Given a positive constant g D ; the disturbance w is such that
The space of admissible disturbances will be denoted by Wðg D Þ: Equation (2) represents a wide class of modelling errors, with respect to which robust stability is desired (see e.g. [13] for an application example). For system (1), two control problems can be considered. The first one is concerned with the robustness problem due to the disturbance w, while the second one is related to a performance problem. These two problems can be formally stated as follows. 
subject to (1), (4) with w ¼ 0:
In the following, given a solution u ¼k kðxÞ of the P 1 problem, henceforth called the auxiliary control law, and an associated invariant set Oðk k; g; g D Þ; we want to obtain an MPC control law u ¼ k RH ðxÞ whose associated largest invariant set O M ðk RH ; g; g D Þ is such that the following conditions hold: 
Problem statement
In the RH approach, at any time instant t, a (constrained) optimisation problem is stated for the future time instants included in a finite time interval ½t; t þ N p À 1; where N p > 0 is the so-called prediction horizon. Then the problem is solved by determining the future control sequence, or strategy, whose first element is effectively applied. At the new time instant t þ 1; the overall procedure is repeated. In the following, according to the RH paradigm, the MPC law is derived by solving an optimisation problem with respect to a vector of feedback control strategies k t;tþN c À1 :¼ ½k 0 ðÁÞ; . . . ; k N c À1 ðÁÞ where k i ðÁÞ : R n ! R m is called policy and N c N p is the control horizon. At the end of the control horizon, i.e. in the interval ½t þ N c ; t þ N p À 1; an auxiliary state-feedback control law u ¼k kðxÞ solving the P 1 problem is used. The sequence of disturbances chosen by 'the nature' is denoted by w t;tþN p À1 :¼ ½wðtÞ; . . . ; wðt þ N p À 1Þ:
Note that, differently from the standard MPC algorithm, in order to account for changes in the state due to unpredictable inputs played by 'the nature' (see also [15] ), at each time t, the minimising player optimises his sequence k t;tþN c À1 of policies, i.e. the minimisation is carried out in an infinite-dimensional space. Some assumptions have now be made to formally state the problem.
Assumption 4: An auxiliary ðC
1 Þ control lawk kðÁÞ solving P 1 is known together with its Lipschitz constantL L k and an associated invariant set Oðk k; g; g D Þ Moreover, letting j c ðk; t; x x;k kÞ; k ! t; be the solution of (1) at k with xðtÞ ¼ x x; u ¼k kðxÞ and w ¼ 0; the following assumption is required.
Assumption 5:
The boundary of the domain of attraction Oðk k; g; g D Þ; associated to the auxiliary stabilising control law u ¼k kðxÞ is a level line of a positive (storage) function V 1k k ðxÞ; with V 1k k ð0Þ ¼ 0; such that i)
and ii) kj c ðk; t; x x;k kÞk ae ÀbðkÀtÞ k x xk; a > 1; b > 0; 8x 2 Oðk k; g; g D Þ; 8k ! t:
In view of assumption 5, the auxiliary control law guarantees exponential asymptotic stability inside Oðk k; g; g D Þ for w ¼ 0: In the next Section, a practical way to compute a nonlinear controlk kðÁÞ satisfying assumption 5 based on the solution of the H 1 control problem for the linearised system is derived for nonlinear affine systems.
In order to establish the closed-loop stability properties of the RH controller proposed in the paper, we first introduce the following definitions.
subject to (1) with xðtÞ ¼ x x; 
For the existence of the finite integer M satisfying (9) see [14] .
Definition 4: H 1 performance index J 1 ð x x; k t;tþN c À1 ; w t;tþN p À1 ; N c ; N p Þ :
Definition 5: Let Kð x x; N c ; N p Þ be the set of all policies k t;tþN c À1 such that starting from x x; it results:
where M 1 is a positive real constant, for every disturbance sequence w t;tþN p À1 satisfying assumption 3.
Definition 6: Let O
RH ðN c ; N p Þ be the set of initial states x x such that Kð x x; N c ; N p Þ is non-empty.
Definition 7:
Given the initial state x x and a policy vector k t;tþN c À1 2 Kð x x; N c ; N p Þ; the set of admissible disturbances w t;tþN p À1 is denoted by W k ð x x; k t;tþN c À1 ; N p Þ:
The MPC law solving the H 2 =H 1 control problem is now derived by solving the following finite-horizon optimal control problem (FHOCP).
Given the control horizon N c ; the prediction horizon N p ; N c N p ; a feasible control lawk kðÁÞ satisfying assumptions 4 and 5, the H 2 and H 1 costs given in definitions 3 and 4, the region Oðk k; g; g D Þ given in assumption 5 minimise with respect to k t;tþN c À1 2 Kð x x; N c ; N p Þ the cost function J 2 ð x x; k t;tþN c À1 ; N c ; N p Þ defined by (7) - (9) subject to: 
Properties
The properties of the control law (13) are now established. Specifically, the robustness conditions 1 and 2 are first derived with the following result.
Theorem 1: Given two positive constants g and g D with g D g < 1; an auxiliary control lawk k and the closed-loop system 
where O M ðk k; g; g D Þ is the maximum invariant set associated withk k; there exists a prediction horizon N p such that
The algorithm, among the others, has three design parameters N c and N p and r that directly affect the computational complexity. As a matter of fact, the complexity firstly depends on N c because it is proportional to the number of control strategies involved in the optimisation problems. Secondly, the size of the openloop optimisation problem involved by constraint (11) depends on N p : Finally, the value of r implies only a variation for the interval of integration of system (1) with the auxiliary control law and w ¼ 0 but does not affect the dimensionality of the optimisation space. Then, it is clear that the computational burden of the algorithm can be significantly reduced by taking relatively short prediction and control horizons, and by acting on the value of r: This strategy also allows us to cope with condition 3 and problem P 2 ; as shown by the following result. 2 ð x x;k kÞ: It is unfortunate that the upper bound involves the limit for r tending to zero. However from (9) it is possible to see that an exponential decrease of r requires only a linear increase of M. Therefore, good approximations of the limit may be obtainable with relatively small values of r:
Remark 3: A major drawback of the approach proposed is of computational type, since the implementation of the RH controller calls for optimisation within the infinite dimensional space of control policies (at least for N c > 1Þ: A possible solution is to resort to a finite dimensional parametrisation [16] (e.g. polynomial control policies), at the cost of losing some flexibility. In this respect it is worth observing that the theoretical properties of the regulator remain unchanged provided that the auxiliary controllerk kðÁÞ belongs to the same finite dimensional class of control policies. The use of a finite dimensional parametrisation also motivates the selection of a finite prediction horizon N p : In this way the, overall optimisation problem turns out to be specified with respect to a finite number of variables.
The auxiliary control law
In this Section, an auxiliary control lawk kðÁÞ satisfying assumption 5 is derived for nonlinear affine systems by the solution of the H 1 control problem for the linearised system The development closely follows the scheme already used in [13] for a similar problem. Consider the system xðk þ 1Þ ¼ f 1 ðxðkÞÞ þ F 2 ðxðkÞÞuðkÞ þ F 3 ðxðkÞÞwðkÞ
For convenience, we introduce the discrete-time linear system xðk þ 1Þ ¼ F 1 xðkÞ þ F 2 uðkÞ þ F 3 wðkÞ
where
and L 1 is the Lipschitz constant of h 1 :
Given a square n Â n matrix, P, define the symmetric matrix
and the quadratic function
Proposition 4: Suppose there exists a positive definite matrix P such that (i) R 11 > 0; R 22 < 0 and Remark 5: P can be computed by solving a discrete-time H 1 algebraic Riccati equation.
Conclusions
In this paper, the RH paradigm applied to nonlinear discretetime systems has been used to improve the H 2 performance provided by an already available (auxiliary) control law while retaining its robustness properties in the face of bounded disturbances and=or parameter uncertainties. Moreover, the domain of attraction of the auxiliary control law can even be enlarged. For these reasons, the proposed method represents a suboptimal solution of the mixed H 2 =H 1 control problem for nonlinear systems.
The key points of the algorithms are: (i) the adoption of a closed-loop strategy involving the optimisation of the future control policies; (ii) the use of two distinct horizons: a prediction horizon over which the H 1 constraint is detected, and a shorter control horizon over which control policies are optimised; (iii) a quasi infinite-horizon terminal cost over which system performance is evaluated. The computational complexity of the proposed solution is such that the approach proposed in this paper is more conceptual than immediately applicable. However, this is not surprising in view of the intrinsic difficulty of the H 2 =H 1 problem for nonlinear systems. Moreover, notably, the results presented hold true also for very short control horizons, so that the required optimisation with respect to policies does not significantly increases the overall computational burden. Anyway, it is apparent that further efforts must be made towards the development of computationally easier solutions of the H 2 =H 1 problem for nonlinear systems with the MPC approach.
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Proof of Theorem 1
i) First, note thatk k t;tþN c À1 defined in (12) belongs to Kð x x; N c ; N p Þ because from assumption 5 it follows that Oðk k; g; g D Þ is a robust positive invariant set for the closedloop system formed by (1) and the auxiliary control law 8w satisfying assumption 3. Then, 8 x x 2 O RH ðN c ; N p Þ; there exists a feasible vector of feedback control strategies k t;tþN c À1 for the FHOCP. Following the same argument, k k tþ1;tþN c ¼ ½k tþ1;tþN c À1 ;k kðÁÞ 2 Kð f ð x x;k RH ð x xÞ; wðtÞÞ; N c ;N p Þ; 8w satisfying assumption 3, so that f ð x x; k RH ð x xÞ; wðtÞÞ 2 O RH ðN c ; N p Þ that is O RH ðN c ; N p Þ is a positively invariant set for S RH : Moreover from assumption 5 it follows that 8 x x 2 Oðk k; g; g D Þ the policy k t;tþN c À1 ¼ ½k kðÁÞ; . . . ;k kðÁÞ is such that starting from x x; it results xðt þ N p Þ 2 Oðk k; g; g D Þ for every disturbance w t;tþN p À1 2 W k ð x x; k t;tþN c À1 ; N p Þ and (10) 
Suppose now that k o t;tþN c À1 is the solution of the FHOCP with horizon N c ; and consider the following policy vector for the FHOCP with horizon N c þ 1 
Sðz 1 ðiÞ; wðiÞÞ þ V 1k k ðxðt þ N p ÞÞ so that, in view of (6), Proof of Theorem 2: The first step of the proof is to show that
To this end, first letJ J 2 ð x x; k t;tþN c À1 ; N c ; N p Þ be the cost function (7) with M ! 1: Recall that J 2 ð x x; k t;tþN c À1 ; N c ; N p Þ is the cost function formed by (7) and (8) - (9) . Letting 
;tþN c À1 Þ;k kÞ; where jðk; t; x x; k t;kÀ1 Þ is the solution x(k) of (1) for k ! t; with initial state x x and subject to k t;kÀ1 and w ¼ 0; we have that e V ðMÞ P 1 
Then, the main point is to prove that
The keystone of the proof is the monotonicity propertyJ By definition, a sequence k t;tþN c À1 is admissible for the FHOCP with cost function J 2 iff it is admissible for the optimisation problem with cost functionJ J 2 : By optimality arguments, and since in J 2 the series is truncated after a finite number of terms, 
Proof of Proposition 4

