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Abstract
Local models and methods construct function estimates or predictions
from observations in a local neighborhood of the point of interest. The
bandwidth, i.e., how large the local neighborhood should be, is often de-
termined based on asymptotic analysis. In this report, an alternative,
non-asymptotic approach that minimizes a uniform upper bound on the
mean square error for a linear or ane estimate is proposed. Three dif-
ferent classes of problems are considered, based on what degree of a priori
information is given, and the relations between them are studied. It is
shown that the solution is obtained from a quadratic program or, for
some classes of problems, from a second-order cone program, and that it
maintains many of the key features of the asymptotic approaches. Fur-
thermore, it is shown that the approach has a desirable property of au-
tomatic selection of bandwidth, which could also be used to enhance the
computational eciency. Moreover, examples show that the proposed ap-
proach in some cases is superior to an asymptotically based local linear
estimator. Finally, the problem of estimating function derivatives using
the same approach is considered.
1 Introduction
Non-linear black box models of dynamical systems have long been of central
interest in system identication; see, e.g., the survey [7]. In the control commu-
nity mostly models of function expansion type have been applied, like Articial
Neural Network (ANN) models, wavelets, and (neuro-)fuzzy models. In statis-
tics, the interest has been focused on various local methods, like kernel methods,
[5], local polynomial approaches, [3] and trees, [2].
A local model or method builds the function estimate or prediction from
observations in a local neighborhood of the point of interest. Also most function
expansion methods are of this character: A radial basis neural network is built
up from basis functions with local support, and the standard sigmoidal (one
1hidden layer feed-forward) network is local around certain hyperplanes in the
regressor space.
No matter what type of local modelling approach is taken, the central prob-
lem is the bandwidth question:
 How big should the local neighborhood be?
This is a variant of the classical bias/variance trade-o. Intuitively, it is clear
that the answer must depend on three items:
1. How many data are available?
2. How smooth is the function surface (supposed to be)?
3. How much noise is there in the observations?
This problem has been studied extensively in the statistical literature, and there
are several solutions based on asymptotic (in the number of observations) anal-
ysis.
In this report we propose another solution that is not based on the asymp-
totic behavior of the estimates. Based on a smoothness measure and noise
variance, we compute a uniform upper bound of the mean square error (MSE)
of a linear estimate, as a function of the estimator parameters. This upper
bound is then minimized. It turns out that this problem can be reformulated as
a quadratic programming (QP) problem, which can be solved eciently. It also
turns out that this solution has many of the key features of the asymptotically
optimal estimators, but for nite number of observations it produces strictly
better guaranteed error bounds.
The report is organized as follows: In Section 2 we present the basic problem
for scalar functions and make some denitions. Section 3 gives a brief overview
of some of the existing local approaches. The new approach is described in
Sections 4 and 5, and some of its most important properties are derived in
Section 6. In Section 7 it is shown that the improvement in model quality could
be substantial with the new approach. In Section 8, we consider the problem
of estimating the derivative instead of the function value. Section 9 treats the
extension to multivariate functions, while Section 10 mentions other possible
extensions. Conclusions are given in Section 11.
2 Basic problem
Let us consider the problem of estimating the value f(x0) of an unknown
function f : R ! R at a given point x0, given a set of input-output pairs
f(xk;y k)gN
k=1, coming from the relation
yk = f(xk)+ek (1)
We make the following assumptions:
Assumption 2.1. The function f is continuously dierentiable, meeting the
following conditions
jf0(x1)   f0(x2)jLjx1   x2j8 x1;x 2 2 R (2)
jf(x0)   aj; (3)
jf0(x0)   bj: (4)
2where L;; are some given positive constants. The values of a;b 2 R are also
given.
Assumption 2.2. The observation errors ek are independent identically dis-
tributed random variables with zero mean and non-zero variance 2,w h i c hi sa
priori known.
Denition 2.1. We say that the function f : R ! R belongs to the class
F2(L;;) if it meets Assumption 2.1 for a given set of parameters a;b;L;;.
Remark 2.1. The inequalities (3) and (4) supply a direct prior information
about the possible values of both the function value f(x0) and its derivative
f0(x0) at a given point x0. The following limit cases may be considered as
particular ones:
 If  ! +1 then the limit class
F2(L;) , F2(L;;1)=
1 [
t=1
F2(L;;)j=t (5)
describes the situation where we have no direct a priori information on
function value f(x0).
 If in addition  ! +0, then the limit class F2(L;0) represents a set of
functions meeting condition (2) and having a given derivative f0(x0)=b.
 If both  ! +1 and  ! +1 then the limit class
F2(L) , F2(L;1)=
1 [
t=1
F2(L;)j=t (6)
represents a set of continuously dierentiable functions meeting the only
condition (2). In particular, this class contains twice continuously dieren-
tiable functions with second derivative bounded by L, that is jf00(x)jL.
Now, let us dene a general estimator for estimating f(x0):
Denition 2.2. An estimator is a measurable function of the observations, that
is
^ fx0 = ^ fx0(y1;:::;y N) (7)
This denition is very general. A common approach for the given estimation
problem is to use an estimator on the form
^ fx0 =
N X
k=1
wkyk (8)
The problem then reduces to nding good weights wk, according to some crite-
rion. In the following, we will limit ourselves to the slightly more general class
of ane estimators according to the following denition:
Denition 2.3. An ane estimator is an estimator on the form
^ fx0 = w0 +
N X
k=1
wkyk (9)
where w0 2 R and w =( w1;:::;w N) 2 RN are independent of yk.
3The accuracy of an estimator ^ fx0 will be evaluated by the mean square error
(MSE), that is
CN(f)=Ef[( ^ fx0   f(x0))2] (10)
Here and further on Ef stands for the expectation with respect to the joint
distribution of observations (1) (given xk, k =1 ;:::;N), which depends on f.
Hence, the MSE depends on the unknown regression function. Following the
minimax approach well developed in statistics (see, e.g., [4]), let us characterize
the performance of an estimator ^ fx0 on a given class of regression functions F
by the worst case MSE, or mean-square risk on F, as follows
VN =s u p
f2F
CN(f) (11)
Remark 2.2. For an ane estimator (9), its mean-square risk (11) is a function
of the estimator parameters w0 and w, i.e.,
VN = VN(w0;w) (12)
It also depends on the given class of functions F.
Denition 2.4. An estimator minimizing VN among all possible estimators
is called a minimax estimator. An ane estimator minimizing VN among all
ane estimators is called a minimax ane estimator.
Denition 2.5. Consider the class of ane estimators (9). Let the function
UN(w0;w), (w0;w) 2 RN+1, be an upper bound for the mean-square risk VN,
that is
VN(w0;w)  UN(w0;w) 8(w0;w) 2 RN+1 (13)
An ane estimator minimizing UN(w0;w) (among all ane estimators) is
called a UN-guaranteed ane estimator.
3 Background: Local polynomial modelling
As previously mentioned, a common class of estimators is the class dened by
(8). A classic family of methods to decide the weights wk in (8) are the kernel
methods. Here, a kernel function K, which usually is a symmetric probability
density function, is used to determine the weights. The width of the kernel
is determined by introducing a bandwidth parameter h, and letting Kh()=
K(=h)=h. As an example of a kernel method, the Nadaraya-Watson estimator
[5,8] is given by
^ fNW
x0 =
PN
k=1 Kh(e xk)yk
PN
k=1 Kh(e xk)
(14)
where we have dened e xk = xk   x0. Comparing this expression with (9), we
can see that the weights are given by
w0 =0 ;w k =
Kh(e xk)
PN
i=1 Kh(e xi)
(15)
The choice of bandwidth is a bias/variance trade-o problem. For more details
about this, asymptotic properties, etc., see [3].
4Some common choices of kernel functions are the Gaussian kernel and the
Epanechnikov kernel
K(u)=
3
4
(1   u2)+ (16)
where ()+ = maxf;0g. The Epanechnikov kernel has been shown to be optimal
in the asymptotic MSE sense (see [3]).
An alternative to the described method is the local polynomial modelling
approach. In this approach, the estimator is determined by locally tting a
polynomial to the given data via minimization of the weighted least-squares
problem:
^  = argmin

N X
k=1
Kh(e xk)
0
@yk  
p X
j=0
je x
j
k
1
A
2
(17)
The resulting estimator is obtained as ^ fLP
x0 = ^ 0.
If we introduce
X =
0
B
@
1 e x1  e x
p
1
. . .
. . .
. . .
1 e xN  e x
p
N
1
C
A;  Kh =
0
B B B
@
Kh(e x1)0 0
0 Kh(e x2)  0
. . .
. . .
...
. . .
00  Kh(e xN)
1
C C C
A
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Y =
0
B
@
y1
. . .
yN
1
C
A; =
0
B
@
0
. . .
p
1
C
A
we can rewrite the problem (17) as
min

(Y   X)T  Kh(Y   X) (18)
with the solution
^  =( XT  KhX) 1XT  KhY (19)
The function estimate ^ fLP
x0 is given by
^ fLP
x0 = ^ 0 = eT
1 (XT  KhX) 1XT  KhY (20)
Comparing once again to (9), this will correspond to
w0 =0 ;w =  KhX(XT  KhX) 1e1
Note that, for j  p,w eh a v e
N X
k=1
wke x
j
k = eT
j XTw = eT
j XT  KhX(XT  KhX) 1e1 = eT
j e1
which for p = 1 implies that
N X
k=1
wk =1 ;
N X
k=1
wke xk = 0 (21)
5In Section 4, it will be pointed out when this property is desirable.
The special cases p =0a n dp = 1 are worth investigating in some more
detail. When p =0 , ^ fLP
x0 will be the Nadaraya-Watson estimator. When p =1
the estimator is called a local linear estimator, and can be expressed explicitly
as
^ fLP
x0 =
PN
k=1 vkyk
PN
k=1 vk
;v k = Kh(e xk)
 
N X
i=1
Kh(e xi)e x2
i   e xk
N X
i=1
Kh(e xi)e xi
!
(22)
One can show that, under mild assumptions and as N !1 , the local linear
estimator asymptotically achieves the linear minimax risk, if Kh is the Epanech-
nikov kernel with a bandwidth given by
h =

152
px(x0)L2N
1=5
(23)
where px is the probability density of the observations xk.
Another interesting thing to note is, that if the data samples are symmet-
rically distributed, i.e., if the non-zero e xk can be paired so that for each pair
(e xi; e xj)w eh a v ee xi =  e xj, then the local linear estimator (22) and the Nadaraya-
Watson estimator will coincide.
The dierent methods given in this section for choosing the weights wk in the
linear estimator (8) were all justied using asymptotic arguments, as N !1 .
However, in reality only a nite number of data is given. Furthermore, these
data may be sparsely and non-uniformly distributed. This might deteriorate
the performance of the estimation methods.
In the following sections, we will present a non-asymptotic approach for
determining the weights, based on a uniform (over the class of functions under
consideration) upper bound on the MSE (and hence on the linear minimax risk).
4 A non-asymptotic approach
Let us again consider the ane estimator of Denition 2.4, and the problem
of nding UN-guaranteed ane estimators according to Denition 2.5. In this
section, we will derive and study several upper bounds to the mean-square risk
for a xed ane estimator. These upper bounds relate to the dierent classes
of functions introduced above. We shall see that if the given class of functions
is suciently large, then we have to restrict ourselves to a subfamily of ane
estimators in order to have a nite mean-square risk.
First, we start with a narrowest class under consideration. As in the previous
section, we let
e xk = xk   x0 (24)
4.1 Class F = F2(L;;)
Proposition 4.1. Let a;b 2 R and L;; 2 (0;+1). Suppose that the as-
sumptions 2.1 and 2.2 are satised, and let ^ fx0 be an arbitrary ane estimator
(9). Then the mean-square risk (11) on the class F2(L;;) has the following
6upper bound
VN  U0(w0;w)
=
     
w0 + a
 
N X
k=1
wk   1
!
+ b
N X
k=1
wke xk
    
+ 
    
N X
k=1
wk   1
    
+
  
 
N X
k=1
wke xk
  
 
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(25)
Proof. For any function f 2F 2(L;;) the estimation error may be represented
as follows
^ fx0   f(x0)=w0 +
N X
k=1
wkyk   f(x0)
= w0 +
N X
k=1
wk(f(xk)+ek)   f(x0)
= w0 + a
 
N X
k=1
wk   1
!
+ b
N X
k=1
wke xk
+( f(x0)   a)
 
N X
k=1
wk   1
!
+( f0(x0)   b)
N X
k=1
wke xk
+
N X
k=1
wk(f(xk)   f(x0)   f0(x0)e xk)+
N X
k=1
wkek
Due to a well known lemma, the inequality
jf(xk)   f(x0)   f0(x0)e xkj
L
2
e x2
k (26)
follows from (2). Hence, the MSE (10) satises
CN(f)=
 
w0 + a
 
N X
k=1
wk   1
!
+ b
N X
k=1
wke xk
+( f(x0)   a)
 
N X
k=1
wk   1
!
+( f0(x0)   b)
N X
k=1
wke xk
+
N X
k=1
wk(f(xk)   f(x0)   f0(x0)e xk)
!2
+ 2
N X
k=1
w2
k (27)

  
  
w0 + a
 
N X
k=1
wk   1
!
+ b
N X
k=1
wke xk
 
  
+ jf(x0)   aj
  
 
N X
k=1
wk   1
  
 
+ jf0(x0)   bj
  
 
N X
k=1
wke xk
  
 
+
N X
k=1
jwkjj f(xk)   f(x0)   f0(x0)e xkj
!2
+ 2
N X
k=1
w2
k (28)
7from which the upper bound (25) follows directly. The proposition is proved.
Note that the upper bound U0(w0;w) is easily minimized with respect to w0
for any w 2 RN. Indeed,
argmin
w0
U0(w0;w)= a
 
N X
k=1
wk   1
!
  b
N X
k=1
wke xk (29)
Thus, we arrive at the following consequence:
Consequence 4.1. Under the assumptions of Proposition 4.1, a U0-guaranteed
ane estimator may be sought among the estimators satisfying
^ fx0 =
N X
k=1
wkyk   a
 
N X
k=1
wk   1
!
  b
N X
k=1
wke xk ;w 2 RN (30)
For this kind of estimators, the mean-square risk (11) over the class F2(L;;)
has the following upper bound:
VN  U0(w)
=
 

   

N X
k=1
wk   1
   

+
   

N X
k=1
wke xk
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(31)
Proof. Follows directly from Proposition 4.1 and (29).
Let us take a closer look at (27). It is easy to see, that if  !1 , the MSE
might be arbitrarily large unless
PN
k=1 wk = 1, since the term
(f(x0)   a)
 
N X
k=1
wk   1
!
is unbounded. In fact, we can show the following interesting theorem:
Theorem 4.1. Suppose that the assumptions 2.1 and 2.2 are satised, and
assume that e xk 6=0 , k =1 ;:::;N. Given a;b 2 R and L; 2 (0;+1), there
exists a 0 2 (0;+1) such that for any > 0, the minimum of the upper bound
U0(w) given by (31) with respect to w 2 RN is attained on the subspace
N X
k=1
wk = 1 (32)
and does not depend on . In other words, given a suciently large , the U0-
guaranteed ane estimator (9) on the class F = F2(L;;) can be found in
the form
^ fx0 =
N X
k=1
wkyk   b
N X
k=1
wke xk ;
N X
k=1
wk = 1 (33)
with the weights (w1;:::;w N) minimizing the simpler upper bound
U0(w)=
 

   

N X
k=1
wke xk
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (34)
subject to the constraint (32).
Proof. We defer the proof until Section 5.1.
84.2 Class F = F2(L;)
Proposition 4.2. Let b 2 R and L; 2 (0;+1). Suppose that the assumptions
2.1 and 2.2 hold only for  =+ 1. Then, for an ane estimator (9), a nite
MSE can be guaranteed only if
N X
k=1
wk = 1 (35)
On this subspace, the following upper bound can be given for the worst case
MSE:
VN  U1(w0;w)
=
     
w0 + b
N X
k=1
wke xk
    
+
    
N X
k=1
wke xk
    
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(36)
Hence, the U1-guaranteed ane estimator over the class F2(L;) can be found
among the estimators in the form
^ fx0 =
N X
k=1
wkyk   b
N X
k=1
wke xk ;
N X
k=1
wk = 1 (37)
by minimizing the upper bound U0(w) (34) subject to the constraint (35).C o n -
sequently, it can also be referred to as the U0-guaranteed ane estimator over
the class F2(L;).
Proof. From the remark just before Theorem 4.1, it follows that VN = 1 un-
less the class of functions considered is restricted to the subspace dened by
(35). The rest of the proof is analogous to the proofs of Proposition 4.1 and
Consequence 4.1.
Theorem 4.2. Suppose that the assumptions 2.1 and 2.2 are satised, and
assume that e xk 6=0 , k =1 ;:::;N. Given L 2 (0;+1), there exists a 0 2
(0;+1) such that for any  > 0, the minimum of the upper bound U0(w)
given by (34), subject to the constraint (35), is attained on the subspace
N X
k=1
wk =1;
N X
k=1
wke xk = 0 (38)
and does not depend on . In other words, given a suciently large , the
U1-guaranteed ane estimator (37) on the class F2(L;) can be found in the
form
^ fx0 =
N X
k=1
wkyk (39)
by minimizing the upper bound
U2(w)=
 
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (40)
subject to constraints (38).
9Proof. See Section 5.1.
Remark 4.1. Note that Theorem 4.2 does not hold in general if e xk =0f o r
some k. For example, if e x1 > 0a n de xk =0f o rk =2 ;:::;N, we get the following
optimal solution:
w
1 =
2
(N   1)e x2
1
 
+L
2 e x1
2
+ N2
w
k =
e x2
1
 
+L
2 e x1
2
+ 2
(N   1)e x2
1
 
+L
2 e x1
2
+ N2
;k =2 ;:::;N
(41)
We can see that w
1 ! 0a s!1 , but for any nite , w
1 is positive.
Furthermore,
N X
k=1
w
ke xk = w
1e x1 > 0
4.3 Class F = F2(L;0)
We may now formally let  ! 0 in the previous subsection and obtain the
following result as a direct consequence of Proposition 4.2.
Proposition 4.3. Let b 2 R and L 2 (0;+1). Suppose that the assumptions
2.1 and 2.2 are satised for =0 , which means that the derivative f0(x0)=b
is a priori known. Then, for an ane estimator (9), a nite MSE can be
guaranteed only on the subspace (35). On this subspace, the following upper
bound can be given for the worst case MSE:
VN  U3(w0;w)
=
    

w0 + b
N X
k=1
wke xk
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(42)
Hence, the U3-guaranteed ane estimator over the class F2(L;0) can be found
among the estimators in the form
^ fx0 =
N X
k=1
wkyk   b
N X
k=1
wke xk ;
N X
k=1
wk = 1 (43)
by minimizing the upper bound U2(w) (40) subject to the constraint (35).C o n -
sequently, it can be also referred to as the U2-guaranteed ane estimator over
the class F2(L;0).
Proof. Follows directly from Proposition 4.2.
4.4 Class F = F2(L)
Taking Proposition 4.2 and Theorem 4.2 into account, we directly arrive at the
following:
10Proposition 4.4. Let L 2 (0;+1), and assume that the assumptions 2.1 and
2.2 hold only for  =+ 1 and =+ 1. Then, for an ane estimator (9),a
nite MSE can be guaranteed only if
N X
k=1
wk =1 ;
N X
k=1
wke xk = 0 (44)
On this subspace, the following upper bound can be given for the worst case MSE
VN  U3(w)
=
 
jw0j +
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(45)
Hence, the U3-guaranteed ane estimator over the class F2(L) can be found
among the estimators in the form
^ fx0 =
N X
k=1
wkyk ;
N X
k=1
wk =1;
N X
k=1
wke xk = 0 (46)
by minimizing the upper bound U2(w) (40) subject to constraints (44).C o n s e -
quently, it can be also referred to as the U2-guaranteed ane estimator over the
class F2(L).
5 QP formulation
In Section 4, it was pointed out how the weights w0 and wk of the ane esti-
mator (9) could be chosen by minimizing dierent expressions, in order to get
guaranteed estimators. In this section we will show that these minimization
problems can be formulated as convex quadratic programs (QP) (see [1]).
To begin with, let us consider the problem of nding a U0-guaranteed ane
estimator over the class F2(L;;). According to Consequence 4.1, we should
minimize the expression given by (31), repeated again in the following theorem.
Theorem 5.1. Given the positive numbers ;;L, consider the following min-
imization problems:
min
w
 


   
N X
k=1
wk   1

   
+

   
N X
k=1
wke xk

   
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (47)
and
min
w;s
 
sa + sb +
L
2
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k
subj: to sa 
 
N X
k=1
wk   1
!
sb 
N X
k=1
wke xk
sk  wk;k =1 ;:::;N
(48)
11where w =( w1;:::;w N) and s =( sa;s b;s 1;:::;s N).T h e nw is a minimizer
of (47) if and only if there is a vector s such that (w;s ) is a minimizer of
(48). Furthermore, the following relations hold:
s
a =
 
  
N X
k=1
w
k   1
 
  
s
b =
  
 
N X
k=1
w
ke xk
  
 
s
k = jw
kj;k =1 ;:::;N
(49)
Proof. Given a feasible solution w to (47), we can get a feasible solution to (48)
with the same value of the objective function by using the same w and
sa =
 
  
N X
k=1
wk   1
 
  
sb =
   

N X
k=1
wke xk
   

sk = jwkj;k =1 ;:::;N
(50)
Hence (48) is a relaxation of (47), and it suces to show that for a minimizer
(w;s ) of (48), (50) will hold. Suppose, e.g., that s
1 > jw
1j. Then, without
changing any other variables, the value of the objective function can be reduced
by decreasing s
1. This can be seen by observing that the coecient before s
1
is non-negative in the rst sum of the objective function, and positive in the
second sum of the objective function, so decreasing s
1 will decrease at least one
of these sums, and hence the objective function. Hence, s
1 = jw
1j. By similar
arguments, one can show that the other equalities of (50) will also hold at the
optimum, and the theorem is proven.
Remark 5.1. Note that (48) is a convex QP and can therefore be solved e-
ciently.
Starting from Theorem 5.1, we can now formulate QP:s for all the other cases
mentioned in Section 4. Since the constraints (35) and (44) are all linear in w,
they can just be added to the QP. For completeness, the resulting theorems are
listed below.
Theorem 5.2. Given the positive numbers ;L, consider the following mini-
mization problems:
min
w
 

 
  
N X
k=1
wke xk
 
  
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
subj: to
N X
k=1
wk =1
(51)
12and
min
w;s
 
sb +
L
2
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k
subj: to sb 
N X
k=1
wke xk
sk  wk;k =1 ;:::;N
N X
k=1
wk =1
(52)
where w =( w1;:::;w N) and s =( sb;s 1;:::;s N).T h e n w is a minimizer of
(51) if and only if there is a vector s such that (w;s ) is a minimizer of (52).
Furthermore, the following relations hold:
s
b =
  
 
N X
k=1
w
ke xk
  
 
s
k = jw
kj;k =1 ;:::;N
(53)
Theorem 5.3. Given L>0, consider the following minimization problems:
min
w
 
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
subj: to
N X
k=1
wk =1
N X
k=1
wke xk =0
(54)
and
min
w;s
 
L
2
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k
subj: to sk  wk;k =1 ;:::;N
N X
k=1
wk =1
N X
k=1
wke xk =0
(55)
where w =( w1;:::;w N) and s =( s1;:::;s N).T h e nw is a minimizer of (54)
if and only if there is a vector s such that (w;s ) is a minimizer of (55).
Furthermore, the following relations hold:
s
k = jw
kj;k =1 ;:::;N (56)
135.1 Proofs of Theorems 4.1 and 4.2
Now, when the minimization problems have been reformulated as QP:s, we are
ready to prove Theorems 4.1 and 4.2.
Proof of Theorem 4.2. From Theorem 5.2 we know, that minimizing (34) sub-
ject to the constraint (35) is equivalent to solving (52). We also note that the
optimization problem we get by adding
N X
k=1
wke xk =0
as a constraint to (52) is nothing else than (55), and will yield a nite optimal
value if we have at least two distinctive points e xk. Call this value d.
The Lagrangian function of (52) can be written
L(w;s;;)=
 
sb +
L
2
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k   
 
N X
k=1
wk   1
!
  
+
b
 
sb  
N X
k=1
wke xk
!
  
 
b
 
sb +
N X
k=1
wke xk
!
 
N X
k=1
(
+
k (sk   wk)+
 
k (sk + wk))
(57)
where 

k  0, k =1 ;:::;N, 

b  0, and  are the Lagrangian multipliers. Let
us also introduce
g(w;) = 2
 

   

N X
k=1
wke xk
   

+
L
2
N X
k=1
e x2
kjwkj
!
(58)
Note that
g(w;)  Lmin
k
e x2
k > 0 (59)
Let (w;s 
b;s ) be an optimal solution of (52). Using the relations
s
b = j
N X
k=1
w
ke xkj;s 
k = jw
kj
14together with the KKT conditions, we get
g(w;) = 
+
b + 
 
b
 +( 
 
b   
+
b )e xk = 
+
k   
 
k
g(w;)
L
2
e x2
k +2 2jw
kj = 
+
k + 
 
k
N X
k=1
w
k =1

+
b
  
  
N X
k=1
w
ke xk
 
  
 
N X
k=1
w
ke xk
!
=0

 
b
   
 
N X
k=1
w
ke xk
  
 
+
N X
k=1
w
ke xk
!
=0

+
k (jw
kj w
k)=0

 
k (jw
kj + w
k)=0


b  0;

k  0;k =1 ;:::;N
(60)
Now assume, e.g., that
PN
k=1 w
ke xk > 0. This means that 
 
b = 0. If also w
k > 0
for some k, this implies that 
 
k = 0. By elimination of 
+
b and 
+
k , we then get
22w
k =    g(w;)

L
2
e x2
k +e x

If on the other hand w
k < 0, we get 
+
k =0a n d
22w
k =    g(w;)

 
L
2
e x2
k +e x

Finally, if w
k = 0, this yields
(
2
+
k =    g(w;)
 
 L
2 e x2
k +e x

2
 
k =   + g(w;)
 L
2 e x2
k +e x

which, since 

k  0, implies
 g(w;)
L
2
e x2
k     g(w;)e x  g(w;)
L
2
e x2
k
We can summarize the last four expressions in the following form:
22
0
B
@
w
1
. . .
w
N
1
C
A = 
0
B
@
1
. . .
1
1
C
A
| {z }
v1
  g(w;)
 
L
2
0
B
@
e x2
1 sgnp1 w
1
. . .
e x2
N sgnpN w
N
1
C
A
| {z }
v2
+e x
!
(61)
for some pk 2 [ 1;1], k =1 ;:::;N, where sgnp is dened as
sgnp(t)=
8
> <
> :
1 t>0
pt =0
 1 t<0
(62)
15Note that the norm of v2 is bounded by
kv2k

     
0
B
@
e x2
1
. . .
e x2
N
1
C
A

     
= M
Let
0 =
L
2M + 2
p
d
Lmink e x2
k r
PN
k=1

e xk   1
N
PN
i=1 e xi
2
(63)
Then, for  > 0,
kwk =
g(w;)
22
   

g(w;)
v1  
L
2
v2   e x
   

Lmink e x2
k
22
 
 

g(w;)
v1   e x
 
   
L
2
kv2k


Lmink e x2
k
22


   
e xTv1
kv1k2v1   e x
     
L
2
M

=
Lmink e x2
k
22
 

  
 
e x  
1
N
N X
k=1
e xkv1
  
 
 
L
2
M
!
=
Lmink e x2
k
22
0
B
@
v u
u t
N X
k=1
 
e xk  
1
N
N X
i=1
e xi
!2
 
L
2
M
1
C
A >
p
d

(64)
which means that the last term alone of (52) will be larger than d. This leads to a
contradiction, and we conclude that
PN
k=1 w
ke xk  0. The case
PN
k=1 w
ke xk < 0
is treated analogously, which implies that if  > 0 as given by (63), then PN
k=1 w
ke xk = 0. The proof is complete.
Proof of Theorem 4.1. From Theorem 5.1 we know, that minimizing (31) is
equivalent to solving (48). We also note that the optimization problem we
get by adding
N X
k=1
wk =1
as a constraint to (48) is nothing else than (52), and will yield a nite optimal
value. Call this value d.
16The Lagrangian function of (48) can be written
L(w;s;;)=
 
sa + sb +
L
2
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k
  +
a
 
sa  
N X
k=1
wk +1
!
   
a
 
sa +
N X
k=1
wk   1
!
  
+
b
 
sb  
N X
k=1
wke xk
!
  
 
b
 
sb +
N X
k=1
wke xk
!
 
N X
k=1
(
+
k (sk   wk)+
 
k (sk + wk))
(65)
where 

k  0, k =1 ;:::;N, 
a  0, and 

b  0 are the Lagrangian multipliers.
Let us also introduce
g(w;;) = 2
 

    
N X
k=1
wk   1
    
+
    
N X
k=1
wke xk
    
+
L
2
N X
k=1
e x2
kjwkj
!
(66)
Note that
g(w;;)  Lmin
k
e x2
k > 0 (67)
Let (w;s 
a;s 
b;s ) be an optimal solution of (48). Using the relations s
a =
j
PN
k=1 w
k   1j, s
b = j
PN
k=1 w
ke xkj,a n ds
k = jw
kj together with the KKT
conditions, we get
g(w;;) = +
a +  
a
g(w;;) = 
+
b + 
 
b
g(w;;)
L
2
e x2
k +2 2jw
kj = 
+
k + 
 
k
+
a    
a +( 
+
b   
 
b )e xk + 
+
k   
 
k =0
+
a
   
 
N X
k=1
w
k   1
  
 
 
N X
k=1
w
k +1
!
=0
 
a
    

N X
k=1
w
k   1
   

+
N X
k=1
w
k   1
!
=0

+
b
     
N X
k=1
w
ke xk
    
 
N X
k=1
w
ke xk
!
=0

 
b
 
   
N X
k=1
w
ke xk

   
+
N X
k=1
w
ke xk
!
=0

+
k (jw
kj w
k)=0

 
k (jw
kj + w
k)=0

a  0;

b  0;

k  0;k =1 ;:::;N
(68)
17Now assume, e.g., that
PN
k=1 w
k > 1. This means that  
a = 0. By computa-
tions similar to the ones leading to (61), we arrive at
22w =  g(w;;)
 
v1 +s g n q
 
N X
k=1
w
ke xk
!
e x +
L
2
v2
!
(69)
for some q;pk 2 [ 1;1], k =1 ;:::;N, and where v1 and v2 are dened as in
(61). Let
0 =
1
p
N
 
ke xk +
L
2
M +
2
p
d
Lmink e x2
k
!
(70)
Then, for > 0,
kwk =
g(w;;)
22
 
  
v1 +s g n q
 
N X
k=1
w
ke xk
!
e x +
L
2
v2
 
  

Lmink e x2
k
22

kv1k ke xk 
L
2
kv2k


Lmink e x2
k
22


p
N   ke xk 
L
2
M

>
p
d

(71)
which means that the last term alone of (48) will be larger than d. This leads
to a contradiction, and we conclude that
PN
k=1 w
k  1. The case
PN
k=1 w
k < 1
is treated analogously, which implies that if > 0 as given by (70), then PN
k=1 w
k = 1. The proof is complete.
6 Some properties of the solutions
One interesting feature of the QP minimax approach is that in most cases,
the weights wk corresponding to xk lying far from x0 will be zero (see, e.g.,
the example in Section 7). This can be regarded as an automatic bandwidth
selection, which means that the user does not have to bother about how many
of the samples should be included in the estimator. In fact, for the QP (55) the
following theorem holds (similar theorems can be shown about the other QP:s
as well):
Theorem 6.1. Suppose that the problem (55) is feasible. Then there exist three
numbers 1 > 0, 2,a n dg  0, such that for an optimal solution (s;w),w e
have
w
k =
8
> <
> :
1 + 2e xk   ge x2
k;g e x2
k  1 + 2e xk
0;  ge x2
k  1 + 2e xk  ge x2
k
1 + 2e xk + ge x2
k; 1 + 2e xk   ge x2
k
(72)
Moreover, if there are two indices k1 and k2, such that 0 6= e xk1 6= e xk2 6=0 , then
g>0.
Remark 6.1. Figure 1 shows the principal shape of the curve along which the
weights w
k are placed. When ge x2
k  1 +2e xk (which in the gure corresponds
to the dashed line being above the upper dash-dotted parabola), the weights
180
0
Weight curve
x
Figure 1: Principal shape of the weight curve (solid curve). The dash-dotted
parabolas are ge x2, and the dashed line is 1+2e x. (The weight curve is scaled
by a factor 4 to make the gure more clear.)
will be positive. When 1 + 2e xk   ge x2
k (the dashed line is below the lower
dash-dotted parabola), the weights are negative, and otherwise they are zero.
For the case when the optimal weights are non-negative, explicit expressions
for the weights are given in Appendix A.
Proof. The proof uses the KKT conditions. Since the QP (55) is a convex
optimization problem with linear constraints, the KKT conditions are necessary
and sucient conditions for optimality of a solution.
The Lagrangian function of (55) can be written
L(w;s;;)=
L2
4
 
N X
k=1
e x2
ksk
!2
+ 2
N X
k=1
s2
k   221
 
N X
k=1
wk   1
!
  222
N X
k=1
wke xk   22
N X
k=1
(
+
k (sk   wk)+
 
k (sk + wk))
(73)
where 

k  0, k =1 ;:::;N,a n d are the Lagrangian multipliers, scaled by
a factor 1=22. Since s
k = jw
kj for an optimal solution (s;w), the KKT
19conditions are equivalent to the following relations:
1 + 2e xk = 
+
k   
 
k (74a)
L2
42
 
N X
t=1
e x2
tjw
tj
!
e x2
k + jw
kj = 
+
k + 
 
k (74b)
N X
k=1
w
k = 1 (74c)
N X
k=1
w
ke xk = 0 (74d)
s
k = jw
kj (74e)

+
k (jw
kj w
k) = 0 (74f)

 
k (jw
kj + w
k) = 0 (74g)


k  0;k =1 ;:::;N (74h)
Let
g =
L2
42
 
N X
t=1
e x2
tjw
tj
!
(75)
From (74f) and (74g), we can see that w
k > 0 implies 
 
k = 0, and that w
k < 0
implies 
+
k = 0. Hence, we can eliminate 

k from the KKT conditions in these
cases, getting
w
k = 1 + 2e xk   sgn(w
k)ge x2
k;w 
k 6= 0 (76)
We can see that
w
k > 0 ) 1 + 2e xk >g e x2
k
w
k < 0 ) 1 + 2e xk <  ge x2
k
Finally, if w
k = 0, we get from (74a) and (74b) that
2
+
k = 1 + 2e xk + ge x2
k  0
2
 
k =  1   2e xk + ge x2
k  0
which implies
 ge x2
k  1 + 2e xk  ge x2
k
From these expressions, (72) is readily obtained.
Obviously, we have g  0 from (75). Now suppose that there are two indices
k1 and k2, such that 0 6= e xk1 6= e xk2 6= 0, and suppose that g = 0. Then (72)
implies that w
k = 1 + 2e xk for all k =1 ;:::;N. Furthermore, (75) implies
that w
k1 = w
k2 = 0. But this means that 1 = 2 = 0, which makes w
k =0f o r
all k =1 ;:::;N. But this contradicts (74c), so g>0.
To show that 1 > 0, assume the opposite, i.e., 1  0. We also assume
2  0 (if 2 is negative, we can instead consider the problem we get by replacing
e xk by  e xk). Let S+ be the set of indices k such that w
k > 0. Obviously, S+ is
20nonempty; otherwise, (74c) will not be satised. Similarly, let S  be the set of
indices k such that w
k < 0.
For all k 2 S+,i th o l d st h a t
1 + 2e xk >g e x2
k )
2  
p
2
2 +4 1g
2g
< e xk <
2 +
p
2
2 +4 1g
2g
Similarly, for all k 2 S , it holds that
1 +2e xk <  ge x2
k )
 2  
p
2
2   41g
2g
< e xk <
 2 +
p
2
2   41g
2g
Since straightforward calculations show that
0 
 2 +
p
2
2   41g
2g

2  
p
2
2 +4 1g
2g
we have that
max
k2S 
e xk < min
k2S+
e xk; 0 < min
k2S+
e xk (77)
But from (74c), (74d), and (77) we then get
0=
X
k2S+
w
ke xk +
X
k2S 
w
ke xk
 min
k2S+
e xk
X
k2S+
w
k +
X
k2S 
w
ke xk
= min
k2S+ e xk +
X
k2S 
w
k(e xk   min
k2S+ e xk) > 0
and we have a contradiction. It follows that 1 > 0, and the theorem is proved.
By examining the proof of Theorem 6.1, we can make an additional ob-
servation. Suppose that we have an optimal solution w to (55), with corre-
sponding Lagrangian multipliers  and . Now, let us extend the data set e xk,
k =1 ;:::;N by adding a point e xN+1 that satises
 ge x2
N+1  1 + 2e xN+1  ge x2
N+1 (78)
and consider the optimization problem (55) for the new data set. It turns
out that the KKT conditions (74) will be satised by the same weights w as
before, together with w
N+1 = 0 and the Lagrangian multipliers , ,a n d


N+1, where 

N+1 are given by (74a) and (74b). In other words, the solution
does not change, except that w
N+1 =0a n d

N+1 are appended. We summarize
this in a corollary:
Corollary 6.1. Suppose that xk, k =1 ;:::;N, L,a n d are given, and let w
be an optimal solution to (55).L e t and  be the corresponding Lagrangian
multipliers. If the data set is extended by e xN+1 satisfying (78), then an optimal
solution to (55) using the extended data set is given by

w
0

21with the corresponding Lagrangian multipliers

+

+
N+1

;

 

 
N+1

;
where

+
N+1 =
1
2
 
L2
42
 
N X
t=1
e x2
tjw
tj
!
e x2
k + jw
kj + 1 + 2e xk
!

 
N+1 =
1
2
 
L2
42
 
N X
t=1
e x2
tjw
tj
!
e x2
k + jw
kj 1   2e xk
!
Corollary 6.1 opens up for an interesting possibility of increasing the com-
putational eciency. Given a set of data, we can start by guessing which of the
samples that will be assigned non-zero weights. Then the QP (55) is solved,
using only those samples. Having obtained w and , we can check if the re-
maining samples satisfy (78). If they do, they are assigned zero weights. If not,
we solve (55) once again, now taking into account also the samples violating
(78). Here we can use the previous solution as an initial guess, which might
improve the performance. The procedure is then repeated until convergence.
By following this algorithm, the size of the QP:s needed to be solved can be
reduced considerably, thus improving the computational performance.
Just as for Theorem 6.1, corollaries similar to 6.1 can be shown about the
other QP:s as well.
For the case when the data samples e xk are symmetrically distributed, the
following theorem shows that the weights are non-negative, and lie along the
positive part of a parabola symmetrically around x0 (compare this to the local
linear estimator (22)).
Theorem 6.2. Assume that the data samples e xk in (55) are symmetrically
distributed, i.e., that the non-zero e xk can be paired so that for each pair (e xi; e xj)
we have e xi =  e xj. Also assume that e xk 6=0for at least one (hence two) k.
Then 2 =0 , i.e.,, the weights satisfy
w
k =( 1   ge x2
k)+ (79)
Proof. Provided that the weights w
k are all non-negative, we get from (146)
that 2 = 0. Since the KKT conditions are sucient for optimality, it then
suces to show that there is such a solution. This will be done by induction.
We assume that the data samples e xk are ordered by ascending magnitude.
For the case of just two non-zero data samples, the theorem is easily checked.
Now suppose that the theorem holds for all cases of at most N0 1 samples, and
consider the case of N0 samples. The solution of (55) using the set e x1;:::;e xN0 2
is given by (147). Now, if we by letting i = N0 in this expression obtain a
non-positive value, then by Corollary 6.1 we get a solution by keeping w
i for
i =1 ;:::;N 0  2, and letting w
N0 1 = w
N0 = 0. Otherwise, using (147) we get
22that
w
i =
1
N0  
PN0
k=1 e x2
k
2
 
  
 
N0 X
k=1
e x2
k
!
e x2
i
!
=
1
N0  
PN0
k=1 e x2
k
2
 
4
2
L2 +
N0 X
k=1
e x4
k  
 
N0 X
k=1
e x2
k
!
e x2
i
!
=
1
N0  
PN0
k=1 e x2
k
2
 
4
2
L2 +
N0 2 X
k=1
e x4
k  
 
N0 2 X
k=1
e x2
k
!
e x2
i +2e x2
N0(e x2
N0   e x2
i)
!
> 0
is a solution, since all weights are positive. The theorem is proved.
6.1 Asymptotic properties
Since the QP minimax approach minimizes an upper bound on the linear mini-
max risk, one would expect that the weights wk would asymptotically converge
to the weights of the local linear estimator using the Epanechnikov kernel with
a bandwidth given by (23). This is also the case under certain assumptions, as
the following theorem shows.
Theorem 6.3. Consider the problem of estimating an unknown function f 2
F2(L) at a given internal point x0 2 ( 1=2;1=2) under a xed, equidistant
design model as follows
xk =
k   1
N   1
 
1
2
;k =1 ;:::;N (80)
Let
w =( w
1;:::;w 
N)
be the minimum point of (54). Then for any suciently large N, there exist
three numbers 1 > 0, 2,a n dg>0 (which are dependent of N), such that
w
k =
 
1 + 2e xk   ge x2
k

+ (81)
Moreover, asymptotically as N !1 ,
w
k 
3
4
CN
 
1  

e xk
hN
2!
+
;k =1 ;:::;N (82)
where
CN 
1
NhN
;h N 

152
L2N
1=5
as N !1 (83)
Hence, the optimal weights (82) coincide with related asymptotically optimal
weights and bandwidth of the local linear estimator (22) for the worst case func-
tion in F2(L).
Here aN  bN means asymptotic equivalence of two real sequences (aN) and
(bN), that is aN=bN ! 1 as N !1 .
23Remark 6.2. When the data are symmetrically distributed around x0, e.g.,
when x0 = 0, it follows directly from Theorem 6.2 that the relation (82) will
hold exactly even for nite N, i.e.,
w
k =
3
4
CN
 
1  

e xk
hN
2!
+
;k =1 ;:::;N (84)
Proof. Let us apply Theorem 6.1 from which it follows that there are three
numbers 1 > 0, 2,a n dg>0, such that
w
k =
 
1 + 2e xk   ge x2
k

+ ;k =1 ;:::;N (85)
if and only if 1 + 2e xk + ge x2
k  0 for all k =1 ;:::;N, which is the case if
2
2  4g1 (86)
Also recall that the KKT conditions (74) applied in the proof of Theorem 6.1
represent necessary and sucient conditions for optimality of the solution to the
considered QP problem. Thus, in order to prove the rst part of the theorem it
suces to demonstrate that
lim
N!1
2
2
g1
= 0 (87)
for the three parameters 1, 2,a n dg satisfying (74c), (74d), and (75), with
the weights w
k given by
w
k =
 
1 + 2e xk   ge x2
k

+ ;k =1 ;:::;N (88)
Denote the support of the function w(e x)=
 
1 + 2e x   ge x2
+ by [a;b], that is
1 + 2a   ga2 =0 ; 1 + 2b   gb2 =0 ;a < b (89)
and suppose that [a;b] 2 [ 0:5 x0;0:5 x0]. If we nd a solution to the system
of three equations (74c), (74d), and (75) with respect to 1, 2,a n dg>0, and
(86) is satised, then we have proved (85). The following asymptotic relation
for non-negative weights (88) holds true as N !1 :
1
N
N X
k=1
wke xm
k =
b Z
a
 
1 + 2e x   ge x2
e xmde x + O(h=N)(j1j + j2j + g) (90)
for any m =0 ;1;2, where
h =
b   a
2
Thus, the equations (74c), (74d), and (75) may be written as follows:
1
N
=
b Z
a
 
1 + 2e x   ge x2
de x + O(h=N)(j1j + j2j + g) (91)
0=
b Z
a
 
1 + 2e x   ge x2
e xde x + O(h=N)(j1j + j2j + g) (92)
42
L2
g
N
=
b Z
a
 
1 + 2e x   ge x2
e x2de x + O(h=N)(j1j + j2j + g) (93)
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Figure 2: Comparison of the local linear estimator, using the Epanechnikov
kernel with bandwidth given by (23), and the QP minimax approach.
with
a =
2  
p
2
2 +4 g1
2g
;b =
2 +
p
2
2 +4 g1
2g
;h =
p
2
2 +4 g1
2g
(94)
Note that the terms O(N 1) in (91){(93) do not depend on (1; 2;g). Con-
sequently, O(N 1)jj = O(N 1) with NO(N 1) being bounded uniformly
over  as N !1 .
Now, one might verify by direct substitution (see Appendix B for a detailed
proof) that the solution to (91){(93) has the following asymptotics:
1 
3
4NhN
; 2 = O(N 1);g 
1
h2
N
(95)
with
h =
p
2
2 +4 g1
2g
 hN 

152
L2N
1=5
(96)
Thus, we obtain
lim
N!1
2
2
g1
= lim
N!1
1
g

2
1
2
= 0 (97)
and relation (87) is proved.
Since 2 = o(1), the relation (82) follows directly from (95). The theorem
is proved.
7 An example
To illustrate a possible situation where the QP minimax approach described by
(54) and (55) might be superior to the local linear estimator, we consider the
25following example. Let
f(x)=x2 sin(2x) (98)
and let xk, k =1 ;:::;50, be taken from a uniform distribution on [ 2;2]. We
let 2
k =1a n dL = 13. Suppose that we would like to estimate f(0). One
example is given in Figure 2. The prediction errors, worst-case bias, variance,
and MSE for this particular set of data f(xk;y k)g50
k=1 are listed in Table 1 for
the two dierent approaches. Note that all values, except for the prediction
errors, only depend on the distribution of xk, not on yk.
Table 1: Comparison of the asymptotically optimal local linear estimator and
the QP minimax approach for the example shown in Figure 2.
Epanechnikov QP
Prediction error -5.6567 -0.0016
(Bias)2 (upper bound) 0.1148 0.0942
Variance 18.8892 0.3044
MSE (upper bound) 19.0040 0.3987
As we can see in Figure 2(b), most weights are zero, both in the local linear
and QP approach. In the local linear estimator, the kernel function together
with the bandwidth decides which weights should be zero. In the QP minimax
approach, however, this is taken care of by the automatic bandwidth selection
mentioned in Section 6, which allows for a greater exibility, such that the
minimal upper bound on the MSE can be achieved.
Table 2 shows the resulting estimates of the actual MSE from four Monte-
Carlo simulations (with 10000 iterations each), where xk are taken from a uni-
form distribution on [ 2;2] and 2
k =1 . f(x0) is estimated for x0 =0a n d
x0 =1 :5, using N =2 0o rN = 50 observations. As can be seen, the QP
minimax approach performs better than the local linear approach in all four
cases, and the dierence is accentuated when the number of data is small, just
as expected.
Table 2: Comparison of the asymptotically optimal local linear estimator and
the QP minimax approach; results from Monte-Carlo simulations.
x0 N MSE (Epanechnikov) MSE (QP)
0 50 0.2240 0.1424
1.5 50 0.2289 0.1785
0 20 26.9244 0.3182
1.5 20 9.5489 0.5087
8 Estimating the derivative
In Section 4, we saw that prior information about f(x0)a n df0(x0) can be of use
if they are not too uncertain. The question is, given no prior information about
f(x0)a n df0(x0), if we can improve our estimate of f(x0) by rst estimating the
derivative, and then use this estimate when estimating f(x0). As we will see, the
answer to this question is no for any reasonable linear estimate of f0(x0), using
26the same given data set as for estimating f(x0). However, since estimating the
derivative is interesting in itself, we will rst consider this topic in some more
detail. We will treat the problem for the three classes of functions that have
been previously discussed, and use ane estimators according to Denition 2.3.
Let us denote a general ane derivative estimator by ^ f0
x0.T h eM S Ef o r^ f0
x0
is
DN(f)=Ef

^ f0
x0   f0(x0)
2
(99)
and the mean-square risk becomes
WN =s u p
f2F
DN(f) (100)
Recall that for an ane estimator (9), its mean-square risk (100) is a function
of the estimator parameters w0 and w, i.e.,
WN = WN(w0;w) (101)
It also depends on the given class of functions F.
As for the function estimators, given an upper bound UN(w0;w)o nt h e
mean-square risk WN, we call an ane derivative estimator minimizing the
upper bound UN(w0;w)aUN-guaranteed ane derivative estimator.
8.1 Class F = F2(L;;)
Proposition 8.1. Let a;b 2 R and L;; 2 (0;+1). Suppose that the as-
sumptions 2.1 and 2.2 are satised, and let ^ f0
x0 be an arbitrary ane derivative
estimator (9). Then the mean-square risk (100) on the class F = F2(L;;)
has the following upper bound
WN  U0(w0;w)
=
  
  
w0 + a
N X
k=1
wk + b
 
N X
k=1
wke xk   1
! 
  
+ 
 
  
N X
k=1
wk
 
  
+
   

N X
k=1
wke xk   1
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(102)
Proof. For any function f 2F 2(L;;) the estimation error may be represented
as follows
^ f0
x0   f0(x0)=w0 +
N X
k=1
wk(f(xk)+ek)   f0(x0)
= w0 + a
N X
k=1
wk + b
 
N X
k=1
wke xk   1
!
+( f(x0)   a)
N X
k=1
wk +( f0(x0)   b)
 
N X
k=1
wke xk   1
!
+
N X
k=1
wk(f(xk)   f(x0)   f0(x0)e xk)+
N X
k=1
wkek
(103)
27Using (26), the MSE (99) becomes
DN(f)=
 
w0 + a
N X
k=1
wk + b
 
N X
k=1
wke xk   1
!
+( f(x0)   a)
N X
k=1
wk +( f0(x0)   b)
 
N X
k=1
wke xk   1
!
+
N X
k=1
wk(f(xk)   f(x0)   f0(x0)e xk)
!2
+ 2
N X
k=1
w2
k (104)

   
 
w0 + a
N X
k=1
wk + b
 
N X
k=1
wke xk   1
!  
 
+ jf(x0)   aj
  
 
N X
k=1
wk
  
 
+jf0(x0)   bj

   
N X
k=1
wke xk   1

   
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (105)
from which the upper bound (102) follows directly. The proposition is proved.
Note that the upper bound U0(w0;w) is easily minimized with respect to w0
for any w 2 RN. Indeed,
argmin
w0
U0(w0;w)= a
N X
k=1
wk   b
 
N X
k=1
wke xk   1
!
(106)
Thus, we arrive at the following consequence:
Consequence 8.1. Under the assumptions of Proposition 8.1, a U0-guaranteed
ane derivative estimator may be sought among the estimators satisfying
^ f0
x0 =
N X
k=1
wkyk   a
N X
k=1
wk   b
 
N X
k=1
wke xk   1
!
(107)
For this kind of estimators, the mean-square risk (100) over the class F2(L;;)
has the following upper bound:
WN  U0(w)
=
 

   

N X
k=1
wk
   

+
   

N X
k=1
wke xk   1
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(108)
When  is large, it turns out that there is a theorem corresponding to The-
orem 4.1 also for derivative estimators:
Theorem 8.1. Suppose that the assumptions 2.1 and 2.2 are satised, and
assume that e xk 6=0 , k =1 ;:::;N. Given a;b 2 R and L; 2 (0;+1), there
exists a 0 2 (0;+1), such that for any > 0, the minimum of the upper
bound U0(w) given by (108) with respect to w 2 RN is attained on the subspace
N X
k=1
wk = 0 (109)
28and does not depend on . In other words, given a suciently large , the U0-
guaranteed ane derivative estimator (9) on the class F = F2(L;;) can be
found in the form
^ f0
x0 =
N X
k=1
wkyk   b
 
N X
k=1
wke xk   1
!
;
N X
k=1
wk = 0 (110)
with the weights (w1;:::;w N) minimizing the simpler upper bound
U0(w)=
 

   

N X
k=1
wke xk   1
   

+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (111)
subject to the constraint (109).
Proof. Analogous to the proof of Theorem 4.1.
8.2 Class F = F2(L;)
Proposition 8.2. Let b 2 R and L; 2 (0;+1). Suppose that the assumptions
2.1 and 2.2 hold only for  =+ 1. Then, for an ane derivative estimator, a
nite MSE can be guaranteed only if
N X
k=1
wk = 0 (112)
On this subspace, the following upper bound can be given for the worst case
MSE:
WN  U1(w0;w)
=
    

w0 + b
 
N X
k=1
wke xk   1
!   

+

   
N X
k=1
wke xk   1

   
+
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(113)
Hence, the U1-guaranteed ane derivative estimator over the class F2(L;) can
be found among the estimators in the form
^ f0
x0 =
N X
k=1
wkyk   b
 
N X
k=1
wke xk   1
!
;
N X
k=1
wk = 0 (114)
by minimizing the upper bound U0(w) (111) subject to the constraint (112).
Consequently, it can also be referred to as the U0-guaranteed ane derivative
estimator over the class F2(L;).
Proof. Analogous to Proposition 4.2.
Theorem 8.2. Suppose that the assumptions 2.1 and 2.2 are satised, and
assume that e xk 6=0 , k =1 ;:::;N. Given L 2 (0;+1), there exists a 0 2
29(0;+1), such that for any  > 0, the minimum of the upper bound U0(w)
given by (111), subject to the constraint (112), is attained on the subspace
N X
k=1
wk =0 ;
N X
k=1
wke xk = 1 (115)
and does not depend on . In other words, given a suciently large , the
U1-guaranteed ane derivative estimator (114) on the class F2(L;) can be
found in the form
^ f0
x0 =
N X
k=1
wkyk (116)
by minimizing the upper bound
U2(w)=
 
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k (117)
subject to constraints (115).
Proof. Analogous to the proof of Theorem 4.2.
8.3 Class F = F2(L)
Taking Proposition 8.2 and Theorem 8.2 into account, we directly arrive at the
following:
Proposition 8.3. Let L 2 (0;+1), and assume that the assumptions 2.1 and
2.2 hold only for  =+ 1 and =+ 1. Then, for an ane derivative estima-
tor, a nite MSE can be guaranteed only if
N X
k=1
wk =0 ;
N X
k=1
wke xk = 1 (118)
On this subspace, the following upper bound can be given for the worst case MSE
WN  U3(w)
=
 
jw0j +
L
2
N X
k=1
jwkje x2
k
!2
+ 2
N X
k=1
w2
k
(119)
Hence, the U3-guaranteed ane derivative estimator over the class F2(L) can
be found among the estimators in the form
^ f0
x0 =
N X
k=1
wkyk;
N X
k=1
wk =0 ;
N X
k=1
wke xk = 1 (120)
by minimizing the upper bound U2(w) (117) s u b j e c tt oc o n s t r a i n t s(118).C o n s e -
quently, it can be also referred to as the U2-guaranteed ane derivative estimator
over the class F2(L).
308.4 Can we use the derivative estimate to improve the
function estimate?
Suppose we are to estimate a function f 2F 2(L) at a given point x0, given no
a priori information about f(x0)a n df0(x0). An alternative to using the QP
formulation (55) might be to rst estimating a derivative according to Propo-
sition 8.3, and then use this derivative when estimating the function. However,
as we will now show, we will not gain anything by this procedure.
Let us denote the derivative estimator by
^ f0
x0 =
N X
k=1
vkyk (121)
where vk should satisfy the constraints (118). The function estimator would
then become
^ fx0 =
N X
k=1
wkyk   ^ f0
x0
N X
k=1
wke xk (122)
under the constraint (35). Thus, we obtain a plug-in estimator in the form
^ fx0 =
N X
k=1
wkyk  
 
N X
t=1
vtyt
!
N X
k=1
wke xk (123)
satisfying the constraints
N X
k=1
wk =1 ;
N X
k=1
vk =0 ;
N X
k=1
vke xk = 1 (124)
Now the following proposition holds:
Proposition 8.4. The plug-in estimator (123) belongs to the family of estima-
tors dened by (46).H e n c e ,i fL 2 (0;+1), and the assumptions 2.1 and 2.2
are satised only for  =+ 1 and =+ 1, then the performance in terms of
minimizing U2(w) (40) cannot be better for the plug-in estimator than for the
estimator given by (55).
Proof. The plug-in estimator (123) can be easily rewritten in the form (46):
^ fx0 =
N X
k=1
wkyk  
N X
k=1
vkyk
N X
t=1
wte xt
=
N X
k=1
 
wk   vk
N X
t=1
wte xt
!
yk =
N X
k=1
e wkyk
(125)
where
e wk = wk   vk
N X
t=1
wte xt (126)
Hence, due to the conditions (124), e wk will satisfy the following constraints:
N X
t=1
e wk =
N X
t=1
wk  
 
N X
t=1
vk
!
N X
t=1
wte xt = 1 (127)
31and
N X
t=1
e wke xk =
N X
t=1
wke xk  
 
N X
t=1
vke xk
!
N X
t=1
wte xt = 0 (128)
Thus, the plug-in estimator is an estimator in the form (46), among which the
estimator minimizing U2(w) is given by the solution to (55).
9 Estimating multivariate functions
In this report we have so far assumed that the function to be estimated has a
scalar argument. In most applications, in particular to dynamic systems, the
regressors will have a higher dimension. The extension to this case is immediate.
In this section, we will describe some of the aspects of this kind of extension.
We now consider the problem of estimating the value f(x0) of an unknown
multivariate function f : R
n ! R at a given point x0, given a set of input-
output pairs f(xk;y k)gN
k=1, coming from the relation
yk = f(xk)+ek (129)
Instead of Assumption 2.1, we make the following assumption:
Assumption 9.1. The function f is continuously dierentiable, meeting the
following conditions
krf(x1)  r f(x2)kLkx1   x2k8 x1;x 2 2 R
n (130)
jf(x0)   aj; (131)
krf(x0)   bk: (132)
where L;; are some given positive constants. The values of a 2 R and b 2 R
n
are also given.
Assumption 2.2 is left unchanged.
With some abuse of notation, we let F2(L;;), F2(L;), and F2(L) denote
also their multivariate counterparts. For F2(L;;), we obtain the following
proposition:
Proposition 9.1. Let a 2 R, b 2 Rn,a n dL;; 2 (0;+1). Suppose that the
assumptions 9.1 and 2.2 are satised, and let ^ fx0 be an arbitrary ane estimator
(9). Then the mean-square risk (11) on the class F2(L;;) has the following
upper bound
VN  U0(w0;w)
=
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(133)
32Proof. For any function f 2F 2(L;;) the estimation error may be represented
as follows
^ fx0   f(x0)=w0 +
N X
k=1
wkyk   f(x0)
= w0 +
N X
k=1
wk(f(xk)+ek)   f(x0)
= w0 + a
 
N X
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wkek
Due to a well known lemma, the inequality
jf(xk)   f(x0)  r fT(x0)e xkj
L
2
ke xkk2 (134)
follows from (130). Hence, the MSE (10) satises
CN(f)=
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k (136)
from which the upper bound (133) follows directly. The proposition is proved.
As in Proposition 4.1, we can immediately eliminate w0 by minimizing (133)
for an arbitrary w, giving the following consequence.
Consequence 9.1. Under the assumptions of Proposition 9.1, a U0-guaranteed
ane estimator may be sought among the estimators satisfying
^ fx0 =
N X
k=1
wkyk   a
 
N X
k=1
wk   1
!
  bT
N X
k=1
wke xk ;w 2 RN (137)
33For this kind of estimators, the mean-square risk (11) over the class F2(L;;)
has the following upper bound:
VN  U0(w) (138)
=
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Proof. Follows by minimizing (133) with respect to w0.
So far, the dierences to the scalar case have been small and obvious. How-
ever, when trying to transform the problem of minimizing (138) into a standard
convex optimization problem, it turns out that it is impossible to formulate it
as a QP problem. What prohibits this is the term

   

N X
k=1
wke xk
   

(139)
which is the norm of a linear combination of vectors. Instead, we can formulate
the problem as a second-order cone program (SOCP), which is another standard
class of convex optimization problems (see [1]). To do this, we introduce some
slack variables and get
min
w;s;t
tc
subj: to
 
ta + tb +
L
2
N X
k=1
ke xkk2sk
!2
+ 2
N X
k=1
s2
k  tc
  
 
N X
k=1
wk   1
  
 
 ta
   

N X
k=1
wke xk
   

 tb
jwkjsk;k =1 ;:::;N
(140)
This problem is in standard SOCP form, except for the rst, quadratic con-
straint. However, with s =
 
s1 ::: s N
T
, straightforward calculations show
that this constraint is equivalent to
    
 
0
B
@
2

ta + tb + L
2
PN
k=1 ke xkk2sk

2s
1   tc
1
C
A
    
 
 1+tc (141)
thus completing the problem reformulation.
For the other function classes, F2(L;) and F2(L), the extension to the
multivariate case is done completely similarly. The minimization problem for
F2(L;) will also yield a SOCP, while the minimization problem for F2(L) will
still be possible to express as a QP, since the term (139) vanishes.
3410 Other extensions
Apart from the extension to multivariate functions, several other extensions can
be imagined. In this section, we outline a few of them.
Using higher-order derivatives The criterion we have used assumes the
function to be once continuously dierentiable with a bound on the Lipschitz
constant of the derivative. It is quite easy to extend this to any degree of
assumed dierentiability. The min-max problem will still be reducible to a QP
problem.
Non-constant variance The variance of the errors ek have been assumed to
be constant and equal to 2. There is nothing that prevents us from considering
the case of each error having its own variance 2
k. The changes to the QP
formulations are minor and immediate.
Varying L As well as letting the variance depend on k, we can also let the L
be sample-dependent. Instead of the Lipschitz condition of Assumption 2.1, we
should use the assumption that
jf(xk)   f(x0)   f0(x0)e xkj
Lk
2
e x2
k
for all k =1 ;:::;N. The problem will still be possible to formulate as a QP. A
special case of varying L is to replace the Lipschitz condition for the multivariate
case by
jf(xk)   f(x0)  r fT(x0)e xkj
1
2
kQe xkk2
where Q 2 R
nn is invertible. This means that the upper bound depends on in
what direction we are looking.
11 Conclusions
The proposed non-asymptotic min-max approach to local modelling has a num-
ber of interesting features:
 The problem is phrased without any reference to bandwidth. The formu-
lation oers the possibility to use all observations. The solution to the
QP-problem however shows that there is a bandwidth feature even for a
nite number of measurements: Observations outside a certain band carry
weights that are exactly zero.
 Although our approach does not give strictly better estimates (in the
MSE sense) than, say the Local Polynomial Approach in all cases, the
important point is that the delivered guaranteed MSE bound is strictly
better than what other approaches can oer. In practice it is of course
only this guaranteed bound that can be used for condence intervals etc,
since the actual MSE depends on the unknown function.
35 The improvement over asymptotically optimal estimates is more pronoun-
ced (naturally enough) for fewer data, and more non-uniformly distributed
observation points xk. For applications to higher regressor dimensions and
dynamical systems, this a very valuable property.
Finally, one may ask how to nd the \input values" L and 2 to the algorithms.
This is the same problem as for the kernel methods and the local polynomial
approach, and has been extensively studied in the statistical literature. We refer
to [3] for ideas around this.
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A Explicit expressions for non-negative optimal
weights
Let us take a closer look at (55) for the case when the optimal weights are all
non-negative, and derive explicit expressions for the weights in this case. For
the positive weights, (76) can be written
w
k = 1 + 2e xk  
L2
42
0
@
X
t:w
t >0
e x2
twt
1
A e x2
k (142)
36Reorder the data samples so that w
1;:::;w 
n are the positive weights. Using
the notation
1n =
0
B
@
1
. . .
1
1
C
A 2 R
n; e x+ =
0
B
@
e x1
. . .
e xn
1
C
A;z + =
0
B
@
e x2
1
. . .
e x2
n
1
C
A
we can write the expression (142), together with the constraints of (54), in
matrix form as follows:
0
@
  L
2
42z+z+T   I 1n e x+
1T
n 00
e x+T 00
1
A
0
@
w
1
2
1
A =
0
@
0
1
0
1
A (143)
This system is closely related to the so-called KKT system (see [6]), and is
nonsingular if >0 and there are at least two distinct values of e xk, k =1 ;:::;n.
Letting
G =  
L2
42z+z+T   I; A=

1T
n
e x+T

we get

w


=

GA T
A 0
 1
0
@
0 
1
0

1
A =

G 1AT(AG 1AT) 1
 (AG 1AT) 1

according to well-known matrix inversion formulas (see, e.g., [9]). Furthermore,
G 1 =  I +
1

z+z+T
G 1AT =  
 
1n e x+
+
1

z+  Pn
k=1 e x2
k
Pn
k=1 e x3
k

(AG 1AT) 1 =
1


 
 
Pn
k=1 e x2
k +
 Pn
k=1 e x3
k
2

Pn
k=1 e xk  
Pn
k=1 e x2
k
Pn
k=1 e x3
k

Pn
k=1 e xk  
Pn
k=1 e x2
k
Pn
k=1 e x3
k  n+
 Pn
k=1 e x2
k
2
!
where
 =4
2
L2 +
n X
k=1
e x4
k
 =  
 
n X
k=1
e x2
k
!3
+ 
0
@n
n X
k=1
e x2
k  
 
n X
k=1
e xk
!21
A
+2
n X
k=1
e xk
n X
k=1
e x2
k
n X
k=1
e x3
k   n
 
n X
k=1
e x3
k
!2
Note that  can also be written as
 =
1
6
n X
i=1
n X
j=1
n X
k=1
(e xi   e xj)2(e xj   e xk)2(e xk   e xi)2 +2
2
L2
n X
i=1
n X
k=1
(e xi   e xk)2
37which means that it is always non-negative, and strictly positive if at least two
e xk are distinct. We get the following expressions for  and w:
 =
1

0
B B B B
@

n X
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e x2
k  
 
n X
k=1
e x3
k
!2
n X
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k
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k=1
e x3
k   
n X
k=1
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C C C C
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=
1

0
B B B B
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e xje xk(e xj + e xk)(e xj   e xk)2   4
2
L2
n X
k=1
e xk
1
C C C C
A
(144)
and
w
i =
1

0
@
0
@
n X
k=1
e x2
k  
 
n X
k=1
e x3
k
!21
A +
 
n X
k=1
e x2
k
n X
k=1
e x3
k   
n X
k=1
e xk
!
e xi
+
0
@
n X
k=1
e xk
n X
k=1
e x3
k  
 
n X
k=1
e x2
k
!21
A e x2
i
1
A (145)
=
1
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In particular, when e x is symmetrically distributed around 0, we get
 =4
2
L2 +
n X
k=1
e x4
k
 = n
n X
k=1
e x2
k  
 
n X
k=1
e x2
k
!3
which gives
1 =

n  (
Pn
k=1 e x2
k)
2; 2 = 0 (146)
and
w
i =
1
n  (
Pn
k=1 e x2
k)
2
 
  
 
n X
k=1
e x2
k
!
e x2
i
!
(147)
Note that the denominator is always positive if at least two e xk are distinct.
38B Proof of the asymptotic expressions in Theo-
rem 6.3
Let us seek the solution to the system of equations given by (91){(94) in the
following asymptotic form (as N !1 )
1 =
1
NhN
(1 + o(1)); 2 =
2
N
(1 + o(1));g =
31
h2
N
(1 + o(1)) (148)
with non-denite nite constants i, i =1 ;2;3, and with hN as dened by (83).
The goal here is to evaluate i, i =1 ;2;3. Note, that
1
g
=
h2
N
3
(1 + o(1));
2
g
=
2h3
N
31
(1 + o(1)) (149)
and
e x0 ,
a + b
2
=
2
2g

2
231
h3
N (150)
Hence
h =
p
2
2 +4 g1
2g

r
1
g

1
p
3
hN;a   h; b  h (151)
Now evaluate the following integrals, occurring in (91){(93):
b Z
a
de x =2 h (152)
b Z
a
e xde x =2 he x0 = O(h4) (153)
b Z
a
e x2de x 
2
3
h3 (154)
b Z
a
e x3de x  2h3e x0 = O(h6) (155)
b Z
a
e x4de x 
2
5
h5 (156)
Thus, taking representation (148) into account, and letting N !1 , we reduce
the equations (91){(93) to that of
1=2 1  
2
3
13 (157)
0=1O(1) +
2
3
2   13O(1) (158)
0=
2
3
1   13

2
5
+
4
15

5=2
3

(159)
39from what the unique non-trivial solution
1 =
3
4
; 2 = O(1); 3 = 1 (160)
follows directly. This prove asymptotic relations (95).
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