Abstract -The advantages and disadvantages of evolving neural control systems for mobile robots using genetic algorithms are investigated. The Khepera robot is trained using the evolutionary neural networks (E") algorithm for the task of obstacle avoidance. The feasibility of using Q-learning for robot learning is also studied. It is found that Q-learning can be successfully used to train a robot and is more promising than the ENN algorithm on this case. The Webots simulation software has been used to carry out all the experiments.
I. INTRODUCTION
In the classical Artificial Intelligence (AI) approach [l] to developing control systems for autonomous mobile robots, the key idea is to construct and process symbolic representations of the world. Classical AI systems have been criticized with lack of robustness and generalization capabilities.
In 1986, Brooks proposed the new control architecture called the subsumption architecture [2] , in which the control system is decomposed into layers. Each layer implements a task-achieving behavior and can be added incrementally. Behavior-based robotics [3] stresses the importance of the continuous interaction between the robot and its real world. The behavior-based approach is found to be more robust than the classical AI approach. However, the designer still needs to manually design the control system, which is time-consuming and requires a lot of domain knowledge. As a result, researchers started to employ evolutionary algorithms [4] to ease the task of designing control systems. Consequently, the field of evolutionary robotics [5] emerged in the early 1990s. One of the earliest works in evolving control systems on a real autonomous mobile robot was done by Mondada and Floreano in 1995 [6] . In their experiments, they evolved neural control systems using genetic algorithms [7] for the three separate tasks of obstacle avoidance, homing and grasping balls. They reported that the results were promising, but the main limitation of the evolutionary approach was the learning time associated with.
Another major type of learning algorithm used in behaviorbased robotics is reinforcement learning [SI. In reinforcement learning, the robot learns by trial-and-error and receives a reward or punishment in response to its actions. A widely used reinforcement learning is the Q-learning [9] . Mahadevan and Connell used Q-learning to teach a real behavior-based robot to push a box [lo] . It was reported that the robot was fairly successful in achieving the task. However, Koza and Rice showed that a significant amount of human knowledge had to be used to achieve the "automatic programming" of the box-pushing task due to the heavy computational requirements of the reinforcement learning methods [ 1 11.
The organization of this paper is as follows. Section I1 provides some background on the Khepera robot and the Webots simulation software. The advantages and disadvantages of evolving neural control systems for mobile robots are investigated in Section 111. The feasibility of using Q-learning for robot learning is evaluated in Section IV. Section V summarizes the main conclusions arrived in the earlier sections.
THE KHEPERA ROBOT AND THE WEBOTS SIMULATION SOFTWARE

A. The Khepera Robot
The Khepera [6] is a miniature mobile robot (Figure l) , which measures 55 mm in diameter, 30 mm in height and 70 g in weight. The two wheels of the robot are controlled by two DC motors with incremental encoders. The eight infrared proximity sensors around the robot body can also be used to measure ambient light. A control program can be downloaded to the Khepera so that it can run autonomously.
The eight infrared sensors of the robot are positioned and numbered as shown in Figure 2 [12]. Proximity readings range from 0 (no obstacle is detected) to 1023 (obstacle is very close). Ambient light readings range from 0 (light source is very close) to 5 11 (no light source is detected). Sensor measurements are made in every 20 ms. The sensor reading returned at a given time is the result of the last measurement made. The sensor response is noisy and nonlinear. Proximity measurements are affected by the color of the object detected, since red or white objects reflect more infrared light than other colors. Objects can be detected within the range of about 5 cm. The speed of each motor can be set from -20 to 20 units, where each unit corresponds to 8 d s . A negative speed causes the motor to rotate in the reverse direction. Webots provides an accurate model of the Khepera and performs the simulation realistically. The model of the infrared sensors is based on a look-up table. A random white noise of 10% is added to the sensor measurements to make the model more realistic. Webots provides a rich Application Programming Interface (API) for the user to write control programs for the Khepera. Functions are provided to read the proximity and light measurements of the infrared sensors, to read and set the speed of the motors, and so on. Webots also has a Supervisor API, which is useful for the experiments, recording experimental data such as robot trajectories, and implementing inter-robot communications.
B. Webots Simulation Sofiware
OBSTACLE AVOIDANCE LEARNING USING ENN
A. The ENN Algorithm
A good review of the different combinations between
A hlly connected, feed-forward MLP with a fixed architecture is used in the ENN algorithm. The number of hidden layers and neurons are chosen by trial-and-error. The logistic function is used as the activation function in the hidden layers. The number of inputs of the neural network is equal to the number of input sensors of the robot. The number of outputs is equal to the number of robot actions. The action to be taken is decided by the winner-takes-all rule.
Only the weights of the neural network are evolved using the genetic algorithm. The weights are initialized to values uniformly distributed in the range [-0.5 , +OS] and are represented as actual real numbers in the chromosome. The weights are also restricted to the same range. Elitism is used to preserve the better chromosomes for the next generation. The selection method used is rank-based. Higher-ranked chromosomes in terms of their raw fitness values have a higher chance of being selected. This method is used because the fitness function is arbitrary and the fitness values are often nonlinear with respect to the actual fitness of the chromosomes. Using the rank instead of the raw fitness value as the selection criteria will reduce the problem of premature convergence caused by chromosomes with relatively high fitness values. Uniform crossover is performed on two selected elite parents to produce two child chromosomes. For each neuron in the child chromosome, all the weights of one certain neuron are copied from the corresponding neuron selected from one of the two parents randomly. This is to preserve the whole neuron as a feature selector. Mutation is performed on a pre-defined proportion of the child chromosomes. All the weights of some randomly selected neurons are perturbed by the addition of a zero mean Gaussian random value with a variance of 0.1. The number of neurons to mutate is randomly chosen between unity and the total number of neurons in the neural network. Child chromosomes with higher fitness values than their parents are kept. Other chosen chromosomes are also kept but penalized by a decrease in fitness. This is to reduce the problem of premature convergence caused by too many similar solutions generated by the same parents.
When the MLPs are evolved, there is the problem of competing conventions. The many-to-one mapping from the chromosome to the actual neural network causes this. This many-to-one mapping is possible because the hidden neurons of a neural network can be permutated in many ways without changing the functionality of the neural network. This problem slows down the evolutionary process as it makes the crossover operator less effective. If there are several competing conventions with high fitness values, premature convergence is also promoted.
Evolving neural networks with high fitness values usually takes a long time and scales badly when the dimension or the complexity of the search space is increased. This is because the genetic algorithm needs to find a few good 'candidates' to boost the evolutionary process. If the search space is large and complex, it is often that the randomly initialized starting population does not contain any good candidate. Then the genetic algorithm needs to rely heavily on the mutation operator to perform a random search to find good solutions. This search often takes a long time as it depends on luck. Thus it is important to design the mutation operator such that any solution within the search space can theoretically be reached. A rather high mutation rate should also be considered. Even if a few good solutions are found, they are likely to be sub-optimal and may lead to premature convergence if the search space is large and complex. It is also possible to use a large population to increase the chance of finding good solutions and avoid the problem of premature convergence. However in robot problems, this will require a lot of time, especially for the evaluation of the population.
B. Objective
The objective of this experiment is to investigate the advantages and disadvantages of the ENN algorithm by evolving a neural control system for the task of obstacle avoidance on the Khepera robot.
C. Setup
A small population size of 60 is used because the ENN algorithm is time-consuming. The elite population size is 20. Out of the 40 child chromosomes that are generated, 20 are mutated. A high mutation rate is used here to alleviate the problem of premature convergence caused by the use of a small population. The fitness of a chromosome is evaluated using the Webots simulation software. For each evaluation, the Khepera is placed at the same position and orientation in the training world as shown in Figure 4 . Each evaluation consists of 300 time steps; each lasting 64 ms. At each time step, the robot can take one of the three actions: rotate left, rotate right or move forward. For simplicity, the speed of the robot is fixed. The rotation is 4.5 degrees and the distance moved forward is 2.048 mm, per step. The neural network to be evolved will have three output neurons each corresponding to the three possible actions. The six front infrared proximity sensor readings of the Khepera are used as the inputs to the neural network. The raw proximity sensor reading ranges from 0 (no obstacle is detected) to 1023 (obstacle is very close). The sensor reading is arbitrarily thresholded to zero, if it is less than 512, and unity, otherwise. Then the total number of states is 64. It is still possible to reduce this number. For example, the six front sensors can be divided equally into two compound sensors where the maximum sensor reading among the three is taken. This redundancy also makes the control system more robust to input noise and fault. However, this is not done here because it would make the state space too small and the task would become too trivial for illustrative purposes.
The fitness of a chromosome is initialized to zero. In every step, the fitness is decreased by 1 if any of the inputs is unity which means an obstacle is detected. The fitness is increased by unity, if no obstacle is detected and that the robot decides to move forward. Hence, the fitness function is designed to encourage the robot to turn away from an obstacle as fast as possible, and to move forward when no obstacle is detected.
The training world is designed to shape the learning of the robot. It is desired that the robot learns to turn right if more obstacles are detected on the left side of the robot, and vice 0-7803-7282-4/02/$10.00 02002 IEEE versa. Figure 5 shows the ideal trajectory, which consists of a right turn followed by a left turn, after which the robot ends its run with a straight run. It is hoped that the robot will learn to avoid obstacles by turning in the optimal direction, rather than always turning in the same direction, which will result in a lower fitness. The training world is very simple and only exposes the robot to a handll of states out of the total of 64. It is not easy to construct a world that can present all the possible states to the robot. Furthermore, the robot will require a lot of time to explore all the states. As a result, it is also hard to validate the generalization ability of the neural network by evaluating the chromosome on new worlds.
Due to the noise added to the sensors and the motors by Webots, the trajectory of the rc'.?t and the fitness of the chromosome will vary with ; : + evaluation of the same chromosome. In order to obtain an accurate fitness, each chromosome is evaluated five times and the minimum fitness value is taken. It was found that the fitness could still drop significantly on some rare occasions when the chromosome was further evaluated. Ideally, each chromosome should be evaluated more times, for accuracy. Due to time constraints, five evaluations were done. Since the ENN algorithm is timeconsuming, several steps are taken to speed it up. In the process of evaluation, if the chromosome's fitness can no longer surpass its parents' fitness, evaluation is stopped at once. Child chromosomes that are worse than their parents are penalized to reduce the chance of premature convergence. Since each chromosome could be evaluated up to five times, this optimization can save a lot of time. A chromosome is also killed immediately if the robot does not move forward for the first step, since there are no obstacles close to the home position. Finally, a chromosome is terminated if the robot rotates 360 degrees continuously in the same direction.
D. Results and Discussion
The ENN algorithm was tested on three cases: a singlelayer perceptron (SLP), a MLP with two hidden neurons, and a MLP with 12 hidden neurons. The SLP used consisted of three biased output neurons and a total of 21 weights. The evolutionary process was run for three times and each run lasted for 100 generations. A new random seed was used in each run. The experiment was repeated using a MLP with a hidden layer of two unbiased neurons and an output layer of three biased neurons. The total number of weights is purposely kept at 21, which is the same as in the SLP case.
The evolutionary process was run three times and each run lasted for 200 generations. Lastly, the experiment was repeated using a MLP with a hidden layer of 12 biased neurons and an output layer of three biased neurons. The total number of weights is 123. The evolutionary process was run three times and each run lasted for 200 generations.
For all the three cases, the optimal solution was obtained eventually. However, the optimal solution was generally discovered much earlier for the SLP case than for the other two MLP cases. Significant drop is noticed in the performance of the genetic algorithm from the first to the second case, even though the dimension of the search space has remained constant. However, there is no significant drop in the performance from the second to the third case, even though there is a large increase in the dimension of the search space. These results show that in this case an increase in the complexity of the search space poses more problems for the genetic algorithm than an increase in the dimension.
E. Conclusion
There are a few advantages of the ENN algorithm. The evolutionary process can be left to run without human intervention provided that it has been properly setup. When the task is too difficult, the ENN algorithm may be the only easy way to train neural networks. For such tasks, the ENN algorithm will most likely require less time and domain knowledge than the hand-design approach.
The main disadvantage of the evolutionary process is that it is highly time-consuming. For a complicated task that has a complex search space, premature convergence is very likely to occur. Due to time constraints, a small population for the ENN algorithm has to be used and this promotes premature convergence. In addition, the training time has to be limited. Thus the neural network is only trained on a small number of situations. It may be impractical to validate the generalization ability of the neural network due to the large number of possible situations, Consequently, the neural network cannot be expected to perform well in a new situation.
A chromosome is evaluated five times and the minimum fitness is taken. This further slows down the evolutionary process. Since the fitness may vary for the same chromosome, the genetic algorithm could be confused by the varying search space. In addition, the operating domain of the robot is noisy.
Designing the fitness function is another difficult task in general. It requires a lot of domain knowledge and a trialand-error approach can be resorted to. The behavior that emerges from the robot is highly sensitive to the fitness function and may be undesirable.
Depending on the task, the design of the training world can be tricky. In this experiment, the world is specially designed to shape the behavior of the robot. It is desired that the robot will turn in the optimal direction to avoid obstacles, instead of always turning in the same direction. For example, it was found that after the robot is trained in a square arena, the robot would always turn in the same direction regardless of the position of the obstacle. Thus the training world can have a significant effect on the behavior of the robot. The total number of states that the robot can perceive is usually very large. Due to time constraints, the robot can only be trained on a small number of distinct states. The designer may want to select the more important states to present to the robot.
As the ENN algorithm is an offline training method, the robot cannot learn to adapt to new situations online. The neural control structure cannot be used to tackle the problem of perceptual aliasing as it is not programmable. Augmented fmite state machines (Farms) or computer programs can be used instead. The architecture of the neural network is decided by trial-and-error and hence under-fitting or overfitting can occur. It is difficult for the designer to understand and fine-tune the weights inside the neural network.
The design of the genetic algorithm is arbitrary and there is no optimal design. There are many parameters that need to be chosen properly or by trial-and-error. The genetic operators need to be carehlly designed to suit the given problem. Furthermore, the genetic algorithm requires a few good solutions to boost itself. It will take a long time to identify if the search space is complex. If those good solutions are suboptimal, premature convergence may occur.
Clearly, the disadvantages of the ENN algorithm outweigh the advantages in this case. Initially, neural networks are used because of their input-output mapping, learning and generalization capabilities. But due to the large number of states and the time-consuming nature of the genetic algorithm, it is impractical to validate the generalization ability of the neural network. Hence, the use of the neural network reduces merely to remembering input-output mappings. The memory of the neural network is stored in the weights, which are hard to understand and manipulate. It is difficult to determine how much memory a neural network can store.
Iv. WALL-FOLLOWING LEARNING USING Q-LEARNING
A . Objective
The aim of this experiment is to determine if Q-learning can be successfully used to train a robot to perform wall following in a clockwise direction. It is known that in robot problems, convergence to the correct Q function is not guaranteed because the Markov property does not hold, and that only a finite number of updates to the Q values can be made.
B. Setup
The training world is shown in Figure 6 . There are five actions that the robot can execute: rotate left, rotate right, move forward, rotate left and move forward, and rotate right and move forward. The first three actions last for 64 ms and the last two actions last twice as long. Moving forward for 64 ms corresponds to a distance of 2.048 mm and a rotation for the same duration corresponds to an angle of 4.5 degrees.
Five states numbered from 0 to 4 are defined for the following situations respectively: left wall is totally lost, left wall is at a comfortable distance (reward state), left wall is too close, left wall is currently lost but previously detected, and front wall is detected.
In State 0, the robot is considered to have strayed into empty space. The robot can be arbitrary instructed to move forward until it hits a wall. Thus the optimal control action is not important here and the Q values for this state are not updated. State 1 is the reward state and the robot should move forward to follow the left wall. In State 2, the robot is too close to the left wall and should rotate right and move away from it. In State 3, the robot is too far from the previously detected left wall and should rotate left and move towards it. In State 4, a front wall is detected and the robot should rotate right until the wall is to its left. There are a total of 20 (4 states times 5 actions) Q values that need to be updated.
C. Results and Discussion
Q-learning was performed with a decaying learning rate, that is, the inverse of the number of times that particular stateaction pair had been visited. The starting Q values were set to zero. A discount factor of 0.9 was used and a reward of 100 was given for State 1. A randomly selected action was repeated until the state of the robot changed. Since it is possible for the robot to get stuck in the same state (for example, by moving forward into a wall), a new random action was chosen if the robot had executed the same action for up to 40 times without resulting in a change of state. The choice of 40 times is arbitrary. The experiment was run for 10 trials each lasting 100,000 updates.
The optimal control policy was obtained consistently for all trials. Table I shows the number of updates made before the control policy converged for each of the 10 trials. This number varies quite a lot due to the random selection of actions. It is also very large even though there are only 20 Q values to be updated. One reason for this is that the robot does not visit each state uniformly, since some states are more commonly encountered. Another reason is that the sequence of states encountered by the robot is randomly decided. Convergence will be achieved sooner, if the robot encounters the reward state and states with high Q values early and frequently. 
D. Conclusion
The results show that Q-learning can be successfully used to train a robot to perform wall following, even though it is not guaranteed to converge to the correct Q function in the non-Markov robot domain.
One of the main attractions of using Q-learning is that the robot is able to learn on its own through its interaction with the world. In addition, the ranks of the final Q values provide the designer a good indication of the value of each action. The designer can easily visualize and fine-tune the control policy. As in most other learning methods, the construction of the state space is a difficult task in Q-learning. Even though the task of wall following is relatively simple, the state space has to be carefully designed to tackle the problem of perceptual aliasing. Some trial-and-error approach is also needed to test out the state space. The construction of the action set is less difficult, although some trial-and-error may be required to ensure that it is sufficient for the task to be achieved.
The main problem with Q-learning is that it requires a long time to converge to a good or optimal control policy, or in some cases, it converges to a poor one. This is especially true 0-7803-7282-4/02/$10.00 02002 IEEE 622 when there are many state-action entries. Since only a reasonable number of updates can be made to the entries as opposed to the ideal number of infinity, the frequency and the sequence of states encountered by the robot is crucial. Convergence will be obtained earlier and is more likely to be correct if the robot encounters the reward state, and states with high true Q values early and frequently. In this experiment, it can be seen that the number of updates made before the control policy converged is very large, even though there were only 20 entries. For a more complex task with a larger number of entries, a larger leaming time will be needed.
V. CONCLUSION
In Section 111, it is noted that the disadvantages of the ENN algorithm outweighed the advantages. In Section IV, it is observed that Q-learning is more promising than the ENN algorithm for robot learning. However, the difficulty in the construction of the state space and the long learning time required are two important issues to be tackled in Q-learning.
