Abstract. The computationally demanding nature of radiative-hydrodynamical simulations of stellar surface convection warrants an investigation of the sensitivity of the convective structure and spectral synthesis to the numerical resolution and dimension of the simulations, which is presented here.
Introduction
Recent progress in hydrodynamical simulations of solar and stellar granulation and spectral line transfer (e.g. Nordlund & Dravins 1990; Stein & Nordlund 1989 Asplund et al. 1999, 2000a,b, hereafter Paper I and II) have opened the door for more secure analyses of observed stellar spectra. Due to the parameter-free nature of such convection simulations it is now possible to compute self-consistent 3-dimensional (3D) model atmospheres and line profiles without relying on various ad-hoc parameters, such as mixing length parameters, microand macroturbulence, which are necessary in 1D analyses. Furthermore, the simulations successfully reproduce a variety of observational diagnostics like the solar granulation geometry, flow and brightness properties, helioseismological constraints, and spectral line shapes, asymmetries and shifts (e.g. Stein & Nordlund 1998; Rosenthal et al. 1999; Georgobiani et al. 2000; Paper I and II) .
The advantages of using 3D convection simulations are therefore clear and the results in terms of e.g. derived stellar elemental abundances should be more reliable, besides of course the fact that the simulations will themselves shed further light on the nature of stellar convection. The major drawback with such a procedure is similarly obvious. The required computing time to perform even a single solar surface convection simulation sequence of one solar hour (≈ 10 4 Courant time steps) at the current highest numerical resolution (200 x 200 x 82) is today typically two CPU-weeks on a supercomputer such as the Fujitsu VX-1 (peak speed: 2.2 Gflops/CPU). Additionally, the memory requirement is about 100 b/gridpoint (i.e. 320 Mb for the same mesh) and the output consists of about 4 Gb of data. Furthermore, the 3D spectral line transfer is also relatively time-consuming even with the much simplifying assumption of LTE; typically the equivalent of > 10 5 1D spectral synthesis calculations are necessary to obtain statistically significant spatially and temporally averaged line profiles (e.g. Paper I and II).
Any approach that can significantly reduce the demand on computing power is therefore worthwhile to pursue. An obvious solution to the problem is to settle for poorer numerical resolution in the 3D simulations or even restrict the computations to 2D, since the CPU-time scales roughly with the number of grid points. Depending on ones ultimate goal such a procedure may or may not be acceptable. To exemplify, a more demanding resolution is likely necessary if one is interested in studying detailed line asymmetries with a 10 m s −1 accuracy or small-scale dynamic phenomena in the photosphere than if one is interested in the required entropy jump between the surface and the interior adiabatic structure in order to calibrate 1D stellar evolution models (Ludwig et al. 1999) .
Here we present an investigation of the influence of the resolution and dimension of the convection simulations on stellar spectroscopy. In particular we will focus on the resulting spatially and temporally averaged line profiles, shifts and asymmetries, although the differences in atmospheric temperature and velocity structures will also be discussed as they contain the keys how to interpret the spectral variations. For the purpose we have concentrated on Fe and H lines due to their wide applicability and diagnostic abilities for stellar astrophysics. The comparisons between 3D simulations of different resolutions and between 2D and 3D simulations have been performed strictly differentially in the sense that the differences are restricted only to the resolution and dimension of the simulations with all other numerical details being identical. The basic question we attempt to address is therefore: What is the required minimum resolution in order to still obtain realistic results?
Hydrodynamical surface convection simulations
The 3D and 2D model atmospheres of the solar granulation which form the basis of the present investigation have been obtained with a time-dependent, compressible, radiativehydrodynamics code developed to study solar and stellar granulation (e.g. Nordlund & Stein 1990; Stein & Nordlund 1989 Asplund et al. 1999; Ludwig et al. 1999; Paper I and II) . The code solves the hydrodynamical conservation equations of mass, momentum and energy together with the 3D or 2D equation of radiative transfer under the assumption of LTE and the opacity binning technique (Nordlund 1982) . For further details on the numerical algorithms the reader is referred to Stein & Nordlund (1998) .
To study the effects of numerical resolution in 3D solar convection simulations and spectral synthesis, non-staggered Eulerian meshes with 200 x 200 x 82, 100 x 100 x 82, 50 x 50 x 82 and 50 x 50 x 63 gridpoints have been used. In all other respects the simulations are identical. The depth scale ranges from 1.0 Mm above to 3.0 Mm below the visual surface and has been optimized to provide the best resolution in the layers with the strongest variations of dT /dz and d 2 T /dz 2 , which for the Sun occurs around z = 0 Mm. All three simulations with 82 depth points have furthermore identical vertical depth scales. In all cases the total horizontal dimension measures 6.0 x 6.0 Mm, which is sufficiently large to include > ∼ 10 granules at any time. The equation-of-state was provided by Mihalas et al. (1988) with a standard solar chemical composition (Grevesse & Sauval 1998) . The radiative transfer during the convection simulations included up-to-date continuous (Gustafsson et al. 1975 with subsequent updates) and line opacities (Kurucz 1993) and was solved for eight inclined rays (2 µ-angles and 4 ϕ-angles). The simulations cover the same 50 min time-sequence of the solar granulation with the initial snapshot for the 100 x 100 x 82, 50 x 50 x 82 and 50 x 50 x 63 cases interpolated from the 200 x 200 x 82 simulation. The resulting effective temperatures T eff 1 are therefore very similar in all cases: T eff = 5767 ± 21, 5768 ± 21, 5768 ± 18 K and 5774 ± 14 K, in order of decreasing resolution. The larger time variation in T eff with increasing resolution appears to be significant. Provisionally we attribute it to the better ability to describe small scale events such as edge brightening of granules (Stein & Nordlund 1998) with an improved resolution.
To investigate the effects of dimension in the convection simulations and spectral synthesis, we have additionally performed a similar 2D solar convection simulation with a numerical grid of 100 x 82. The horizontal and vertical extensions are identical to those of the 3D simulations, as are the input physics in terms of equation-of-state, opacities and chemical composition. In order to achieve the correct T eff the entropy of the inflowing gas at the lower boundary had to be adjusted compared with the 3D simulations. The difference in inflowing entropy amounts to 4.2 · 10 7 erg/g/K, which is consistent with the findings of Ludwig et al. (in preparation) who used similar convection simulations. The 2D simulation sequence used for the subsequent spectral synthesis covers in total 16.5 hr solar time, although the full simulation is significantly longer (23 hr); the first part of the simulation has not been used in order to allow the convective structure to achieve thermal relaxation after modifying the entropy structure of the initial vertical slice which was taken from a 3D snapshot. The resulting T eff is similar for the two corresponding simulation sequences used for the line formation calculations: T eff = 5732 ± 87 K (2D) and T eff = 5768±21 K (3D: 100 x 100 x 82); the difference of 36 K has a minor influence on the resulting line profiles. The larger time variability of the emergent luminosity in 2D is a natural consequence of the smaller area coverage, which makes the influence from individual granules more pronounced.
Spectral line calculations and observational data
Prior to the 3D and 2D spectral syntheses the convection simulations were interpolated to a finer depth scale to improve the accuracy of the radiative transfer. The new vertical scale only extended down to 0.7 Mm instead of 3.0 Mm for the original solar simulations. Additionally the horizontal resolutions of the original simulation sequences were in the case of the 100 x 100 x 82 and 200 x 200 x 82 simulations decreased to For the spectral syntheses the assumption of LTE (S ν = B ν ) has been made throughout. The background opacities were computed using the Uppsala opacity package (Gustafsson et al. 1975 with subsequent updates) while the equation-of-state was supplied by Mihalas et al. (1988) . Here only intensity profiles at disk-center have been calculated.
The sample of lines used in the present project consisted of the weak and intermediate strong lines (W λ ≤ 10 pm) Fe I and Fe II lines of Blackwell et al. (1995) and Hannaford et al. (1992) , respectively. Additionally five strong Fe I lines (407.2, 491.9, 523.3, 526 .9 and 544.7 nm) with pronounced damping wings were included with parameters identical to those adopted in Paper II. For the Fe I lines the collisional broadening was included following the recipes of Anstee & O'Mara (1991 , Barklem & O'Mara (1997) , Barklem et al. (1998 Barklem et al. ( , 2000b , while for the Fe II lines the classical damping result was adopted but enhanced with a factor E = 2. The lines and their atomic data are listed in Table 2 . In particular, the accurate laboratory wavelengths of Nave et al. (1994) and S. Johansson (Lund, 1998, private communication) for Fe I and Fe II have been adopted. Finally, Hα and Hβ profiles have been calculated using the Vidal et al. (1973) broadening theory.
Since the resulting line profiles turned out to depend on the numerical resolution (Sect. 4.2 and 5.2) we had to resort to the use of equivalent widths when comparing the derived Fe abun- For the purpose we adopted the values used by Blackwell et al. (1995) and Hannaford et al. (1992) for the Fe I and Fe II lines, respectively. As in Paper I and II, each theoretical line profile was computed with three different elemental abundances (∆logǫ Fe = 0.2 dex) from which the abundance returning the observed equivalent width was interpolated. When comparing the synthesized profiles and bisectors with observations the solar intensity atlas of Brault & Neckel (1987) and Neckel (1999) , which is based on an accurate wavelength calibration (Allende Prieto & García López 1998), has been utilized. The same measured line bisectors as presented in Paper I have been adopted here.
Effects of resolution in 3D

Effects on continuum intensity contrast
The horizontal temperature variations in the photosphere between granules and intergranular lanes produce a pronounced continuum intensity contrast, which together with the velocity field modify the resulting spectral line shapes and asymmetries. Provided the image degradation introduced by the finite resolution of the telescope, instrumentation and telluric atmosphere can be modelled, the observed intensity contrast of the solar granulation can thus function as an important additional test to confront with predictions from surface convection simulations. Table 1 summarizes the theoretical results calculated at The mean temperature is a very robust property with no significant difference between the simulations λ = 620 nm from a temporal average of simulations of different numerical resolution, both from the raw unsmeared images and when accounting for the seeing. In 3D, I rms varies only slightly with resolution, being 16.8% at the highest resolution without any smoothing. The slight increase with improved resolution follows from the lower effective numerical viscosity in the simulations, which allows more power on smaller spatial scales, as evident from Fig. 1 . It should be noted that the intensity contrast is much smaller than the temperature contrast in the photosphere, since the surface with continuum optical depth unity is corrugated and thus the high temperature gas is partly hidden from sight (Stein & Nordlund 1998) .
The effects of seeing is clearly visible in Table 1 , bringing I rms down to about 8-9%. Although poorly known the atmospheric and telescope point spread functions (PSF) have here been provisionally accounted for by convolving the original intensity images with two Lorentz profiles with widths a = 0.15 Mm and b = 1.5 Mm and relative weighting of p = 0.4, following the discussion in Nordlund (1984) . Physically, the narrow component corresponds to the broadening by the telescope and the extended part scattering by the atmospheric seeing. The latter profile is the most crucial factor when comparing with observations but also the more uncertain.
Quantitatively different contrasts are obtained when adopting different broadening parameters or using Gaussian PSFs rather than Lorentz profiles. The reversal of the trend with numerical resolution is due to the increased power at smaller spatial scales with improved resolution (Fig. 1) which makes the contrast slightly smaller at the relevant larger scales after smearing. A detailed comparison with observations would require an accurate modelling of the convolution functions, which is beyond the scope of the present investigation. We happily note though that the values given in Table 1 are in close agreement with the best solar images (e.g. Lites et al. 1991) , which suggest I rms = 8 − 9% at 620 nm.
It should be noted, however, that due to the obscuration from the poorly understood seeing effects, probably the best test of the intensity contrast comes from a comparison of spectral line asymmetries rather than images. Spatially averaged bisectors are seeing-independent measures of the product of I rms and v z,rms but the latter is fixed by the width of the spectral lines. The excellent agreement between predicted and observed line shapes and asymmetries indirectly also show that the theoretical I rms must be very close to the real solar value.
Effects on line shapes and abundances
The non-thermal broadening of spectral lines stems predominantly from the Doppler shifts due to the convective flows inherent in the granulation (e.g. Paper I). A substantial part of the total line strength of solar Fe lines is therefore contributed by the convective broadening, in particular for stronger, partly saturated, lines. The mean temperature structures in the simulations are essentially determined by mass conservation and the amount of radiative cooling at the visible surface, which should be basically independent of the numerical resolution (Stein & Nordlund 1998) . As seen in Fig. 2 the temperature structures in the various 3D simulations are indeed very similar, which is also true for the average entropy structures. From this follows that the average vertical velocity is similar in the convection zone (Fig. 3) but it is not true that also the velocity distributions will be insensitive to the resolution (Stein & Nordlund 1998). 2 In particular this is not correct in the photospheric layers which are important for the line broadening. Although the bulk of the velocity distributions only show minor differences, the highvelocity tails of the distributions are indeed quite sensitive to the resolution (Fig. 4) . With a better resolution the more extreme velocities, which can contribute significant line broadening, are more likely due to the smaller effective viscosity. On the basis of such considerations, one would therefore expect the widths and strengths of weak lines to be less sensitive to the resolution while stronger, partly saturated, lines should show a higher degree of dependence. It can be noted that the vertical velocity distributions are quite symmetric in terms of The upper boundary condition, which stipulates equal vertical velocities in the two uppermost layers, causes the horizontal part of the curves at the top. Positive vertical velocities correspond to downflows up-and downflows at the visible surface and line-forming regions, while it is markedly skewed in the deeper layers, with much larger descending velocities (Stein & Nordlund 1998) . In warmer stars such as F stars with more naked granulation (Nordlund & Dravins 1990; Asplund et al., in preparation) the asymmetric velocity distributions also in the photospheric layers will be manifested in the line formation.
As suspected the line widths for a given line strength increase with increasing numerical resolution, which is illustrated in Fig. 5 . Since at the highest resolution the line profiles match almost perfectly the observed profiles (Paper I and II; Asplund 2000), with a lower resolution the computed lines tend to be slightly too deep and narrow for a given equivalent width. Somewhat surprisingly it was found that the additional broadening preferentially was contributed to the blue wing of the profiles. It appears that the increased number of regions Although the lower resolution simulations do not provide all the necessary line broadening, one may hope to be able to derive elemental abundances from equivalent widths even with a limited resolution. Table 2 lists the individual abundances thus derived for the different simulations. The mean Fe abundances from the weak and intermediate strong Fe I lines are 7.48 ± 0.05, 7.51 ± 0.05, 7.52 ± 0.06 and 7.53 ± 0.06, in order of decreasing numerical resolution, while for the Fe II lines the corresponding results are 7.47 ± 0.09, 7.48 ± 0.09, 7.50 ± 0.10 and 7.51 ± 0.10. As expected the stronger and partly saturated lines show a greater dependence on the resolution, since those lines are sensitive to the line broadening contributed by the convective Doppler shifts. As a consequence there is a more pronounced trend between line strength and the derived abundance with poorer resolution, as shown in Fig Note that the trends are more pronounced here than in Paper II due to the use of equivalent widths instead of profile fitting 6, which is also reflected in an increased scatter. Even at the highest resolution there is still a minor trend present but it is further diminished when considering line profiles rather than equivalent widths (Paper II). A possible explanation for this may be that the measured Fe I equivalent widths of Blackwell et al. (1995) suffer from a slightly too high continuum placement. This would also partly explain the difference between the Blackwell et al. (1995) and Holweger et al. (1995) results for Fe I, since the former sample is more biased towards lines sensitive to the non-thermal broadening. Such a conclusion is supported by the smaller trend for Fe II lines (Fig. 6 ) with equivalent widths taken from Hannaford et al. (1992) . We expect that the remaining trends will vanish further at an even higher resolution in the simulation but there may also be an influence from departures from LTE for the intermediate strong lines (Paper II); we note that no trend is apparent for Si I or Fe II lines at the present best resolution (Asplund 2000, Paper II).
The very strong Fe I lines with pronounced damping wings on the other hand show a very small variation between the different simulations, which follows naturally by the robustness of the photospheric temperature and gas pressure structure and thus the collisional broadening. In terms of abundances the differences between the various simulations only amount to < ∼ 0.02 dex. Strong lines are therefore well suited for accurate log g determinations (e.g. Edvardsson 1988; Fuhrmann et al. 1997 ) using simulations of even very modest resolution, due to the consistent results in terms of abundances derived from weak and strong Fe I lines (Paper II).
According to common wisdom the Balmer line strengths in late-type stars are essentially a diagnostic of the atmospheric temperature structure (e.g. Gray 1992), since the pressuresensitivity of the Stark-broadening cancels the pressuredependence on the number of H − ions in the ratio of line opacity to continuous opacity, leaving the necessary excitation of H I as a probe of the temperature structure. Given the immu- nity of the mean temperature to the resolution, in particular in the relevant line-forming layers (Fig. 2) , one would therefore expect the wings of the Balmer lines to be independent to such details. It does not come as a surprise then that the predicted Hα and Hβ lines are indeed identical in the different simulations. Hydrogen lines can therefore with confidence be employed for more realistic T eff determinations based on 3D simulations even of very limited resolution, provided of course that the theoretical (atomic) H broadening is properly understood (Barklem et al. 2000a ).
Effects on line shifts and asymmetries
The departures from perfect symmetry in the spectral line profiles reflect the convective motion and the temperature-velocity correlations in the line-forming region and thus serve as sensitive probes of the detailed photospheric structure. For the Sun, spectral line bisectors have characteristic ⊂-shapes although weaker lines only show the upper part of the ⊂. At the currently best available numerical resolution (200 x 200 x 82) the predicted solar line shifts and asymmetries agree very well in general with observations (Paper I), which therefore lends very strong support for the realism of the solar convection simulations.
The differences in vertical velocities (Figs. 3 and 4) at different numerical resolutions manifest themselves in slight but noticeable differences in the predicted line shifts and asymmetries, as exemplified in Fig. 7 . Although the overall bisector shapes are similar, the details are not. In particular the lowest resolution simulation produces deviant bisectors, while the intermediate cases resemble more closely the results ob- , 100 x 100 x 82 (dotted), 50 x 50 x 82 (dashed) and 50 x 50 x 63 (dot-dashed). All profiles have been computed with log ǫ Fe = 7.50. Since with the highest resolution the theoretical bisectors agree almost perfectly with the observed bisectors (Paper I) it is clear that an insufficient resolution produces discrepant line asymmetries tained with the highest resolution. It therefore seems like the simulations have nearly converged in terms of detailed line asymmetries. The differences in predicted bisectors compared to the best case amount to < ∼ 200 m s −1 for the 50 x 50 x 63 simulation. < ∼ 150 m s −1 for the 50 x 50 x 82 simulation and < ∼ 50 m s −1 for the 100 x 100 x 82 simulation. In particular the disagreement is largest at line center and close to the continuum, which also means that in order to predict accurate stellar line shifts ( < ∼ 50 m s −1 ) a high numerical resolution (∼ 100 3 ) for the 3D convection simulations is necessary. The remaining discrepancies in the cores of strong lines even at the highest resolution is most likely due to the influence from the outer boundary or possibly departures from LTE (Paper I). It should be remembered, however, that at the heights where the cores of such strong lines are formed the convection simulations are likely the least realistic due to missing ingredients, such as departures from LTE, influence of magnetic fields and additional radiative heating due to strong Doppler-shifted lines. Fig. 8 shows the differences between the predicted and observed bisectors for the Fe I lines in Table 2 for the various 3D resolutions. Systematic shortcomings are apparent for the poorer resolution but the situation gradually improves with higher resolutions. In particular for the most extensive simulation, most predicted bisectors agree very nicely with the observed line asymmetries (the increased scatter close to the continuum is due to the influence of weak blends). The inclusion of additional Fe I lines corroborate this conclusion (Paper I). Clearly both a high vertical and horizontal resolution is necessary to have accurate predictions in terms of line asymmetries.
Comparison between 2D and 3D
Effects on continuum intensity contrast
The restriction to 2D forces the over-turning motion to take place only in one horizontal direction rather than two, which in turn produces different typical length scales and convective velocities in the photosphere compared to 3D. According to Fig. 1 the granular scales are slightly larger in 2D as a result of the larger horizontal pressure fluctuations (Ludwig et al., in preparation) , which also implies that the intensity contrast will be different relative to the 3D case in order to maintain the larger spatial scales. The 2D, I rms is notably larger than for the corresponding 3D simulation even with the same effective viscosity (i.e. the same horizontal resolution dx): 17.5% and 16.6%, respectively. This difference partly explains the discrepant line asymmetries in 2D, as shown in Sect. 5.3.
Effects on line shapes and abundances
Due to the smaller computational demands posed by 2D convection simulations and radiative transfer computations compared to corresponding 3D calculations, it is of interest to compare the effects of number of dimensions on the predicted spectral line profiles. Since the temperature and velocity structures depend on the number of dimensions as seen in Figs. 9 and 10, it can not be assumed that the predicted line shapes and strengths will be the same in 2D and 3D. The restriction to 2D facilitates a more efficient merging of down-flows. This produces larger horizontal scales in 2D (Fig. 1 , which is associated with larger horizontal pressure fluctuations and thus different vertical velocity structures. The details of the differences in the temperature structures are more subtle but are related to the velocity variations; cf. Ludwig et al., in preparation, for a detailed discussion on the physical reasons for the differences in convection properties between 2D and 3D. Fig. 11 shows a couple of theoretical 2D and 3D Fe I lines computed with the Fe abundances given in Table 2 to return the same equivalent widths; the Fe II lines show the same behaviour and discrepancies. Although the overall line shape (but not the detailed line asymmetries and shifts as discussed in The temperature difference in the sense 3D-2D, i.e. the temperatures tend to be higher in 2D in the deeper layers and lower in the optically thin regions Sect. 5.3) is relatively similar for weaker Fe I lines, the profiles of intermediate strong lines are very different, with the 2D profiles being much shallower and broader than the corresponding 3D profiles. Since in 3D the predicted lines agree almost perfectly with observations (Paper I and Paper II), it implies that the agreement is relatively poor in 2D. In particular, even at very high resolution in 2D abundance analyses would have to be restricted to using equivalent widths rather than profile fitting due to the inherent shortcomings of the 2D predictions. Likewise, with 2D analyses too low projected rotational velocities of the stars would be obtained due to the too broad predicted line profiles.
In terms of derived abundances the 2D and 3D results show systematic differences. The sample of Fe I lines in Table 2 give mean Fe abundances of 7.51 ± 0.05 (3D: 100 x 100 x 82) and 7.41 ± 0.06 (2D: 100 x 82). The corresponding results for the Fe II lines are 7.48 ± 0.09 (3D) and 7.51 ± 0.10 (2D). The remaining difference in mean T eff of 36 K between the 2D and 3D case translates to an abundance difference for Fe I and Fe II of -0.03 and +0.01 dex, respectively. The larger difference between the 2D and 3D cases for Fe I lines is a natural consequence of the greater sensitivity to the temperature structure for those lines. The derived 2D Fe abundances show essentially identical trends with equivalent widths and excitation potential, as seen in Fig. 12 ; the differences in the Fe I results are basically re- Strong Fe I lines with pronounced pressure damped wings can be efficient gravitometers (e.g. Edvardsson 1988; Fuhrmann et al. 1997) , provided the collisional broadening is properly understood (Anstee & O'Mara 1991 Barklem & O'Mara 1997; Barklem et al. 1998 Barklem et al. , 2000b . Due to differences in pressure and temperature structures, the predicted strong lines are indeed quite different in 2D compared to in 3D, with the 2D lines being stronger for a given abundance. While in 3D the strong Fe I lines imply abundances consistent within 0.05 dex of those of weak and intermediate strong lines (Paper II), in 2D the strong lines suggest abundances systematically about 0.10 dex lower than those of weaker lines. This naturally translates to significant errors when estimating stellar surface gravities from the wings of strong lines using 2D convection simulations.
In 3D the H lines are effectively independent on the chosen resolution as discussed above. When comparing 2D with 3D the same conclusion does not follow automatically since the convective transport properties and therefore temperature structures are different, as illustrated in Fig. 9 and discussed in detail by Ludwig et al., in preparation . The temperature difference is notably larger between 2D and 3D than for different numerical resolution in 3D (Fig. 2) . As seen in Fig. 13 the resulting Balmer Hβ profiles are however very similar, albeit with minor differences in the near wing, with the 2D profile being slightly broader than in 3D, in accordance with the somewhat steeper temperature gradient (Fig. 9) . Since in terms of T eff the differ- and 2D (open circles). The solid and dashed lines are least-square fits to the two sets of abundances. The trend with line strength is more pronounced here than in Paper II due to the use of equivalent widths instead of profile fitting and lower numerical resolution ence only amounts to about 30 K, an accurate T eff calibration using Balmer lines should be possible with 2D convection simulations, provided the remaining problems with the theoretical (atomic) H line broadening can be addressed (Barklem et al. 2000a) .
Effects on line shifts and asymmetries
The atmospheric temperature inhomogeneities and macroscopic velocity fields produce characteristic spectral line asymmetries, which for solar-type stars take on ⊂-shaped bisectors. Since both the temperatures and flow pattern are different in 2D than in 3D (Figs. 9 and 10 ), the predicted bisectors will depend on the adopted number of dimensions of the convection simulations, which is illustrated in Fig. 14 −1 compared with the corresponding 3D estimates for weak lines, although the differences vanish for stronger lines with cores formed above the granulation layers. Due to the complex interplay between temperature inhomogeneities, velocity fields and brightness contrasts in producing the line asymmetries, it is very difficult to identify which difference in the physical variables is most responsible for the bisector variations, but it is clear that at least the quite different convective velocities play an important role, since the deceleration zone occurs over a larger vertical extent with different amplitude of the vertical velocities, as seen in Fig. 10 .
The discrepancies are even larger closer to the continuum, amounting to as much as 300 m s −1 , as evident in Fig. 15 which shows the differences between theoretical and observed solar Fe I line bisectors for the corresponding 2D and 3D simulations. It should be noted that the time coverages are sufficient for both the 2D and 3D simulations (16.5 hrs and 50 min, respectively) to produce statistically significant spatially and temporally averaged bisectors, as verified by test calculations restricted to much shorter time sequences: half the time interval produces indistinguishable bisectors from the full calculations, while shorter sequences covering 10% of the whole simulation stretches have an accuracy of < ∼ 100 m s −1 due to the influences of granular evolution and the radial oscillations corresponding to the solar 5-min oscillations which are present in the numerical box. Furthermore, the blue-most bend in the bisectors also occur at significantly larger line-depths in 2D than in 3D, again reflecting the shortcomings when simulating a 3D phenomenon like convection in 2D. Since the most realistic 3D predictions agree very well with the observed bisectors it is clear that 2D results are significantly less accurate.
Conclusions
The aim of the present paper has been to investigate how sensitive predicted line profiles and bisectors are to the adopted numerical resolution and number of dimensions of the convection simulations used as model atmospheres in the line transfer Table 2 to produce the same equivalent widths in 2D and 3D Fig. 13 . The temporally and spatially averaged Hβ profile computed using the 3D (solid line) and 2D (dashed line) solar convection simulations. In spite of the existing temperature differences (Fig. 9) , the spatially averaged Hβ profiles are very similar in 2D and 3D
calculations. The investigations have been performed strictly differentially in order to isolate the effects of the dimensions of the numerical grid.
The numerical resolution in 3D has a limited influence on the theoretical line profiles and asymmetries. With a too coarse resolution the lines tend to be slightly too narrow and deep, but at the highest resolution we have used to date the predictions have converged almost perfectly to the observed val- Table 2 to produce the same equivalent widths in 2D and 3D. Since in 3D the theoretical bisectors agree almost perfectly with the observed bisectors (Paper I) it is clear that 2D simulations produce discrepant line asymmetries. Note that all bisectors are on an absolute wavelength scale, emphasizing the shortcomings of the 2D simulations to accurately predict the line shifts ues, both in terms of line shapes and asymmetries, which lend strong support to the realism of the convection simulations. In terms of abundances, weak lines show a small dependence on resolution (≃ 0.02 dex) while intermediate strong lines with their larger sensitivity to the non-thermal Doppler broadening show a greater dependence ( < ∼ 0.10 dex). Both for the intention of deriving accurate elemental abundances and using line asymmetries as probes of stellar surface convection, a resolution of ≃ 100 3 appears sufficient considering the observational uncertainties in stellar spectroscopy today ( < ∼ 0.05 dex and < ∼ 100 m s −1 , respectively). On the other hand, strong lines of Fe I and H are only marginally affected by the resolution, since they mainly reflect the atmospheric temperature and pressure structures which converge already at very modest resolution, as a natural consequence of mass conservation (Stein & Nordlund 1998) . Therefore, accurate T eff and log g calibrations can be achieved even with a grid of 3D convection simulations of very limited resolution.
Unfortunately 2D convection simulations appear less reliable for abundance analyses and studies of line asymmetries, since the inherent convective transport properties are different in 2D compared to in 3D. The predicted line profiles in 2D are too shallow and broad for a given line strength, in particular for intermediate strong lines which are sensitive to the convective velocity broadening. As a consequence, the agreement with observed profiles is far from satisfactory. Furthermore, the derived abundances are not immune either to the adopted number of dimensions of the convection simulation, in particular −1 on an absolute velocity scale. Even the coarsest 3D resolution investigated here (50 x 50 x 63) produces more realistic results in general than corresponding 2D simulations in terms of line strengths and asymmetries. In light of the findings presented here and in Paper I, one may conclude that some of the claims of a good correspondence between observations and 2D predictions (e.g. Gadun et al. 1999 ) are probably fortuitous. The right results can be obtained for the wrong reasons if shortcomings in terms of e.g. resolution, equation-of-state, opacities, depth scale, and temperature structure compensate the errors introduced by the restriction to 2D rather than treating convection fully in 3D.
Also for an additional reason, 2D convection simulations provide less of an attractive approach compared to 3D than at first glance when considering the computational demand. Due to the poorer spatial coverage of the surface convection, the time variations are significantly larger in 2D than in 3D. As a consequence, correspondingly longer time sequences are needed in order to obtain statistically significant averaged convection properties and line profiles. Rather than a difference of a factor of about 100 (assuming typical numerical grids of 100 3 and 100 2 , respectively, mesh points) in computing time, in practice only a factor of < ∼ 5 is more likely saved. Given the limitations found here in terms of spectral line formation, the difference is hardly of great importance, in particular since more realistic 3D simulations are affordable today even with normal work-stations. 
