ABSTRACT Marine data prediction plays an increasingly important role in marine environmental monitoring. The support vector machine (SVM) is viewed as a useful machine learning tool in marine data processing, whereas it is not completely suitable for the abruptly fluctuating, multi-noise, non-stationary, and abnormal data. To address this issue, this paper proposes a novel machine learning framework for marine sensor data prediction, i.e., a support vector regression architecture with smoothness priority. This is a united and consistent system with functions of data acquisition, smoothness, and nonlinear approximation. Here, the smoothness is used to process the outliers and noises of the acquired marine sensor data. Whereafter, a nonlinear approximator based on the SVM is constructed for marine time series prediction. This architecture is the first attempt to consider the collective efficacy of smoother and SVM in marine data processing tasks. The experimental results show that our model significantly surpasses the single SVM in the real-world marine data prediction. Besides, standard statistical evaluation methods, such as QQPlot, PDF, CDF, and BoxPlot, are utilized to verify its superior nonlinear approximation capacity.
I. INTRODUCTION
Marine environment brings significant economic benefits to people, but suffers from different levels of pollution due to increasing number of human activities. The pollution refers to the direct or indirect introduction of matter or energy into the ocean, such as petroleum, metals, acids, alkalis, pesticides, radioactive materials, sewage, thermal pollution and solid waste [1] . The study shows that 81% of marine ecosystems such as near-shore estuaries and bays monitored by the world, are subject to various degrees of pollution [2] , [3] . Marine environmental pollution is becoming increasingly acute. The efficient marine pollution monitoring is a powerful tool to change this deterioration, especially prediction.
Generally, marine sensor data are wirelessly transmitted by means of satellite communication. This scheme includes a number of advantages such as cost effectiveness, global availability, superior reliability, immediacy, scalability and versatility [4] - [7] . These sensors can collect and measure the marine parameters, such as sea temperature, pressure, flow, ammonia nitrogen, salinity, turbidity, pH, oxygen density, Zn and Fe, etc. These acquired data have the characteristics of large-scale, non-stationary, multi-noise, rapidly changing, spatial and temporal [8] . Obviously, this is a formidable challenge for the accurate prediction.
Currently, numerous machine learning methods have been used to predict the marine sensor data. Here, support vector machine (SVM), especially good at small sample data, is one of the outstanding representatives. For example, Lafdani et al. studied the abilities of SVM model to predict daily suspended sediment load in River [9] . Hipni et al. [10] used SVM to predict the daily water level of the dam. Furthermore, Raghavendra and Deka [11] provided a technical synopsis of SVM and other hybrid ones. He et al. [12] verified that SVM method could be applied to establish the prediction model for river flow with complicated topography. Gupta et al. [13] proposed the integration of probabilistic frameworks and SVM machine learning tools to establish a prediction rule. Kisi and Parmar [14] proved that SVM model could be used to estimate the monthly water pollution level of river. Azamathulla et al. [15] verified that the SVM model of radial basis function kernel was superior to the artificial neural networks in the prediction of side weir discharge coefficient. In spite of the above achievements, the accuracies are not satisfactory, due to the absence or inefficiency of data preprocessing.
Fortunately, the smoothing method has been proposed to handle the abruptly fluctuating, multi-noise, non-stationary and abnormal data [16] , [17] . For example, Staal et al. [18] presented a method for preprocessing a time series of glucose measurements based on Kalman smoothing. Li et.al. [19] presented an output smoothing scheme for solar photovoltaic systems in storage aided utility scale. Huang et.al. proposed a fixed-interval smoother of Gaussian approximate for nonlinear systems with heavy-tailed process and measurement noises [20] . Schettino et.al. [21] proposed a new application of the Savitzky-Golay filters in saturation detection of current transformer. Inspired by it, we intend to explore suitable data smoothing methods for superior nonlinear approximation of SVM.
In this paper, we investigate the collective efficacy of support vector regression model with smoothness priority in marine sensor data prediction. In our model, the smoothness and approximation are combined in a consistent programme aimed at minimizing a prediction error. Through the so-called smoother, marine sensor data, characterized by built-in abrupt fluctuation, multi-noise, non-stationary and anomaly, is converted into more harmonious one. In theory, this way can provide a series of excellent initialization points for the following nonlinear approximation based on least squares support vector machine (LS-SVM). Extensively tested examples show that our model is capable of predicting marine sensor data more accurately than the traditional LS-SVM model. The key contributions of this paper can be generalized as follows.
1) This paper introduces the moving average, the Gaussian smoothing, the locally weighted smoothing and the Savitzky-Golay filter method into LS-SVM in the marine data processing scenario. It is the first attempt to consider their collective efficacy in dealing with the abruptly fluctuating, multi-noise, nonstationary and abnormal marine data. 2) Marine environmental factors are considered, such as physical, chemical and heavy metal, based on variety of sensor parameters in the marine data, to analyse the prediction performance of our model. 3) From the perspective of statistical analysis, QQPlot, PDF, CDF and BoxPlot -are used to validate the prominent nonlinear approximation of our model in the marine data prediction. The rest structure of this paper is as follows. In Section II, the architecture and learning algorithm are detailedly introduced for the support vector regression model with smoothness priority. Section III shows the efficacy of our model through numerical simulations. Section IV concludes the study, and suggests directions for future investigations.
II. SUPPORT VECTOR REGRESSION WITH SMOOTHNESS PRIORITY
In this section, we present a novel machine learning framework for marine sensor data processing, and then narrate detailedly the model architecture and its training algorithm.
A. MODEL ARCHITECTURE
Different traditional support vector regression, the originality of support vector regression with smoothness priority lies in a special built-in filter for smoothness, minimize the influences of outlier and noise in the marine sensor data. Fig.1 depicts the sketch of the architecture. Obviously, the proposed model is viewed as an extension of the traditional regression model, consisting of three functional parts: data acquisition, smoothness and nonlinear approximation.
Generally, marine data can be collected by a specific buoy system. The unmanned data acquisition facility is a composite of data collection, temporary storage and forwarding. Through built-in multiple types of sensors, this system is capable of obtaining appropriate multi-characteristic marine data, including physical, chemical and heavy metal. Then, they are wirelessly transmitted to the remote monitoring center by Beidou satellite. Furthermore, the smoothness in our model is used to preprocess the abruptly fluctuating, multi-noise, non-stationary and abnormal marine sensor data, which automatically correct implicit errors and outliers. The smoothed data can provide a series of excellent initialization VOLUME 7, 2019 points for the following nonlinear approximation. Finally, using these smoothed data, LS-SVM is trained to predict the marine sensor data. In training, the input space is transformed into a feature space by the kernel function, while the method can give the accurate prediction output, and reduce the computational effort.
Given this, our LS-SVM with smoothness priority can achieve a creative blending of smoothness and approximation. Theoretically, this model can accurately predict marine sensor parameters. For its better insight, we elaborate on the functionality and the corresponding training method in detail.
B. SMOOTHNESS AND APPROXIMATION FOR MARINE SENSOR DATA
Our LS-SVM with smoothness priory aims at predicting a series of marine data relayed by wireless sensor in an accurate manner. Among them, the smoothness is a data preprocessing scheme that processes the marine sensor data of continuously fluctuation. Specially, it does not change the dimensions of the data. In our scenario, the following four smoothing methods are considered, given by:
1) The moving average method is primitively used as a smoothing method, as follows:
where x is the value for marine sensor parameters, n is the number of moving digits, and M (x i ) is the moving average for the x i . 2) The Gaussian smoothing is commonly used as a smoothing mothod, as follows:
where x is the value for the parameters of marine sensor data, σ represents the data standard deviations, and G(x) is the Gaussian function for the x. Through G(x), the smoothed training data set is obtained and applied to regression training. 3) The locally weighted smoothing is generated, i.e. the weighted least squares function w(x), by a tricube function,
, α is the smoothing parameter, N is the total number of input samples. The smoothed value y i is then the w x j mean or the w x j regression prediction at x i .
4) The Savitzky-Golay filter is acquired, in a convolution procedure, which utilizes low-degree polynomial produced by a linear least squares to fit subaggregate of neighbouring data points, as follows:
where x j is the value for the parameter of input samples, C i is the convolution coefficient, m is the number of C i . After smoothness, an approximator is designed for marine sensor data processing. Consider a given training dataset
, where x i and y i denote the model input and target. The corresponding regression model is described, given by:
where w is expressed as a weight vector, ϕ(x) is expressed as a nonlinear mapping function that achieves a high-dimensional mapping, and b is a bias. Obviously, a separating hyproplane is constructed for the fitness of y and x. Under the condition of the structural risk minimization, the regression trouble of least-squares support vector machines is transformed into the optimization matter as follows:
subject to
where e i is a random error and C > 0 is a regularization factor. Based on the Lagrange multiplier method, the above problem is solved by the following Lagrange function
where α i is a Lagrange multiplier. The result of Eq. (9) can be calculated by partial differential with respect to w, b, e i and α i , as follows:
When w and e i are eliminated, the system of linear equations can be obtained: x j ) is the kernel function, and must follow the Karush-Kuhn-Tucker condition. In our work, the linear kernel, polynomial kernel, radial basis function (RBF) kernel and multi-layer perceptron (MLP) kernel are selected, separately, as follows:
Once, α and b are solved based on Eq.(11), the LS-SVM model with smoothness priority can be determined, given by:
This means that our model can be used for marine data prediction.
C. MODEL TRAINING ALGORITHM
Based on the support vector regression model with smoothness priority, from the view of data analysis, we built prediction models to predict marine sensor data. Here, we select the LS-SVM with moving average priority as an example, as shown in Algorithm 1. At the beginning part, the initialization, this algorithm inputs the marine sensor data sets X and sets the parameters, i.e., K and n with random values in the available range. for a = i − n to i + n do 4 function processing X (a); 
III. NUMERICAL SIMULATIONS
In this section, we give the comprehensive experimental verifications of the LS-SVM model with four smoothness priority, including moving average priority (MLS-SVM), Gaussian priority (GLS-SVM), locally weighted priority (LLS-SVM) and savitzky-golay priority (SLS-SVM), considering the real-world marine sensor data. The corresponding time series are from a certain sea area in China, covering physical, chemical and heavy metal field, i.e., water temperature (WT), pH, ammonia nitrogen (NH3-NH4+), total organic carbon (TOC), Zn and Fe. These samples are collected once every 4 hours from 2017.6.1 to 2017.11.30. In the experiment, the free parameters, i.e., regularization parameter (Gam) and kernel parameter (Sig2), are determined by the method of grid search, as shown in Table 1 . Our simulations are averaged over 10 trials on the MATLAB platform. 
A. TESTING CRITERION
The normalized root mean square error (NRMSE) is employed to measure the prediction performance of VOLUME 7, 2019 our model, as follows:
where, n test is the sample length during the model test sets, y test (t) andŷ(t) represent respectively the output values of actual and prediction at time t, and σ 2 is the variance of the prediction output valuesŷ(t). The smaller the values of this errors, the better the performance of the forecasting model [22] . In addition, statistical methods are selected to validate our model, i.e., Quantile-Quantile Plot (QQPlot), Probability Density Function (PDF), Cumulative Distribution Function (CDF) and BoxPlot.
QQPlot is an assumption distribution device, which uses to detect the distribution before and after marine sensor data prediction. When the points on the QQPlot are roughly on a straight line, the data do follow the hypothetical distribution [23] .
PDF is used to describe the change of the probability of input parameters, expressed as f X (x). It satisfies F X (x) = x −∞ f x (t) dt, where x is a random variable in marine data and F X (x) = P(X ≤ x) is CDF that is defined to be the fraction of the data less than or equal to x. If f X (x) is larger, the probability that x falls within this interval is larger for the same length interval [24] .
BoxPlot is a graphical tool for depicting the inter-quartile in marine sensor datasets. It can represent the variability outside the upper and lower quartiles through the vertical lines from the boxes [25] . And, it also individually plots the Outliers to show the dispersion degree of marine sensor data [26] . Table 2 gives the approximation capacities of the traditional LS-SVM, MLS-SVM, GLS-SVM, LLS-SVM and SLS-SVM based on four kernel functions. Obviously, it can be observed that our models outperform the LS-SVM considering the six types of marine sensor data. On the whole, the employed linear kernel function in our models is comparable to polynomial kernel function in performance, followed by the MLP kernel, while the RBF kernel results in the worst prediction. It is interesting to note that using the other ones except for the MLP kernel, the MLS-SVM model is more suitable for the prediction of sample data on physical and chemical factors, while GLS-SVM can be better at handling the heavy metal data. Specially, our MLS-SVM with linear kernel has the most powerful approximation on the sample data of WT, pH, NH3-NH4+ and TOC, and our GLS-SVM with poly kernel can most accurately predict heavy metal parameters, as marked in bold in Table 2 .
B. PERFORMANCE ANALYSIS
Furthermore, taking the example of GLS-SVM with linear kernel, we plot its comparative results on marine sensor data with the traditional LS-SVM, as shown in Fig.2 and Fig.3 . It can be seen intuitively that the traditional LS-SVM model has a relatively worse fitting effects on the marine data. In contrary, our alternative can more effec-TABLE 2. Performance of the evaluated models with different kernel functions in the marine sensor data prediction task. tively capture the variation trend of nonlinear approximation of each marine data, especially toward TOC, Zn and Fe. Hence, these visual results indicate that the prediction performance of our model is superior to the traditional LS-SVM model.
C. STATISTICAL VALIDATION
Here, taking the middle example of GLS-SVM with linear kernel, we evaluate the nonlinear approximation from the view of statistical validation, such as QQPlot, PDF, CDF and BoxPlot. and after prediction for marine sensor parameters. From the two figures, we observe that the predicted data can be perfectly fitted to the actual data, especially in these parameters of physical and chemical. But, Fig.5 (e)-(f) and Fig.6 (e)-(f) indicate that our model has a relatively poorer prediction accuracy on the heavy metal parameters. In Fig.7 , we give the BoxPlot of the actual (standard) value and predicted value associated with marine sensor data prediction. As we can see from this figure, the BoxPlot representation in the case of the standard data is the same as that of the prediction data, such as the inter-quartile range, minimum and maximum. Interestingly, in Figs.7(c), (e) and (f), multiple outliers (red asterisks) are detected and significantly above the maximum, suggesting seawater contamination during a certain period of time. Again, it indicates our model is suitable for the marine sensor data prediction. And then, Table 3 quantifies the relevant numerical parameters of the boxplots, including the upper quartile (QU), the median (QM), the lower quartile (QL), the upper bound (Up), the lower bound (Lo), and the number of outliers (n) for the actual values (AV) and predictive values (PV). Clearly, there are only small fluctuations on these numerical, particularly, the number of outliers doesn't change. To sum up, these further validate that our representative paradigms have better nonlinear approximation ability for marine sensor data.
IV. CONCLUSION
In this paper, we explore the smoothness methods in modeling LS-SVM for marine sensor data prediction. The smoother is embedded in LS-SVM for minimizing the prediction error, where the smoother plays the role of preprocessing to handle the outliers and noises in marine sensor data, providing stable initialization values for the next nonlinear approximation. Experimental results confirm the excellent nonlinear approximation ability of our model for the marine sensor data prediction. The topic of further research is how to improve the collective efficacy of support vector regression with smoothness priority in marine sensor data prediction combines with deep learning technology [27] - [29] .
