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Abstract 
One of the fundamental physical phenomena related to CO2 injection in subsurface brine-saturated formations is the 
dissolution-diffusion-convection process of CO2. The injected supercritical CO2 being less dense than brine settles 
beneath the formation seal. The overlying CO2-saturated brine is slightly heavier than brine itself thus a density-
driven convective flow occurs which will enhance the dissolution rate of CO2, reduce time for solutal trapping and 
increase storage security. In this work experiments and simulations at the laboratory scale were performed to help 
inform studies at the reservoir scale. Experiments were conducted in transparent Hele-Shaw cells and the captured 
visual results of the convection phenomenon were used to validate the numerical simulations performed using 
STOMP simulator. Experiments are repeated with variations in permeability to vary the characteristic Rayleigh 
number. Corresponding two-phase simulations are compared with their equivalent time shots obtained from 
experimental imaging. The experimental and numerical results show fairly good agreement in terms of fingering 
characteristics (length, thickness, frequency) and global time scale.  
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1. Introduction 
Carbon capture and storage (CCS) in deep saline aquifers have the highest potential global capacity for 
long-term CO2 storage [1]. The Intergovernmental Panel on Climate Change (IPCC) 2005 Special CCS 
Report [2] has identified various knowledge gaps related to aquifer storage which need addressing before 
widespread commercial implementation of the technology. One of the fundamental physical phenomena 
related to CO2 injection in subsurface brine saturated formations is related to the dissolution-diffusion-
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convection process of CO2 [3]. The positive buoyancy of supercritical CO2 relative to the ambient brine in 
the porous medium causes the CO2 to rise up and form a thin layer of free phase CO2 beneath the 
formation seal. Possible leakage through imperfections of this seal is of concern for long-term storage 
security. Dissolution and molecular diffusion of the free phase CO2 in the underlying ambient brine 
locally increases its density due to the fact that CO2 saturated brine is 0.1-1% heavier than brine itself [4] 
depending on the pressure, temperature and salinity. A gravitationally unstable system results due to the 
CO2 rich brine overlying the less dense brine which is commonly referred to as the density-driven-
convection in literature [4]. Consequently CO2 rich fingers form leading to convective flow which will 
enhance the dissolution of CO2 and reduce time for solutal trapping as convection is a much faster process 
than molecular diffusion alone [4], [5]. It is therefore an important mechanism in the deep-carbon cycle. 
Due to the very large timescales involved, reservoir modeling is the only feasible method to predict and 
investigate this important phenomenon. 
 
Much work has been done in this area to explore this density-driven natural convection. In 1997 
Lindeberg and Wesselberg, [6] concluded from numerical studies that convection would typically occur 
due to  an unstable vertical column for both thermal and density gradients. Several studies have been 
made to experimentally investigate the convection phenomenon both qualitatively and quantitatively. 
Yang and Gu [7] performed experiments at high temperature and pressure apparatus showing that 
density-driven convection greatly accelerates mass transfer rates of CO2 in the reservoir brine. Similar 
experiments were also performed by Farazjadeh et al. [8]. In contrast to the quantitative mass transfer 
experiments mentioned above, Kneafsey and Pruess [4] explored a qualitative aspect by performing 
laboratory experiments using Hele-Shaw cell and established a visualization technique to track the 
convection of dissolved CO2. They also conducted corresponding two-phase numerical simulations which 
overestimated the convection timescales when compared with experimental visualization.   
 
Several other studies like Ennis-King and Paterson [9], Riaz et al. [10] performed numerical simulations 
and validated with linear stability analysis which is a standard theoretical technique used to predict the 
onset time and wavelength at which instabilities appear [9]. Xu et al. [11] also performed linear stability 
analysis and incorporated the effect of anisotropic permeability. Farazjadeh et al. [8], [12] performed 
numerical simulations for homogeneous and heterogeneous media. Since numerical computations do not 
show natural convection effects for homogenous initial boundary conditions, they used sinusoidal 
perturbations to induce the phenomenon. Their results showed that mass transfer increases with 
increasing Rayleigh number and is strongly influenced by heterogeneity parameters. Effect of vertical 
heterogeneity was also taken into account by Green et al. [13] in their simulations.  
 
Unlike Kneafsey and Pruess [4] both Farajzadeh et al. [8], [12] and Ennis-King and Paterson [9] assumed 
only a single liquid phase by representing the presence of the gas phase at the top with a saturated liquid 
boundary condition to reduce complexity of two-phase interface dissolution. Compared to some of the 
mentioned previous models like [10], [11], [8], Pau et al. [14] performed high resolution simulations 
without making use of Boussinesq approximation. Unlike methods using Boussinesq approximation, their 
method did not require an initial perturbation. 
 
In this paper we build on the visualization technique by Kneafsey and Pruess [4] and conduct Hele-Shaw 
cell visualization experiments to validate corresponding two-phase (incorporating gas-liquid interface) 
numerical simulations. Our aim was to investigate and improve previous discrepancies in fingering 
timescales and patterns between experiments and simulations. Simulations are performed using STOMP 
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(Subsurface Transport Over Multiple Phases) developed by the Pacific Northwest Nation
Hydrology Group of the Department of Energy, USA . 
2. Experimental analysis 
Figure 1 shows the set-up of the experimental apparatus. Primary component is the Hele-Shaw cell which 
is made of two adjacent transparent glass plates (20 cm by 30 cm) with a very thin pencil lead spacer in 
between and sealed with silicon on the bottom and vertical sides. The fluid flows between this narrow 
parallel plate gap in a manner that is mathematically analogous to flow in porous media [4]. For a Hele-
Shaw cell with aperture thickness, b, the intrinsic permeability, K is given as K=b2/12 [4], [15], [16].  
 
 
Fig. 1. Experimental set-up showing the primary component Hele-Shaw cell positioned between the LED backlight and the CCD 
camera which is connected to the acquisition computer. The CO2 tank and gas injection needle are also shown 
Experiments are done under room temperature and pressure conditions. CO2 gas is introduced at the top 
of the transparent vertical Hele-Shaw cell (partly filled with deionized water containing Bromocresol 
green) using a thin needle and tube connected to CO2 tank. Due to sealing on sides effective cell volume 
reduces to 22cm by 16cm. The flow rate of injected CO2 is adjusted to be just enough to maintain a more 
or less stagnant layer of CO2 over the water. CO2 is denser than air. Thus it settles over the water-gas 
interface by replacing the air which is allowed to escape from the unsealed top. At first the CO2 dissolves 
in water within the Hele-Shaw cell via molecular diffusion at the water-CO2 interface. The higher density 
of the water with dissolved CO2 at top leads to gravitational instability and consequently convective 
fingerings appear. The convective phenomenon is tracked using the pH tracking dye solution 
Bromocresol green. This dye changes colour from blue (pH above 5.4) to yellow (pH below 3.8) [4]. As 
the dissolved CO2 under ambient atmospheric temperature and pressure gives a pH of around 3.9, this 
reduces pH of the pure deionised water solution from 5.6 (typical for 380ppm of CO2 in atmosphere [4]) 
and the CO2 saturated regions turn yellow. 
 
The phenomenon is captured at regular intervals using the SONY XCL-5005CR CCD Camera [17] along 
with Navitar 5 megapixel and 12mm lens.  The camera is directly connected to the image acquisition 
computer which has image processing software XCAP-Std V3.7 for advanced image processing 
capabilities. To avoid external reflections, the imaging is conducted in a dark room with only the uniform 
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LED table as backlight. The uniform LED table was used to inhibit any convection caused by heating the 
cell from the light source. As the convection fingers in the real colour images are not distinct and 
conspicuous, image enhancement is performed. The image enhancement technique consists firstly of 
background subtraction followed by inverting the contrast of the images in grayscale such that the lighter 
fingers appear darker and the darker solution appears lighter. 
 
The orientation and position of the injection needle at top was found to impact the fingering pattern. 
Figure 2 shows effect of needle variation on the time taken for the most advanced finger to reach the cell 
bottom for the b= 1mm cell.  
 
Fig. 2. Comparison of enhanced experimental images of finger patterns for various needle orientation (a) vertical center needle, (b) 
Vertical side needle and (c) Slanted needle 
Figure 3 shows resulting experimental images at progressing time shots for b=1 mm cell with slanted 
needle.  
 
 
Fig. 3. Enhanced experimental images at progressing time shots for aperture thickness b=1mm. (a), (b), (c) represent magnified gas-
liquid interface at time shots 1min, 3min and 12 min respectively to investigate the finger initiation period. (d) and (e) represent 
finger evolution and advancement at 47min and 82 min respectively 
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For this particular experiment, the images were recorded at regular intervals of 30s. As can be seen in the 
magnified sections, finger initiation begins already in the first minute. As can be seen, at 3 minutes 
already a biased finger growth is noticed slightly left of the centre of the cell towards which the needle is 
oriented. By 12 minutes the preferential growth is obvious.  
 
Repeated runs for same cells were performed to observe average time taken for the most advanced finger 
to reach the cell-bottom which is used later to compare with the simulations. The experimental 
reproducibility was always good. Pencil leads of thickness 1mm, 0.7mm, 0.5mm and 0.3mm were used 
for the experiments to vary the permeability. Compiled results shown in Figure 4 indicate the change in 
timescale as the permeability of the cells varies from 8.3 x 10-8 m2 to 7.5 x 10-9 m2. 
 
 
Fig. 4. Comparison of time taken to reach cell-bottom by most advanced finger for b=1mm cell (left most) to b=0.3mm (right most). 
The permeability values are calculated assuming uniform aperture thickness throughout the cells 
Linear stability analysis explored by many researchers [9], [10], [5], [18] suggests the following 
correlation for onset time of convection:  
 
 
 
        
Where,  is the increase in density due to dissolution of CO2,  of the medium, g the 
acceleration due to gravity, D the diffusion coefficient of CO2 in water,  the viscosity of water, K the 
permeability of the porous medium and c0 is a numerical constant. A wide range of values for c0 is 
reported in literature ranging from 80 to 3000 [14], [18]. From careful observation of our experimental 
images, the approximate onset time (based on the first appearance of non-linearity at interface) is 
recorded and tabulated in Table 1 for each test case. 
Table 1. Approximate onset time observed from experiments tabulated against corresponding cells  
b (mm) k [m2] Approximate tonset from experiments [sec] 
1 8.33333E-08 60 
0.7 4.08333E-08 100 
0.5 2.08333E-08 150 
0.3 7.5E-09 420 
22222
0 KgDctonset
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Typically this relationship is expressed graphically in log-log plot [14] and thus in Figure 5 the log plot of 
tonset against k is shown. From the equation it is obvious that the slope of this graph should be -0.5, but the
result in Figure 5 shows a slope of -0.8. It is possibly due to the unavoidable natural instabilities present 
in the experimental systems which are not predicted by the theoretical linear stability analysis. Also the
actual finger initiation time is most likely earlier than when it is first captured by the camera.
Fig. 5. Log-log plot of onset time vs. the permeability (assuming uniform aperture thickness) shows that the slope of the graph is not 
equal to -0.5 as expected from the theoretical linear stability analysis
3. Numerical analysis
A two phase problem similar to the experimental condition is set up in STOMP-WCS (water-CO2-Salt)
mode with domain description and boundary conditions as shown in Figure 6 (a). Top boundary is at 
atmospheric pressure conditions. Bottom and sides boundaries are considered as no-flow boundaries.
Since the experiments were done in Hele-Shaw cells with no actual porous medium, the porosity . 
The top 3cm of the cell above the water level consists of pure CO2 gas representing the gas cap. Two 
phase simulations for similar domain were also conducted by Kneafsey and Pruess [4] but led to an
overestimation of numerical timescales in comparison with their experimental results. The gas-liquid 
interface is assumed as a flat and sharp interface. We used small non-regular sinusoidal perturbations to
induce the phenomenon. For b=1mm cell, after noticing initial discrepancies between numerical and 
experimental results for homogeneous permeability field (i.e. with assumption b=1mm is uniform
throughout the cell), measurements for more realistic aperture thickness along the x-axis on the top of the 
cell were made. This was translated to the simulations as a varying permeability field in the x-direction 
only using (K=b2/12). For instance the b=1mm cell was found to have a maximum of 1.2 mm thickness
near the centre, whereas at the sides where the plates were sealed, the minimum thickness was found to be
0.91 mm. Taking this into consideration led to more comparable results i.e. the most advanced finger in
both the simulation and the experiment reached the cell bottom in approximately 80 minutes (see Fig. 6b). 
Also the global finger patterns evolved in the simulations compare fairly well with the experiments.
Figure 6 (b) shows contours of aqueous CO2 concentration obtained from numerical simulation compared 
against enhanced experimental image for the same. The red region is the gas phase consisting of pure 
CO2.
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(a)                                                                              (b) 
Fig. 6. (a) Domain description and boundary conditions for the numerical problem set up in STOMP; (b) Comparison of numerical 
simulation showing aqueous concentration of  dissolved CO2 (left) and experimental enhanced image (right) for b=1mm cell when 
cell-bottom is reached. The red layer represents pure CO2 gas 
For b=0.7 mm, a similar approach was taken. In this case the more realistic aperture size distribution on 
the cell top was found as (0.52mm-0.87mm-0.73mm corresponding to side-center-side). Once again the 
obtained results offer a fair comparison although the discrepancy in timescale increases compared to the 
b=1mm cell. Comparison of simulation against experimental images for the b=0.7mm cell when the 
fingers reach the bottom are shown in Figure 7.  
 
 
Fig. 7. Comparison of numerical simulation showing aqueous concentration of CO2 (left) and experimental enhance image (right) 
for b=0.7mm cell when cell-bottom is reached The red layer represents pure CO2 gas. Global finger patterns are quite comparable 
although the simulation overestimates the time scale slightly 
Conclusions 
Visualization experiments of dissolved CO2 density-driven convection were successfully conducted. We 
observed that for the given domain size at this laboratory scale, even small changes in aperture size 
distribution play important role in the fingering characteristics. The incorporation of more realistic cell 
aperture value in the simulations played an important role in attaining more comparable results. 
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Regardless of the many natural uncertainties associated with the experiment such as uneven aperture 
thickness in both lateral and longitudinal directions, non-flat gas-liquid interface and the effect of needle 
orientation on the fingering initiation and global pattern, the numerical results obtained with the 
simplified heterogeneity field are quite encouraging. Currently we are working on a protocol to extend 
our qualitative comparison to quantitative comparison by measuring the mass of dissolved CO2 in the 
experimental cells.  
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