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In this work it is shown that hairpin vortex structures can be the outcome of a nonlinear optimal growth process, in a similar way as streaky structures can be the result of a linear optimal growth mechanism. With this purpose, nonlinear optimizations based on a Lagrange multiplier technique coupled with a direct-adjoint iterative procedure are performed in a plane Poiseuille flow at subcritical values of the Reynolds number, aiming at quickly triggering nonlinear effects. Choosing a suitable time scale for such an optimization process, it is found that the initial optimal perturbation is composed of sweeps and ejections resulting in a hairpin vortex structure at the target time. These alternating sweeps and ejections create an inflectional instability occurring in a localized region away from the wall, generating the head of the primary and secondary hairpin structures, quickly inducing transition to turbulent flow. This result could explain why transitional and turbulent shear flows are characterized by a high density of hairpin vortices.
Introduction
Due to their long lifetime, coherent structures determine a large part of the mean properties of transitional and turbulent shear flows, and their generation, instability, and sustainment mechanisms may be useful to explain many details of the dynamics of such flows. Two main examples of coherent structures are streaks and hairpin vortices, which have been observed experimentally and numerically in channel flows, pipe flows, and boundary-layer flows (Singer 1996; Matsubara & Alfredsson 2001; Adrian 2007; Wu & Moin 2009) . Streaky structures are observed at different scales in transitional and turbulent shear flows (Brandt, Schlatter & Henningson 2004; Hwang & Cossu 2010) and their † Email address for correspondence: s.cherubini@gmail.com origin seems now to be well understood. As conjectured by Landahl (1980) some decades ago, elongated near-wall zones of low and high momentum are created by a mechanism of transient growth of the perturbations known as the lift-up effect, linked to the non-normality of the Navier-Stokes operator (Cherubini, Robinet & De Palma 2010b) . Such a mechanism is based on the transport of the mean shear by rolls of streamwise vorticity. The quest for the origin of these coherent structures has stimulated the search for perturbations providing maximum amplification in a finite 'target time', defined as 'optimal perturbations'. By optimizing the perturbation energy in a linear framework, several authors have found initial optimal disturbances corresponding to streamwise-elongated rolls inducing streamwise streaks at target time (Butler & Farrell 1992; Luchini 2000) . The shape of these optimal perturbations corresponds well to the coherent structures found in transitional and turbulent flows in a low-to-moderate-disturbance environment (Matsubara & Alfredsson 2001) . Thus, streaky structures can be explained as the projection of flow disturbances onto the linear optimal flow structure (Luchini 2000) .
Also, the mechanism of formation of hairpin vortices has been extensively studied. Wu & Moin (2009) have analysed the generation of hairpin structures from Λ-shaped vortex structures induced in a boundary layer by the receptivity process from large-amplitude free-stream turbulence; Acarlar & Smith (1987) and Henningson, Lundbladh & Johansson (1993) have studied the formation of hairpin vortices from localized disturbances in boundary-layer and channel flows, respectively. Suponitsky, Cohen & Bar-Yoseph (2005) have studied a simple model of interaction between a localized vortical disturbance and a uniform unbounded shear flow, showing that a small-amplitude initial disturbance always evolves into a streaky structure, whereas a large-amplitude one evolves into a hairpin vortex under some conditions. Furthermore, it is well established that hairpin vortices may appear as the consequence of the secondary instability and break-up of elongated streaks (Schmid & Henningson 2001 ). These and many other studies indicate that, unlike streaky structures, hairpin vortices are generated through nonlinear interactions (Eitel-Amor et al. 2015) . The fact that they naturally arise in many transitional and turbulent shear flows, as the consequence of the instability of streaks or induced by other causes (such as roughness elements or flow injection at wall), suggests the existence of a strong energy growth mechanism triggered by nonlinearity. Whether the hairpin vortex might be recognized as an optimal flow structure in a nonlinear energy growth process is the question we want to address in the present paper.
With this purpose, we perform nonlinear optimizations in a simple parallel shear flow such as the plane Poiseuille flow. Nonlinear optimizations in parallel shear flows have been recently performed by Pringle & Kerswell (2010) , Monokrousos et al. (2011 ), Pringle, Willis & Kerswell (2012 , Rabin, Caulfield & Kerswell (2012) , Cherubini & De Palma (2013) for pipe and Couette flow. In both cases, the nonlinear optimal perturbations were found to induce strongly bent streaks, but hairpin vortices were never observed. However, in those works, optimizations were performed for rather long target times, for which the lift-up mechanism dominates the dynamics. On the other hand, for instance, provide the description of a nonlinear mechanism generating hairpin vortices acting on a time scale which is one order of magnitude smaller. In order to focus our optimization analysis on the generation of the hairpin structure, we choose small target times (O(10h/U), h and U being the reference length and velocity, respectively) and finite-amplitude initial perturbations to rapidly trigger nonlinear effects. In particular, the chosen time scale is typical of the Orr mechanism, much smaller than the typical scale of the lift-up mechanism.
The paper is organized as follows: in § 2 we define the problem; then, in § 3, we discuss the results; finally, in § 4, an outlook is provided.
Problem formulation
The Navier-Stokes (NS) equations are solved to compute the flow between two parallel plates, choosing the non-dimensional variables so that half the distance between the plates is h = 1 and the centreline velocity of the laminar flow is U c = 1. Dirichlet boundary conditions for the three velocity components are imposed at the upper and lower walls of the computational box; whereas periodicity is prescribed in the streamwise and spanwise directions (denoted x and z, respectively, whereas y indicates the wall-normal direction). The streamwise, wall-normal, and spanwise dimensions of the computational domain are 2π, 2, and π, respectively. The NS equations are solved by a fractional-step method with second-order accuracy in space and time (Verzicco & Orlandi 1996) , using a staggered grid with 300 × 100 × 120 points, determined by a grid refinement study.
The optimization procedure aims at computing the velocity perturbation u = (u, v, w) T at t = 0 providing the maximum value of a chosen objective function at a given target time, T opt . The objective function is the ratio between the energy density at T opt and the initial (given) one (E(0) = E 0 ), the energy density being defined as:
where V is the volume of the computational domain. The optimization problem is subject to partial differential constraints, namely the nonlinear NS equations in perturbative form. The constrained optimization is performed by a Lagrange multiplier technique coupled with a direct-adjoint iterative procedure using a gradient-based method. For further details about the optimization algorithm the reader is referred to Cherubini et al. (2010a Cherubini et al. ( , 2011 .
Results
We perform nonlinear optimizations of finite-amplitude three-dimensional perturbations for the plane Poiseuille flow, focusing on subcritical values of the Reynolds number, namely, Re = 2000, 3000, 4000, 5000. In order to find optimal perturbations rapidly triggering coherent structures generated by nonlinear effects, we focus on the time scale of the Orr mechanism, preventing the dominant effect of the lift-up mechanism which acts on a much larger time scale. Butler & Farrell (1992) found that the lift-up time scale for the Poiseuille flow at Re = 5000 is about equal to 380. On the other hand, performing several linear two-dimensional optimizations, we have found that the transient energy growth due to the Orr mechanism peaks at t ≈ 10 for all of the considered Reynolds numbers. Thus, T opt = 10 has been chosen for the following nonlinear three-dimensional optimizations. Moreover, using this short target time, we need a sufficiently large initial energy density in order to trigger nonlinear mechanisms. Therefore, several nonlinear optimizations have been performed increasing the value of E 0 until, quite suddenly, the initial optimal perturbation localizes in space and the energy gain increases with respect to a linear optimization. Such an increment of the energy gain with respect to the linear case is between 10 % and 30 % for the values of the Reynolds number considered in the present work. The value of E 0 has been successively bisected in order to determine FIGURE 1. Scaling law for the initial energy (squares), the transition threshold (circles) (a), and the energy gain (b) for the short-time nonlinear optimal perturbation at the nonlinearity threshold.
with an accuracy of two digits the nonlinearity threshold, E 0th , i.e. the smallest initial energy at which the nonlinear optimal localizes and the energy gain increases by more than 10 % with respect to the linear value. The values of this energy threshold are shown in figure 1(a) for all of the considered values of Re; they appear well fitted by the scaling law E 0th ∝ Re −2.36 . The corresponding energy gain at target time obtained by nonlinear optimization is provided in figure 1(b) . For all of the considered Reynolds numbers, the energy increases by two order of magnitude in only 10 time units, increasing with Re following the law Re 0.84 . It is noteworthy that the value of the nonlinearity threshold is greater than the minimal energy capable of inducing transition, as one would anticipate. For example, we have performed optimizations and bisections for T opt = 50 and Re = 4000, finding a transition energy threshold of about 2.5 × 10 −7 which is one order of magnitude lower than the energy corresponding to the nonlinearity threshold. On the other hand, the energy at the nonlinearity threshold is not very high since we have verified that the linear optimal perturbation rescaled with E 0th (see figure 1a ) does not lead to transition. In order to evaluate the distance of the nonlinearity threshold from the laminar-turbulent boundary for each optimal perturbation, figure 1(a) also provides the rescaled energy level necessary for placing each optimal perturbation (computed at the nonlinearity threshold) on the laminar-turbulent boundary. Notice that the scaling law for the transition threshold (E(0) ∝ Re −2.35 , corresponding about to Re −1.2 for the amplitude) is not far from the value provided by the experimental analysis of Cohen, Philip & Ben-Dov (2009) , who found a scaling law for the transition threshold amplitude of A ∝ Re −3/2 using wall-normal flow injection for inducing hairpin vortices. Figure 2 (a) shows the nonlinear optimal perturbation obtained for (Re, E 0 ) = (4000, 2 × 10 −6 ), composed at t = 0 of several thin tubes of counter-rotating vorticity alternated in the spanwise direction and fully localized in space. The vortices are characterized by a large streamwise vorticity component and are tilted against the base flow, confirming the presence of linear energy growth mechanisms such as the Orr (1907) and the lift-up (Landahl 1980) mechanisms. However, this optimal solution is strongly different from the linear one computed for the same flow due to: (i) its strong localization; (ii) its smaller wavelength in the spanwise direction; (iii) the presence of an inclination of the vortical structures with respect to the streamwise direction. In particular, figure 2(a) shows three pairs of vortices, all of them having different streamwise inclination and length, characterized by a streamwise vorticity of alternating sign. One can observe that the two inner pairs of vortices at the centre of the structure are very close to each other. When such a structure evolves in time, a strong interaction of the vortices occurs immediately after the tilting in the streamwise direction. Therefore, a 'hot spot' is created, leading to the formation of the hairpin vortex at target time t = T opt = 10, as shown in figure 2(b) . It is also noteworthy that, unlike other parallel shear flows, such as Couette flow (Cherubini & De Palma 2013) , this nonlinear optimal structure is characterized by a symmetry with respect to a z = const. plane, which is maintained when the initial energy E 0 is increased. We have verified that the optimal perturbation is characterized by this symmetry only for small target times; for target times typical of the lift-up mechanism, the optimal perturbation strongly resembles the one found in Couette flow (Cherubini & De Palma 2013) . Figure 3 Henningson 2001). Moreover, it is worth noting that the streamwise and wall-normal components of the velocity clearly show a Λ structure oriented against the flow. This structure, once tilted by the Orr mechanism, becomes a precursor of the hairpin vortex. Very similar structures are found for different Reynolds numbers, as shown in figure 3(d-f ) for Re = 2000, although the latter perturbations are characterized by larger amplitudes (see the scaling in figure 1a ). Direct numerical simulation (DNS) has been employed to study the time evolution of the initial optimal perturbation into a hairpin vortex and its subsequent transition to turbulence. The nonlinear optimal perturbation computed for Re = 4000 with E 0 = 2 × 10 −6 has been used to initialize the computation. The results are shown in figure 4 providing the r.m.s. values of velocity (a) and vorticity (b) versus time. It appears that all of the velocity and vorticity components grow together until reaching transition in a relatively short time (at t ≈ 50). It is noteworthy that in other transition scenarios, such as oblique and streaks instability (see Schmid & Henningson 2001) , the streamwise velocity experiences a much larger growth than the other components at short times. Snapshots of the time evolution of the vorticity (green) and of the negative streamwise velocity (black) are provided in figure 5 . The initial vortex tubes are alternated in z and have opposite inclination with respect to the streamwise direction (see figure 5a ), so that the downstream tilting due to the y two of these vortices in a tube of spanwise vorticity resembling a hairpin head (see figure 5b,c). Patches of positive and negative streamwise velocity can be observed in the flow; for t T opt they appear rather localized in the streamwise direction (figure 5c) and they elongate in the streamwise direction, creating bent streaks only at times larger than the target time ( figure 5d,e ). It appears that the hairpin head is originated by a strong localized streamwise velocity defect (Adrian 2007) , which is already rather large at t = 0. This defect further increases its amplitude due to the Orr mechanism and to a modified lift-up mechanism (see Cherubini et al. 2011 ) driven by the initial vortex tubes, until inducing local inflection points in the instantaneous velocity profile.
The dynamics of the nonlinear optimal perturbation shares some important features with the dynamics of the finite-amplitude perturbations analysed by Suponitsky et al. (2005) . In particular, they observed the formation of a single hairpin vortex from initial Gaussian vortices of maximum vorticity magnitude Ω max > 1 and streamwise characteristic length L < 5. Such constraints are satisfied by the nonlinear optimal perturbations obtained here which are characterized by Ω max ≈ 1.8 and L ≈ 2.5. Thus, for better analysing the dynamics of the nonlinear optimal perturbation, we have studied the evolution of the main vortical structures in time following the approach of Suponitsky et al. (2005) . Let us consider the centre of the vortical structure (CVS), whose coordinates are defined by the following equation:
where Ω is the vorticity magnitude, the denominator is the enstrophy integral, and the index i = 1, 2, 3 represents Cartesian components. To identify the spatial orientation of the vortical structure centred at X i , we employ the tensor of enstrophy distribution (TED), defined as follows:
Since T ij is a symmetric tensor, all its eigenvalues are real. The eigenvector associated with the largest eigenvalue identifies the direction of the principal axis of the vortex, along which the vortex has the largest extension. The insets in figure 6(a,b) show by red lines the principal axis of the vortical structures (represented in green by the Q criterion surfaces) extracted from the DNS at t = 5 and t = 10, respectively. As the flow structures are mainly aligned with the principal axis, we evaluate along this axis the distribution of the streamwise and wall-normal velocity components. The black lines in figure 6(a,b) show such distributions versus the abscissa s along the principal axis (s = 0 at the CVS) at two different times. At t = 5 (figure 6a) we can observe that the velocity components u and v mostly have opposite sign and are equal to zero for s = 0. This behaviour recalls a fundamental feature of eddy motion in wall turbulence; namely, fluctuations have higher probability of spending time in the second (Q2) and fourth (Q4) quadrants of the u-v plane (Adrian 2007) , inducing two kind of events: (i) ejections, characterized by negative streamwise fluctuations lifted away from the wall by positive wall-normal fluctuations; (ii) sweeps, characterized by positive streamwise fluctuations being transported toward the wall.
To confirm such a similarity, we have computed the spatial probability density function (PDF) of the perturbation velocity components at different times. Figure 7 by a strong ejection and a weak sweep downstream of the CVS (s > 0). At t ≈ 10, the hairpin head is formed downstream of the CVS (s > 0), in correspondence with an ejection, as shown in figure 6(b) . This is not surprising since, as found in wall turbulence for a channel flow, the eddy associated with an ejection has a hairpin vortex shape (Adrian 2007) . Comparing figure 6(a) and figure 6(b), one can observe that when the hairpin head is formed, the zone of ejection increases its intensity, while the sweep region enlarges in the streamwise direction, reducing its intensity. When the evolution of the same initial perturbation is computed by a DNS based on the solution of the linearized NS equations, the velocity distribution for t > 5 is characterized by increasing values of u and much lower values of v, as shown by the red thin lines in figure 6 . Therefore, in the linearized case, streaks with larger intensity will be formed due to the lift-up effect but they will not be associated with wall-normal velocities of opposite signs, rapidly damping the ejection event that is responsible for the lifting of the hairpin head, thus preventing the creation of the hairpin structure. Figure 8 shows that the alternation of strong sweeps and ejections found at t = 0 is maintained at larger times, thus representing the basic element for the rapid hairpin formation. Moreover, in figure 8(b) one can observe that the hairpin head is placed right in the zone of interaction of the stronger ejection with the stronger sweep, indicating that the formation of the spanwise vortex connecting the initial quasi-streamwise vortices might be a consequence of an inflectional instability taking place in this interaction zone. This observation is in agreement with the minimal flow-element model proposed by Cohen, Karp & Mehta (2014) , in which a wavy spanwise vortex sheet was necessary to provide the inflection points for creating hairpin vortices from streamwise counter-rotating vortex pairs. Figure 9 (a,b) provides the instantaneous velocity and vorticity profiles at t = 10, computed solving the nonlinear and the linearized NS equations, respectively, extracted along a vertical axis passing through the hairpin head obtained in the nonlinear case. In figure 9 (a) one can observe an inflection point, located at the ordinate corresponding to the peak of vorticity coinciding with the hairpin head (at y ≈ 0.7), in the outer zone of the velocity profile; whereas, in the near-wall region, at y ≈ 0.15, one can observe the deformation of the velocity profile induced by the formation of a negative streak. Inflection points are observed in the linearized case as well (figure 9b), but are placed closer to the wall (y ≈ 0.4), consistent with a shear layer instability induced by a streak. In the nonlinear case, the vorticity peak moves in time towards the centre of the channel, reaching in 10 time units an amplitude almost twice that of the linearized case. When the head of the hairpin is pushed by the wall-normal perturbation toward the centre of the channel, it is advected by the base flow at a higher velocity with respect to the part near the wall, stretching the whole vortical structure in the streamwise direction. Then, due to conservation of circulation, stretching provides a further growth of the vorticity, sustaining the hairpin vortex and allowing secondary hairpin structures to be created (Adrian 2007) . The time evolution of the hairpin structure is shown in figure 10 , providing DNS snapshots showing isosurfaces of the Q-criterion (green), isolines of the streamwise velocity disturbance (red for positive and black for negative), and contours of the wall-normal velocity (white for positive and black for negative). One can notice the alternation of patches of u and v with different signs, spread all over the domain, and their effect on the lifting and stretching of the hairpin structure. Nonlinear effects are crucial to sustain the alternation of the u and v perturbation components as well as the vortical structures. This can be clearly inferred by comparing figure 10 with  figure 11 , showing the time evolution of the nonlinear optimal perturbation obtained by a linearized DNS.
Outlook
Nonlinear optimal perturbations having the shape of hairpin vortices at target time have been computed for plane Poiseuille flow, using small target times and finite initial energies. The corresponding initial optimal perturbations are localized in space and composed of spanwise-alternated thin vorticity tubes inclined with respect to the streamwise direction and placed around regions of large streamwise and wall-normal perturbations of opposite sign, resembling localized sweeps and ejections. The streamwise alternation of sweeps and ejections induces strong streamwise velocity defects which generate an inflection point in the velocity profile. Inflectional instability thus creates a spanwise vorticity tube that is lifted and stretched, generating the hairpin head. Transition is triggered suddenly and occurs in a very localized region, already inducing the formation of a hairpin structure at target time (t = 10). The initial flow structure able to create a hairpin vortex in a very short time (t ≈ 10), rapidly leading the flow to turbulence, may be considered as a hairpin precursor, characterized by alternated sweeps and ejections of energy varying with Re −2.36 . It appears that, when nonlinear effects are damped, the wall-normal velocity component is not maintained in time, while the streamwise component greatly increases due to the lift-up mechanism, hampering the creation of the hairpin vortex and the subsequent fast transition to turbulence.
In this work we have shown that, for plane Poiseuille flow, a suitable combination of localized sweeps and ejections is capable of maximizing the energy growth in a short time interval, generating a hairpin structure transitioning towards turbulence. Thus, hairpin vortex structures can be the outcome of a nonlinear optimal growth process, in a similar way as streaky structures are linked to a linear optimal growth mechanism. This nonlinear optimal growth process could explain why the final stages of transition to turbulence and turbulent shear flows are characterized by a high density of hairpin structures. Future work will aim at extending these findings to different shear flows, as well as to noisy or turbulent environments.
