Social media is an attention economy where users are constantly competing for attention in their followers' feeds. Users are likely to elicit greater attention from their followers, their audience, if their posts remain visible at the top of their followers' feeds for a longer period of time. However, this depends on the rate at which their followers receive information in their feeds, which in turn depends on the users their followers follow. Then, who should follow whom to maximize the visibility each user achieve? In this paper, we represent users' posts and feeds using the framework of temporal point processes. Under this representation, the problem reduces to optimizing a non-submodular nondecreasing set function under matroid constraints. Then, we show that the set function satisfies a novel property, ξ-submodularity, which allows a simple and efficient greedy algorithm to enjoy theoretical guarantees. In particular, we prove that the greedy algorithm offers a (1/ξ + 1) approximation factor, where ξ is the strong submodularity ratio, a new measure of approximate submodularity that we are able to bound in our problem. Experiments on both synthetic and real data gathered from Twitter show that our greedy algorithm is able to consistently outperform several baselines.
Introduction
Social media users are eager to gain new followers-to grow their audience-so that, whenever they decide to share a new story, it receives a greater amount of views, likes and shares. At the same time, users actually share quite a portion of their followers and, as a consequence, they are constantly competing with each other for attention [2, 7] , which becomes a scarce commodity of great value [4] . In this context, recent empirical studies have shown that stories at the top of a user's feed are more likely to be noticed and consequently liked or shared [8, 9, 16] .
The above empirical findings have motivated the recently introduced when-to-post problem [10, 20, 22, 23, 24] , which aims to help a user, a broadcaster, find the best times to share stories with her followers-the times when her stories would enjoy higher visibility and would consequently elicit greater attention from her audience. While this line of work has shown great promise at helping broadcasters increase their visibility, it assumes their followers are given. Here, we lift this assumption and then ask: can we find the network between broadcasters and followers that maximize the broadcasters' visibility?
We approach the above network visibility problem from the perspective of temporal point processes and non-submodular set function maximization, where we measure the visibility a broadcaster achieves with respect to her followers as the number of stories posted by her that lie within the top k positions in her followers' feeds over time. A desirable property of this visibility measure, which is also shared by similar visibility measures used in recent work [10, 22, 23, 24] , is that it can be easily extracted from real data without actual interventions-given any particular posting strategy for a broadcaster, one can always measure the visibility she would achieve with respect to any set of followers using a separate held-out set of the followers' feeds.
More specifically, we represent users' posts and feeds using the temporal point processes, which characterizes the continuous time interval between posts using intensity functions [1, 19] . Given a set of broadcasters, we derive a formula which links the visibility they achieve with respect to their followers with their posting intensities and the followers' feed intensities due to other broadcasters. Based on this formula, we make the following contributions:
(i) We show that the visibility satisfies a novel notion of approximate submodularity, ξ-submodularity, with respect to the edges between broadcasters and followers. This notion is characterized by a key quantity, the strong submodularity ratio ξ, which we are able to bound in our problem.
(ii) We show that a simple greedy algorithm achieves a (1/ξ+1) approximation factor at maximizing visibility under constraints on the number of edges per broadcaster, where ξ is the strong submodularity ratio. More broadly, these guarantees hold for any non-decreasing ξ-submodular functions and matroid constraints.
(iii) We analyze the sample complexity of an empirical estimate of the visibility and show that, given a sufficient number of samples, the greedy algorithm is guaranteed to find a set of edges such that the broadcasters' visibility is at least 0.5OP T /(1/ξ + 1), where OP T is the optimal value.
We believe the above contributions have implications beyond the network visibility problem specially since, to the best of our knowledge, the maximization of non-decreasing non-submodular functions under matroid constraints has not been analyzed before in the literature. Finally, we experiment with both synthetic and real data gathered from Twitter and show that our simple greedy algorithm is able to consistently outperform several nontrivial baselines. Further related work. In addition to the empirical studies on attention and visibility in social networks as well as the paucity of work on when-to-post problem, discussed previously, our work also relates to: (i) network manipulation [12, 13, 14, 21] , which aims to find a set of edges in a social network whose addition (removal) can maximize (minimize) the spread of a contagion (e.g., a story, a disease). In contrast with our work, most algorithms for network manipulation do not enjoy theoretical guarantees except for one notable exception [11] . Moreover, we focus on finding a set of edges whose addition can maximize social media users' visibility, rather than the spread of a contagion; and (ii) link recommendation [17] , which aims to recommend users who they may like to follow. This line of work is orthogonal to our work since it focuses on the followers' utility rather than on the broadcasters' utility. However, given a set of candidate edges provided by a link recommendation algorithm, our algorithm can be used to find a subset of those links that maximize the visibility each broadcasters achieves.
Problem Formulation
In this section, we first revisit how to use the theory of temporal point processes [1, 19] to represent broadcasters and feeds in social and information networks [10, 24, 23] . Then, we define our visibility measure and derive a relationship between this visibility measure and the intensity functions of broadcasters and followers. Finally, we conclude with a statement of the network visibility problem. Representation of broadcasters and feeds. Given a directed network G = (V, E), we assume any user u ∈ V can be a broadcaster, a follower or both, each broadcaster can be followed by multiple followers, and each follower can follow multiple broadcasters. Then, we represent the broadcasting times of the users as a collection of counting processes denoted by a vector N (t), in which the i-th dimension is the number of messages or stories broadcasted by user i up to time t, and characterize these counting processes using their corresponding intensities, i.e., E[dN (t)] = µ(t) dt. Moreover, given the adjacency matrix A ∈ {0, 1} n×n , where A ij = 1 indicates that user j follows user i, we can represent the times of the stories users receive in their feeds from the broadcasters they follow as a sum of counting processes, A T N (t), and calculate the corresponding intensities as γ(t) = A T µ(t).
Finally, from the perspective of set of broadcasters B, it is useful to define E B as the set of their outgoing edges, i.e., who follows them, and the counting processes M \B (t) = A T N (t) − A T B N (t), in which the j-th dimension, M j\B (t), represents the times of the stories user j receives due to other broadcasters she follows and A B is a matrix composed of the rows of the adjacency matrix corresponding to the set of broadcasters B. Moreover, for each of these counting processes, the intensity is given by γ j\B (t) = γ j (t) − (A T B ) j µ(t). Whenever the subset of nodes is a singleton, B = {i}, we will use M \i (t), M j\i and γ j\i (t). Definition of visibility. Given a broadcaster i and one of her followers j, we keep track of the number of stories r K (t, i, j) posted by i that are among the top K positions of j's feed at time t, which clearly depends on the feed ranking mechanism in the corresponding social network. Here, for simplicity, we assume each user's feed ranks stories in inverse chronological order 1 , as in previous work [10, 23, 24] . Then, given an observation time window [t 0 , t f ] and a deterministic sequence of broadcasting events, we can define the deterministic top K visibility of broadcaster i with respect to follower j as
which is the number of stories posted by i's that are among the top K positions of j's feed over time. However, since the sequence of broadcasting events are generated from stochastic processes, we will consider the expected value of the top K visibility instead, i.e.,
Moreover, by definition, it readily follows that
where g k (t, i, j) is the probability that a story posted by broadcaster i is at position k of follower j's feed at time t. Finally, given a set of broadcasters B, define their average top K visibility with respect to their followers as
where, with an overload of notation,
1 At the time of writing, Twitter, Facebook and Weibo allows choosing such an ordering.
and the argument E B reminds that the visibility is a function of outgoing edges corresponding to the set of broadcasters B, i.e., it is a function of who follows them. Here, note that, by using the linearity of expectation, we can also write U K (E B , j) in terms of the number of stories r K (t, E B , j) posted by the broadcasters that are among the top K positions of user j's feed at time t and the probability g k (t, E B , j) that a story posted by the broadcasters is at position k of user j's feed at time t, i.e.,
where we have again overloaded the notation for simplicity.
Computation of visibility. In this section, we aim to find an expression for the average top K visibility of a set of broadcasters B with respect to their followers, given by Eq. 4, in terms of the intensity functions characterizing the broadcasters and the feeds.
To this aim, we first compute the probability g 1 (t) = g 1 (t, i, j) that one story from a broadcaster i with µ i (t) = µ(t) is at the top of a follower j's feed with γ j\i = γ(t) at time t. By definition, one can easily realizes that g 1 (t) satisfies the following equation [10] :
where each term relates to one of the two possible situations:
(i). The story at the top of the follower's feed was posted by broadcaster i (w.p. g 1 (t)) and none of the other broadcasters that j follows posts a story in [t,
(ii). The story at the top of the follower's feed was posted by one of the other broadcasters that j follows (w.p. (1 − g 1 (t))) and broadcaster i posts a story in [t, t + dt] (w.p. µ(t)).
By rearranging the terms and letting dt → 0, one finds that the probability satisfies the following differential equation:
We can proceed with the induction step for g k (t) = g k (t, i, j) with k > 1. In particular, by definition, g k (t) satisfies the following equation:
(i). The story at position k − 1 of the follower's feed was posted by broadcaster i (w.p. g k−1 (t)) and a broadcaster posts a story in [t, t + dt] (w.p. (µ(t) + γ(t))).
(ii). The story at position k of the follower's feed was posted by broadcaster i (w.p. g k (t)) and nobody posts a story in [t,
Again, by rearranging terms and letting dt → 0, it follows that:
Perhaps surprisingly, we can find a closed form expression for g k (t), given the following Lemma (proven in Appendix A.1):
Lemma 2.1 Given a broadcaster with intensity µ(t) and one of her followers with feed intensity due to other broadcasters γ(t), the probability g k (t) that a story posted by the broadcaster is at position k of the follower's feed at time t is given by
where J(λ, τ, t) = t τ λ(x)dx.
Next, we plug Eq. 8 into Eq. 3, with r K (t) = r K (t, i, j) and obtain
where Γ(K, x) is the incomplete gamma function. Using that
we can simplify the above expression into
i! e −x is the anti-derivative of Γ(K, x). Then, using that J(µ + γ, t, t) = 0, F K (0) = −K and
it follows that
Finally, if we plug Eq. 9 into Eq. 2, we obtain an expression for the average top K visibility of broadcaster i with respect to follower j in terms of the intensity functions µ(t) and γ(t) characterizing the broadcaster and the follower, respectively:
Given a set of broadcasters B, we can proceed similarly as in the case of one broadcaster and show that:
(i) The probability g k (t, E B , j) that a story posted by the broadcasters is at position k of user j's feed at time t is given by Eq. 8 with γ(t) = γ j\B (t) and µ(t) = i∈B : (i,j)∈E B µ i (t).
(ii) The average top K visibility U K (E B , j) of the broadcasters with respect to user j is given by Eq. 10 with γ(t) = γ j\B (t) and µ(t) = i∈B : (i,j)∈E B µ i (t).
Finally, the above results allow us to write U K (E B ), given by Eq. 4, in terms of intensity functions characterizing the broadcasters and the feeds, as we were aiming for. The network visibility problem. Let G = (V, E) be a directed network, where each node i ∈ V has an intensity µ i (t). Then, given a set of broadcasters B ⊆ V, our goal is to find the set of outgoing edges E B for the broadcasters B that maximizes the average top K visibility of the broadcasters U K (E B ) under a given constraint on the number of edges per broadcaster, i.e.,
where c i is the maximum number of edges that broadcaster i can afford. Here, we can express the constraints as |B| partition matroid constraints [15], i.e., |E B ∩ W i,: | ≤ c i ∀i ∈ B, where W i,: denotes the ground set of possible outgoing edges from i. Note that one could readily adapt the above formulation to maximize the average top K visibility with respect to a subset of users F ⊆ V rather than V. However, for ease of exposition, we will assume that F = V.
On the Theoretical Properties of Visibility
Once we are able to compute the average top K visibility of a set of broadcasters given the intensities of the broadcasters and feeds, we will now show that, for a large family of intensity functions, the average top K visibility satisfies a novel property of ξ-submodularity, which is of independent interest. This property will allow us to derive a greedy algorithm with approximation guarantees for the network visibility problem in Section 4.
ξ-submodularity. Given a set function F defined over subsets of the ground set W, we first define the marginal gain function ρ Ω of each subset Ω ⊆ W as
Here, whenever Ω = {v} is a singleton, we will use the symbol ρ v instead of ρ {v} for simplicity. Then, we are ready to introduce the notion of ξ-submodularity:
Definition 3.1 A set function F : W → R is called ξ-submodular if, for any w ∈ W and subsets A ⊆ B ⊆ W,
where the largest ξ ≤ 1 such that the above inequality is true is called strong submodularity ratio.
The notion of ξ-submodularity is different from, but relates to, the well notions of modularity, submodularity and weak submodularity [5, 6] . A set function F is modular if, for A, B ⊆ W such that A ∩ B,
and it is γ-weakly submodular if
where the largest γ ≤ 1 such that the above inequality is true is called submodularity ratio. Thus, it is easy to realize that a function is submodular if and only if it has strong submodularity ratio γ = 1. Moreover, the following theorem establishes a relationship between weak submodularity and ξ-submodularity:
2 Given a set function F : W → R with strong submodularity ratio ξ, then it has submodularity ratio γ ≥ ξ.
This means that ξ satisfies Eq. 13, which implies γ ≥ ξ. 2
Top K visibility satisfies ξ-submodularity. In this section, we state our theoretical results and defer a proof sketch for the next section. Let {µ i (t)} i∈B be the intensities of a set of broadcasters B and {γ i\B (t)} i∈V be the users' feed intensities due to other broadcasters, we will assume that all intensities are α-bounded, i.e.,
Here, note that the sum of two α-bounded intensities is alpha-bounded. Under this assumption, we can characterize the strong submodularity ratio ξ of the average top K visibility using the following Theorem:
Theorem 3.3 Suppose the intensities {µ i (t)} i∈B and {γ i\B (t)} i∈V be α-bounded and
for some positive real ζ, which simply states that t 0 is large enough so that the expected number of stories posted by the other broadcasters by t 0 in each feed is greater than the RHS. Then, the strong submodularity ratio ξ * of the average top K visibility U K (E B ), defined by Eq. 4, satisfies that,
Corollary 3.4 The strong submodularity ratio of the average top K visibility
Moreover, we can tighten the lower bound ξ given by Theorem 3.3 using the following Theorem and Corollary if we assume that, at each time t, the intensity function µ i (t) of each broadcaster is lower than a fraction of each of her follower's feed intensities. This is a natural assumption since the stories posted by a single broadcaster are typically a small percentage of the stories her followers receive in their feeds over time. 
where ρ > 0. Then, the strong submodularity ratio ξ * of the average top K visibility
(1− ) min{ρ,1}e
Note that we can always find a constant ρ > 0 so that Eq. 18 is satisfied, however, the term min{ρ, 1}e − 1 ρ 2 will decreases drastically when ρ ≥ 1. Finally, by combining Theorems 3.3 and Theorem 3.5, we obtain the following Corollary: Corollary 3.6 Suppose the conditions in Theorem 3.5, the strong submodularity ratio of the aver-
Proof sketch of Theorems 3.3 and 3.5. To (lower) bound the strong submodularity ratio ξ * of the average top K visibility U K (E B ), defined by Eq. 4, we have to provide a ξ satisfying the inequality in Eq. 12. The following Lemma (proven in Appendix A.2) lets us omit several sums and integrations Eq. 4 depends on while deriving a bound for the strong submodularity.
Lemma 3.7 Let {F σ } σ∈℘ be a family of set functions F σ : W → R parametrized by σ, such that for each fixed σ ∈ ℘ , F σ is a set function with strong submodularity ratio ξ σ ≥ ξ. Then, the following statements hold:
dσ for every subset S ⊆ V and the integral always exists. Then,F has strong submodularity ratio ξ * ≥ ξ.
-Suppose ℘ is a discrete set andF (S) = σ∈℘ F σ (S). Then,F has strong submodularity ratio ξ * ≥ ξ.
In particular, for both cases introduced, if for each σ, F σ is submodular, then F is submodular as well.
More specifically, using the first statement of Lemma 3.7, in order to obtain a lower bound for the strong submodularity ratio for U K (E B ), it is sufficient to obtain a lower bound for each U K (E B , j), which is a summation of three terms, as given by Eq. 10. The first term, K(t f − t 0 ), is a constant and does not appear in the marginal gains {ρ e } e∈E B , therefore, it does not affect the strong submodularity ratio. Using the second statement of Lemma 3.7, it is sufficient to obtain a lower bound for the strong submodularity ratio of the second and third term separately.
The second term is the integration of the function F K in the time interval (t 0 , t f ). Therefore, using the first statement of Lemma 3.7, it is sufficient to obtain a lower bound for the strong submodularity ratio of the function F K for any t ∈ [t 0 , t f ]. Here, note that the function F K only depends on the edges pointing at follower j, therefore, its ground set W :,j is the ground set of possible outgoing edges from the broadcasters to j. Next, we will use the following Lemma (proven in Appendix A.3) to show that F K is a submodular function and thus its strong submodularity ratio is ξ = 1:
) be a nonnegative set function, where f is a concave function over R + , G is a non-negative modular function over W, and c is a non-negative constant. Then, F is submodular.
By definition,
For a fixed t, the above equation reveals that E[(A T N (t)) j ] is a sum of a modular function over the groundset W :,j of possible incoming edges to j and a constant. Moreover,
is submodular over the groundset W :,j . This means that a lower bound for the strong submodularity ratio of the third term in Eq. 10 will be a lower bound for the strong submodularity ratio of U K (E B ), on the grounds of Lemma 3.7.
To lower bound the strong submodularity ratio of the third term, using the second statement of Lemma 3.7, it is sufficient to provide a lower bound on the strong submodularity ratio of
where µ(τ ) = i∈B : (i,j)∈E B µ i (τ ) and γ(τ ) = γ j\B (τ ). Here, note that the above function depends on the edges E B through µ(τ ). Moreover,
which reveals that J(µ+γ, τ, t) is the sum of a modular function over the groundset W :,j of possible incoming edges to j and a constant. Thus, if −Γ(K, x) was concave for x ∈ R + , then we could combine the second statement of Lemma 3.7 and Lemma 3.8 to conclude that P j (E B ) is submodular over W :,j . Unfortunately, −Γ is convex on (0, K − 1) and concave on (K − 1, ∞).
With this in mind, we define the time point 0
which will allow us to analyze the domains (0, K − 1) and (K − 1, ∞) separately. Here, note that such τ 0 exists because J(µ + γ, t, t) = 0,
using Eq. 15 in Theorem 3.3, and J(µ+γ, τ, t) is a continuous (non-increasing) function with respect to τ . The following Lemma (proven in Appendix A.4) introduces a key inequality to derive a lower bound on the strong submodularity ratio of P(E B ).
Lemma 3.9 Let (V, E) be a directed network, B ⊆ V a set of broadcasters, E B ,Ẽ B two possible sets of outgoing edges for these broadcasters, such that E B ⊆Ẽ B , j ∈ V a given user with feed intensity due to other broadcasters γ j\B (t) = γ(t),
be the intensities due to the broadcasters in B in user j's feed, and assume all intensities to be α-bounded. Consider a broadcaster i ∈ B with intensity µ i (t) = λ(t), such that (i, j) / ∈Ẽ B . Then, under conditions of Theorem 3.3, it holds that
where
Moreover, under extra condition of Theorem 3.5, Eq. 21 also holds for
(1 − 4e 7 4 ζ ) min{ρ, 1}e
With the above Lemma, we are now ready to derive a lower bound on the strong submodularity ratio of P j (E B ). Consider the same definitions and assumptions as in the above Lemma. Then,
where Eq. 24 follows from the Lemma and Eq. 25 follows from the α-boundedness of γ. This result implies that ξ, defined in Eq. 16 or Eq. 18, is a lower bound on the strong submodularity ratio of P j (E B ), thereby, it is a lower bound on that of U(E B ) as well.
Solving the Network Visibility Problem
In this section, we first present a simple greedy algorithm to maximize non-decreasing set functions with strong submodularity ratio ξ under n matroid constraints. Then, we show that this greedy algorithm achieves a 1 ξ + 1 approximation factor and thus, in light of the results presented in Section 3, it achieves a O(α 2 √ K) approximation factor in the network visibility problem. Finally, we conclude with a theoretical analysis of the complexity. A greedy algorithm. Given a ground set W, a partition
with respect to each partition, and a non-decreasing set function F : W → R with strong submodularity ratio ξ, the greedy proceeds iteratively over the partitions N i and, at each iteration, it picks the item from the corresponding partition that provides the highest marginal gain among the set of feasible items. Algorithm 1 summarizes the greedy algorithm.
In the network visibility problem, defined by Eq. 11, W is the ground set of possible outgoing edges from the broadcasters in B, each partition N i = W i,: is the set of possible outgoing edges from broadcaster i ∈ B, the constraint that each broadcaster i ∈ B can pick at most c i edges is a type of matroid constraint-a cardinality constraint-over N i , and the set function F = U K (E b ) is non-decreasing (i.e., adding more edges always provides positive gain) with strong submodularity ratio ξ given by Eq. 16 or Eq. 18. Approximation guarantees of the greedy algorithm. To the best of our knowledge, the maximization of non-decreasing non-submodular functions under matroid constraints has not been Algorithm 1 Greedy algorithm
end for return S n analyzed before in the literature. The key ingredient that allows us to provide an approximation factor for the above greedy algorithm in this case is the new notion of ξ-submodularity and strong submodularity ratio, which are more restrictive notions than weak submodularity and submodularity ratio, respectively.
Our main result is the following theorem, which shows that the greedy algorithm achieves a 1 ξ + 1 approximation factor:
with respect to each partition, and a non-decreasing set function F : W → R with strong submodularity ratio ξ. Then, the greedy algorithm returns a set S such that F (S) ≥ OP T /(
, where OP T is the optimal value. Proof. Let S be the greedy solution, T be the optimal set maximizing F over W.
be the first j elements in N i that are considered in the greedy algorithm, and define
k=1 be the elements in S i − S i−1 and T i − T i−1 respectively, in order of their consideration in the algorithm. First we show
According to the definition of the greedy algorithm, adding any element from U 
However, S Eq. 27 implies that, for each 1 ≤ i ≤ n, q i ≤ p i and also, for each 1 ≤ k ≤ q i , s ik is considered in the greedy algorithm at some point before t ik . This means that, at the point that the greedy picks s ik , t ik does not have a higher marginal gain than s ik , i.e., shows the broadcasters' intensities µ i (t) and the feeds' intensities due to other broadcasters γ j\B . Panels (b) and (c) show the solutions provided by the greedy algorithm and the MCP baseline, respectively. In both panels, the left column shows the average utility U K (i, j) and the right column shows the feed's intensities due to the broadcasters and the other broadcasters.
where Q ik is the set of elements picked by the greedy until s ik is picked (but not including s ik itself). Hence, we can write
where, in steps (30) and (31), we have used the monotonicity and strong submodularity property of F , respectively. 2 In the network visibility problem, the above theorem implies that the greedy algorithm provides a O(α 2 √ K) approximation factor. Moreover, it also implies that, whenever F is submodular, the solution provided by the greedy algorithm achieves a 2 approximation factor in agreement with previous literature [18] . Computational complexity of the greedy algorithm. In the network visibility problem, defined by Eq. 11, the greedy algorithm (Algorithm 1) is computationally efficient. More specifically, the computational complexity is given by the following Theorem: Theorem 4.2 In the network visibility problem, the greedy algorithm terminates in O(κ|B||V|), where κ is the maximum time needed to evaluate the average top K visibility U K (E B , j) for any j ∈ V, B is the set of broadcasters and V is the set of users. Proof. For each broadcaster i ∈ B, we have to add its outgoing edge with the largest marginal gain, and repeat this c i times. However, picking an edge (i, j) only changes the marginal gain of the edges pointing towards user j since U K (E B , j) are independent. Hence, the algorithm attains time complexity O(κ|B||V|). 2
Robustness to Estimation Errors
To solve the network visibility problem with the greedy algorithm from Section 4, we need to compute the average top K visibility, which depends of a set of unknown intensities of the broadcasters and feeds. In practice, one could adopt a specific functional form for these intensities and fit them using historical data, however, that could lead to poor estimates of the visibility and, more importantly, it would be difficult to assess the impact of these empirical estimates on the approximation guarantees of the greedy algorithm. Instead, we will directly estimate the average top K visibility using historical data, derive a bound for the estimation error and assess how this estimation error impacts the approximation guarantees of the greedy algorithm. Empirical estimation of the visibility. Given a directed network G = (V, E), a set of broadcasters B ⊆ V with intensities {µ i (t)} i∈B , edges E B from the broadcasters to their followers, followers' feed intensities due to other broadcasters γ j\B (t), and n sequences of posts of length ∆ = t f − t 0 , our empirical estimate of the average top K visibility U(E B , j) of the broadcasters in user j's feed is given byÛ
where ∆ ( ) i,j is the amount of time that a post from the set of broadcasters B is at the i-th position of user j's feed in realization . Here, note that the empirical estimate does not explicitly depend on the intensities of the broadcasters and feeds.
The following theorems (proven in Appendix A.5) provide error bounds for the above estimator:
Theorem 5.1 Suppose that, at the beginning of each realization l, there are at least K posts in user j's feed 2 at time t 0 and the average number of posts published in user j'
and ρ j = sup
, where all intensities be α-bounded. Then, it holds that
and Z = ln(2 max{− ln(0.1δβ j ), e 2 P } + 1) + ln(K), 
and Z y = ln(2 max{ln(10α) − ln y, e 2 P } + 1) + ln(K), Approximation guarantees with empirical estimation. Given the above error bounds on the empirical estimate of the average top K visibility, we can now characterize the approximation factor that the greedy algorithm achieves if it uses these empirical estimates with the following theorem.
Theorem 5.3 Suppose the conditions in Theorem 5.2 and let the number of realizations n ≈ O i∈B c i |W|
If y is picked small enough such that y ≤ 4α 3 i∈B c i |W| , then with probability at least 1 − δ the greedy algorithm returns a set of edges E B such that
where M is the maximum possible attainable average top K visibility, i.e., M = |W|K(t f − t 0 ),
, (e 2 + 1)P , and (36)
In particular, setting y =
gives a multiplicative approximation factor 2( 
Experiments on synthetic data
Experimental setup. Unless stated otherwise, we use (periodic) piece-constant intensities µ i (t) = T −1 k=0 µ i,k I(t ∈ [t k , t k+1 ]) and γ j\B (t) = T −1 j=0 γ j,k I(t ∈ [t k , t k+1 ]) for the broadcasters and the feeds, respectively, where T = 24 days is the period, t k+1 − t k = 1 day is the length of each piece and, each piece, we pick µ i,k and γ j,k uniformly at random. Note that, for piece-constant intensities, we are able to compute U K (E B , j) analytically. We compare the performance of the greedy algorithm with three heuristics 3 , in which each broadcaster picks c i feeds in turn and (i) it picks those with the lowest feed intensity T 0 γ(t)dt by the time it chooses (CP), (ii) it picks those with the lowest visibility U K by the time it chooses (UP) and (iii) it picks those with the lowest value of U K × T 0 γ(t)dt (CUP). Here, we will run both our greedy algorithm and the baselines using the true intensity values and then report the average (theoretical) value of top K visibility, however, note that all can be run using empirical estimates of the relevant quantities, i.e., U K using Eq. 32 or T 0 γ(t)dt using maximum likelihood estimation. Solution quality. We first experiment with a toy example with four broadcasters, each with budget c i = 1, and four feeds. Our goal here is to shed light on the way our greedy algorithm picks edges in comparison with one of the baselines. As illustrated in Figure 1 , while the greedy algorithm identifies the times when each feed's intensity due to other broadcasters is low and then picks a broadcaster for each feed whose intensity is high in those times, the baseline (MCP) fails to recognize such optimal matchings.
Next, we compare the performance of the greedy algorithm and all baselines in a larger setting with 60 broadcasters and 600 feeds. Figures 2 summarizes the results, which show that the greedy algorithm beats the baselines by large margins under different K and α values. We did experiment with a wide range of parameter settings (e.g., K, α, T or c i ) and found that the greedy algorithm consistently beats the baselines. Robustness and scalability. In this section, we first compare the visibility values achieved by the solution E B the greedy algorithm provides using the theoretical visibility, given by Eq. 10, against the solution EB it provides using the empirical visibility, given by Eq. 32. Figure 3a summarizes the results, which show that, in agreement with Theorem 5.3, the quality of the solution the greedy algorithm provides using the empirical visibility converges to the one it provides using the theoretical visibility.
Next, we compute the running time of the greedy algorithm against the number of broadcasters. Figure 3b summarizes the results, which show that the running time is linear in the number of walls, also in agreement with Theorem 4.2. In additional experiments, we also found that the running time is linear in the number of walls, superlinear with respect to the number of pieces T and it is independent on the budget per broadcaster, however, for space constraints, we do not include the corresponding plots. 
Experiments on real data
Data description and experimental setup. We use data gathered from Twitter as reported in previous work [3] , which comprises profiles of which comprises profiles of 52 million users, 1.9 billion directed follow links among these users, and 1.7 billion public tweets. The follow link information is based on a snapshot taken at the time of data collection, in September 2009. Here, we focus on the tweets posted during a two month period, from July 1, 2009 to September 1, 2009, in order to be able to consider the social graph to be approximately static, sample a set A of 2000 users uniformly at random, record all the tweets they posted. Then, for c i ∈ {10, 20, 40}, we repeat the following procedure 50 times: (i) we pick uniformly at random a set B ⊆ A of 80 users as broadcasters; (ii) for each broadcaster i, we pick uniformly at random a set H i of 20 of their followers; (iii) we record all tweets not posted by broadcasters in B in the feeds of the users in H = ∪ i H i ; and (iv) we run the greedy algorithm, the heuristics from Section 6, and a trivial baseline that picks edges uniformly at random and record the sets E B = {(i, j) : i ∈ B, j ∈ H} each provides. Here, we run all methods using empirical estimates of the relevant quantities, i.e., U K using Eq. 32 or T 0 γ(t)dt using maximum likelihood estimation, computed using the tweets posted during the first month and evaluate their performance using empirical estimates of U K using the tweets posted during the second month. Solution quality. Figure 4 summarizes the results by means of box plots, which show that the greedy algorithm consistently beats all heuristics and the trivial baseline. Moreover, we did experiment with other parameters settings (e.g., |H|, K and c i ) and found our method to be consistently superior to alternatives.
Conclusions
In this paper, we proposed a solution for the network visibility problem, where the goal is to find the network between broadcasters and followers that maximizes the broadcasters' visibility. Our solution relies on a greedy algorithm with approximation guarantees for maximizing ξ-submodular functions, a novel type of approximate submodular functions, under matroid constraints. There are many venues for future work. For example, it would be interesting to find other application domains where ξ-submodular functions emerge.
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A Proofs

A.1 Lemma 2.1
We prove this lemma by induction on k. For g 0 (t), we have the boundary condition g 0 (0) = 0, trivially because the expected number of stories at position k = 0 is zero at the beginning of time. Moreover, g 0 (t) satisfies the first order differential equation g 1 (t) = −(µ(t) + γ(t))g 1 (t) + γ(t) with boundary condition g 0 (0) = 0, which has the unique solution
which proves the base of induction. Now, for g k (t), we have the following recursive differential equation:
Suppose we know the closed form formula
Then, g k (t) is again satisfying a first order differential equation with boundary condition g i (0) = 0. Thus, it suffice to show the closed form formula satisfies the above recursive differential equation. According to Leibnitz formula for calculating differentials of integrals with non constant limits,
) and the last line follows from the fact that dJ dt = µ(t) + γ(t). This completes the step of induction.
A.2 Lemma 3.7
By the definition of strong submodularity ratio, ∀v ∈ V,A ⊆ B, ∀σ:
By integrating over both sides of Eq. 38 over σ we get
which proves ζ ≥ ζ * . The proof for the second part follows the same way by summing over σ ∈ ℘.
A.3 Lemma 3.8
According to Lemma B.1 and by using the property of modular functions, for A ⊆ B and v ∈ V
A.4 Lemma 3.9
We start by subtracting the left hand side (LHS) and the right hand side (RHS) of Eq. 21 and splitting the integration interval into subintervals (0, τ 0 ) and (τ 0 , t) with τ 0 = τ 0 (µ + γ, t) such that J(µ + γ, τ 0 , t) = K − 1:
For τ ≤ τ 0 , we have that J(µ + γ, τ, t) ≥ K − 1 using the fact that J(µ + γ, τ, t) is non-increasing with respect to τ . Moreover, note that the intensityμ(t) is the summation of µ(t) with the intensity due to broadcastersẼ B \E B . Therefore,
In a similar way, we can conclude that
Then, using that the composite function Γ(K, J(µ + γ + λ, τ, t)) is convex in J for τ ≤ τ 0 and, for any convex function f , x ≥ x , and y ≥ 0, f (x) − f (x + y) ≤ f (x ) − f (x + y) (refer to Lemma B.1), it follows that
Next, we can integrate the above equation and obtain that
using that Γ(K, x) is non-increasing with respect to x and θ > 1. Unfortunately, ∆(τ 0 , t) can be negative. However, in the following, we will show that ∆(τ 0 , t) ≥ −∆(0, τ 0 ).
Eq. 39, we have that
Next, we can use the first statement of Lemma B.2 (refer to Appendix B) to bound the second integration term above and obtain that
Second, note that, for τ ≥ τ 0 , J(λ, τ, t) ≤ d. Then, we have that
where the last inequality follows from α-boundedness of the intensity functions and the fact that sum of α-bounded functions is α-bounded. Before we proceed further, note that, under the extra condition of Theorem 3.5, we can upper bound d as follows:
and this enables us to use the third statement of Lemma B.2 (refer to Appendix B). Finally, combining Eq. 40 and Eq. 41, where θ is given by either Eq. 22 or Eq. 23 together with the second or third statement of Lemma B.2, depending on whether we have the extra condition of Theorem 3.5, it follows that:
which completes the proof of Lemma 3.9.
A.5 Theorems 5.1 and 5.2
Before we proceed to prove the two theorems, we introduce a set of definitions and notation. First, we rewrite our empirical estimate of the average top K visibility, given by Eq. 32, aŝ
and we define
µ(t) + γ j\B (t) and γ max = sup
Then, for r ∈ {1, 2, . . .}, we introduce the following definitions:
,r is the r-th story that user j receives in the i-th position of her feed in the -th realization.
(ii) Y 
Moreover, we further define the conditional random variable M In the remainder, we fix the indices i, j and, for simplicity, we omit them from all variables, including β j , ρ j , and γ j .
To prove Theorems 5.1 and 5.2, note that we have to bound the error for all S i 's simultaneously. To do so, we can think of resorting to a Chernoff bound, however, the challenge in doing so is that, as r grows, the expectation of S r 's decrease, as q r 's decrease drastically, and thus the Chernoff bound becomes weaker as r grows. To overcome this, we will partition the indices r into three part, defined by the following two critical indices: (i) r 1 is the smallest index such that
where, according to Eq. 75, q (ii) r 2 is the smallest index such that q r 2 ≤ 0.1δβ.
Then, for the first part, we will bound the corresponding S r 's using a Chernoff bound. For the second part, we will bound the corresponding S r 's with respect to the order of magnitudes of the expectation of the first part, again using a Chernoff bound. For the third part, we will use standard binomial distribution tail inequalities to bound their error independently. Now, we are ready to state the proofs of both theorems, which rely on several technical lemmas from Appendix B.
A.5.1 Theorem 5.1
We distinguish two cases:
In this case, using Lemmas B.10, B.11 and B.13, with δ = δ 4 in Lemma B.11, we obtain (note that S r is actually S j,i,r that we have dropped the indexes j, i for simplicity of the notation):
where Eq. 44 follows from Eq. 89. In this case,
where we have used the assumption that r 1 ≤ r 2 and the fact that
Moreover, it can be easily checked that the conditionc ≤ c implies c ≤ c . Therefore, using the inequality given by fourth statement of Lemma B.9, we can substitute the quantities c and c in Eq. 44, byc and c respectively, which implies
where we have restored indexes i and j to emphasize the dependence of S over them. By summing up the above inequalities for i = 1, . . . , K, we obtain the desired result.
-Case r 1 ≥ r 2 In this case, there is no need in using index r 1 . Therefore, for 1 ≤ r ≤ r 2 , we bound the error probability of each S r using Theorem B.8 and, for r > r 2 , we bound the error probability of each S r using Lemma B.11. First, note that for r < r 2 we have q r ≥ 0.1δβ. Thus, according to Theorem B.8, for r < r 2 ,
wherec = e −(e 2 +2) (e − 2) (0.1δβ)
. Second, note that it does not make sense to pick δ > 2 β , because according to Eq. 78, this would imply that S exceeds its maximum possible value, which has probability zero. Thus, we can assume that δ ≤ 2 β . Moreover, it is easy to check the following inequality for a real positive x:
Hence, 0.1β
which implies that
Thus,
In addition, c = max 0.1β j δ , 2
δγ min γ max =0.1β j δ, which again implies that c ≤c. Therefore, using the inequality given by fourth statement of Lemma B.9, we can substitute the quantities 0.1βδ andc in Eq. 46 byc and c respectively, which again implies the inequality given by Eq. 45. As in the previous case, summing over i = 1, . . . , K completes the proof.
A.5.2 Theorem 5.2
By setting δ =
based on the inequality given by Eq. 78. Substituting δ = y ρ j in the bounds of Theorem 5.1 and using the relation
≤ α 2 (because µ(t) and µ(t) + γ j\B (t) are both α-bounded, their ratio can oscillate at most with α 2 order of magnitude), we can write
where we have used the fourth statement of Lemma B.9. Substituting δ = y ρ j
in the other equations of Theorem 5.1 completes the proof.
A.6 Theorem 5.3
It can be easily checked that for positive number 0 ≤ x ≤ 1,
Now, due to our condition y = |W| i∈B c i y ≤ 4α 3 , y 4α 3 c ≤ 1, so we can use the inequality given by Eq. 47 to obtain
Moreover, we can writẽ
c ≥ e −(e 2 +2) (e − 2) (0.1
Then, combining Eqs. 48, 49 and 50, we have that
Finally, by substituting y = |W| i∈B c i y and applying Lemma B.14, we can complete the proof.
B Additional Technical Lemmas
Lemma B.1 Let f be a smooth function which is concave over domain (a, b). Let x, y, z be real numbers such that a ≤ x, y, x+z, y+z ≤ b, x ≤ y, and
Proof. we can write
where the inequality follows from the fact that f is concave in (a, b) , therefore, it has negative derivative. 2
Lemma B.2
The following statements about the incomplete gamma function Γ(K, x) hold: we have the following inequalities.
min{ρ, 1}e
Proof. The proof of this lemma relies on four inequalities for the Γ function and its antiderivative F K which are given by Lemmas B.3-B.6 (refer to the end of this Section). First, we proceed to prove the first statement of the Lemma. For 0 ≤ u ≤ d, we can write
On the other hand, According to Lemmas B.5 and B.6, for u ≤ √ K − 1, we have
Integrating over Eq. 55 and Eq. 56 for 0 ≤ u ≤ d completes the proof of the first part of Lemma B.2. Next we prove the second part of Lemma B.2. Define
If the function g(d) =
is increasing in the interval (0, d 0 ), then G is decreasing in (0, d 0 ) . Based on this fact, we prove that for d ∈ (0, 1 e−1 (K − 1)), g(d) is increasing. To this end, we calculate the derivative of g(d):
Hence, condition g (d) ≥ 0 is equivalent to
However, note that for d ∈ (0, 1 e−1 (K − 1)),
Therefore, with the definitiond
we concluded ≥ 1 e−1 (K − 1), which implies
where we have used Lemmas B.4 and B.3 in Eq. 58 and Eq. 59 respectively. This completes the proof for the second part.
To prove the last part, note that for x ≥ 0, Γ(K, x) is decreasing, and 0 ≤
where the last inequality follows from Lemma B.6. The proof is complete. 2
Proof.
e 2 (K − 1)
Lemma B.4
Proof. For the right hand side, we can write 
For K ≤ 20, one can check the inequality using a computer program. For K > 20, according to Lemma B.3,
where the third inequality can be checked to be true for K > 20. Thus, the proof is complete. 2
Lemma B.5
Proof. Define s = max{2, 2ω}. Then,
But according to the choice of s, we have
For the case ω ≥ 1, we have s = 2ω,
In the other case where ω ≤ 1, we have s = 2,
Hence, in both cases, we obtain
Therefore, 
. Then, ∀r ≥ 1 and 0 ≤ s ≤ γ min , the following inequalities hold:
Proof. We prove each statement in turn.
-First inequality (Eq. 60)
First, we condition W ( ) r on the time when P ( ) r is received.
Now the desired inequality follows from the fact that r is received at time t} =Ẽ t ≤ E t , whereẼ t = min{E t , T 2 − t}, E t is an exponential-like random variable with CDF function
and the reason why we have an inequality is that we have a limit time t f and P ( ) r cannot occur after t f . Therefore, the random variable S ( ) r | {P ( ) r is received at time t} is bounded from above by E t . Moreover, we have thatF
r is received at time t} ≤ e −tγ min .
where we have named the last conditioned random variable as M . Then, we again use the idea of conditioning on the time when P ( ) r is received:
Therefore, it follows that
Hence,
Finally, if we apply Eq. 67 to Eq. 66, we obtain the inequality given by Eq. 65. Next, we aim to prove that
To this aim, we first note that
which implies P ≥ P − 1 and thus
Moreover, we have that
and, according to the standard Chernoff bound for the poisson tail,
However,
which gives
By plugging the inequality given by Eq.64 in the above equation, we obtain
Here, we aim to find the optimal s which maximizes the function
Proceeding similarly as before, the optimal s * is
Therefore, But it is easy to check that for an arbitrary real 0 ≤ x ≤ 1,
Also note that according to the inequality given by Eq. 62, for δ ≤ 1 0 ≤ γ min δµ r ≤ δ ≤ 1.
Therefore, we can use the inequality given by Eq. 73 and conclude that for 0 ≤ δ ≤ 1, 
4. Define the function f (x, y) = √ x + y − √ x with domain R + 2 . Then, f is monotone decreasing with respect to x and monotone increasing with respect to y. 
where w and ψw in LHS represents the Bernoulli distributions (w, 1 − w) and (ψw, 1 − ψw).
6. For random variable S,
-First statement (Eq. 74)
According to a standard Chernoff bound for Poisson variables, for x ≥ P ,
Hence q r ≤ e −P (eP ) max{ln( By definition, the number of posts X received in a realization follow a poisson distribution with parameter P . Then, according to a standard Chernoff bound for Poisson tail, for j ≤ P , P{X ≥ j} ≥ 1 − e −P (eP ) j j j .
But note that, for f (j) = ( eP j ) j with j ≤ P we have
Thus f is increasing with respect to j. Therefore, for j ≤ This proves the first part. For the second part, it is enough to combine Eq. 62 with the above result for q j , noting the fact that j ≤ P −1 2 ≤ P 2 , which implies q j ≥ 1 2 (The condition P ≥ 5 also implies that we should have P ≥ 6), i.e., µ j ≥ q j q j e−2 e γ max ≥ e − 2 2e
where we have also used the fact that q j ≤ 1.
-Third statement (Eq. 76)
By combining the assumption e 2 + K ≤ P and Eq. 74, we have that r ≤ max{ln( due to the fact that P ≥ 6. Moreover, each A r has cardinality at most 1 due to the fact that r 2 − r 1
Therefore, we have
Hence, we can write 
where Eq. 90 follows from Lemma B.12. 2
Lemma B.14 Let the number of realizations n ≥ Zy+log i∈B |W i,: | δ
Qy
. Then, with probability at least 1 − δ, the greedy algorithm returns a set of edges E B such that
Proof. We adapt the proof of Theorem 4.1. Define S, S j i , S i , s ik , Q ik with respect to the greedy with empirical estimates-the empirical greedy. Let E (i) B be the edges picked by the empirical greedy before picking broadcaster i's edges. Let E be the event that ∀i ∈ B, ∀j : (i, j) ∈ W i,: , 
|Û(E
which implies that E happens with high probability. Moreover, ∀i ∈ B, 1 ≤ k ≤ c i , s ik 's empirical marginal gain (when added to Q ik ) is not less than that of t ik , due to the selection rule of the greedy algorithm. Consequently, given that E happens, by rewriting the empirical utilities in terms of the theoretical ones based on the inequality in Eq. 91, we can rewrite Eq. 29 as ρ s ik (Q ik ) ≥ ρ t ik (Q ik ) − 4yK(t f − t 0 ). Then, we plug this expression into the proof of Theorem 4.1 and obtain: 
