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On the energy estimates of semi-discrete wave
equations with time dependent propagation speed
Fumihiko Hirosawa
∗
Abstract
Discretization is a fundamental step in numerical analysis for the prob-
lems described by differential equations, and the difference between the
continuous model and discrete model is one of the most important prob-
lems. In this paper, we consider the difference in the effect of the time-
dependent propagation speed on the energy estimate of the solutions for
the wave equation and the semi-discrete wave equation which is a dis-
cretization with respect to space variables.
1 Introduction
The d-dimensional semi-discrete wave equation is given as the following infinite
system of second order ordinary differential equations:
d2
dt2
u(t)[k]− a2
d∑
j=1
(u(t)[k + ej ]− 2u(t)[k] + u(t)[k − ej ]) = 0, (t, k) ∈ R× Zd,
(1.1)
where u(t) = {u(t)[k]}k∈Zd and a is a positive constant, {ej, . . . , ed} is the
standard basis of Rd. (1.1) is a discretization with respect to the space variables
for the following d-dimensional wave equation:
∂2t u(t, x)− a2
d∑
j=1
∂2xju(t, x) = 0, (t, x) ∈ R× Rd, (1.2)
where a describes the propagation speed of the wave. One of the most important
properties for the wave equation (1.2) is the following equality which is called
the energy conservation:
E˜(t) :=
∫
Rd
|∂tu(t, x)|2 dx+a2
d∑
j=1
∫
Rd
|∂xju(t, x)|2 dx ≡ E˜(t0), t, t0 ∈ R. (1.3)
However, if the propagation speed a depends on time variable, then (1.3) does
not hold in general. On the contrary, the existence of a solution in the Sobolev
space may not be valid if a(t) has singularities like non-Lipschitz continuity or
∗Department of Mathematical Sciences, Faculty of Science, Yamaguchi University, Japan;
e-mail: hirosawa@yamaguchi-u.ac.jp
1
degeneration (see [1, 2]); thus time dependent propagation speed is possible to
give a crucial influence to the property of the wave equation.
Let us consider the following Cauchy problem for the wave equation with
time dependent propagation speed:
∂2t u(t, x)− a(t)2
d∑
j=1
∂2xju(t, x) = 0, (t, x) ∈ R+ × Rd,
u(0, x) = u0(x), (∂tu)(0, x) = u1(x), x ∈ Rd,
(1.4)
where R+ := [0,∞) and a(t) satisfies
a0 ≤ a(t) ≤ a1 (1.5)
for some positive constants a0 and a1. Since the energy conservation does
not hold for (1.4), we introduce the generalized energy conservation, which is
abbreviated as GEC, as the following uniform equivalence of the energy with
respect to t:
E˜(0) . E˜(t) . E˜(0), t ∈ R+, (1.6)
where f . g with positive functions f and g denotes that there exists a positive
constant C such that f ≤ Cg. We will use the notations g & f and f ≃ g if
f . g and g . f . g hold, respectively. Moreover, we will use C to denote a
generic positive constant.
Let a ∈ Cm(R+) with m ≥ 1 and (u0, u1) ∈ H2 ×H1. Then a unique time
global classical solution of (1.4) exists, and the following energy estimate holds:
E˜(t) ≤ exp
(
2
a0
∫ t
0
|a′(s)| ds
)
E˜(0), t ∈ R+. (1.7)
It follows that GEC holds if a′ ∈ L1(R+). On the other hand, the success
or failure of GEC depends on the properties of a(t) and the initial data if
a′ 6∈ L1((0,∞)). Indeed, the following result is known:
Theorem 1.1 ([8]). (i) If a ∈ C2(R+), |a′(t)| . (1 + t)−1 and |a′′(t)| .
(1 + t)−2, then GEC is established for the Cauchy problem (1.4).
(ii) For any positive and monotone increasing function ν(t) satisfying limt→∞ ν(t) =
∞, the conditions |a′(t)| . ν(t)(1 + t)−1 and |a′′(t)| . ν(t)(1 + t)−2 does
not necessarily conclude GEC.
Remark 1.2. (1.7) is derived by the estimate
E˜′(t) = 2a′(t)a(t)
d∑
j=1
∫
Rd
|∂xju(t, x)|2 dx ≤
2|a′(t)|
a(t)
E˜(t) (1.8)
and Gronwall’s inequality. We observe from the first equality of (1.8) that
E˜(t) increases and decreases if a′(t) > 0 and a′(t) < 0, respectively. That is,
time dependent propagation speed causes increase or decrease for the energy.
Furthermore, we notice that the second inequality is not taken account the
sign of a′(t). Actually, (1.8) is obtained with assuming both a′(t) > 0 and
a′(t) < 0 increase the energy, but Theorem 1.1 (i) is derived with considering
some cancellation of the energy which is caused by changing sign of a′(t).
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According to Theorem 1.1, the oscillation speed of a(t), which is described
by the order of |a′(t)|, is crucial for GEC, and the order of threshold is (1+ t)−1.
However, GEC is not determined only the order of |a′(t)|. Indeed, under the
additional assumptions to a(t) below, GEC is possible even if |a′(t)| . (1+ t)−1
does not hold.
(H1) There exists a positive constant a∞ such that either of the following
estimates hold: ∫ ∞
t
|a(s)− a∞| ds . (1 + t)α for α < 0 (1.9)
or ∫ t
0
|a(s)− a∞| ds . (1 + t)α for 0 ≤ α ≤ 1. (1.10)
(H2) a ∈ Cm(R+) with m ≥ 1 and the following estimates hold for β < 1:∣∣∣a(k)(t)∣∣∣ . (1 + t)−kβ , k = 1, . . . ,m. (1.11)
Then the following theorem is established:
Theorem 1.3 ([5]). If m ≥ 2, a(t) satisfies (H1) and (H2) for
β ≥ α+ 1− α
m
, (1.12)
then GEC is established for the Cauchy problem (1.4). On the other hand, if
β < α, then GEC does not hold in general.
Remark 1.4. The right hand side of (1.12) is smaller as m larger or α smaller.
That is, the restriction on β can be weaker if the differentiability of a(t) is
higher or the restriction of (H1) is stronger. Actually, the Theorem 1.3 does
not conclude the optimality of the condition (1.12), but the limit case m = ∞
is nearly optimal for GEC.
Remark 1.5. Since the estimate (1.10) with α = 1 is trivial, Theorem 1.1 can
be considered a special case of Theorem 1.3 without (H1).
Let us consider the following initial boundary value problem:
∂2t u(t, x)− a2
d∑
j=1
∂2xju(t, x) = 0, (t, x) ∈ R+ × Ω,
u(t, x) = 0, (t, x) ∈ R+ × ∂Ω,
u(0, x) = u0(x), (∂tu) (0, x) = u1(x), x ∈ ∂Ω,
(1.13)
where Ω is a bounded domain of Rd with smooth boundary ∂Ω. Then the
following energy conservation corresponding to (1.3) for (1.4) is established:
E˜(t) :=
∫
Ω
|∂tu(t, x)|2 dx+ a2
d∑
j=1
∫
Ω
|∂xju(t, x)|2 dx ≡ E˜(t0).
Moreover, if a depends on time variable, then the following theorem, which is
corresponding to Theorem 1.3 in bounded domain, is established:
3
Theorem 1.6 ([6]). If m ≥ 2 and a = a(t) satisfies (H2) for
β ≥ 1
m
, (1.14)
then GEC is established for the initial boundary problem (1.13).
The condition (1.14) in Theorem 1.6 corresponds to (1.12) in Theorem 1.3
with α = 0. This implies that GEC is established without the assumption
(H1) even though the oscillation speed is faster on the problem (1.13). Briefly,
(H1) and (H2) are required for the estimate of the solution in the time-frequency
space for the low and the high frequency part, respectively. However, (H1) is not
necessary for the problem (1.13) because the influence to the low frequency part
can be neglected since the largest Dirichlet eigenvalue of the Laplace operator∑d
j=1 ∂
2
xj is strictly negative. One of our main interest of the present paper is
how the properties (H1) and (H2) for the time dependent propagation speed
a(t) relate to the energy estimate for semi-discrete wave equation (1.1).
There are many studies on the discretized wave equations with constant
propagation speed, but not many results are known for time dependent propa-
gation model, especially in the case that the propagation speed a(t) is singular
to collapse GEC. In [3], an approximation of the discretized wave equation with
respect to time variable is studied in the case that a(t) is degenerate and oscil-
lating which was studied in [2]. The result is not directly related to the studies
of the present paper; indeed, no approximation to the continuous model will
be discussed, but discretization is a useful approach to study the influence of
the time dependent propagation speed to the energy of the solution in time-
frequency spaces.
2 Discretization and discrete-time Fourier trans-
formation
Let us consider a discretized model of the Cauchy problem for the wave equation
(1.4) with respect to the space variables x.
For f = {f [k]}k∈Zd and j = 1, . . . , d, we denote the forward and the back-
ward difference operators D+j and D
−
j by
D+j f := {f [k + ej ]− f [k]}k∈Zd and D−j f := {f [k]− f [k − ej ]}k∈Zd , k ∈ Zd,
respectively. Then the discrete Laplace operator in Zd is given by
∑d
j=1D
+
j D
−
j ,
that is,
d∑
j=1
D+j D
−
j f [k] =
d∑
j=1
(f [k + ej ]− 2f [k] + f [k − ej ]) .
For the solution u(t, x) of (1.4), we consider the d-dimensional infinite matrix
valued function u(t) = {u(t)[k]}k∈Zd as a sampled of u(t, x) on the lattice Zd.
Then a discretized model of (1.4) is given as the following initial value problem
for an infinite system of ordinary differential equations, which is called the semi-
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discrete wave equation with time dependent propagation speed:
u′′(t)[k]− a(t)2
d∑
j=1
D+j D
−
j u(t)[k] = 0, (t, k) ∈ R+ × Zd,
u(0)[k] = u0[k], u
′(0)[k] = u1[k], k ∈ Zd.
(2.1)
Then we define the total energy for the solution of (2.1) by
E(t) :=
∑
k∈Zd
|u′(t)[k]|2 + a(t)2
d∑
j=1
∑
k∈Zd
∣∣D+j u(t)[k]∣∣2 .
Evidently, the energy conservation E(t) ≡ E(0) is valid if the propagation speed
a is a constant, but it does not hold in general for variable propagation speed.
Therefore, the following energy estimate corresponding to (1.6) can be consid-
ered:
E(t) ≃ E(0). (2.2)
Here (2.2) will be also denoted by GEC.
It is usual to study the energy estimate of (1.4) and (1.13) in the time-
frequency spaces by introducing Fourier transformation and Fourier coefficients
with respect to the space variables of the solution rather than the solutions
u(t, x) themselves. Therefore, we introduce the discrete-time Fourier transfor-
mation to study the energy estimate of the solution for (2.1).
Definition 2.1. For f = {f [k]}k∈Zd ∈ l2(Zd) we define the discrete-time
Fourier transformation FZd [f ](θ) by
FZd [f ](θ) :=
∑
k∈Zd
e−ik·θf [k], θ = (θ1, . . . , θd) ∈ Rd,
where k · θ =∑dj=1 kjθj and k = (k1, . . . , kd). We denote that FZd [f ] = fˆ and∑
k∈Zd =
∑
k without any confusion.
Since the discrete-time Fourier transformation fˆ(θ) is the d-dimensional
Fourier series with the Fourier coefficient {f [−k]}k∈Zd, fˆ is a 2pi-periodic func-
tion in Rd. That is, the following equality holds:
fˆ(θ + 2kpi) = fˆ(θ)
for any k ∈ Zd and θ ∈ Td, where T := [−pi, pi]. Therefore, we will restrict the
domain of FZd [·] on Td.
Here we introduce some lemmas for the discrete-time Fourier transformation,
where the proofs will be introduced in Appendix.
Lemma 2.2. If f ∈ l1(Zd) then the following equalities are established for
j = 1, . . . , d:
FZd [D+j f ](θ) =
(
eiθj − 1) fˆ(θ) (2.3)
and
FZd [D+j D−j f ](θ) = −4
(
sin
θj
2
)2
fˆ(θ). (2.4)
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Lemma 2.3. If f ∈ l2(Zd) then the following Parseval’s type equality is estab-
lished: ∑
k∈Zd
|f [k]|2 = 1
(2pi)d
∫
Td
|fˆ(θ)|2 dθ.
For θ ∈ Td we define ξ = ξ(θ) by
ξ(θ) = (ξ1(θ1), . . . , ξd(θd)), ξj(θj) := 2 sin
θj
2
(j = 1, . . . , d). (2.5)
By the discrete-time Fourier transformation, (2.1) is reduced to the following
problem: {
∂2t uˆ(t, θ) + a(t)
2|ξ(θ)|2uˆ(t, θ) = 0, (t, θ) ∈ R+ × Td,
uˆ(0, θ) = uˆ0(θ), (∂tuˆ) (0, θ) = uˆ1(θ), θ ∈ Td,
(2.6)
where uˆ(t, θ) =
∑
k e
−ik·θu(t)[k].
For the solution uˆ(t, θ) of (2.6), we define the energy density function E(t, θ)
by
E(t, θ) := |∂tuˆ(t, θ)|2 + a(t)2|ξ(θ)|2 |uˆ(t, θ)|2 .
By Lemma 2.3, the total energy E(t) is represented by E(t, θ) as follows:
Lemma 2.4. If u′(t), D+j u(t) ∈ l2(Zd) (j = 1, . . . , d), then the following equality
is established:
E(t) =
1
(2pi)d
∫
Td
E(t, θ) dθ. (2.7)
In the Cauchy problem of the wave equation (1.4), we shall call it a contin-
uous model, not only the total energy E˜(t) but also the energy density E˜(t, ξ):
E˜(t, ξ) := |∂tFRd [u](t, ξ)|2 + a2|ξ|2 |FRd [u](t, ξ)|2
is conserved if the propagation speed a is a constant, where FRd [u](t, ξ) denotes
the Fourier transformation of u(t, x) with respect to the space variable x. How-
ever, the energy density is not conserved for time dependent propagation speed
in general. Indeed, time dependent propagation speed has the effect of chang-
ing the total energy with respect to t, and it considered to be a phenomenon
that caused by transition of energy across frequencies. Basically, the behavior
of E˜(t, ξ) is determined by the properties of a(t), and the assumptions for a(t)
in Theorem 1.3 ensure the estimate E˜(t, ξ) ≃ E˜(0, ξ). On the other hand, the
negative results for (1.6) are implied from the unboundedness of E˜(t, ξ). In par-
ticular, the non-existence result in the Sobolev space is derived from the increase
in the energy in high frequency part which is provided from the non-Lipschitz
continuity with very fast oscillation of a(t).
The energy density E(t, θ) for the solution of the semi-discrete model (2.6)
is also conserved if the propagation speed a is a constant. On the other hand,
if the propagation speed is variable, then the estimate
E(t, θ) ≃ E(0, θ) (2.8)
does not hold in general as in the case of continuous model, and thus GEC may
not be established. It will be natural that the estimate (2.8) is established if
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a(t) satisfies the same assumptions of Theorem 1.1 and Theorem 1.3. However,
we may expect to prove (2.8) under some weaker assumptions to a(t), because
the range of |ξ| for E˜(t, ξ) is [0,∞), but the range of |ξ(θ)| for E(t, ξ) is [0, 2
√
d].
In the other words, unlike the continuous model, the solution cannot have high-
frequency energy above a certain level because the solution of semi-discrete
model has a finite resolution. Here we note that the situation of high-frequency
energy for the semi-discrete model is the corresponding to the low-frequency
energy for the initial boundary value problem (1.13).
3 Main results
Let us generalize the properties (1.10) of (H1) and (H2) by positive and mono-
tone increasing functions Θ(t) and Ξ(t) on R+ as follows:
(H1*) There exists a positive constant a∞ such that the following estimate
holds: ∫ t
0
|a(s)− a∞| ds ≤ Θ(t). (3.1)
(H2*) a ∈ Cm(R+) with m ≥ 1 and the following estimates hold for some
positive constants Ck:∣∣∣a(k)(t)∣∣∣ ≤ CkΞ(t)−k, k = 1, . . . ,m. (3.2)
For Θ(t) and Ξ(t) we introduce the following conditions corresponding to
the conditions α ≤ β and (1.12):
(H3*) There exists a positive constant C0 such that
Θ(t) ≤ C0Ξ(t). (3.3)
(H4*) For m ≥ 2, Ξ(t)−m ∈ L1(R+) and the following estimate holds:
sup
t≥0
{
Θ(t)m−1
∫ ∞
t
Ξ(s)−m ds
}
<∞. (3.4)
Then our first theorem is given as follows:
Theorem 3.1. For the initial value problem of semi-discrete wave equation
(2.1), GEC is established if any of the following (i) to (iii) is satisfied:
(i) (H1*) with supt≥0{Θ(t)} <∞.
(ii) (H2*) with m = 1 and Ξ(t)−1 ∈ L1(R+).
(iii) (H1*), (H2*), (H3*) and (H4*).
If we restrict ourselves Θ(t) = (1 + t)α and Ξ(t) = (1 + t)β with mβ > 1,
then (3.1), (3.2) and (3.4) are the same as (1.10), (1.11) and (1.12), respectively.
Moreover, (3.3) is valid if (1.12) holds. Comparing the assumptions of a(t) in
Theorem 3.1 with Theorem 1.3 we observe the followings:
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• If α > 0, then GEC is established under the same assumptions for a(t).
• Though GEC does not hold for (1.4) in general if a(t) is not Lipschitz
continuous, Theorem 3.1 concludes GEC without any assumption of the
continuity for a(t) if α = 0.
Example 3.2. Let χ ∈ Cm(R+) be a positive and periodic function. For non-
negative constants p, q and r we define a ∈ Cm(R+) by
a(t) = 1 + (1 + t)−pχ ((1 + t)q (log(e + t))
r
) .
Then we see the followings:
∫ t
0
|a(s)− 1| ds ≤ Θ(t) ≃

1 (p > 1),
log(e+ t) (p = 1),
(1 + t)−p+1 (p < 1).
Moreover, for any k = 1, . . . ,m we have∣∣∣a(k)(t)∣∣∣ . (1 + t)−p ((1 + t)q−1 (log(e + t))r)k
≤
(
(1 + t)
p
m
−q+1 (log(e+ t))
−r
)−k
for q > 0 and ∣∣∣a(k)(t)∣∣∣ . (1 + t)−p ((1 + t)−1 (log(e + t))r−1)k
≤
(
(1 + t)
p
m
+1 (log(e+ t))
−r+1
)−k
for q = 0. Hence we set
Ξ(t) =
{
(1 + t)
p
m
−q+1 (log(e+ t))
−r
(q > 0),
(1 + t)
p
m
+1 (log(e + t))
−r+1
(q = 0).
(3.5)
By Theorem 3.1, we have GEC if any of the following holds:
• p > 1 (by (i)).
• m = 1 and q < p (by (ii)).
• m ≥ 2, 0 < p = q and r = 0 (by (iii)).
• m ≥ 2, p = q = 0 and 0 < r ≤ 1 (by (iii)).
Example 3.3. Let χε ∈ Cm(R+) with m ≥ 2 be a 2pi-periodic function with a
positive small parameter ε satisfying χε(τ) = 0 near τ = 0 and
sup
ε>0
max
τ∈[0,2pi]
{
1
ε
∣∣∣∣ dkdτk χε(τ)
∣∣∣∣} <∞ (k = 0, 1, . . . ,m). (3.6)
For a positive large constant η and positive constants α, β and κ satisfying
α ≤ κ ≤ 1 and α+ 1− α
m
≤ β ≤ κ+ κ− α
m
, (3.7)
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we define the sequences {tj}∞j=1, {εj}∞j=1, {ρj}∞j=1 and {νj}∞j=1 by
tj := η
j , εj := t
α−κ
j , ρj := η
−1tκj and νj :=
[
t
−β+κ+κ−α
m
j + 1
]
.
Then we define a(t) by
a(t) :=
{√
1 + χεj
(
νjρ
−1
j (t− tj)
)
for t ∈ [tj − ρj , tj + ρj ] (j = 1, 2, . . .),
1 for t ∈ R+ \
⋃∞
j=1[tj − ρj , tj + ρj ].
where [ ] denotes the Gauss symbol. Here we note that
tj + ρj + ρj+1 = η
j
(
1 + η−j(1−κ)−1 + η−(j+1)(1−κ)
)
≤ 3ηj ≤ ηj+1 = tj+1
for η ≥ 3, it follows that tj + ρj ≤ tj+1 − ρj+1. Let t ∈ [tj−1 + ρj−1, tj + ρj ].
Then we have∫ t
0
|a(s)− 1| ds .
j∑
k=1
εkρk = η
−1
j∑
k=1
ηkα ≃ tαj ≃ (1 + t)α (3.8)
and ∣∣∣a(k)(t)∣∣∣ . εj (νjρ−1j )k ≃ t−kβ−(κ−α)(1− km )j ≤ t−kβj ≃ (1 + t)−kβ ,
it follows that (3.1), (3.2) and (3.3) are established with
Θ(t) ≃ (1 + t)α and Ξ(t) = (1 + t)β . (3.9)
Moreover, by (3.7) and noting α+(1−α)/m > 1/m, we have Ξ(t)−m ∈ L1(R+)
and
Θ(t)m−1
∫ ∞
t
Ξ(s)−m ds . (1 + t)α(m−1)−mβ+1 . 1,
thus (3.4) is established. Therefore, a(t) satisfies (iii) of Theorem 3.1.
If a 6∈ C1(R+), then (1.4) is not L2 well-posed in general, hence the energy
estimate E˜(t) . E˜(0) cannot be expected. However, E˜(t) is not necessarily un-
bounded if (1.4) is not L2 well-posed. For example, if a(t) is a Ho¨lder continuous
function, then (1.4) is not L2 well-posed in general but the Gevrey well-posed.
That is, if the initial data are functions of the Gevrey class of suitable order,
then the solution is a function of the Gevrey class, too; hence E˜(t) is bounded
(see [1]). If a(t) does not satisfy (1.12), then GEC does not hold in general.
However, if the initial data is a function of the Gevrey class of suitable order
and (1.9) holds, then there exists a positive constant C(u0, u1), which depends
on not only the initial energy E˜(0) but also a norm of the initial data in the
Gevrey class, such that the total energy E˜(t) is bounded as follows (see [4]):
E˜(t) ≤ C(u0, u1). (3.10)
Faster oscillation of a(t), which is described as smaller β not to satisfy (1.12),
may increase the high frequency part of the energy for the solution of (1.4) and
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cause GEC to collapse. However, since the high frequency part of the initial
energy is small with the initial data in the Gevrey class, E˜(t) can stay bounded
against the effect from the faster oscillation of a(t). Our second theorem con-
cludes a corresponding estimate to (3.10) for the solution of the semi-discrete
wave equation (2.1) under some weaker assumptions than that for a(t) in The-
orem 3.1.
For a positive and strictly increasing function Λ(t) onR+ satisfying limt→∞ Λ(t) =
∞ such that
Θ(t)
Λ(t)
is monotone increasing and lim
t→∞
Θ(t)
Λ(t)
=∞, (3.11)
we introduce the following conditions that are alternative to (H3*) and (H4*):
(H5*) There exists a positive constant C0 such that
Λ(t) ≤ C0Ξ(t).
(H6*) For m ≥ 2, Ξ(t)−m ∈ L1(R+) and the following estimate holds:
sup
t≥0
{
Λ(t)mΘ(t)−1
∫ ∞
t
Ξ(s)−m ds
}
<∞.
Here we note that if Λ(t) ≃ Θ(t), then (H5*) and (H6*) are coincide with
(H3*) and (H4*), respectively. On the other hand, it is possible that (H6*)
holds, but (H4*) does not hold if (3.11) is valid. Our second theorem is given
as follows:
Theorem 3.4. Let m ≥ 2. If Θ(t), Ξ(t) and Λ(t) satisfy (H1*), (H2*), (3.11),
(H5*) and (H6*), then there exists a positive constant N0 such that the following
estimate is established:
E(t, θ) . exp
(
2|ξ(θ)|Θ
(
Λ−1
(
N0
|ξ(θ)|
)))
E(0, θ).
Consequently, denoting
U(N, u0, u1) :=
∫
Td
exp
(
2|ξ(θ)|Θ
(
Λ−1
(
N
|ξ(θ)|
)))
E(0, θ) dθ
for N > 0, we have the followings:
(i) If U(N, u0, u1) < ∞ holds for any N ≥ 1, then there exists a positiv
constant N0 such that the energy estimate
E(t) . U(N0, u0, u1) (3.12)
is established.
(ii) There exists a positive constant N0, and the energy estimate (3.12) is
established for any (u0, u1) satisfying U(N0, u0, u1) <∞.
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Remark 3.5. Denoting t = Λ−1(r−1) for r > 0, we have
µ(r) := rΘ
(
Λ−1
(
1
r
))
=
Θ(t)
Λ(t)
ր∞ (r → +0) (3.13)
by (3.11) since Λ−1(r−1) is positive and strictly decreasing with respect to r. It
follows that
lim
θ→0
|ξ(θ)|Θ
(
Λ−1
(
N
|ξ(θ)|
))
= lim
|ξ|→0
Nµ
(
N
|ξ|
)
=∞.
On the other hand, if Θ(t) . Λ(t), then we have
sup
θ∈Td\{0}
{
|ξ(θ)|Θ
(
Λ−1
(
N
|ξ(θ)|
))}
<∞,
it follows that U(N, u0, u1) ≃ E(0) by Lemma 2.4. Therefore, (3.11) is a rea-
sonable assumption for the case that Theorem 3.1 cannot be applied.
Since (3.11) provides
lim
|θ|→0
|ξ(θ)|Θ
(
Λ−1
(
1
|ξ(θ)|
))
=∞,
the condition
U(N, u0, u1) <∞ (3.14)
in Theorem 3.4 requires approximately that the |ξ(θ)|uˆ0(θ) and uˆ1(θ) degenerate
at θ = 0 in an appropriate order which is determined by Θ(t) and Ξ(t). The
following examples of Θ(t), Ξ(t) and u1 provide (3.14) for d = 1 and u0 = 0.
Example 3.6. Let a(t) be defined in Example 3.2 with m ≥ 2, p = q = 0, r ≥ 1
and |χ| ≤ 1. Then we have
Θ(t) = 1 + t, Ξ(t) ≃ (1 + t) (log(e+ t))−r+1 ,
and (H4*) does not hold. Let us define Λ(t) by
Λ(t) := (1 + t) (log(e + t))−r+1 =
(
1 + t
(1 + t)−m+1 (log(e + t))
m(r−1)
) 1
m
≃
(
Θ(t)∫∞
t
Ξ(s)−m ds
) 1
m
.
Then (3.11), (H5*) are (H6*) are valid. Noting that Λ−1(τ) ≃ τ(log τ)r−1 for
τ ≥ e, there exists a positive constant M such that
exp
(
2|ξ(θ)|Θ
(
Λ−1
(
N
|ξ(θ)|
)))
. exp
(
2MN
(
log
N
|ξ(θ)|
)r−1)
for any N ≥ 2e on T \ {0}. For M0 > 0, we define u1 = {u1[k]}k∈Z by
u1[k] :=
1
2pi
∫
T
(
sin2
θ
2
)M0
2
eikθ dθ,
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it follows that
E(0, θ) =
(
sin2
θ
2
)M0
=
(
N
2
)2M0
exp
(
−2M0 log N|ξ(θ)|
)
.
Then we have
U(N, u0, u1) .
∫
T
exp
(
2MN
(
log
N
|ξ(θ)|
)r−1
− 2M0 log N|ξ(θ)|
)
dθ.
If 1 < r < 2 then U(N, u0, u1) <∞ for any N ≥ 2e, hence Theorem 3.4 (i) can
be applied. If r = 1 then U(N0, u0, u1) < ∞ for M0 ≥ MN0, hence Theorem
3.4 (ii) can be applied if M0 is large enough.
Example 3.7. Let a(t) be defined in Example 3.2 with m ≥ 1, 0 ≤ p < q < 1
and r = 0. Then we have
Θ(t) ≃ (1 + t)1−p, Ξ(t) ≃ (1 + t) pm−q+1,
and (H4*) dose not hold. Let us define Λ(t) by
Λ(t) := (1 + t)1−q =
(
(1 + t)1−p
(1 + t)−p−m(1−q)+1
) 1
m
≃
(
Θ(t)∫∞
t
Ξ(s)−m ds
) 1
m
.
Then (3.11), (H5*) are (H6*) are valid. Noting that Θ(Λ−1(τ)) ≃ τ (1−p)/(1−q)
for τ ≥ 1, there exists a positive constant M0 such that
|ξ(θ)|Θ
(
Λ−1
(
N
|ξ(θ)|
))
≤M0N
1−p
1−q |ξ(θ)|− q−p1−q
for any N ≥ 2 on T \ {0}. For ρ > 0 and κ ≥ (q − p)/(1 − q) we define
u1 = {u1[k]}k∈Z by
u1[k] :=
1
2pi
∫
T
exp
(
−ρ
(
sin2
θ
2
)−κ
2
)
eikθ dθ,
it follows that
E(0, θ) = exp
(
−2ρ
(
sin2
θ
2
)−κ
2
)
= exp
(−2κ+1ρ|ξ(θ)|−κ) .
Then we have
U(N, u0, u1) ≤
∫
T
exp
(
−2|ξ(θ)|−κ
(
2κρ−M0N
1−p
1−q |ξ(θ)|κ− q−p1−q
))
dθ.
If κ > (q − p)/(1− q), then U(N, u0, u1) <∞ for any large N , hence Theorem
3.4 (i) can be applied. If κ = (q − p)/(1 − q) then U(N0, u0, u1) < ∞ for
ρ ≥ 2−κM0N (1−p)/(1−q)0 , hence Theorem 3.4 (ii) can be applied if ρ is large
enough.
By Theorem 3.4, Example 3.11 and Lemma 6.2 we have the following corol-
lary:
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Corollary 3.8. For ν > 1 and ρ > 0 we define the Gevrey classes γνρ and γ
ν
∞
by
γνρ :=
{
f ∈ C∞ (Td) ; sup
θ∈Td
{
|∂αθ f(θ)|
ρ|α|
α!ν
}
<∞
}
, γν∞ :=
⋃
ρ>0
γνρ ,
respectively. Let (H1*) and (H2*) hold for Θ(t) . (1 + t)1−p and Ξ(t) = (1 +
t)
p
m
−q+1 with m ≥ 1 and 0 ≤ p < q < 1.
(i) If ξj uˆ0, uˆ1 ∈ γν∞ (j = 1, . . . , d) with ν < (1 − p)/(q − p) and
(∂αθ ξj uˆ0) (0) = 0 (j = 1, . . . , d), (∂
α
θ uˆ1) (0) = 0, α ∈ Nd0, (3.15)
then there exists a positive constant N0 such that U(N0, u0, u1) <∞ and
(3.12) is established.
(ii) There exist positive constants ρ and N0 such that for any ξj uˆ0, uˆ1 ∈ γνρ
(j = 1, . . . , d) with ν = (1−p)/(q−p) satisfying (3.15), U(N0, u0, u1) <∞
and (3.12) is established.
Let us consider the conditions for (3.14) to the initial data u0 and u1 them-
selves instead of uˆ0 and uˆ1. In order to describe the conditions, we introduce the
logarithmic convexity and the associated functions for sequences. The sequence
of positive real numbers {Mj} = {Mj}∞j=0 is called logarithmically convex if the
following estimate holds:
Mj
Mj−1
≤ Mj+1
Mj
, j ∈ N.
For a logarithmically convex sequence {Mj}, we define the associated function
T [{Mj}](τ) on R+ by
T [{Mj}](τ) := sup
j∈N
{
τ j
Mj
}
.
Then our third theorem is given as follows:
Theorem 3.9. Let Θ(t), Ξ(t) and Λ(t) satisfy the same assumptions in Theo-
rem 3.9, and {Mj} be a logarithmically convex sequence satisfying
L (N, {Mj}) := inf
τ≥1
 T
[{
Mj
j!
}]
(τ)
exp (τ−1Θ(Λ−1(Nτ))
 > 0 (3.16)
for a positive real number N .
(i) If L(N, {Mj}) > 0 for any N > 0, and (u0, u1) satisfies∑
k∈Zd
kαD+j u0[k] = 0 (j = 1, . . . , d),
∑
k∈Zd
kαu1[k] = 0, α ∈ Nd0 := (N∪{0})d
(3.17)
and
sup
k∈Nd

 d∑
j=1
|D+j u0[k]|+ |u1[k]|
 |k|d+1T [{Mj}] (ρ−1|k|)
 <∞ (3.18)
for a positive constant ρ, then there exists a positive constant N0 such that
U(N0, u0, u1) <∞ and the energy estimate (3.12) is established.
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(ii) If the following estimate holds:
lim
N→∞
inf
τ≥ 1
2
√
d
{
Θ
(
Λ−1(Nτ)
)
NΘ(Λ−1(τ))
}
=∞, (3.19)
then there exist positive constants ρ and N0 such that for any (u0, u1)
satisfying (3.17) and (3.18), U(N0, u0, u1) <∞ and (3.12) is established.
Let us introduce some examples of the choice of {Mj} in Theorem 3.9.
Example 3.10. Let a(t) be define in Example 3.2 and Example 3.6. If {Mj} =
{j! exp(bjσ)} for b > 0 and σ > 1, then there exists a positive constant b∗ such
that
T
[{
Mj
j!
}]
(τ) & exp
(
b∗ (log τ)
σ
σ−1
)
for any τ ≥ 1 (see [7]). By the consideration of Example 3.6, there exists a
positive constant M such that
T
[{
Mj
j!
}]
(τ)
exp (τ−1Θ(Λ−1(Nτ))
& exp
(
b∗ (log τ)
σ
σ−1 −M log(Nτ)r−1
)
.
Therefore, for any N > 0, (3.16) is valid for σ > 1 if r ≤ 2, and for (r− 1)/(r−
2) > σ > 1 if r > 2. Here we note that (3.19) does not hold.
Example 3.11. Let a(t) be define in Example 3.2 and Example 3.7. If {Mj} =
{j!ν} for ν > 1, then there exists a positive constant q such that
T
[{
Mj
j!
}]
(τ) & τ−
1
2 exp
(
(ν − 1)τ 1ν−1
)
for any τ ≥ 1 (see [7]). By the consideration of Example 3.6, there exists a
positive constant M such that
T
[{
Mj
j!
}]
(τ)
exp (τ−1Θ(Λ−1(Nτ)))
& τ−
1
2 exp
(
(ν − 1)τ 1ν−1 −MN 1−p1−q τ q−p1−q
)
.
Therefore, (3.16) is valid for any N > 0 with ν < (1 − p)/(q − p), that is,
1/(ν − 1) > (q − p)/(1 − q), and thus Theorem 3.9 (i) can be applied. If
ν = (1− p)/(q− p) then (3.16) is valid for N ≤ ((ν − 1)/M)(1−q)/(1−p). Noting
that Θ(Λ−1(Nτ))/(NΘ(Λ−1(τ))) ≃ N (q−p)/(1−q) → ∞ as N → ∞, Theorem
3.9 (ii) can be applied.
4 Proof of Theorem 3.1
4.1 Proof of Theorem 3.1 (i)
Let ξ = ξ(θ) be defined by (2.5). Denoting
v = v(t, ξ) = uˆ(t, θ),
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the equation of (2.6) is represented as follows:
∂2t v(t, ξ) + a(t)
2|ξ|2v(t, ξ) = 0, (t, ξ) ∈ R+ × [−2, 2]d. (4.1)
Here we denote E(t, θ) by E(t, ξ):
E(t, ξ) = |∂tv(t, ξ)|2 + a(t)2|ξ|2|v(t, ξ)|2
without any confusion. We define E∞(t, ξ) by
E∞(t, ξ) := |∂tv(t, ξ)|2 + a2∞|ξ|2|v(t, ξ)|2. (4.2)
Then we have
∂tE∞(t, ξ) = 2
(
a2∞ − a(t)2
) |ξ|2ℜ (∂tv v)
≤
∣∣a2∞ − a(t)2∣∣ |ξ|
a∞
E∞(t, ξ) ≤ 2a1
a0
|a(t)− a∞| |ξ|E∞(t, ξ).
By Gronwall’s inequality and (3.1), we have
E∞(t, ξ) ≤ exp
(
2a1
a0
Θ(t)|ξ|
)
E∞(0, ξ)
≤ exp
(
4
√
d a1
a0
sup
t≥0
{Θ(t)}
)
E∞(0, ξ) ≃ E∞(0, ξ)
for any (t, ξ) ∈ R+ × [−2, 2]d. Analogously, we have
E∞(t, ξ) ≥ exp
(
−4
√
d a1
a0
sup
t≥0
{Θ(t)}
)
E∞(0, ξ) ≃ E∞(0, ξ).
Therefore, by Lemma 2.4 and noting the estimate:
E∞(t, ξ) ≃ E(t, ξ) (4.3)
due to (1.5), we have
E(t) ≃
∫
Td
E∞(t, ξ(θ)) dθ ≃
∫
Td
E∞(0, ξ(θ)) dθ ≃ E(0).
Remark 4.1. It is crucial for the proof of Theorem 3.1 (i) that supθ∈T{|ξ(θ)|} <
∞ which comes from the characteristics of the discrete model.
4.2 Proof of Theorem 3.1 (ii)
By (3.2) we have
∂tE(t, ξ) = 2a′(t)a(t)|ξ|2|v(t, ξ)|2 ≤ 2C1
a0
Ξ(t)−1E(t, ξ).
Therefore, by Gronwall’s inequality we have
E(t, ξ) ≤ exp
(
2C1
a0
∥∥Ξ(·)−1∥∥
L1(R+)
)
E(0, ξ) ≃ E(0, ξ).
Analogously, we have
E(t, ξ) ≥ exp
(
−2C1
a0
∥∥Ξ(·)−1∥∥
L2(R+)
)
E(0, ξ) ≃ E(0, ξ).
Thus the proof is concluded by using Lemma 2.4.
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4.3 Proof of Theorem 3.1 (iii)
4.3.1 Zones
We can suppose that limt→∞Θ(t) = ∞; otherwise we have GEC by Theorem
3.1 (i). Let N be a large constant depends on a0, a1 and Ck (k = 0, · · · ,m), to
be chosen later. We define T0 and tξ for ξ ∈ [−2, 2]d by
T0 := max
{
t ≥ 0 ; Θ(t) = N
2
√
d
}
and
tξ := max {t ≥ T0 ; Θ(t)|ξ| = N} ,
respectively. Then we divide the region R+× [−2, 2]d by (tξ, ξ) into the pseudo-
differential zone ZΨ and the hyperbolic zone ZH as follows:
ZΨ :=
{
(t, ξ) ∈ R+ × [−2, 2]d ; t ≤ tξ
}
and
ZH :=
{
(t, ξ) ∈ R+ × [−2, 2]d ; t ≥ tξ
}
,
respectively. We shall estimate E(t, ξ) in each zones by different methods.
4.3.2 Estimate in ZΨ
Let (t, ξ) ∈ ZΨ, that is, Θ(t)|ξ| ≤ N . By the same way as the method for the
proof of Theorem 3.1 (i), we have
E∞(t, ξ) ≤ exp
(
2a1
a0
Θ(t)|ξ|
)
E∞(0, ξ) ≤ exp
(
2a1N
a0
)
E∞(0, ξ) (4.4)
and
E∞(t, ξ) ≥ exp
(
−2a1N
a0
)
E∞(0, ξ).
Therefore, by (4.3) we have
E(t, ξ) ≃ E(0, ξ), t ≤ tξ. (4.5)
4.3.3 Estimate in ZH
Let us consider the following first order system:
∂tV = AV, V =
(
v1
v2
)
, A =
(
φ(t, ξ) r(t, ξ)
r(t, ξ) φ(t, ξ)
)
. (4.6)
For a complex valued function φ, we denote the real and the imaginary parts of
φ by φℜ and φℑ, respectively. Then we have the following lemma:
Lemma 4.2. For any t, t˜ ∈ R satisfying t˜ < t the solution V = V (t, ξ) of (4.6)
satisfies the following estimates:
‖V (t, ξ)‖2
C2

≤ exp
(
2
∫ t
t˜
φℜ(s, ξ) ds+ 2
∫ t
t˜
|r(s, ξ)| ds
)
‖V (t0, ξ)‖2C2 ,
≥ exp
(
2
∫ t
t˜
φℜ(s, ξ) ds− 2
∫ t
t˜
|r(s, ξ)| ds
)
‖V (t0, ξ)‖2C2 .
(4.7)
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Proof. By Cauchy-Schwarz inequality, we have
∂t‖V ‖2C2 = 2ℜ (∂tV, V )C2 = 2ℜ
((
φ 0
0 φ
)
V, V
)
C2
+ 2ℜ
((
0 r
r 0
)
V, V
)
C2
= 2φℜ‖V ‖2C2 + 4ℜ (rv1v2)
{
≤ 2 (φℜ + |r|) ‖V ‖2C2 ,
≥ 2 (φℜ − |r|) ‖V ‖2C2 .
Thus we have (4.7) by Gronwall’s inequality.
Since the equation of (4.1) is reduced to the following first order system:
∂tV1 = A1V1, V1 :=
(
∂tv + ia(t)|ξ|v
∂tv − ia(t)|ξ|v
)
, A1 :=
(
φ1 r1
r1 φ1
)
, (4.8)
where
r1 := − a
′(t)
2a(t)
= r1 and φ1 =
a′(t)
2a(t)
+ ia(t)|ξ|,
by Lemma 4.2 and noting the equality
‖V1(t, ξ)‖2C2 = 2E(t, ξ), (4.9)
we have
E(t, ξ)

≤ a(t)
a(t0)
exp
(∫ t
t˜
|a′(s)|
a(s)
ds
)
E(t0, ξ),
≥ a(t)
a(t0)
exp
(
−
∫ t
t˜
|a′(s)|
a(s)
ds
)
E(t0, ξ).
(4.10)
Indeed, (2.2) is concluded from the estimate (4.10) if Ξ(t)−1 ∈ L1(R+), but not
for Ξ(t) 6∈ L1(R+). Therefore, we introduce the following idea, which is called
refined diagonalization procedure taking account the properties (3.1) and (3.2)
with m ≥ 2. A basic idea of this method was introduced in [9], and improved
in [5] to take the benefit of the property (3.1). The refined diagonalization
procedure can be understood to construct a 2 × 2 regular matrix M = M(t, ξ)
in ZH satisfies the following properties:
• M is defined in ZH .
• V :=MV1 satisfies ‖V (t, ξ)‖2C2 ≃ E(t, ξ).
• V is a solution of (4.6).
• ∫ t
t˜
φℜ(s, ξ) ds is bounded in ZH .
• ∫ t
t˜
|r(s, ξ)| ds is bounded in ZH .
Indeed, if there exists such a matrix M , then we immediately have (2.2) from
(4.5) and (4.7) with t˜ = tξ.
For p ∈ N0 and q, r ∈ Z we introduce the symbol-like class S(p){q, r} as the
set of functions f(t, ξ) satisfy the following estimates in ZH :∣∣∂kt f(t, ξ)∣∣ . |ξ|qΞ(t)−r−k (k = 0, . . . , p).
Then we have the following usual algebraic properties and a hierarchy of the
classes in ZH :
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Lemma 4.3. The following properties are established:
(i) If f ∈ S(p){q, r} with p ≥ 1, then f ∈ S(p−1){q, r} and ∂tf ∈ S(p−1){q, r+
1}.
(ii) If f1 ∈ S(p){q1, r1} and f2 ∈ S(p){q2, r2}, then f1f2 ∈ S(p){q1+q2, r1+r2}.
(iii) If f ∈ S(p){q, r}, then f ∈ S(p){q + 1, r − 1}.
(iv) If f ∈ S(p){−q, q} with q ≥ 1, then for any ε > 0 there exists a positive
constant N0 such that |f(t, ξ)| ≤ ε for any N ≥ N0.
Proof. (i) and (ii) are trivial from the definition of S(p){q, r}. Let f(t, ξ) ∈
S(p){q, r}. By (3.3) we have∣∣∂kt f(t, ξ)∣∣ . |ξ|qΞ(t)−r−k ≤ N−1|ξ|q+1Θ(t)Ξ(t) Ξ(t)−(r−1)−k
≤N−1C0|ξ|q+1Ξ(t)−(r−1)−k
for k = 0, . . . , p. It follows that f(t, ξ) ∈ S(p){q + 1, r − 1}; thus (iii) is proved.
If f(t, ξ) ∈ S(p){−q, q}, then by (3.3) we have
|f(t, ξ)| ≤ C|ξ|−qΞ(t)−q ≤ CN−q
(
Θ(t)
Ξ(t)
)q
≤ CCq0N−q ≤ ε
by putting N0 = C0(Cε
−1)1/q.
By Lemma 4.3 we have the following lemma:
Lemma 4.4. There exists a positive constant N0 such that the following prop-
erties are established for any N ≥ N0:
(i) If f(t, ξ) ∈ S(p){0, 0} and f(t, ξ) & 1, then 1/f(t, ξ) ∈ S(p){0, 0}.
(ii) If f(t, ξ) ∈ S(p){1, 0} and f(t, ξ) & |ξ|, then 1/f(t, ξ) ∈ S(p){−1, 0}.
(iii) If f(t, ξ) ∈ S(p){−q, q} with q ≥ 1, then
√
1− |f(t, ξ)|2 ∈ S(p){0, 0}.
Proof. Since (i) is proved by the same way as the proof of (ii), we prove (ii). By
applying Faa` di Bruno’s formula:
dk
dtk
F (G(x)) = k!
k∑
h=1
F (h)(G(t))
∑
h1+2h2+···+nhn=k
h1+h2+···+hk=h
k∏
l=1
1
hl! l!hl
(
G(l)(t)
)hl
with F (G) = 1/G and G(t) = f(t, ξ), and noting |F (h)(G)| . 1/|G|h+1, we have∣∣∣∣∂kt 1f(t, ξ)
∣∣∣∣ . k∑
h=1
1
f(t, ξ)h+1
∑
h1+2h2+···+nhn=k
h1+h2+···+hk=h
k∏
l=1
∣∣∂ltf(t, ξ)∣∣hl
.
k∑
h=1
|ξ|−h−1
∑
h1+2h2+···+nhn=k
h1+h2+···+hk=h
k∏
l=1
(|ξ|Ξ(t)−l)hl
≃ |ξ|−1Ξ(t)−k
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for k = 0, . . . , p; thus (ii) is proved. By Lemma 4.3 (iv) we can suppose that√
1− |f(t, ξ)|2 ≥ 1/2. By applying Faa` di Bruno’s formula with F (G) =√
1−G and G(t) = |f(t, ξ)|2 ∈ S(p){−2q, 2q}, and noting the estimates
|F (h)(G)| . F (G)
(1−G)h ≤ 4
h
for h = 0, 1, . . ., we have
∣∣∣∂kt√1− |f(t, ξ)|2∣∣∣ . k∑
h=1
4h
∑
h1+2h2+···+nhn=k
h1+h2+···+hk=h
k∏
l=1
∣∣∂lt|f(t, ξ)|2∣∣hl
.
k∑
h=1
∑
h1+2h2+···+nhn=k
h1+h2+···+hk=h
k∏
l=1
(|ξ|−2qΞ(t)−2q−l)hl
.
k∑
h=1
|ξ|−2qhΞ(t)−2qh−k ≤ Ξ(t)−k
k∑
h=1
(
C0
N
)2qh
≃ Ξ(t)−k
for k = 1, . . . , p; thus (iii) is prove.
An eigenvalue of A1 is represented by
λ1 = φ1ℜ + iφ1ℑ
√
1−
( |r1|
φ1ℑ
)2
.
By (3.2), (3.3) and choosing N > C0C1a
−2
0 /2, we have( |r1|
φ1ℑ
)2
≤
(
C1
2a20|ξ|Ξ(t)
)2
≤
(
C1
2a20N
Θ(t)
Ξ(t)
)2
≤
(
C0C1
2a20N
)2
< 1.
It follows that the other eigenvalue of A1 is given by λ1. Therefore, a diagonalizer
M1 for A1 is formally given by
M1 =
(
1 δ1
δ1 1
)
, δ1 =
λ1 − φ1
r1
.
Here we note that the following lemma is established which ensures the invert-
ibility of M1:
Lemma 4.5. There exists a positive constant N0 such that r1 ∈ S(m−1){0, 1},
1/φ1ℑ ∈ S(m){−1, 0} and δ1 ∈ S(m−1){−1, 1} for any N ≥ N0.
Proof. The first two properties are trivial. Let N0 be large enough so that
Lemma 4.3 and Lemma 4.4 can be applied. By Lemma 4.3 (ii) and (iv), we
have (|r1|/φ1ℑ)2 ∈ S(m−1){−2, 2} and (|r1|/φ1ℑ)2 ≤ 1/2. By Lemma 4.4 (iii)
we have √
1−
( |r1|
φ1ℑ
)2
+ 1 ∈ Sm−1{0, 0},
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it follows from Lemma 4.4 (i) that
1√
1−
(
|r1|
φ1ℑ
)2
+ 1
∈ S(m−1){0, 0}.
Therefore, by Lemma 4.3 (ii) and the first two properties of Lemma 4.5, we have
δ1 =
iφ1ℑ
r1
√1− ( |r1|
φ1ℑ
)2
− 1
 = − ir1
φ1ℑ
1√
1−
(
|r1|
φ1ℑ
)2
+ 1
∈ S(m−1){−1, 1}.
We define A2 = A2(t, ξ) by
A2 :=
(
φ2 r2
r2 φ2
)
, r2 := − (δ1)t
1− |δ1|2 , φ2 := λ1 +
δ1(δ1)t
1− |δ1|2 .
Then we see that r2 ∈ S(m−2){−1, 2} by the lemmas for the symbol classes
above. Noting the equalities
M−11 (A1 − ∂tI)M1 =
(
λ1 0
0 λ1
)
−M−11 (∂tM1)− ∂tI = A2 − ∂tI,
(4.8) is reduced to the following system:
∂tV2 = A2V2, V2 := M
−1
1 V1.
Here we remark the followings:
• M1 is a diagonalizer for A1 but not for A1−∂tI, that is, A1−M−11 (∂tM1)
is not diagonal.
• Since r1 ∈ S(m−2){0, 1} and r2 ∈ S(m−2){−1, 2}, M1 is a diagonalizer for
A1 − ∂tI modulo S(m−2){0, 1}.
• The structure in which both the diagonal and the off-diagonal entries are
complex conjugate are conserved by the diagonalization procedure due to
M1.
Therefore, one can carry out the same diagonalization procedure for A2 − ∂tI
if m ≥ 3. Generally, we have the following lemma, which is the essential of the
refined diagonalization procedure.
Lemma 4.6. Let k be a positive integer satisfying k < m, Ak be given by
Ak =
(
φk rk
rk φk
)
,
where rk and φkℑ satisfy
rk ∈ S(m−k){−k + 1, k}, φkℑ ∈ S(m−k){1, 0} and |φkℑ| & |ξ|. (4.11)
Then there exists a positive constant Nk such that the following properties are
established for any N ≥ Nk:
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(i) Ak has complex conjugate eigenvalues λk and λk.
(ii) The following matrix Mk is invertible:
Mk :=
(
1 δk
δk 1
)
, δk :=
λk − φk
rk
,
moreover, we have
δk ∈ S(m−k){−k, k}. (4.12)
(iii) Ak+1 := M
−1
k AkMk −M−1k (∂tMk) is represented as follows:
Ak+1 =
(
φk+1 rk+1
rk+1 φk+1
)
,
where rk+1 and φk+1 = φ(k+1)ℜ + iφ(k+1)ℑ are given by
rk+1 = − (δk)t
1− |δk|2 , (4.13)
φ(k+1)ℜ = φkℜ −
∂t log
(
1− |δk|2
)
2
and
φ(k+1)ℑ = φkℑ
√
1−
( |rk|
φkℑ
)2
−ℑ (δkrk+1) .
(iv) rk+1 and φ(k+1)ℑ satisfy the followings:
rk+1 ∈ S(m−k−1){−k, k+1}, φ(k+1)ℑ ∈ S(m−k−1){1, 0}, and φ(k+1)ℑ & |ξ|.
Proof. Let N ≥ Nk with a large constant Nk so that Lemma 4.3 and Lemma
4.4 can be applied. An eigenvalue of Ak is represented by
λk = φkℜ + iφkℑ
√
1−
( |rk|
φkℑ
)2
.
By (4.11), Lemma 4.3 (ii) and Lemma 4.4 (ii), we have( |rk|
φkℑ
)2
∈ S(m−k){−2k, 2k}. (4.14)
It follows from Lemma 4.3 (iv) that the other eigenvalue of Ak is given by
λk. By (4.11), (4.14) and using the same way as the proof of Lemma 4.5,
we have (4.12). Moreover, Mk is invertible since |δk|2 ≤ 1/2 by Lemma 4.3
(iv). (iii) is prove by direct computations. By applying Lemma 4.4 (i) with
f(t, ξ) = 1 − |δk|2 ≥ 1/2, we have (1 − |δk|2)−1 ∈ S(m−k){0, 0}. Therefore, by
Lemma 4.3 (i) and (4.13), we have rk+1 ∈ S(m−k−1){−k, k+ 1}, hence we have
φ(k+1)ℑ ∈ Sm−k−1{1, 0} by Lemma 4.3 (ii), (iii), Lemma 4.4 (iii), (4.12) and
(4.14). Noting (4.14), ℑ(δkrk+1)/φkℑ ∈ S(m−k−1){−2k− 1, 2k+1} and Lemma
4.3 (iv), we can suppose that( |rk|
φkℑ
)2
≤ 1
4
and
ℑ (δkrk+1)
φkℑ
≤ 1
4
.
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It follows that
φ(k+1)ℑ = φkℑ
√1− ( |rk|
φkℑ
)2
− ℑ
(
δkrk+1
)
φkℑ
 ≥ √3− 1
2
φkℑ & |ξ|.
By Lemma 4.6 we have the following proposition:
Proposition 4.7. There exists a positive constant Nm such that the following
estimate is established for any N ≥ Nm in ZH :
E(t, ξ) ≃ E(tξ, ξ). (4.15)
Proof. Let Mk (k = 1, . . . ,m− 1) be defined by Lemma 4.6. Then we can sup-
pose that |δk(t, ξ)|2 ≤ 1/2 for k = 1, . . . ,m−1. DenotingMm−1 =M1 · · ·Mm−1
and Vm =M−1m−1V1, we have
(∂t −Am)Vm =M−1m−1 (∂t −A1)Mm−1Vm =M−1m−1 (∂t −A1)V1 = 0
by (4.8). Therefore, by (4.7) we have
‖Vm(t, ξ)‖2C2

≤ exp
(
2
∫ t
tξ
φmℜ(s, ξ) ds+ 2
∫ t
tξ
|rm(s, ξ)| ds
)
‖Vm(tξ, ξ)‖2C2 ,
≥ exp
(
2
∫ t
tξ
φmℜ(s, ξ) ds− 2
∫ t
tξ
|rm(s, ξ)| ds
)
‖Vm(tξ, ξ)‖2C2 .
By Lemma 4.6 (iii) and (iv) we have
exp
(
2
∫ t
tξ
φmℜ(s, ξ) ds
)
= exp
(
2
∫ t
tξ
φ1ℜ(s, ξ) ds+
m−1∑
k=1
log
1− |δk(t, ξ)|2
1− |δk(tξ, ξ)|2
)
=
a(t)
a(tξ)
m−1∏
k=1
1− |δk(t, ξ)|2
1− |δk(tξ, ξ)|2{
≤ (2m−1a−10 a1) ,
≥ (2m−1a−10 a1)−1
and
exp
(
2
∫ t
tξ
|rm(s, ξ)| ds
)
≤ exp
(
C|ξ|−m+1
∫ t
tξ
Ξ(s)−m ds
)
≤ exp
(
CN−m+1Θ(tξ)
m−1
∫ ∞
tξ
Ξ(s)−m ds
)
≃ 1
by (3.4). It follows that
‖Vm(t, ξ)‖2C2 ≃ ‖Vm(tξ, ξ)‖2C2 (4.16)
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in ZH . Therefore, noting the estimates:
‖Vk‖2C2 = ‖MkVk+1‖2C2 ≤ (1 + |δk|)2 ‖Vk+1‖2C2 ≤
3 + 2
√
2
2
‖Vk+1‖2C2
and
‖Vk‖2C2 ≥ (1− |δk|)2 ‖Vk+1‖2C2 ≥
3− 2√2
2
‖Vk+1‖2C2
for k = 1, . . . ,m− 1, it follows that(
3− 2√2
2
)m−1
‖Vm‖2C2 ≤ ‖V1‖2C2 ≤
(
3 + 2
√
2
2
)m−1
‖Vm‖2C2 ,
and (4.9), we have
E(t, ξ) ≃ ‖Vm(t, ξ)‖2C2 ≃ ‖Vm(tξ, ξ)‖2C2 ≃ E(tξ, ξ). (4.17)
Combining the estimates (4.5), (4.17) and using Lemma 2.3, the proof of
Theorem 3.1 (iii) is concluded.
5 Proof of Theorem 3.4
For a large constant N˜ , we define T˜0 and t˜ξ for ξ ∈ [−2, 2]d by
T˜0 := max
{
t ≥ 0 ; Λ(t) = N˜
2
√
d
}
and t˜ξ := max
{
t ≥ T˜ ; Λ(t)|ξ| = N˜
}
,
respectively. Then we define the zones Z˜H and Z˜Ψ by
Z˜Ψ :=
{
(t, ξ) ∈ R+ × [−2, 2]d ; t ≥ t˜ξ
}
and
Z˜H :=
{
(t, ξ) ∈ R+ × [−2, 2]d ; t ≤ t˜ξ
}
,
respectively.
Let t ≤ t˜ξ. By the same way to derive the estimate (4.4) and using (3.13),
we have
E(t, ξ) . exp
(
2a1
a0
Θ
(
t˜ξ
) |ξ|) E(0, ξ)
= exp
(
2a1N˜
a0
|ξ|
N˜
Θ
(
Λ−1
(
N˜
|ξ|
)))
E(0, ξ)
≤ exp
(
2a1N˜
a0
|ξ|
N
Θ
(
Λ−1
(
N
|ξ|
)))
E(0, ξ)
≤ exp
(
|ξ|Θ
(
Λ−1
(
N
|ξ|
)))
E(0, ξ)
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for any N ≥ 2a1N˜/a0.
Let t ≥ t˜ξ. Noting that t˜ξ ≥ tξ with N˜ = N , Lemma 4.6 is valid in Z˜H for
any large N˜ . Therefore, by (H6*) there exist positive constants C and N such
that∫ t
t˜ξ
|rm(s, ξ)| ds ≤ C|ξ|−m+1
∫ ∞
t˜ξ
Ξ(s)−m ds
= CN−mΛ
(
t˜ξ
)m
Θ(t˜ξ)
−1
∫ ∞
t˜ξ
Ξ(s)−m ds |ξ|Θ(t˜ξ)
≤ CN−m sup
t≥0
{
Λ(t)mΘ(t)−1
∫ ∞
t
Ξ(s)−m ds
}
|ξ|Θ
(
Λ−1
(
N˜
|ξ|
))
≤ |ξ|Θ
(
Λ−1
(
N
|ξ|
))
.
By (4.9) and the same way to derive the estimate (4.16), we have the following
estimate:
E(t, ξ) . exp
(
|ξ|Θ
(
Λ−1
(
N
|ξ|
)))
E(t˜ξ, ξ)
for any t ≥ t˜ξ. Combining the estimates of E(t, ξ) in Z˜Ψ and Z˜H , we have
E(t, ξ) . exp
(
2|ξ|Θ
(
Λ−1
(
N
|ξ|
)))
.
6 Proof of Theorem 3.9
The following proposition is essential for the proof of Theorem 3.9.
Proposition 6.1. Let {Mj} be a logarithmically convex sequence. If v =
{v[k]}k∈Zd satisfies ∑
k∈Zd
kαv[k] = 0 (6.1)
for any α ∈ Nd0 and there exists a positive constant ρ such that
sup
k∈Nd
{|v[k]||k|d+1T [{Mj}] (ρ−1|k|)} <∞, (6.2)
then the following estimate is established:
sup
θ∈Td\{0}
{
|vˆ(θ)| T
[{
Mj
j!
}](
1
dρ|θ|
)}
<∞.
In order to prove Proposition 6.1, we introduce the following lemma:
Lemma 6.2. If f ∈ C∞(Td) satisfies (∂αθ f)(0) = 0 and
|∂αθ f(θ)| ≤ CM|α|ρ|α| (6.3)
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for any α ∈ Nd0 with positive constants C, ρ and a logarithmically convex se-
quence {Mj}, then the following estimate is established:
sup
θ∈Td\{0}
{
T
[{
Mj
j!
}](
1
dρ|θ|
)
|f(θ)|
}
<∞.
Proof. For any α ∈ Nα0 , there exists ζ ∈ Td such that f(θ) = (∂αθ f)(ζ)θα/α! by
Taylor’s theorem. By (6.3) and the inequalities |θα| ≤ |θ||α| and |α|! ≤ d|α|α!
we have
|f(θ)| ≤ CM|α|ρ
|α|
α!
|θα| ≤ CM|α||α|! (dρ|θ|)
|α| .
Therefore, we have
|f(θ)| ≤ C inf
j∈N0
{
Mj
j!
(dρ|θ|)j
}
=
C
T
[{
Mj
j!
}](
1
dρ|θ|
) .
Proof of Proposition 6.1. Let α ∈ Nd0. By (6.1), we have
∂αθ vˆ(θ)|θ=0 =
∑
k
(−ik)αe−ik·θv[k]
∣∣∣
θ=0
= (−i)|α|
∑
k
kαv[k] = 0.
Let α 6= 0. By (6.2), there exists a positive constant C such that
|∂αθ vˆ(θ)| ≤
∑
k
∣∣(−ik)αe−ik·θv[k]∣∣ ≤ C ∑
k∈Zd\{0}
|k|−d−1+|α| (T [{Mj}] (ρ−1|k|))−1
≤ C
∑
k∈Zd\{0}
|k|−d−1+|α|
((
ρ−1|k|)|α|
M|α|
)−1
≃M|α|ρ|α|.
Therefore, by Lemma 6.2 we have
|vˆ(θ)| . 1
T
[{
Mj
j!
}](
1
dρ|θ|
) .
Proof of Theorem 3.9 (i). By (3.13), (3.16), |θ| ≤ pi|ξ(θ)|/2, and applying
Proposition 6.1 with v = D+j u0 (j = 1, . . . , d) and v = u1, we have
E(0, θ) ≃ |uˆ1(θ)|2 +
d∑
j=1
∣∣∣D̂+j u0(θ)∣∣∣2 . T [{Mjj!
}](
1
dρ|θ|
)−2
≤ L(N, {Mj})−2 exp
(
−2dρ|θ|Θ
(
Λ−1
(
N
dρ|θ|
)))
= L(N, {Mj})−2 exp
(
−2Nµ
(
dρ|θ|
N
))
≤ L(N, {Mj})−2 exp
(
−2Nµ
(
pidρ|ξ(θ)|
2N
))
.
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By Theorem 3.4 there exists a positive constant N˜0 ≥ 1 such that
E(t, θ) . exp
(
2N˜0µ
( |ξ(θ)|
N˜0
))
E(0, θ). (6.4)
If (3.16) holds for any N ≥ 1, then putting N0 = max{N˜0, pidρN˜0/2} and noting
N˜0µ
( |ξ|
N˜0
)
−N0µ
(
pidρ|ξ|
2N0
)
= N˜0
(
1− pidρ
2
)
µ
( |ξ|
N˜0
)
≤ 0 for pidρ
2
≥ 1,
≤ N˜0µ
( |ξ|
N˜0
)
−N0µ
( |ξ|
N0
)
= 0 for
pidρ
2
< 1,
we have E(t, θ) . L(N0, {Mj})−2. It follows that
U(N0, u0, u1) . (2pi)
dL(N0, {Mj})−2 <∞,
and thus (3.12) is established.
Proof of Theorem 3.9 (ii). By the same way for the proof of (i), there exist
positive constants N0 ≥ 1 and N1 such that L(N1, {Mj}) > 0 and
U(N0, u0, u1) . L(N1, {Mj})−2
×
∫
Td
exp
(
2N0µ
( |ξ(θ)|
N0
)
− 2N1µ
(
pidρ|ξ(θ)|
2N1
))
dθ.
By (3.19) there exists a positive constant N such that
µ
(
1
N
|ξ(θ)|
N0
)
µ
(
|ξ(θ)|
N0
) = Θ
(
Λ−1
(
N N0|ξ(θ)|
))
NΘ
(
Λ−1
(
N0
|ξ(θ)|
)) ≥ N0
N1
.
Therefore, putting ρ = 2N1/(pidN0N) we have
N0µ
( |ξ(θ)|
N0
)
≤ N1µ
(
pidρ|ξ(θ)|
2N1
)
,
it follows that U(N0, u0, u1) <∞, and thus (3.12) is established.
7 Appendix
7.1 Proof of Lemma 2.2
Since f ∈ l1(Zd), we have∑
k
e−ik·θf [k ± ej ] = e±iej ·θ
∑
k
e−i(k±ej)·θf [k ± ej ] = e±iθj
∑
k
e−ik·θf [k].
Hence we have
FZd [D+j f ](θ) =
∑
k
e−ik·θ (f [k + ej]− f [k]) =
(
eiθj − 1)FZd [f ](θ),
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that is, (2.3) is valid. Similarly, we have
FZd [D−j f ](θ) =
(
1− e−iθj)FZd [f ](θ).
Therefore, we have (2.4) as follows:
FZd [D+j D−j f ](θ) =
(
eiθj − 1)FZd [D−j f ](θ) = (eiθj − 1) (1− e−iθj)FZd [f ](θ)
=
(
ei
θj
2 − e−i
θj
2
)2
fˆ(θ) = −4
(
sin
θj
2
)2
fˆ(θ).
7.2 Proof of Lemma 2.3
From the definition of fˆ we have∫
Td
|fˆ(θ)|2 dθ =
∫
Td
(∑
k
e−ik·θf [k]
)(∑
l
e−il·θf [l]
)
dθ
=
∑
k,l
f [k]f [l]
∫
T
e−i(k−l)·θ dθ
= (2pi)d
∑
k,l
δklf [k]f [l] = (2pi)
d
∑
k
|f [k]|2,
where δkl denotes the Kronecker delta.
7.3 Proof of Lemma 2.4
By Lemma 2.2 and Lemma 2.3, we have
(2pi)d
∑
k∈Zd
|u′(t)[k]|2 =
∫
Td
|FZd [u′(t)](θ)|2 dθ =
∫
Td
|∂tuˆ(t, θ)|2 dθ,
and
(2pi)d
d∑
j=1
∑
k∈Zd
|D+j u(t)[k]|2 =
d∑
j=1
∫
Td
∣∣FZd [D+j u(t)](θ)∣∣2 dθ
=
d∑
j=1
∫
Td
∣∣(eiθj − 1) uˆ(t, θ)∣∣2 dθ
=
∫
Td
d∑
j=1
ξj(θ)
2|uˆ(t, θ)|2 dθ.
Thus we have (2.7).
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