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We consider a nonlinear periodic problem, driven by the scalar p-Laplacian with a concave
term and a Caratheodory perturbation. We assume that this perturbation f (t, x) is (p−1)-
linear at ±∞, and resonance can occur with respect to an eigenvalue λm+1, m  2, of
the negative periodic scalar p-Laplacian. Using a combination of variational techniques,
based on the critical point theory, with Morse theory, we establish the existence of at
least three nontrivial solutions. Useful in our considerations is an alternative minimax
characterization of λ1 > 0 (the ﬁrst nonzero eigenvalue) that we prove in this work.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we examine the following nonlinear periodic problem driven by the scalar p-Laplacian{
−(∣∣u′(t)∣∣p−2u′(t))′ = λ∣∣u(t)∣∣q−2u(t) + f (t,u(t)) a.e. on T := [0,b],
u(0) = u(b), u′(0) = u′(b), 1 < q < p < ∞.
(1.1)
Here λ > 0 is a parameter. We observe that the problem (1.1) has a concave (i.e., a (p − 1)-sublinear) term which corre-
sponds to the function x → λ|x|q−2x (1 < q < p), perturbed by a Caratheodory function f (t, x) (i.e., for all x ∈ R, t → f (t, x)
is measurable and for a.a. t ∈ T , x → f (t, x) is continuous). We assume that near ±∞, the function x → f (t, x) exhibits
a (p − 1)-linear growth (asymptotically p-linear problem). More precisely, the quotient f (t,x)|x|p−2x , asymptotically as |x| → ∞ is
in the spectral interval [λm, λm+1], m 2, and we can have resonance with respect to λm+1 and nonuniform nonresonance
with respect to λm . Here {λm}m1 denotes the sequence of distinct eigenvalues of the negative periodic scalar p-Laplacian.
So, we study Eq. (1.1) under resonance conditions. Under these general hypotheses, we show that there exists λ∗ > 0 such
that for all λ ∈ (0, λ∗), problem (1.1) admits at least three nontrivial solutions.
Multiplicity results for periodic problems driven by the p-Laplacian differential operator, were proved by Aizicovici, Papa-
georgiou and Staicu [2], Del Pino, Manasevich and Murua [14], Gasinski [18], Gasinski and Papageorgiou [19], Papageorgiou
and Papageorgiou [27] and Yang [28]. However, none of the aforementioned works permits the presence of concave terms
and only [18] considers resonant problems, the resonance occurring with respect to the principal eigenvalue λ0 = 0. In [18]
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(see, for example, Gasinski and Papageorgiou [21, p. 665]). Finally, we should also mention the semilinear work (i.e., p = 2)
of Fabry and Fonda [17] and the nonlinear work (i.e., p > 1) of Kyritsi and Papageorgiou [24], who deal with the so-called
double resonance situation, i.e., in the spectral interval [λm, λm+1], resonance may occur with respect to both endpoints λm
and λm+1. In [24], m = 0. It will be interesting to extend our work here, by allowing resonance also with respect to λm
(nonlinear problem with double resonance).
Our approach combines minimax methods from critical point theory with Morse theory (critical groups).
2. Mathematical background and hypotheses
Let (X,‖.‖) be a Banach space and (X∗,‖.‖∗) its topological dual. By 〈.,.〉 we denote the duality brackets for the pair
(X∗, X). Also w−−→ denotes weak convergence in X .
A map A : X → X∗ is said to be of type (S)+ , if for every sequence {xn}n1 ⊆ X such that xn w−−→ x in X and
limsup
n→∞
〈
A(xn), xn − x
〉
 0,
one has
xn → x in X as n → ∞.
Let ϕ ∈ C1(X). A real number c is said to be a critical value of ϕ if there exists x∗ ∈ X such that ϕ′(x∗) = 0 and ϕ(x∗) = c.
We say that ϕ ∈ C1(X) satisﬁes the C-condition, if the following is true:
Every sequence {xn}n1 ⊆ X such that{
ϕ(xn)
}
n1 is bounded in R and
(
1+ ‖xn‖
)
ϕ′(xn) → 0 in X∗ as n → ∞,
admits a strongly convergent subsequence.
This condition was introduced by Cerami [8]. See also [23] for additional information on the Cerami condition, including
applications to boundary value problems.
Using this compactness-type property, we have the following minimax characterization of certain critical values of ϕ .
This result is know in the literature as the mountain pass theorem.
Theorem 1. If (X,‖.‖) is a Banach space, ϕ ∈ C1(X) and satisﬁes the C-condition, x0, x1 ∈ X, r > 0, ‖x1 − x0‖ > r,
max
{
ϕ(x0),ϕ(x1)
}
< inf
{
ϕ(x): ‖x− x0‖ = r
}=mr,
c = infγ∈Γ maxt∈[0,1] ϕ(γ (t)) where
Γ = {γ ∈ C([0,1], X): γ (0) = x0, γ (1) = x1},
then c mr and c is a critical value of ϕ .
Let ϕ ∈ C1(X) and c ∈ R. We introduce the following notation:
ϕc = {x ∈ X: ϕ(x) c} (the c-sublevel set of ϕ),
Kϕ = {x ∈ X: ϕ′(x) = 0} (the critical set of ϕ).
If Y2 ⊆ Y1 ⊆ X , then for every integer k  0 we denote by Hk(Y2, Y1) the kth-relative singular homology group for the
pair (Y1, Y2) with integer coeﬃcients. Then the critical groups of ϕ at an isolated critical point x0 with c = ϕ(x0), are
deﬁned by
Ck(ϕ, x0) = Hk
(
ϕc ∩ U , (ϕc ∩ U)\{x0}) for all k 0.
Here U is a neighborhood of x0 such that Kϕ ∩ ϕc ∩ U = {x0}. The excision property of singular homology implies that the
above deﬁnition of critical groups is independent of the particular choice of the neighborhood U .
Suppose that ϕ ∈ C1(X) satisﬁes the C-condition and −∞ < infϕ(Kϕ). Let c < infϕ(Kϕ). The critical groups of ϕ at
inﬁnity, are deﬁned by
Ck(ϕ,∞) = Hk
(
X,ϕc
)
for all k 0
(see Bartsch and Li [5]). The deformation theorem, which remains valid if ϕ satisﬁes the C-condition, instead of the usual
PS-condition (see Bartolo, Benci and Fortunato [4] and Gasinski and Papageorgiou [21]) implies that the above deﬁnition of
critical groups of ϕ at inﬁnity is independent of the choice of c < infϕ(Kϕ).
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M(t, x) =
∑
k0
rank Ck(ϕ, x)t
k for all x ∈ Kϕand all t ∈ R
and
P (t,∞) =
∑
k0
rank Ck(ϕ,∞)tk for all t ∈ R.
The Morse relation says that∑
x∈Kϕ
M(t, x) = P (t,∞) + (1+ t)Q (t) (2.1)
where Q (t) =∑k0 βktk is a formal series in t with nonnegative integer coeﬃcients (see, for example, Chang [9]).
In the study of problem (1.1), we will use the Sobolev space
W 1,pper (0,b) =
{
u ∈ W 1,p(0,b): u(a) = u(b)},
endowed with the usual Sobolev norm ‖.‖. Note that W 1,p(0,b) is embedded compactly in C([0,b]), and so, in the deﬁni-
tion of W 1,pper (0,b), the evaluations at t = 0 and t = b make sense. We shall also use the spaces C1([0,b]) ⊆ W 1,p(0,b) and
Lp(0,b). The norm of Lp(0,b), 1 p < ∞, will be denoted by ‖.‖p .
Next, let us recall some basic facts about the spectrum of the negative periodic scalar p-Laplacian. So, we consider the
following nonlinear eigenvalue problem{
−(∣∣u′(t)∣∣p−2u′(t))′ = λ∣∣u′(t)∣∣p−2u′(t) a.e. on T := [0,b],
u(0) = u(b), u′(0) = u′(b),
(2.2)
where 1 < p < ∞. A number λ ∈ R is called an eigenvalue of the negative periodic scalar p-Laplacian, if the problem
(2.2) has a nontrivial solution which is called a corresponding eigenfunction. Clearly, a necessary condition for λ ∈ R to be
an eigenvalue, is that λ  0. Note that λ0 = 0 is an eigenvalue and the corresponding eigenspace is R (i.e., the space of
constant functions). Moreover, λ0 = 0 is the only eigenvalue which has eigenfunctions with constant sign. Every eigenvalue
λ > 0 has nodal (i.e., sign changing) eigenfunctions.
Let πp = 2π(p−1)
1
p
p sin( πp )
. Then the sequence {λn := ( 2nπpb )p}n0 is the set of eigenvalues of the problem (2.2). If p = 2 (linear
eigenvalue problem), then π2 = π and so, we recover the well-known sequence of eigenvalues of the negative Laplacian
with periodic boundary conditions, given by {λn := ( 2nπb )2}n0. Every eigenfunction u ∈ C1(T ) of (2.2) satisﬁes u(t) = 0
a.e. on T and in fact u(.) has a ﬁnite number of zeros. The Lp-normalized principal eigenfunction is denoted by uˆ0 with
uˆ0 := 1
b
1
p
∈ R. Let ∂BLp1 := {u ∈ Lp(T ): ‖u‖p = 1} and
C1(p) =
{
u ∈ W 1,pper (0,b): u ∈ ∂BLp1 ,
b∫
0
|u|p−2u dt = 0
}
.
We know that
λ1 = inf
{∥∥u′∥∥pp: u ∈ C1(p)} (2.3)
(see Drabek and Manasevich [15] and Gasinski and Papageorgiou [21]). In the next proposition we give an alternative
variational characterization of λ1 > 0, which is more convenient for our purposes.
Proposition 1. If M = W 1,pper (0,b) ∩ ∂BLp1 and
Γ̂ = {γˆ ∈ C([−1,1],M): γˆ (−1) = −uˆ0, γˆ (1) = uˆ0},
then
λ1 = inf
γˆ∈Γ̂
max
s∈[−1,1]
∥∥∥∥ ddt γˆ (z)
∥∥∥∥p
p
.
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σˆ (s) =
b∫
0
∣∣γˆ (s)(t)∣∣p−2γˆ (s)(t)dt.
This is a continuous function and σˆ (−1) < 0 < σˆ (1). So, by Bolzano’s theorem, we can ﬁnd s0 ∈ (−1,1) such that σˆ (s0) = 0.
It follows that γˆ (s0)(.) ∈ C1(p) and so, (2.3) implies that ‖ ddt γˆ (s0)‖pp  λ1, hence
inf
γˆ∈Γ̂
max
s∈[−1,1]
∥∥∥∥ ddt γˆ (z)
∥∥∥∥p
p
 λ1.
Therefore, to prove the proposition, we need to produce γˆ ∗ ∈ Γ̂ such that
max
s∈[−1,1]
∥∥∥∥ ddt γˆ ∗(s)
∥∥∥∥p
p
= λ1.
To this end, let uˆ1 ∈ C1(p) ∩ C1(T ) be an eigenfunction corresponding to the eigenvalue λ1 > 0. We consider the map
χ : R → M deﬁned by
χ(r) = uˆ1 + r‖uˆ1 + r‖p for all r ∈ R.
We have∥∥∥∥ ddtχ(r)
∥∥∥∥p
p
= ‖uˆ
′
1‖pp
‖uˆ1 + r‖pp
,
hence
d
dr
∥∥∥∥ ddtχ(r)
∥∥∥∥p
p
= −p∥∥uˆ′1∥∥pp∥∥uˆ′1 + r∥∥p−1p 〈Fp(uˆ′1 + r),1〉p′,p‖uˆ1 + r‖p 1‖uˆ1 + r‖2pp ,
where Fp : Lp(T ) → Lp′ (T ) ( 1p + 1p′ = 1) is the duality map for the pair (Lp
′
(T ), Lp(T )) and 〈.,.〉p′,p denotes the duality
brackets for this pair. We recall that
Fp(u)(.) = 1‖u‖p−2p
∣∣u(.)∣∣p−2u(.) for all u ∈ Lp(T )
(see, for example Gasinski and Papageorgiou [21, p. 380]). We have
d
dr
∥∥∥∥ ddtχ(r)
∥∥∥∥p
p
= −p∥∥uˆ′1∥∥pp 1‖uˆ′1 + r‖2pp
b∫
0
∣∣uˆ1(t) + r∣∣p−2(uˆ1(t) + r)dt. (2.4)
From (2.4) it follows that the function r → ddr ‖ ddtχ(r)‖pp has a unique maximizer at r = 0 and its maximum value is λ1 > 0
(recall that uˆ1 ∈ C1(p)). For r = 0, we have
χ(r) = uˆ1‖uˆ1 + r‖p +
r
‖uˆ1 + r‖p =
uˆ1
‖uˆ1 + r‖p +
sgn(r)
[∫ b0 | 1r uˆ1(t) + 1|p dt] 1p ,
hence
χ(r) → ± 1
b
1
p
= ±uˆ0 as r → ±∞. (2.5)
We set γ ∗(s) = χ( s
1−s2 ) for s ∈ (−1,1). Clearly, γ ∗ is continuous on (−1,1) and because of (2.5), it can be extended
continuously on [−1,1]. We denote this extension by γˆ ∗ , and we have γˆ ∗ ∈ Γ̂ (see (2.5)) and
max
s∈[−1,1]
∥∥∥∥ ddt γˆ ∗(s)
∥∥∥∥p
p
= λ1.
This proves the proposition. 
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concerns the following nonlinear weighted eigenvalue problem{
−(∣∣u′(t)∣∣p−2u′(t))′ = (λ + g(t))∣∣u(t)∣∣p−2u(t) a.e. on T := [0,b],
u(0) = u(b), u′(0) = u′(b), 1 < p < ∞, g ∈ L1(T ).
(2.6)
Problem (2.6) admits a double sequence of eigenvalues {μ2n(g)}n1 and {μ2n(g)}n0 which satisfy
−∞ < μ0(g) < μ2(g)μ2(g) < · · · < μ2n(g)μ2n(g) < · · ·
and
μ2n(g) → +∞ as n → ∞.
If p = 2 (linear eigenvalue problem), then these two sequences are all the eigenvalues of (2.6) (see Coddington and
Levinson [11] and Magnus and Winkler [25]). If p = 2 (nonlinear eigenvalue problem), it was shown by Binding and Rynne
[6] that this is no longer true and in fact the spectrum of (2.6) can be much richer than those two sequences of eigenvalues.
Nevertheless, the next proposition taken from Aizicovici, Papageorgiou and Staicu [1], will be useful in our subsequent
considerations.
Proposition 2. If g ∈ L1(T ), η0 , η1 ∈ L∞(T ) satisfy for some integer n 0
λn  η0(t) g(t) η1(t) λn+1 a.e. on T , λn = η0, λn+1 = η1,
then the eigenvalues of the problem (2.6) are nonzero and do not have zero as a limit point.
For any Banach space X and a locally Lipschitz function ψ : X → R, following Clarke [10], we deﬁne the generalized
directional derivative of ψ at x ∈ X in the direction h ∈ X , by
ψ0(x;h) = limsup
λ↓0
x′→x
ψ(x′ + λh) − ψ(x′)
λ
and the (Clarke) generalized subdifferential of ψ at x ∈ X by
∂ψ(x) = {x∗ ∈ X∗: 〈x∗,h〉ψ0(x;h) for all h ∈ X}.
If ψ ∈ C1(X), then ψ is locally Lipschitz and ∂ψ(x) = {ψ ′(x)}. If ψ1, ψ2 : X → R are locally Lipschitz functions, then we have
∂(ψ1 + ψ2)(x) ⊆ ∂ψ1(x) + ∂ψ2(x) for all x ∈ X .
The hypotheses on the nonlinearity f (t, x) are the following:
(H) f : T × R →R is a Caratheodory function such that f (t,0) = 0 for a.a. t ∈ T , and:
(i) for almost all t ∈ T and all x ∈ R∣∣ f (t, x)∣∣ a(t) + c|x|p−1 with a ∈ L1(T )+, c > 0;
(ii) there exist an integer m 2 and a function η0 ∈ L∞(T )+ such that
λm  η0(t) a.e. on T , λm = η0,
and
η0(t) lim inf|x|→∞
f (t, x)
|x|p−2x  limsup|x|→∞
f (t, x)
|x|p−2x  λm+1
uniformly for a.a. t ∈ T ;
(iii) there exist β0 > 0 and μ ∈ (q, p] such that
lim inf|x|→∞
f (t, x)x− pF (t, x)
|x|μ  β0 uniformly for a.a. t ∈ T ;
(Here and in the sequel, F (t, x) = ∫ x f (t, s)ds.)0
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ηˆ0(t) lim inf
x→0
pF (t, x)
|x|p  limsupx→0
pF (t, x)
|x|p  θ(t)
uniformly for a.a. t ∈ T ;
(v) there exist c0, δ0 > 0 and τ ∈ (q, p] such that
τ F (t, x) f (t, x)x−c0|x|p for a.a. t ∈ T , all |x| δ0.
Remark. Hypothesis (H)(ii) implies that the perturbation term f (t, .) is asymptotically (p − 1)-linear at ±∞ and the quo-
tient f (t,x)|x|p−2x is eventually in the spectral interval [λm, λm+1], allowing for resonance with respect to λm+1 and for nonuniform
nonresonance with respect to λm . The possibility of resonance with respect to λm+1 necessitates an additional asymptotic
condition, and this is (H)(iii).
Example. The following simple function satisﬁes hypotheses (H). For the sake of simplicity, we drop the t-dependence:
f (x) =
{−β|x|p−2x if |x| 1,
βˆ|x|p−2x− (βˆ + β)|x|μ−2x if |x| > 1
with β > 0, βˆ ∈ (λm, λm+1], m 2 and μ ∈ (q, p).
In what follows for notational economy, we set
W = W 1,pper (0,b).
For every λ > 0, let ϕλ : W → R be the Euler functional for problem (1.1), deﬁned by
ϕλ(u) = 1
p
∥∥u′∥∥pp − λq ‖u‖qq −
b∫
0
F
(
t,u(t)
)
dt for all u ∈ W .
Hypotheses (H) imply that ϕλ ∈ C1(W ).
Let A : W → W ∗ be the nonlinear map deﬁned by
〈
A(u), y
〉= b∫
0
∣∣u′(t)∣∣p−2u′(t)y′(t)dt for all u, y ∈ W . (2.7)
Hereafter by 〈.,.〉 we denote the duality brackets for the pair (W ∗,W ). We know that
ϕ′λ(u) = A(u) − λ
∣∣u(t)∣∣q−2 − N(u), where N(u)(.) = f (.,u(.)). (2.8)
Also, we have (see Aizicovici, Papageorgiou and Staicu [2]):
Proposition 3. If A : W → W ∗ is the nonlinear map deﬁned by (2.7), then A is bounded (i.e., maps bounded sets to bounded sets),
continuous and of type (S)+ .
3. Mountain pass geometry for ϕλ
In this section we show that ϕλ satisﬁes the mountain pass geometry (see Theorem 1).
Proposition 4. If hypotheses (H) hold and λ > 0, then ϕλ satisﬁes the C-condition.
Proof. Let {un}n1 be a sequence in W such that
ϕλ(un) → c ∈ R (3.1)
and (
1+ ‖un‖
)
ϕ′λ(un) → 0 in W ∗ as n → ∞. (3.2)
From (3.2), we have
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hence ∣∣∣∣∣〈A(un),h〉− λ
b∫
0
|un|q−2unhdt −
b∫
0
f (t,un)hdt
∣∣∣∣∣ εn‖h‖1+ ‖un‖ for all n 1 (3.3)
(see (2.8)). In (3.3), we choose h = un ∈ W . Then∣∣∣∣∣∥∥u′n∥∥pp − λ‖un‖qq −
b∫
0
f (t,un)un dt
∣∣∣∣∣ εn for all n 1.
Recall that εn → 0+ . So, given ε > 0, we can ﬁnd n0 = n0(ε) 1 such that
−ε −∥∥u′n∥∥pp + λ‖un‖qq +
b∫
0
f (t,un)un dt  ε for all n n0. (3.4)
On the other hand, by virtue of (3.1), we can ﬁnd n1 = n1(ε) n0 such that
pc − ε  ∥∥u′n∥∥pp − λ pq ‖un‖qq −
b∫
0
pF
(
t,un(t)
)
dt  pc + ε for all n n1. (3.5)
Adding (3.4) and (3.5), we have
b∫
0
[
f (t,un)un − pF
(
t,un(t)
)]
dt  pc + 2ε + λ
(
p
q
− 1
)
‖un‖qq for all n n1
hence, when ‖un‖ → ∞,
limsup
n→∞
b∫
0
f (t,un)un − pF (t,un(t))
‖un‖p dt  0 (3.6)
(since q < μ, see (H)(iii), and ε > 0 is arbitrary).
Claim 1. {un}n1 is a bounded sequence in W .
We argue indirectly. So, suppose that {un}n1 is not bounded. We may assume that ‖un‖ → ∞. We set yn = un‖un‖ for
n 1. Then ‖yn‖ = 1 for all n 1, and so we may assume that
yn
w−→ y in W and yn → y in C(T ) as n → ∞. (3.7)
From (3.3) it follows that∣∣∣∣∣〈A(yn),h〉− λ‖un‖p−q
b∫
0
|yn|q−2 ynhdt −
b∫
0
N(un)
‖un‖p−1 hdt
∣∣∣∣∣
 εn‖h‖
(1+ ‖un‖)‖un‖p−1 for all n 1 and all h ∈ W . (3.8)
In (3.8) we choose h = yn − y ∈ W and then pass to the limit as n → ∞. Using (3.7) and noting that { N(un)‖un‖p−1 }n1 ⊂ L1(T )
is bounded (see (H)(i)), from (3.8) we obtain
lim
n→∞
〈
A(yn), yn − y
〉= 0,
therefore (see Proposition 3)
yn → y in W , and so ‖y‖ = 1. (3.9)
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assume that
N(un)
‖un‖p−1
w−→ g in L1(T ) as n → ∞. (3.10)
Using hypothesis (H)(ii) and reasoning as in [1], we show that
g(t) = ξˆ (t)∣∣y(t)∣∣p−2 y(t), with η0(t) ξˆ (t) λm+1, a.e. on T . (3.11)
We return to (3.8), pass to the limit as n → ∞ and use (3.9), (3.10), (3.11). We obtain
〈
A(y),h
〉= b∫
0
ξˆ (t)
∣∣yn(t)∣∣p−2 y(t)h(t)dt for all h ∈ W ,
hence
A(y) = ξˆ |yn|p−2 y,
therefore{
−(∣∣y′(t)∣∣p−2 y′(t))′ = ξˆ (t)∣∣y(t)∣∣p−2 y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b).
(3.12)
Recall that η0(t)  ξˆ (t)  λm+1, a.e. on T (see (3.11)). If ξˆ = λm+1, then from Proposition 2 and (3.12), we infer that
y = 0, which contradicts (3.9).
If ξˆ (t) = λm+1, a.e. on T , then from (3.12) we have{
−(∣∣y′(t)∣∣p−2 y′(t))′ = λm+1∣∣y(t)∣∣p−2 y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b),
hence
y(t) = 0 a.e. on T .
This means that |un(t)| → ∞ for a.a. t ∈ T as n → ∞. Hypothesis (H)(iii) implies that
lim inf
n→∞
f (t,un(t))un(t) − pF (t,un(t))
|un(t)|μ  β0 for a.a. t ∈ T . (3.13)
Also, we can ﬁnd β1 ∈ (0, β0) and M1 > 0 such that
f (t, x)x− pF (t, x)
|x|μ  β1 for a.a. t ∈ T and all |x| M1. (3.14)
Then, we have
b∫
0
f (t,un(t))un(t) − pF (t,un(t))
‖un‖μ dt =
∫
{|un|M1}
f (t,un(t))un(t) − pF (t,un(t))
|un(t)|μ
∣∣yn(t)∣∣μ dt
+
∫
{|un|<M1}
f (t,un(t))un(t) − pF (t,un(t))
|un(t)|μ
∣∣yn(t)∣∣μ dt. (3.15)
Hypothesis (H)(i) implies that∫
{|un|<M1}
f (t,un(t))un(t) − pF (t,un(t))
‖un‖μ dt −
M2
‖un‖μ for some M2 > 0, all n 1,
hence
lim inf
n→∞
∫
{|un|<M1}
f (t,un(t))un(t) − pF (t,un(t))
‖un‖μ dt  0. (3.16)
On the other hand, from (3.13), (3.14) and Fatou’s lemma, we have
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∫
{|un|M1}
f (t,un(t))un(t) − pF (t,un(t))
|un(t)|μ
∣∣yn(t)∣∣μ dt  β0‖y‖μμ > 0 (3.17)
(note that χ{|un|M1}(t) → 1 a.e. on T as n → ∞). Therefore
lim inf
n→∞
b∫
0
f (t,un(t))un(t) − pF (t,un(t))
‖un‖μ dt > 0 (3.18)
(see (3.15), (3.16), (3.17)). Comparing (3.6) and (3.18), we reach a contradiction. This proves Claim 1.
Because of Claim 1, we may assume that
un
w−→ u in W and un → u in C(T ) as n → ∞. (3.19)
In (3.3) we choose h = un − u ∈ W and pass to the limit as n → ∞. Using (3.19), we obtain
lim
n→∞
〈
A(un),un − u
〉= 0,
hence (see Proposition 3) un → u in W ; therefore ϕλ satisﬁes the C-condition. 
To verify the other conditions of Theorem 1 (mountain pass theorem), we will need the following simple lemma.
Lemma 1. If θ ∈ L1(T ), θ(t) 0 a.e. on T and θ = 0, then there exists ξ0 > 0 such that
∥∥u′∥∥pp −
b∫
0
θ(t)
∣∣u(t)∣∣p dt  ξ0‖u‖p for all u ∈ W .
Proof. Let ψ0(u) = ‖u′‖pp −
∫ b
0 θ(t)|u(t)|p dt for all u ∈ W . Then ψ0  0. Suppose that the lemma is not true. Exploiting
the p-homogeneity of the functional ψ0, we can ﬁnd {un}n1 ⊂ W with ‖un‖ = 1 for all n  1 such that ψ0(un) → 0+ as
n → ∞. Since {un}n1 ⊂ W is bounded, by passing to a suitable subsequence if necessary, we may assume that
un
w−→ u in W and un → u in C(T ) as n → ∞. (3.20)
Because of (3.20), at the limit as n → ∞, we have that
∥∥u′∥∥pp 
b∫
0
θ(t)
∣∣u(t)∣∣p dt  0, (3.21)
hence u = ξ ∈ R. If ξ = 0, then ‖u′n‖p → 0 and so un → 0 in W as n → ∞ (see (3.20)), which contradicts the fact that‖un‖ = 1 for all n 1. If ξ = 0, then from the ﬁrst inequality in (3.21) we deduce
∥∥u′∥∥pp  |ξ |p
b∫
0
θ(t)dt < 0,
a contradiction. This proves the lemma. 
Proposition 5. If hypotheses (H) hold, then there exists λ∗ > 0 such that for every λ ∈ (0, λ∗), we can ﬁnd ρλ ∈ (0,1) small for which
inf
{
ϕλ(u): ‖u‖ = ρλ
}=:mλ > 0.
Proof. Hypotheses (H)(i) and (iv) imply that given ε > 0, we can ﬁnd aε ∈ L1(T ) such that
F (t, x) 1
p
[
θ(t) + ε]|x|p + aε(t)|x|r for a.a. t ∈ T , all x ∈ R, with r > p. (3.22)
So, for every u ∈ W and for some C1, C2 > 0, we have
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p
∥∥u′∥∥pp − λq ‖u‖qq −
b∫
0
F
(
t,u(t)
)
dt
 1
p
(∥∥u′∥∥pp −
b∫
0
θ |u|p dt
)
− ε
p
‖u‖pp − λC1‖u‖q − C2‖u‖r
 ξ0 − ε
p
‖u‖p − λC1‖u‖q − C2‖u‖r (see Lemma 1).
Choosing ε ∈ (0, ξ0), we have that, for some C3 > 0,
ϕλ(u)
(
C3 − λC1‖u‖q−p − C2‖u‖r−p
)‖u‖p for all u ∈ W . (3.23)
Consider the function σλ(t) = λC1tq−p + C2tr−p , t > 0. Clearly σλ is continuous on (0,∞). Moreover, since q < p < r, we
have
σλ(t) → +∞ as t → 0+ and σλ(t) → +∞ as t → +∞.
It follows that we can ﬁnd t0 ∈ (0,+∞) such that
σλ(t0) = min
{
σλ(t): t > 0
}
.
Therefore
0 = σ ′λ(t0) = λC1(q − p)tq−p−10 + C2(r − p)tr−p−10 ,
hence
λC1(p − q) = C2(r − p)tr−q0 ,
so that
t0 = t0(λ) =
[
λC1(p − q)
C2(r − p)
] 1
r−q
.
From the deﬁnition of σλ and since q < p < r, it is clear that we can ﬁnd λ∗ > 0 such that
λ ∈ (0, λ∗) implies σλ(t0) < C3.
Therefore, (3.23) yields
ϕλ(u)mλ > 0 for all u ∈ W with ‖u‖ = t0(λ) = ρλ > 0. 
Proposition 6. If hypotheses (H) hold and λ > 0, then ϕλ(ξ) → −∞ as |ξ | → ∞, ξ ∈ R.
Proof. From hypothesis (H)(ii) it follows that
η0(t) lim inf|x|→∞
pF (t, x)
|x|p  limsup|x|→∞
pF (t, x)
|x|p  λm+1 (3.24)
uniformly for a.a. t ∈ T (see for example, Aizicovici, Papageorgiou and Staicu [3]). So, from (3.24) and (H)(i), we see that
given ε > 0, we can ﬁnd aˆε ∈ L1(T )+ such that
F (t, x) 1
p
(
η0(t) − ε
)|x|p − aˆε(t) for a.a. t ∈ T , all x ∈ R. (3.25)
Then for ξ ∈ R, we have
ϕλ(ξ) = −λ
q
|ξ |qb −
b∫
0
F (t, ξ)dt
−λ
q
|ξ |qb + 1
p
|ξ |p
b∫
0
(
ε − η0(t)
)
dt + ‖aˆε‖1 (3.26)
(see (3.25)). Recall that η0(t) λm > 0 a.e. on T (see (H)(i)). So, if we choose ε ∈ (0, λm), then from (3.26) it is clear that
ϕλ(ξ) → −∞ as |ξ | → ∞. 
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In this section we compute the critical groups of ϕλ at inﬁnity and at the origin. Without loss of generality, we assume
that the critical set of ϕλ is ﬁnite.
Proposition 7. If hypotheses (H) hold, 2 p < ∞ and λ > 0, then C0(ϕλ,∞) = C1(ϕλ,∞) = 0.
Proof. Let τ ∈ (λm, λm+1) and consider the open set
Lτ =
{
u ∈ W : ∥∥u′∥∥pp < τ‖u‖pp}.
Inspired by the works of Cuesta, de Figueiredo and Gossez [12] and Dancer and Perera [13], we prove the following claim.
Claim 2. The set Lτ is path connected.
Note that ±uˆ0 ∈ Lτ . To prove Claim 2, it suﬃces to connect an arbitrary u ∈ Lτ and uˆ0 ∈ Lτ with a path which lies
entirely in Lτ . To this end, let Du be the path component of Lτ containing u. Let
βu = inf
{‖u′‖pp
‖u‖pp
: u ∈ Du, u = 0
}
= inf{∥∥u′∥∥pp: u ∈ M ∩ Du}
(recall that M = W ∩ ∂BLp1 ). Using the Ekeland variational principle (see, for example, Gasinski and Papageorgiou [21,
pp. 582–583]), we can ﬁnd {un}n1 ⊂ M ∩ Du such that∥∥u′n∥∥pp → βu as n → ∞ (4.1)
and ∣∣〈A(un),h〉∣∣ εn‖h‖ for all h ∈ TunM, where εn → 0+. (4.2)
Here TuM denotes the tangent space to the C1-Banach manifold M at u ∈ M . For any v ∈ W , let
h = v −
( b∫
0
∣∣un(t)∣∣p−2un(t)v(t)dt)un ∈ TunM.
Using this in (4.2), we have∣∣∣∣∣〈A(un), v〉−
b∫
0
∣∣un(t)∣∣p−2un(t)v(t)dt
∣∣∣∣∣ εn‖h‖ for all n 1 (4.3)
(recall that ‖un‖p = 1). Since {un}n1 ⊂ M ∩ Du and because of (4.1), we infer that {un}n1 ⊂ W is bounded. Hence we
may assume that
un
w−→ u˜ in W and un → u˜ in C(T ) as n → ∞. (4.4)
In (4.3) we choose v = un − u˜ ∈ W , pass to the limit as n → ∞ and use (4.4). We obtain
lim
n→∞
〈
A(un),un − u˜
〉= 0,
hence
un → u˜ in W . (4.5)
Therefore u˜ ∈ M ∩ Du and βu = ‖u˜′‖pp . Suppose that u˜ is a boundary point of M ∩ Du . Note that M∩Du is a path component
of M ∩ Lτ and the set M ∩ Lτ is open in M . Then, from Lemma 3.5(iii) of [12], we have that u˜ /∈ M ∩ Lτ . But recall that
u˜ ∈ M and ‖u˜′‖pp = βu < τ , hence u˜ ∈ M ∩ Lτ , a contradiction. This means that u˜ ∈ M ∩ Du , and so it is a critical point of
u → ‖u′‖pp on the C1-Banach manifold M . To complete the proof of Claim 2, it suﬃces to connect uˆ0 and u˜ with a path that
stays in Lτ .
First suppose that u˜  0. We know that the only constant sign, Lp-normalized (i.e., located on the manifold M) eigen-
functions of the negative periodic p-Laplacian, are ±uˆ0. Therefore u˜ = −uˆ0 (recall that ‖u˜′‖pp = βu) and this, by virtue of
the construction in the proof of Proposition 1, guarantees the existence of a path in Lτ connecting u˜ = −uˆ0 and uˆ0.
S. Aizicovici et al. / J. Math. Anal. Appl. 375 (2011) 342–364 353So, we assume that u˜+ = 0. (Recall that if u ∈ W , then u+ = max{u,0}, u− = max{−u,0}, with u+,u− ∈ W .) We set
u˜t = u˜
+ − (1− t)u˜−
‖u˜+ − (1− t)u˜−‖p ∈ M, t ∈ [0,1].
Since ‖u˜′‖pp = βu , by the Lagrange multiplier rule, we have
〈
A(u˜),h
〉= βu b∫
0
∣∣u˜(t)∣∣p−2u˜(t)h(t)dt for all h ∈ W . (4.6)
In (4.6) we choose h = u˜+ ∈ W . Then∥∥(u˜+)′∥∥pp = βu∥∥u˜+∥∥pp . (4.7)
Then in (4.6) we choose h = −u˜− ∈ W . We obtain∥∥(u˜−)′∥∥pp = βu∥∥u˜−∥∥pp . (4.8)
The functions u˜+ and u˜− have disjoint supports. So, using the deﬁnition of u˜t , (4.7) and (4.8), we obtain∥∥u˜′t∥∥pp = βu for all t ∈ [0,1],
hence
u˜1 = u˜
+
‖u˜+‖p is a minimizer of u →
∥∥u′∥∥pp on M,
therefore
u˜1 = uˆ0 (since u˜1  0).
Also, note that
u˜0 = u˜
+ − u˜−
‖u˜+ − u˜−‖p =
u˜
‖u˜‖p = u˜ (since u˜ ∈ M).
Therefore the continuous map t → u˜t describes a path connecting u˜ and uˆ0 which stays within Lτ (recall that βu < τ). This
proves Claim 2.
Next let ψ : W → R be the C1-function deﬁned by
ψ(u) = 1
p
∥∥u′∥∥pp − τp ‖u‖pp for all u ∈ W .
We consider the following homotopies
h1λ(s,u) = (1− s)ϕλ(u) + sψ(u) for all (s,u) ∈ [0,1] × W ,
and
h2λ(s,u) = sϕλ(u) + (1− s)ψ(u) for all (s,u) ∈ [0,1] × W .
Claim 3. There exist a ∈ R and δ > 0 such that for every s ∈ [0,1] and for k ∈ {1,2}
hkλ(s,u) a implies
(
1+ ‖u‖)∥∥(hkλ)′(s,u)∥∥ δ.
We do the proof for h1λ , the proof for h
2
λ being similar.
We argue by contradiction. So, suppose that Claim 3 is not true. Then, since h1λ is bounded (i.e., it maps bounded sets to
bounded sets), we can ﬁnd {sn}n1 ⊂ [0,1] and {un}n1 ⊂ W such that
sn → s ∈ [0,1], ‖un‖ → ∞, h1λ(sn,un) → −∞
and (
1+ ‖un‖
)∥∥(h1λ)′(sn,un)∥∥→ 0 in W ∗ as n → ∞. (4.9)
From the last convergence in (4.9), we have
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b∫
0
|un|q−2unhdt − (1− sn)
b∫
0
f (t,un)hdt − snτ
b∫
0
|un|p−2unhdt
∣∣∣∣∣
 εn‖h‖
1+ ‖un‖ for all h ∈ W , with εn → 0
+. (4.10)
Let yn = un‖un‖ , n 1. Then ‖yn‖ = 1 for all n 1, and so we may assume that
yn
w−→ y in W and yn → y in C(T ) as n → ∞. (4.11)
Multiplying (4.10) by 1‖un‖p−1 , we obtain∣∣∣∣∣〈A(yn),h〉− λ(1− sn)‖un‖p−q
b∫
0
|un|q−2unhdt − (1− sn)
b∫
0
f (t,un)
‖un‖p−1 hdt − snτ
b∫
0
|yn|p−2 ynhdt
∣∣∣∣∣
 ε′n‖h‖, with ε′n → 0+ as n → ∞. (4.12)
From (3.10) and (3.11), we know that
f (.,un(.))
‖un‖p−1
w−→ g in L1(T ) as n → ∞, and g = ξˆ |y|p−2 y, with η0(t) ξˆ (t) λm+1 a.e. on T . (4.13)
Setting h = yn − y ∈ W in (4.12), passing to the limit as n → ∞ and using (4.11) and (4.13) we obtain
lim
n→∞
〈
A(yn), yn − y
〉= 0,
hence
yn → y in W and so ‖y‖ = 1 (4.14)
(see Proposition 3). If in (4.12) we pass to the limit as n → ∞, and use (4.11), (4.13), (4.14) and the facts that q < p and
‖un‖ → ∞ as n → ∞, then
〈
A(y),h
〉= b∫
0
ξˆs|y|p−2 yhdt with ξˆs = (1− s)ξˆ + sτ ,
hence
A(y) = ξˆs|y|p−2 y with ξˆs = (1− s)ξˆ + sτ ,
therefore{
−(∣∣y′(t)∣∣p−2 y′(t))′ = ξˆs(t)∣∣y(t)∣∣p−2 y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b).
(4.15)
If s ∈ (0,1), then
λm  η0(t) ξˆs(t) < λm+1 a.e. on T , λm = ηˆ0,
hence y = 0 (see (4.15) and Proposition 2), a contradiction to (4.14).
If s = 0, then ξˆ0 = ξˆ . If ξˆ = λm+1, then as above, via Proposition 2, we reach the contradiction that y = 0. If ξˆ0(t) =
ξˆ (t) = λm+1 a.e. on T , then from (4.15) we have{
−(∣∣y′(t)∣∣p−2 y′(t))′ = λm+1∣∣y(t)∣∣p−2 y(t) a.e. on T ,
y(0) = y(b), y′(0) = y′(b).
(4.16)
From (4.16) it follows that y(t) = 0 a.e. on T , which implies that |un(t)| → +∞ for a.a. t ∈ T as n → ∞. Then, by virtue of
hypothesis (H)(iii), we have
lim inf
f (t,un(t))un(t) − pF (t,un(t))
μ
 β0 uniformly for a.a. t ∈ T . (4.17)n→∞ |un(t)|
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∥∥u′n∥∥pp − (1− sn)λpq ∥∥u′n∥∥qq − (1− sn)p
b∫
0
F (t,un)dt − snτ‖un‖pp  0 for n n1. (4.18)
On the other hand, from the fourth convergence in (4.9), given ε > 0, we can ﬁnd n2 = n2(ε) n1  1 such that, for n n2
one has
−∥∥u′n∥∥pp + λ(1− sn)‖un‖qq + (1− sn)
b∫
0
f (t,un)un dt + snτ‖un‖pp  ε. (4.19)
Since sn → s = 0, we may assume that 1− sn > 0 for all n 1. Adding (4.18) and (4.19), we obtain
b∫
0
[
f (t,un)un − pF (t,un)
]
dt  ε
1− sn + λ
(
p
q
− 1
)
‖un‖qq for all n n2.
Therefore,
limsup
n→∞
b∫
0
f (t,un)un − pF (t,un)
‖un‖μ dt  0 (4.20)
(recall that q < μ). Also, from (4.17), as in the proof of Proposition 4, using (H)(iii) and Fatou’s lemma, we have that
lim inf
n→∞
b∫
0
f (t,un)un − pF (t,un)
‖un‖μ dt > 0. (4.21)
Comparing (4.20) and (4.21), we reach a contradiction.
Finally, if s = 1, then ξˆ1 = τ for all t ∈ T . Recall that τ ∈ (λm, λm+1). So, from (4.15) we have that y = 0, contradict-
ing (4.14).
Similarly for the homotopy h2λ . This proves Claim 3.
Claim 3 implies that we can choose R > 0 large such that the critical points of h1λ(s, .), h
2
λ(s, .), s ∈ [0,1], are in the ball
BR = {u ∈ W : ‖u‖ R}. Let
β < inf
{
h1λ(s,u),h
2
λ(s,u): s ∈ [0,1], ‖u‖ R
}
.
Recall that h1λ ∈ C(T × W ). So, we can ﬁnd a pseudogradient vector ﬁeld (p.g.v.f., for short) vˆ = (v0, v) : [0,1] × (W \BR) →[0,1] × W . From the construction of the p.g.v.f. (see, for example Gasinski and Papageorgiou [21, p. 614]), we may assume
that v0 = ∂sh1λ(s,u), v(s,u) = vs(u) is locally Lipschitz and for every s ∈ [0,1], vs(.) is a p.g.v.f. corresponding to h1λ(s, .).
Therefore, the map
W \BR  u → − ∂sh
1
λ(s,u)
‖(h1λ)′u(s,u)‖2
vs(u) = ws(u) ∈ W
is well deﬁned and locally Lipschitz (note that since by hypothesis 2  p < ∞, the map A : W → W ∗ deﬁned by (2.7) is
locally Lipschitz, and thus so is (h1λ)
′
u(.,.)).
Let z ∈ ϕβλ (note that ϕλ is unbounded below, due to (H)(i), (ii), and so such z can be found). We consider the following
Cauchy problem in W :
d
ds
x(s) = ws
(
x(s)
)
for all s ∈ [0,1], x(0) = z. (4.22)
The local existence theorem (see, for example Gasinski and Papageorgiou [21, p. 618]) guarantees a local ﬂow for (4.22).
Moreover, from the deﬁnition of a p.g.v.f., we have
d
ds
h1λ
(
s, x(s)
)
 0 for all small s 0.
From this inequality, we infer that
h1λ
(
s, x(s)
)
 h1λ
(
0, x(0)
)= ϕλ(z) β, for all small s 0.
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implies that the ﬂow is in fact global (i.e., it exists for all s 0). We have
h1λ
(
1, x(1)
)= ψ(x(1)) β,
hence
ψβ = h1λ(1, .)β is homeomorphic to a subset of ϕβλ = h1λ(0, .)β . (4.23)
Arguing in a similar way, using this time the homotopy h2λ , we obtain
ϕ
β
λ = h2λ(1, .)β is homeomorphic to a subset of ψβ = h2λ(0, .)β . (4.24)
From (4.23) and (4.24) it follows that
ϕ
β
λ and ψ
β are homotopy equivalent,
hence
Hk
(
W ,ϕβλ
)= Hk(W ,ψβ) for all k 0,
therefore
Ck(ϕλ,∞) = Ck(ψ,∞) for all k 0. (4.25)
Since τ ∈ (λm, λm+1), the only critical point of ψ is u = 0. Hence
Ck(ψ,∞) = Ck(ψ,0) for all k 0. (4.26)
By deﬁnition, we have
Ck(ψ,0) = Hk
(
ψ0,ψ0\{0}) for all k 0. (4.27)
Observe that Lτ ⊆ ψ0\{0} and let ∗ ∈ Lτ . From the reduced exact homology sequence (see Granas and Dugundji [22, p. 388])
we have
· · · → Hk
(
ψ0,∗) i∗−→ Hk(ψ0,ψ0\{0}) ∂∗−→ Hk(ψ0\{0},∗) · · · (4.28)
where i∗ is the group homomorphism induced by the inclusion (ψ0,∗) ⊆ (ψ0,ψ0\{0}) and ∂∗ is the boundary homomor-
phism. The functional ψ is p-homogeneous and so, ψ0 is radially contractible, which means that
Ck
(
ψ0,∗)= 0 for all k 0 (4.29)
(see Granas and Dugundji [22, p. 389]). From the exactness of (4.29) and from (4.30), we have ker∂∗ = im i∗ = 0, which
means that Hk(ψ0,ψ0\{0}) = Ck(ψ,0) (see (4.27)) is isomorphic to a subgroup of Hk−1(ψ0\{0},∗). Note that
Lτ = ψ˙0 :=
{
u ∈ W : ψ(u) < 0}. (4.30)
Invoking the second deformation theorem and Granas and Dugundji [22, p. 407], we conclude that
ψ0\{0} is homotopy equivalent to ψ−ε (ε > 0 small) (4.31)
and
Lτ = ψ˙0 is homotopy equivalent to ψ−ε
(
see (4.30)
)
. (4.32)
From (4.31) and (4.32), we infer that
ψ0\{0} is homotopy equivalent to Lτ ,
hence
Hk
(
ψ0\{0},∗)= Hk(Lτ ,∗) for all k 0. (4.33)
From Claim 2 we know that Lτ is path connected. Hence
H0(Lτ ,∗) = 0,
therefore
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(
ψ0\{0},∗)= 0
(see (4.33)). Since Ck(ψ,0) is isomorphic to a subgroup of Hk−1(ψ0\{0},∗) and H−1(ψ0\{0},∗) = 0, it follows that
C0(ψ,0) = C1(ψ,0) = 0
therefore,
C0(ϕλ,∞) = C1(ϕλ,∞) = 0
(see (4.25) and (4.26)). 
Next we will compute the critical groups of ϕλ at u = 0 (see also Moroz [26]).
Proposition 8. If hypotheses (H) hold and λ > 0, then Ck(ϕλ,0) = 0 for all k 0.
Proof. Let fˆλ(t, x) = λ|x|q−2x+ f (t, x) and set
F̂λ(t, x) =
x∫
0
fˆλ(t, s)ds = λ
q
|x|q + F (t, x).
Then with τ ∈ (q, p] as in hypothesis (H)(v), we have
τ F̂λ(t, x) − x fˆλ(t, x) λ
(
τ
q
− 1
)
|x|q,
x fˆλ(t, x) λ|x|q − c0|x|p for all t ∈ T , all |x| δ0 (4.34)
(see (H)(v)). Since q < τ  p, from (4.34) it follows that there exists δ1 ∈ (0, δ0) such that
τ F̂λ(t, x) − fˆλ(t, x)x 0 for a.a. t ∈ T , all |x| δ1
and
fˆλ(t, x)x > 0 for a.a. t ∈ T , all 0 < |x| δ1.
Reasoning as in the case of the Ambrosetti–Rabinowitz condition (see for example, Gasinski and Papageorgiou [20, p. 298]),
we obtain
F̂λ(t, x) C3|x|τ for a.a. t ∈ T , all |x| δ1 and some C3 > 0. (4.35)
Combining (4.35) with hypothesis (H)(i), we infer that
F̂λ(t, x) C4|x|τ − C5|x|r for a.a. t ∈ T , all x ∈ R, with C4,C5 > 0, r > p. (4.36)
Let u ∈ W and s > 0. We have
ϕλ(su) = s
p
p
∥∥u′∥∥pp − λsqq ‖u‖qq −
b∫
0
F
(
t, su(t)
)
dt
 s
p
p
∥∥u′∥∥pp − λsqq ‖u‖qq − C4sτ ‖u‖ττ + C5sr‖u‖rr
 s
p
p
∥∥u′∥∥pp − λsqq ‖u‖qq + C5sr‖u‖rr . (4.37)
Recall that q < p < r. So, from (4.37) it follows that we can ﬁnd s∗ = s∗(u) > 0 such that
ϕλ(su) < 0 for all s ∈
(
0, s∗
)
. (4.38)
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d
ds
ϕλ(su)
∣∣∣∣
s=1
= 〈ϕ′λ(u),u〉= ∥∥u′∥∥pp − λ‖u‖qq −
b∫
0
f (t,u)u dt
=
(
1− τ
p
)∥∥u′∥∥pp − λ(1− τq
)
‖u‖qq +
b∫
0
[
τ F (t,u) − f (t,u)u]dt
 C6
(∥∥u′∥∥pp + ‖u‖qq)− C7‖u‖r (4.39)
for some C6,C7 > 0 with r > p (see hypotheses (H)(i), (v)). We know that u → ‖u′‖p + ‖u‖q is equivalent to the Sobolev
norm on W (see, for example, Gasinski and Papageorgiou [21, p. 227]). Because q < p < r, if ‖u‖q  1, then ‖u‖qq  ‖u‖pq
and so, ‖u′‖pp + ‖u‖qq  ‖u′‖pp + ‖u‖pq . Therefore, from (4.39) we infer that for ρ ∈ (0,1) small we have
d
ds
ϕλ(su)
∣∣∣∣
s=1
> 0 for any u ∈ W satisfying 0 < ‖u‖ ρ and ϕλ(u) = 0 (4.40)
(see (4.33)). Now let u ∈ ϕ0λ ∩ (Bρ\{0}).
Claim 4. ϕλ(su) 0 for all s ∈ [0,1].
We argue indirectly. So, suppose we can ﬁnd sˆ ∈ (0,1) such that ϕλ(sˆu) > 0. Since u ∈ ϕ0λ and ϕλ is continuous, we can
deﬁne
s1 = min
{
s ∈ [sˆ,1]: ϕλ(su) = 0
}
> sˆ > 0.
Clearly s1 > 0 is the ﬁrst time instant in [sˆ,1] where the function s → ϕλ(su) is zero. We have
ϕ′λ(su) > 0 for all s ∈ [sˆ, s1). (4.41)
Let y = s1u. Then 0< ‖y‖ = s1‖u‖ ‖u‖ ρ and ϕλ(y) = 0. From (4.40), we have
d
ds
ϕλ(sy)
∣∣∣∣
s=1
> 0. (4.42)
Also, we have
ϕλ(s1u) = 0 < ϕλ(su) for all s ∈ [sˆ, s1)
(
see (4.41)
)
,
hence
d
ds
ϕλ(sy)
∣∣∣∣
s=1
= s1 d
ds
ϕλ(su)
∣∣∣∣
s=s1
= s1 lim
s→s−1
ϕλ(su)
s − s1  0. (4.43)
Comparing (4.42) and (4.43) we reach a contradiction. This proves Claim 4.
By choosing ρ ∈ (0,1) even smaller if necessary, we may assume that the origin is the only critical point of ϕλ in Bρ .
Consider the homotopy hˆλ : [0,1] × (ϕ0λ ∩ Bρ) → ϕ0λ ∩ Bρ deﬁned by
hˆλ(s,u) = (1− s)u.
Claim 4 implies that this is a well-deﬁned homotopy, and it shows that the set ϕ0λ ∩ Bρ is contractible into itself.
Next, let u ∈ Bρ with ϕλ(u) > 0.
Claim 5. There exists a unique s(u) ∈ (0,1) such that ϕλ(s(u)u) = 0.
The continuity of s → ϕλ(su), the fact that ϕλ(u) > 0 and (4.38) imply that there exists s(u) ∈ (0,1) such that
ϕλ(s(u)u) = 0. We need to show the uniqueness of s(u). We proceed by contradiction. So, suppose we can ﬁnd 0 < s(u)1 <
s(u)2 < 1 such that
ϕλ
(
s(u)1u
)= ϕλ(s(u)2u)= 0.
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s → ϕλ(ss(u)2u), and so
d
ds
ϕλ
(
ss(u)1u
)∣∣∣∣
s=1
= s(u)1
s(u)2
d
ds
ϕλ
(
ss(u)2u
)∣∣∣∣
s= s(u)1s(u)2
= 0. (4.44)
Since u ∈ Bρ\{0} and ϕλ(s(u)1u) = 0, comparing (4.40) and (4.44), we reach a contradiction. This proves Claim 5.
Claims 4 and 5 imply that, if u ∈ Bρ\{0} with ϕλ(u) > 0, then
ϕλ(su) < 0 for all s ∈
(
0, s(u)
)
, and ϕλ(su) > 0 for all s ∈
(
s(u),1
]
. (4.45)
We deﬁne the map e : Bρ\{0} → [0,1] by
e(u) =
{
1 if u ∈ ϕ0λ ∩ (Bρ\{0}),
s(u) if u ∈ (Bρ\{0}) and ϕλ(u) > 0.
(4.46)
Claims 4 and 5 imply that e(.) is well deﬁned.
Claim 6. e(.) is continuous.
It is clear from (4.46) that it is enough to check the continuity of e(.) at those u ∈ Bρ\{0} such that ϕλ(u) = 0. So,
suppose that {un}n1 ⊂ Bρ\{0} converges to u ∈ Bρ\{0} and ϕλ(un) > 0 for all n  1. Arguing by contradiction and by
passing to a subsequence if necessary, we may assume that s(un) s0 < 1 for all n 1. From (4.45) we have
ϕλ(sun) > 0 for all s ∈ (s0,1], all n 1,
hence
ϕλ(su) 0 for all s ∈ (s0,1].
Then by Claim 4, since ϕλ(u) = 0, we obtain
ϕλ(su) = 0 for all s ∈ (s0,1],
therefore
d
ds
ϕλ(su)
∣∣∣∣
s=1
= 0,
which contradicts (4.40). This proves Claim 6.
Now let ηλ : Bρ\{0} → ϕ0λ ∩ (Bρ\{0}) be deﬁned by
ηλ(u) =
{
u if u ∈ ϕ0λ ∩ (Bρ\{0}),
e(u)u if u ∈ Bρ\{0} and ϕλ(u) > 0.
(4.47)
Claim 5 implies that ηλ is well deﬁned, while Claim 6 guarantees the continuity of ηλ . Then, from (4.47) it follows that
ϕ0λ ∩ (Bρ\{0}) is a retract of Bρ\{0}. We know that Bρ\{0} is contractible in itself. Hence ϕ0λ ∩ (Bρ\{0}) is contractible in
itself (see Dugundji [16, p. 325]). From the deﬁnition of critical groups, we have
Ck(ϕλ,0) = Hk
((
ϕ0λ ∩ Bρ
)
,ϕ0λ ∩
(
Bρ\{0}
))
for all k 0. (4.48)
The contractibility of the sets ϕ0λ ∩ Bρ and ϕ0λ ∩ (Bρ\{0}) implies that
Hk
((
ϕ0λ ∩ Bρ
)
,ϕ0λ ∩
(
Bρ\{0}
))= 0 for all k 0
(see Granas and Dugundji [22, p. 389]), hence Ck(ϕλ,0) = 0 (see (4.48)). 
5. Multiplicity theorems
The main result of this section is the following multiplicity theorem for problem (1.1):
Theorem 2. If hypotheses (H) hold and 2 p < ∞, then there exists λ∗ > 0 such that for λ ∈ (0, λ∗), problem (1.1) has at least three
nontrivial solutions u0 , uˆ, y0 ∈ C1(T ).
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rem 1). So, for λ ∈ (0, λ∗) (see Proposition 5), we can ﬁnd u0 ∈ W such that
ϕλ(0) = 0 <mλ  ϕλ(u0) (5.1)
and
ϕ′λ(u0) = 0. (5.2)
From (5.1) we see that u0 = 0. From (5.2), we have
A(u0) = λ|u0|q−2u0 + N(u0),
hence {
−(∣∣u′0(t)∣∣p−2u′0(t))′ = λ∣∣u0(t)∣∣p−2u0(t) + f (t,u0(t)) a.e. on T ,
u0(0) = u0(b), u′0(0) = u′0(b).
So, u0 ∈ C1(T ) is a nontrivial solution of (1.1).
Claim 7. −∞ < inf{ϕλ(u): ‖u‖ ρλ} < 0 (see Proposition 5).
Since ϕλ maps bounded sets to bounded sets, we have
−∞ < inf{ϕλ(u): ‖u‖ ρλ}.
From (4.35), we know that
F̂λ(t, x) = λ
q
|x|q + F (t, x) C3|x|τ for a.a. t ∈ T , all |x| δ1. (5.3)
We can always choose δ1 ∈ (0, δ0) such that δ1 < ρλ
b
1
p
. So, if ξ ∈ R\{0} and |ξ | δ1, then ‖ξ‖ < ρλ and we have
ϕλ(ξ) = −λ
q
|ξ |qb −
b∫
0
F (t, ξ)dt = −
b∫
0
F̂λ(t, ξ)dt
−C3|ξ |τb < 0
(
see (5.3)
)
,
therefore
inf
{
ϕλ(u): ‖u‖ ρλ
}
< 0.
This proves Claim 7.
Let
α = inf
∂Bρλ
ϕλ − inf
Bρλ
ϕλ > 0
(see Proposition 5 and Claim 7). Let ε ∈ [0,α]. We apply the generalized Ekeland variational principle (see Zhang [29] and
Gasinski and Papageorgiou [21, p. 598]) and obtain uε ∈ Bρλ such that
ϕλ(uε) inf
Bρλ
ϕλ + ε (5.4)
and
ϕλ(uε) ϕλ(y) + ε
1+ ‖uε‖‖y − uε‖ for all y ∈ Bρλ . (5.5)
By (5.5) and since ε ∈ (0,α), we have
ϕλ(uε) < inf
Bρλ
ϕλ + α = inf
∂Bρλ
ϕλ,
hence
‖uε‖ < ρλ. (5.6)
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ψελ (y) = ϕλ(y) +
ε
1+ ‖uε‖‖y − uε‖ for all y ∈ Bρλ .
Evidently, ψελ (.) is locally Lipschitz and from (5.5) we see that uε is a minimizer of ψ
ε
λ . So, we have
0 ∈ ∂ψελ (uε)
(see Clarke [10]), hence
0
(
ψελ
)0
(uε;h) for all h ∈ W ,
therefore
− ε
1+ ‖uε‖‖h‖
〈
ϕ′λ(uε),h
〉
for all h ∈ W .
This yields(
1+ ‖uε‖
)∥∥ϕ′λ(uε)∥∥∗  ε. (5.7)
Let εn = 1n and set un := uεn ∈ Bρλ (see (5.6)). Then
ϕλ(un) → inf
Bρλ
ϕλ as n → ∞
(
see (5.4)
)
(5.8)
and (
1+ ‖un‖
)
ϕ
′
λ(un) → 0 in W ∗ as n → ∞
(
see (5.7)
)
. (5.9)
From (5.9) and Proposition 4, it follows that at least for a subsequence, we have
un → uˆ in W as n → ∞.
Hence
ϕλ(uˆ) = inf
Bρλ
ϕλ < 0 = ϕλ(0) < ϕλ(u0) (5.10)
(see (5.8), Claim 7 and (5.1)), therefore
ϕ′λ(uˆ) = 0. (5.11)
From (5.10) we see that uˆ /∈ {0,u0}, while from (5.11) we infer that uˆ ∈ C1(T ) and solves problem (1.1). Assume that
{0,u0, uˆ} are the only critical points of ϕλ . From (5.10) it follows that uˆ is a local minimizer of ϕλ , and so
Ck(ϕλ, uˆ) = δk,0Z for all k 0. (5.12)
Let
θ1 < inf
Bρλ
ϕλ = ϕλ(uˆ) < 0 < θ2 < ϕλ(u0)
(see (5.10)). We consider the following triple of sets
ϕ
θ1
λ ⊆ ϕθ2λ ⊆ W .
For this triple of sets we consider the corresponding long exact sequence of singular homology groups
· · · → Hk
(
ϕ
θ2
λ ,ϕ
θ1
λ
) j∗−→ Hk(W ,ϕθ1λ ) i∗−→ Hk(W ,ϕθ2λ ) ∂∗−→ Hk−1(ϕθ2λ ,ϕθ1λ )→ ·· · (5.13)
for k  0. Here j∗ is the homomorphism corresponding to the inclusion map j : ϕθ2λ → W , i∗ is the homomorphism cor-
responding to the inclusion i : ϕθ1λ → ϕθ2λ and ∂∗ is the boundary homomorphism. The choice of the numbers θ1, θ2 ∈ R
implies that
Hk
(
ϕ
θ2
λ ,ϕ
θ1
λ
)= Ck(ϕλ,0) ⊕ Ck(ϕλ, uˆ) (see Chang [9, p. 35])
= Ck(ϕλ, uˆ) (see Proposition 8)
= δk,0Z for all k 0
(
see (5.12)
)
. (5.14)
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Hk
(
W ,ϕθ1λ
)= Ck(ϕλ,∞) for all k 0, (5.15)
and from Proposition 7 we know that
C0(ϕλ,∞) = C0(ϕλ,∞) = 0. (5.16)
Finally note that
Hk
(
W ,ϕθ2λ
)= Ck(ϕλ,u0) for all k 0. (5.17)
From (5.14), (5.15), (5.16) we see that in (5.13) only the tail (k = 1) is nontrivial and so, we focus there. From the exactness
of (5.13), we obtain
rank H1
(
W ,ϕθ2λ
)
 1,
hence
rank C1(ϕλ,u0) 1
(
see (5.17)
)
. (5.18)
But recall that u0 is a critical point of mountain pass type. Hence
rank C1(ϕλ,u0) 1
(
see Chang [9]
)
. (5.19)
From (5.18) and (5.19) it follows that
rank C1(ϕλ,u0) = 1,
hence
Ck(ϕλ,u0) = δk,1Z for all k 0. (5.20)
By (4.25) and (4.26), and since τ ∈ (λm, λm+1), we have
Cm(ϕλ,∞) = 0 withm 2.
This, by virtue of Morse relation (2.1), implies that we can ﬁnd y0 ∈ W , a critical point of ϕλ , such that
Cm(ϕλ, y0) = 0. (5.21)
Comparing (5.21) with (5.14), (5.20) and Proposition 8, we conclude that y0 /∈ {0,u0, uˆ}. So y0 ∈ C1(T ) is the third non-
trivial solution of (1.1). 
A careful reading of the proof reveals that all the auxiliary results remain valid under the following alternative set of
hypotheses on f (t, x):
(H′) f : T × R →R is a Caratheodory function such that f (t,0) = 0 for a.a. t ∈ T , and:
(i) for almost all t ∈ T and all x ∈ R∣∣ f (t, x)∣∣ a(t) + c|x|p−1 with a ∈ L1(T )+, c > 0;
(ii) there exist an integer m 2 and a function η0 ∈ L∞(T )+ such that
λm  η0(t) a.e. on T , λm = η0,
and
η0(t) lim inf|x|→∞
f (t, x)
|x|p−2x  limsup|x|→∞
f (t, x)
|x|p−2x  λm+1
uniformly for a.a. t ∈ T ;
(iii) there exist β0 > 0 and μ ∈ (q, p] such that
lim inf|x|→∞
pF (t, x) − f (t, x)x
|x|μ  β0 uniformly for a.a. t ∈ T ;
S. Aizicovici et al. / J. Math. Anal. Appl. 375 (2011) 342–364 363(iv) there exist ηˆ0, θ ∈ L1(T )+ with ηˆ0(t) θ(t) 0 a.e. on T , θ = 0 such that
ηˆ0(t) lim inf
x→0
pF (t, x)
|x|p  limsupx→0
pF (t, x)
|x|p  θ(t)
uniformly for a.a. t ∈ T ;
(v) there exist c0, δ0 > 0 and τ ∈ (q, p] such that
τ F (t, x) f (t, x)x−c0|x|p for a.a. t ∈ T , all |x| δ0.
Example. The following function satisﬁes hypotheses (H′). For the sake of simplicity, we drop the t-dependence:
f (x) =
⎧⎪⎨⎪⎩
λ|x|p−2x+ |x|μ−2x+ (λ + β + 1) if x < −1,
−β|x|p−2x if −1 x 1,
λ|x|p−2x+ |x|μ−2x− (λ + β + 1) if x > 1
with β > 0, λ ∈ (λm, λm+1], m 2 and μ ∈ (q, p].
Then we can state the following multiplicity theorem.
Theorem 3. If hypotheses (H′) hold and 2 p < ∞, then there exists λ∗ > 0 such that for λ ∈ (0, λ∗), problem (1.1) has at least three
nontrivial solutions u0 , uˆ, y0 ∈ C1(T ).
Remark. It is an interesting open problem whether in Theorems 2 and 3 we can drop the restriction 2 p < ∞.
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