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Abstract
Foulkes conjectured that for n= ab and a  b, every irreducible module occurring as a constituent
in 1SnSbSa occurs with greater or equal multiplicity in 1
Sn
Sa Sb . We generalize this to say those
irreducibles also occur in 1SnSd Sc , where cd = n and c, d  a. We prove the generalized conjecture for
a = 2 and a = 3 by explicitly constructing the corresponding tableaux. To do so we develop a theory
of construction conditions for tableaux giving rise to Sb  Sa modules and in doing so, completely
classify all such tableaux for a = 2 and a = 3.
 2004 Elsevier Inc. All rights reserved.
Keywords: Foulkes’ Conjecture; Tableaux; Wreath products
1. Introduction
Foulkes’ Conjecture is an outstanding problem in the areas of plethysms, rational
homotopy theory, multisymmetric functions, and representation theory of symmetric
groups. In representation terms, Foulkes’ Conjecture deals with induced permutation
characters of wreath products of symmetric groups. The wreath product of symmetric
groups Sa and Sb , denoted Sa  Sb , is the normalizer of the Young subgroup
Sa × · · · × Sa︸ ︷︷ ︸
b
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from H to G. From this we can state Foulkes’ Conjecture:
Conjecture 1 (Foulkes’ Conjecture). If a  b then every irreducible character occurring
as a constituent in 1SabSbSa occurs in 1
Sab
SaSb with multiplicity greater than or equal to its
multiplicity in 1SabSbSa .
Foulkes made this conjecture in [7] from his work on plethysms. The a = 2 case was
contained in Thrall’s 1942 work on symmetrized Kronecker powers [18], and proved again
in [13] by James and Kerber using Gaussian coefficients. Coker also gives a proof for
a = 2 using eigenvalues in [4], while Doran proves it in [6] using transition matrices. The
a = 3 case was proven by Dent and Siemons using mappings of unordered partitions [5].
In [1], Black and List formulated Foulkes’ conjecture in terms of matrix incidences and
Wu has rephrase it in terms of rational homotopy theory in [20]. Howe, in [10], used a
plethystic approach to interpret Foulkes’ Conjecture via canonical morphisms between
symmetric power modules. Using this, Brion [3] showed the conjecture holds for b
sufficiently large with respect to a and Briand [2] proved Foulkes’ Conjecture for a = 4.
Also using symmetric powers and plethysms, Stanley [17] places Foulkes’ Conjecture
inside a larger body of open positivity conjectures in Algebraic Combinatorics. With a
more combinatorial approach, Doran gave additional formulations in [6] using tableaux
spaces. We will use some of his ideas in this paper. Doran also suggested generalizing
Foulkes’ Conjecture to:
Conjecture 2 (Generalized Foulkes’ Conjecture). Given n = ab, a  b, if c, d are such
that cd = n, and c, d  a, then every irreducible character occurring as a constituent in
1SnSbSa occurs in 1
Sn
Sd Sc with multiplicity at least as large.
For c = a and d = b this becomes the standard Foulkes’ Conjecture. Note that c, d  a
is necessary. This is easily verified by using GAP [8], which shows that some irreducibles
in 1S12S4S3 do not occur in 1
S12
S6S2 . Conjecture 2 holds for small n (less than 28), by
computer verification, also using GAP [8]. In Section 5 we will prove it holds for a = 2 by
construction. Namely, we will show:
Theorem 1. Given b  2, let n = 2b. If c, d are such that cd = n, and c, d  2, then every
irreducible occurring in 1SnSbS2 occurs in 1
Sn
Sd Sc with equal or larger multiplicity.
We can also prove the following variation on Conjecture 2 for a = 3. The ideas of this
proof are discussed in Section 6.
Theorem 2. Let n = 3b = cd , with c, d  3. Then every irreducible character occurring in
1SnSbS3 occurs in 1
Sn
Sd Sc .
We discuss a version of Foulkes’ Conjecture for the alternating character in Section 2
along with the corresponding versions of our results. In Section 3 we describe the necessary
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this framework was developed by Doran in [6]. We develop the theory and techniques
behind constructing appropriate tableaux in Section 4. The proof of Theorem 1 is given
in Section 5. Since Theorem 2 requires constructing a large number tableaux, we omit
these constructions and just outline the proof in Section 6. Further implications are listed
in Section 7.
2. The alternating character
Since Foulkes’ Conjecture is based on the trivial character, it is natural to ask whether
the conjecture holds for the alternating character. The first question, is what we mean by
the alternating character in terms of induced modules.
Consider, the ‘alternating’ character of the form ((−1)Sab↓Sa Sb)↑Sab , that is, the usual
alternating character of Sab restricted to the subgroup Sa  Sb which is induced back up
to Sab. A brief computer check of Foulkes’ Conjecture using this character shows it holds
for some small values of a and b. In fact, Foulkes’ Conjecture is equivalent to the following
conjecture using the alternating character:
Conjecture 3 (Foulkes’ Conjecture for alternating characters). If a  b then every
irreducible character occurring in ((−1)Sab↓SbSa )↑Sab occurs in ((−1)Sab↓Sa Sb )↑Sab
with multiplicity greater than or equal to its multiplicity in ((−1)Sab↓SbSa )↑Sab .
Naturally, this conjecture also generalizes to:
Conjecture 4 (Generalize Foulkes’ Conjecture for alternating characters). Given n = ab,
a  b, if c, d are such that cd = n, and c, d  a, then every irreducible character occurring
in ((−1)Sn↓SbSa )↑Sn occurs in ((−1)Sn↓Sd Sc)↑Sn with multiplicity at least as large.
Showing the equivalences of Conjectures 1 or 2 (Foulkes’ Conjecture for trivial
characters), and Conjectures 3 or 4 (Foulkes’ Conjecture for alternating characters) is
straight forward. We will assume Conjecture 1 (or Conjecture 2) holds and prove the
alternating character version. The same argument shows the reverse equivalence.
Proof. First recall that if S is a subgroup of finite index in G, F an S-module and E a
G-module over a field, then there is an isomorphism IndGS (ResS(E)⊗F)  E ⊗ IndGS (F ).
(See Chapter XVIII, §7 of [14].) Note that here we have used Ind for induction and Res
for restriction of modules. Also, let G = Sn, S = Sa  Sb and T = Sb  Sa or Sd  Sc as
appropriate. Let E be the G-module corresponding to the character (−1) on G. Since we
are working over C, we will use C to denote the trivial module over any group.
The characters we’re comparing are χS = IndGS (ResS(E)) = (−1)Sab↓SbSa↑Sab
and χT = IndGT (ResT (E)). Then χS  IndGS (ResS(E) ⊗ C)  E ⊗ IndGS (C) by the
isomorphism mentioned above. Similarly for χT . Switching notation back to characters,
we get χS  (−1)G1G and χT  (−1)G1G.S T
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for some character ψ . Then χS = (−1)G(1GT +ψ) = (−1)GT 1GT +(−1)Gψ . Hence χS  χT
as desired. 
Applying this argument to Theorem 1, we have:
Theorem 3. If 2  b then every irreducible character occurring in ((−1)S2b↓SbS2)↑S2b
occurs in ((−1)S2b↓S2Sb)↑S2b with multiplicity greater than or equal to its multiplicity in
((−1)S2b↓SbS2)↑S2b .
Similarly, Theorem 2 gives:
Theorem 4. Given n = 3b, 3  b, if c, d are such that cd = n, and c, d  3, then every
irreducible character occurring in ((−1)Sn↓SbS3)↑Sn occurs in ((−1)Sn↓Sd Sc )↑Sn .
In addition to these theorems, the previous results on Foulkes’ Conjecture now hold for
the alternating character as well. Namely, Foulkes’ Conjecture for alternating characters is
true for a = 2, 3, and 4 as well as a  b by the results mentioned in Section 1.
Given the success of replacing the trivial character in Foulkes’ Conjecture with this
‘alternating’ character, it is natural to investigate if other definitions of an alternating
character yield similar results. One suggestion was to try (−1)SabSaAb − (−1)
Sab
Sa Sb for an
induced alternating character in place of 1SabSa Sb in Foulkes’ Conjecture. Alas, a simple
computer check via GAP [8], shows Foulkes’ Conjecture for this character fails when
a = 3 and b = 4. Other variations on this character, such as (−1)SabAa Sb − (−1)
Sab
SaSb also
fail at those values.
Arising from our construction of the alternating character is a more general character
construction. If χ is a character of Sab, consider the character formed by restriction χ to
Sb  Sa and then inducing back up to Sab , that is χ↓SbSa↑Sab . Foulkes’ Conjecture the
leads to the question:
Let n = ab = cd . For which characters χ of Sn, do the irreducible characters of
χ↓SbSa↑Sn occur in χ↓Sd Sc↑Sn with multiplicity at least as large?
The Generalized Foulkes’ Conjecture is the case χ = 1. We’ve shown its equivalence
with χ = −1 in the alternating character case. The question for other characters remains
open.
3. Background
3.1. Tableaux
A partition λ = [λ1, . . . , λ] of a number n is an ordered tuple of positive integers such
that
∑
λi = n and λi  λi+1 > 0; it is denoted by λ  n. The length of λ is . A Ferrers
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stack of boxes with row i having λi boxes.
A tableau of shape λ is a filling of the Ferrers diagram [λ] with a set of elements,
usually the positive integers. It is said to have content α = [α1, . . . , αk] if the integer i
occurs exactly αi times. A tableau is semi-standard if the entries are weakly increasing
along the rows and strictly increasing along the columns. This notation is standard and
further discussion can be found in [6,16].
Example 3.1. Let
P =
1 2 5
4 2
3
, Q =
1 1 5
2 2
3 3
, and R =
1 1 2
2 3 3 .
Then P is a [3,2,1]-tableaux of content α = [1,2,1,1,1], while Q has shape λ = [3,2,2]
and content α = [2,2,2,0,1]. Similarly, R has shape [3,3] with content [23] = [2,2,2].
Both Q and R are semi-standard, but P is not.
3.2. Combinatorial structures
There are two different permutation actions on tableaux, an action permuting the entry
positions in the tableau and an action permuting the numbers filling the tableau. These
actions commute with each other.
Let T be a λ-tableau, filled with the numbers 1 to a, where λ  n. The permutation
of entry positions corresponds to an action of Sn on T . View the entry positions (i.e.,
boxes) of T as labelled 1 to n. Then σ ∈ Sn acts on T by permuting the entries in the
positions moved by σ . To avoid confusion between entry positions and numbers in T , we
will denote all entry positions with the subscript T when necessary. The permutation action
of the numbers corresponds to their permutation by π ∈ Sa .
Example 3.2. Take n= 6, λ = [3,2,1], and a = 3. Consider
T =
3 3 1
1 2
2
.
In terms of entry positions, we label T as
1T 2T 3T
4T 5T
6T
.
So for σ = (23)T ∈ S6, we have
σT =
3 1 3
1 2 ,
2
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πT =
2 2 1
1 3
3
.
We generally restrict the action of Sn to two subgroups. Let RT be the subgroup of
Sn which set-wise fixes the rows of T , namely the row permutations. Denote this action
by σT for σ ∈ RT . Let CT be the subgroup of Sn which set-wise fixes the columns
of T , namely the column permutations. This action is denoted τT for τ ∈ CT . If λ′ is
the conjugate partition of λ (i.e., the partition corresponding to column lengths) we have
that RT ≈ Sλ1 × · · · × Sλ and CT ≈ Sλ′1 × · · · × Sλ′′ . Viewing the subgroups under these
isomorphisms, we can label the entry positions by labelling each row (respectively column)
with 1 to λi (respectively λi′ ). Under these labellings we write σ (respectively τ ) and a
direct product of the permutations for each row (respectively column).
Example 3.3. Let
T = 1 1 22 3 .
Then for RT we view T as labelled
1T 2T 3T
1T 2T .
Likewise we use the labelling
1T 1T 1T
2T 2T
for CT . Applying these actions to T , gives the following sets
{σT | σ ∈RT } =
{ 1 1 2
2 3 ,
1 2 1
2 3 ,
2 1 1
2 3 ,
1 1 2
3 2 ,
1 2 1
3 2 ,
2 1 1
3 2
}
with each element occurring twice,
{τT | τ ∈CT } =
{ 1 1 2
2 3 ,
2 1 2
1 3 ,
1 3 2
2 1 ,
2 3 2
1 1
}
,
{πT | π ∈ Sa} =
{ 1 1 2
2 3 ,
2 2 1
1 3 ,
3 3 2
2 1 ,
1 1 3
3 2 ,
2 2 3
3 1 ,
3 3 1
1 2
}
,
CT =
{
()T × ()T × ()T , (12)T × ()T × ()T , ()T × (12)T × ()T , (12)T × (12)T × ()T
}
.
Note that the actions of σ and τ do not commute, but π commutes with both σ and τ .
Given λ a partition of n= ab, let Wλ,a be the set of all tableaux of shape λ and content
[ba] = [b, . . . , b], where the entries are 1 to a. Let Sλ,a be the set of all semi-standard
tableaux in Wλ,a . These sets and the following constructions are developed by Doran in [6].
R. Vessenes / Journal of Algebra 277 (2004) 579–614 585Note that when b = 1, Sλ give rise to the Specht modules which are discussed extensively
in [12,16]. The partitions of n index the Specht modules Sλ, which in turn correspond to
precisely the irreducible modules of Sn.
From Wλ,a we can construct the complex vector space Wλ,a with the tableaux as a
basis. The action of Sa on the tableaux give rise to a permutation representation. Inside
Wλ,a we construct the following objects.
Definition 3.4. Let T ∈ Wλ,a . Let ε(τ ) be the sign of τ as a permutation. Inside Wλ,a we
have:
(a) eT =∑σ∈RT ∑τ∈CT ε(τ )στT .
(b) qT =∑π∈Sa ∑σ∈RT ∑τ∈CT ε(τ )πστT .
(c) mT =∑π∈Sa ∑σ∈RT πσT .
The tableaux are independent basis for Wλ,a , so for T1, T2 ∈ Wλ,a , we have T1 + T1 =
2T1 but T1 + T2 = T1 + T2.
Example 3.5. Let
T = 1 12 2 ,
then
eT = 4 ×
{ 1 1
2 2 +
2 2
1 1
}
− 2
{ 1 2
2 1 +
2 1
1 2 +
2 1
2 1 +
1 2
1 2
}
.
Here, symmetry gives qT = 2eT .
Definition 3.6. From eT and mT we can construct the following subspaces of Wλ,a :
(a) Sλ,a = C[eT | T ∈Wλ,a].
(b) Mλ,a = C[mT | T ∈ Wλ,a].
These spaces are Sa-modules. We have {eT | T ∈ Sλ,a} as a basis for Sλ,a , and
{mT | T ∈ Sλ,a/Sa} as a basis for Mλ,a . The set {qT | T ∈ Wλ,a} generates Sλ,a ∩ Mλ,a
but does not form a basis. Background on these spaces and the proofs of the statements
may be found in [6].
In [6], Doran uses Gay’s result from [9]:
Lemma 3.7 (Gay’s result). The multiplicity of the irreducible module Sλ in 1SabSbSa equals
the multiplicity of the trivial representation in Sλ,a .
From this, Doran reformulated Foulkes’ Conjecture to:
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1SabSbSa .
Hence Foulkes’ Conjecture is equivalent to proving dim(Sλ,a ∩ Mλ,a)  dim(Sλ,b ∩
Mλ,b) for a  b and all λ  n. Proving Conjecture 2 reduces to showing dim(Sλ,a ∩
Mλ,a) dim(Sλ,c ∩Mλ,c) for ab = n= cd with c, d  a for all λ  n.
Rephrasing this in terms of tableaux, proving Theorem 1 is equivalent to exhibiting mλ
non-zero linearly independent qT , where T has shape λ and content [dc] and mλ is the
multiplicity of Sλ in 1S2bSbS2 . Similarly, Theorem 2 is provable by exhibiting a non-zero qT
with T having shape λ and content [dc], for all λ such that the multiplicity of Sλ in 1S3bSbS3
is non-zero.
4. Theory of tableaux construction
Throughout this paper we will use T to represent an arbitrary tableau filled with 1 to a,
σ an element of RT , τ an element of CT , and π an element of Sa .
Remark 4.1. Some standard properties of eT and qT are:
(a) eτT = ε(τ )eT .
(b) eπT = πeT .
(c) qπT = πqT = qT .
(d) qT =∑π∈Sa πeT .(e) qτT = ε(τ )qT .
These are standard computations, which are discussed in [6,16]. This shows that we can
ignore the effects of permuting entries when constructing the tableaux. Also, we may order
the columns however we choose at the cost of a sign.
4.1. Filling tableaux
Definition 4.2. In T , the weight of a number x in row i , denoted ωi(x), is the number
of times x occurs in row i of T . When T is not clear from context, we write ωi(x|T )
in place of ωi(x). We extend this so that ωi(x1, . . . , xj |T ) = (ωi(x1|T ), . . . ,ωi(xj |T )).
Implicitly, we take ωi(T ) = (ωi(1), . . . ,ωi(a)), which is called the row-weight of row i
of T . Similarly,
ω(xj )=

ω1(xj )...
ω(xj )


is the weight vector of xj of T . Hence ω(T ) is the matrix corresponding to ωi(j |T ). Note
that row permutations do not effect weight, so ω(σT )= ω(T ).
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T =
1 2 2
3 4 4
5 5
.
We have
ω(T )=
(
1 2 0 0 0
0 0 1 2 0
0 0 0 0 2
)
.
From this we can read that ω2(3)= 1.
Weights for a tableau are only comparable with tableaux of the same shape and content.
Recall that Wλ,a is the set of all λ-tableaux with content [ba]. Let Na be the set of all
a-tuples w with non-negative integer entries and Na, those a ×  matrices. Then we can
view the row-weight function as a linear operator ωi :Z[T | T ∈ Wλ,a] → Z[w | w ∈ Na],
where {w | w ∈ Na} is a Z-basis, or correspondingly, ω :Z[T | T ∈ Wλ,a] → Z[w | w ∈
Na,], with  = (λ).
This means we treat weights like linearly independent basis in Z[w | w ∈Na,]. Hence
ω(T1 + aT2)= ω(T1)+ aω(T2). If
T1 = 1 12 and T2 =
2 1
1
then ω1(T1) = (2,0) and ω1(T2) = (1,1). So ω1(T1 + T2) = (2,0) + (1,1) and ω1(T1 +
T1) = (2,0)+ (2,0)= 2 · (2,0). For convenience, we take ω(0)= 0.
Definition 4.4. Let rowsumT (i) be the sum of all the entries in row i of T .
Lemma 4.5. eT = 0 iff T has a repeat entry in a column.
Proof. (⇒) It suffices to show that if T has no repetitions within a column, then eT = 0.
By Remark 4.1 column permutations only change the sign of eT , so without loss of
generality, we may assume the columns of T are strictly increasing. If eT = 0 then there
exists σ ∈ RT , τ ∈ CT such that ε(τ ) = −1 and στT = T ; we say that T cancels in the
summation. Since T cancels, we must have ω(στT )= ω(T ) and so ω(τT )= ω(T ). This
implies that rowsumT = rowsumτT for all rows.
Let r be the first row in which τ moves an entry of T . Let αi1 , . . . , αik be the entries of
row r moved by τ . Say τ moves βj to αij . Since r is the first row moved by τ , βj > αij .
Then
rowsumT (r)=
k∑
j=1
αij +
∑
i =ij
αi <
k∑
j=1
βj +
∑
i =ij
αi = rowsumτT (r).
Contradiction. Therefore eT = 0.
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Knowing that any tableaux with repeated numbers in a column makes eT = 0 is very
useful for our construction of non-zero tableaux. We summarize this fact as follows:
Lemma 4.6. Any tableaux T filled with the numbers 1 to a having more than a rows will
have eT = 0 and qT = 0, as will any T having repetitions within a column.
Hence every tableaux T filled with the numbers 1, 2, and 3 with qT = 0 will have at
most three rows and all column entries will be distinct. Due to this, we will assume from
now on that all tableaux have distinct column entries.
Notation. Many of the tableaux we construct will have multiple identical columns. We call
a group of such columns a column block. For both clarity and space we denote a column
block by one copy of the column and the number of repetitions listed above. If the number
of column copies is omitted, it is assumed to be one. For example,
T = 1 1 12 2 2
would be denoted by
T =
3
1
2
.
While
T =
K L M N
1 1 1 2
2 2 3 3
3
has
K copies of
1
2
3
, L copies of 12 , M copies of
1
3 , N copies of
2
3 .
We call the columns of T having only one entry the tail of T . When specifying T by
column blocks, we may omit the tail, provided the content of T is known. The rest of T is
called the body. For instance, if
T =
2
1 1 2 2 3
3 2 4
4
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T =
2
1 1 2
3 2 4
4
instead. It is assumed that any entries not specified are contained in the tail. Note that by
default an omitted tail will only contain those numbers which appear in the body.
We also use this abbreviated notation when describing elements of CT . We write τ ∈CT
as a direct product of permutations on the column blocks. Since the only permutation
possible on the tail is the identity, we omit the blocks corresponding to the tail. Hence for
T listed above, τ is of the form
2
τ1 ×τ2 × τ3.
We write Kτi if the same permutation τi is to be applied to K columns within a column
block. When K is less than the size of the column block, we understand Kτi to mean that τi
is applied to all K of the columns (determined by context) and the identity permutation is
applied to the remaining columns within the block. For instance, on the previous T there
are two permutations of the form
1
(13)T ×()T × (12)T ,
which produce
4 1 1 4
3 3 2 2
1 4
and
1 4 1 4
3 3 2 2
4 1
.
4.2. Showing tableaux are non-zero
Definition 4.7. A tableau T is said to be non-zero if qT = 0. Two tableaux are said to be
distinct if qT1 = ±qT2 , otherwise T1 and T2 are said to be equivalent.
Since qT involves many summands, showing qT = 0 by direct summation is not
practical. Instead, we use a technique called weight-set counting. Weight-set counting
involves summing only those tableaux with a given weight; if that sum is non-zero, the
entire qT summation must be non zero.
Definition 4.8. Given a tableau T , let ω(T ) = (x¯1, . . . , x¯a), where x¯j is the weight vector
ω(j |T ) = x¯j of the element j in T . A weight assignment of T is a pairing between the
set of elements of T with the set weight vectors of ω(T ). We denote the pairing of the
weight vector x¯j with the element kj by ω(kj |T ∗) = x¯j (the T ∗ represents a possible
tableau which has the weight of kj being x¯j ). Note that if the vectors x¯j and x¯j ′ are equal,
the weight assignment pairing kj with x¯j is the same as the weight assignment pairing kj
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how we label the vectors. We usually indicate a weight assignment by writing (k1, . . . , ka),
by which we mean ω(k1, . . . , ka|T ∗)= (x¯1, . . . , x¯a) = ω(T ).
Given a permutation π we can create a weight assignment by assigning the element
π(k) to x¯k , since ω(π(k)|πT ) = ω(k|T ) = x¯k . Similarly, given such pairing (k1, . . . , ka)
we can construct a permutation π by taking π = (k1, . . . , ka) in one-line notation. For
example, let
T =
1 1 1
2 2 3
3
.
Then
ω(T ) =
( 3 0 0
0 2 1
0 0 1
)
.
The weight assignment (3,1,2) means
ω
(
3,1,2
∣∣T ∗)=
( 3 0 0
0 2 1
0 0 1
)
for some tableau T ∗.
This weight assignment corresponds to the weight permutation π = (132) in cycle notation
(from left to right).
Note however that such a listing (k1, . . . , ka) of a weight assignment is not necessarily
unique. For instance, if x¯1 = x¯2 then (k1, k2, k3, . . . , ka) and (k2, k1, k3, . . . , ka) represent
the same weight assignment (pairing) but give rise to different permutations. The numbers
of such permutations corresponding to the same weight assignment depends only on the
vector symmetries of ω(T ). This number is denoted s(ω(T )).
For example, if T = 1 1 2 2 3, then ωT = (2,2,1). There are three distinct weight
assignments of T corresponding to which of the three elements is assigned a weight
of 1. Since there are two permutations arising from such an assignment (for instance
ω(213|T ) = (2,2,1) as well) we have s(ω(T ))= 2.
Definition 4.9. A weight assignment (k1, . . . , ka) is valid for T if there exists τ ∈ CT
such that ω(k1, . . . , ka|τT ) = ω(T ), i.e., T ∗ = τT . If this happens we say τ is valid for
(k1, . . . , ka); otherwise τ is invalid. Given a valid τ , we say τ is positive if ε(τ ) = 1 and
negative if ε(τ )= −1.
Example 4.10. Let
T =
1 2 2 2 3 3 4
3 1 1 .
4 4
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ω(T )=
(
1 3 2 1
2 0 1 0
0 0 0 2
)
.
Recall that for CT we use the labelling
1T 1T 1T
2T 2T 2T
3T 3T
(the tail is omitted since all column permutations on it are trivial). Now (2,3,1,4) is a
valid weight assignment since τ = (12)T × (12)T × (12)T ∈CT has
τT =
3 1 1 2 3 3 4
1 2 2
4 4
with ω(τT ) =
(
2 1 3 1
1 2 0 0
0 0 0 2
)
.
So ω(2,3,1,4|τT ) = ω(T ). The weight assignment, (2,3,1,4) corresponds to the
permutation π = (123) in cycle notation, meaning ω(1,2,3,4|τT ) = ω(1,2,3,4|πT ).
However, (1,4,3,2) is not a valid weight assignment since then we must have
ω3(2|τT ) = 2 for some τ , but there is no column permutation that will put two 2’s in the
third row. We will make frequent use of weight assignments in order to determine when T
is non-zero.
Definition 4.11. Given T , consider the following functions:
• P(π(T )) = the number of τ ∈ CT such that ε(τ ) = 1 and ω(π−1(1), . . . , π−1(a)|
τT )= ω(T ).
• N(π(T )) = the number of τ ∈ CT such that ε(τ ) = −1 and ω(π−1(1), . . . , π−1(a)|
τT )= ω(T ).
• P(T ) =∑π P(π(T )), where π correspond to distinct weight assignments of ω(T ).• N(T )=∑π N(π(T )), where π correspond to distinct weight assignments of ω(T ).
Theorem 5 (Weight-set counting). If qT = 0 then P(T )= N(T ).
Proof. Let D be the set permutations corresponding to distinct weight assignments of T .
qT = 0 (4.1)
⇒
∑
π
∑
σ
∑
τ
ε(τ )ω(σπτT )= 0 (4.2)
⇒
∑
π
∑
τ
ε(τ )ω(πτT )= 0 (4.3)
⇒
∑∑
ε(τ )ω(πτT )= 0 s.t. ω(1, . . . , a|πτT )= ω(T ) (4.4)
π τ
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∑
π
∑
τ
ε(τ )= 0 s.t. ω(1, . . . , a|πτT ) = ω(T ) (4.5)
⇒
∑
π
∑
τ
ε(τ )= 0 s.t. ω(π−1(1), . . . , π−1(a)∣∣τT )= ω(T ) (4.6)
⇒ s(ω(T )) ∑
π∈D
(
P(πT )−N(πT ))= 0 (4.7)
⇒ s(ω(T ))(P(T )−N(T ))= 0 (4.8)
⇒ P(T )−N(T )= 0. (4.9)
If qT = 0, taking the weight of both sides gives Eq. (4.2). Since row permutations do
not effect weights, we can reduce to Eq. (4.3). As distinct weights cannot cancel, we can
consider only those tableaux with the same weight as ω(T ). Hence we must have line (4.4).
Since we are only summing over tableaux of a fixed weight we may drop the weight from
the sum and simply add the sign of τ , giving line (4.5). By definition of weight assignments,
ω(1, . . . , a|πτT ) = ω(π−1(1), . . . , π−1(a)|τT ). Hence we get Eq. (4.6). Restricting the
sum to distinct weight-sets gives the factor of s(ω(T )) and if we split over the sign of τ ′
we get line (4.7). By definition this is the same as line (4.8). Factoring out s(ω(T )) yields
line (4.9). Thus P(T )= N(T ). 
Another way to view this theorem is: If qT = 0 then ∑AT ε(τ ) = 0, where AT ={τ ∈ CT | ω(τT ) = ω(πT ), for some π ∈ Sa}. An easy application of this theorem is
the following useful lemma.
Lemma 4.12. If T is a tableau consisting of a single column block (and an arbitrary tail),
for instance
T =
K
1
2
,
then qT = 0 iff K even.
Proof. We have
w = ω(T )=
(
K 0
0 K
)
.
So there are two distinct weight assignments for T , namely ω(1,2|T ∗) = w and
ω(2,1|T ∗) = w. We wish to determine for which τ does T ∗ = τT satisfy one of these
equations. For ω(1,2|τT ) = w, we must have K 2’s in the second row. Hence none of the
columns of T may move. The only τ satisfying this is
τ = K()T ,
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exchange row 1 and row 2 for every column in T . Therefore
τ = K(12)T and ε(τ )= (−1)K.
Hence when K is even, we have P(T ) = 2 and N(T ) = 0 so qT is non-zero. (The same
ideas apply for T having more than two rows.)
When K is odd, however, we have P(T ) = N(T ) so the Theorem 5 does not apply.
Instead, let
τ = K(12)T .
Let π ∈ Sa be the corresponding entry transposition (in our example π = (12)). Then
πτT = T and ε(τ )= −1. Thus qπτ t = πqτT = qτT = ε(τ )qT = −qT . So qT = 0. 
It is also true that if qT = 0, it is non-zero by weight-set counting on some weight
ω(τT ). That is we cannot have P(τT ) = N(τT ) for all τ ∈ CT and still have qT = 0.
This fact is not needed for our results and so the proof is omitted. It can be found in the
forthcoming thesis [19].
Theorem 6. The only irreducible characters occurring in 12bSbS2 are those corresponding
to all partitions λ = [λ1, λ2] where λi is even. Moreover, these characters occur with
multiplicity 1.
Proof. By Theorem 3.7 we need only consider those shapes with qT non-zero. By
Lemmas 4.1 and 4.6 any distinct non-zero tableau filled with b 1’s and b 2’s must be
equivalent to
T =
K
1
2
(not including tail). Hence there is at most one distinct non-zero tableau for any shape λ.
By Lemma 4.12, when λ = [2b−K,K] then qT = 0 iff K is even. Since 〈qT 〉 = Sλ,2 ∩Mλ,2
we must have dim(Sλ,2 ∩Mλ,2)= 1 if K is even and zero otherwise.
This is a well known result, appearing in [11,15]. 
The weight-set counting of Theorem 5 is useful for much more complicated tableaux as
well. To illustrate the general usage of the theorem, we list here a slightly more involved
example:
Example 4.13. To see directly how weight-set counting works, consider the following
example. The tableau Q1 is listed below using the column block notation, with the
conditions on the block size listed on its right:
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A A B B C
2 2 2 3 1
1 4 4 1 4
3 3
A + B + C = d,
2A + B < d,
C even,
A,B > 0.
Q1 has weight
ω2,3 =
(
A + B 0 0 d
0 0 2A 0
)
and shape λ = [3d − 2A − B, d + A + B,2A].
We want to show that qQ1 = 0, which we do by showing P(Q1) − N(Q1) = 0. Now
P(Q1) is the number of τ ∈CQ1 with ε(τ )= 1 such that ω(i1, i2, i3, i4|τQ1) = ω(Q1) for
some distinct weight assignment (i1, i2, i3, i4). (Equivalently, τ is such that {ω(i|τQ1) |
i = 1,2,3,4} = {ω(i|Q1) | i = 1,2,3,4}.) Similarly, N(Q1) is those with ε(τ ) = −1.
The easiest way to count these τ is to use weight assignments. First we determine which
weight assignments might be possible using some general properties of the tableau. Then
we count how many τ correspond to each weight assignment (i.e., for which τ is the
weight assignment valid) and determine ε(τ ). Finally, we add this signed sum to determine
P(Q1)−N(Q1).
First we want to determine which weight assignments are possible for Q1. That is,
determine for which 4-tuples x = (i1, i2, i3, i4) there might exist τ ∈ CQ1 such that
ω2,3(x|τQ1)=
(
A + B 0 0 d
0 0 2A 0
)
.
Let
w =
(
A + B 0 0 d
0 0 2A 0
)
.
Simply looking at Q1, there are a few restrictions on what x can be.
Notice the body contains d copies of the elements 1 and 4, but fewer than d copies of 2
and 3 since 2A + B < d . Also note that the body of τQ1 contains the same elements as the
body of Q1. This implies that not all elements can have d copies in row two of τQ1 for
some τ . If ω2,3(x|τQ1) = w then either ω2(1|τQ1) = d or ω2(4|τQ1) = d ; namely, only
the elements 1 and 4 may have ω2(i|τQ1) = d . Hence any valid weight assignment must
have i4 = 1 or 4. If ω2(1|τQ1)= d , then there is only one other non-zero weight to assign
in row two. So as B > 0 the remaining columns (the second A block and the first B block)
must have the same element in row two, namely 2 or 4. That means we must have either
ω2(2|τQ1)= A+B or ω2(4|τQ1) = A+B; so the weight assignment must have i1 = 2 or 4.
Similarly, if ω2(4|τQ1) = d , then since B > 0 we must have either ω2(1|τQ1) = A + B or
ω2(3|τQ1)= A + B, that is i1 = 1 or 3.
We also consider which elements j may have ω3(j |τQ1) = 2A and find that only
with j = 2 or 3 may this occur; these are the only elements for which both A blocks
will be the same in row three. (That is if ω2,3(τQ1) = w then either ω3(2|τQ1) = 2A
or ω3(3|τQ1)= 2A, so any valid weight assignment has i3 = 2 or 3.)
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ω2,3(x|τQ1)=
( A + B 0 0 d
0 0 2A 0
)
τQ1 τ # ε(τ )
x = (1,2,3,4)
A A B B C
2 2 2 3 1
1 4 4 1 4
3 3
A
()× A()× B() × B() × C() 1 (−1)0
x = (1,3,2,4)
A A B B C
3 3 2 3 1
1 4 4 1 4
2 2
A
(13)× A(13) × B()× B() × C() 1 (−1)2A
x = (3,1,2,4)
A A B B C
1 3 2 1 1
3 4 4 3 4
2 2
A
(132) × A(13)× B() × B(12)× C() 1 (−1)A+B
x = (4,2,3,1)
A A B B C
2 2 2 3 4
1 4 4 1 1
3 3
A
()× A()× B() × B() × C(12) 1 (−1)C
x = (4,3,2,1)
A A B B C
3 3 2 3 4
1 4 4 1 1
2 2
A
(13)× A(13) × B()× B() × C(12) 1 (−1)2A+C
x = (2,4,3,1)
A A B B C
2 4 4 3 4
1 2 2 1 1
3 3
A
()× A(12) × B(12)× B() × C(12) 1 (−1)A+B+C
There are six distinct weight assignments x = (i1, i2, i3, i4) meeting these conditions:
(1,2,3,4), (1,3,2,4), (3,1,2,4), (4,3,2,1), (4,2,3,1), and (2,4,3,1). In the table
above (see Table 1), for each weight assignment we list type of tableau τQ1 for which
it is valid, the form τ used, the number of such τ , and the sign of τ . This is an easy way
to summarize the counting of τ and their signs. (We will omit the subscripts Q1 when
writing τ for easy reading. Remember that τ acts on the entry positions of Q1 and not the
elements.)
To see how we obtain such a table, consider the last row. We want a tableau τQ1 such
that ω2,3(2,4,3,1|τQ1) = w. This means that ω3(3|τQ1) = 2A so τ cannot move any
entries in row 3. We also have ω2(4|τQ1) = 0. Examining Q1, we know that τ acts non-
trivially on the second column block A, the first column block B and column block C,
namely
τ = A∗ × A(12)T ×
B
(12)T × B∗ ×
C
(12)T .
If τ were to act non-trivially on the first column block A or the second column block B, the
number of 1’s in row two of τQ1 would decrease. Since we must have ω2(1|τQ1) = d ,
this cannot happen. Hence
τ = A()T ×
A
(12)T ×
B
(12)T ×
B
()T ×
C
(12)T
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such a τ exists and is unique. For reference, τ and τQ1 are listed. Once τ has been
determined, computing ε(τ )= (−1)A+B+C is straight forward.
Finally, to compute the weight sum for w we sum the product of the number of τ with
the sign of τ , that is # ·ε(τ ). Here the sum is 1+1+ (−1)A+B +1+1+ (−1)A+B. This sum
is between 2 and 6, depending on the parity of A and B. Since it is non-zero in all cases,
Theorem 5 shows qQ1 = 0.
4.3. Joining tableaux
Definition 4.14. The join of two tableaux, U and V , denoted U ∨V is a way of combining
tableaux together. If the entries of U and V are not disjoint, renumber V so that they are.
For instance if U contains the numbers 1 to n and V contains the numbers 1 to m we first
renumber V with the numbers n+ 1 to n+m. Then concatenate the tableaux and sort the
columns by length. Note that entries of every column remain fixed, only the order of the
columns change.
Example 4.15. Take
U =
1 1 3
2 2 4
3 4
and V =
1 2 2
2 4 4
3
.
We renumber V to get
V =
5 6 6
6 8 8
7
.
Concatenation gives
1 1 3
2 2 4
3 4
5 6 6
6 8 8
7
.
When sorted we get
T = U ∨ V =
1 1 5 3 6 6
2 2 6 4 8 8
3 4 7
.
Note that since applying permutations of Sa to a tableaux has no effect on qT and mT , the
numbering of a tableau is irrelevant. Also, any σ ∈ RT that only interchanges columns will
commute with all τ ∈ CT . Hence column sorting has no effect of eT , qT , and mT , since
there is no sign change for row permutations. This join operation also joins the weight-sets,
namely ω3(U ∨ V )= ω3(U), ω3(V ) = (0,0,1,1,0,0,1,0).
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to a. The weights, ω(U) and ω(V ) are disjoint (equivalently, ω(T ) splits over U and V ), if
every valid weight assignment of ω(T ), can be obtained from concatenating valid weight
assignments of ω(U) and ω(V ).
Say ω(1, . . . ,m|U)= (x¯1, . . . , x¯m) (the x¯i are weight vectors) and ω(m+1, . . . , a|V )=
(x¯m+1, . . . , x¯a). So ω(1, . . . , a|T )= (x¯1, . . . , x¯a). Consider a valid weight assignment of T
assigning to the element j the weight vector x¯kj . So then ω(1, . . . , a|τT )= (x¯k1, . . . , x¯ka )
for some τ ∈ CT . This restricts to a valid weight assignment of τ |UU by considering
only the elements 1 to m. This restriction is unique because a weight assignment is
defined by the vector-element pairing, not the label assigned to the vector. If this restriction
corresponds to a weight assignment of ω(U) (i.e., the weights assigned to elements 1 to
m are the same as the weights of ω(U) as vectors) then the weight assignment of T arose
from valid weight assignments of U . Similarly for V .
By restricting to a weight assignment of ω(U) we mean {x¯ki | i = 1, . . . ,m} = {x¯i | i =
1, . . . ,m}, i.e., the weights assigned to U are equivalent to those of ω(U). If this result is
a weight assignment of ω(U), it is valid for the tableau τ |UU . If this is true for all valid
weight assignments of T , then ω(T ) splits (the weights of U and V are disjoint).
Example 4.17. Consider
U = 1122 and V =
3 3 3 3
4 4 4 4 .
So
T = 1 1 3 3 3 32 2 4 4 4 4 and ω2(1,2,3,4|T )= (0,2,0,4).
There are four valid weight assignments possible for T :
ω2
(
1,2,3,4
∣∣T ∗)= (0,2,0,4),
ω2
(
1,2,3,4
∣∣T ∗)= (2,0,0,4),
ω2
(
1,2,3,4
∣∣T ∗)= (0,2,4,0),
ω2
(
1,2,3,4
∣∣T ∗)= (2,0,4,0).
(Recall that T ∗ represents any possible tableau τT .)
When we restrict these weight assignments to U we get two possible assignments
for U , ω2(1,2|U∗) = (0,2) and ω2(1,2|U∗) = (2,0). Since the original weight of U is
ω2(1,2|U)= (0,2), both of these assignments are assignments of (0,2) and both are valid
for U (simply take τU = () and τU = (12)T × (12)T ). A similar argument holds for V .
Thus the ω(T ) splits over U and V .
However, weight-set disjointness is highly dependent on the filling of T . Consider
instead,
U = 1 1 and V = 4 3 .2 2 3 4
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T = 1 1 4 32 2 3 4 and ω2(1,2,3,4|T )= (0,2,1,1).
Then ω2(1,2,3,4|T ∗) = (1,1,2,0) is a valid weight assignment for T by T ∗ = τT with
τ = (12)T × ()T × ()T × (12)T . However, ω2(1,2|U∗) = (1,1) it is not a valid weight
assignment of ω2(U) = (2,0), even though there exists τ such that ω2(τU)= (1,1). Hence
these weights are not disjoint.
Although this definition of disjointness is a bit involved, we will later (Lemma 4.26)
give a sufficient (but not necessary) condition on the tableaux which is easier to check.
However, we use disjointness here to obtain the full generality of the theorem below, which
is one of the fundamental tools we use to construct non-zero tableaux.
Theorem 7 (Breakdown Theorem). Let U and V be tableaux such that
• elements(U)= {1, . . . ,m} and elements(V )= {m+1, . . . , a} (renumber if necessary).
• The weights ω(1, . . . ,m|U), ω(m+1, . . . , a|V ) are such that qU and qV are non-zero
by weight-set counting on ω.
• The weight assignments corresponding to ω(1, . . . ,m|U) and ω(m + 1, . . . , a|V ) are
disjoint.
Then for T = U ∨ V , we have qT = 0.
Proof. By weight-set counting on U and V we have P(U) − N(U) = 0 and P(V ) −
N(V ) = 0. By Theorem 5, showing P(T ) − N(T ) = 0 implies qT = 0. Thus it suffices
to show P(T ) − N(T ) = (P(U) − N(U))(P(V ) − N(V )) or equivalently P(T ) =
P(U)P(V ) + N(U)N(V ) and N(T ) = N(U)P(V ) + P(U)N(V ). We will show P(T ) =
P(U)P(V )+N(U)N(V ). The N(T ) claim follows similarly.
Consider the weight assignment (k1, . . . , ka) of T . If ω(k1, . . . , ka|τT )= ω(1, . . . , a|T )
with ε(τ ) = 1 (i.e., τ is positive for (k1, . . . , ka)) then it is counted in P(T ). Since the
weight splits, we have ω(k1, . . . , ka|τT ) = ω(k1, . . . , km|τ |UU)ω(km+1, . . . , ka|τ |V V ) =
ω(1, . . . ,m|U)ω(m+1, . . . , a|V )= ω(1, . . . , a|T ) with ε(τ ) = ε(τ |U)ε˙(τ |V )= 1. Hence
either ε(τ |U)= ε(τ |V )= 1 or ε(τ |U)= ε(τ |V )= −1. Since ω(k1, . . . , km|τ |UU)= ω(U)
is a valid weight assignment (because the weights are disjoint), if ε(τ |U) = 1 then it is
counted in P(U). Similarly, for the P(V ) cases. The ε(τ |U) = −1 cases are counted in
N(U). Thus P(T ) P(U)P(V )+N(U)N(V ).
Now any weight assignments ω(k1, . . . , ka |τ |UU) = ω(1, . . . , a|U) in P(U) and
ω(km+1, . . . , a|τ |V V ) = ω(m + 1, . . . , a|V ) in P(V ) must also correspond to the valid
weight assignment ω(k1, . . . , ka|τT ) = ω(1, . . . , a|T ) with τ = τ |U × τ |V . Moreover
ε(τ ) = ε(τ |U)ε˙(τ |V ) = 1. So this weight assignment is in P(T ). Similarly for weight
assignments in N(U) and N(V ). Hence P(T ) P(U)P(V )+N(U)N(V ) thus giving
equality as desired. 
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zero tableaux. The main difficulty in applying this theorem is showing that the weight-
sets are disjoint. To deal with this, we develop an idea of maximality of weights which
is sufficient for weight-set disjointness. Maximality of weights also provides a tool for
showing linear independence of tableaux, which we do not address in this paper.
Definition 4.18. Given a tableaux T , the generic form of ωi(T ) is wi (T ) = ωi(πT ) =
(x1, . . . , xa) for any π ∈ Sa such that xj  xj+1 for all j . In essence, wi (T ) is the weights
of ωi(T ) listed in decreasing order. This definition works for any row of T .
We define the generic form of a weight on the entire tableau (assuming T has at most
three rows) by
w(T )= ω2,3(πT )=
(
x1 . . . xa
y1 . . . ya
)
for any π ∈ Sa such that yj  yj+1 for all j and if yj = yj+1 then xj  xj+1. So we
consider only the weight vectors of the second and third rows and list the vectors so that
the row three weights are decreasing. If two vectors have the same weight for row three,
we list the vector with the larger weight in row two first.
For instance,
if T =
2 2 1
1 1 2
3 3 3
then ω2,3(T )=
( 2 1 0
0 0 3
)
.
Hence
w(T ) =
( 0 2 1
3 0 0
)
.
Definition 4.19. We put an order on generic weights by wi (T1) > wi (T2) if when wi (T1)=
(x1, . . . , xa), wi (T2) = (v1, . . . , va), there exists k  1 such that xj = vj for j < k and
xk > vk . We say w(T1) > w(T2) if
(1) w3(T1) > w3(T2) or
(2) w3(T1)= w3(T2) and w2(T1) > w2(T2) or
(3) w3(T1)= w3(T2), w2(T1)= w2(T2), and if we have
w(T1)=
(
y1 . . . ya
x1 . . . xa
)
and w(T2) =
(
z1 . . . za
x1 . . . xa
)
then there exists k  1 such that yj = zj for j < k and yk > zk .
We can also apply this ordering to sets of weight vectors by associating to each set the
generic weight vector formed by concatenating the given weights in order. So to the set
A =
{( 2 )
,
( 1 )}0 1
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(0 1
2 1
)
.
Definition 4.20. We define the maximum generic weight of row i of T to be the maximum
with respect to > of {wi (τT ) | τ ∈ CT }, where w is the generic weight defined above.
Similarly the maximum generic weight of T is the maximum with respect to > of
{w(τT ) | τ ∈CT }. Note that the maximum generic weight of T is based only on the weights
of rows two and three. As such we ignore the weight of the first row.
Example 4.21. Let
T = 1 22 1 .
Then the generic weights w2(τT ) are (1,1) and (2,0), with (2,0) (the generic weight of
τT = 1 12 2 or 2 21 1 ) as maximum. Here we’ve suppressed writing w3(T ), since T has only
two rows.
If
T =
1 1 4 4 4
2 2 3 3 3
3 3
then the maximum generic weight of T (of the second and third rows) is (3 2 0 02 0 0 0) which in
this case is ω2,3(T ) in generic form, w(T ).
Although we do not use it in this paper, maximality provides a way to determine if a set
of tableaux are linearly independent. Namely, if the max weights of a set of tableaux are
distinct, they are linearly independent.
Definition 4.22. Let T be a tableaux having three or fewer rows. Let wm be the maximum
generic weight of T . We say wm is the max weight for T if wm occurs in qT . That is qT = 0
by weight-set counting on wm.
Unlike the maximum weight, the max weight of a tableau may not exist, since the weight
may not occur in qT . For instance, consider
T =
1 1 1
2 2 2
3 3 3
.
We know qT = 0 by Lemma 4.12, yet T has
(0 3 0
3 0 0
)
as its maximum weight.
The max weight for T is always the maximum weight for row three of T , but it need
not be the maximum weight for row two of T . Consider
T =
5 2 3 3
1 4 4 1 .
3 3
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(0 2 2 0
2 0 0 0
)
, but the maximum generic weight of row
two of T is (4,0,0,0) which is not the generic form of (0,2,2,0).
Definition 4.23. If wm is the max weight for T , we say T is in maximal form provided
ω2,3(πT ) = wm for some π ∈ Sa . Note that this only requires that some permutation of
the weight vectors of ω2,3(T ) be equal to the max weight of T .
While the max weight may not exist for all tableaux, it is easy to show weight-set
disjointness for those tableaux which are in maximal form. In order to show this, we use
the following lemmas regarding our ordering.
Lemma 4.24. Given two weights W1 and W2 of the same length, let
Ck =
{(
x
y
) ∣∣∣∣
(
x
y
)
∈Wk
}
, k = 1,2,
be the sets of weight vectors (including multiplicities) in each of these weights. Let
A = C1 \ (C1 ∩C2), the weight vectors of W1 not in W2. Similarly, let B = C2 \ (C1 ∩C2).
If W1 W2, then AB .
Proof. Without loss of generality, assume Wi is written in maximal form (i.e., is equal to
its generic weight). If W1 = W2 then A = B = ∅, so the result holds trivially. So suppose
W1 >W2. Then either W1 differs from W2 at some place in the third row, or the third rows
are equal and they differ at some place in the second row (at least vectorwise).
Define
Ay =
{(
xi
yi
) ∣∣∣∣
(
xi
yi
)
∈A, yi = y
}
and Bv =
{(
ui
vi
) ∣∣∣∣
(
ui
vi
)
∈B, vi = v
}
.
Defining Cy1 and C
v
2 similarly, we have A
y = Cy1 \ (Cy1 ∩Cy2 ) and Bv = Cv2 \ (Cv1 ∩Cv2 ).
Let
W1 =
(
x1 . . . xm
y1 . . . ym
)
and W2 =
(
u1 . . . um
v1 . . . vm
)
.
If W1 differs from W2 in the third row, then there exists j such that yj > vj and yi = vi
for all i < j . Hence |Cyi1 | = |Cvi2 | = |Cyi2 | for yi > yj , so |Ayi | = |Bvi | = |Byi |. Then to
show A > B it suffices to show |Ayj | > |Byj |. But since yj > vj , we have |Cyj1 | > |C
yj
2 |
and hence w3(A) > w3(B) so the result follows. Note that when the third rows are equal,
this argument shows w3(A)= w3(B).
If W1 and W2 are equal in the third row but the generic weights of their second rows
differ, we can apply the same argument as above, where Ax, Bx, Cxi are the appropriate
weight vectors with the second row weight equal to x . This shows w2(A) > w2(B). Since
we’ve already have w3(A)= w3(B), the result follows.
If W1 and W2 have the same generic weights in the second and third rows, then from
above we know the generic weights of rows two and three of A and B are the same. By
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W1 and W2 agree in the third row, so the first vectors where they differ in the second row
must be the first vector in A and B respectively. Since W1 >W2 we have the large vector
occurring in W1 and hence in A. Thus A>B . 
The following lemma is an obvious property of the ordering, but is included due to the
non-standard ordering used.
Lemma 4.25. Given sets A and B of weight vectors, if A B and B A then A = B .
Proof. View A and B as generic weight vectors WA and WB . Let
WA =
(
x1 . . . xm
y1 . . . ym
)
and WB =
(
u1 . . . um
v1 . . . vm
)
.
Since A  B we have (y1, . . . , ym)  (v1, . . . , vm). So either the rows are equal or there
exists j such that yj > vj and yi = vi for all i < j . As B  A we would similarly get
vj  yj , which is a contradiction. Hence w3(A) = w3(B). A similar argument shows
w2(A)= w2(B).
If A = B , let j be the first place they differ. Then A B implies(
xj
yj
)
>
(
uj
vj
)
.
Since yj = vj , this means xj > uj . But the same argument on B  A implies uj > xj ,
which is a contradiction. Thus A= B . 
Now using these lemmas we can show that max weights are necessarily disjoint.
Lemma 4.26. If U and V are tableaux in maximal form, with U containing b copies of the
elements 1 to m and V containing b copies of the elements m+ 1 to a (after renumbering
as necessary), then ω(U) and ω(V ) are disjoint.
Proof. Let U and V be in maximal form. Let
ω2,3(U ∨ V )=
(
x1 . . . xm xm+1 . . . xa
y1 . . . ym ym+1 . . . ya
)
.
To show that U and V are disjoint, we need to show that any valid weight assignment of
U ∨ V restricts to a valid weight assignment of U and of V . Let(
xk1 . . . xkm xkm+1 . . . xka
yk1 . . . ykm ykm+1 . . . yka
)
be a valid weight assignment of U ∨ V . That means there exists τ such that
ω2,3(τ [U ∨ V ])=
(
xk1 . . . xkm xkm+1 . . . xka
y . . . y y . . . y
)
.k1 km km+1 ka
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ω2,3(τ |UU)=
(
xk1 . . . xkm
yk1 . . . ykm
)
= ω2,3(πU) for some π ∈ Sm.
This is equivalent to showing{(
xi
yi
) ∣∣∣ i = 1, . . . ,m}= {( xkiyki
) ∣∣∣ i = 1, . . . ,m}.
Let
C =
{(
xi
yi
) ∣∣∣ i = 1, . . . ,m}
be set of the weight vectors of ω2,3(U) and
D =
{(
xki
yki
) ∣∣∣ i = 1, . . . ,m}
the set of weight vectors of ω2,3(τ |UU). Define A = C \ (C ∩ D) and B = D \ (C ∩D).
So A consists of those weight vectors of U assigned to V which are distinct from the
weight vectors of V assigned to U under this assignment. That is, the vectors in A occur in
ω2,3(U) but not in ω2,3(τ |UU). The set B is the weight vectors are those vectors coming
from ω2,3(τ |UU) which are not in ω2,3(U). To prove disjointness, we need to show that
C = D, which is equivalent to showing A = B = ∅.
Now U is in maximal form, so ω2,3(U)  ω2,3(τ ′U) for all τ ′. Hence ω2,3(U) 
ω2,3(τ |UU). So by Lemma 4.24, we have A  B . But we can also view A as the weight
vectors of U in ω2,3(τ |V V ) which are not in ω2,3(V ). Similarly B is the set of vectors
from ω2,3(V ) which are not in ω2,3(τ |V V ). Since V is also in maximal form, ω2,3(V )
ω2,3(τ |V V ). Hence by Lemma 4.24, we have B  A. Thus Lemma 4.25 shows A = B .
However, A∩B = ∅ by definition, so A= B = ∅. Thus the weights are disjoint. 
Example 4.27. Suppose U is a tableau in maximal form such that
ω2,3(1,2,3,4|U)=
( 3 1 0 0
0 2 0 0
)
and V is a tableau in maximal form with
ω2,3(5,6,7,8,9,10,11|V) =
( 2 1 1 0 0 0 0
0 1 1 0 0 0 0
)
.
Suppose these weights were not disjoint. That means we must be able to assign some
weight
(
x
y
)
of U to V and some weight
(
x ′
y ′
)
of V to U .
First consider the vector
(1
2
)
of U (i.e., the vector with the largest weight in row three).
Since V is in maximal form, we know that there can be at most one copies of any element
in row three of τV for any τ . Since 2 > 1, this vector cannot be assigned to V . Similarly,
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(1
2
)
remains a weight of U , the largest row three weight of V we can
assign to U is 0. Hence
(1
1
)
remains with V .
Now consider
(3
0
)
of U . Having V in maximal form means that when
(1
1
)
are assigned
to V , a vector
(∗
0
)
assigned to V must have ∗ 2. Thus (30) is assigned to U . This means(3 1
0 2
)
must be in ω2,3(U). Therefore the only vectors of U and V that can be assigned to
each other are the
(0
0
)
vectors. However, since a weight assignment is based only on the
vector and not its label, this is the same as a weight assignment arising from U and V .
Hence the weights are disjoint.
Lemma 4.26 shows that if U and V are in maximal form, qU∨V = 0 by the Breakdown
Theorem. In addition, U ∨V is in maximal form. We will use this fact to prove the tableaux
we construct are non-zero.
5. Proof of Theorem 1
Recall Theorem 1, which says that every irreducible occurring in 1SnSbS2 occurs in 1
Sn
Sd Sc
with equal or greater multiplicity, where n = 2b = cd and b, c, d  2.
In Section 4.2 we proved Theorem 6, which showed that the irreducibles occurring in
1SnSbS2 were exactly those corresponding to partitions λ = [n − s, s] for s even and they
occur with multiplicity one. (Since n = 2b is even, it suffices to consider only the even
values of s.) Hence to prove Theorem 1, it suffices to construct a non-zero tableaux filled
with d copies of c elements for each partition [n − s, s], where 0  s  n/2, s even and
n= cd .
To do this, we will construct some non-zero generic tableaux that when assembled via
the Breakdown Theorem will produce all the shapes and fillings needed. Since we are
constructing generic tableaux for many partitions and fillings, we will not use a fixed c.
However, we assume that every element listed in the body of the tableaux occurs d times,
filling out the tail as needed. We apply weight-set counting to prove a tableaux is non-zero.
We list tableaux using column block notation, with the conditions on the block size listed
to the right. Underneath we list the weight and shape of the tableau. Following each tableau
description is a brief explanation of why qU = 0.
Tableau U1.
U1 =
A d−A d−A
1 1 2
2
∼
A
1
2
A even,
A d,
ω2(U1)= (0,A),
λ= [2d − A,A].
For this first tableau, we listed U1 both with and without the tail. Normally we will
suppress the tail when writing these tableaux. U1 is a non-zero by Lemma 4.12 since A is
even.
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U2 =
A A B B
1 3 1 3
2 4 4 2
A + B d,
A,B > 0,
ω2 = (0,A + B,0,A + B),
λ= [4d − 2(A + B),2(A + B)].
Examining the filling of U2 and A,B > 0 we find the following constraints on any valid
weight assignment:
• If ω2(1|U∗) = 0 then ω2(2 and 4|U∗) > 0.
• If ω2(2|U∗) = 0 then ω2(1 and 3|U∗) > 0.
• We must have ω2(1 or 2|U∗) > 0 and ω2(3 or 4|U∗) > 0.
(Recall that U∗ corresponds to a possible tableau τU2.)
Since any valid weight assignment of (0,A + B,0,A + B) has exactly two zeros,
the restrictions above show that (1,2,3,4) and (2,1,4,3) are the only valid weight
assignments. These weights-sets correspond to applying
τ = A()T ×
A
()T ×
B
()T ×
B
()T and τ =
A
(12)T ×
A
(12)T ×
B
(12)T ×
B
(12)T ,
respectively. As both of these τ have positive sign, qU2 = 0.
Tableau U3.
U3 =
A B B
1 1 2
2 3 3
A even,
A + B d,
d even,
B = d/2,
ω2 = (0,A, d),
λ = [2d − A,A + d].
To show U3 non-zero we will use weight-set counting on ω2 = (0,A, d). There are two
cases for which we need to determine weight assignments, A + B < d and A + B = d .
When A + B < d , only the element 3 may be assigned a row two weight of d . So the
distinct weight assignments are (1,2,3) and (2,1,3), which occur with
τ = ()T and τ =
A
(12)T ×
B
()t ×
B
()T ,
respectively. Since A is even, both τ have positive sign. Hence U3 is non-zero.
If A+B = d , then A = B = d/2 and d ≡ 0 (mod 4). While every permutation corresponds
to a distinct weight assignment, every weight assignment can only be obtained by having
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weight assignment and hence U3 is non-zero.
Tableau V (d).
V = d1 ,
ω1(V )= (d),
λ = [d].
This is just a single row with d ones. Since there are no column permutations, this
tableau is always non-zero.
Having constructed these generic tableaux, we will use the notation Ui(x) to denote the
tableau Ui with the parameter A = x or Ui(x, y) for x = A and y = B in Ui . We will use
fUi to denote the join of f copies of Ui . Note that these tableaux are all in maximal form.
For the proof of Theorem 1, the parity effects the construction process. To simplify
notation, we define the ∗-function
x∗ =
{x, x even,
x − 1, x odd.
We analyze T by the parameters r = n− 2s and s = λ2, the length of the second row. For
reference, we consider tableaux of the following shape, with r and s even:
T = ︸ ︷︷ ︸
r︸ ︷︷ ︸
s
.
Proof of Theorem 1. To prove Theorem 1 we need to construct non-zero tableaux of
shape λ = [n − s, s] for s  n/2, with s even and n = cd , c, d  2. First we construct a
general tableaux that covers most s. Suppose s  c∗d∗/2. We know s is even, so write
s = fd∗ + e, where 0  e < d∗, e even. Since s, d∗, e are even, this is possible by the
Euclidean algorithm.
Let T = fU1(d∗)∨ U1(e). Note that the bound on s guarantees that 2(f + 1) c when
e > 0, and 2f c when e = 0. This insures that there are at most c distinct elements in T .
If there are fewer than c elements in T add all the remaining elements to the tail of T by
joining the appropriate number of V (d)’s. Suppressing the tail elements from the U1’s, T
looks like:
T =
d∗ d∗ ··· d∗ v d ··· d
1 3 · · · 2f − 1 2f + 1 2f + 3 · · · c
2 4 · · · 2f 2f + 2
.
The Breakdown Theorem shows T is non-zero, provided the weight-sets are disjoint.
Since the tableaux are in maximal form, the weights must be disjoint by Lemma 4.26. This
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parity of c and d .
Case I (c, d even). In this case c∗d∗/2 = cd/2, so T constructed above covers all
partitions.
Case II (d even, c odd). By the above construction, we have all tableaux with s up to
(c − 1)d/2. Thus we only need those even partitions with s = (cd − k)/2 with 0  k 
d − 2, k ≡ d (mod 4). Take T = c−32 U1(d) ∨ U3(A) for 0  A  d/2 with A even. Then
s = (c − 3)d/2 + A + d = (cd − d + 2A)/2. Thus we have k = d − 2A, which ranges
over the correct parameters. Since U1 and U3 are in maximal form, Lemma 4.26 implies
disjointness and the Breakdown Theorem shows T is non-zero.
Case III (c even, d odd). Since r = n − 2s = cd − 2s, we need λ = [r + s, s] for r  cd
with r ≡ cd (mod 4). It suffices to construct non-zero tableaux for r < 4d ; when r  4d ,
let r ′ = r − 4dz with r ′ < 4d . Then, if we construct a λ′ = [s + r ′, s] tableaux T ′ filled
with d copies of c − 4z elements, we get the needed tableau by T = T ′ ∨ 4zV (d). Hence
we will take r < 4d .
When c ≡ 0 (mod 4) then r ≡ 0 (mod 4), so take T = c−44 U2(d − 1,1) ∨ U2(d −
r/4 − 1,1). This construction gives the shape c−44 [2d,2d] + [2d + r/2,2d − r/2] =[cd/2 + r/2, cd/2 − r/2] as desired. The parameters of these tableaux are positive unless
r = 4d − 4 since r < 4d , r ≡ 0 (mod 4), and d  2. If r = 4d − 4 then d − r/4 − 1 = 0, so
use U1(2)∨ 2V (d) instead of U2(d − r/4 − 1,1).
For c ≡ 2 (mod 4) we will assume r < 2d , for when 2d  r < 4d we can join 2V (d)
to reduce r < 2d and c ≡ 0 (mod 4). Take T = c−24 U2(d − 1,1) ∨ U1((2d − r)/2) with
V (d)’s as needed. Note that cd ≡ r (mod 4) implies that (2d − r)/2 is even, while r < 2d
insures it is positive. Hence we get [cd/2 + r/2, cd/2 − r/2] as needed. The Breakdown
Theorem shows these T ’s non-zero, provided the weight-sets are disjoint. This follows
from maximality.
Note that since cd = n, n even, c or d is even, so we have constructed all cases. 
Although it is not directly apparent from this construction, c or d even is often a
necessary requirement for all non-zero two-row tableaux with s even to exist. For instance,
when c = 3 and d = 7, the shape [11,10] has s even, but all tableaux are zero by Theorem 8
in the next section.
6. Generalized Foulkes’ Conjecture
In order to prove Theorem 2, we need to show every irreducible character occurring
in 1SnSbS3 occurs in 1
Sn
Sd Sc , where n = 3b = cd , with c, d  3. This requires determining
which irreducibles Sλ, occur in 1S3bSbS3 with non-zero multiplicities. Thrall determined this,
with multiplicities, in [18]. However, his results do not provide corresponding non-zero
tableaux. By Lemma 3.8 of Doran, the irreducibles occur are precisely those corresponding
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qT = 0. We can use weight-set counting of Theorem 5 to tell which non-zero partitions
occur in 1S3bSbS3 , but not their multiplicities. However, this technique will allow us to apply
the Breakdown Theorem to the resulting tableaux.
Let T be a [λ]-tableau filled with b copies of the numbers 1, 2, and 3. By Lemma 4.6,
T has at most three rows. Since entry permutations, column permutations and column
exchanges do not change whether qT is non-zero, we may take T to be in the following
form:
T =
K L M N O P Q
1 1 1 2 1 2 3
2 2 3 3
3


K + L + M + O = b,
K + L + N + P = b,
K + M + N + Q = b,
L M N 0.
However, since we know there are exactly b copies of every number in T , we may omit
the tail and simply write T as
T =
K L M N
1 1 1 2
2 2 3 3
3
,
retaining the condition L M N 0 and assuming the tail.
Theorem 8. With T as described above,
qT = 0 ⇔


K + L odd L > M = N 0,
K + N odd L = M N 0,
K + M even L = M + 2, N = M − 1 0,
K + L even L = M + 1, M = N 0.
Moreover, when qT = 0, it is non-zero by weight-set counting on some τT .
The major importance of this result is the use of weight-set counting to show qT = 0.
This is needed in order to use the tableaux in larger constructions under the Breakdown
Theorem.
To prove qT = 0, we apply the technique of weight-set counting from Theorem 5 to
various τT as in Example 4.13. For the other direction, we exploit symmetry to show the
summations cancel to yield qT = 0. These computations are omitted for brevity.
From this we determine the shapes corresponding to non-zero tableaux. Write [λ] =
[r + s + t, s + t, t], so we can visualize T by
T =
︸︷︷︸
r︸ ︷︷ ︸
s︸︷︷︸
.t
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Theorem 9. The only partitions [r + s + t, s + t, t] of n = 3b which do not occur in
1SnSbS3 are those with s or r = 1 as well as those having s + t odd and s or r ∈ {0,2,4}.
Equivalently, a partition with r, s = 1 is non-zero if when r or s is in {0,2,4}, then s + t is
even. We refer to the required shapes with r or s less than 5 as exceptional cases.
From Corollary 3.8, we know that in order to prove Theorem 2, we must construct
non-zero tableaux filled with d copies of c elements for all required partitions of n = cd ,
c, d  3 determined in Theorem 9.
Our approach is similar to the proof of Theorem 1 in Section 5. We use some generic
non-zero tableaux (like Ui and V in Section 5) with c′ elements. We join them together by
the Breakdown Theorem to form a tableau of the appropriate shape and filling. However,
unlike in Section 5, a large number of generic tableaux are needed. Since the cataloging of
non-zero tableaux is quite tedious, we omit the tableaux construction. Some examples of
these tableaux, such as S1 and P1, are listed below. For more details see [19] (forthcoming).
Namely our proof here will presuppose the construction of all tableaux of the required
shapes for c′  8 .
The general idea is to write T as follows:
T = S ∨ T ′ ∨ U ∨ V
for an appropriate T ′, with S, U , and V standard generic constructions based on the
parity of d . This reduces the construction of T to a construction of T ′ where the shape
parameters (r, s, and t) of T ′ are small. Hence we only need to construct tableaux for
a limited number of cases corresponding to small shapes. The tableaux S,U, and V are
based on the following maximal form tableaux:
S0 = P1(d)=
d
1
2
3
, d even, S1 =
A A B B B B
5 6 6 6 5 5
4 3 3 4 3 4
1 2 1 1 2 2
A = d−x3 + x,
B = d−x3 ,
d ≡ x (mod 3),
x ∈ {0,1,2},
U1(d)=
d
1
2
, d even, U2 =
A A B B
1 3 1 3
2 4 4 2
A = d − 1,
B = 1,
V = d1 .
(Here U1, U2 and V occurred in Section 5.)
Let λ = (r + s + t, s + t, t). Under the conditions of the Breakdown theorem,we can
write T = S ∨ T ′ ∨ U ∨ V , for appropriate T ′. Then T ′ will be filled with d copies of
c′ elements, for some c′ < c, which will eventually allow us to reduce to c′  8. For
simplicity, we will base our construction on the parity of d .
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To see how T may be written as T = S ∨ U ∨ V ∨ T ′ for an appropriate T ′ we first
discuss the individual reductions allowing us to write T = S ∨ T ′, T = T ′ ∨ U , or T =
T ′ ∨V . Then successive applications on these reductions yield our desired decomposition.
An analysis of these reductions also computes the resulting bounds on the shape of T ′.
An example application follows the reductions listed below. A reader may wish to refer to
Example 6.1 while reading these reductions.
Reduction 1. Let T be any λ-tableaux with λ = (λ1, λ2, λ3), filled with d copies of
c elements. Take f to be the maximum integer such that fd  λ3 and c − 3f  3. Let
S = fP1(d) be the join of f copies of P1(d). Then by the Breakdown Theorem, we may
write T = S ∨ T ′ for T ′ a λ′ = (λ1 − d f, λ2 − d f, λ3 − d f)-tableau filled with d copies of
c′ = c − 3f elements, provided the weight-sets of S and T ′ are disjoint. The choice of f
means that in T ′, t ′ = λ′3 = λ3 − d f < d or c′ = c − 3f < 6. Thus we need only consider
tableaux T ′ with t = λ3 < d or c < 6. The c < 6 condition occurs, since if c < 6 then
c−3 < 3, so we cannot remove any copies of P1(d). We need the requirement c−3f 3 so
that there are at least three elements available with which to fill the remaining tableaux, T ′.
Reduction 2. Let T be any λ-tableaux with λ = (λ1, λ2, λ3), filled with d copies of c
elements. Take g to be the maximum integer such that gd  λ2 − λ3 = s and c − 2g 3.
Let U = gU1(d) be the join of g copies of U1(d). Then by the Breakdown Theorem, we
may write T = T ′ ∨U for T ′ a λ′ = (λ1 − dg, λ2 − dg, λ3)-tableau filled with d copies of
c′ = c − 2g elements, provided the weight-sets of U and T ′ are disjoint. The choice of g
means that in T ′, s′ = λ′2 − λ′3 = λ2 − dg − λ′3 < d or c′ = c − 2g < 5. However, we will
need the existence of a non-zero T ′ in the specified shape. As was shown in Theorem 8,
this is not always the case for some s. Specifically, when s < 5 non-zero tableaux do not
exist for some shapes when c = 3. (Consider λ = [6 + d,2 + d,1] = [9,5,1] with d = 3
and c = 5. Applying Reduction 2 yield λ′ = [5,2,1] with c = 3. All such tableaux are zero
by Theorem 9 since s = 1.) To account for this, we modify the construction above to use
g − 1 copies of U1(d) when g > 0 and s′ < 5. In such a case, the modified T ′ now has
s′ < d + 5. Thus we need only consider arbitrary tableaux with s < d + 5 or c < 5.
Reduction 3. Let T be any λ-tableaux with λ = (λ1, λ2, λ3), filled with d copies of c
elements. Take h to be the maximum integer such that hd  λ1 −λ2 = r and c−h 3. Let
V = hV1(d) be the join of h copies of V1(d). Then by the Breakdown Theorem, we may
write T = T ′ ∨V for T ′ a λ′ = (λ1 − dh, λ2, λ3)-tableau filled with d copies of c′ = c− h
elements, provided the weight-sets of V and T ′ are disjoint. The choice of h means that
in T ′, r ′ = λ′1 − λ′2 = λ1 − dh − λ2 < d or c′ = c − h < 4. However, we will need the
existence of non-zero T ′ in the specified shape. As was shown in Theorem 8, this is not
always the case for some r . Specifically, when r < 5 non-zero tableaux do not exist for
some shapes when c = 3. To account for this, we modify the construction above to use
h − 1 copies of V (d) when h > 0 and r ′ < 5. In such a case, the modified T ′ now has
r ′ < d + 5. Thus we need only consider arbitrary tableaux with r < d + 5 or c < 4.
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λ-tableaux T filled with d copies of c elements, and assume c 6. We use T (i) to represent
the appropriate T ′ obtained in these reductions. By Reduction 1, T = S ∨ T (1) where
S = fP1(d) and T (1) has t = λ3(T (1)) < d and is filled with c(1) = c − 3f elements.
Now, if c(1)  6 apply Reduction 2 to T (1). Since c(1)  6, then by Reduction 2, write
T (1) = T (2) ∨ U where U = gU1(d) and T (2) has t < d (since T (1) does) and s < d + 5.
Here T (2) is filled with c(2) = c(1) − 2g elements.
Finally if c(2)  6 apply Reduction 3. This gives T (2) = T (3) ∨ V , where V = hV1(d)
and T (3) has t < d , s < d + 5, and r < d + 5. Here T (3) is filled with c(3) = c(2) − h
elements.
Hence T = S ∨ T (i) ∨ U ∨ V where either T (i) is filled with fewer than 6 elements,
or T (i) has t < d , s < d + 5, and r < d + 5. In the second case, T (i) must be filled with
3t+2s+r elements, which is less than or equal to 3(d−1)+2(d+4)+(d+4)= 6d+9
8d if d > 4. (If d = 4 we have 6d + 8 8d and its not possible to have 6d + 9 = 9d when
d = 4. For d = 3 additional reductions apply.) So we only need those tableaux with c 8.
Moreover, if r or s < 5 in T (i), then r or s < 5 in T , because the reductions do not reduce
r or s to less than 5. Hence T (i) = T ′ has a required shape of Theorem 9 since all partitions
of n with r and s  5 are needed.
This reduction depends on the Breakdown Theorem. Our usage only requires verifica-
tion that the weight-sets are disjoint. However, the tableaux S, U , and V are in maximal
form. Hence for appropriately chosen tableaux (i.e., ones in maximal form), an application
of Lemma 4.26 can easily prove weight-set disjointness.
Example 6.1. To see how this reduction works, let us consider a specific shape, λ =
[9d − 2,5d, d + 2] where d  6, d even and c = 15. This shape has t = d + 2, s = 4d − 2,
and r = 4d −2. First we apply Reduction 1, which joins P1(d) in order to have t < d . This
gives
[9d − 2,5d, d + 2] = P1(d)∨ [8d − 2,4d,2].
Then we apply Reduction 2 to the shape [8d − 2,4d,2], which has s = 4d − 2 to reduce
to s < d + 5 by joining three copies of U1(d). So we get
[8d − 2,4d,2] = [5d − 2, d,2] ∨ 3U1(d).
Applying Reduction 3 to shape [5d − 2, d,2] which has r = 4d − 2 we normally want
to reduce r to be between 5 and d + 5. Here we won’t necessarily reduce r fully, so that
the resulting tableau will be familiar. Instead we will reduce to r = 2d − 2 (which may be
reduced further depending on d) by joining two copies of V (d). This yields
[5d − 2, d,2] = [3d − 2, d,2] ∨ 2V (d).
Hence, when we combine all these reductions we get
[9d − 2,5d, d + 2] = P1(d)∨ [3d − 2, d,2] ∨ 3U1(d)∨ 2V (d).
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C = d − 2. Therefore, writing
T = P1(d)∨Q1(1,1, d − 2)∨ 3U1(d)∨ 2V (d)
and omitting the extra tail of Q1 we have
T =
d 1 1 1 1 d−2 d d d d d
1 5 5 5 6 4 8 10 12 14 15
2 4 7 7 4 7 9 11 13
3 6 6
.
As Q1 is in maximal form, qT = 0. (Here Q1 is one of the tableaux we have constructed
and tested. It is similar to the many other tableaux constructions for different shapes and
fillings we have omitted listing in this paper. See [19] for the complete collection.)
6.2. d odd
When d is odd, we proceed exactly as in the even case, except the tableaux we use are
slightly different. Namely we use S1 instead of P1 and U2 instead of U1. These adjustments
are necessary for Reductions 1 and 2 since P1(d) and U1(d) are zero for d odd. These
modified procedures are denoted Reductions 1′ and 2′. Reduction 3 remains unchanged
however.
The same argument as in the even case works for the d odd cases, though the
numbers are adjusted slightly. Take an arbitrary λ-tableaux T filled with d copies of c
elements, but this time assume c  9. Then by applications of Reductions 1′, 2′, and 3,
T = S ∨U ∨ V ∨ T (i); either T (i) is filled with fewer than 9 elements, or T (i) has t < 2d ,
s < 2d+5, and r < d+5. In the second case, T (i) must be filled with 3t+2s+ r elements,
which is less than or equal to 3(2d−1)+2(2d+4)+(d+4)= 11d+9 as d  3. Moreover,
if r or s < 5 in T (i), then r or s < 5 in T . Hence T (i) has a required shape of Theorem 9.
However we wish to have T fillable with c  8. To do this we have additional reduction
techniques. However, these technique are very sensitive to the parameters r, s in T , so we
will categorize them by such. The additional maximal form tableaux we use are:
U1(d − 1)=
d−1
1
2
, d odd, ω2 = (0, d − 1),
P1(d − 1)=
d−1
1
2
3
, d odd, ω2,3 =
( 0 d − 1 0
0 0 d − 1
)
,
P2(d − 2,1)=
d−2
1 1 1 3
2 2 3 2 , d odd, ω2,3 =
( 0 d 1
0 0 d − 2
)
.3
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and the reduction does not cause r to reduce to an invalid case. In the remaining situations,
P2 is used since it does not change r . This suffices to guarantee that T (i) will need at most
8 elements.
When d is odd, we need all tableaux with c  8. The use of the Breakdown Theorem
requires the tableaux to be disjoint from multiple copies of S1, U2(d − 1,1) and V (d).
The further reductions also require the tableaux to be disjoint from P1(d − 1), U1(d − 1),
P1(d − 1)∨U1(d − 1), P2(d − 2,1), U1(d − 1)∨ P2(d − 2,1). Since these tableaux are
in maximal form, if we construct the tableaux with c  8 in maximal form, disjointness
will follow from Lemma 4.26. The maximality condition is relatively easy to satisfy.
However, many different tableaux are required in this construction due to the large number
of different parameters involved. Hence such constructions are once again omitted. More
details will be supplied in [19] (forthcoming). This concludes the sketch of Theorem 2.
7. Discussion
Although the construction of the tableaux is tedious and omitted here (details provided
in forthcoming [19]), the techniques developed in these proofs illustrate new approaches
to Young Tableaux. These concepts could be carried forth in contexts involving tableaux
other than its usage here. Furthermore, these techniques discussed below, have wider
applications.
The two main theoretical techniques of this paper are that of weight-set counting of
Theorem 5 and application of the Breakdown Theorem.
The theory and technique of weight-set counting developed in this paper can be
implemented in general, as can the concept of maximal form. While we only used tableaux
with three or fewer rows, the theoretical foundations of weight-set counting have been laid
for tableaux of an arbitrary number of rows. Although the computations are impractical for
a random tableaux, the counting works smoothly for tableaux with suitable symmetries,
particularly those tableaux in maximal form.
Moreover, the technique of weight-set counting is not dependent on a filling of content
[ba]. However, for non-uniform contents, one must watch carefully the action of Sa ; the
weight-set counting may need to count all rows and the definition of maximality will need
adjustment.
Similarly, the usage of the Breakdown Theorem in constructing larger tableaux will also
work for other contents and row quantities. The use of the Lemma 4.26, to show weight-set
disjointness by maximality, however, has only be defined for three row partitions. It should
be possible to generalize it for other partitions. In addition, though not addressed in this
paper, maximal form may be use to demonstrate the linear independence of {qT }.
Hence, the methods of proving Theorem 2 should also apply to proving Conjecture 2
with other a’s, not including multiplicities. Unfortunately, the computations are likely to
be somewhat cumbersome, especially the establishments of non-zero shapes as done by
Theorem 8. However, should those parameters be established through other techniques, the
tableaux constructed for Theorem 2 should provide nearly all the needed shapes with three
614 R. Vessenes / Journal of Algebra 277 (2004) 579–614or fewer rows, thus reducing the work substantially. Moreover, the reduction procedures
will also apply.
Finally, our results on Foulkes’ Conjecture with the trivial character also extend to
the alternating character. The correspondence established between these characters is
independent of our construction. Hence previous results on Foulkes’ Conjecture now hold
for the alternating character as well.
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