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In der vorliegenden Arbeit wird die Strukturbildung durch doppelt-diffusive Konvektion un-
tersucht. Dies geschieht mit Computersimulationen, Experimenten und theoretischen U¨ber-
legungen.
Nach einem U¨berblick u¨ber verschiedene doppelt-diffusive Systeme werden die hier durch-
gefu¨hrten Untersuchungen in diesen Kontext eingegliedert. Anschließend werden die Grund-
lagen der theoretischen Beschreibung, das fu¨r die Computersimulationen verwendete Modell
und die experimentelle Umsetzung vorgestellt.
Mit diesen Methoden werden die eigentlichen Untersuchungen dieser Arbeit in den folgenden
Kapiteln durchgefu¨hrt. Diese Untersuchungen gliedern sich in die zwei Teile: einen u¨ber die
Wellenla¨nge und einen Teil u¨ber die Form der Strukturen.
Zur Beschreibung der Wellenla¨nge der durch die doppelt-diffusive Konvektion gebildeten
Strukturen werden bestehende theoretische Beschreibungen erweitert. Die daraus folgenden
Ergebnisse werden anschließend mit Computersimulationen und Experimenten verglichen.
Der zweite Untersuchungspunkt dieser Arbeit wird die Form der Strukturen sein. Hierbei wird
eine Variation der Geometrie zu neuartigen Strukturen fu¨hren. Diese werden mit Computer-
simulationen und Experimenten untersucht.
2
31 – Einleitung
1.1 Strukturbildung in Flu¨ssigkeiten
In Flu¨ssigkeiten ko¨nnen unterschiedliche Formen der Strukturbildung auftreten. Die wohl
bekanntesten strukturbildenden Systeme in Flu¨ssigkeiten sind das Rayleigh-Be´nard und das
Taylor-Couette System. Einen U¨berblick u¨ber diese Systeme ist in [7] zu finden. Bei diesen
Systemen entsteht die strukturbildende Instabilita¨t durch eine Komponente des Systems. Im
Gegensatz dazu handelt es sich bei der doppelt-diffusiven Finger Instabilita¨t um ein System,
bei dem zwei Komponenten notwendig sind. Diese Strukturbildung ist der Untersuchungsge-
genstand dieser Arbeit und wird im Folgenden erkla¨rt.
1.2 Grundlagen der doppelt–diffusiven Konvektion
Die minimalen Anforderungen fu¨r das Auftreten von doppelt-diffusiver Konvektion sind die
folgenden:
• Die Flu¨ssigkeit muß zwei Komponenten mit unterschiedlichen Diffusionskoeffizienten
besitzen.
• Die Komponenten mu¨ssen entgegengesetzte Beitra¨ge zum vertikalen Dichtegradienten
liefern.
Es wird angenommen, daß die Substanzen vollsta¨ndig mischbar sind, so daß durch Ober-
fla¨chenspannung bedingte Effekte keine Rolle spielen. Das urspru¨ngliche Beispiel fu¨r ein
doppelt-diffusives System ist Wasser, welches einen vertikalen Gradienten der Temperatur (T )
und des Salzgehalts (S) besitzt. Temperatur und Salz besitzen unterschiedliche Diffusionsko-
effizienten (DT /DS ≈ 30), somit sind beide angefu¨hrten Bedingungen erfu¨llt. In Abha¨ngigkeit
von der ra¨umlichen Verteilung dieser beiden Substanzen ko¨nnen, wie im allgemeinen bei der
doppelt-diffusiven Konvektion, zwei Instabilita¨ten unterschieden werden: die oszillatorische
Instabilita¨t und die Finger-Instabilita¨t.
Zur Veranschaulichung des ersten Falls wird eine ra¨umliche Anordnung betrachtet, bei der










Abbildung 1.2.1: a) und b) Schematische Darstel-
lung der doppelt-diffusiven Finger-Instabilita¨t. Die
obere Schicht (hell) hat einen ho¨heren Salzgehalt
(S) und eine ho¨here Temperatur (T ) (kenntlich ge-
macht durch die Schriftgro¨ße) als die untere (dunk-
ler). a) Anfa¨ngliche Verteilung mit Fluktuationen
an der Grenzschicht. b) Schnellere Diffusion von
T (99K) fu¨hrt zu einem lokalen U¨bergewicht an S;
dadurch wa¨chst der Finger (↓).
befindet. Der dichtesenkende Beitrag der ho¨heren Temperatur der unteren Schicht dominie-
re, so daß die gesamte Anordnung instabil verteilt sei. Eine kleines Volumenelement, das
aufgrund der instabilen Dichteverteilung von der unteren Schicht aufsteigt, wird wa¨hrend
des Aufstiegs seine ho¨here Temperatur durch Diffusion verlieren. Die Diffusion des Salzes ist
hingegen zuna¨chst zu vernachla¨ssigen (DT À DS). Damit entfa¨llt der Auftrieb durch die
ho¨here Temperatur, und somit sinkt das Volumenelement wieder nach unten. Dies kann zu
Oszillationen fu¨hren.
Die Finger-Instabilita¨t entsteht bei einer Verteilung, bei der sich eine wa¨rmere und salzhalti-
gere Wasserschicht u¨ber einer ka¨lteren und salza¨rmeren Schicht befindet. Der dichtesenkende
Beitrag der ho¨heren Temperatur der oberen Schicht dominiere, so daß die obere Schicht insge-
samt leichter als die darunter liegende sei. Unter Vernachla¨ssigung der einzelnen Komponenten
wu¨rde eine zufa¨llige Fluktuation der Grenzschicht bei einer derartigen Dichteverteilung wieder
verschwinden. Im Konsens der Wissenschaftler wird dies im Folgenden als ‘gravitationsbedingt
stabil’ bezeichnet. Unter Beru¨cksichtigung des Verhaltens der einzelnen Komponenten a¨ndert
sich dies jedoch, da sich die ho¨here Temperatur einer Fluktuation der oberen in die untere
Schicht (siehe Abb. 1.2.1.a)) aufgrund der Temperaturunterschiede und der Diffusionskoef-
fizienten (DT > DS) durch Diffusion verringert. Somit dominiert lokal der dichteerho¨hende
Effekt der ho¨heren Salzkonzentration, demzufolge sinkt diese Stelle. Dies fu¨hrt u¨ber die da-
durch induzierte Stro¨mung zu einem selbstversta¨rkenden Prozeß: ein Salzfinger wa¨chst (siehe
Abb. 1.2.1.b)). In dem Bereich seitlich des Fingers fu¨hrt die lokal niedrigere Salzkonzentration
zu einem Aufstieg dieser Stelle. Diese entgegengerichteten vertikalen Stro¨mungen bilden eine
Konvektionsrolle aus. Diese induziert in der Umgebung die weitere Bildung von Fingern, da-
durch entsteht eine regelma¨ßiges Struktur. Die Finger entstehen also spontan durch zufa¨llige
Fluktuation oder durch vertikale Stro¨mungen induziert in der Nachbarschaft von existieren-
den Fingern. Die Wellenla¨nge und Anordnung dieser Strukturen wird im spa¨teren Kapiteln
beschrieben.
Bemerkenswert an dieser Strukturbildung ist die Tatsache, daß sie aus einer insgesamt ra¨um-
lich stabilen Gesamtverteilung entsteht. Die Energie fu¨r diesen Prozeß stammt hierbei aus
der potentiellen Energie der (fu¨r sich alleine betrachtet) ra¨umlich instabilen Verteilung des
Salzes.
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Abbildung 1.3.1: Experimentelle Realisation der
Anordnung aus Abb. 1.2.1 im Labor. Die Salzfin-
ger (hell) wurden durch die Zugabe von Fluores-
cin sichtbar gemacht (aus [11])
Dieser Prozeß wurde erstmalig 1956 beschrieben [51] und als eine ‘ozeanographische Kurio-
sita¨t’ bezeichnet. Es hat sich jedoch herausgestellt, daß das Pha¨nomen der doppelt-diffusiven
Finger Instabilita¨t in den verschiedensten Systemen auftritt. Einige dieser Systeme werden
im folgenden Kapitel kurz vorgestellt.
1.3 Auftreten der doppelt–diffusiven Konvektion
Das typische Beispiel fu¨r doppelt-diffusive Konvektion ist Wasser mit einer Salz- und Tem-
peraturverteilung wie oben angefu¨hrt. Ein Bild der doppelt-diffusiven Finger aus einem La-
borexperiment mit dieser Konfiguration ist in Abb. 1.3.1 dargestellt. Im Ozean wurde dies
westlich von Gibraltar [60] und in der Karibik [39] beobachtet. In der Karibik entsteht diese
Verteilung durch die Erwa¨rmung der oberen Wasserschichten durch Sonneneinstrahlung; die
ho¨here Salzkonzentration entsteht aufgrund von Verdunstung des Wasser an der Oberfla¨che.
Westlich von Gibraltar entsteht die ra¨umlich Verteilung, indem das wa¨rmere und salzhalti-
gere Mittelmeerwasser durch die Straße von Gibraltar stro¨mt und sich u¨ber das ka¨ltere und
salza¨rmere Atlantikwasser schichtet. Desweiteren ist doppelt-diffusive Konvektion in der Um-
gebung von Eisbergen zu beobachten. Dies ist insbesondere fu¨r die technische Nutzung von
Eisbergen als Frischwasserquelle fu¨r trockene Regionen relevant [14, 1].
Doppelt-diffusive Konvektion ist aber nicht auf das Salz/Temperatur System beschra¨nkt, son-
dern tritt vielmehr in vielfa¨ltiger Art und Weise in der Natur und Technik auf. Das Auftreten
von doppelt-diffusiver Konvektion im Erdmantel wurde anhand der in Magma erstarrten
Strukturen nachgewiesen [57]. Auf einer gro¨ßeren Skala sagen theoretische Modelle doppelt-
diffusive Konvektion in Sternen voraus. Im einfachsten Fall geschieht dies in Form von “He-
lium Fingern” aufgrund von Temperatur- und Wasserstoffkonzentrationsgradienten [56], die
den klassischen Salzfingern entsprechen. Daru¨ber hinaus sind Modelle vorgeschlagen worden,
die magnetische Felder und/ oder Drehimpuls beru¨cksichtigen. Dies wu¨rde zu sogenannten
“Drehimpuls Fingern” fu¨hren [57].
6 Einleitung
Ein o¨kologisches Interesse an doppelt-diffusiver Konvektion ist dadurch gegeben, das diese bei
Schadstoffeinleitungen ins Meer auftreten kann. Somit ko¨nnen entsorgt geglaubte Schadstoffe
durch Fingerbildung aufsteigen [16]. Doppelt-diffusive Fingerbildung kann in den Schmelzen
von Metalllegierungen auftreten, so daß nach der Kristallisation inhomogene Konzentrationen
in der Legierung vorliegen [57]. Dieses Problem kann ebenso beim Wachstum von Halbleiter-
kristallen auftreten [6]. Doppelt-diffusive Konvektion kann beim Nachfu¨llen von Erdgastanks
entstehen und einen raschen Druckanstieg zur Folge haben [16].
Anhand dieser Beispiele aus den unterschiedlichsten Bereichen kann man die Relevanz der
doppelt-diffusiven Konvektion erkennen. U¨bersichtsartikel zu diesem Themengebiet sind bei-
spielsweise [6, 16, 56, 57, 39].
1.4 Abgrenzung und Zielsetzung dieser Arbeit
Im Rahmen dieser Arbeit werden Experimente mit einem doppelt-diffusiven System durch-
gefu¨hrt. In bisherigen Untersuchungen wurden hierfu¨r prima¨r das Salz/Temperatur System
oder das Salz/Zucker System verwendet. In beiden System wird Wasser als Umgebungsflu¨ssig-
keit verwendet. Das Salz/Temperatur System wurde im Einleitungskapitel erla¨utert (Seite 3),
Untersuchungen mit diesem System finden sich beispielsweise in [55, 40, 20]. Das Salz/Zucker
System beinhaltet zwei dichteerho¨hende Substanzen und wird deswegen kurz erla¨utert. Salz
und Zucker besitzen unterschiedliche Diffusionskoeffizienten (DSalz > DZucker). Zucker als
die langsamer diffundierende Substanz ist demzufolge ra¨umlich destabilisierend angeordnet
(Substanz S) und u¨bernimmt damit die Rolle des Salz im Salz/Temperatur System. So-
mit befindet sich eine Schicht ho¨herer Zuckerkonzentration oberhalb einer Schicht mit einer
niedrigeren Zuckerkonzentration. Das Salz u¨bernimmt die Rolle der ra¨umlich stabilisieren-
den Substanz (Substanz T ), somit befindet sich eine Schicht niedrigerer Salzkonzentration
oberhalb einer Schicht mit ho¨herer Konzentration. Um eine ‘gravitationsbedingt stabil’ ver-
teilte Gesamtkonfiguration zu erhalten, ist der Beitrag des Dichtegradienten des Salzes gro¨ßer
als der des Zuckers. Die doppelt-diffusiven Strukturen bestehen aus Regionen unterschied-
licher Zuckerkonzentrationen. Experimente an diesem System finden sich beispielsweise in
[54, 47, 15, 48, 21, 53].
Im Rahmen dieser Arbeit wird ein System bestehend aus einem gelo¨sten Tensid und Glyzerin
in Wasser verwendet. In einem geeigneten Konzentrationsbereich aggregiert das Tensid zu Mi-
zellen und hat einen geringen Diffusionskoeffizienten als Glyzerin. Demzufolge ist Glyzerin die
ra¨umlich stabilisierende Substanz (T ). Aufgrund der gegenu¨ber Wasser ho¨heren Dichte befin-
det sich eine Schicht mit niedrigerer Glyzerinkonzentration oberhalb einer Schicht mit einer
ho¨heren. Das verwendete Tensid besitzt eine geringere Dichte als Wasser. Aufgrund der desta-
bilisierenden ra¨umlichen Verteilung (Substanz S) befindet sich also eine Schicht niedrigerer
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Tensidkonzentration oberhalb einer Schicht mit einer ho¨heren Konzentration. Aufgrund der
‘gravitationsbedingt stabilen’ Gesamtverteilung ist der Dichtegradient des Glyzerins gro¨ßer als
der des Tensids. Die doppelt-diffusiven Strukturen bestehen aus Regionen unterschiedlicher
Tensidkonzentrationen.
Der Mechanismus der doppelt-diffusiven Konvektion ist in diesen Systemen gleich. Experi-
mentell zeigen diese Systeme jedoch unterschiedliche Vor- und Nachteile. Die beiden ‘klas-
sischen’ Systeme Salz/Temperatur und Zucker/Salz haben den Nachteil, daß Konzentrati-
onsunterschiede ad hoc nicht sichtbar sind. Die Beobachtung der doppelt-diffusiven Struk-
turen geschieht durch Zugabe eines Kontrastmittels [54], durch Einfu¨hren von Meßsonden
[40, 55, 20] oder durch Ausnutzung der Vera¨nderung des Brechungsindex von Wasser bei
Konzentrationsunterschieden[47, 15, 48, 21, 53]. Diese Vorgehensweisen sind jedoch nicht un-
problematisch. Die Visualisierung der Strukturen unter Ausnutzung des Brechungsindex hat
den Nachteil, daß hinreichende Konzentrationsunterschiede vorliegen mu¨ssen um sie u¨ber
ihren Einfluß auf den Brechungsindex sichtbar machen zu ko¨nnen. Die Einfu¨hrung von Meß-
sonden hat den Nachteil, daß durch den Eingriff von außen das System gesto¨rt wird. Die
Hinzugabe von Kontrastmitteln ist problematisch, da das System nun prinzipiell aus drei
gelo¨sten Substanzen besteht und somit streng genommen keine doppelt-diffusive Konvektion
vorliegt. Der Einfluß einer dritten Substanz wurde in [10] untersucht. Es stellte sich heraus,
daß schon eine geringe Konzentration einer dritten Substanz mit einem Diffusionskoeffizien-
ten vergleichbar dem der langsamer diffundierenden Substanz einen deutlichen Einfluß auf
das Verhalten des Systems hat. Desweiteren muß sichergestellt sein, daß die lokalen Kon-
zentrationen des Kontrastmittels mit der der destabilisierenden Substanz korreliert sind; so
wa¨re beispielsweise eine Substanz mit einem Diffusionskoeffizienten vergleichbar mit dem der
schneller diffundierenden Substanz unbrauchbar.
Diese Probleme treten in den hier verwendeten Systemen nicht auf, da das Tensid selbst
eine Tru¨bung in wa¨sseriger Lo¨sung verursacht. Somit sind durch diese Tru¨bung die doppelt-
diffusiven Strukturen sichtbar. Dies gewa¨hrleistet eine einfache und direkte Beobachtung so-
wie eine einfache Handhabung. Desweiteren besitzen die verwendeten Substanzen stark un-
terschiedliche Diffusionskoeffizienten (siehe Kap. 2.3.1, Seite 22). Dies fu¨hrt aufgrund der
Bedingung fu¨r das Auftreten der doppelt-diffusiven Finger-Instabilita¨t (siehe Kap. 2.1, Gl.
2.1.14, Seite 12) zu einem großen Variationsbereich der Konzentrationen.
Bisherige Arbeiten auf dem Gebiet der doppelt-diffusiven Konvektion konzentrierten sich
prima¨r auf die Untersuchung der Flu¨sse der Substanzen T und S. Experimentelle Untersu-
chungen zu diesem Thema finden sich beispielsweise in [47, 23, 20], theoretischen Arbeiten
in [28, 23] und Simulationen in [43, 35, 36]. Ein weiterer Schwerpunkt der Arbeiten lag bei
Untersuchungen der Stabilita¨t [50, 13, 12]. Zur Wellenla¨nge wurden bisher nur wenige Unter-
suchungen durchgefu¨hrt [20], ebenso wie zur Form der Strukturen [22].
8 Einleitung
Aufgrund der geringen Anzahl an Arbeiten u¨ber die Wellenla¨nge und Form der Strukturen
wird als der Hauptpunkt dieser Arbeit die Geometrie der Strukturen untersucht. Dazu bietet
sich das hier verwendete System aufgrund der direkten Sichtbarkeit der Strukturen und der
großen Variationsmo¨glichkeit der Konzentrationen an. Es werden sowohl Untersuchungen zur
Wellenla¨nge der Strukturen als auch zu deren Form durchgefu¨hrt.
Die Wellenla¨nge der Strukturen wurde bislang nur in [20] experimentell untersucht. Eine
theoretische Beschreibung der Wellenla¨ngen der doppelt-diffusiven Konvektion wurde von
erstmalig in [49] durchgefu¨hrt und in [41] erweitert. Diese Beschreibungen geben eine Formel
fu¨r die Wellenla¨nge in Abha¨ngigkeit von den Konzentrationsgradienten. Diese sind experimen-
tell jedoch nicht unproblematisch zu bestimmen, da hierbei die gleichen Probleme wie bei den
oben angefu¨hrten Problemen der Visualisierung auftreten. Aus diesem Grunde werden hier
die existierenden theoretischen Beschreibungen erweitert, indem durch die Beru¨cksichtigung
der Zeitabha¨ngigkeit die Wellenla¨nge durch die anfa¨nglichen Konzentrationen ausgedru¨ckt
wird. Zur detaillierten U¨berpru¨fung der theoretischen Ergebnisse werden Computersimulatio-
nen durchgefu¨hrt; dies wird anschließend mit experimentellen Messungen verglichen.
Die Form der Strukturen, insbesondere unter dem Einfluß von externen Stro¨mungen, wurde
bislang nur in [21] untersucht. Dies wird als Ausgangspunkt fu¨r den zweiten Untersuchungs-
gegenstand dieser Arbeit verwendet. Darauf aufbauend wird ein System untersucht, welches
aufgrund seiner Geometrie autonom quasi-zweidimensionale Strukturen erzeugt. Diese Unter-
suchungen werden mit Computersimulationen und Experimenten durchgefu¨hrt.
92 – Grundlagen
In diesem Kapitel werden die zum Versta¨ndnis dieser Arbeit notwendigen Grundlagen dar-
gestellt. Da im Rahmen dieser Arbeit sowohl theoretische U¨berlegungen als auch Compu-
tersimulationen und Experimenten verwendet werden, sollen nun die Grundlagen dieser drei
Gebiete in mo¨glichst u¨bersichtlicher Form vorgestellt werden.
2.1 Theoretische Grundlagen
Da es sich bei der doppelt-diffusiven Konvektion um ein hydrodynamisches Pha¨nomen han-
delt, basiert die theoretische Beschreibung auf den Navier-Stokes Gleichungen der klassischen
Kontinuumsmechanik. Obwohl diese Gleichungen schon seit dem 19.ten Jahrhundert bekannt
sind, existieren auf diesem Gebiet viele, noch nicht vollsta¨ndig verstandene Probleme. Als nur
ein Beispiel sei die Turbulenz erwa¨hnt, bei der sich aufgrund der Nichtlinearita¨t der Gleichun-
gen anfa¨nglich kleine Sto¨rungen versta¨rken. Hierzu paßt das Zitat von Horace Lamb aus dem
Jahre 1932: “Wenn ich einmal in den Himmel kommen sollte, erhoffe ich mir Aufkla¨rung u¨ber
zwei Dinge: Quantenelektrodynamik und Turbulenz. Was den ersten Wunsch betrifft, bin ich
ziemlich zuversichtlich.” (aus [58], Kap. 3.3.10).
Trotz dieser Schwierigkeiten gibt es dennoch viele Beispiele, bei denen hydrodynamische Syste-
me durch geeignete Na¨herungen und Vereinfachungen theoretisch beschrieben werden ko¨nnen.
Als bekannte Beispiele aus dem Bereich der Strukturbildung seien das Rayleigh-Be´nard und
das Taylor-Couette System genannt. In diesem Kapitel wird nun eine entsprechende theoreti-
sche Beschreibung der doppelt-diffusiven Finger-Instabilita¨t durchgefu¨hrt. Hierbei werden die
Ergebnisse verschiedener Arbeiten in einer kompakten Darstellung unter Verwendung einer
einheitlichen Nomenklatur dargestellt. Technische Details der Rechnungen ko¨nnen dann den
jeweiligen Arbeiten entnommen werden.
Aufgrund der großen Relevanz der klassischen Kontinuumsmechanik gibt es eine Vielzahl von
Literatur u¨ber dieses Themengebiet. Eine sehr detaillierte Darstellung findet sich beispiels-
weise in [19].
Das Stro¨mungsfeld einer inkompressiblen, za¨hen Flu¨ssigkeit wird durch die Navier–Stokes
Gleichung beschrieben:





Der Term ν4~v beschreibt die innere Reibung mit der kinematischen Viskosita¨t ν einer za¨hen




~g, hierbei ist ρ die lokale Dichte und ρ0 die Referenzdichte. Die anderen drei Terme, die
fu¨r sich betrachtet die Eulergleichung (siehe z.B. [19], §2) ergeben, beinhalten die Massen-
und Impulserhaltung. Hierbei und im Folgenden wird die symbolische Schreibweise ∂t ≡ ∂∂t ,
∂z ≡ ∂∂z benutzt. Desweiteren gilt die Kontinuita¨tsgleichung:
∂tρ+ ~∇(ρ~v) = 0 (2.1.2)
Im Folgenden wird mit der Boussinesq-Oberbeck-Approximation gearbeitet (siehe z. B. [19]
§56 und [2], Kap. 7.2). Diese beruht auf der Idee, daß die durch kleine Konzentrationsa¨nderun-
gen hervorgerufenen Dichtea¨nderungen ebenfalls gering sind. Deshalb wird die Dichte u¨berall
als konstant angesehen, nur nicht in dem Auftriebsterm ρρ0~g. Damit vereinfacht sich die Kon-
tinuita¨tsgleichung zu
~∇~v = 0 (2.1.3)
Die Diffusionsgleichungen zweier gelo¨ster Substanzen S und T lauten
∂tS + (~v ~∇)S = DS4S
∂tT + (~v ~∇)T = DT4T
(2.1.4)
mit den entsprechenden DiffusionskonstantenDS undDT . Hier giltDT > DS . Bei diesen Glei-
chungen wurde die wechselseitige Beeinflussung der Diffusion durch die jeweils andere Sub-
stanz vernachla¨ssigt. Die Beru¨cksichtigung dieser Wechselwirkung auf die doppelt-diffusive
Konvektion wurden in [29, 27]) durchgefu¨hrt. Es zeigte sich, daß auch eine stabile Anordnung
beider Substanzen zu Fingerbildung fu¨hren kann. Im Rahmen dieser Arbeit wird diese Wech-
selwirkung nicht beru¨cksichtigt.









S = 1 + αTT + αSS (2.1.5)
mit ρT , ρS als absolute und αT , αS als relative Dichten der gelo¨sten Substanzen T und S.
Bei den im Rahmen dieser Arbeit verwendeten Substanzen gilt αT > 0, αS < 0.
Diese Gleichungen werden als Ausgangspunkt der theoretischen Beschreibung der doppelt-
diffusiven Konvektion benutzt.
Durch die Bildung der Rotation auf beiden Seiten von (2.1.1) wird der Druck p eliminiert:







Durch Bildung der Rotation von Gl. (2.1.6) und unter Beru¨cksichtigung von ~∇ × ~∇ × ~v =
~∇(~∇~v)−4~v = −4~v (wegen Gl. 2.1.3) ergibt sich:
−∂t4~v + ~∇× ~∇× [(~v ~∇)~v] = ~∇× ~∇× ρ
ρ0
~g − ν42~v (2.1.7)
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Es wird nun untersucht, inwieweit eine ruhende Flu¨ssigkeit, d. h. ~v = ~0, stabil gegenu¨ber
infinitesimalen Sto¨rungen der vertikalen Geschwindigkeitskomponente δ~v = (0, 0, w) ist. Unter
Vernachla¨ssigung von Gliedern ho¨herer Ordnung der Sto¨rung w vereinfacht sich die vertikale
Komponente von Gl. (2.1.7) zu:
−∂t4w = g4xy ρ
ρ0
− ν42w (2.1.8)
mit dem horizontalen Laplaceoperator 4xy ≡ ∂2x + ∂2y .
Die Verteilung der Konzentrationen von T und S werde anfa¨nglich nur durch einen vertikalen,
konstanten Konzentrationsgradienten Tz ≡ ∂zT und Sz ≡ ∂zS beschrieben.
Bei den im Rahmen dieser Arbeit untersuchten Anordnungen gilt grundsa¨tzlich Tz < 0,
Sz < 0. Aufgrund der relativen Dichten der Substanzen ergibt sich so der stabilisierende
Dichtegradient αTTz < 0 und der destabilisierende αSSz > 0. Eine ‘gravitationsbedingt sta-
bile’ Anordnung liegt vor, wenn der stabilisierende Gradient dominiert, d.h. αTTz+αSSz < 0.
Die Entwicklung von infinitesimalen Sto¨rungen dieser anfa¨nglichen Verteilung werden, unter
Vernachla¨ssigung von Gliedern ho¨herer Ordnung, durch Linearisierung von Gl. (2.1.4) be-
schrieben:
∂tS
′ + wSz = DS4S′
∂tT
′ + wTz = DT4T ′,
(2.1.9)
wobei T ′ und S′ Sto¨rungen der anfa¨nglichen Verteilung beschreiben.
Durch Einsetzen von (2.1.5) in (2.1.8) erha¨lt man somit folgendes Gleichungssystem:





(∂t −DS4)S′ = −Szw
(∂t −DT4)T ′ = −Tzw
(2.1.10)
Dieses Gleichungssystem wird allgemein zur Analyse der doppelt-diffusiven Konvektion ver-
wendet (siehe beispielsweise [49, 3, 41]). Es wurde in dieser Herleitung zwar durch eine Linea-
risierung gewonnen, ist in dieser Form unter Vernachla¨ssigung von horizontalen Stro¨mungen
aber auch bei endlichen Amplituden der Sto¨rungen (d. h. Fingern) gu¨ltig [3, 39].
Durch den Lo¨sungsansatz
w, T ′, S′ ∼ eΛtei(kxx+ kyy + kzz) (2.1.11)






























αSSz(Λ+DTk2) = 0 (2.1.12)
Diese kubische Polynom wurde beispielsweise in [3] untersucht. Es existieren verschiedene
Lo¨sungstypen fu¨r Λ; so sind die Fa¨lle von drei reellen Lo¨sungen oder einer reellen und zwei
konjugiert komplexen Lo¨sungen mo¨glich. Der Fall von zwei konjugiert komplexen Lo¨sungen
beschreibt die oszillatorische Instabilita¨t und wird im Folgenden nicht weiter betrachtet. Der
Fall der drei reellen Lo¨sungen beschreibt die doppelt-diffusive Finger-Instabilita¨t.
Anfa¨nglich infinitesimal kleine Sto¨rungen versta¨rken sich, wenn der Realteil von Λ positiv ist.
Die Grenze zwischen der Versta¨rkung und Da¨mpfung von infinitesimalen Sto¨rungen verla¨uft
bei Re{Λ} = 0. Fu¨r den Fall einer Schicht der Dicke h und konstanten Konzentrationsgradi-
enten ergibt sich damit die Bedingung fu¨r die doppelt-diffusive Finger Instabilita¨t (siehe z.B.
[3]):














sind analog zur Rayleigh Zahl Ra definiert (siehe z.B [19], §56 oder [2], Kap 7.3). Die Unglei-
chungenRT > 0,RS > 0 gelten unabha¨ngig von den verwendeten Substanzen. Typischerweise,
und insbesondere auch bei dem in dieser Arbeit verwendeten System1, gilt RT À 274 pi4 und
τRS À 274 pi4. Damit kann der zweite Term in der Bedingung 2.1.13 vernachla¨ssigt werden
und es folgt
Rρ < τ (2.1.14)
mit dem sogenannten Stabilita¨tsverha¨ltnis Rρ = −αTTzαSSz . Diese Bedingung entspricht der erst-
malig von [49] hergeleiteten Bedingung fu¨r die doppelt-diffusive Finger-Instabilita¨t. Der Un-
terschied von 274 pi
4 beruht auf der Tatsache, daß in der Herleitung der Bedingung 2.1.13
beru¨cksichtigt wurde, daß in der betrachteten Schicht der Dicke h nur bestimmte Wellenzahl-
vektoren auftreten ko¨nnen. Dies blieb in der Herleitung von 2.1.14 unberu¨cksichtigt.
Aufgrund der ‘gravitationsbedingt stabilen’ Gesamtverteilung gilt Rρ > 1, d. h. der Betrag
des Dichtegradienten der stabilisierenden Substanz ist gro¨ßer als der der destabilisierenden.
Damit erha¨lt man den Bereich
1 < Rρ < τ (2.1.15)





, DS = 3 ·10−12 m2s , αT = 0.26 1VolTeile , αS = −0.05 1VolTeile , h ≈ 2 ·10−4 m, ∆T,∆S ≈ 0.05 VolTeile,
Tz ≈ ∆Th , Sz ≈ ∆Sh . Hieraus ergibt RT ≈ 104, τRS ≈ 8 · 104 À 274 pi4 ≈ 658.
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fu¨r die doppelt-diffusiven Finger-Instabilita¨t.
Im Rahmen dieser Arbeit werden die Wellenla¨ngen eines doppelt-diffusiven Systems unter-
sucht. Stern [49] hat als erster na¨herungsweise die maximale Wachstumsrate Λ und die da-
zugeho¨rige Wellenla¨nge λ aus Gl. 2.1.10 bzw. 2.1.12 berechnet. Mit der hier verwendeten
Nomenklatur lauten diese:

















Dabei wurden konstante Gradienten in vertikaler Richtung vorausgesetzt; die Na¨herungen
gelten unter den Bedingungen τ À Rρ À 1, σ ≡ νDT > 1.
Ohne diese einschra¨nkenden Bedingungen wurden die Gleichungen fu¨r die Wachstumsrate und
die Wellenla¨nge von Schmitt [37, 38] hergeleitet. Die Gleichungen fu¨r die maximale Wachs-
tumsrate Λ und den dazugeho¨rigen Wellenzahlvektor kxy lauten:
Λ = (gαTTz)
1







·M(Rρ, γ, τ, σ) (2.1.19)
mit der Prandtl Zahl σ = νDT und dem Verha¨ltnis der Flu¨sse γ = −
αTT
′
αSS′ . Die dimensionslose
Wachstumsrate G und und Wellenla¨nge M sind in [37, 38] gegeben.
Die Formeln von Stern (Gl. 2.1.16 und 2.1.17) ergeben sich aus den Formeln von Schmitt
(Gl. 2.1.18 und 2.1.19) unter den oben angefu¨hrten Bedingungen. Fu¨r die spa¨teren Unter-
suchungen sind in besonderem Maße die Abha¨ngigkeit der Wachstumsrate und Wellenla¨nge
vom Konzentrationsgradienten Tz relevant.
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2.2 Simulationsmethoden
Im Rahmen dieser Arbeit wird die doppelt-diffusive Finger-Instabilita¨t anhand numerischer
Simulationen untersucht. Bisherige Arbeiten auf diesem Gebiet beschra¨nkten sich hauptsa¨chlich
auf zweidimensionale Systeme [42, 45, 43, 44, 46, 62], realistischere dreidimensionale Unter-
suchungen wurden in [35, 36] durchgefu¨hrt. In diesen Arbeiten wurde eine vereinfachte Form
der Navier-Stokes Gleichungen verwendet, bei der der Term (~v~∇)~v vernachla¨ssigt wird. Die-
se Na¨herung wird bei kleinen Stro¨mungsgeschwindigkeiten verwendet. Im Gegensatz zu den
zuvor durchgefu¨hrten Arbeiten wird in dieser Arbeit der Einfluß von Stro¨mungen u¨ber denen
der reinen doppelt-diffusiven Konvektion hinaus untersucht. Aus diesem Grund werden die
Navier-Stokes Gleichungen ohne diese Vereinfachung simuliert.
Die Simulation geschieht mit einem selbstgeschriebenen Programm, da zum Einen die Simu-
lation zweier gelo¨ster Substanzen zwingend erforderlich ist und desweiteren unterschiedliche
Rand- und Anfangsbedingungen untersucht werden. Dies ist nur durch eine eigene Implemen-
tation zu realisieren. Der Schwerpunkt dieser Arbeit liegt in der Physik der doppelt-diffusiven
Konvektion, demzufolge werden bei der Umsetzung etablierte Algorithmen verwendet. Auf-
grund der großen Relevanz der Hydrodynamik existieren zur numerischen Lo¨sung der Navier-
Stokes Gleichungen eine Vielzahl unterschiedlicher Lo¨sungsverfahren; die hauptsa¨chlich ver-
wendeten Verfahren sind die Methode der Finiten Differenzen, der Finiten Volumina und der
Finiten Elemente.
Die Methode der finiten Differenzen basiert auf den Navier-Stokes Gleichungen in ihrer dif-
ferentiellen Form. Das zu lo¨sende System wird mit einem Gitter u¨berzogen, an dessen Git-
terpunkten die numerischen Werte der einzelnen Variablen lokalisiert sind. Die partiellen
Ableitungen werden durch die Werte an den einzelnen Gitterpunkten approximiert. Die Me-
thode der finiten Volumina verwendet die Navier-Stokes Gleichungen in ihrer integralen Form
im Gegensatz zu der bisherigen Darstellung in differentieller Form. Das Lo¨sungsgebiet wird
unterteilt in angrenzende Kontrollvolumina. Die Variablen werden in der Mitte der Kontroll-
volumina berechnet, durch Interpolation werden die Werte dieser Variablen an der Oberfla¨che
dieser Volumina ermittelt. Die Methode der finiten Elemente basiert auf der gleichen Grundi-
dee wie die Methode der finiten Volumina. Der wesentliche Unterschied besteht darin, daß die
zu integrierenden Gleichungen mit einer Gewichtungsfunktion multipliziert werden um eine
Approximation des Kontrollvolumens zu erhalten. Details zu diesen Algorithmen sowie deren
Vor- und Nachteilen ko¨nnen beispielsweise [8] entnommen werden.
Im Rahmen dieser Arbeit wird die Methode der finiten Volumina verwendet. Diese hat den
Vorteil einer einfachen Umsetzbarkeit aufgrund der physikalischen Bedeutung der in den Al-
gorithmen verwendeten Variablen. Diese Methode wird im folgenden Abschnitt erkla¨rt. Die
praktische Umsetzung wird nach [8] realisiert. Dort ko¨nnen auch weitere Details sowie wei-
tergehende Erla¨uterungen entnommen werden.
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2.2.1 Simulationsmodell
Es wird eine inkompressible, viskose Flu¨ssigkeit mit zwei gelo¨sten und diffundierenden Sub-
stanzen in der Boussinesq-Oberbeck Approximation simuliert. Im Rahmen dieser Arbeit wird
mit drei Raumdimensionen gearbeitet.
Das Gleichungssystem sieht somit folgendermaßen aus:
∂t~v + (~v ~∇)~v = (1 + αTT + αSS)~g − 1
ρ0
~∇p+ ν4~v
∂tS + (~v ~∇)S = DS4S
∂tT + (~v ~∇)T = DT4T
~∇~v = 0
(2.2.1)
Dieses System hat 6 Variablen (die Skalare T , S und p sowie das Vektorfeld ~v) und besteht
aus 6 Gleichungen. Fu¨r den Druck p existiert keine explizite Gleichung; dieser wird indirekt
durch die anderen Variablen mitbestimmt. Somit kann man den Druck als “einen Lagran-
gemultiplikator betrachten, um das Stro¨mungsfeld divergenzfrei zu machen.” (Sinngema¨ßes
Zitat von Prof. Turek, Universita¨t Dortmund). Zur Berechnung des Drucks wird durch die
Umstellung der ersten Gleichung nach ~∇p und der Anwendung der Divergenz eine Poisson
Gleichung gebildet.
Das zu simulierende Gebiet wird in quadratische Kubi unterteilt. Aufgrund der Methode
der finiten Volumina werden die Navier-Stokes Gleichungen in integraler Form u¨ber diese
Volumina bzw. ihre Oberfla¨chen approximiert ([8], Kap. 4 und Kap. 7.5). Die ra¨umlichen
Ableitungen zur Berechnung der Werte in einem Kontrollvolumen werden mit den sechs an-
grenzenden Volumina gebildet. Die Zeitintegration erfolgt implizit unter Beru¨cksichtigung
der beiden vorhergehenden Integrationsschritte ([8], Kap. 6.3.2). Der Druck wird mit dem
SIMPLE Algorithmus berechnet ([8], Kap. 7.3.4).
Fu¨r jede der sechs Unbekannten entsteht ein Gleichungssystem mit N Unbekannten, wobei N
der Anzahl der Kontrollvolumina entspricht. Zur Lo¨sung eines N -dimensionalen Gleichungs-
system beno¨tigt man im Allgemeinen eine N × N–Matrix fu¨r die Koeffizienten. Da in dem
hier betrachteten System die Unbekannten nur mit ihren na¨chsten Nachbarn wechselwirken
und somit nur wenige Koeffizienten ungleich Null auftreten, ist die Koeffizientenmatrix du¨nn
besetzt. Aufgrund der großen Anzahl der Kontrollvolumina (N & O(106)) werden nur die
Koeffizienten ungleich Null gespeichert.
Bei einer Lo¨sung des Gleichungssystems durch Gauß-Elimination verha¨lt sich die Laufzeit in
Abha¨ngigkeit von der Anzahl der Unbekannten gema¨ß N3. Dieser Algorithmus zieht keinen
Vorteil aus der Tatsache, daß die Koeffizientenmatrix schwach besetzt ist. Demzufolge wird
er in der Simulation von Stro¨mungen nur selten verwandt. Daru¨berhinaus gibt es iterative
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Algorithmen zur Lo¨sung von Gleichungssystemen. Diese verwenden eine geratene Lo¨sung
(in der Regel die Lo¨sung des vorherigen Integrationsschritt), um diese iterativ zu verbessern.
Wenn die Anzahl der Iterationen gering ist und eine Iteration wenig Laufzeit beno¨tigt, ko¨nnen
diese Algorithmen schneller sein als eine direkte Lo¨sung. Der durch die Verwendung eines
iterativen Algorithmus entstehende Fehler der Lo¨sung ist bei einer geeigneten Realisierung
im Allgemeinen viel geringer als der des Diskretisierungsschemas. In dieser Arbeit wird der
iterativer Algorithmus ‘strongly implicite procedure’ (SIP) verwendet ([8], Kap. 5.3.4). Dieser
Algorithmus basiert auf einer Zerlegung der Koeffizientenmatrix in Dreeicksmatrizen und zeigt
ein gutes Konvergenz- und Laufzeitverhalten ([8], Kap. 5.7).
Details zur praktischen Umsetzung dieser Algorithmen ko¨nnen [8] entnommen werden. Diese
werden mit einem in der Programmiersprache C/C++ geschriebenen Programm implemen-
tiert. Der Quellcode dieses und der zur weiteren Auswertung verwendeten Programme sind
beim Autor erha¨ltlich, da ein Abdruck aufgrund der La¨nge und der geringen Aussagekraft als
unpraktisch erscheint.
Im Rahmen dieser Arbeit werden Reihenuntersuchungen zur Bestimmung der Wellenla¨nge und
der Wachstumszeit mit 1 ·106 Kontrollvolumina durchgefu¨hrt, dies entspricht einem Speicher-
platzbedarf von 180 MB RAM. Die Laufzeit variiert hierbei zwischen einigen Stunden und
einem Tag. Desweiteren werden Untersuchungen an großen Systemen mit 5 − 10 · 106 Kon-
trollvolumina durchgefu¨hrt. Der notwendige Speicherplatzbedarf betra¨gt hierbei 0.9 – 1.8 GB
RAM. Dies entspricht der oberen Grenze der zur Verfu¨gung stehende Rechenkapazita¨t. Diese
Simulation beanspruchen typischerweise Laufzeiten von einigen Tagen bis zu einer Woche.
2.2.2 Rand– und Anfangsbedingungen
Im Rahmen dieser Arbeit werden zwei verschiedene Randbedingungen verwendet; dies sind
geschlossene und periodische Randbedingungen.
Geschlossene Randbedingungen bedeuten einen ‘no-slip‘, ‘no-flux’ Rand. Eine ‘no-slip’ Rand-
bedingung bedeutet, daß an der Wand die Geschwindigkeit der Stro¨mung der der Wand
entspricht. Im Allgemeinen werden in dieser Arbeit Ra¨nder ohne Geschwindigkeit verwendet,
d. h. die Flu¨ssigkeit ruht am Rand. Externe Stro¨mungen ko¨nnen aber durch diese Randbedin-
gung sehr einfach simuliert werden, da eine Bewegung des Randes aufgrund der simulierten
Gleichungen Stro¨mungen im Inneren des Systems bewirkt. Weiterhin ist diese Wand adiaba-
tisch, d. h. es findet keine Diffusion von T oder S durch diese Wand statt. Aus diesem Grund
wird dies auch als ‘no-flux’ Randbedingung bezeichnet. Diese beiden Bedingungen ergeben
einen geschlossenen Rand; dies entspricht einer undurchla¨ssigen Wand. Dieser Rand wird fu¨r
die obere und unterere Begrenzung des Systems verwendet.
Als zweite Randbedingung werden periodische Ra¨nder simuliert. Dies bedeutet, daß ~v, T , S
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und p periodisch fortgesetzt werden. Diese Randbedingung wird fu¨r die seitlichen Ra¨nder der
meisten Simulationen verwendet. Dies hat den Vorteil, daß die zur Strukturbildung notwen-
digen Stro¨mungen und Diffusionen keinen seitlichen, externen Einflu¨ssen ausgesetzt sind.
Eine geschlossene Randbedingung wu¨rde beispielsweise aufgrund ihrer ‘no-slip’ Eigenschaft
das Stro¨mungsfeld beeinflussen, welches bei der Simulationen der doppelt-diffusiven Konvek-
tion zu einer Ausrichtung der Strukturen fu¨hren wu¨rde. Diese Orientierung der Strukturen
ist in den Experimenten zu dieser Arbeit auch beobachtet worden, ebenso in wie in anderen
Systemen (siehe z. B. [48]), ist aber ein unerwu¨nschter Effekt in den spa¨teren Simulationen.
Mit zunehmendem Abstand vom Rand des System ist experimentell ein sinkender Einfluß des
Randes auf die Orientierung der Strukturen zu beobachten. Typischerweise ist dieser Einfluß
bei ≈ 3 – 5 Wellenla¨ngen der Strukturen nicht mehr erkennbar. Da die Simulationen zeit- und
speicherplatzintensiv sind und dieser Randeinfluß nicht Gegenstand der spa¨ter folgenden Un-
tersuchungen sein soll, wird dies durch die Verwendung von periodischen Randbedingungen
umgangen.
Zu Beginn der Simulation werden die lokalen Konzentrationen T und S mit den gewu¨nschten
Werten initialisiert. Typischerweise werden Systeme mit keinen anfa¨nglichen Konzentrationen
T und S in einem oberen Bereich und endlichen Konzentration an T und S im unteren
Bereich simuliert. Die Konzentrationen werden grundsa¨tzlich so gewa¨hlt, daß das System
‘gravitationsbedingt stabil’ ist.
2.2.3 Zweidimensionale Simulationen
Zu Beginn der Untersuchungen in dieser Arbeit werden Simulationen mit einem zweidimensio-
nalen Modell durchgefu¨hrt. Dies entspricht zwar nicht der Realita¨t — aus diesem Grund wird
es auch nicht weiter verwendet — eignet sich aber gut fu¨r eine erste qualitative Erla¨uterung
der Simulationsergebnisse.
Die zeitliche Entwicklung dieses Systems ist in Abbildung 2.2.1 dargestellt. Die bei dieser
Simulation verwendeten Parameter der Navier-Stokes Gleichungen entsprechen denen der
spa¨teren Untersuchungen. Zu Beginn sind in der oberen Ha¨lfte des System keine Substanzen
vorhanden. Von der Mitte ausgehend nehmen die Konzentrationen linear von Null zu T0
und S0 am Boden zu. Da diese Verteilung ‘gravitationsbedingt stabil’ ist, entstehen keine
Konvektionsstro¨mungen. Im Laufe der Zeit breitet sich das anfa¨ngliche Konzentrationsprofil
durch Diffusion aus. Nach einer gewissen Zeit entstehen durch doppelt-diffusive Konvektion
fingerartige Strukturen, die schnell deutlicher werden und nach oben wachsen.
Diese Strukturen sind in Abb. 2.2.2 im Detail dargestellt. Anhand der Bilder in dieser Abbil-
dung ist die fingerartige Struktur in S wie zuvor deutlich zu erkennen. Die Graufa¨rbung dieser
Bilder spiegelt sich in der jeweils darunter dargestellten S Isokonzentrationslinien wieder, da
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t = 0 s t = 200 s
t = 240 s t = 280 s
Abbildung 2.2.1: 2d Simulation mit periodischen Randbedingungen in horizontaler und geschlossenen
Randbedingungen in vertikaler Richtung. Anfa¨nglich nehmen die Konzentrationen T und S von der
Mitte bis zum Boden linear zu. Dargestellt ist die destabilisierende Substanz S; eine dunklere Fa¨rbung
bedeutet eine ho¨here Konzentration. T0 = S0 = 0.05 VolTeile, Bildgro¨ße 1.2× 0.8 mm.
dies nur unterschiedliche Darstellungsformen der gleichen Werte sind. Bei t = 280 s zeigt sich
in der Darstellung der Isokonzentrationslinien eine unu¨bersichtliche Struktur, da diesen Linien
ohne eine entsprechende Beschriftung nicht die jeweilige Konzentration zu entnehmen ist. Da
jede einzelne Linie fu¨r eine eindeutige Darstellung gekennzeichnet werden mu¨ßte, erscheint
dieses Vorgehen als wenig praktikabel. Aus diesem Grund wird in der weiteren Arbeit mit
Graustufenbildern zur anschaulichen Darstellung gearbeitet.
Weiterhin sind in dieser Abbildung Stromlinien dargestellt. Diese Linien sind so definiert, daß
zwischen zwei Linien die selbe Menge an Flu¨ssigkeit pro Zeiteinheit hindurch fließt. Somit
fu¨hrt eine lokal schnellere Stro¨mung zu dichter liegenden Stromlinien. Die Stro¨mungsrichtung
ist in dieser Darstellung nicht zu erkennen. Anhand der Abbildung von |~v| in 2.2.2 ist eine
rollenfo¨rmige Struktur in den Stromlinien zu erkennen, wobei die Anzahl der Rollen dop-
pelt so groß ist wie die der Finger. Die in der Abbildung fu¨r t = 200 s dargestellten Pfeile
zeigen die Richtung der vertikalen Stro¨mungskomponente an. Durch einen Vergleich mit der
Fingerstruktur ist zu erkennen, daß innerhalb eines Fingers die Flu¨ssigkeit nach oben stro¨mt
und Bereich zwischen den Fingern nach unten. Somit besitzen die Konzentration S und die
vertikale Stro¨mungskomponente die gleiche Periodizita¨t. Dies entspricht dem Lo¨sungsansatz
(Gl. 2.1.11 auf Seite 11) zur theoretischen Bestimmung der Wellenla¨nge und der Wachs-
tumszeit. Die vertikalen Stro¨mungen schließen sich zu Rollen, somit besitzt jeder Finger zwei
Konvektionsrollen. Die periodischen Randbedingungen sind deutlich an den Strom- und Iso-
konzentrationslinien zu erkennen.
In der stabilisierenden Substanz T sind hingegen nahezu keine Strukturen zu erkennen. Durch
Stro¨mungen entstehende Konzentrationsunterschiede werden durch Diffusion aufgrund des
ho¨heren Diffusionskoeffizienten ausgeglichen.
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Abbildung 2.2.2: Detaillierte Darstellung der Simulation aus Abb. 2.2.1 mit den Konzentrationen der
destabilisierenden (S) und stabilisierenden Substanz T sowie den Stromlinien von |~v| zu unterschied-
lichen Zeiten.
Da die Struktur der Stro¨mungen erwartungsgema¨ß der Fingerstruktur in S entspricht, und die
Strukturen in T nur schwach ausgepra¨gt sind, wird in den folgenden Untersuchungen nur die
destabilisierende Substanz S betrachtet. Daru¨berhinaus ist S die Observable der Experiments
und damit direkt mit den Simulationen vergleichbar.
2.2.4 Dreidimensionale Simulationen
In den spa¨teren Untersuchungen werden grundsa¨tzlich dreidimensionale Simulationen ver-
wendet, da diese den Experimenten entsprechen. Die zeitliche Entwicklung einer typischen
Simulation in der Aufsicht ist in Abb. 2.2.3 dargestellt. Bei dieser Simulation wird die gleiche
Anfangsbedingung wie bei der Simulation aus Abb. 2.2.1 verwendet. In x und y Richtung wer-
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den periodische Randbedingungen verwendet, in z Richtung ist das System durch geschlossene
Randbedingungen begrenzt.
Zur Darstellung wurde die Konzentration der destabilisierenden Substanz S entlang der z-
Achse summiert und bezu¨glich S0 normiert. Eine ho¨here Konzentration ist dunkler dargestellt.
In der Abbildung 2.2.3 ist, ausgehend von einer gleichfo¨rmigen Verteilung, eine deutlich wer-
dende wabenfo¨rmige Struktur zu erkennen. Die dunkleren Stellen dieser Struktur werden
durch Finger gebildet, da ein Finger durch eine ho¨here Konzentration an S entlang der ver-
tikalen Achse gekennzeichnet ist (siehe Abb. 2.2.2). Die helleren Stellen entsprechen den
Zwischenra¨umen. Die zunehmende Deutlichkeit der Strukturen entsteht durch das Wachs-
tum der Finger. Die Entstehung der fingerartigen Strukturen in S sowie das Verhalten der
Konzentration in T und der Stro¨mungen entspricht in allen Punkten der vorher dargestellten
zweidimensionalen Simulation. Aus diesem Grund wird auf eine genauere Darstellung ver-
zichtet.
Im Laufe der Zeit ist eine zunehmende Wellenla¨nge der Strukturen zu erkennen. Aufgrund
der fehlenden ausgezeichneten Orientierung der Strukturen und der periodischen Randbe-
dingungen, ist dies durch eine laufende Umorientierung der Strukturen in der horizontalen
Ebene mo¨glich. Bei zweidimensionalen Simulationen wird dies unterdru¨ckt, da ein ganzzah-
t = 0 s t = 60 s t = 120 s
t = 180 s t = 240 s t = 300 s
Abbildung 2.2.3: Aufsicht einer dreidimensionalen Simulation mit periodischen Randbedingungen in x
und y Richtung. Dargestellt ist die in z-Richtung summierte Konzentration S, eine dunklere Fa¨rbung
bedeutet eine ho¨here Konzentration. Alle Bilder besitzen die gleiche Grauwertskalierung bezu¨glich S.
Bildgro¨ße 1× 1 mm.
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liges Vielfaches der Wellenla¨nge die La¨nge des Systems ergeben muß. Dies ist ein Vorteil
von drei- gegenu¨ber zweidimensionalen Simulationen und entspricht besser den experimentel-
len Gegebenheiten. Diese besitzen zwar geschlossene Randbedingungen, aufgrund der Gro¨ße
der experimentellen Systeme gegenu¨ber den auftretenden Wellenla¨ngen sind kontinuierliche
Vera¨nderungen von dieser mo¨glich.




Im Rahmen dieser Arbeit werden fu¨r die Experimente zwei verschiedene Systeme verwendet.
Das Glycerid/Glucose System wird aufgrund seiner Natur nur fu¨r qualitative Untersuchungen
verwendet; dies wird spa¨ter erkla¨rt. Das Tensid/Glyzerin System dient den quantitativen
Untersuchungen. Fu¨r einen quantitativen Vergleich mit Experimenten und Theorien ist die
Kenntnis der relativen Dichten αT und αS , der Diffusionskonstanten DS und DT und der
Viskosita¨t ν erforderlich. Dies wird im Folgenden erla¨utert.
2.3.1 Tensid/Glyzerin System
Als stabilisierende Substanz wird Glyzerin verwendet. Glyzerin hat eine Dichte von ρ =
1.26 g
cm3
(Herstellerangabe); hieraus ergibt sich eine relative Dichte von 0.26 gegenu¨ber Was-
ser. Die Diffusionskonstante betra¨gt 1 · 10−10m2s . Glyzerin ist beispielsweise bei SIGMA-
ALLDRICH, Taufkirchen, Deutschland erha¨ltlich.
Als destabilisierende Substanz wird das Tensid ‘Polyethylen 4 Lauryl Ether’ (Handelsna-
me ‘Brij 30’) verwendet. Dies ist bei SIGMA-ALLDRICH erha¨ltlich. Dieses Tensid hat eine
Dichte von ρ = 0.95 g
cm3
(Herstellerangabe). Somit ergibt sich eine relative Dichte von -0.05
gegenu¨ber Wasser. Die chemische Summenformel dieses Tensids lautet CH3–(CH2)n−1–(–O–
CH2–CH2)m-OH mit m = 4 und n = 12. Wie man anhand der chemischen Formel erkennen
kann, geho¨rt es zur Gruppe der Alkohol Ethoxylate. Da in dieser Arbeit nur mit diesem spe-
ziellen Tensid gearbeitet wird, wird es im Folgenden einfach als Tensid bezeichnet.
In wa¨sseriger Lo¨sung aggregiert das Tensid aufgrund seiner amphiphilen Natur. Die spezielle
Form der Aggregation ha¨ngt dabei im Allgemeinen von der Konzentration und der Umge-
bungstemperatur ab [32]; dies beeinflußt den Diffusionskoeffizienten. Dieser wurde jedoch
in den theoretischen Betrachtungen als konstant angesehen. Aus diesem Grund werden nur
Tensidkonzentrationen S0 < 0.1 VolTeile untersucht, da in diesem Bereich das Tensid in Mi-
zellen agglomeriert [32, 30]. Bei gro¨ßeren Konzentrationen S0 & 0.2 VolTeile agglomeriert
das Tensid in Lamellen. Bei diesen Tensidkonzentrationen kann experimentell keine doppelt-
diffusive Strukturbildung mehr beobachtet werden. Schematisch ist eine elongierte Mizelle in
Abb. 2.3.1 dargestellt. Diese Mizellenform wurde im Vorfeld dieser Arbeit von Prof. Winter,
Fachbereich Physikalische Chemie, Universita¨t Dortmund, durch Ro¨ntgenkleinwinkelstreu-
ung bestimmt (siehe hierzu auch [31]) und anschließend daraus die Diffusionskonstante DS
Abbildung 2.3.1: Schematische Darstellung einer elongierten Mi-
zelle. Die hydrophilen Enden des Tensids befinden sich außen, die
hydrophoben Enden sind nach innen gerichtet (aus [32]).
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abgescha¨tzt. Der Logarithmus der gestreuten Intensita¨t wurde gegen den Logarithmus des
Streuvektors aufgetragen. In dieser Darstellung verliefen die Meßpunkte auf einer Gerade mit
Steigung ≈ −1. Dies ist nur bei sta¨bchenfo¨rmigen Streuzentren der Fall. Der Durchmesser der
elongierten Mizellen ergibt sich aus der Moleku¨lla¨nge des Tensid zu ≈ 5 nm. Da das Tensid
tru¨b erscheint in wa¨sseriger Lo¨sung, und die La¨nge der Mizellen oberhalb der Auflo¨sung der
Meßapparatur lag, ergab sich eine untere Grenze der Mizellenla¨nge von & 400 nm. Diese Geo-
metrie beeinflußt den Diffusionskeffizienten. Dieser ist fu¨r sta¨bchenfo¨rmige Teilchen um den
Faktor f/f0 =
(2/3)1/3P 2/3
ln 2P−0.3 kleiner als der des entsprechenden kugelfo¨rmigen Teilchens [61],
wobei P der Quotient aus La¨nge und Durchmesser des Stabes ist. Fu¨r das hier betrachtete
Tensid ergibt sich mit P & 80 der Wert f/f0 & 3.3. Da die Diffusionskonstante aufgrund des
Stokes’schen Gesetz [19] umgekehrt proportional zum Radius der gelo¨sten Teilchens ist, und
der Durchmesser von Glyzerinmoleku¨len zu ≈ 0.5 nm abgescha¨tzt werden kann, ergibt sich
ein Verha¨ltnis der Diffusionskonstanten von τ ≡ DT /DS & 3.3 · 5 nm/0.5 nm = 33. Diese
Abscha¨tzung ergibt somit eine Diffusionskonstante von DS ≈ 3 · 10−12 m2s .
Eine weitere Abscha¨tzung des Diffusionskoeffizienten DS kann u¨ber die spa¨ter diskutierten
Strukturen erfolgen. Diese in Abbildung 4.2.4 (Seite 100) und Abb. 4.2.5 dargestellten Struk-
turen verdoppeln ihre Dicke in 40 – 55 min. Der typische Durchmesser betra¨gt ≈ 200µm.
Die mittlere zuru¨ckgelegte Strecke eines suspendierten Teilchens ergibt sich aus
√
6DS t ([19],
§60). Hieraus ergibt sich ein Diffusionskoeffizient von (2.0 − 3.7) · 10−12 m2s ; dieser Wert ist
mit der vorherigen Abscha¨tzung vertra¨glich.
Auf eine Verbesserung der Genauigkeit dieser Abscha¨tzung wird kein Wert gelegt, da die
Diffusionskonstante DS in der theoretischen Berechnung der Wellenla¨nge nicht eingeht (siehe
Gl. 2.1.17 auf S. 13). Desweiteren wird in den auf der Wachstumsrate (siehe Gl. 2.1.16 und
2.1.18 auf S. 13) aufbauenden theoretischen U¨berlegungen von einem konstanten Verha¨ltnis
der Diffusionskonstanten τ ausgegangen. Dies kann durch die bisherigen Ergebnisse und der
in [30] experimentell nachgewiesenen Agglomeration in Mizellenform aufgrund des hier ver-
wendeten Konzentrationsbereichs S0 ≤ 0.1 VolTeile als gesichert angesehen werden.
Da die Beobachtung der doppelt-diffusiven Strukturen durch die Tru¨bung des Wassers durch
das Tensid erfolgt, ergibt sich eine untere Grenze der verwendeten Tensidkonzentration von
3 · 10−3 VolTeile. Unterhalb dieser Grenze ist die Tru¨bung zu schwach, um doppelt-diffusive
Strukturen eindeutig zu beobachten.
Die Viskosita¨t des Systems wurde in [31] zu ν ≈ 1.1 · 10−6 m2s bestimmt. In Abha¨ngigkeit von
der Konzentration T0 und S0 sind keine Vera¨nderungen der Viskosita¨t gemessen worden. Im
Rahmen dieser Arbeit ist die Messung der Viskosita¨t im Fachbereich Physikalische Chemie,
Universita¨t Dortmund, mit einem Kapillarviskosimeter erneut durchgefu¨hrt worden. Diese
Messung ergibt ein u¨bereinstimmendes Ergebnis von ν ≈ 1.1 · 10−6 m2s . Die Viskosita¨t ist
somit geringfu¨gig ho¨her als die von reinem Wasser.
Diese Werte von αT = 0.26 1VolTeile , αS = −0.05 1VolTeile , DS = 1 · 10−10 m
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und ν = 1.1 · 10−6 m2s werden grundsa¨tzlich in den folgenden Simulationen und theoretischen
U¨berlegungen verwendet.
2.3.2 Glycerid/Glucose System
Das fu¨r Demonstrationszwecke verwendete Glycerid/Glucose System ist im Lebensmittel-
Alltag als Kaffeeweisser bekannt. Laut Herstellerangabe (Fa. Kru¨ger, Bergisch Gladbach)
besteht es unter anderem aus Glucose und Mono- und Diglyceride der Laurylsa¨ure. In Wasser
wirken diese aufgrund ihres amphiphilen Charakters als Emulgatoren und bilden in Verbin-
dung mit dem vorhandenen Kokosfett eine Emulsion in Wasser.
Die Lo¨sung von Kaffeeweisser in Wasser besitzt eine ho¨here Dichte als reines Wasser, die
leichtere Substanz diffundiert schlechter, demzufolge entsprechen die Relationen der Mate-
rialkonstanten denen des Tensid/Glyzerin Systems. Aufgrund der Natur des Systems sind
die Konzentrationen parallel variierbar, so daß immer T0S0 = const gilt. Daru¨berhinaus besteht
das Glycerid/Glucose System allerdings noch aus weiteren Substanzen, die es fu¨r quantitative
Vergleiche unbrauchbar machen. In der Praxis u¨berzeugt jedoch die einfache Handhabbarkeit;
aus diesem Grund eignet es sich didaktische Zwecke [25, 17]. Im Rahmen dieser Arbeit wur-
den verschiedene Marken (Kru¨gers, Cafita, Coffeeta, Coffeemate, van Hook’s (Chile))) auf ihre
Tauglichkeit als doppelt-diffusives Strukturbildungssystem untersucht. Die spa¨ter beschriebe-
nen Strukturen treten bei allen Systemen auf.
2.4 Aufbau und Durchfu¨hrung der Experimente
Zur Durchfu¨hrung eines Experimentes mit dem Tensid/Glyzerin System wird vor Beginn des
eigentlichen Experimentes eine Tensidmenge mit Volumen VS in vollentsalztes Wasser mit Vo-
lumen VH2O gegeben; diese Mischung wird ca. 10 Minuten mit dem Magnetru¨hrer gemischt.
Dies soll die Tensidagglomeration garantieren [32]. Anschließend wird das Glyzerin mit Vo-
lumen VT hinzugegeben und weiter gemischt. Aus den drei bekannten Volumina ergeben sich
dann die Konzentrationen T0 = VT /(VH2O + VT + VS) und S0 = VS/(VH2O + VT + VS).
Fu¨r die Verwendung des Glycerid/Glucose Systems wird die gewu¨nschte Menge der Ausgangs-
substanz mit der Masse MC abgewogen und in vollentsalztes Wasser mit der Masse MH2O =
ρH2O VH2O gegeben; anschließend wird dies mit einem Magnetru¨hrer bis zur vollsta¨ndigen
Auflo¨sung durchmischt. Die Konzentration C0 ergibt sich dann aus C0 =MC/(MH2O+MC).
Die Konzentrationen von T und S in der Ausgangssubstanz sind unbekannt, jedoch konstant.
Daraus folgen die Proportionalita¨ten T0 ∝ C0 und S0 ∝ C0 sowie das konstante Konzen-
trationverha¨ltnis T0S0 = const. Aufgrund dieser Relationen kann mit diesem System trotz der
unbekannten Einzelkonzentrationen gearbeitet werden.





Abbildung 2.4.1: a) Schema des experimentellen Aufbaus zur Beobachtung der Strukturen mit dem
Mikroskop; b) typische Aufnahme einer Wabenstruktur (Tensid/Glycerin System), ho¨here Tensid-
konzentrationen sind dunkler.
Die Mischung (T und S in H2O) wird mittels eines Infusors (Precidor Basel; Infors HT 5003)
von einem Vorratsbeha¨lter durch einen Schlauch in eine Pasteurpipette transportiert. Die
Verwendung eines Infusors soll eine mo¨glichst gleichma¨ßige und kontrollierbare Injektionsge-
schwindigkeit sicherstellen. Die Pipette ist u¨ber einen Ausleger an einem Stativ befestigt. Der
Ausleger ist durch Mikrometerschrauben beweglich. Diese Konstruktion soll eine mo¨glichst
ruhige Bewegung der Pasteurpipette ermo¨glichen. Damit sollen die durch die Bewegung der
Pipette in und aus dem Wasser verursachten Stro¨mungen minimiert werden. Durch die Pipet-
te wird die Mischung am Boden eines mit Wasser gefu¨llten Gefa¨ßes injiziert. Das Wasser in
dem Gefa¨ß wird vor dem eigentlich Versuch eingefu¨llt, anschließend wird das Gefa¨ß abgedeckt
und solange gewartet (O(5min)), bis durch das Einfu¨llen enstandenen Stro¨mungen abgeklun-
gen sind. Die (durchsichtige) Abdeckung soll sicherstellen, daß im Laufe des Versuches keine
durch Luftstro¨mungen verursachten Wasserstro¨mungen entstehen2. Zur Durchfu¨hrung des ei-
gentlichen Versuchs wird die Abdeckung entfernt, die Pipette wird mittels des beweglichen
Stativauslegers in das Wasser bewegt und der Infusor wird fu¨r eine Zeitdauer Tinj gestartet.
Anschließend wird die Pipette aus dem Wasser entfernt und das Gefa¨ß wird wieder abgedeckt.
Je nach experimenteller Zielsetzung werden unterschiedliche Aufbauten und Aufnahmetechni-
ken verwendet. Zur Bestimmung der Wellenla¨nge und Wachstumszeit wird ein zylinderfo¨rmi-
ges Gefa¨ß (∅ = 20 mm, Ho¨he 14 mm) mit einem gla¨sernen Boden verwendet. Die im Ver-
gleich zu anderen Versuchsaufbauten geringe Gro¨ße soll den Einfluß der Ausbreitung der Mi-
schung am Boden des Gefa¨ßes verringern. Die Mischung wird wa¨hrend eines Zeitraums von
Tinj = 20.0 ± 0.3 s injiziert; mit der zuvor gemessenen Injektionsgeschwindigkeit ergibt sich
daraus ein injiziertes Volumen von 50.0±0.8µl. Der Fehler des Injektionszeitraums ergibt sich
aus der manuellen Ein- und Ausschalten des Infusors, eine Automation ist bei diesem Gera¨t
technisch nicht mo¨glich. Das injizierte Volumen hat in dieser Gefa¨ßgeometrie eine Ho¨he von
0.159±0.024 mm. Dieser Versuchsaufbau wird von oben beleuchtet, die Beobachtung erfolgte
2Dieser Punkt mag auf den ersten Blick u¨bertrieben klingen, mit einem Mikroskop konnte jedoch bei
einer Versuchsdurchfu¨hrung ohne Abdeckung eine Wasserstro¨mung O(0.01 mm/s) trotz ausgeschalteter
Raumlu¨ftung beobachtet werden. Diese wurde durch den Lu¨fter einer 1 m entfernten Beleuchtungsquelle ver-
ursacht.
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von unten mittels eines Umkehrmikroskopes (Olympus CK2). Aufgrund dieser Beleutung er-
scheint eine ho¨here Tensidkonzentration dunkler, da die Tensidmizellen das Licht streuen. Das
Glycerin zeigt keine beobachtbare Absorption. Parallel dazu wird die Beobachtung mittels ei-
ner an das Mikroskop angeschlossenen CCD Kamera (Pieper FK 7512-IQ) aufgenommen und
mit einem Videorekorder (Mitsubishi HS-5424 EA) gespeichert. Alternativ kann der Versuch
mit einem angeschlossenen Monitor (VT VMM 12) beobachtet werden. Anschließend wird der
aufgenommene Versuchsaufzeichnung per Bildbearbeitungskarte (Matrox Comet) digitalisiert
und im Computer weiter ausgewertet. Der schematische Ablauf dieser Vorgehensweise ist in
Abb. 2.4.1 dargestellt.
Zur Untersuchung des Einflusses externer Scherstro¨mungen wird ein rechteckiges Gefa¨ß mit
den Maßen von 75×25×25 mm3 verwendet. Die große La¨nge soll eine mo¨glichst gleichma¨ßige
globale Stro¨mung ermo¨glichen. Die externe Stro¨mung wird durch den gleichzeitigen Zu- und
Abfluß des Wassers in der Ho¨he H an den Enden des Gefa¨ßes erzeugt (siehe Abb. 2.4.2).
Die Messung der Stro¨mung in diesem Aufbau wir an spa¨terer Stelle beschrieben. Da Zu-
und Abfluß des Wassers durch einen Kreislauf miteinander verbunden sind, ist ein konstantes
Volumen in dem Gefa¨ß gewa¨hrleistet. Dieser Kreislauf wird durch eine Peristaltikpumpe (Is-
matec Reglo Analog 4/8) angetrieben. 5 Minuten vor der eigentlichen Versuchsdurchfu¨hrung
wird der Kreislauf eingeschaltet. Die Injektion wird wie im vorherigen Fall durchgefu¨hrt,
ebenso wie die Beobachtung und Aufzeichnung des Versuches. Die Beobachtung wird ≈ 5
mm in Stromrichtung versetzt vom Mischungs-Injektionspunkt durchgefu¨hrt. Durch die Wahl
des Beobachtungspunktes soll ein mo¨glichst langer Beobachtungszeitraum erreicht werden,
da die Stro¨mung die gravitationsgetriebene Ausbreitung der Mischung in Stro¨mungsrichtung
verzerrt und die Mischung nach einer gewissen Zeit aus dem Beobachtungsbereich getrieben
wird. Mit den verwendeten Stro¨mungsgeschwindigkeiten und Meßzeitra¨umen tritt dieser Fall
jedoch nicht ein. Schematisch ist dieser Aufbau in Abb. 2.4.2 dargestellt.
Dieser Aufbau hat den Nachteil, daß die horizontale Ausbreitung der Mischung innerhalb des
Beobachtungszeitraums nicht durch eine seitliche Begrenzung beendet wird. Somit nimmt
die Ho¨he der Mischung (unter Vernachla¨ssigung von Diffusion) kontinuierlich ab und die
Stro¨mungsgeschwindigkeit an der Grenzschicht zwischen Mischung und Wasser ist zeitlich
nicht konstant.
Desweiteren werden Versuche mit einer selbstinduzierten Scherstro¨mung durchgefu¨hrt. Dazu
wirde ein Petrischale mit einem Durchmesser von 7 cm verwendet. Aufgrund der Gro¨ße diese
Gefa¨ße erreicht die gravitationsgetriebene Ausbreitung des Mischungsvolumens erst zu einem
wesentlich spa¨teren Zeitpunkt als im ersten Versuchsaufbau den Rand des Gefa¨ßes. Diese
Experimente werden mit dem vorher beschriebenen Aufbau untersucht. Weiterhin wird zur
Beobachtung eine CCD-Kamera (Pieper FK 7512-IQ) mit Makroobjektiv (18 – 108 mm)
verwendet, welche ca 30 cm oberhalb des Gefa¨ßes angebracht ist. Eine Gegenlichtbeleuchtung
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Abbildung 2.4.2: a) Schematische Darstellung des experimentellen Aufbaus mit einer externen Scher-
stro¨mung; b) daraus resultierende Streifenstruktur (Tensid/Glycerin System), die Stro¨mung verla¨uft
in x-Richtung von links nach rechts, Bildgro¨ße 2× 2 mm.
durch eine seitliche Beleuchtung erzielt. Aufgrund der Lichtstreuung an den Tensidmizellen
sind somit ho¨here Tensidkonzentration heller, demzufolge wird ein dunkler Hintergrund bei
den Versuchen verwendet.
2.5 Auswertungsmethoden
In diesem Abschnitt wird die zur Auswertung der experimentellen Aufnahmen und Simula-
tionen gleichermaßen verwendete Methode vorgestellt.
Simulationsbilder in der Aufsicht zu unterschiedlichen Zeiten sind in Abb. 2.5.1.a) dargestellt.
Zur Darstellung wird die Konzentration der destabilisierenden Substanz S entlang der z-Achse
summiert. Eine ho¨here Konzentration ist dunkler dargestellt. Da in spa¨teren Simulationen un-
terschiedliche Konzentrationen S0 verwendet werden, sind die Graustufen der Abbildungen
bezu¨glich S0 normiert. Diese Darstellungsform wird im Folgenden fu¨r alle Abbildungen dieser
Art gewa¨hlt.
Anhand der Bilder ist zu erkennen, daß die Strukturen untereinander keine ra¨umlich ausge-
zeichnete Orientierung haben. Desweiteren nimmt im Laufe der Zeit die Deutlichkeit und die
Wellenla¨nge der Strukturen zu. Diese Beobachtungen ko¨nnen durch eine Betrachtung dieser
Strukturen im Frequenzraum mittels einer zweidimensionalen Fourierentwicklung deutlicher
dargestellt werden. Die Fourierentwicklung geschieht mittels einer Fast Fourier Transformati-
on (FFT), wobei der sogenannte Winograd Algorithmus [33] verwendet wird. Dieser hat den
Vorteil, nicht auf eine bestimmte Anzahl von Punkten festgelegt zu sein. Die Grauwerte der
Darstellung der 2D-FFT (siehe Abb. 2.5.1.b)) sind der maximalen Amplitude der jeweiligen
2D-FFT angepaßt, somit ist die absolute Gro¨ße der Amplituden anhand der Abbildung nicht
zu erkennen. Diese Darstellung wird im Folgenden fu¨r alle Abbildungen dieser Art verwendet.
Im Frequenzraum (siehe Abb. 2.5.1.b)) ergeben die wabenfo¨rmigen Strukturen eine ringfo¨rmi-
ge Verteilung. Die fehlende Orientierung der Strukturen fu¨hrt zu einer Winkelunabha¨ngig-
keit dieser Verteilung. Die zunehmende Deutlichkeit fu¨hrt zu einer geringeren Varianz der
Breite der ringfo¨rmigen Verteilung und zu einer Erho¨hung der Amplitude im Frequenzraum.
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Abbildung 2.5.1: a) Aufsichten einer Simulation zu zwei unterschiedliche Zeiten; b) daraus resultie-
rende 2D-FFT; sowie in c) und d) die Darstellung der Amplituden der FFT in Polarkoordinaten. Die
jeweilige Amplitude ist in Abha¨ngigkeit von dem Wellenzahlvektor kxy ≡
√
k2x + k2y (in Einheiten
von L−1, L sei die Ka¨ntenla¨nge des Systems) sowie dem Winkel ϕ dargestellt; ϕ ist von der positiven
kx-Achse ausgehend gegen den Uhrzeigersinn definiert.
Aufgrund der ringfo¨rmigen Struktur der FFT werden die Ergebnisse in Polarkoordinaten
transformiert, d. h. in Radial- und Axialteil aufgespalten. Dies ist in Abb. 2.5.1.c) und d)
dargestellt. Da der Radialteil die Amplituden im Frequenzraum beschreibt und der Axialteil
nur die Winkelabha¨ngigkeit verdeutlichen soll, werden die Amplituden des Axialteils derart
normiert, daß der Mittelwert der axialen Amplituden eins ergibt.
Die zunehmende Deutlichkeit der Strukturen a¨ußert sich in dem starken Anstieg der Am-
plitude und in der abnehmenden Breite der Verteilung in Abb. 2.5.1.c). Die zunehmende
Wellenla¨nge bewirkt die Verschiebung dieser Verteilung. Die fehlende Orientierung der Struk-
turen ist in der nahezu gleichfo¨rmigen Winkelverteilung (siehe Abb. 2.5.1.d)) zu erkennen.
Eine Quantifizierung dieser Verteilung wird an spa¨terer Stelle durchgefu¨hrt.
Aufgrund der starken Schwankungen in den radialen Amplituden und der Breite der Vertei-
lung wird in den spa¨ter folgenden Simulationen mit der Summe der Amplituden gearbeitet,
summiert wird hierbei u¨ber alle Amplituden. Da in den spa¨teren Untersuchungen unterschied-
lichen Konzentrationen verwendet werden, wird dieser Wert durch die jeweilige Konzentration
S0 geteilt. Diese Gro¨ße wird durch eine konstante Zahl mit den gleichen Einheiten geteilt und
ist somit im Folgenden dimensionslos. Dies ist unproblematisch, da in den spa¨teren Unter-
suchungen nur das Verha¨ltnis zweier Amplituden von Interesse ist. Diese Gro¨ße wird als
spektrale Amplitude A bezeichnet.
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Der mit den jeweiligen Amplituden gewichtete Mittelwert der Wellenzahlvektoren ergibt den
mittleren Wellenzahlvektor k¯xy, aus dem sich die mittlere Wellenla¨nge λ¯ ergibt. Diese wird
im Folgenden einfach als Wellenla¨nge λ bezeichnet.
Die Aufteilung der Fouriertransformierten in einen radialen und einen axialen Anteil spiegelt
die Gliederung dieser Arbeit in Wellenla¨ngen und Form der Strukturen wieder.
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3 – Wellenla¨nge der Strukturen
Als Schwerpunkt der vorliegenden Arbeit soll in diesem Kapitel die Wellenla¨nge der durch
doppelt–diffusive Konvektion gebildeten Strukturen bestimmt werden. Die Wellenla¨nge wurde
als Untersuchungsgegenstand gewa¨hlt, da diese einfach zu beobachten ist und die Strukturen
deutlich charakterisiert. Desweiteren wurden auf diese Gebiet nur wenige Untersuchungen
angestellt, so ist z. B. nur eine Untersuchung der Wellenla¨nge in Abha¨ngigkeit vom Konzen-
trationsgradienten bekannt [20]. Dieser Gradient wurde um einen Faktor 5 variiert; dies fu¨hrte
zu einer Vera¨nderung der Wellenla¨nge um eine Faktor ≈ 1.4. Die experimentelle Untersuchung
der Wellenla¨ngen wird in dieser Arbeit mit dem schon diskutierten Tensid/Glyzerin System
durchgefu¨hrt, welches eine Variation der Konzentrationen um einen Faktor 40 erlaubt. Die
Bestimmung der Wellenla¨nge geschieht dabei aufgrund der schon erwa¨hnten experimentellen
Schwierigkeiten nicht in Abha¨ngigkeit vom Konzentrationsgradienten, sondern in Abha¨ngig-
keit von der anfa¨nglichen Konzentration. Dies erfordert eine Erweiterung der bisherigen theo-
retischen Beschreibung.
Ausgehend von der bisherigen Formel fu¨r die Wellenla¨nge λ in Abha¨ngigkeit vom Konzentra-
tionsgradienten Tz wird eine Formel zur Bestimmung der Wellenla¨nge in Abha¨ngigkeit von
der anfa¨nglichen Konzentration T0 hergeleitet. Diese spiegelt die experimentellen Gegeben-
heiten besser wider. Durch diese Herleitung wird als eine weitere Quantifizierungsgro¨ße die
Wachstumszeit Tem eingefu¨hrt.
Die theoretischen Vorhersagen werden in dem darauf folgenden Kapitel mit Ergebnissen ver-
schiedener Simulationen detailliert u¨berpru¨ft. Insbesondere Simulationen bieten sich hierzu
an, da beliebige Gro¨ßen problemlos bestimmt werden ko¨nnen.
Weiterhin werden anhand realer Experimente anschließend die theoretischen Vorhersagen ve-
rifiziert. Dies zeigt auch die Praxistauglichkeit der theoretischen Formel.
Abschließend werden die experimentellen Ergebnisse mit denen der bisherigen Simulationen
verglichen. Hierbei wird sich die Notwendigkeit von weiteren, realita¨tsgetreueren Simulationen
ergeben.
3.1 Theoretische U¨berlegungen
Die Wellenla¨nge λ und Wachstumsrate Λ wurden bisher (siehe Gl. 2.1.16 – 2.1.19, Seite
13) in Abha¨ngigkeit vom Konzentrationsgradienten Tz ausgedru¨ckt. Weiterhin wurden in
der Herleitung dieser Formeln ra¨umlich und zeitlich konstante Gradienten angenommen. Im
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Folgenden soll nun versucht werden diese Beschra¨nkung zu umgehen, indem eine zeitabha¨ngige
Beschreibung des Systems erfolgt.
Die Zeitentwicklung der Strukturen ist durch Gl. 2.1.11 (Seite 11) gegeben. Im Laufe der Zeit
entwickelt sich die zuvor eingefu¨hrte spektrale Amplitude der Strukturen A(t) also gema¨ß
folgender Gleichung (siehe auch [37]):
A(t) = A0 exp(Λ · t), (3.1.1)
wobei A0 die Amplitude anfa¨nglich vorhandener Strukturen ist.
Variationen in den anfa¨nglichen Konzentrationen T0 fu¨hren zu A¨nderungen in Konzentrati-
onsgradienten, d.h. Tz = Tz(T0); dies beeinflußt die Wellenla¨nge. Damit sto¨ßt Gleichung fu¨r
die Wellenla¨nge (Gl. (2.1.17) auf Seite 13) in der praktischen Anwendung schnell an ihre Gren-
zen, da der Konzentrationsgradient Tz experimentell nicht einfach zu bestimmen ist und sich
zudem noch zeitlich vera¨ndert. Aus diesem Grund wird im Folgenden die Zeitabha¨ngigkeit
des Konzentrationsgradienten beru¨cksichtigt:
Tz = Tz(T0, t)
mit der anfa¨nglichen Konzentration T0 als externem Parameter. Durch die Zeitabha¨ngigkeit
des Gradienten sind jetzt nun sowohl die Wellenla¨nge als auch die Wachstumsrate zeitabha¨ngig.
Dies a¨ndert den zeitlichen Verlauf des Wachstums der Strukturen:






Dieser Ansatz beruht auf der Voraussetzung, daß Gleichungen 2.1.10 (Seite 11), die der
doppelt-diffusiven Konvektion zugrundeliegen, das System nicht nur in der Na¨he des Aus-
gangszustands beschreiben, sondern auch fu¨r ein System mit deutlich ausgebildeten Struktu-
ren gu¨ltig sind [3, 39].
Es wird nun davon ausgegangen, daß die Bestimmung der Wellenla¨nge durchgefu¨hrt wird,
sobald die Struktur den erforderlichen Kontrast, d. h. Amplitude A(t) = Acrit hat. Unter der
Voraussetzung, daß zu Beginn A0 fu¨r verschiedene Messungen den selben Wert hat, bedeu-





Tem sei der Dauer vom Beginn des Experimentes bis zur Bestimmung der Wellenla¨nge. Da
Tem durch die Wachstumsrate Λ vom Konzentrationsgradienten Tz und damit von der Kon-
zentration T0 abha¨ngig ist, hat man nun die neue Meßgro¨ße
Tem(T0)
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Desweiteren wird angenommen, daß die Wellenla¨nge nur durch den jeweiligen vorhandenen
Gradienten (und nicht etwa durch vorhergehende Gradienten) des Systems bestimmt ist:
λ(t, T0)
Diese Annahme wird an spa¨teren Stelle diskutiert.
Da die Messung der Wellenla¨nge zum Zeitpunkt Tem erfolgt, erha¨lt man:
λ(T0)
Insgesamt wird also zum einen die bisherige Variable Tz durch die neue Variable T0 ersetzt
und desweiteren eine neue Meßgro¨ße Tem eingefu¨hrt.
In den folgenden Betrachtungen wird ein diffusives Verhalten des Konzentrationsgradienten
angenommen. Dies kann als rein hypothetische Annahme betrachtet werden, zumal bei die-
ser Annahme keine Koppelung zwischen den Fingern und dem Gradienten Tz beru¨cksichtigt
wird und desweiteren die zugrundeliegenden Formeln fu¨r die Wellenla¨nge und Wachstumsra-
te fu¨r einen ra¨umlich und zeitlich konstanten Gradienten hergeleitet wurden. Daru¨berhinaus
sprechen experimentelle Befunde fu¨r die Annahme eines durch Diffusion gebildeten Gradien-
ten Tz [47, 20]. Als Hauptargument fu¨r diese Annahme sprechen jedoch die Ergebnisse der
numerischen Lo¨sung des Gleichungssystems 2.2.1 (Seite 15). Dieses Gleichungssystem war
der Ausgangspunkt zur Herleitung des linearen Gleichungssystems und darauf aufbauend der
Formeln fu¨r die Wellenla¨nge und Wachstumsrate. Der Diskussion der numerischen Ergebnisse
soll an dieser Stelle nicht vorgegriffen werden und erfolgt an spa¨terer Stelle1.
3.1.1 Stufenfo¨rmige Anfangsbedingung
Zuna¨chst soll der Fall einer in der xy-Ebene homogenen, in z-Richtung stufenfo¨rmige Anfangs-
bedingung betrachtet werden. Die Konzentrationen haben zu Beginn folgende Verteilung:
T (x, y, z, t = 0) =
{
T0 wenn z < 0
0 sonst
sowie S(x, y, z, t = 0) =
{
S0 wenn z < 0
0 sonst
Der Einfluß der Ra¨nder wird vernachla¨ssigt, d.h. das System habe eine unendliche Ausdeh-
nung. Aufgrund der oben angefu¨hrten U¨berlegungen wird die zeitliche Entwicklung dieses
Konzentrationsprofils nur aufgrund von Diffusion betrachtet.
Die Konzentration ist aufgrund der anfa¨ngliche Verteilung ra¨umlich nur von z abha¨ngig, d.
h. T (z, t). Die zeitliche Entwicklung von T (z, t) ergibt sich aus dem Integral u¨ber die anfa¨ng-
lichen Konzentrationen (siehe [19], §51):
















1Zur Besta¨tigung siehe Abbildung 3.2.6 auf Seite 45.














Abbildung 3.1.1: Die Konzentration T(z,t)
nach Gl. 3.1.4 fu¨r eine anfa¨nglich stufenfo¨rmi-
ge Verteilung zu unterschiedlichen Zeiten,
DT = 1 · 10−10 m2s .
Die Lo¨sung dieses Integrals ergibt im Limes h→∞ (siehe [15] oder [19], §52):











mit der Komplementen der Fehlerfunktion (siehe z.B. [19], §52):






Die Fehlerfunktion hat die Eigenschaften:
erf(−x) = −erf(x) , erf(∞) = 1 , erf(0) = 0 (3.1.6)
Die Konzentration T (z, t) ist in Abb. 3.1.1 dargestellt; es ist ein zeitlich wachsender Einfluß
der Diffusion auf Konzentrationsprofil zu erkennen.











































In [15] wurde dieser Ansatz verwendet, um unter Verwendung des Maximums des Gradienten







die Bedingung zur Entstehung der doppelt-diffusiven Instabilita¨t (Gl. 2.1.14 auf S. 12) auf






Es wurde der maximale Gradient verwendet, da an dieser Stelle die Bedingung fu¨r doppelt-
diffusive Konvektion zuerst erfu¨llt ist und dort die maximale Wachstumsrate auftritt.
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Im folgenden soll nun diese Idee u¨ber den Beginn der Instabilita¨t hinaus verwendet werden.
Der Einfluß der doppelt-diffusiven Konvektion auf das Konzentrationsprofil wird als ver-
nachla¨ssigbar angenommen, und es wird weiterhin nur von einem diffusiven Einfluß auf das
Konzentrationsprofil ausgegangen. Diese Annahme basiert auf den U¨berlegungen auf Seite
33. Der Bereich der doppelt-diffusiven Instabilita¨t breitet sich durch das diffusive Wachstum
der Grenzschicht in z-Richtung aus. Weiterhin wechselwirken unterschiedliche Ho¨hen mit
daraus folgenden unterschiedlichen Gradienten durch Stro¨mung in z–Richtung miteinander.
Aufgrund dieser U¨berlegungen wird mit dem mittleren Gradienten des Bereiches gearbeitet,
indem die Bedingung fu¨r die doppelt-diffusive Finger-Instabilita¨t erfu¨llt ist.
Den mittleren Gradienten T¯z kann man folgendermaßen abscha¨tzen: Die Ho¨he der Grenz-
schicht ∆h wa¨chst durch Diffusion[19]:
∆h(t) ∝ t 12
Dieses diffusive Wachstum der Grenzschicht wurde in einem doppelt-diffusiven System expe-
rimentell nachgewiesen [54]. Aufgrund der Vernachla¨ssigung der Ra¨nder des Systems ist die
Konzentration oberhalb der Grenzschicht T = 0 und unterhalb T = T0; demzufolge erha¨lt
man eine zeitlich konstanten Konzentrationsunterschied:
∆T (t) = T0 = const. (3.1.10)
Daraus ergibt sich dann ein mittlerer Gradient:
T¯z(t) ≈ ∆T (t)∆h(t) ∝ T0t
− 1
2 (3.1.11)
Der mittlere Gradient T¯z la¨ßt sich auch analytisch bestimmen. Hierzu wird aufgrund obiger
U¨berlegungen u¨ber den Bereich gemittelt, in dem die Bedingung fu¨r doppelt-diffusive Kon-
vektion erfu¨llt ist. Da die hier betrachteten Gradienten ho¨henabha¨ngig sind, wird die bisherige





































DT t Cdd (3.1.13)
36 Wellenla¨nge der Strukturen
Hierbei wird die positive Lo¨sung der Wurzel als zdd gewa¨hlt, die negative gibt die untere













ha¨ngt nur von Rρ ab und ist somit unter der Bedingung Rρ = const eine Konstante. Durch die
Bedingung fu¨r die doppelt-diffusive Instabilita¨t (Gl. 3.1.9) ist sichergestellt, daß das Argument
der Wurzel stets positiv ist. Mit der Grenze zdd des doppelt-diffusiven Bereiches ergibt sich
der mittlere Gradient hierfu¨r:
T¯z(t) =
T (zdd, t)− T (−zdd, t)
2zdd
T (z, t) (siehe Gl. 3.1.4) wird durch die Komplemente der Fehlerfunktion (Gl. 3.1.5) beschrie-


















Der mittlere Gradient ist somit bei einer Variation von T0 oder t proportional zu dem maxi-







Um diese Relation zu verdeutlichen, ist in Abb. 3.1.2 dieser Quotient in Abha¨ngigkeit von Rρ
dargestellt. U¨ber den gesamten Bereich der doppelt-diffusiven Instabilita¨t fu¨r ein anfa¨nglich
stufenfo¨rmiges Konzentrationsprofil (1 < Rρ < τ
3
2 ) ist nur eine leichte Vera¨nderung von
Tz,Max(t)
T¯z(t)
bei einer Variation von Rρ zu beobachten.
Setzt man diesen Gradienten (Gl. 3.1.15) in die Wachstumsrate (Gl. 2.1.18 auf S. 13), und
dies in die zeitliche Entwicklung der spektralen Amplitude (Gl. 3.1.2, S. 32) ein, so erha¨lt
man:







































Die Gro¨ße Acrit ist diejenige Amplitude, bei der die Messung durchgefu¨hrt wird. Diese Gro¨ße





















Abha¨ngigkeit vom Stabilita¨tsverha¨ltnis Rρ.
Dargestellt sind desweiteren die Instabilita¨ts-
grenzen τ = DTDS ≈ 33 und τ
3
2 ≈ 192 sowie die
spa¨ter verwendeten Parameter R′ρ = 2 und
R′ρ =
1
2 , Rρ = −αTαS ·R′ρ = 5.2 ·R′ρ.



















Da experimentell sowohl Acrit wie auch A0 prinzipiell nicht bestimmt sind, wird im Folgenden
nur noch die Konzentrationsabha¨ngigkeit betrachtet. Aufgrund der Proportionalita¨t zwischen
dem maximalen und dem mittleren Gradienten folgt daraus, daß beide Gradienten im Fol-
genden zu gleichen Resultaten fu¨hren.






Diese Gleichung beschreibt die Vera¨nderung der Wachstumszeit Tem bei einer Variation der
anfa¨nglichen Konzentrationen T0.
Setzt man den Gradienten T¯z (ohne Beru¨cksichtigung der Konstanten) in die Formel fu¨r die







Dies beschreibt die Zunahme der Wellenla¨nge im Laufe der Zeit, die somit gema¨ß λ(t) ∝ t 18
anwa¨chst.






Diese Gleichung beschreibt die Vera¨nderung der Wellenla¨nge λ bei einer Variation der anfa¨ng-
lichen Konzentration T0.
3.1.2 Nicht-stufenfo¨rmige Anfangsbedingung
In diesem Abschnitt werden einige allgemeine U¨berlegungen u¨ber das Skalenverhalten ausge-
dehnter, aber nicht stufenfo¨rmiger Anfangskonzentrationen angestellt.
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Eine anfa¨ngliche, nur von einer Raumkoordinate abha¨ngende Verteilung T (t = 0, z) entwickelt
sich im Laufe der Zeit nur unter Beru¨cksichtung der eigenen Diffusion [19], §51, gema¨ß:














Diese Gleichung ist in dieser allgemeinen Form nicht lo¨sbar. Durch konkrete Annahmen u¨ber
die anfa¨ngliche Verteilung kann das Integral unter Umsta¨nden gelo¨st werden. Bei einem wei-
teren Vorgehen wie im vorherigen Abschnitt ist jedoch nach einer z-Differentation eine t–
Integration dieser Lo¨sung erforderlich. Dies ist im Allgemeinen nicht analytisch durchfu¨hrbar
und wird nicht na¨her untersucht. Eine numerische Lo¨sung erscheint nicht sonderlich sinnvoll
in Anbetracht der Tatsache, daß diese Systeme in spa¨teren Kapitel mit den zugrundeliegenden
partiellen Differentialgleichungen ausfu¨hrlich behandelt werden.
Huppert und Manins haben festgestellt (siehe [15]2), daß die in dem vorherigen Kapitel aus
der diffusive Verbreitung eines anfa¨nglich stufenfo¨rmigen Konzentrationsprofils hergeleiteten
Gradienten fu¨r hinreichend große Zeiten auf beliebige Anfangsverteilungen angewendet wer-
den ko¨nnen. Aufgrund der Abscha¨tzung des mittleren Gradienten (Gl. 3.1.11 auf Seite 35) ist
jedoch erkennbar, daß dies nur dann mo¨glich ist, wenn ein zeitlich konstanter Konzentrati-
onsunterschied (siehe hierzu 3.1.10 auf Seite 35) angenommen werden kann. In den spa¨teren
Untersuchungen ist dies nicht der Fall.
2Siehe Fußnote in diesem Artikel auf Seite 319.
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3.2 Wellenla¨ngen in der Simulation
In diesem Kapitel soll die Gu¨ltigkeit der in dem vorherigen theoretischen Kapitel getroffenen
Aussagen anhand von Simulationen u¨berpru¨ft werden. Hierzu wird zuna¨chst der Einfluß des
anfa¨nglichen Rauschens auf das Verhalten der Observablen untersucht, da dieser Parameter
experimentell nicht zuga¨nglich ist. Da die theoretische Annahme eines unendlich ausgedehn-
ten Systems in der Praxis nicht erfu¨llbar ist, wird als na¨chstes der Gu¨ltigkeitsbereich dieser
Annahme und der Einfluß auf die Observablen untersucht. Die theoretischen U¨berlegungen
basieren auf der Annahme einer rein diffusiven Entwicklung des Konzentrationsprofils; dies
wird anhand der Simulationen verifiziert. Nach dieser U¨berpru¨fung der theoretischen Annah-
men werden die theoretischen Aussagen untersucht. Hierzu wird die Untersuchung der Zeit-
und Konzentrationsabha¨ngigkeit der theoretischen Aussage (Gl. 3.1.17 auf Seite 36).







Anschließend werden die Hauptaussagen des theoretischen Teils (Gl. 3.1.19 – Gl. 3.1.21)
u¨berpru¨ft:




• Die Zeitabha¨ngigkeit der Wellenla¨nge λ ∝ t 18 .




Dies wird anhand von Simulation mit einer stufenfo¨rmigen Anfangsbedingung durchgefu¨hrt.
Anschließend werden diese Untersuchungen mit Simulationen mit einem anfa¨nglich linearem
Konzentrationsprofil verglichen, um den Einfluß des Konzentrationsprofils zu untersuchen.
Abschließend werden diese Ergebnisse noch mit den zugrundeliegenden Relationen (Gl. 2.1.16
und Gl. 2.1.17, Seite 13) verglichen, um mo¨gliche Unterschiede deutlich zu machen.
3.2.1 Stufenfo¨rmige Anfangsbedingung
Fu¨r alle nun folgenden Simulationen werden in x und y–Richtung periodische Randbedin-
gungen angenommen, um einen Einfluß der Ra¨nder auf das System zu vermeiden. Oben und
unten werden ‘no-flux’ Randbedingungen angenommen, somit ist Gesamtmenge an T0 und
S0 zeitlich konstant. Das simulierte System hat eine Gro¨ße von (1 × 1 × 1) mm3, die Git-
terschrittweite betra¨gt 10−2 mm, die Integrationszeitschritt betra¨gt 2.5 · 10−1 s. Anstelle der
Konzentration S0 wird im Folgenden R′ρ ≡ T0S0 angegeben.
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Um die theoretischen Vorhersagen des vorherigen Kapitels zu u¨berpru¨fen, werden nun Simu-
lationen mit einer stufenfo¨rmigen Anfangsbedingung durchgefu¨hrt. Die Anfangsverteilung in
T0 und S0 sieht dabei folgendermaßen aus:
T (x, y, z) =
{
T0 wenn z < HTS
0 sonst.
sowie S(x, y, z) =
{
S0 wenn z < HTS
0 sonst.
(3.2.1)
Diese Anfangsbedingung ist dabei insofern eine Na¨herung der theoretischen Annahme einer
stufenfo¨rmigen Konzentrationsverteilung, als daß in der Simulation keine unendliche Ausdeh-
nung realisiert werden kann.
3.2.1.1 Anfa¨ngliches Rauschen
Die anfa¨nglichen Werte der Modellvariablen mu¨ssen durch ein Rauschen u¨berlagert werden.
Ohne ein Rauschen wu¨rde das System bei diesen Anfangsbedingungen und einer mathema-
tisch exakten Lo¨sung in seinem urspru¨nglichen Zustand verbleiben. Dies ist anschaulich auf
Seite 4 und theoretisch anhand von Gl. 3.1.1 (Seite 32) ersichtlich. Das anfa¨ngliche Rauschen
kann nicht dem Experiment entnommen werden. Aus diesem Grund wird der Einfluß dieses
Parameters in den Simulationen untersucht.
Ein anfa¨ngliches Rauschen kann entweder direkt in den Konzentrationen T0, S0 oder u¨ber
das Stro¨mungsfeld ~v realisiert werden. Eine Realisation u¨ber die Konzentrationen wu¨rde be-
deuten, daß aufgrund der großen Unterschiede in diesen nur mit einem relativen Rauschen in
den Konzentrationen gearbeitet werden kann. Da sich im Folgenden herausstellen wird, daß
die anfa¨ngliche Rauschamplitude einen nicht zu vernachla¨ssigenden Einfluß auf das System
hat, wird diese Umsetzung nicht verwendet. Die Verwendung von Rauschen im anfa¨nglichen
Stro¨mungsfeld fu¨hrt u¨ber den Transport (siehe Gl. 2.2.1 auf S. 15) von T und S zu lokalen
Inhomogenita¨ten in den Konzentrationen; diese werden also durch einen physikalischen Pro-
zeß gebildet. Das anfa¨ngliche Stro¨mungsfeld klingt aufgrund seines stochastischen Charakters
und der inneren Reibung aufgrund von Viskosita¨t schnell ab.
Der Einfluß des anfa¨nglichen Rauschens wird nun durch eine Variation der Amplitude |~²|
untersucht. Dies bedeutet, das zu Beginn der Simulation die Stro¨mungsvektoren jedes Git-
terpunkts einen zufa¨llig ausgewa¨hlten Betrag mit 0 < |~v(~r, t = 0)| < |~²| haben und in indi-
viduell zufa¨llig ausgewa¨hlte Richtungen zeigen. Alle u¨brigen Parameter des Systems werden
dabei konstant gehalten. Fu¨r die folgenden Untersuchungen wird eine anfa¨ngliche Ho¨he von
HTS = 0.5 mm gewa¨hlt, um den zu beiden Seiten der Grenzschicht zur Verfu¨gung stehenden
Raum optimal auszunutzen.
In Abbildung 3.2.1 ist das Verhalten der spektralen Amplitude und der Wellenla¨nge bei einer
Variation des anfa¨nglichen Rauschens dargestellt. In der spektralen Amplitude A(t) zeigt sich
eine starke Abha¨ngigkeit von der anfa¨nglichen Rauschamplitude, wie man an Abb. 3.2.1.a)

























Abbildung 3.2.1: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05, R′ρ = 1, HTS = 0.5 mm, unterschied-
liche Rauschamplituden |~²|. ²1: |~²| < 1 · 10−6 m/s, ²2: |~²| < 1 · 10−5 m/s, sowie ²3: |~²| < 1 · 10−4 m/s.
erkennen kann. Dies ist auch unmittelbar aus der theoretischen Relation (Gl. 3.1.1 auf S.
3.1.1) ersichtlich, da A(t) ∝ A0. Die Wachstumszeit Tem, die durch das Erreichen einer vorge-
gebenen kritischen Amplitude Acrit definiert wird, ist somit in Grenzen durch das anfa¨ngliche
Rauschen einstellbar, da gro¨ßere Rauschamplituden zu kleineren Wachstumszeiten fu¨hren.
Da in den folgenden Kapiteln die spektrale Amplitude zur Charakterisierung des Systems
verwendet wird, werden alle spa¨teren Simulationen zur Bestimmung der Wachstumszeit und
der Wellenla¨nge mit der gleichen Amplitude des Rauschens initialisiert; ebenso wie die Gitter-
schrittweite u¨berall gleich gewa¨hlt wird. Unabha¨ngig von der anfa¨nglichen Rauschamplitude
streben jedoch alle Systeme fu¨r t & 200 s auf die selbe spektrale Amplitude zu, siehe Abb.
3.2.1.a). Die Quantifizierung der zeitlichen Entwicklung der spektralen Amplituden wird an
spa¨terer Stelle durchgefu¨hrt.
Die Wellenla¨nge λ(t) hingegen ist unabha¨ngig von der Amplitude des anfa¨nglichen Rauschens,
wie an Abb. 3.2.1.b) deutlich wird. Theoretisch ist dies unmittelbar einsichtig, da A0 nicht
direkt in dessen Berechnung eingeht.
Die Form der Strukturen hingegen ist abha¨ngig vom anfa¨nglichen Rauschen, wie man an Abb.
3.2.2 erkennt: Regelma¨ßigere, quadratische Strukturen entstehen bei kleinerem anfa¨nglichen
Rauschen (Abb. 3.2.2.a). Die bevorzugte Bildung von quadratischen Strukturen wurde auch
experimentell beobachtet (siehe z. B. [48]). Bei gro¨ßerem Rauschen pra¨gen die anfa¨nglichen
a) b)
Abbildung 3.2.2: Stufenfo¨rmige An-
fangsbedingung, T0 = 0.05 VolTei-
le, R′ρ = 1, t = 200 s, Aufsicht. a)
|~²| < 1 · 10−4 m/s, b) |~²| < 1 · 10−6
m/s.
42 Wellenla¨nge der Strukturen
Inhomogenita¨ten die spa¨ter entstehenden Strukturen, somit entstehen unregelma¨ßigere und
damit den im Rahmen dieser Arbeit durchgefu¨hrten Experimenten a¨hnlichere Strukturen
(siehe z. B. Abb 3.3.1 auf S. 64). Demzufolge wird ab jetzt die Rauschamplitude |~²| < 1 ·
10−4 m/s fu¨r weitere Simulationsreihen verwendet, da dies die experimentellen Gegebenheiten
offensichtlich besser widerspiegelt. Sofern keine andere Rauschamplitude explizit angegeben
ist, wird grundsa¨tzlich dieses |~²| verwendet.
3.2.1.2 Ho¨henabha¨ngigkeit
Die theoretischen U¨berlegungen basierten auf der Annahme eines unendlichen ausgedehnten
Systems (siehe Kap. 3.1.1 auf Seite 33). Dies kann in Simulationen nicht umgesetzt werden.
Aus diesem Grund werden nun Simulationen mit unterschiedlichen Ho¨hen der Mischung HTS
durchgefu¨hrt, da der Einfluß des Randes auf das System bei einem gro¨ßerem Abstand zu der
anfa¨nglichen Mischungsho¨he HTS erst spa¨ter erfolgt. Dies wird anhand von Abb. 3.1.1 (Seite
34) deutlich.
Anhand der Simulationsergebnisse (siehe Abb. 3.2.3) erkennt man, daß sich Systeme mit un-
terschiedlichen HTS in der spektralen Amplitude A(t) bis zu einem Erreichen einer Sa¨ttigung
gleich verhalten. Dies tritt ein, sobald die Zwischenra¨ume zwischen den Fingern den unteren
Rand des Systems erreicht haben, der das weitere Wachstum begrenzt. Fu¨r HTS = 0.16 mm
ist dies bei t ≈ 140 s und fu¨r HTS = 0.32 mm bei t ≈ 200 s der Fall; dies ist in Abb. 3.2.4
dargestellt. In dieser Abbildung ist weiterhin das von der Grenzschicht ausgehende Wachstum
der Finger nach oben und unten zu erkennen. Der Zusammenhang zwischen dem Erreichen
des Randes und der Sa¨ttigung der spektralen Amplitude ist deutlich erkennbar durch einen
Vergleich der Zeitpunkte von Abb. 3.2.4 mit Abb. 3.2.3.a). In dem Sa¨ttigungsbereich ist ein
geringer Abfall der spektralen Amplitude zu beobachten (siehe Abb. 3.2.3.a) fu¨r HTS = 0.16























Abbildung 3.2.3: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, unterschiedliche
Ho¨hen HTS = H1, H2, H3: H1 = 0.16 mm, H2 = 0.32 mm und H3 = 0.64 mm.
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HTS = 0.16 mm HTS = 0.32 mm HTS = 0.64 mm
t = 80 s
t = 140 s
t = 200 s
Abbildung 3.2.4: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, senkrechte Schnitte
zu unterschiedlichen Zeiten und fu¨r unterschiedliche Ho¨hen HTS
die Zwischenra¨ume zwischen den Fingern den Boden des Systems erreicht haben und sich dort
seitlich ausbreiten. Dies ist an Abb. 3.2.4 fu¨r HTS = 0.16 mm bei t = 200 s zu erkennen.
In der Wellenla¨nge λ(t) (siehe Abb. 3.2.3.b)) hingegen ist nahezu keine Ho¨henabha¨ngigkeit
festzustellen. Vor dem Erreichen des Randes ist dieses Verhalten unmittelbar einsichtig, da der
Rand in diesem Zeitraum noch keinen Einfluß auf das System ausu¨bt. Nach dem Erreichen des
Randes fa¨llt der Konzentrationsgradient weiter ab, so daß die Wellenla¨nge weiter zunimmt.
Somit ist der Unterschied in der Wellenla¨nge in beiden Fa¨llen nahezu vernachla¨ssigbar, wie
man an Abb. 3.2.3.b) fu¨r t & 300 s erkennt.
3.2.1.3 Zeitliche Entwicklung
Im Folgenden soll nun die zeitliche Entwicklung des System detailliert untersucht werden.
Dabei wird eine Ho¨he von HTS = 0.5 mm verwendet, da sich hierbei die Systeme den la¨ngsten
Zeitraum ohne Einfluß des Randes entwickeln. Weitere Unterschiede zu Systemen mit anderen
Ho¨hen HTS treten nicht auf, wie im vorherigen Kapitel gezeigt wurde.































Abbildung 3.2.5: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, HTS = 0.5 mm,
Zeitliche Entwicklung der horizontal gemittelten Konzentration S¯ der destabilisierenden Substanz. a)
S¯ in Abha¨ngigkeit von z und t; b) S¯ (—) und S¯ ± σS¯ (· · ·) vs z zu den angegebenen Zeitpunkten.
Zeitliche Entwicklung der mittleren Konzentrationen
In den vorangegangenen Abschnitten zeigt sich ein Wachstum der Finger von der Grenzschicht
ausgehend in vertikaler Richtung. Die theoretischen U¨berlegungen basieren auf der Annahme
einer diffusiven Ausbreitung des Konzentrationsprofils T . Dies soll nun anhand der horizontal
gemittelten Konzentrationen S¯, T¯ und der jeweiligen Standardabweichung σT , σS dieser Werte
untersucht werden.
Die zeitliche Entwicklung der ho¨henabha¨ngigen Konzentration S¯ ist in Abbildung 3.2.5 darge-
stellt. Ausgehend von der anfa¨nglich stufenfo¨rmigen Konzentrationsverteilung ist die Verbrei-
terung des U¨bergangsbereiches zwischen den maximalen Konzentrationen zu erkennen. Zum
Zeitpunkt t ≈ 200 s erreicht die Strukturen den unteren Rand des Systems, dies ist an dem
Konzentrationsabfall bei z = 0 mm zu erkennen. Die Ho¨henabha¨ngigkeit der Konzentration
entspricht offensichtlich nicht einer sich rein diffusiv ausbreitenden Substanz. Im Gegensatz
zu einer monoton fallenden Konzentration ist eine komplizierte Struktur erkennbar. Dies ist
in Abb. 3.2.5.b) im einzelnen dargestellt. Fu¨r t = 100 s und 200 s ist ein nahezu linearer
Abfall der Konzentration zu beobachten. Dies entspricht dem typischen Konzentrationsprofil
der destabilisierenden Substanz und wurde beispielsweise in [20, 46] untersucht. Anhand der
großen Varianz der mittleren Konzentration in dem U¨bergangsbereich ist die Fingerbildung in
diesem Bereich ersichtlich. Im Laufe der Zeit fa¨llt der vertikale Konzentrationsgradient weiter
ab, der monotone Abfall der Konzentration geht jedoch in einen sinusa¨hnlichen Verlauf u¨ber.

























Abbildung 3.2.6: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, HTS = 0.5 mm,
Zeitliche Entwicklung der horizontal gemittelten Konzentration T¯ der stabilisierenden Substanz. a)
T¯ vs z und t; b) T¯ vs z (—) sowie theoretische Kurve (· · ·) zu den Zeitpunkten t1: t = 100 s und t2:
t = 400 s. Die Kurven T¯ ±σT sind nicht dargestellt, ihre Abweichung zu T¯ liegt in der Gro¨ßenordnung
der Abweichung der theoretischen Kurve zu T¯ .
Diese Abweichung wird durch diejenigen Strukturen bewirkt, deren Spitzen die Ra¨nder des
Systems schon erreicht haben (erkennbar beispielsweise an Abb. 3.2.4, S. 43, bei t = 200 s,
HTS = 0.32 mm).
Aus dieser erkennbaren Umschichtung der anfa¨nglich destabilisierend verteilten Substanz S
stammt die Energie fu¨r die doppelt-diffusive Konvektion.
Die zeitliche Entwicklung der Konzentration der stabilisierenden Substanz T¯ ist in Abbildung
3.2.6.a) dargestellt, eine detailliertere Ansicht ist in Abb. 3.2.6.b) gegeben. Im Gegensatz zu
der destabilisierenden Substanz sind in der Konzentration von T¯ nahezu keine Strukturen zu
erkennen, dies wurde schon bei der Diskussion von Abb. 2.2.2 (Seite 19) deutlich. Aus diesem
Grund wird in Abb. 3.2.6.b) auf eine Darstellung von σT verzichtet. Im Unterschied zu der
destabilisierenden Substanz ist bei T¯ ein monoton abfallender Verlauf u¨ber den ganzen Zeit-
raum zu erkennen. Dieser Verlauf steht zumindest in keinem offensichtlichen Widerspruch zu
dem einer rein diffusiven Ausbreitung.
Die Annahme einer rein diffusiven Ausbreitung der Konzentration T¯ ist die Basis der theore-
tischen U¨berlegungen in dieser Arbeit (siehe Seite 33). Diese Annahme soll nun quantitativ
u¨berpru¨ft werden, indem die Ergebnisse der Simulation mit der theoretischen Formel fu¨r ein
diffusives Konzentrationsprofil einer anfa¨nglich stufenfo¨rmigen Verteilung (Gl. 3.1.4, Seite 34)
verglichen werden. Hierzu muß die z Koordinate entsprechend der Position der anfa¨nglichen







. Die Verschiebung ∆z sollte
der anfa¨nglichen Mischungsho¨he HTS entsprechen. In den Simulationen wurde der Druck p
zu Beginn jedoch mit 0 initialisiert. Im statischen Fall gleicht der Druck das Gewicht der
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Mischung aus, in den Simulationen baut sich dieser jedoch erst in den ersten Integrations-
schritten auf. Daraus ergibt sich ein geringes Einsacken der Mischung, welches zu ∆z . HTS
fu¨hrt. Dies ist an Abb. 3.2.6 fu¨r t ≈ 5 s erkennbar. Demzufolge wurde fu¨r die theoretischen
Kurven ∆z = 0.458 verwendet. Anhand der zeitlichen Konstanz dieses Wertes ist zu erken-
nen, daß dies kein Randeffekt ist, sondern auf die Initialisierung zuru¨ckgefu¨hrt werden kann.
Das Ergebnis dieses Vergleichs ist in Abb. 3.2.6.b) dargestellt. Zwischen dem Konzentra-
tionsprofil der Simulation und der theoretischen Annahme ist insgesamt nur ein geringer
Unterschied festzustellen, die theoretische Kurve zeigt ein geringfu¨gig schnelleres Verhalten.
Dies bedeutet eine ho¨here Konzentration in der oberen und eine niedrigere Konzentration
in der unteren Ha¨lfte. Der Einfluß der endlichen Geometrie auf das Konzentrationsprofil ist
fu¨r t = 400 s an den Ra¨ndern zu erkennen. Aufgrund der geschlossenen Randbedingungen
ist in der Simulation in Randna¨he ein kleinerer Gradient zu erkennen. Dies entspricht den
theoretischen Erwartungen bei diesen Randbedingungen.
Aufgrund der guten U¨bereinstimmung zwischen Theorie und Simulation kann die ad hoc
eingefu¨hrte Annahme einer diffusiven Ausbreitung der Konzentration T damit als gesichert
angesehen werden.
Zeitliche Entwicklung der spektralen Amplitude
Da sich die theoretischen Annahmen in den Simulationen als anwendbar erwiesen haben, wird
nun die theoretische Aussage u¨ber die zeitliche Entwicklung der spektralen Amplitude unter-
sucht.
Die zeitliche Entwicklung dieser Amplitude einer typischen Simulation ist Abb. 3.2.7 darge-
stellt. In dieser Abbildung istA(t) gegenu¨ber t′ = T ′·(t/T ′)ξ aufgetragen. Durch die Skalierung
tξ wu¨rde ein Verlauf von A(t) entsprechend der theoretischen vorausgesagten Relation (Gl.
3.1.17, S. 36)






in der halblogarithmischen Darstellung mit ξ = 34 als eine Gerade erscheinen. Durch die Nor-
mierung T ′1−ξ ko¨nnen verschieden Werte von ξ u¨bersichtlich in einem Diagramm abgebildet
werden. Fu¨r diese Darstellung wurde T ′ = 100 s gewa¨hlt; dies entspricht in etwa der Mitte
des exponentiellen Anstiegs.
Anhand der Abbildung ist zu erkennen, daß A(t) sich anfa¨nglich (t . 35 s) erratisch verha¨lt;
dies spiegelt die Tatsache wieder, das das anfa¨ngliche, unphysikalische Rauschen in ~v(~r) ab-
klingt. Fu¨r große Zeiten (t & 200 s) zeigt sich eine Sa¨ttigung; dies ist, wie zuvor gezeigt,
durch die endliche Ausdehnung des Systems gegeben. In dem Zwischenbereich kann man ein
anna¨hernd exponentielles Wachstum beobachten. Fu¨r ξ = 34 kann der Verlauf von A(t) in der
halblogarithmischen Darstellung na¨herungsweise durch eine Gerade beschrieben werden; dies
gilt jedoch auch fu¨r ξ = 12 und 1.






















Abbildung 3.2.7: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, HTS = 0.5 mm, A(t)
vs. t′ = T ′ · (t/T ′)ξ fu¨r ξ = 1/2, 3/4, 1, 4/3 und 2 sowie T ′ = 100 s; a) |~²| < 10−6 m/s, b) |~²| < 10−4
m/s.
Anhand der offensichtlichen Unterschiede in Abb. 3.2.1.a) (Seite 41) im zeitlichen Verhal-
ten der spektralen Amplitude wa¨re zu vermuten, daß dies Unterschiede im anfa¨nglichem
Rauschen zu einer prinzipiellen A¨nderung im zeitlichen Verhalten der spektralen Amplitude
fu¨hren. Durch einen Vergleich von Abb. 3.2.7.a) mit b) erkennt man jedoch, daß durch eine
geeignete Skalierung diese Unterschiede verschwinden.
Es soll nun ξ quantitativ bestimmt werden, dazu wird das Verfahren aus [24, 26] benutzt.
Hierzu wird durch die Transformationen
A˜ = lnA und t˜ = tξ (3.2.3)
und m˜ = c T 1/20 a, b˜ = lnA0 obige Relation linearisiert zu
A˜ = b˜+ m˜ · t˜ (3.2.4)
mit. Diese Relation kann nun durch eine lineare Regression (siehe z. B. [9]) an die Simula-
tionsdaten angepaßt werden; man erha¨lt dadurch b˜Fit und m˜Fit. Man kann nun die Summe







A˜t˜ − (m˜Fit · t˜+ b˜Fit)
)2
(3.2.5)
wobei T˜ den Auswertungszeitraum und N(t˜) die Anzahl der darin enthaltenen Datenpunkte
darstellt. Die Amplituden At˜ sind zu den diskreten Zeitpunkten t˜ gegeben. Die Summe der Ab-
weichungsquadrate quantifiziert also offensichtlich die Gu¨te der numerischen Ausgleichsrech-
nung. Durch die Variation von ξ erha¨lt man verschiedene SSQ; ein minimales SSQ spiegelt
ein optimales ξ wieder. Der Auswertungszeitraum T˜ erstreckt sich vom Beginn der Simulati-
on bis zu dem Zeitpunkt, an dem die Finger durch den oberen oder unteren Rand beeinflußt
werden.
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Abbildung 3.2.8: Stufenfo¨rmige Anfangsbedingung, T0 = 0.05 VolTeile, R′ρ = 1, HTS = 0.5 mm. a)
senkrechte Schnitte zu unterschiedlichen Zeiten (t1 = 200 s, t2 = 260 s) und fu¨r unterschiedliches
Rauschen. b) SSQ vs. ξ fu¨r |~²| < 1 · 10−4 m/s und 0 < T˜ < 200 s
Da der exakte Zeitpunkt der Beeinflussung des Systems durch den Rand schwierig exakt zu
quantifizieren ist, wird diese Auswertung anhand zweier unterschiedlichen Rauschamplituden
verifiziert. Wie man an Abb. 3.2.8.a) erkennen kann, ist dies fu¨r |~²| < 1 ·10−4 m/s bei t ≈ 200
s und fu¨r |~²| < 1 · 10−6 m/s bei t ≈ 260 s der Fall. Desweiteren hat zu diesen Zeitpunkten die
spektralen Amplitude bei beiden Parametern den selben Wert (A ≈ 21, siehe Abb. 3.2.7 mit
ξ = 1).
Wendet man nun das obige Verfahren zur Bestimmung von ξ auf die Simulationsdaten in den
angegebenen Zeitra¨umen an, so erha¨lt man fu¨r |~²| < 1 · 10−4 die in Abb. 3.2.8.b) dargestellte
Verteilung der SSQ. Als optimales ξ wird dasjenige mit der kleinsten SSQ betrachtet. Der
Fehler des optimalen ξ wird mittels eines F -Test bestimmt (siehe [5], Kap. 5.2.3.4). Die hierzu
notwendige Normalverteilung erscheint aufgrund des in Abb. 3.2.8.b) erkennbaren Kurven-
laufs als plausibel. Fu¨r ein Signifikanzniveau von α = 0.1 sowie n = m = 40 (fu¨r |~²| < 1 · 10−4
m/s) bzw. n = m = 52 (fu¨r |~²| < 1 · 10−6 m/s) ko¨nnen die entsprechenden Quotienten der
Varianzen aus [5], Tafel 1.1.2.13, abgelesen werden. Die Differenz des optimalen ξ zu den ξ
mit den SSQ, die diese Schranken gerade noch erfu¨llen, ergibt den Fehler des optimalen ξ.
Somit erha¨lt man ξ = 0.704+0.314−0.228 fu¨r |~²| < 1 · 10−6 m/s und ξ = 0.732+0.337−0.283 |~²| < 1 · 10−4
m/s. Die durch diese Verfahren bestimmtem Werte ξ stimmen im Rahmen der Bestimmungs-
genauigkeit gut mit dem theoretisch vorhergesagten Wert von ξ = 34 u¨berein, der großen
Fehler vermindert jedoch die Aussagekraft dieser Werte. Insbesondere ko¨nnen andere Werte
von ξ nicht definitiv ausgeschlossen werden, wie man schon anhand von Abb. 3.2.7 intuitiv
vermuten ko¨nnte. Demzufolge wird auch mit diesen Ergebnissen nicht weitergearbeitet.
Wellenla¨ngen in der Simulation 49
Zeitliche Entwicklung der Wellenla¨nge
Fu¨r die folgenden Simulationen wird eine anfa¨ngliche Mischungsho¨he von HTS = 0.16 mm
verwendet, da bei dieser Ho¨he die pro Grundfla¨cheneinheit vorhandene Menge an T und S
mit der experimentellen Situation u¨bereinstimmt. Da in vorhergehenden Simulation gezeigt
wurde, daß die anfa¨ngliche Ho¨he keinen Einfluß auf die Wellenla¨nge hat, bewirkt diese Wahl
keine Einschra¨nkung der Gu¨ltigkeit und Vergleichbarkeit der daraus folgenden Ergebnisse.
Die zeitliche Entwicklung eines typischen Systems mit diesen Parametern ist in Abb. 3.2.9
dargestellt. Anhand der Bilder erkennt man, daß die Strukturen zum einen erwartungsgema¨ß
im Laufe der Zeit deutlicher werden und zum anderen die Wellenla¨nge zunimmt. Dies wird
insbesondere bei einer der Betrachtung der seitlichen Schnitte und der Fouriertransformierten
in Abb. 3.2.9.b) und c) deutlich.
Die Zunahme der Wellenla¨nge ist in Abb 3.2.10 quantitativ dargestellt. Weiterhin wurde in
diesem Diagramm die theoretisch zu erwartenden Wellenla¨nge dargestellt. Aufgrund der Un-
handlichkeit der exakten Formel von Schmitt (siehe Gl. 2.1.19, S. 13) wird die Formel von
Stern verwendet: λ ≈ √2pi[νDT /(gαTTz)]1/4 (Gl. 2.1.17 auf S. 13). Zur Berechnung wird so-
wohl der maximale Gradient (Gl. 3.1.8 auf S. 34) als auch der mittlere Gradient (Gl. 3.1.15 auf




Abbildung 3.2.9: Stufenfo¨rmige Anfangsbedingung, T0 = 0.025 VolTeile, R′ρ = 1, Zeitliche Entwick-
lung. a) Aufsicht, b) seitliche Schnitte; c) Fouriertransformierte der in a) dargestellten Bilder.










Abbildung 3.2.10: Stufenfo¨rmige Anfangsbedin-
gung, T0 = 0.025 VolTeile, R′ρ = 1, Zeitliche
Entwicklung der Wellenla¨nge der Simulation aus
Abb. 3.2.9, sowie λ ≈ √2pi[νDT /(gαTTz)]1/4.
Fu¨r den Konzentrationsgradienten Tz wird der
maximale Gradient Tz,Max (· · ·) (siehe Gl. 3.1.8
auf S. 34 ) und der mittleren Gradienten T¯z (—)
(siehe Gl. 3.1.15 auf S. 36) verwendet.
S. 36) benutzt. Aufgrund der theoretischen U¨berlegungen (Gl. 3.1.20 auf Seite 37) ist zu er-
warten, daß sich die Wellenla¨nge gema¨ß λ ∝ t1/8 verha¨lt. Anhand der doppel-logarithmischen
Darstellung kann man erkennen, daß weder diese Relation noch ein anderes Skalengesetz
u¨ber den ganzen Beobachtungszeitraum exakt eingehalten wird. Insbesondere ist eine Abwei-
chung von dem theoretisch vorhergesagten t1/8 Verhalten fu¨r kleine Zeiten zu beobachten.
Dies ko¨nnte dadurch verursacht werden, daß die Simulationen mit einem Rauschen in den
Stro¨mungsvektoren initialisiert werden. Dies wu¨rde eine schnellere Verbreiterung der Grenz-
schicht und damit ein schnelleres Ansteigen der Wellenla¨nge verursachen. Im Laufe der Zeit
klingt diese Stro¨mung durch innere Reibung ab und der Konzentrationsgradient ist rein dif-
fusionsgetrieben. Dies ist an der besseren U¨bereinstimmung fu¨r gro¨ßere Zeiten zu erkennen.
Anhand der Abbildung erkennt man, daß der mittlere Gradient eine bessere U¨bereinstimmung
liefert.
3.2.1.4 Konzentrationsabha¨ngigkeit
Nachdem den in den vorangegangen Abschnitten alle Grundlagen anhand der Simulations-
daten u¨berpru¨ft worden sind, sollen nun in diesen Kapitel die eigentlichen Kernaussagen
des theoretischen Teils verifiziert werden. Diese sind die A¨nderungen der Wellenla¨ngen und
Wachstumszeiten bei A¨nderungen in den anfa¨nglichen Konzentrationen. Die Konzentrationen
werden derart variiert, daß das Stabilita¨tsverha¨ltnis konstant bleibt.
In Abb. 3.2.11.a) sind Simulationen mit unterschiedlichen Anfangskonzentrationen dargestellt.
Deutlich sichtbar ist eine Abnahme der Wellenla¨nge bei einer Zunahme der Konzentration.
Dies ist in Abb. 3.2.12.b) quantitativ dargestellt. Desweiteren ist ein zeitliches Anwachsen der
Wellenla¨nge zu erkennen; dies wurde schon anhand von Abb. 3.2.10 diskutiert. Eine Variation
der Konzentration fu¨hrt somit zu einer Verschiebung der in 3.2.12.b) dargestellten Geraden.
Das in der Abb. 3.2.9 erkennbare Anwachsen der Deutlichkeit wird quantifiziert durch die
spektrale Amplitude (siehe Abb. 3.2.12.a)). Man erkennt, daß A(t) erwartungsgema¨ß fu¨r ver-
schiedene Konzentrationen denselben Verlauf hat und dieser nur auf einer anderen Zeitskala
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stattfindet. Nach dem Maximums fa¨llt die spektrale Amplitude etwas ab. Dies wird das Er-
reichen des Bodens durch die Zwischenra¨ume zwischen den Fingern und die dadurch bedingte
Abnahme der Deutlichkeit der Strukturen verursacht; dies wurde anhand von Abb. 3.2.3 und
Abb. 3.2.4 (Seite 42) diskutiert.
In Abb. 3.2.11.b) sind senkrechte Schnitte fu¨r verschiedene Konzentrationen dargestellt, zu
diesen Zeitpunkte haben haben beide System die gleiche spektrale Amplitude (A(t) ≈ 10).
An diesen Bilder erkennt man, daß die Strukturen beider Systeme bei dieser Amplitude den
Boden nahezu erreicht haben, sich also in dem selben Stadium der zeitlichen Entwicklung
befinden. Damit wird deutlich, daß die spektrale Amplitude eine geeignete Gro¨ße ist, um
die zeitliche Entwicklung des Systems zu charakterisieren. Die gro¨ßere Ho¨he der Finger bei
niedrigeren Konzentrationen liegt darin begru¨ndet, daß die Finger die gleiche Form, d. h. das
gleiche Verha¨ltnis aus Ho¨he und Breite haben. Die Form der Finger wird an einer spa¨teren
Stelle betrachtet.
Als der zentrale Punkt diese Kapitels soll nun das theoretisch vorhergesagte Skalenverhalten
der Wellenla¨nge λ(T0) und der Wachstumszeit Tem(T0) anhand der Simulationsdaten u¨ber-
pru¨ft werden. Hierzu wird die Zeit bestimmt, bei der das System eine gegebene spektrale
Amplitude Acrit erreicht hat. Da die Werte von A und λ der Simulationen nur zu diskreten
Zeitpunkten vorliegen, wird ein zeitlich kontinuierlicher Verlauf A(t) durch eine Interpolation
zweier jeweils aufeinanderfolgender A approximiert. Die Wachstumszeit Tem ist der Zeitpunkt
bei dem diese Interpolation die kritische Amplitude erreicht. Durch diese Vorgehensweise sind
die Werte von Tem nicht auf die diskreten Zeitpunkte der Simulationen beschra¨nkt. Die Wel-
lenla¨nge λ wird zum Zeitpunkt Tem bestimmt. Da dieser Zeitpunkt in der Regel zwischen
zwei Meßzeitpunkten liegt, wird ein zeitlich kontinuierlicher Verlauf λ(t) ebenso durch die
Interpolation zweier jeweils aufeinanderfolgender λ approximiert. Bei beiden Interpolationen
hat es sich als unerheblich herausgestellt, ob die Interpolation linear oder exponentiell erfolgt.
Als ein typisches Beispiel sind die Ergebnisse bei Acrit = 10 fu¨r die Wachstumszeit in Abb.
3.2.13.a) und fu¨r die Wellenla¨nge in Abb. 3.2.13.b) dargestellt. Aufgrund des linearen Verlaufs
in der doppellogarithmischen Darstellung erkennt man, daß sich beide Meßgro¨ßen deutlich
gema¨ß einem Skalengesetz verhalten. Eine numerische Bestimmung der Ausgleichsgeraden
a) b)
Abbildung 3.2.11: Stufenfo¨rmige Anfangsbedingung, R′ρ = 1. Jeweils links ist T0 = 0.1 VolTeile bei
t = 45 s dargestellt, entsprechend rechts T0 = 0.00625 VolTeile bei t = 320 s. a) Aufsichten; a)
Seitliche Schnitte.






















Abbildung 3.2.12: Stufenfo¨rmige Anfangsbedingung mit unterschiedlichen Konzentrationen T0, T0,1 =




















Abbildung 3.2.13: Stufenfo¨rmige Anfangsbedingung, Acrit = 10. R′ρ = 1. a) Tem vs T0; b) λ vs T0
sowie Ausgleichsgeraden (die Parameter ko¨nnen dem Text entnommen werden).
(Tem ∝ T γT0 bzw λ ∝ T γλ0 ) liefert die Exponenten fu¨r die Wachstumszeit γT = −0.676± 0.024
und fu¨r die Wellenla¨nge γλ = −0.325 ± 0.008. Beide Werte stimmen u¨berzeugend mit der
theoretischen Vorhersage von γT = −23 fu¨r Tem und γλ = −13 fu¨r λ u¨berein.
Da in den theoretischen U¨berlegungen keinerlei Einschra¨nkung bezu¨glich der Auswertungs-
amplitude Acrit gemacht wird, wird dies nun anhand de Bestimmung der Exponenten fu¨r
verschiedene Amplituden verifiziert. Die Unter- und Obergrenze fu¨r Acrit ergibt sich aus dem
zeitlichen Verlauf der spektralen Amplitude fu¨r unterschiedliche T0; dies ist ersichtlich aus
Abb. 3.2.12.a). Die Ergebnisse sind in Abb. 3.2.14.a) dargestellt, man erkennt insbesondere fu¨r
gro¨ßere Amplituden eine gute U¨bereinstimmung mit den theoretischen Werten. Eine systema-
tische Vera¨nderung des Skalenverhaltens fu¨r unterschiedliche spektrale Amplituden ist nicht
zu beobachten. Dies spricht in U¨bereinstimmung mit den theoretischen Annahmen fu¨r den all-
gemeinen Charakter dieses Skalenverhaltens. Der gewichte Mittelwert der Exponenten fu¨r alle
ausgewerteten spektralen Amplituden ergibt γT = −0.668± 0.052 und γλ = −0.314± 0.033.
Beide Werte stimmen mit den theoretischen Vorhersagen u¨berein.
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Abbildung 3.2.14: Stufenfo¨rmige Anfangsbedingung, a) γλ und γT vs. Acrit sowie die theoretische vor-
hersagten Werte von γλ = − 13 und γT = − 23 ; b) m˜ vs T0, und numerisch bestimmte Ausgleichsgerade,
die Parameter sind im Text angegeben.
Eine Variation von Acrit fu¨hrt somit nur zu einer Parallelverschiebung der in Abb. 3.2.13.a)
und b) dargestellten Geraden. Im Detail bedeutet dies: Eine Erho¨hung von Acrit bewirkt eine
Erho¨hung von Tem und λ (und umgekehrt). Die Richtung der Parallelverschiebung ist bei
Betrachtung von Abb. 3.2.12.a) und b) unmittelbar einsichtig.
Um die U¨berpru¨fung der theoretischen Relationen zu vervollsta¨ndigen, soll jetzt die Konzen-
trationsabha¨ngigkeit des Exponenten aus Gl. 3.1.17 (Seite 36) u¨berpru¨ft werden. Also wird
der Logarithmus der Gleichung







A˜ = lnA und t˜ = t
3
4 (3.2.7)
und m˜ = c · T 1/20 , b˜ = lnA0 linearisiert zu
A˜ = b˜+ m˜ · t˜ (3.2.8)
Da c eine Konstante ist, sollte m˜ ∝ T 1/20 gelten. Diese Relation wird nun einzeln an jede
Zeitreihe (siehe beispielsweise Abb.3.2.12.a) auf Seite 52) fu¨r verschiedene T0 angepaßt, wobei
der Auswertungszeitraum jeweils derart gewa¨hlt wird, das A < 10 gilt, da die Strukturen hier
den Rand erreichen (siehe Seite 52).
Die aus dieser Auswertung resultierenden m˜ sind in Abb. 3.2.14.b) dargestellt. Man erkennt
sehr deutlich einen einem Skalengesetz entsprechenden Verlauf. Eine numerisch bestimmte
Ausgleichsgerade dieser Daten ergibt einen Exponenten von γa = 0.497± 0.011, welcher gut
mit dem theoretischen Wert von 12 u¨bereinstimmt.
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3.2.1.5 Variation des Stabilita¨tsverha¨ltnis
In diesem Abschnitt soll u¨berpru¨ft werden, inwieweit das bisher beobachtete Skalenverhalten
bei der Wellenla¨nge und Wachstumszeit in Abha¨ngigkeit von den Anfangskonzentrationen




auftritt. Dafu¨r werden weitere Simulati-
onsreihen mit R′ρ = 0.5 und 2 sowie ansonsten gleichen Parametern wie zuvor durchgefu¨hrt.
Die Auswertung der Simulationsdaten erfolgt dabei wie im vorhergehenden Kapitel.
Die zeitliche Entwicklung der spektralen Amplitude fu¨r verschiedene Konzentrationen und
verschiedene Stabilita¨tsverha¨ltnisse ist in Abb. 3.2.15 dargestellt. Prinzipielle Unterschiede
im Verlauf der Kurven sind nicht erkennbar. Durch einen Vergleich von Abb. 3.2.12.a) (Seite
52) mit Abb. 3.2.15.a) und b) erkennt man, daß ein gro¨ßeres Stabilita¨tsverha¨ltnis zu einem
langsameren Wachstum, und damit zu einem deutlicheren Anstieg in der spektralen Amplitu-
de fu¨hrt. Dies wird durch die Form der Strukturen verursacht, wie in Abb. 3.2.16 dargestellt.
Die Zeitpunkte der Darstellung wurden so gewa¨hlt, daß alle Systeme gerade den Boden er-
reichen.
Man erkennt deutlich, daß ein anwachsendes Stabilita¨tsverha¨ltnis zu ‘geraderen’ und re-
gelma¨ßigeren Fingern fu¨hrt, dies wurde beispielsweise schon in [54] anhand von Experimen-
ten gezeigt. Eine lokal ho¨here Konzentration an destabilisierender Substanz S hat bei einem
gro¨ßerem Stabilita¨tsverha¨ltnis einen geringeren destabilisierenden Einfluß aufgrund der ho¨her-
en Konzentration an stabilisierender Substanz T . Dies fu¨hrt zu einem langsameren Wachstum
der Finger, wodurch die Finger aufgrund der Diffusion von S eine gro¨ßere Breite erhalten.
Das langsamere Wachstum fu¨hrt aufgrund des ausgleichenden Effektes der Diffusion zu den
regelma¨ßigeren Fingern.
Die bei einem niedrigerem Stabilita¨tsverha¨ltnis insgesamt ho¨heren spektralen Amplituden
(Abb. 3.2.15) sind durch die Form der Finger bedingt. Die Summe der Betra¨ge der zur Darstel-



















Abbildung 3.2.15: Stufenfo¨rmige Anfangsbedingung mit unterschiedlichen Konzentrationen T0, T0,1 =
0.00625, T0,2 = 0.025 und T0,2 = 0.1 VolTeile, A(t) vs t. a) R′ρ =
1
2 ; b) R
′
ρ = 2.
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R′ρ = 2, t = 360 s R′ρ = 1, t = 140 s R′ρ =
1
2 , t = 60 s
Aufsicht
Schnitt
Abbildung 3.2.16: Stufenfo¨rmige Anfangsbedingung, T0 = 0.25 VolTeile, Aufsichten und seitliche
Schnitte fu¨r unterschiedliche Stabilita¨tsverha¨ltnisse.
als bei einer sinusfo¨rmigen. Dies ist beispielsweise durch den Vergleich der Fourierentwick-
lungen einer Sinusfunktion und einer Rechtecksfunktion unmittelbar einsichtig (siehe z.B. [5],
Kap. 4.4.1.2). Somit ergeben sich fu¨r ein niedrigeres Stabilita¨tsverha¨ltnis aufgrund der ‘ecki-
geren’ Finger (Abb. 3.2.16) ho¨here spektrale Amplituden. In der Aufsicht hingegen ist die
unterschiedliche Form der Finger nur andeutungsweise zu erkennen.
Bei diesen Simulationen wurde ebenso das Verhalten der Wachstumszeit und der Wellenla¨nge
bestimmt. Die zeitliche Entwicklung der Wellenla¨nge entspricht der fu¨rR′ρ = 1 (siehe Abb.3.2.12.b)
auf S. 52), deswegen wurde auf eine Darstellung verzichtet. Die Abha¨ngigkeit der Wellenla¨nge
undWachstumszeit von der Konzentration ist in Abb 3.2.17.a) und b) dargestellt. Die kritische

























Abbildung 3.2.17: Stufenfo¨rmige Anfangsbedingung, R′ρ = 0.5 (Acrit = 12), R
′
ρ = 1 (Acrit = 10) und
R′ρ = 2 (Acrit = 8.5); a) Tem vs T0; b) λ vs T0.





























Abbildung 3.2.18: Stufenfo¨rmige Anfangsbedingung, γλ und γT vs. Acrit sowie die theoretische vor-
hersagten Werte von γλ = − 13 und γT = − 23 ; a) R′ρ = 0.5, b) R′ρ = 2.
auch Abb. 3.2.16). Anhand beider Diagrammen erkennt man, daß eine Variation des Stabi-
lita¨tsverha¨ltnis nur zu einer Parallelverschiebung der Geraden (in der doppelt-logarithmischen
Darstellung) fu¨hrt. Im Detail bedeutet dies, das eine Erho¨hung von R′ρ zu einer Erho¨hung von
Tem und λ fu¨hrt (und vice versa). Eine prinzipielle A¨nderung des Systemverhaltens ist hinge-
gen nicht zu beobachten. Eine numerische Regression liefert fu¨r R′ρ = 2 die Skalenexponenten
von γT = −0.636± 0.018 und γλ = −0.314± 0.010 sowie fu¨r R′ρ = 12 von γT = −0.670± 0.014
und γλ = −0.334± 0.010.
Auch bei diesen Meßreihen wurde die Abha¨ngigkeit der Skalenexponenten von der kritischen
Amplitude bestimmt; das Vorgehen erfolgt analog zum vorherigen Kapitel. Die Ergebnisse
dieser Auswertung sind in Abb. 3.2.18 dargestellt. Auch hier erkennt man, daß diese Ampli-
tude keinen systematischen Einfluß auf die Skalenexponenten hat. Fu¨r ein Stabilita¨tsverha¨lt-
nis von R′ρ = 0.5 ergeben sich gemittelte Skalenexponenten von γλ = −0.320 ± 0.032 und
γT = −0.695 ± 0.055 und fu¨r R′ρ = 2 von γλ = −0.323 ± 0.030 und γT = −0.623 ± 0.052.
Diese Werte stimmen mit den Werten fu¨r R′ρ = 1 sowohl untereinander als auch mit den
theoretischen Vorhersagen von γλ = −13 und γT = −23 u¨berein.
Abschließend la¨ßt sich also feststellen, daß die theoretischen Vorhersagen fu¨r ein anfa¨nglich
stufenfo¨rmiges Konzentrationsprofil u¨berzeugend mit den Ergebnissen der Simulationen u¨ber-
einstimmen.
3.2.2 Lineare Anfangsbedingung
Experimentell ist ein stufenfo¨rmige Anfangsbedingung nicht oder nur schwierig zu realisieren,
da durch Einfu¨llvorga¨nge oder das Entfernen von Trennwa¨nden immer Verwirbelungen auftre-
ten, die die Grenzschicht zwischen den Bereichen unterschiedlicher Konzentration verbreitern.
Aus diesem Grund wird jetzt ein Konzentrationsprofil betrachtet, daß einen anfa¨nglich ra¨um-
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lich ausgedehnten Gradienten 6= 0 besitzt. Hierzu bietet sich ein lineares Profil an, da es zum
Einen eine einfache Umsetzung ist und zum Anderen einfache Vergleiche mit den Theorien
vom Stern [49] und Schmitt [37] erlaubt.
Die Anfangsverteilung in T (z) nimmt dabei von T0 am Boden (also bei z = 0) linear ab bis
T (z) = 0 fu¨r z ≥ 2HTS erreicht wird; gleiches gilt fu¨r S. Die Ho¨he dieser Anfangsbedin-
gung wurde also doppelt groß wie die Ho¨he der stufenfo¨rmigen Anfangsbedingung gewa¨hlt,
somit befindet sich fu¨r beide Anfangsbedingungen dieselbe Menge an Substanzen pro Grund-
fla¨cheneinheit im System. Alle u¨brigen Parameter entsprechen denen der vorhergehenden
Simulationen.
3.2.2.1 Zeitliche Entwicklung
Die zeitliche Entwicklung einer typischen Simulation mit einem anfa¨nglich linearem Kon-
zentrationsprofil ist in Abb. 3.2.19 dargestellt. Im Vergleich zu einer Simulation mit einem
anfa¨nglich stufenfo¨rmigen Konzentrationsprofil (siehe Abb. 3.2.9 auf S. 49) ist die gleiche
wabenfo¨rmige Struktur erkennbar. Im Unterschied zu den vorherigen Simulationen findet die
Strukturbildung jedoch langsamer statt und es entsteht eine gro¨ßere Wellenla¨nge. Diese Un-
terschiede ergeben sich aus dem geringeren Konzentrationsgradienten bei einem anfa¨nglich
linearem Konzentrationsprofil.
Das Anwachsen der Deutlichkeit der Strukturen wird quantifiziert durch die spektrale Ampli-
tude; dies ist in Abb. 3.2.20.a) dargestellt. Im Vergleich zu einem anfa¨nglich stufenfo¨rmigen
Konzentrationsprofil (siehe Abb. 3.2.12.a) auf S. 52) ist das eben erwa¨hnte langsamere Wachs-
tum erkennbar. Der grundsa¨tzliche Verlauf dieser Kurven, wie auch deren Verhalten bei einer
t = 120 s t = 200 s t = 280 s t = 360 s
Abbildung 3.2.19: Anfa¨nglich lineares Konzentrationsprofil, R′ρ = 1, T0 = 0.025 VolTeile, Zeitliche
Entwicklung in der Aufsicht sowie seitliche Schnitte.






















Abbildung 3.2.20: Anfa¨nglich lineares Konzentrationsprofil mit unterschiedlichen Konzentrationen T0,
T0,1 = 0.00625, T0,2 = 0.025 und T0,2 = 0.1 VolTeile, R′ρ = 1. a) A(t) vs t; b) λ vs. t sowie λ ∝ t1/4.
Vera¨nderung bei einer Variation von T0, sind hingegen vergleichbar.
Die zeitliche Entwicklung der Wellenla¨nge fu¨r verschiedene Konzentrationen ist in Abbildung
3.2.20.b) dargestellt. Man erkennt ein Ansteigen der Wellenla¨nge im Laufe der Zeit; dieser
Anstieg entspricht jedoch nicht exakt einem Skalengesetz. Dieses Verhalten wurde auch schon
bei einem anfa¨nglich stufenfo¨rmigen Konzentrationsprofil beobachtet (Abb. 3.2.10 auf S. 50
und Abb. 3.2.12.b) auf S. 52). Der zeitliche Anstieg kann na¨herungsweise empirisch durch
λ ∝ t1/4 beschrieben werden; dies ist ein Unterschied zu dem zuvor beobachtetem Verhalten.
Der schnellere zeitliche Anstieg der Wellenla¨nge deutet auf einen rascheren Abfall des Kon-
zentrationsgradienten Tz. Desweiteren ist bei einem anfa¨nglich linearem Konzentrationsprofil
die Bedingung fu¨r doppelt-diffusive Konvektion von Beginn an u¨berall in der Mischung erfu¨llt.
Dies fu¨hrt dazu, daß die Finger in allen Schichten gleichzeitig wachsen. Anschaulich kann man
dies an Abb. 3.2.19 fu¨r t = 120 s erkennen. Dies ist ein weiterer Unterschied zu einem stu-
fenfo¨rmigen Konzentrationsprofil, bei dem die Finger von der Grenzschicht ausgehend nach
oben und unten wachsen (siehe Abb. 3.2.4 auf S. 43 und Abb. 3.2.9 auf S. 49).
3.2.2.2 Konzentrationsabha¨ngigkeit
Als der Hauptpunkt dieses Abschnitts soll nun das Verhalten der Wellenla¨nge und der Wachs-
tumszeit in Abha¨ngigkeit von der Konzentration bestimmt werden. Auf eine quantitative Ana-
lyse der spektralen Amplitude, wie bei dem stufenfo¨rmigen Konzentrationsprofil, wird auf-
grund der fehlenden theoretischen Beschreibung verzichtet. Die Konzentrationsabha¨ngigkeit
der Wellenla¨nge und Wachstumsrate ist insbesondere fu¨r einen spa¨teren Vergleich mit Expe-
rimenten relevant; deren Bestimmung wird dabei wie im vorherigen Kapitel durchgefu¨hrt.
Das Verhalten der Wellenla¨nge und der Wachstumszeit bei einer Variation der Konzentrati-
on ist in Abb. 3.2.21 dargestellt. Die Bestimmung dieser Werte wird bei derjenigen spektrale




















Abbildung 3.2.21: Anfa¨nglich lineares Konzentrationsprofil, R′ρ = 1, Acrit = 7. a) Tem vs T0, b) λ vs
T0. Die Werte der numerisch bestimmten Ausgleichsgeraden ko¨nnen dem Text entnommen werden.
Amplitude durchgefu¨hrt, bei der die Strukturen den Boden erreichen. Diese liegt bei Acrit ≈ 7
und ist durch einen Vergleich von Abb. 3.2.19 mit Abb. 3.2.20.a) zu erkennen.
An der Abbildung erkennt man, daß sich sowohl Tem (Abb. 3.2.21.a)) als auch λ (Abb.
3.2.21.b)) gema¨ß einem Skalengesetz verhalten. Eine numerische bestimmte Ausgleichsgerade
fu¨r Tem(T0) ∝ T γT0 bzw. λ(T0) ∝ T γλ0 lieferte Exponenten von γT = −0.558 ± 0.021 bzw.
γλ = −0.303 ± 0.004. Diese Werte liegen zwar in der Na¨he der Werte fu¨r eine stufenfo¨rmige
Anfangsbedingung von γT = −23 bzw. γλ = −13 , sind aber beide aufgrund ihrer Fehlergrenzen
nicht mit ihnen vertra¨glich.
Um zu u¨berpru¨fen, inwieweit diese Exponenten von der speziellen Wahl der kritischen Ampli-
tude abha¨ngen, wird nun die Bestimmung der Exponenten in Abha¨ngigkeit von Acrit durch-
gefu¨hrt. Anhand der Ergebnisse in Abb. 3.2.22 erkennt man, daß die Exponenten nicht sys-
tematisch von der speziellen Wahl der kritischen Amplitude abha¨ngen. Die gewichteten Mit-
telwerte der Exponenten von γT = −0.542± 0.049 und γλ = −0.287± 0.026 sind jedoch mit
den theoretischen Vorhersagen fu¨r eine stufenfo¨rmige Anfangsbedingung nicht vertra¨glich.



















Abbildung 3.2.22: Lineare Anfangsbedingung,
γλ und γT vs. Acrit sowie die fu¨r die
stufenfo¨rmige Anfangsbedingung theoretische
vorhersagten Werte von γλ = − 13 , γT = − 23
und die bei einem zeitlich konstanten Gra-
dienten zu erwarten Werte von γλ = − 14 ,
γT = − 12 .
























Abbildung 3.2.23: Lineare Anfangsbedingung, R′ρ = 0.5 (Acrit = 8), R′ρ = 1 (Acrit = 7) und R′ρ = 2
((Acrit = 6.5); a) Tem vs T0; b) λ vs T0.
lich konstanten Gradienten zu erwarten wa¨ren. Dies sind γT = −12 und γλ = −14 . Die Skalen-
exponenten der Simulation sind auch mit diesen Werten nicht vertra¨glich.
Der Betrag beider Skalenexponenten ist geringer als der der theoretischen Vorhersage fu¨r ein
anfa¨nglich stufenfo¨rmiges Konzentrationsprofil und gro¨ßer als der eines zeitlich konstanten
Profils. Somit kann gefolgert werden, daß der Konzentrationsgradient langsamer abnimmt als
bei einem stufenfo¨rmigen Konzentrationsprofil. Dies widerspricht aber der Folgerung einer
schnelleren zeitlichen Abnahme des Gradienten (siehe Seite 58), die aus dem zeitlichen Ver-
halten der Wellenla¨nge gewonnen wurde (siehe Abb. 3.2.20.b)). Dieser Widerspruch wird an
spa¨terer Stelle noch untersucht.
3.2.2.3 Variation des Stabilita¨tsverha¨ltnis
Um den Einfluß des Stabilita¨tsverha¨ltnis auf das Verhalten der Wellenla¨nge und Wachstums-
zeit zu bestimmen, wird dieses nun variiert. Die Ergebnisse der Simulation sind in Abb.
3.2.23 dargestellt. Die Ergebnisse besta¨tigen das zuvor beobachtete Skalenverhalten. Durch
Regression ergeben sich fu¨r R′ρ = 2 die Skalenexponenten von γT = −0.535 ± 0.014 und
γλ = −0.294± 0.007. Fu¨r R′ρ = 12 erha¨lt man γT = −0.557± 0.012 und γλ = −0.285± 0.009.
Diese Werte sind untereinander und mit den Werten fu¨r R′ρ = 1 vertra¨glich. Somit sind diese
Skalenexponenten unabha¨ngig vom Stabilita¨tsverha¨ltnis.
Im Vergleich zu einem anfa¨nglich stufenfo¨rmigen Konzentrationsprofil (Abb. 3.2.17 auf S. 55)
zeigt sich das gleiche Verhalten bei einer Variation von R′ρ; eine Erho¨hung von R′ρ fu¨hrt zu
einer Erho¨hung von Tem und λ.
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3.2.3 Verhalten bei konstanter Zeit
In diesem Kapitel soll untersucht werden, in welchen Zusammenhang die bisherigen Simula-






z Skalenverhalten der doppelt–
diffusiven Finger Instabilita¨t stehen (siehe S. 13). Bei den vorherigen Ergebnisse wurden
verschiedene Simulationen bei gleichen spektralen Amplituden ausgewertet, um hieraus die
Wachstumszeit und Wellenla¨nge zu bestimmen. Im Gegensatz dazu werden in diesem Kapitel
nun verschiedene Simulationen zu gleichen Zeitpunkten ausgewertet, um daraus die spektrale
Amplitude und die Wellenla¨nge zu bestimmen.
Zum einen ist diese Auswertung allein schon durch die darin liegende Symmetrie reizvoll, zum
anderen verbirgt sich dahinter folgende U¨berlegung: Na¨herungsweise ist anzunehmen, daß sich
das Konzentrationsprofil der stabilisierenden Substanz T nur durch reine Diffusion, also unter
Vernachla¨ssigung doppelt-diffusiver Einflu¨sse, ausbildet. Bei ansonsten gleichen Parametern
folgt also daraus, daß Systeme mit unterschiedlichen Anfangskonzentrationen T0 zu spa¨te-
ren Zeitpunkten einen zu T0 proportionalen Konzentrationsgradienten besitzen. Die spezielle
Form des anfa¨nglichen Konzentrationsprofils ist hierbei unerheblich fu¨r die oben gemachten
Na¨herung; vergleichbar sind jedoch nur in der Form gleiche anfa¨ngliche Konzentrationsprofile.
Demzufolge werden die nun folgende Auswertungen mit beiden bisherigen Systemen, d. h. den
Simulationsreihen mit stufenfo¨rmigen und linearen Anfangsbedingungen, durchgefu¨hrt.
In Abb. 3.2.24 ist die spektrale Amplitude fu¨r verschiedene Konzentrationen bei unterschiedli-
chen Anfangsbedingungen dargestellt. Der Zeitpunkt der Auswertung TMess wurde so gewa¨hlt,
daß die Simulationsreihen mit unterschiedlichen Anfangsbedingungen sich in vergleichbaren
Bereichen der zeitlichen Entwicklung der spektralen Amplitude befinden. Diese Zeitpunkte
wurden so gewa¨hlt, daß sie Tem beim Erreichen des Bodens fu¨r T0 = 0.05 VolTeile entsprechen
und ko¨nnen an Abb. 3.2.13.a) (Seite 52) und Abb. 3.2.21.a) (Seite 59) abgelesen werden.













tragen. In dieser Darstellung ergibt die theoretische Relation eine Gerade. An der Abbildung
3.2.24.a) erkennt man, daß die Simulationsergebnisse fu¨r beide Anfangsbedingungen gut mit
der theoretischen Vorhersage u¨bereinstimmen. Abweichungen ergeben sich lediglich fu¨r große
T0. Bei gro¨ßeren T0 (die aufgrund der gleichen Anfangsbedingungen gro¨ßere Gradienten be-
dingen) besitzen die Systeme eine gro¨ßere Wachstumsrate. Dadurch befindet sich die spektrale
Amplitude dieser Simulation schon im Sa¨ttigungsbereich (siehe Abb. 3.2.12.a) auf S. 52 und
Abb. 3.2.20.a) auf S. 58), da die Finger den unteren Rand des Systems erreicht haben. Bei
einem spa¨terem Meßzeitpunkt treten Abweichungen demzufolge auch schon bei kleineren Wer-
ten von T0 auf.























Abbildung 3.2.24: A(T0) vs. T
1
2
0 zum Zeitpunkt TMess = const, R
′
ρ = 1 und numerische Regressi-
on gema¨ß A(T0) ∝ exp(const · T
1
2
0 ). a) Stufenfo¨rmige Anfangsbedingung, TMess = 90 s, b) lineare
Anfangsbedingung, TMess = 150 s.
An Abbildung 3.2.24.b) ist zu erkennen, daß diese U¨bereinstimmung auch fu¨r ein anfa¨nglich
lineares Konzentrationsprofil erzielt wird. Dies ist umso erstaunlicher, als daß in den vorheri-
gen Auswertungen klare Unterschiede zwischen beiden Konzentrationsprofilen auftraten.
Diese Abbildungen besta¨tigen, daß der in dieser Arbeit verwendete Ansatz einer diffusiven
Verbreiterung des Ho¨henprofils brauchbar ist. Wu¨rde sich das Konzentrationsprofil durch
doppelt-diffusive Konvektion schneller verbreitern als durch Diffusion, wu¨rde dies aufgrund
des geringeren Gradienten zu einer kleineren Wachstumsrate fu¨hren. Dies ha¨tte nach einer
gewissen Zeit eine geringere spektrale Amplitude zu Folge. Da sich die dargestellten Sys-
teme aber in stark unterschiedlichen Stadien der Fingerbildung befinden und sich vor dem
Erreichen des Randes kein von der theoretischen Vorhersage abweichendes Verhalten in der
spektralen Amplitude feststellen la¨ßt, kann dies als eine weitere Besta¨tigung der Annahme
einer diffusiven Verbreiterung des Ho¨henprofils gesehen werden.
Als ein zweiter Punkt wurden die Wellenla¨ngen bestimmt. Die Ergebnisse der Simulati-
onsdaten bei unterschiedlichen Anfangsbedingungen sind in Abb. 3.2.25.a) und b) darge-
stellt. Die Messungen wurden zu gleichen Zeitpunkten durchgefu¨hrt, um vergleichbare Ab-
weichungen vom anfa¨nglichen Konzentrationsprofil zu erreichen. Weiterhin wird in diesem
Diagramm die theoretisch zu erwartenden Wellenla¨nge dargestellt. Aufgrund der Unhand-
lichkeit der exakten Formel von Schmitt (Gl. 2.1.19, S. 13) wird die von Stern verwendet:
λ ≈ √2pi[νDT /(gαTTz)]1/4 (Gl. 2.1.17 auf S. 13). Fu¨r ein anfa¨nglich stufenfo¨rmigen Kon-
zentrationsprofil wird zur Berechnung sowohl der maximale Gradient Tz,Max (Gl. 3.1.8 auf
S. 34) als auch der mittlere Gradient T¯z (Gl. 3.1.15 auf S. 36) fu¨r Tz benutzt. Fu¨r Systeme
mit einem anfa¨nglich linearen Gradienten wird dieser auch verwendet Tz = T0/(2HTS), da
fu¨r diese Systeme keine sinnvolle theoretische Na¨herung existiert, die die zeitliche Entwick-
lung beru¨cksichtigt. Die tatsa¨chlich vorkommenden Gradienten sind aufgrund der Diffusion
geringer.



















Abbildung 3.2.25: λ(T0) vs T0 fu¨r TMess = 90 s, R′ρ = 1, sowie λ ≈
√
2pi[νDT /(gαTTz)]1/4 (Gl.
2.1.17 auf S. 13). a) Lineare Anfangsbedingung, Berechnung von λ mit dem anfa¨nglichen Gradienten;
b) Stufenfo¨rmige Anfangsbedingung, Berechnung von λ mit dem mittlerem Gradienten T¯z (—) (Gl.
3.1.15 auf S. 36) und dem maximalen Gradienten Tz,Max (· · ·) (Gl. 3.1.8 auf S. 34).
Wie man an Abb. 3.2.25.a) erkennen kann, liefert die theoretischen Abscha¨tzung fu¨r eine linea-
re Anfangsbedingung zu kleine Wellenla¨ngen. Dies ist darin begru¨ndet, daß die theoretische
Abscha¨tzung des Gradienten nur eine Obergrenze fu¨r diesen darstellt und der tatsa¨chliche
Gradient aufgrund der Zeitentwicklung geringer ist. Somit ist die tatsa¨chliche Wellenla¨nge
gro¨ßer. Fu¨r ein anfa¨ngliches stufenfo¨rmiges Konzentrationsprofil (Abb. 3.2.25.b)) liefert die
Berechnung der Wellenla¨nge mit dem mittleren Gradienten insgesamt mit den Simulations-
werten u¨bereinstimmende Ergebnisse; die mit den maximalen Gradienten liefert zu geringe
Wellenla¨ngen.
Bei beiden Anfangsbedingungen ist allerdings eine insgesamt geringere Steigung als in den
theoretische Abscha¨tzungen zu beobachten. Dies ist umso bedeutsamer, als das die Ergeb-
nisse der Simulationen ein rein diffusives Ho¨henprofil in T (siehe Abb. 3.2.6.b), S. 45) und
das daraus folgende Verhalten der spektralen Amplitude besta¨tigen (siehe Abb 3.2.14.b), S.
53, und Abb. 3.2.24). Aus diesen Tatsachen kann nur der Schluß gezogen werden, daß die
theoretische Annahme, daß die Wellenla¨nge nur vom jeweiligen Gradienten und nicht von
seiner Vorgeschichte abha¨ngt (siehe S. 33), nicht allgemein exakt gu¨ltig ist. Diese Folgerung
wird durch die Simulationsergebnisse des zeitlichen Verhaltens der Wellenla¨nge gestu¨tzt (siehe
Abb. 3.2.10, S. 50, und Abb. 3.2.20, S. 58).
64 Wellenla¨nge der Strukturen
3.3 Experimentelle Bestimmung der Wellenla¨ngen
Die in den vorherigen Abschnitten erzielten Ergebnisse fu¨r die Wellenla¨nge λ und die Wachs-
tumszeit Tem werden nun mit Experimenten verglichen. Der experimentelle Aufbau und die
Durchfu¨hrung der Experimente ist in Kap. 2.4 auf S. 24 ff. beschrieben. Das bei diesen Meß-
reihen injizierte Volumen der Mischung betra¨gt 50 µl, somit entspricht der Quotient aus
Mischungsvolumen und Grundfla¨che dem der Simulation. Es werden zwei Systeme mit unter-
schiedlichen Substanzen verwendet, das Tensid/Glyzerin und das Glucose/Glycerid System.
Das Tensid/Glyzerin System hat den Vorteil, daß die relevanten Materialkonstanten der Sub-
stanzen, wie Dichte und Diffusionskonstanten, bekannt sind (siehe Kap. 2.3.1 auf S. 22).
Dieses Werte wurden auch in den vorherigen Simulationen verwendet, damit ist ein quanti-
tativer Vergleich mo¨glich.
Die Materialkonstanten der im Glycerid/Glucose System vorhanden Substanzen hingegen
sind nicht bekannt, dies wurde in Kap. 2.3.2 auf S. 24 diskutiert. Demzufolge ist dieses Sys-
tem nicht fu¨r einen Vergleich der Werte der Wellenla¨nge und der Wachstumszeit geeignet.
Aufgrund des konstanten Stabilita¨tsverha¨ltnis eignet sich dieses System aber zu einer Be-
stimmung des Skalenverhaltens. Desweiteren hat dieses System den Vorteil einer einfachen
experimentellen Handhabbarkeit und eines deutlicheren optischen Kontrastes; dies macht es
insbesondere fu¨r Demonstrationszwecke interessant.
3.3.1 Tensid/Glyzerin System
Die zeitliche Entwicklung eines typischen Experiments in der Aufsicht ist in Abb. 3.3.1 dar-
gestellt. Seitliche Aufnahmen der Experimente werden nicht durchgefu¨hrt, da dies aufgrund
der Dicke des Systems zu einer optischen U¨berlagerung von mehreren Finger fu¨hren wu¨rde
und demzufolge wenig aussagekra¨ftig wa¨ren. In den Bildern sind fu¨r t < 90 s nahezu keine
Strukturen zu erkennen, fu¨r t ≈ 110 s sind diese hingegen deutlich ausgepra¨gt. Dieses schnelle
Anwachsen der Deutlichkeit der Strukturen entspricht dem der Simulation (siehe Abb. 3.2.9,
t = 70 s t = 90 s t = 110 s
Abbildung 3.3.1: Tensid/Glyzerin System, R′ρ =
1
2 , T0 = 0.0125 VolTeile. Bildgro¨ße 3.5 × 2.5 mm.
Alle Bilder haben die gleiche Grauwertskalierung bezu¨glich S.
Experimentelle Bestimmung der Wellenla¨ngen 65
S. 49, oder Abb. 3.2.19, S. 57) und soll in dem folgenden Abschnitt detaillierter untersucht
werden.
3.3.1.1 Zeitliche Entwicklung
In diesem Abschnitt soll die zeitliche Entwicklung eines typischen Systems na¨her untersucht
werden. Um Ungenauigkeiten durch ra¨umliche Inhomogenita¨ten zu vermeiden und somit eine
bessere Datenbasis zu erzielen, wird diese Messung mit einer fixierten Kameraposition durch-
gefu¨hrt. Die Messung wird mit R′ρ = 2 und T0 = 0.2 VolTeile durchgefu¨hrt. Die Vorteile dieser
Parameterwahl sind experimenteller Natur: Aufgrund der hohen S0 Konzentrationen entste-
hen deutlichere Strukturen, deren Auswertung zu einem geringeren Fehler fu¨hrt. Aufgrund des
hohen T0 Konzentration entstehen kleine Strukturen; durch die große Anzahl an Strukturen
wird somit eine bessere Auswertungsstatistik erzielt. Bei diesen Parametern zeigen spa¨ter dis-
kutierte Messungen keine Abweichungen vom allgemeinen Skalenverhalten, somit kann diese
Messung als allgemeingu¨ltig angesehen werden.
Die detaillierte zeitliche Entwicklung dieses Systems ist in Abbildung 3.3.2.a) dargestellt; die
Fouriertransformierten einiger Bilder sind in Abb. 3.3.2.b) zu erkennen.
In den Bildern ist ein Gradient in x Richtung zu erkennen; dieser wird durch eine inhomogene
Beleuchtung verursacht und ist aus technischen Gru¨nden nicht zu vermeiden. Aufgrund seines
Verlaufes in x-Richtung hat dieser Gradient in einer 2D-FFT nicht verschwindende Ampli-
tude nur auf der kx-Achse, d. h. bei ky = 0. Bei nur schwach ausgepra¨gten Strukturen (z.
B. bei t = 90 s) wu¨rden die Amplituden des Gradienten diejenigen der Struktur dominieren.
Somit wa¨re in der 2D-FFT der zu erwartende Ring (aufgrund der Waben) durch die auf der
kx-Achse liegenden Amplituden (aufgrund des Gradienten) unterdru¨ckt. Aus diesem Grund
sind in der 2D-FFT die Werte auf der kx-Achse nicht dargestellt und werden auch in den
folgenden Auswertungen nicht beru¨cksichtigt. Aufgrund der ringfo¨rmigen Struktur der Fou-
riertransformierten hat dieses Vorgehen keinen Einfluß auf die Bestimmung der Wellenla¨nge.
Die Effizienz dieses Vorgehens wird anhand des in Abb 3.3.2 dargestellten Bildes fu¨r t = 90
s und seiner Fouriertransformierten deutlich. Obwohl der Helligkeitsgradient in dem Bild die
wabenfo¨rmigen Strukturen deutlich dominiert, ist dies in der Fouriertransformierten nicht zu
erkennen.
Anhand der Abbildung 3.3.2.a) ist die zeitliche Entwicklung der Strukturen zu erkennen. Aus-
gehend von einem nahezu homogenen Zustand steigt die Deutlichkeit der Strukturen rasch an
(t ≈ 140 s). Wie bei den Simulationen ist eine Zunahme der Wellenla¨nge zu erkennen. Diese
Zunahme der Wellenla¨nge ist bei den Fouriertransformierten in Abb. 3.3.2.b) durch einen
sinkenden Radius der kreisfo¨rmigen Struktur erkennbar. Im Laufe der Zeit (t > 160 s) werden
die Strukturen anschließend wieder undeutlicher. Dies ist durch die nach oben wachsenden
Finger und deren horizontale Ausbreitung in den oberen Wasserschichten bedingt. Das An-
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a) t = 60 s t = 90 s t = 120 s
t = 140 s t = 160 s t = 210 s
t = 240 s t = 300 s t = 450 s







Abbildung 3.3.2: Tensid/Glyzerin System, R′ρ = 2, T0 = 0.2 VolTeile. a) Zeitliche Entwicklung in der
Aufsicht, Bildgro¨ße 3.5 × 2.5 mm, alle Bilder haben die gleiche Grauwertskalierung bezu¨glich S; b)
Fouriertransformierte der mittleren Spalte aus a).
steigen und Absinken der Deutlichkeit ist anhand der Fouriertransformierten an der radialen
Verbreitung der kreisfo¨rmigen Struktur zu erkennen.
Die Zunahme der Wellenla¨nge soll nun anhand dieses Experimentes quantitativ analysiert
werden. Die Wellenla¨nge ergibt sich aus dem gewichteten Mittel des radialen Wellenzahl-
vektors, der Fehler der Wellenla¨nge ergibt sich aus der Standardabweichung. Das Ergebnis











Abbildung 3.3.3: Tensid/Glyzerin Sys-
tem, R′ρ = 2, T0 = 0.2 VolTeile. λ vs t
sowie λ ∝ t1/4. Die Werte wurden aus
dem in Abb. 3.3.2 dargestellten Expe-
riment extrahiert.
dieser Auswertung ist in Abb. 3.3.3 dargestellt. Aufgrund des nichtlinearen Verlaufs in der
doppel-logarithmischen Darstellung erkennt man, daß sich die Wellenla¨nge nicht u¨ber den
ganzen Meßzeitraum gema¨ß einem Skalengesetz verha¨lt. Fu¨r kleine Zeiten (t . 170 s) kann
das Verhalten der Wellenla¨nge jedoch durch λ ∝ t 14 empirisch beschrieben werden. Dies wurde
zuvor schon in den Simulationen mit einem anfa¨nglich linearen Konzentrationsprofil beobach-
tet (siehe Abb. 3.2.20 auf S. 58). Diese Zunahme der Wellenla¨nge entspricht der qualitativen
Beschreibung in [53] mit dem Salz/Zucker Systems.
Fu¨r gro¨ßere Zeiten ist zuna¨chst ein schnelleres Wachstum der Wellenla¨nge zu beobachten,
welches anschließend stark schwankt. Die Grenzen dieses Bereiches wachsen jedoch mit der
gleichen Relation wie zuvor. Der starke Anstieg wird durch einen nicht perfekt vertikalen Auf-
stieg der Finger verursacht, die somit die Wabenstruktur u¨berlagern. Dieses Verhalten der
Finger wird durch experimentell nicht zu vermeidende Stro¨mungen verursacht. Anschaulich
wird dies an der undeutlicher werdenden Wabenstruktur bei t ≈ 210 s deutlich. Gleichzeitig
dient das Auftreten dieses Effektes als eine Kontrolle der obere Grenze der Wachstumszeit.
Die fu¨r große Zeiten (t & 300 s) zu beobachtenden undeutlichen Strukturen mit einer großen
Wellenla¨nge ko¨nnten dadurch verursacht werden, daß sich die Finger nach Erreichen der Was-
seroberfla¨che dort horizontal ausbreiten. Dieser Effekt wird nicht weiter untersucht.
3.3.1.2 Konzentrationsabha¨ngigkeit
Im Folgenden wird nun die Konzentrationsabha¨ngigkeit der Wellenla¨nge und Wachstumszeit
bestimmt, um diese mit den theoretischen U¨berlegungen und den Simulationen zu vergleichen.
Die aufgrund der theoretischen U¨berlegungen und den Simulationen zu erwartende Abnahme
der Wellenla¨nge und Wachstumszeit bei zunehmender Konzentration wird anschaulich durch
Abb. 3.3.4 besta¨tigt. Bei einer Beobachtung der in dieser Abbildung dargestellten Experimente
zu gleichen Zeitpunkten wa¨ren bei t = 120 s in Abb. 3.3.4.a) (noch) keine Strukturen, bei
t = 300 s wa¨ren in Abb. 3.3.4.b) keine Strukturen (mehr) zu erkennen.
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a) b)
Abbildung 3.3.4: Tensid/Glyzerin System, R′ρ = 1. a) T0 = 0.00625 VolTeile, t = 300 s ≈ Tem; b)
T0 = 0.1 VolTeile, t = 120 s ≈ Tem. Bildgro¨ße 3.5× 2.5 mm.
Die Wellenla¨nge und Wachstumsdauer wird bestimmt, sobald die Intensita¨t an den hellen
Stellen der Wabenstruktur auf 95% der Intensita¨t ohne Mischung angestiegen ist. Diese Vor-
gehensweise soll sicherstellen, daß die Auswertung kurz vor dem Erreichen des Bodens durch
die Finger geschieht. Damit geschieht die Auswertung zu einem vergleichbaren Zustand des
Systems wie bei den Simulationen; dieser Aspekt wurde auf S. 52 behandelt. Dieses Vorge-
hen hat den weiteren Vorteil, daß die Strukturen sehr deutlich sind und sich somit ein gutes
Signal/Rausch Verha¨ltnis fu¨r die weitere Auswertung ergibt. Ein den Simulationen entspre-
chendes Vorgehen anhand der spektralen Amplitude war aufgrund des in den experimentellen
Bildern vorhandenen Rauschens nicht mo¨glich, insbesondere bei noch nicht deutlich ausge-
pra¨gten Strukturen. Demzufolge ist es auch nicht mo¨glich, wie in den Simulationen expe-
rimentelle Meßreihen bei unterschiedlichen spektralen Amplituden, d. h. Deutlichkeiten der
Strukturen auszuwerten. Die Wachstumsdauer Tem ergibt sich aus der Differenz zwischen
dem Meßzeitpunkt und dem Ende der Injektion. Dies erfolgt im Unterschied zu der vorhe-
rigen Untersuchung [18], bei der Tem ab dem Erreichen des Randes des Gefa¨ßes definiert
wurde. Diese A¨nderung ist notwendig, da in spa¨ter dargestellten Simulationen mit Injektion
die Dauer der Ausbreitung der Mischung aufgrund der Systemgro¨ße nicht mit dem Experiment
u¨bereinstimmt. Da spa¨ter die Ergebnisse der Simulationen und der Experimente miteinander
verglichen werden, ist die hier verwendete einheitliche Definition von Tem notwendig. Der sich
daraus ergebende Unterschiede im Skalenexponenten von Tem zu [18] liegt jedoch innerhalb
der Fehlergrenzen. Die Wellenla¨nge λ wurde wie in der Simulation aus einer 2D-FFT gewon-
nen.
Um experimentelle Meßungenauigkeiten zu minimieren, wurde jeder Datenpunkt aus 3 jeweils
neu erstellten Lo¨sungen gewonnen, die dann in 5 Versuchen verwendet wurden. Der komplette
zeitliche Verlauf der Versuche wurde per CCD Kamera aufgenommen und anschließend digi-
talisiert. Anhand dieser Bilder konnte dann mit dem oben angefu¨hrten Kriterium bestimmt
werden, welche Bilder fu¨r die weitere Auswertung verwendet werden. Aus den verschiedenen
Auswertungsergebnissen wurde dann der Mittelwert und die Standardabweichung bestimmt.



















Abbildung 3.3.5: Tensid/Glyzerin System, R′ρ = 1. a) Tem vs T0, b) λ vs T0. Die Werte der Aus-
gleichsgeraden ko¨nnen dem Text entnommen werden.
Die Wellenla¨nge λ und die Wachstumszeit Tem in Abha¨ngigkeit von den anfa¨nglichen Konzen-
trationen des Tensid/Glyzerin Systems sind in Abb. 3.3.5 dargestellt. Man erkennt deutlich,
daß sich sowohl λ als auch Tem unabha¨ngig von R′ρ gema¨ß einem Skalengesetz verhalten. Ei-
ne numerische Bestimmung der Skalenexponenten lieferte Exponenten fu¨r die Wachstumszeit
Tem von γT = −0.423± 0.029 und fu¨r die Wellenla¨nge von γλ = −0.337± 0.023.
Diese Skalenexponenten weichen deutlich von denen der theoretischen Vorhersage und den Si-
mulationen mit einem anfa¨nglich stufenfo¨rmigen Konzentrationsprofil ab; sie liegen allerdings
in der Na¨he der Werte fu¨r ein anfa¨nglich lineares Konzentrationsprofil. Um die experimentell
bestimmten Exponenten zu u¨berpru¨fen, werden diese Messungen nun fu¨r andere Stabilita¨ts-
verha¨ltnisse durchgefu¨hrt.
3.3.1.3 Variation des Stabilita¨tsverha¨ltnis
Um zu u¨berpru¨fen, inwieweit die bisherigen Skalenexponenten des Tensid/Glyzerin vom Sta-
bilita¨tsverha¨ltnis abha¨ngen, wird dieses nun variiert. Dabei wurden die gleichen Stabilita¨ts-
verha¨ltnisse wie bei den Simulationen verwendet, d.h. R′ρ =
1
2 und 2. Die Tensid Konzentratio-
nen S0 wird zwischen 0.003125 und 0.1 VolTeile variiert, dies ist durch die Wahl des Systems
bedingt (siehe Abschnitt 2.3.1 auf S. 22 ff). Fu¨r diese Parameter wird die Wellenla¨nge λ und
Wachstumszeit Tem gemessen, die Vorgehensweise entspricht der der vorherigen Messungen.
Das Ergebnis dieser Messungen ist in Abbildung 3.3.6 dargestellt. Fu¨r alle untersuchten Sta-
bilita¨tsverha¨ltnisse erkennt man einen Verlauf gema¨ß einem Skalengesetz. Die geringfu¨gigen
Abweichungen vom Skalenverhalten fu¨r T0 = 0.05 VolTeile bei R′ρ =
1
2 ko¨nnten dadurch
bedingt sein, daß das Diffusionsgesetz in der einfachen Form (Gl. 2.1.4 auf S. 10) aufgrund
der hohen S0 Konzentration in diesem Bereich nicht mehr gu¨ltig ist (siehe z. B. §59 in [19]);
dies erscheint insbesondere unter Beru¨cksichtigung der Gro¨ße und Form der Tensidmizellen
plausibel. Aus diesem Grunde wird dieser Wert bei T0 = 0.05 VolTeile und R′ρ =
1
2 in der

























Abbildung 3.3.6: Tensid/Glyzerin System, a) Tem vs T0, b) λ vs T0. Die Werte der Ausgleichsgeraden
ko¨nnen dem Text entnommen werden.
weiteren Auswertung auch nicht beru¨cksichtigt. Die Tatsache, daß diese Abweichungen jedoch
nicht bei allen Stabilita¨tsverha¨ltnissen gemessen wurden, bleibt unerkla¨rt und kann nur als
experimentelle Ungenauigkeit gewertet werden.
Um das Skalenverhalten zu quantifizieren, wird eine doppelt-logarithmische Regression durch-
gefu¨hrt. Diese liefert fu¨r R′ρ = 2 die Skalenexponenten fu¨r die Wachstumszeit von γT =
−0.436 ± 0.019 und fu¨r die Wellenla¨nge von γλ = −0.327 ± 0.012. Fu¨r R′ρ = 12 erha¨lt man
γT = −0.442 ± 0.021 fu¨r die Wachstumszeit und fu¨r die Wellenla¨nge γλ = −0.318 ± 0.017.
Diese Exponenten stimmen im Rahmen der Meßgenauigkeit mit den Werten fu¨r R′ρ = 1 u¨be-
rein. Diese Unabha¨ngigkeit der Skalenexponenten vom Stabilita¨tsverha¨ltnis entspricht den
theoretischen Erwartungen.
In dem vorangegangen Abschnitt wurde gezeigt, daß die anfa¨ngliche Form des Konzentrations-
profils einen Einfluß auf das Skalenverhalten hat. Somit kann der Schluß gezogen werden, daß
ein anfa¨nglich stufenfo¨rmiges Konzentrationsprofil im Experiment nicht vorliegt. Die Werte
der experimentellen Skalenexponenten liegen jedoch in der Na¨he der Simulationsergebnisse
fu¨r ein anfa¨nglich lineares Konzentrationsprofil. Dies legt die Vermutung nahe, daß dies den
Experimenten besser entspricht.
Die U¨bereinstimmung der Skalenexponenten zwischen dem Experiment und den Simulationen
wird nun anhand von Experimenten mit einem anderem System u¨berpru¨ft.
3.3.2 Glycerid/Glucose System
Um zu u¨berpru¨fen, inwieweit die vorherigen Ergebnisse durch die spezielle Wahl des Sys-
tems bedingt sind, werden nun die vorherigen Messungen auf die selbe Art mit dem Glyce-
rid/Glucose System durchgefu¨hrt. Aufgrund der speziellen Gegebenheiten des Systems (siehe
Seite 24) ist das Stabilita¨tsverha¨ltnis bei diesem System grundsa¨tzlich immer konstant, der
konkrete Wert ist jedoch unbekannt. Demzufolge werden die Meßgro¨ßen auch in Abha¨ngigkeit
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a) b)
Abbildung 3.3.7: Glycerid/Glucose System, a) C0 = 0.015 MassTeile, t = 360 s ≈ Tem, b) T0 = 0.24
MassTeile, t = 80 s ≈ Tem. Bildgro¨ße 3.5× 2.5 mm.
von der anfa¨nglichen Gesamtkonzentration C0 der Mischung bestimmt; diese ist gegebener-
maßen proportional zu T0.
Anhand der Abb. 3.3.7 ist zu erkennen, daß eine Erho¨hung der Konzentration bei diesem Sys-
tem erwartungsgema¨ß zu einer Abnahme der Wellenla¨nge und der Wachstumszeit fu¨hrt. Die
quantitative Untersuchung zeigt fu¨r Tem und λ ein Verhalten entsprechend einem Skalenge-
setz (siehe Abb. 3.3.8). Eine numerische Auswertung der Meßdaten ergibt Skalenexponenten
von γT = −0.514± 0.028 und γλ = −0.386± 0.017. Diese Werte liegen u¨ber denen des Ten-
sid/Glyzerin Systems. Die fehlende U¨bereinstimmung kann darauf zuru¨ckgefu¨hrt werden, das
in dem Glycerid/Glucose System mehr als zwei Substanzen vorhanden sind. Abha¨ngig von
ihren jeweiligen Konzentrationen, Dichten und Diffusionskonstanten, ko¨nnen diese Substan-
zen einen Einfluß auf die Strukturbildung haben, so daß keine doppelt-diffusive Konvektion
im eigentlichen Sinne mehr vorliegt. Aus diesem Gru¨nden wird dieses System nicht weiter
quantitativ untersucht. Nichtsdestotrotz liegen die gemessenen Skalenexponenten zumindest
in der Na¨he von denen des Tensid/Glyzerin Systems. Dies legt die Vermutung nahe, daß das



















Abbildung 3.3.8: Glycerid/Glucose System, R′ρ = const. a) Tem vs C0, b) λ vs C0. Die Werte der
Ausgleichsgeraden ko¨nnen dem Text entnommen werden.



















Abbildung 3.3.9: Tensid/Glyzerin System (+) im Vergleich mit den Simulationsergebnissen (×) fu¨r
eine anfa¨nglich lineares Konzentrationsprofil, R′ρ = 1.
Stoffe bedingt ist.
3.3.3 Vergleich von Simulationen und Experimenten
Ein Vergleich der aus den Tensid/Glyzerin Experimenten bestimmten Wellenla¨ngen mit de-
nen aus den Simulationen fu¨r ein anfa¨nglich lineares Konzentrationsprofil ist in Abb. 3.3.9
dargestellt. Die dargestellten Werte entsprechen denen aus Abb. 3.3.5 (Seite 69) und Abb.
3.2.21 (Seite 59). Anhand der Abbildungen ist die zuvor schon erwa¨hnte Na¨he der Skalenex-
ponenten der Wellenla¨ngen und Wachstumszeiten ersichtlich. Insbesondere in der Wellenla¨nge
zeigt sich jedoch ein großer Unterschied zwischen Simulation und Experiment. Dies ist umso
bedeutsamer, als daß die in der Simulation verwendeten Materialkonstanten denen des Ten-
sid/Glyzerin Systems entsprechen.
Da die Wellenla¨nge und Wachstumszeit im wesentlichen durch den Konzentrationsgradienten
bestimmt werden, ist in den bisherigen, ohne weitere Begru¨ndung eingefu¨hrten Annahmen
u¨ber den anfa¨nglichen Konzentrationsgradienten in der Simulation die Hauptursache fu¨r die
bestehenden Abweichungen zu sehen. Dies wird in dem nachfolgenden Kapitel eingehender
begru¨ndet.
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3.4 Simulationen mit Injektion
In dem vorherigen Abschnitt wurde gezeigt, daß das Skalenverhalten der Wellenla¨nge und
der Wachstumszeit im Experiment und in den bisherigen Simulationen vergleichbar ist. Eine
quantitative U¨bereinstimmung konnte jedoch nicht erzielt werden. Wie zuvor schon dargelegt
wurde, hat das anfa¨ngliche Konzentrationsprofil einen deutlichen Einfluß auf die Wellenla¨nge
und Wachstumszeit. Das in den Simulationen verwendete anfa¨ngliche Konzentrationsprofil
hatte aus meßtechnischen Gru¨nden keine experimentelle Grundlage. Aus diesem Grund wer-
den die Simulationen nun erweitert, um das experimentelle System realita¨tsgetreuer nachzu-
bilden. Da das anfa¨ngliche Konzentrationsprofil im Experiment im wesentlichen durch den
Injektionsprozess gegeben ist, wird nun in den folgenden Simulationen diese Injektion modell-
haft nachgebildet.
Das simulierte System hat eine Gro¨ße von (10× 10× 3) mm3 bei einer Gitterschrittweite von
4 · 10−2 mm. Dies entspricht 250 × 250 × 75 ≈ 5 · 106 simulierten Kontrollvolumina. Daraus
resultiert ein permanenter Speicherplatzbedarf von ≈ 900 MB fu¨r eine laufende Simulation.
Dies ist die obere Grenze an Speicherplatz der Rechner, die permanent zur Verfu¨gung stehen.
Die Anzahl der Kontrollvolumina und der Gitterschrittweite stellt dabei, unter der Randbe-
dingung des maximal zur Verfu¨gung stehenden Speicherplatzes, einen Kompromiß zwischen
einem mo¨glichst realita¨tsgetreuen System und einer mo¨glichst hohen numerischen Genauig-
keit dar. Die benutzte Gitterschrittweite von 4 · 10−2 mm erweist sich als numerisch stabil.
Das Geometrie des simulierten System ist im Gegensatz zum Experiment quadratisch. Die
Simulation eines zylinderfo¨rmigen Systems wie im Experiment erwies sich aufgrund der Rand-
bedingung und der rechteckigen Gittergeometrie als nicht durchfu¨hrbar. Die Umsetzung einer
polygonalen Gittergeometrie ist aufgrund der großen Unterschiede zu einer rechteckigen Git-
tergeometrie sehr umfangreich (siehe z. B. [8]) und erscheint als wenig erfolgssteigernd. Als
Randbedingung wird im Gegensatz zu den vorherigen Simulationen ein geschlossenes System
simuliert. Dies entspricht dem Experiment. Der Einfluß des Randes auf die Strukturbildung
ist aufgrund der Gro¨ße des gesamten Systems gegenu¨ber einer Wellenla¨nge und der Unre-
gelma¨ßigkeit der Wabenstruktur vernachla¨ssigbar.
Die Injektion wird modelliert, indem wa¨hrend des Injektionszeitraums in der Mitte des Sys-
tems ein zylinderfo¨rmiges Gebiet mit extern fixierten Konzentrationen (T0 und S0) und Ge-
schwindigkeiten ~v = (0, 0,−vz) verwendet wird. Dieses zylinderfo¨rmige Gebiet hat einen Ra-
dius von 0.4 mm, eine Ho¨he von 1 mm und beginnt 0.5 mm u¨ber dem Boden. Den Kontroll-
volumina, deren Volumen von der Zylinderoberfla¨che geschnitten wird, wird eine anteilige
Konzentration zugewiesen. Dies soll eine mo¨glichst kreisfo¨rmige Injektion garantieren. Außer-
halb dieses zylinderfo¨rmigen Gebietes wurde wa¨hrend des Injektionszeitraums ein hohlzylin-
derfo¨rmiges Gebiet (siehe z. B. [5], Kap 2.6.2.4) mit einer Dicke von 0.16 mm verwendet. Die
Geschwindigkeiten und Konzentrationen dieses Gebietes werden wa¨hrend des Injektionszeit-
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raums auf 0 gesetzt. Diese beiden Gebiete sollen die Injektionspipette modellieren. Im Inneren
stro¨mt die Mischung nach unten, der Rand verhindert, daß der innere Bereich weder durch
Diffusion noch durch Stro¨mung einen direkten Einfluß auf die seitlichen Bereiche ausu¨bt.
Dies entspricht dem Glas der Injektionspipette im Experiment. Nach dem Injektionszeitraum
werden die Konzentrationen in beiden Gebiete mit Null initialisiert und das gesamte System
verha¨lt sich gema¨ß den simulierten Gleichungen. Dies entspricht dem Entfernen der Pipette
im Experiment.
Der innere Radius (0.4 mm) und Injektionszeitraum von 20 s entsprechen den Experimen-
ten. Aus diesen Werten ergibt sich die ra¨umlich mittlere Injektionsgeschwindigkeit von ≈ 1.6
mm/s, da der Quotient aus injizierter Mischungsmenge und Grundfla¨che mit dem experimen-
tellen Wert u¨bereinstimmt. Damit ha¨tte die Mischung bei einer homogenen, stufenfo¨rmigen
Verteilung mit den anfa¨nglichen Konzentrationen eine Ho¨he von 0.16 mm; dies entspricht
den vorherigen Simulationen. Die Ho¨he des gesamten Systems ist mit 3 mm gro¨ßer als die
der vorherigen Simulation und vergleichbar mit dem Experiment. Diese im Vergleich zu den
vorherigen Simulationen große Ho¨he wird gewa¨hlt, da der obere und untere Rand zu einer Ab-
bremsung der Stro¨mung fu¨hrt und bei diesen Simulationen gerade dieser Einfluß der Stro¨mung
auf das Konzentrationsprofil beru¨cksichtigt werden soll.
Ein anfa¨ngliches Rauschen wurde wie in den vorherigen Simulationen modelliert (siehe Seite
41). Bei diesem Simulationsmodell ist allerdings der Einfluß des anfa¨nglichen Rauschens in
den Stro¨mungsvektoren auf die Verteilung von T und S geringer, da zu Beginn noch keine
Substanzen T und S vorhanden sind. Um dies zu kompensieren, wurde wa¨hrend des Injekti-
onszeitraums die Injektionsgeschwindigkeit fu¨r jeden Zeitschritt zufa¨llig aus [vz − ²z, vz + ²z]
gewa¨hlt. Hierbei ist vz die zuvor angegebene Injektionsgeschwindigkeit, die Wert der maxi-
malen Rauschamplitude ²z entspricht dem der vorherigen Simulationen (²z = 1 ·10−4 ms ). Alle
weiteren Parameter der Simulation entsprechen denen der vorherigen Simulationen.
Ein typischen Zeitverlauf dieser Simulationen ist in Abb. 3.4.1 dargestellt. Bei t = 15 ist das
zylinderfo¨rmige Injektionsgebiet in der Aufsicht in der Mitte als schwarzer Kreis zu erkennen
und in dem seitlichen Schnitt als Schwarzes Rechteck in der Mitte. Wa¨hrend der Injektion
breitet sich die Mischung am Boden kreisfo¨rmig seitlich aus. Die seitliche Ausbreitung fu¨hrt
zu einem inhomogenen Konzentrationsprofil, dies ist an dem seitlichen Schnitt fu¨r t = 15
s zu erkennen. Nach dem Ende des Injektionszeitraums breitet sich die Mischung aufgrund
der durch die Injektion vorhandenen Geschwindigkeit und ihrer ho¨heren Dichte weiterhin
radial aus; dies ist in der Abbildung fu¨r t = 60 s dargestellt. Dies Stro¨mung fu¨hrt zu einem
nahezu mischungsfreien Bereich in der Mitte des Systems. Dieser Bereich wird spa¨ter durch
eine gravitationsbedingte geringe Gegenstro¨mung aber wieder durch Mischung bedeckt. Im
Laufe der Zeit klingt die radiale Stro¨mung durch Energiedissipation aufgrund von innerer
Reibung und den Ra¨nder des Systems ab. Bei t = 120 s ist der ganze Boden nahezu homogen
mit Mischung bedeckt. Bei t = 240 s erkennt man deutlich die ausgebildeten wabenfo¨rmigen
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a) t = 15 s t = 60 s
t = 120 s t = 240 s
b) t = 15 s, x = 5 mm t = 60 s, x = 5 mm
t = 120 s, x = 3 mm t = 240 s, x = 3 mm
Abbildung 3.4.1: Simulation mit Injektion, T = 0.05 VolTeile, R′ρ = 1, Bildgro¨ße 10 × 10 mm. a)
Aufsichten zu den angebenen Zeiten; b) Seitliche Schnitte zu den angegeben Zeiten und Positionen.
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a) b)
Abbildung 3.4.2: Ausschnitte der
Simulationen mit Injektion, R′ρ =
1. a) T0 = 0.00625 VolTeile bei
t = 400 s ≈ Tem; b) T0 = 0.05 Vol-
Teile bei t = 200 s ≈ Tem (Aus-
schnitt aus der in Abb. 3.4.1 dar-
gestellten Simulation). Bildgro¨ße
2× 2 mm.
Strukturen der doppelt-diffusiven Konvektion. Diese Strukturen sind im Randbereich weniger
deutlich ausgepra¨gt; dies ist zum einen durch durch das spa¨tere Eintreffen der Mischung in
diesem Bereich bedingt und zum anderen durch auftretenden Verwirbelungen aufgrund des
Auftreffens der Mischung auf den Rand. Dies ist an dem seitlichen Schnitt bei t = 120 s zu
erkennen. Diese Verwirbelungen fu¨hren zu einem lokal niedrigerem Konzentrationsgradienten,
der zu einer gro¨ßeren Wachstumszeit fu¨hrt.
Zwei Simulationen mit unterschiedlichen Anfangskonzentration sind im Detail in Abbildung
3.4.2 dargestellt. Zu erkennen ist eine im Vergleich zu den vorherigen Simulationen (siehe
Abb 3.2.11, S. 51, oder Abb. 3.2.19, S. 57) unregelma¨ßigere Wabenstruktur. Dies ist durch die
Injektion bedingt und auch bei den experimentellen Aufnahmen zu erkennen (siehe Abb. 3.3.4,
Seite 68). Weiterhin ist anhand dieser Bilder eine gro¨ßere Wellenla¨nge und Wachstumszeit
als in den vorherigen Simulationen zu erkennen. Da diese vom Konzentrationsgradienten
abha¨ngen, wird nun der vertikale Verlauf der Konzentration untersucht.
Hierzu wird die horizontal gemittelten Konzentration T¯ sowie die dazugeho¨rige Standardab-
weichung σT verwendet; dieses Vorgehen entspricht dem in Abb. 3.2.6 (Seite 45). Die Werte
werden aus einer Simulation fu¨r jede untersuchte Anfangsbedingung bestimmt; die Auswer-
tung findet zum Zeitpunkt Tem statt. Tem liegt fu¨r die stufenfo¨rmige Anfangsbedingung bei
≈ 80 s, fu¨r die lineare bei ≈ 120 s und fu¨r die Simulation mit Injektion bei ≈ 180 s (die
Bestimmung dieses Wertes erfolgt an spa¨terer Stelle).
Das Ergebnis dieser Auswertung ist in Abbildung 3.4.3 dargestellt. Bei der stufenfo¨rmigen An-
fangsbedingung ist ein sta¨rkerer Abfall der Konzentration zu beobachten als bei der linearen,
der wiederum gro¨ßer ist als der der Simulation mit Injektion. Der geringere Konzentrations-
gradient Tz wird bei einer Injektion durch die auftretenden Verwirbelungen verursacht, dies
ist an der seitlichen Schnitten in Abb 3.4.1 zu erkennen. Dieses Verha¨ltnis der Konzentra-
tionsprofile bleibt bei einer Auswertung zu gleichen Zeitpunkten unvera¨ndert. Dies erkla¨rt
die unterschiedlichen Wellenla¨ngen bei unterschiedlichen Anfangsbedingungen. Desweiteren
erkennt man bei der Simulation mit Injektion eine gro¨ßere Standardabweichung σT . Da diese,
wie T¯z, aus den Daten einer Simulationen bestimmt wird, sind somit wesentlich gro¨ßere lo-
kale Schwankungen in T erkennbar. Da die schneller diffundierende Substanz T nahezu keine
fingerartigen Strukturen bildet (siehe Abb. 2.2.2 auf S. 19), sind diese lokale Inhomogenita¨ten












Abbildung 3.4.3: Horizontal gemittelte Kon-
zentration T¯ sowie T¯±σT in Abha¨ngigkeit von
der Ho¨he z zum Zeitpunkt Tem fu¨r unter-
schiedliche Anfangsbedingungen. AB1: stu-
fenfo¨rmige, AB2: lineare Anfangsbedingung
sowie AB3: Simulation mit Injektion, die Wer-
te T¯ fu¨r z > 1 mm sind nicht dargestellt.
T0 = 0.05 VolTeile, R′ρ = 1.
durch die Injektion bedingt. Dies bewirkt die beobachteten unregelma¨ßigeren Strukturen.
Die in Abb. 3.4.2 beobachtbare Abnahme der Wellenla¨nge und Wachstumszeit bei einer Zu-
nahme der anfa¨nglichen Konzentration soll nun quantitativ untersucht werden. Hierzu wer-
den Simulationen mit unterschiedlichen Anfangskonzentrationen, aber ansonsten identischen
Parametern durchgefu¨hrt. Die folgende quantitative Auswertung wird genauso wie in den vor-
herigen Abschnitten durchgefu¨hrt. Die Ergebnisse sind in Abb. 3.4.4 dargestellt. Man erkennt
im Vergleich zu den bisherigen Simulationen (Abb. 3.2.13.b), S. 52, und Abb. 3.2.21.b), S. 59)
eine gro¨ßere Wellenla¨nge, die eine gute U¨bereinstimmung mit den experimentellen Werten
zeigt.
Die Wellenla¨nge λ ergibt in den Simulationen einen niedrigeren Wert als im Experiment.
Diese Abweichung von ≈ 16% ko¨nnte dadurch bedingt sein, daß das experimentelle System
gro¨ßer ist als die Simulation. Durch die U¨bereinstimmung der Injektionsdauer wird im Ex-
periment eine ho¨here Injektionsgeschwindigkeit verwendet, diese ko¨nnte zu einer sta¨rkeren
Verbreiterung des Konzentrationsprofils fu¨hren. Der daraus resultierende geringere Konzen-
trationsgradient erga¨be damit eine ho¨here Wellenla¨nge. Desweiteren erkennt man wie zuvor
einen einem Skalengesetz entsprechenden Verlauf. Eine numerische Regression liefert einen
Skalenexponenten von γλ = 0.329±0.020; dieser stimmt im Rahmen der Bestimmungsgenau-
igkeit gut mit dem experimentellen Wert u¨berein.
Die Wachstumszeit Tem ergibt in den Simulationen geringfu¨gig ho¨here Werte. Diese Abwei-
chungen ko¨nnten aus einer ho¨heren Rauschamplitude im Experiment resultieren; dies wu¨rde
zu einer ku¨rzeren Wachstumszeit fu¨hren (siehe Seite 41). Experimentell zeigte sich diese
Empfindlichkeit gegenu¨ber externen Einflu¨ssen daran, daß durch ein ‘normales’ Tu¨rschlie-
ßen verursachte Erschu¨tterungen sichtbar waren. Desweiteren ko¨nnen durch die Beleuchtung
verursachte thermische Gradienten nicht ausgeschlossen werden. Die im Vergleich zu vor-
herigen Simulationen (siehe Abb. 3.2.13.a) auf S. 52 und Abb. 3.2.21.a) auf S. 59) gro¨ßere
Wachstumszeit ist dadurch bedingt, daß das anfa¨ngliche Rauschen durch die Injektion und
die folgende Ausbreitung geda¨mpft wird. Dies ist bei Simulationen mit einer horizontal ho-
mogenen Anfangsverteilung nicht der Fall. Desweiteren erkennt man wie zuvor einen einem



















Abbildung 3.4.4: Simulationen mit Injektion (×), Acrit = 10 sowie Tensid/Glyzerin System (+),
R′ρ = 1. a) Tem vs T0; b) λ vs T0 sowie Ausgleichsgeraden (die Parameter ko¨nnen dem Text entnommen
werden).
Skalengesetz entsprechenden Verlauf. Eine numerische Regression liefert einen Skalenexpo-
nenten von γT = −0.432± 0.023; dieser stimmt im Rahmen der Bestimmungsgenauigkeit mit
dem experimentellen Wert u¨berein.
Zusammenfassend la¨ßt sich feststellen, daß sowohl die Wellenla¨nge als auch die Wachstums-
dauer quantitativ gut mit den experimentellen Werten u¨bereinstimmen. Dadurch wurde der
starke Einfluß der anfa¨nglichen ra¨umlichen Verteilung deutlich.
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3.5 Abschließender Vergleich
Eine U¨bersicht der in dieser Arbeit bestimmten Skalenexponenten fu¨r R′ρ = 1 sowie die Werte
der Wachstumszeit und Wellenla¨nge fu¨r T0 = 0.025 VolTeile sind in der folgenden Tabelle
dargestellt. Die Werte fu¨r andere Stabilita¨tsverha¨ltnisse ko¨nnen den jeweiligen Kapiteln ent-
nommen werden. Die Wachstumszeit und die Wellenla¨nge fu¨r T0 = 0.025 VolTeile werden aus
den Ausgleichsgeraden bestimmt; dieser Wert von T0 wird gewa¨hlt, da er in der Mitte des
Parameterbereichs von T0 liegt.
Methode γT γλ Tem(0.025) [s] λ(0.025) [mm]
Theorie
Stufenfo¨rmig −23 −13 — —
Simulation
Stufenfo¨rmig −0.676± 0.024 −0.325± 0.008 136± 11 0.150± 0.006
Linear −0.558± 0.021 −0.303± 0.004 225± 17 0.183± 0.009
Injektion −0.432± 0.023 −0.329± 0.020 224± 18 0.353± 0.014
Experiment
Tensid/Glyzerin −0.423± 0.029 −0.337± 0.023 153± 31 0.422± 0.028
Glycerid/Glucose −0.514± 0.028 −0.386± 0.017 285± 43 0.493± 0.039
Erkennbar ist die sehr gute U¨bereinstimmung der theoretischen Vorhersage fu¨r ein anfa¨nglich
stufenfo¨rmiges Konzentrationsprofil mit der entsprechenden Simulation.
Ein anfa¨nglich lineares Konzentrationsprofil hingegen fu¨hrt zu einem geringeren Betrag des
Skalenexponenten γT . Physikalisch unterscheidet sich diese Anfangsbedingung von der stu-
fenfo¨rmigen, daß von Beginn an u¨berall in der Mischung die Bedingung fu¨r die doppelt-
diffusive Finger-Instabilita¨t erfu¨llt ist. Somit wachsen Strukturen von Beginn an jedem Ort
in der Mischung, wohingegen bei einer stufenfo¨rmigen Anfangsbedingung diese sich von der
Grenzschicht ausgehend vertikal ausbreiten.
Die Simulationen mit Injektion ergeben eine weitere Verringerung des Betrages des Skalenex-
ponenten γT , der mit den Experimenten u¨bereinstimmt.
Parallel zu der Verringerung des Skalenexponenten γT ist eine Zunahme der Wellenla¨ngen zu
beobachten; zwischen dem Experiment und der Simulation mit Injektion ist eine ungefa¨hre
U¨bereinstimmung der Wellenla¨ngen festzustellen. Das Verhalten der Wellenla¨nge kann durch
die jeweiligen Konzentrationsprofile erkla¨rt werden (siehe Abb. 3.4.3, Seite 77).
Bei dem Skalenexponenten der Wellenla¨nge sind diese Vera¨nderungen nicht in dieser Gro¨ße
und Systematik zu beobachten.
Die geringeren Skalenexponenten der Wachstumszeit bei nicht stufenfo¨rmigen Anfangsbe-
dingungen ko¨nnen durch die Tatsache anschaulich gemacht werden, daß das Wachstum der
Strukturen von Beginn an u¨berall in der Mischung stattfindet. Demzufolge mu¨ßte in einer
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theoretischen Betrachtung dies explizit beru¨cksichtigt werden. Dies erwies sich jedoch ana-
lytisch als nicht handhabbar. Tendenziell wu¨rde dies jedoch zu einem geringeren Skalenex-
ponenten der Wachstumszeit fu¨hren, da die Wachstumsrate von Beginn an einen endlichen
Wert proportional zu T0 hat.
Das zeitliche Verhalten eines nicht stufenfo¨rmigen Konzentrationsprofils kann durch folgende
U¨berlegung abgescha¨tzt werden. Die Konzentration fa¨llt in allen Bereichen nicht verschwin-
dender Konzentration ab. Da Diffusion durch Gradienten getrieben wird, hat diese somit bei
allen Ho¨hen von Beginn an einen Einfluß auf die Konzentration. Anschaulich ist dies daran
zu erkennen, das die fu¨r eine stufenfo¨rmige Anfangsbedingung gu¨ltige Abscha¨tzung von ∆T
(siehe Gl. 3.1.10 auf S. 35 und ihre Motivation) ist diesem Fall nicht angewendet werden kann,
sondern ∆T im Laufe der Zeit abnehmen wird. Dies bewirkt einen zeitlich schnelleren Abfall
des Gradienten Tz. So wu¨rde beispielsweise ein anfa¨nglich δ fo¨rmiges Konzentrationsprofil




zeitlichen Verlauf der Wellenla¨nge von λ ∝ t 14 . Na¨herungsweise tritt dies auf in der Simulation
mit einem anfa¨nglich linearem Konzentrationsprofil (siehe Abb. 3.2.20.b), Seite 58) und in
den Experimenten (siehe Abb. 3.3.3, S. 67). Mit dem experimentell bestimmten Skalenex-







einen Skalenexponenten fu¨r die Wellenla¨nge von γλ = −0.356±0.06 fu¨r das Experiment. Dies
stimmt mit den gemessenen Exponenten im Rahmen der Fehlergenauigkeit u¨berein.
Abschließend la¨ßt sich feststellen, daß die theoretischen U¨berlegungen fu¨r ein stufenfo¨rmiges
Konzentrationsprofil u¨berzeugend von den Simulation mit einem solchen Profil besta¨tigt wur-
den. Zum anderen stimmen die Experimente mit den Simulationen mit Injektion quantitativ
u¨berein. Bei anfa¨nglich nicht stufenfo¨rmigen Konzentrationsprofilen ist eine Vera¨nderung der
Skalenexponenten zu beobachten; hierbei ist nur die Richtung der Vera¨nderung erkla¨rbar.
In Verbindung mit den U¨berlegungen zum zeitlichen Verhalten der Wellenla¨nge auf Seite
63 bedeutet dies, daß eine exakte theoretische Beschreibung dieses Systems eine vollsta¨ndige
Beru¨cksichtigung der Zeit- und Ortsabha¨ngigkeit erfordert. Daru¨berhinaus ist zu beru¨cksichti-
gen, daß in dieser Arbeit nur die maximale Wachstumsrate (Gl. 2.1.18, S. 13) in Abha¨ngigkeit
vom Konzentrationsgradienten
Λ(Tz(t))
und die dazugeho¨rige Wellenla¨nge verwendet wurde. Positive Wachstumsraten sind hingegen
fu¨r einen Bereich von Wellenla¨ngen vorhanden [37, 39]. Eine vollsta¨ndige Beschreibung wu¨rde
demzufolge die Beru¨cksichtigung der Wellenla¨ngenabha¨ngigkeit der Wachstumsrate erfordern;
dies erga¨be
Λ(Tz(t), kxy(Tz(t))
Durch diesen, im Rahmen dieser Arbeit nicht handhabbaren Ansatz, erga¨be sich dann ein
vollsta¨ndige Beschreibung der Wellenla¨nge.
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4 – Form der Strukturen
In strukturbildenden Systemen der Hydrodynamik treten verschiedene Formen wie Hexago-
ne oder Rollen auf, so z. B. im Rayleigh-Be´nard System (siehe [7, 59]). Im Gegensatz dazu
wurden in doppelt-diffusiven Systemen ohne externe Einflu¨sse bisher immer quadratische [39]
oder, wie auch in dieser Arbeit, wabenfo¨rmige Strukturen gefunden.
Bei der doppelt-diffusiven Konvektion sollten aufgrund theoretischer Vorhersagen [34] bei
endlicher Amplitude streifenfo¨rmige Strukturen bevorzugt gegenu¨ber Quadraten auftreten.
Dies wurde experimentell bisher jedoch nicht besta¨tigt [39]. Theoretisch und experimentell
(anhand des Salz/Zucker Systems) wurden jedoch streifenfo¨rmige Strukturen bei einer exter-
nen Scherstro¨mung beschrieben [21]; diese traten schon bei kleinen Reynoldszahlen auf. Dies
soll in diesem Kapitel anhand von Simulationen und Experimenten untersucht werden. Hier-
zu werden verschiedenen Konfigurationen verwendet. Zum einen werden Systeme mit einer
horizontal homogenen Anfangsbedingung und einer externen Scherstro¨mung untersucht. Die
hieraus gewonnen Erkenntnisse werden dann auf Systeme mit einer selbstinduzierten Scher-
stro¨mung u¨bertragen. Hierbei entstehen streifenfo¨rmige Strukturen ohne extern induzierte
Stro¨mungen nur aufgrund einer horizontal inhomogenen Anfangsbedingung. Dies erkla¨rt die
bisher anderweitig nicht beschriebenen und in [31] entdeckten Strukturen.
4.1 Simulationen mit Stro¨mungen
In diesem Kapitel soll der Einfluß von Stro¨mungen auf die Strukturbildung in doppelt-diffusi-
ven Systemen anhand von Simulationen untersucht werden. Hierzu werden verschiedenen
Konfigurationen untersucht. Zum einen werden Systeme mit einer horizontal homogenen An-
fangsbedingung und einer externen Scherstro¨mung untersucht. Zum anderen werden Systeme
mit einer inhomogene Anfangsbedingung untersucht; eine globale, d. h. auf der Raumskala des
gesamten Systems, Stro¨mung entsteht hierbei durch die gravitationsgetriebene Ausbreitung.
4.1.1 Externe Scherstro¨mung
Das in diesen Simulationen verwendete System hat eine Gro¨ße von (1 × 1 × 1) mm3. In
x und y Richtung werden periodische Randbedingungen simuliert. Der obere und untere
Rand des Systems ist geschlossen. Dem oberen Rand wird eine Geschwindigkeit vS in x-
Richtung zugewiesen. Dies fu¨hrt dazu, daß sich nach einigen Sekunden im gesamten System
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eine Stro¨mung in x Richtung einstellt, die von 0 (am Boden) linear zu vS (an der Decke)
ansteigt. Dies entspricht den Erwartungen (siehe z. B. [4], Kap. 4.2, oder [52], Kap. 13.2.1).
Aus diesem Grund wird im Folgenden die linear in z Richtung ansteigende Stro¨mung in x
Richtung direkt als Anfangsbedingung der folgenden Simulationen verwendet. In der zeitlichen
Entwicklung der Simulationen verha¨lt sich das ganze System inklusive Stro¨mung natu¨rlich
gema¨ß der grundsa¨tzliche verwendeten Gleichungen 2.2.1 (Seite 15). Dies ist zur Entstehung
der doppelt-diffusiven Konvektion notwendig. Ein in z Richtung linear ansteigende Stro¨mung
in x Richtung ist auch nur im ra¨umlichen Mittel zu beobachten, da das Stro¨mungsfeld der
wachsenden Finger die globale Scherstro¨mung lokal u¨berlagert.
Die Mischung ist anfa¨nglich stufenfo¨rmig verteilt, wie auf Seite 40 beschrieben. Es wird eine
Konzentration von T0 = 0.05 VolTeile und ein Stabilita¨tsverha¨ltnis von R′ρ = 1 verwendet.
Die Mischungsho¨he betra¨gt HTS = 0.16 mm und entspricht damit den Simulationen zur
Bestimmung der Wellenla¨nge, Wachstumszeit etc. (siehe Seite 49 ff), ebenso wie alle weiteren
Parameter.
In Abb. 4.1.1 ist die zeitliche Entwicklung von Systemen mit unterschiedlichen Stro¨mungsge-
















Abbildung 4.1.1: Aufsichten und Fouriertransformierte von Simulation mit einer externen Scher-
stro¨mung in x-Richtung zu unterschiedlichen Zeitpunkten. Die Stro¨mungsgeschwindigkeit betra¨gt 0
m/s am Boden (z = 0 mm) und 10−6, 10−5 und 10−4 m/s (in der Abbildung von oben nach unten)
an der Decke (z = 1 mm).











Abbildung 4.1.2: Zeitliche Entwicklung
der Wellenla¨nge fu¨r die in Abb. 4.1.1 dar-
gestellten Simulationen mit unterschied-
lichen Scherstro¨mungen. v1: 10−3 s−1, v2:
10−2 s−1, v3: 10−1 s−1.
ergibt sich aufgrund des linearen Stro¨mungsprofils aus der Stro¨mungsgeschwindigkeit an der
Decke vS und der Ho¨he HSys des gesamten Systems. Anhand der Abbildung ist zu erkennen,
daß eine Erho¨hung der Scherstro¨mung zu einem kontinuierlichen U¨bergang von einer rein
wabenfo¨rmigen zu einer streifenfo¨rmigen Struktur fu¨hrt. Zwischen diesen beiden Extremen
entstehen anfa¨nglich wabenfo¨rmigen Strukturen, die im Laufe der Zeit streifenfo¨rmig verzerrt
werden. Dieser U¨bergang ist anhand der Fouriertransformierten in dieser Abbildung zu er-
kennen. Eine Erho¨hung der Scherstro¨mung fu¨hrt von einer (nahezu) rotationssymmetrischen
Fouriertransformierten erwartungsgema¨ß zu zwei symmetrischen Peaks auf der ky Achse. Der
Abstand dieser Peaks (bei sr = 10−1 s −1) vom Mittelpunkt ist gro¨ßer als der mittlere Ra-
dius der ringfo¨rmigen Fouriertransformierten (bei sr = 10−3 s−1). Beide Effekte sollen im
Folgenden na¨her untersucht werden.
Die zeitliche Entwicklung der Wellenla¨nge fu¨r verschiedene Scherstro¨mungen ist in Abb. 4.1.2
dargestellt. Die Werte fu¨r eine Scherrate von sr = 10−3 s−1 sind minimal gro¨ßer als die
der entsprechenden Simulation ohne Scherstro¨mung (siehe Abb. 3.2.10 auf S. 50); die rela-
tive Abweichung betra¨gt O(10−3). Demgegenu¨ber sind die Wellenla¨ngen fu¨r sr = 10−1 s−1
parallel verschoben in der doppel-logarithmischen Darstellung, fu¨r t & 140 s zeigt sich ein
Sa¨ttigung. Die gro¨ßere Wellenla¨nge der streifenfo¨rmigen Struktur ergibt sich aus dem Wel-
lenzahlvektor kxy =
√
k2x + k2y mit der gro¨ßten Wachstumsrate. Dieser kann in erster Na¨he-
rung als unabha¨ngig von der Scherrate angesehen werden. Bei einer wabenfo¨rmigen Struktur
und einer demzufolge ringfo¨rmigen Fouriertransformierten gilt (idealerweise) kx = ky. Bei
einer streifenfo¨rmigen Struktur gilt idealerweise kx = 0. Mit λ = 2pi/kxy ergibt sich daraus
λ(Streifen)/λ(Waben) =
√
k2x + k2y/kx =
√
2. Vor Erreichen des Sa¨ttigungsbereichs, d. h.
bei t = 140 s, ergibt sich aus den Simulationen ein Verha¨ltnis von λ(sr=10
−1 s−1)
λ(sr=10−3 s−1) ≈ 1.381. Dies
stimmt mit den U¨berlegungen bis auf 2.5% u¨berein. Der Sa¨ttigungsbereich der Streifen ergibt
sich aufgrund seiner Struktur. Sobald sich u¨berall eine streifenfo¨rmige Struktur eingestellt hat,
d. h. kx = 0, kann das System seinen gesamten Wellenzahlvektor kxy nur durch Vera¨nderun-
gen von ky einstellen. Aufgrund der endlichen Breite des Systems ist dieser aber von diskreter
Natur ky = 2pin/L (L: Breite, n ∈ N) und somit nur in Spru¨ngen zu erreichen, die eine vo¨llige
























Abbildung 4.1.3: Winkelverteilung der spektralen Amplitude fu¨r unterschiedliche Zeitpunkte t1 = 60
s, t2 = 120 s und t3 = 180 s; a) sr = 10−3 s−1; b) sr = 10−1 s−1.
Umordnung des Systems erfordern wu¨rden. Ein System ohne Scherstro¨mung unterliegt dieser
Beschra¨nkung nicht, da es aufgrund der fehlenden Orientierung der wabenfo¨rmigen Struktur
seinen Wellenzahlvektor kontinuierlich an den zeitlich abfallenden Konzentrationsgradienten
anpassen kann. Zwischen diesen Extremen beobachtet man ein Verhalten, welches der zuvor
beobachteten Verzerrung einer anfa¨nglich wabenfo¨rmigen zu einer streifenfo¨rmigen Struktur
entspricht.
Im Folgenden soll die Form der Strukturen quantifiziert werden. Anhand der Fouriertrans-
formierten in Abb. 4.1.1 ist bei einer steigenden Scherstro¨mung ein U¨bergang von einer
gleichfo¨rmigen Winkelverteilung zu einer Bevorzugung eines Winkels in der spektralen Am-
plitude zu erkennen. Die Winkelverteilung ist in Abb. 4.1.3 dargestellt. Der Winkel ϕ ist von
der positiven kx-Achse ausgehend gegen den Uhrzeigersinn definiert; aufgrund der Symmetrie
der FFT erfolgt die Darstellung in dem Bereich ϕ ∈ [0, pi]. Die Darstellung ist so normiert,
daß der Mittelwert jeder Datenreihe Eins ergibt. Anhand Abb. 4.1.3.a) ist zu erkennen, daß
eine Scherrate von sr = 10−3 s−1 zu einer nahezu gleichfo¨rmigen Verteilung der spektralen
Amplituden fu¨hrt. Eine zeitliche Vera¨nderung dieser Verteilung ist nicht zu beobachten. Bei
einer Scherrate von sr = 10−1 s−3 ist hingegen eine deutliche Bevorzugung bestimmter Win-
kelbereiche zu beobachten, die im Laufe der Zeit zunimmt und sich auf kleinere Bereiche
konzentriert.


































Abbildung 4.1.4: Relative Winkelvertei-
lung der spektralen Amplitude Aϕ,rel fu¨r
unterschiedliche Scherstro¨mungen vS dar-
gestellt in dimensionslosen Einheiten von
Re bzw. RλT (Definition siehe Text).
Die Mittelung geschieht u¨ber einen Bereich mit der Breite 2∆ϕ = pi/3, dies teilt den gesamten
Winkelbereich in drei gleiche Teile. Dieser Wert ist 1 bei einer (idealen) streifenfo¨rmigen
Struktur parallel ausgerichtet zur x-Achse und 0 bei einer gleichfo¨rmigen Winkelverteilung.










dargestellt. Die Definition von Re erfolgt dabei wie in [22], hierbei ist HTS die anfa¨ngliche Mi-
schungsho¨he und vS(HTS) die Geschwindigkeit der Scherstro¨mung in dieser Ho¨he. Aufgrund
der Systemparameter ergibt sich Re = 5.12 · 10−2sr. Die Gro¨ße RλT wird eingefu¨hrt, um
eine anschauliche Interpretation der Ergebnisse anhand der strukturtypischen La¨ngen- und
Zeitskalen zu erleichtern. Hierbei sind λ und Tem die Wellenla¨nge und Wachstumszeit des
entsprechenden Systems ohne Scherstro¨mung und ko¨nnen an Abb. 3.2.13 (Seite 52) abgelesen
werden, hiermit ergibt sich RλT ≈ 1.14 · 102sr,
Um die zeitliche Entwicklung der relativen Winkelverteilung zu beru¨cksichtigen, wurde Aϕ,rel
in dem Zeitintervall [60, 180] s bestimmt; aus den einzelnen Werte wird ein Mittelwert und die
Standardabweichung bestimmt. Das Ergebnis dieser Auswertung fu¨r verschiedene Scherraten
ist in Abb. 4.1.4 dargestellt. Fu¨r die in Abb. 4.1.2 dargestellten Simulationen erha¨lt man
Werte von Aϕ,rel = 0.038± 0.002 fu¨r sr = 10−3 s−1, Aϕ,rel = 0.248± 0.029 fu¨r sr = 10−2 s−1,
sowie Aϕ,rel = 0.659± 0.047 fu¨r sr = 10−1 s−1. Anhand der Abbildung 4.1.4 ist zu erkennen,
daß eine Erho¨hung der Scherrate zu einem kontinuierlichen U¨bergang zwischen Waben und
Streifen fu¨hrt. Der (nach der hier verwendeten Definition) vollsta¨ndige U¨bergang von Waben
zu Streifen erfordert eine Erho¨hung der Scherrate um drei Gro¨ßenordnungen. Der in dem
U¨bergangsbereich gro¨ßere Fehler der Winkelverteilungen spiegelt die zeitliche Vera¨nderung
der Winkelverteilung wieder, dies ist an Abb. 4.1.3.b) zu erkennen. Der U¨bergang findet im
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Vergleich zu anderen hydrodynamischen Pha¨nomen bei kleinen Reynoldszahlen statt. Bei-
spielsweise setzt Turbulenz bei der Umstro¨mung endlicher Ko¨rper bei Reynoldszahlen von
10 – 100 (siehe z. B. [19], §26) ein, bei dem Taylor-Couette System tritt Strukturbildung ab
einer Reynoldszahl von ≈ 100 auf (siehe z. B. [7]). In dem hier betrachteten System findet
der U¨bergang aufgrund der kleinen La¨ngen- und großen Zeitskala bei kleinen Reynoldszahlen
statt. Anschaulich ist dies daran zu erkennen, daß schon eine Scherrate mit der Geschwin-
digkeit der typischen horizontalen La¨ngenskala (λ) pro Wachstumszeit Tem, d. h. RλT = 1,
ausreicht, um zu einer deutlichen Vera¨nderung der Form der Strukturen zu fu¨hren.
4.1.2 Quasi-eindimensionale selbstgenerierte Scherstro¨mung
In dem vorherigen Abschnitt wurde gezeigt, daß schon geringe Scherraten zu einer deutlichen
Formvera¨nderung der Strukturen fu¨hren. In diesem Abschnitt wird dieser Aspekt ohne eine
externe Scherstro¨mung oder eine Injektion untersucht.
In dem bisherigen Simulationen wurden, mit Ausnahme von Kap. 3.4, immer horizontal homo-
gene Anfangsbedingungen verwendet. Im Gegensatz dazu werden in diesem Kapitel Anfangs-
bedingungen benutzt, die in der horizontalen Ebene inhomogen verteilt sind. Desweiteren
werden keine externen Stro¨mungen oder eine Injektion verwendet. Hierzu wird ein System
simuliert, daß eine La¨nge von 16 mm (x-Richtung), eine Breite von 1.6 mm (y-Richtung)
und eine Ho¨he von 1.6 mm (z-Richtung) hat. Um diese Gro¨ße zu simulieren, wird eine Git-
terschrittweite von ∆x = 2 · 10−2 mm verwendet. In x und z-Richtung werden geschlossene,
in y-Richtung hingegen werden periodische Randbedingungen verwendet. Die periodischen
Randbedingungen werden gewa¨hlt, um den bremsenden Einfluß der Wa¨nde auf die Stro¨mung
zu minimieren. Zu Beginn ist die Mischung dreieckig in der xz Ebene unabha¨ngig von der
y Koordinate verteilt; anschaulich entspricht dies einer ‘dachfo¨rmigen’ Verteilung. Die Kon-
zentration nimmt linear von 0 an den oberen Kanten des Dreiecks zum Boden hin zu, die
maximale Konzentration T0 wird also am Boden in der Mitte des Dreiecks erreicht. Das Drei-
eck hat eine Basiskantenla¨nge von 4.8 mm und eine Ho¨he von 1 mm. Diese Anfangsbedingung
ist anschaulich an Abb. 4.1.5 fu¨r t = 0 s zu erkennen. Alle weiteren Parameter entsprechen
denen der vorherigen Simulationen.
In Abb. 4.1.5 ist die zeitliche Entwicklung des Systems in der Auf- und Seitenansicht darge-
stellt. Man erkennt, daß sich die Mischung im Laufe der Zeit seitlich, d. h. quasi-eindimensional,
ausbreitet. Dies wird durch die ho¨here Dichte der Mischung gegenu¨ber der Umgebung ver-
ursacht. Die maximale Ausbreitung ist durch einen Bereich erho¨hter Konzentration gekenn-
zeichnet, der durch ein Einrollen der Mischung gekennzeichnet ist (zu erkennen bei t = 90 s
und 180 s). Dieses Pha¨nomen ist auch in vielen Alltagssituationen zu beobachten, ein Beispiel
wa¨re ein Tropfen Tinte, der in Wasser zu Boden sinkt. Die Ausbreitung fu¨hrt zu einer seit-
lichen Stro¨mung, die aufgrund der Kontinuita¨tsgleichung zu einer gegensa¨tzlichen Stro¨mung
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t = 0 s
t = 90 s
t = 180 s
t = 270 s
t = 360 s
Abbildung 4.1.5: Zeitliche Entwicklung einer Simulation mit einer ‘dachfo¨rmigen’ Anfangsbedingung,
T0 = 0.05 VolTeile, R′ρ = 1. Seitenansichten und Aufsichten.
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Abbildung 4.1.6: a) Seitenansicht der Simulation aus Abb. 4.1.5 bei t = 180 s. b) Ho¨henabha¨ngigkeit
der Stro¨mung in x-Richtung, die Markierungen A – D bezeichnen den Ort der Stro¨mung in a).
im oberen Bereich des Systems fu¨hrt. Dies ist in Abb. 4.1.6 im Detail dargestellt. Aufgrund
der Symmetrie des Systems ist die Stro¨mung in der in Abbildung 4.1.6.b) nicht dargestellten
Ha¨lfte des System entgegengesetzt. Das Profil der Stro¨mungen kann durch zwei Parabeln ap-
proximiert werden; dieses Stro¨mungsprofil entspricht dem einer druckgetriebenen Stro¨mung
(siehe z. B. [4], Kap 4.2). Das System bildet also aufgrund seiner Anfangsbedingung eine Scher-
stro¨mung aus. Im weiteren Verlauf werden in Abb. 4.1.5 Strukturen erkennbar, wabenfo¨rmig
in der Mitte und streifenfo¨rmig in den seitlichen Bereichen. Die Form der Strukturen ergibt
sich aus der jeweiligen seitlichen Stro¨mungen in x Richtung: Diese verschwinden in der Mitte
und sind maximal in den seitlichen Bereichen. Somit entsprechen unterschiedliche Bereiche der
dargestellten Simulation den unterschiedlichen Randbedingungen der Simulationen aus Abb.
4.1.1 (S. 82). Ein quantitativer Vergleich erscheint als nicht sinnvoll, da in dieser Simulation
die Ausbreitung der Mischung zu sich zeitlich und ra¨umlich vera¨ndernden Stro¨mungen fu¨hrt
und sich durch diesen Effekt desweiteren das Konzentrationsprofil a¨ndert. Dennoch kann eine
Abscha¨tzung erfolgen. Betrachtet man eine Seite des Systems, so bewegt sich der Schwerpunkt
innerhalb ≈ 360 s na¨herungsweise vom Rand einer Ha¨lfte zur Mitte dieser Ha¨lfte, d. h. um
≈ 4 mm. Die Ho¨he der Mischung betra¨gt O(10−4) m, damit ergibt sich eine Scherrate der
Gro¨ßenordnung sr ≈ 1 · 10−1 s−2. Der gleiche Wert ist auch an der Steigung der Kurven in
Abb. 4.1.6.B) (bei B und C fu¨r z . 2 · 10−4 m) abzulesen. Dieser Wert stimmt mit dem zuvor
bestimmtem Wert fu¨r Streifenbildung (siehe Abb. 4.1.1 auf S. 82) u¨berein.
Bei dieser Simulation ist in Abb. 4.1.5 zu beobachten, daß die Wellenla¨nge von der Mitte zum
Rand hin leicht zunimmt. Dies ist dadurch bedingt, daß in der Mitte des Systems ein gro¨ßerer
vertikaler Konzentrationsgradient als in den seitlichen Bereichen zu beobachten ist. An Abb.
4.1.5 ist dies bei t = 180 s in der Seitenansicht zu erkennen.
Um den Einfluß der Konzentrationen auf das zuvor beschriebene Verhalten zu untersuchen,
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wird eine weitere Simulation durchgefu¨hrt. In Abb. 4.1.7 ist diese Simulation mit einer ho¨her-
en T0 Konzentration, aber ansonsten gleichen Parametern wie Abb. 4.1.5 dargestellt.
Eine qualitative Betrachtung der Deutlichkeit der Strukturen zeigt, daß ein Faktor 2 in den
anfa¨nglichen Konzentration bei einem Faktor ≈ 23 in den Beobachtungszeitpunkten zu ver-
gleichbaren Deutlichkeiten fu¨hrt. Eine Interpretation dieser Abscha¨tzung mit einem Skalenge-
setz ergibt Tem ∝ T ≈−0.580 . Der Skalenexponent liegt damit in der Na¨he der zuvor ermittelten
Exponenten γT .
Bei dieser Simulation (T0 = 0.1 VolTeile) ist erwartungsgema¨ß eine kleinere Wellenla¨nge als
in der vorhergehenden Simulation (T0 = 0.05 VolTeile) zu beobachten. Die Wellenla¨nge wur-
de in einem Gebiet der halben Systemla¨nge in der Mitte des Gesamtsystems bestimmt. Fu¨r
T0 = 0.05 VolTeile ergibt sich zu dem Zeitpunkt 270 s eine Wellenla¨nge von λ = 0.191±0.004
mm; fu¨r T0 = 0.1 VolTeile ergibt sich zu dem Zeitpunkt 180 s λ = 0.150 ± 0.003 mm. Diese
Werte liegen u¨ber denen einer anfa¨nglich linearen Konzentration (Abb. 3.2.21 auf S. 59) und
unter denen einer Simulation mit Injektion (Abb. 3.4.4 auf S. 78). Eine Interpretation dieser
Werte mit einem Skalengesetz ergibt λ ∝ T ≈−0.3490 . Auch dieser Skalenexponent ist mit den
zuvor ermittelten γλ vertra¨glich.
Anhand der Bilder und den angegeben Zeitpunkten erkennt man, daß eine ho¨here Konzen-
tration aufgrund der ho¨heren Dichte und damit gro¨ßeren Masse zu einer schnelleren Ausbrei-
tung fu¨hrt. Dies entspricht erwartungsgema¨ß qualitativ den Ergebnissen des vergleichbaren
experimentellen Systems (siehe [31], Kap 4.4.3), ein quantitativer Vergleich ist aufgrund der
unterschiedlichen Geometrien und Vorgehensweisen nicht sinnvoll.
Die schnellere Ausbreitung bewirkt eine sta¨rkere Scherstro¨mung, die in U¨bereinstimmung mit
den Ergebnissen des vorherigen Kapitels zu geraderen Strukturen in den seitlichen Bereichen
fu¨hrt.
Bei einem Vergleich der Ausbreitung der Mischung der beiden Simulationen untereinander
fa¨llt auf, daß die gleiche Ausbreitung bei einer Verdoppelung der Konzentration ≈ 23 der Zeit
erfordert. Dies kann durch eine Energiebilanz erkla¨rt werden. Anfa¨nglich besitzt das System
die potentielle Energie
Epot = ∆ρ V0 g∆h (4.1.4)
Diese Energie setzt sich aus der ho¨heren Dichte der Mischung ∆ρ = (αTT + αSS)ρH2O =
T (αT + αS/R′ρ)ρH2O (siehe Gl. 2.1.5 auf S. 10), ihrem Volumen V0 und der Ho¨hendifferenz
∆h der Schwerpunkte der anfa¨nglichen gegenu¨ber einer ausgebreiteten Verteilung zusammen.
Die potentielle Energie des Wasser bleibt aufgrund dieser Nullpunktswahl unberu¨cksichtigt.





(ρH2O VH2O +∆ρ V0)v¯
2 (4.1.5)
Vereinfachend wird eine mittlere Geschwindigkeit v¯ angenommen. Hierbei wird die sich be-
wegende ho¨here Masse der Mischung ∆ρ V0 als auch die Masse des gesamten stro¨menden
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t = 0 s
t = 60 s
t = 120 s
t = 180 s
t = 240 s
Abbildung 4.1.7: Seitenansichten und Aufsichten der zeitliche Entwicklung einer Simulation mit einer
‘dachfo¨rmigen’ Anfangsbedingung, T0 = 0.1 VolTeile, R′ρ = 1. Alle weiteren Parameter des Systems
entsprechen der in Abb. 4.1.5 dargestellten Simulation.
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Wassers ρH2OVH2O beru¨cksichtigt. Das Volumens des gesamten stro¨menden Wassers VH2O ist
aufgrund der Gegenstro¨mung in dem oberen Bereich (siehe Abb. 4.1.6.b)) gro¨ßer als das der
Mischung, d. h. VH2O > V0. Fu¨r T0 = 0.1 VolTeile, R
′
ρ = 1 gilt
∆ρV0
ρH2OVH2O
< 0.021 ¿ 1.
Damit ist der Beitrag der ho¨heren Mischungsdichte zur kinetische Energie vernachla¨ssigbar
gegenu¨ber der des reinen Wassers und damit gilt
Ekin ≈ 12ρH2OVH2Ov¯
2 (4.1.6)












Zwei Simulationen mit unterschiedlicher Konzentration werden zu den Zeitpunkten verglichen,
an denen sie die selbe Ausbreitung x haben, d. h. x = v¯t != const. Aufgrund dieser Annah-
me besitzen sie vergleichbare ∆h. Somit gilt v¯t ∝ ∆ρ 12 t. Da beide Simulationen das gleiche




Aus dieser Relation ergibt sich eine vergleichbare Ausbreitung fu¨r t ∝ T− 12 . Dies ist mit dem
beobachtetem Verhalten vertra¨glich.
Eine exakte Behandlung dieses Problems durch die Anwendung des Lagrangeformalismus mit
Gl. 4.1.4, 4.1.6 und x(t) ∝ 1∆h(t) (aufgrund geometrischer U¨berlegungen) fu¨hrt zu einer Diffe-
rentialgleichung des Typs x¨(t) = const · x(t)−2. Eine analytische Lo¨sung dieser Gleichung er-
wies sich im Rahmen dieser Arbeit als nicht durchfu¨hrbar und erschien aufgrund der geringen
physikalischen Relevanz als nicht lohnenswert, insbesondere aufgrund der Beschra¨nktheit auf
diese spezielle Geometrie. Die numerische Lo¨sung zeigte jedoch approximativ fu¨r wachsende
t einen linearen Verlauf in x(t) und demzufolge eine konstante Geschwindigkeit. Anschaulich
ist dies durch die schnell abnehmende Beschleunigung aufgrund der rasch abnehmenden Ho¨he
zu verstehen. Die approximative Relation v¯ ∝ T 12 bleibt natu¨rlich bestehen. Somit entspricht
dies der zuvor erzielten Na¨herung.
Bei einer Erho¨hung des Stabilita¨tsverha¨ltnis sind die gleichen Strukturen zu beobachten (siehe
Abb. 4.1.8). Aufgrund der geringen relativen Dichte der destabilisierenden Substanz hat eine
Erho¨hung des Stabilita¨tsverha¨ltnis nur eine geringe Erho¨hung der Ausbreitungsgeschwindig-
keit zur Folge. Die zuvor schon in den anderen Simulationen auftretende gro¨ßere Wachstums-
zeit bei einem ho¨heren Stabilita¨tsverha¨ltnis (siehe Abb. 3.2.17, S. 55, und Abb. 3.2.23, S. 60)
ist auch hier zu beobachten.
Diese bisher erzielten Ergebnisse sind qualitativ nicht von der speziellen Form der Anfangsbe-
dingung abha¨ngig. Variationen der Basiskantenla¨nge oder Ho¨he der ‘dachfo¨rmigen’ Anfangs-
bedingung, sowie Simulationen mit einem mittig angeordneten Block oder mit konstanten
Konzentration innerhalb der Mischung fu¨hren lediglich zu anderen Stro¨mungsgeschwindigkei-
ten. Dieser Einfluß wurde schon anhand der unterschiedlichen Konzentrationen verdeutlicht.
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t = 120 s
t = 240 s
t = 360 s
Abbildung 4.1.8: Aufsichten der zeitliche Entwicklung einer Simulation mit einer ‘dachfo¨rmigen’ An-
fangsbedingung, T0 = 0.1 VolTeile, R′ρ = 2. Alle weiteren Parameter des Systems entsprechen der in
Abb. 4.1.5 dargestellten Simulation.
Aus diesem Grund wird auf eine Darstellung von Simulationen mit anderen Anfangsbedin-
gungen verzichtet.
4.1.3 Quasi-zweidimensionale selbstgenerierte Scherstro¨mung
In den bisherigen Simulationen erfolgte bei einer Beobachtung entlang der vertikalen Achse die
Ausbreitung der Mischung quasi-eindimensional. Dies ist durch die anfa¨ngliche Translations-
invarianz des Systems in y-Richtung bedingt. Diese Einschra¨nkung wird nun fallengelassen,
indem ein gro¨ßeres System mit einer punktsymmetrischen1 Anfangsbedingung simuliert wird.
Wie in den vorherigen Simulationen werden auch bei dieser keine externen Stro¨mungen oder
eine Injektion verwendet.
Das simulierte System hat eine Gro¨ße von (11 × 11 × 1.6) mm3 bei einer Gitterschrittweite
von ∆x = 2.5 · 10−2 mm. Dies entspricht 9 · 106 simulierten Kontrollvolumina, wodurch das
laufende Simulationsprogramm einen Speicherplatzbedarf von ≈ 1.9 GB hat. Dies stellt das
Maximum der tempora¨r zur Verfu¨gung stehenden Rechenleistung dar. Die Mischung ist an-
fangs in einem mittig liegenden Kegel angeordnet. Die Mischungskonzentration nimmt (wie in
den vorherigen Simulationen) linear von der Kegeloberfla¨che zum Boden zu. Es wird eine Ke-
gelho¨he von 1 mm und ein Basisdurchmesser von 4.8 mm verwendet; diese Werte entsprechen
somit den Parameter der vorherigen ‘dachfo¨rmigen’ Anfangsbedingung.
1Die Punktsymmetrie gilt nur unter Vernachla¨ssigung der Ra¨nder des Systems. Kreisfo¨rmige Systeme sind
mit dem verwendeten numerischen Algorithmus aufgrund der Gittergeometrie nicht realisierbar.
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t = 0 s t = 120 s
t = 180 s t = 240 s
Abbildung 4.1.9: Aufsichten der zeitliche Entwicklung einer Simulation mit einer kegelfo¨rmigen An-
fangsbedingung, T = 0.1 VolTeile, R′ρ = 1, Bildgro¨ße 11× 11 mm.
Die Ergebnisse dieser Simulation sind in Abbildung 4.1.9 dargestellt. Erwartungsgema¨ß ist
eine radiale Ausbreitung der Mischung zu beobachten. Die Ausbreitungsgeschwindigkeit ist
aufgrund der unterschiedlichen Geometrie quantitativ natu¨rlich nicht mit den vorherigen Si-
mulationen vergleichbar. Im Gegensatz zu den vorherigen Simulationen erkennt man einen
zeitlichen Abfall der Ausbreitungsgeschwindigkeit, dies ist durch die nun zweidimensionale
Ausbreitung der Mischung bedingt.
Im Laufe der Zeit entsteht in der Mitte die wabenfo¨rmigen Struktur, die nach außen in ei-
ne streifenfo¨rmige Struktur u¨bergeht. Die maximale Ausbreitung ist wiederum durch einen
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A B
Abbildung 4.1.10: Ausschnittsvergro¨ßerung der in Abb. 4.1.9 dargestellten Simulation bei t = 180 s,
Bildgro¨ße 6× 3 mm.
Bereich mit erho¨hter Konzentration gekennzeichnet. Diese Struktur entspricht somit den vor-
herigen Simulationen und unterscheidet sich auf den ersten Blick nur durch ihre Symmetrie.
Dies wird bei einer Ausschnittsvergro¨ßerung (siehe Abb. 4.1.10) anschaulich deutlich.
4.1.4 Entstehung neuer Strukturen
Bei einer detaillierten Betrachtung von Abb. 4.1.9 bei t = 240 s oder Abb. 4.1.10 wird deut-
lich, daß bei zunehmenden Abstand von der Mitte des System weitere Streifen zu beobachten
sind. Ebenso wie bei den vorherigen Simulationen (siehe z.B. Abb. 4.1.8) ist zwar eine geringe
Zunahme der Wellenla¨nge bei wachsendem Abstand zur Mitte erkennbar, die auf lokal unter-
schiedliche Konzentrationsgradienten Tz bei der Entstehung der Strukturen zuru¨ckzufu¨hren
ist (Abb. 4.1.9 bei t = 120 s). Dieser Effekt reicht jedoch aufgrund der schwachen Konzentrati-
onsgradientenabha¨ngigkeit der Wellenla¨nge (λ ∝ T−1/4z ) nicht aus, die durch die Ausbreitung
der Mischung geometrisch bedingte Zunahme des Abstands der Strukturen zu kompensieren.
Dies erzwingt die Bildung neuer Strukturen.
Diese ko¨nnen auf zwei unterschiedliche Arten enstehen. Zum einen ko¨nnen diese Streifen in den
Zwischenra¨umen entstehen, dies ist in Abb. 4.1.10 oberhalb der Markierung A zu erkennen;
ein deutlicheres Beispiel ist in Abb. 4.1.11.a) dargestellt. Desweiteren ko¨nnen neue Streifen
durch die Gabelung bestehender Streifen entstehen, zu erkennen in Abb. 4.1.10 oberhalb der
Markierung B. Ein deutlicheres Beispiel ist in Abb. 4.1.11.b) dargestellt.
a) b)
Abbildung 4.1.11: Ausschnittsvergro¨ßerungen der Simulation aus Abb. 4.1.9 bei t = 180 s. Anhand
der Orientierung der Streifen ist die Lage dieser Ausschnitte zu erkennen, Bildgro¨ße 1.2× 0.6 mm.
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Diese strukturellen Unterschiede deuten auf unterschiedliche Entstehungsmechanismen hin.
Die Entstehung neuer Strukturen in den Zwischenra¨umen ist prima¨r im inneren Bereich des
Systems zu beobachten. Dieser innere Bereich ist zu Beginn der Simulation mit Mischung
bedeckt, so daß eine ausreichende Konzentration S zur Bildung neuer Strukturen vorhanden
ist. Die Strukturen entstehen somit zu Beginn der Entwicklung.
Verzweigungen sind prima¨r in den a¨ußeren Bereichen zu beobachten. Zum einen befindet sich
in Bereichen zwischen den bestehenden Streifen wenig destabilisierende Substanz S, die neue
Strukturen bilden ko¨nnte. Daru¨berhinaus neigen in diesem Bereich die Streifen aufgrund der
abnehmenden Ausbreitungsgeschwindigkeit zur Instabilita¨t. Dieser Effekt ist anhand von Ab-
bildung 4.1.1 (Seite 82) fu¨r t = 180 s ersichtlich: In dieser Abbildung sind bei einer Scherrate
von 10−1 s−1 gerade Streifen zu erkennen; eine niedrigere Scherrate (10−2 s−1) bewirkt eine
laterale Instabilita¨t in Form von periodischen Verdickungen entlang der Streifen. Eine Insta-
bilita¨t in Form einer Verdickung des Streifens dient dann in Abb. 4.1.10 und 4.1.11.b) als
Ausgangspunkt fu¨r eine Verzweigung.
Die Verzweigung von vertikal wachsenden Fingern wurde in [53] untersucht. In dieser Arbeit
wurde nach Entstehung von Salz/Zucker Finger in einer anfa¨nglich geneigten Hele-Shaw Zelle
ihr Neigungswinkel erho¨ht, so daß die effektive Gravitation stieg. Dies bedingt aufgrund von
λ ∝ [νDT /(gαTTz)]1/4 (Gl. 2.1.17 auf S. 13) eine kleinere Wellenla¨nge, als die der bestehenden
Strukturen. Dies fu¨hrte zu Verzweigungen in den bestehenden Fingern, die dem hier beobach-
teten Verzweigungen gleichen. Der Unterschied zu dem hier beschriebenen System besteht in
dem Entstehungsmechanismus, da hier die Wellenla¨nge der bestehenden Strukturen aufgrund
der Ausbreitung steigt gegenu¨ber der konzentrationsbedingten. Der zeitliche Abfall des Kon-
zentrationsgradienten reicht aufgrund der schwachen Abha¨ngigkeit λ ∝ T−1/4z nicht aus, die
Wellenla¨ngenerho¨hung aufgrund der Ausbreitung zu kompensieren.
Interessanterweise ko¨nnen beide Entstehungsmechanismen auch bei Systemen ohne eine punkt-
symmetrische Anfangsbedingung beobachtet werden; dies ist in Abb. 4.1.12 dargestellt. Die
Entstehung von Streifen in den Zwischenra¨umen tritt wesentlich ha¨ufiger als eine Verzweigung.
Ersteres ist der grundlegende Strukturbildungsmechanismus in der Mitte des System und
entspricht somit dem anfa¨nglich punktsymmetrischen System. Die Verzweigung von Streifen
a) b)
Abbildung 4.1.12: Ausschnittsvergro¨ßerungen der Simulation aus Abb. 4.1.8 (Seite 92) bei t = 360 s,
beide Ausschnitte liegen rechts der Mitte, Bildgro¨ße 1.2× 0.6 mm.
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tritt in diesem System selten auf; vermutlich wird sie durch die Umorientierung der gesamten
Streifenstruktur (siehe Abb. 4.1.8 auf Seite 92) an diesem Ort verursacht.
In diesem Kapitel wurde gezeigt, daß in einem ra¨umlich inhomogenen System ohne exter-
ne Eingriffe eine Vielzahl von unterschiedlichen Strukturen beobachtet werden ko¨nnen. Dies
wurde bisher, wenn u¨berhaupt, nur durch verschiedene experimentelle Aufbauten realisiert.
Aufgrund dieser Vielfalt wird diese Art von Strukturen nun experimentell mit einer vergleich-
baren Anfangsbedingung untersucht.
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4.2 Experimente mit Stro¨mungen
Die in dem vorhergehenden Kapitel gewonnenen Erkenntnisse sollen nun anhand von Expe-
rimenten verifiziert werden. Aufgrund der experimentellen Einschra¨nkungen und der schon
durchgefu¨hrten Experimente mit externen Scherstro¨mungen [22] sowie der experimentellen
Untersuchungen in [31], werden diese Experimente hier nur in einem begrenzten Umfang
durchgefu¨hrt.
4.2.1 Externe Scherstro¨mung
Der hierzu verwendete Aufbau ist auf Seite 27 beschrieben. Aufgrund der Gro¨ße des Systems
und der damit verbundenen Ausbreitung ist die pro Fla¨che vorhandene Menge an Mischung
zeitlich nicht konstant. Dies ist bei einem quantitativen Vergleich mit Simulationen zu beru¨ck-
sichtigen.
Zuna¨chst wird die Stro¨mungsgeschwindigkeit des Wassers in dem Gefa¨ß gemessen; das Ergeb-
nis dieser Messung ist in Abb. 4.2.1 dargestellt. Die Stro¨mung wurde durch die Hinzugabe
von Partikeln (Hersteller: Dr. Fr. Schoenfeld GmbH & Co. Du¨sseldorf, ∅ ≈ 1µm) visuali-
siert. Die Messung der Geschwindigkeit erfolgt durch eine Weg/Zeit Messung. Innerhalb des
Beobachtungsfensters ist keine horizontale Vera¨nderung der Stro¨mung festzustellen. Die Be-
stimmung der Ho¨he geschieht durch die Fokussierung des Mikroskops. Da das Mikroskop nur
in einem begrenzten vertikalen Bereich scharfe Abbildungen liefert und die vertikale Justie-
rung des Objektivs mittels einer Skala geschieht, ist durch eine Eichung der Justierung die
Ho¨henauflo¨sung mo¨glich. Diese Vorgehensweise ist aufgrund der experimentellen Gegeben-
heiten und der schwierig exakt zu quantifizierenden Bedingung einer ‘scharfen Abbildung’
fehlerbehaftet. Aufgrund der zuvor erwa¨hnten aufbaubedingten Ungenauigkeiten wird dies
in Kauf genommen. Durch die so gewonnenen Stro¨mungsgeschwindigkeiten und Ho¨hen kann
somit die Scherrate abgescha¨tzt werden. Unter der Annahme einer vertikal linear zuneh-
















Einstellungen der Pumpe; ‘Geschwin-
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t = 60 s t = 120 s t = 180
a)
b)
Abbildung 4.2.2: Zeitliche Entwicklung von Experimenten mit externer Scherstro¨mung, T0 = 0.05
VolTeile, R′ρ = 1. a) sr = (1.0± 0.2) · 10−1 s−1; b) sr = (1.5± 0.4) · 10−1 s−1. Bildgro¨ße 5× 3.5 mm.
den individuellen Meßfehlern. Dies liefert fu¨r die Einstellung der Pumpe auf ‘Geschwindig-
keit 1’ eine Scherrate von s¯r = (1.0 ± 0.2) · 10−1 s−1 und fu¨r ‘Geschwindigkeit 2’ den Wert
s¯r = (1.5± 0.4) · 10−1 s−1.
Mit diesen Scherraten werden nun Experimente durchgefu¨hrt, die Vorgehensweise ist auf Seite
27 beschrieben. Die zeitliche Entwicklung fu¨r verschieden Scherraten ist in Abb. 4.2.2 darge-
stellt. Analog zu den Simulationen erkennt man die zeitliche Ausbildung einer streifenfo¨rmigen
Struktur. In Abb. 4.2.2.a) sind noch Ansa¨tze von Waben zu erkennen, die bei einer Erho¨hung
der Scherrate nicht mehr auftreten (siehe 4.2.2.b)). Dies entspricht qualitativ dem zuvor in
den Simulationen beobachteten Verhalten. Daru¨berhinaus sind die experimentellen Scherra-
ten mit denen der Simulationen im Rahmen der Bestimmungsgenauigkeit vertra¨glich.
Eine Quantifizierung der Formen anhand der Winkelverteilung der Fouriertransformierten
unterbleibt aus mehreren Gru¨nden. Zum einen ist eine Variation der Scherrate aufgrund
technischer Gegebenheiten nur um eine Gro¨ßenordnung mo¨glich, die Simulationen ergaben
jedoch den vollsta¨ndigen U¨bergang u¨ber drei Gro¨ßenordnungen. Desweiteren zeigen die ex-
perimentellen Aufnahmen einen Helligkeitsgradienten in x-Richtung; erkennbar in Abb. 4.2.2
fu¨r t = 60 s. Dieses Problem trat auch bei den Experimenten ohne externe Scherstro¨mung
auf (siehe Abb. 3.3.2.a) fu¨r t = 60 s auf Seite 66). Bei der Bestimmung der Wellenla¨nge
einer wabenfo¨rmigen Struktur ist dieser Gradient aufgrund der Winkelunabha¨ngigkeit der
Fouriertransformierten der wabenfo¨rmigen Strukturen unerheblich (siehe Kap. 3.3.1.1 auf S.
65). In dem jetzigen Experiment kann dieses Vorgehen aufgrund der Definition der relativen
Winkelverteilung (Gl. 4.1.1 auf S. 84) nicht angewendet werden. Somit unterbleibt eine den
Simulationen vergleichbare quantitative Auswertung.
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4.2.2 Selbstgenerierte Scherstro¨mung
In diesem Abschnitt soll experimentell untersucht werden, inwieweit streifenfo¨rmige Struktu-
ren ohne externe Scherstro¨mungen entstehen ko¨nnen. Bei den Simulationen wurde dies durch
eine inhomogene Anfangsbedingung realisiert. Experimentell wird dies umgesetzt, indem die
seitliche Ausbreitung der Mischung nicht unterdru¨ckt wird.
Der hierzu verwendete Aufbau ist auf Seite 26 beschrieben. Als Gefa¨ß wird eine Petrischa-
le mit einem Durchmesser von ∅ = 7 cm verwendet. Um eine detaillierte Betrachtung des
gesamten System zu ermo¨glichen, wird eine im Vergleich zu vorherigen Experimenten gerin-
gere Injektionsdauer Tinj = 5 s und damit ein geringeres Injektionsvolumen V0 = 12.5µl
gewa¨hlt, da somit von einer geringeren ra¨umlichen Ausbreitung ausgegangen werden kann.
Wa¨hrend der Aufzeichnung des Experiments wird der Objekttisch seitlich bewegt, um das
nahezu gesamte System zu erfassen. Die wa¨hrend einer seitlichen Bewegung aufgenommenen
Bilder werden manuell zu einem Gesamtbild zusammengestellt. Da der Aufnahmezeitraum
(≈ 5 s) klein ist im Vergleich zum Aufnahmezeitpunkt (≈ 180 s) wird die Bewegung der
Strukturen wa¨hrend der Aufnahme als vernachla¨ssigbar angesehen. Diese Vorgehensweise ist
aufgrund des maximalen Beobachtungsausschnitts des Mikroskops unumga¨nglich. Eine Beob-
achtung des System mit einem Markoobjektiv anstelle eines Mikroskops liefert aufgrund des
minimalen Beobachtungsausschnitts und der Auflo¨sung der CCD Kamera keine verwendbaren
Bilder.
Das Ergebnis dieses Vorgehens ist in Abb. 4.2.3 sowie auf der Titelseite dieser Arbeit dar-
gestellt. In der Mitte des Bildes, dem Ort der Injektion, ist eine wabenfo¨rmige Struktur zu
erkennen. Seitlich der Mitte werden die an den Vertices der Waben entstehenden Finger auf-
grund der Stro¨mung radial nach außen getrieben. Dieser Bereich ist in der Simulation (Abb.
4.1.10 auf S. 94) nicht, oder zumindest nur sehr undeutlich zu erkennen. Dies liegt daran,
daß in der Simulation ein kleineres System mit einem kleineren Mischungsvolumen verwendet
wurde. Somit findet in der Simulation die Erho¨hung der Scherstro¨mung auf kleinerem Raum
statt, wodurch der Bereich mit schra¨g nach außen wachsenden Fingern unterdru¨ckt wird.
Weiter außerhalb ist eine rein streifenfo¨rmige Struktur zu erkennen. Aufgrund der Symmetrie
ist die Gesamtstruktur kreisfo¨rmig. Wa¨hrend des Aufnahmezeitpunkts ist keine Beeinflussung
Abbildung 4.2.3: Experiment mit seitlicher Ausbreitung in der Aufsicht. V0 = 12.5µl, T0 = 0.05
VolTeile, R′ρ = 1. Das Bild ist aus fu¨nf im Zeitraum t ∈ [170, 180] aufgenommenen Einzelaufnahmen
manuell zusammengesetzt, Bildgro¨ße 10× 2 mm.
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Abbildung 4.2.4: Ausschnittsvergro¨ßerung aus einem Abb. 4.2.3 entsprechenden Experiment, Bild-
gro¨ße 1.2× 0.6 mm.
der Strukturen durch die Gefa¨ßgeometrie zu erkennen. Der Entstehungsmechanismus dieser
Struktur entspricht dem der Simulation (Abb. 4.1.9 auf S. 93); insbesondere ein Vergleich mit
Abb. 4.1.10 u¨berzeugt.
Daru¨berhinaus sind die in der Simulation beobachten Arten der Streifenentstehung (siehe
Abb. 4.1.10 und 4.1.11, Seite 94) ebenso im Experiment zu beobachten. Dies ist bei einer
genauen Betrachtung von Abb. 4.2.3 zu erkennen und im Detail in Abb. 4.2.4 dargestellt.
Dieses Experiment ermo¨glicht nur einen qualitativen Vergleich mit der Simulation (siehe Abb.
4.1.10 auf S. 94), da bei der Simulation keine externen Stro¨mungen eingefu¨hrt werden. Im
Experiment hingegen ist durch die notwendige Injektion der Mischung eine externe, zeitlich
begrenzte Stro¨mung vorhanden. Experimente mit einer der Simulation entsprechenden An-
fangsbedingung sind prinzipiell nicht zu realisieren. Im Laufe weiterer Experimente stellte sich
jedoch heraus, daß die Gesamtstruktur (wabenfo¨rmig in der Mitte und seitlich streifenfo¨rmig)
unabha¨ngig von der Injektionsgeschwindigkeit immer erhalten bleibt. Dies wurde sowohl mit
dem bisherigen Aufbau als auch mit einer Injektion von unten (mittels einer speziell angefer-
tigten Petrischale) verifiziert. Daru¨berhinaus ist diese Gesamtstruktur durch die Simulationen
des vorherigen Kapitels besta¨tigt. Da sich aus diesen Experimenten keine neuen Erkenntnisse
gewinnen lassen, wird auf eine Darstellung verzichtet.
Diese Strukturbildung kann auch auf einer gro¨ßeren ra¨umlichen Skala beobachtet werden, dies
wurde erstmalig von [31] beschrieben. Der zeitliche Verlauf eines typischen Experimentes ist
in Abbildung 4.2.5 dargestellt. Der in dieser Abbildung fu¨r t = 120 s schwach erkennbare
Ring um die seitlichen Strukturen entspricht dem in den Simulationen beobachteten Bereich
der maximalen Ausbreitung mit einer erho¨hten Konzentration an destabilisierender Substanz
(siehe Abb. 4.1.7 auf S. 90 oder Abb. 4.1.9 auf S. 93). Die Strukturbildung in diesem System
mit seitlich streifenfo¨rmigen und wabenfo¨rmigen Strukturen in der Mitte entspricht in allen
Aspekten den zuvor beschriebenen Systemen. Die Waben in der Mitte sind nur aufgrund der
großen Ausschnitts nicht zu erkennen.
Die im Vergleich zu dem Experiment in Abb. 4.2.3 (Seite 99) fehlenden Verzweigungen der
Finger sind darauf zuru¨ckzufu¨hren, das in diesem Experiment ein gro¨ßeres Mischungsvolumen
verwendet wurde. Somit dem System durch die Injektion eine gro¨ßere Energie zugefu¨hrt,
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t = 30 s t = 120 s
t = 210 s t = 480 s
Abbildung 4.2.5: Zeitliche Entwicklung in der Aufsicht eines Experimentes. Ein Mischungstropfen
(V0 = 50µl) wird am Boden in der Mitte einer mit Wasser gefu¨llten Petrischale (∅ = 7 cm) injiziert.
Die Lichtquelle ist am oberen Bildrand seitlich der Petrischale positioniert; aufgrund von Lichtstreu-
ung erscheinen ho¨here Konzentrationen an destabilisierender Substanz heller, Bildgro¨ße 5 × 5 cm.
die in Stro¨mung umgesetzt wird. Diese schnellere Stro¨mung bewirkt eine Stabilisierung der
streifenfo¨rmigen Struktur (siehe Abb. 4.1.1, Seite 82) und wurde schon anhand von Abb. 4.1.7
und 4.1.8 (Seite 92) diskutiert.
Anhand der Abbildung ist zu erkennen, daß sich dieses System gut zur Beobachtung einzelner
Finger eignet. Zu diesem Zweck wurde bisher eine Hele-Shaw Zelle [53] verwendet, in der
ein aufgrund der Geometrie nahezu zweidimensionales doppelt-diffusives System untersucht
wurde. In dem hier betrachteten Fall wird diese Quasi-Zweidimensionalita¨t der Strukturen
durch das System selbst erzeugt.
Die in dieser Arbeit beobachteten geraden Finger sind deutlich von denen in den Experimenten
in [54] zu unterscheiden. In dieser Arbeit wurde das doppelt-diffusive Salz/Zucker System
mit vertikalen Konzentrationsgradienten verwendet. Eine Erho¨hung des Stabilita¨tsverha¨ltnis
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fu¨hrte zu einem langsameren Wachstum und zu langen und geraden vertikalen Fingern. Dies
wurde bei einem hohen Stabilita¨tsverha¨ltnis Rρ zwischen 2.5 und 3 beobachtet, daß sich nahe
an der Grenze zur Stabilita¨t befand (Rρ . τ ≈ 3).
Im Gegensatz dazu fu¨hren in dieser Arbeit horizontal inhomogene Anfangsbedingungen zu
den geraderen Strukturen. Die untersuchten Stabilita¨tsverha¨ltnisse von R′ρ = 1 und 2, d. h.
Rρ = 5.2 und 10.4, sind weit entfernt von der Grenze zur Stabilita¨t bei τ ≈ 33. Demzufolge
sind bei der hier verwendeten Geometrie diese Strukturen nicht notwendigerweise mit einem
langsameren Wachstum verbunden.
Aufgrund der einfachen Durchfu¨hrbarkeit ist dieses Experiment gut fu¨r Demonstrationszwe-
cke geeignet. Daru¨berhinaus treten in einem einzigen System ohne externe Eingriffe eine
Vielzahl von unterschiedlichen Strukturen auf. Wenn u¨berhaupt, so war dies bisher nur durch
verschiedene experimentelle Aufbauten realisierbar.
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Zusammenfassung
In dieser Arbeit wurde die doppelt-diffusive Konvektion anhand von theoretischen U¨ber-
legungen, Experimenten mit einem Tensid/Glyzerin System und Computersimulationen der
Navier-Stokes Gleichungen untersucht. Die Untersuchungen befaßten sich mit der Wellenla¨nge
und Form der dabei auftretenden Strukturen.
Die bisherigen theoretischen Modelle der Wellenla¨nge basierten unter Vernachla¨ssigung einer
Zeitabha¨ngigkeit auf den Konzentrationsgradienten. Dieses Modell konnte durch eine Beru¨ck-
sichtigung der Zeitabha¨ngigkeit erweitert werden, so daß der bisherige Parameter des Kon-
zentrationsgradienten durch die anfa¨ngliche Konzentration ersetzt wurde. Weiterhin wurde
die Wachstumszeit als eine neue Meßgro¨ße eingefu¨hrt. Fu¨r ein stufenfo¨rmigen Konzentrati-
onsprofil wurden quantitative Voraussagen zum Skalenverhalten der Wachstumszeit und der
Wellenla¨nge getroffen.
Diese Voraussagen konnten anhand von Computersimulationen besta¨tigt werden. Daru¨ber
hinaus wurden Simulationen mit Anfangsbedingungen durchgefu¨hrt, die theoretisch nicht un-
tersucht wurden. Hierbei ergaben sich Vera¨nderungen im Skalenverhalten, die theoretisch
begru¨ndbar waren.
Die Wellenla¨nge und die Wachstumszeit wurden weiterhin in Experimenten mit einem Ten-
sid/Glyzerin System untersucht. Diese Messungen zeigten eine quantitative U¨bereinstimmung
zu den Computersimulationen.
Die Form der Strukturen wurde anhand von Experimenten und Computersimulationen un-
tersucht. Basierend auf den bisherigen Arbeiten wurden Simulationen mit einer externen
Scherstro¨mung durchgefu¨hrt. Hierbei zeigte sich ein U¨bergang von einer waben- zu einer
streifenfo¨rmigen Struktur. Dieses Pha¨nomen konnte in weiteren Simulationen ohne externe
Einflu¨sse nur durch die Form der Anfangsbedingung erzielt werden. Dabei traten erstmalig
verschiedene Strukturen in nur einem System auf. Daru¨ber hinaus wurden in diesem System
neue Mechanismen der Strukturentstehung entdeckt.
Diese Strukturen und ihre Entstehungsmechanismen konnten experimentell in allen Punkten
besta¨tigt werden. Damit gelang eine vollsta¨ndige Erkla¨rung der von Prof. Markus, Max-Planck




An erster Stelle mo¨chte ich mich bei Prof. Dr. Mario Markus (Max-Planck-Institut fu¨r mole-
kulare Physiologie, Dortmund) fu¨r die effektive und freundliche Unterstu¨tzung meiner Arbeit
sowie fu¨r anregende Diskussionen bedanken.
Außerdem danke ich der Deutschen Forschungsgemeinschaft fu¨r die Finanzierung dieser Arbeit
(Projekt 629/5).
Prof. Winter (Fachbereich Physikalische Chemie, Universita¨t Dortmund) danke ich fu¨r die
Durchfu¨hrung der Ro¨ntgenkleinwinkelstreuung und die Abscha¨tzung des Diffusionskoeffizien-
ten des Tensids; Prof. Turek (Fachbereich Angewandte Mathematik, Universita¨t Dortmund)
fu¨r die Diskussion u¨ber die numerischen Algorithmen und Prof. Strauß (Fachbereich Chemie-
technik, Universita¨t Dortmund) fu¨r anregende Diskussionen.
Daru¨berhinaus gilt mein Dank Matthias Woltering, Malte Schmick und Axel Gruhn (Max-
Planck Institut fu¨r molekulare Physiologie, Dortmund) fu¨r ihre wissenschaftliche, technische
und freundschaftliche Unterstu¨tzung.





[1] A. Agarwal: Will saudi arabia drink icebergs? New Scientist 75, 11–13, 1977.
[2] J. Argyris, G. Faust und M. Haase: Die Erforschung des Chaos. Vieweg, 1995.
[3] P. G. Baines und A. E. Gill: Oh thermohaline convection with linear gradients. Journal
of Fluid Mechanics 37, 289–306, 1969.
[4] G. K. Batchelor: An Introduction to Fluid Dynamics. Cambridge University Press, 1970.
[5] I. N. Bronstein und K. A. Semendjajew: Taschenbuch der Mathematik. B. G. Teubner
Verlagsgesellschaft, 1991.
[6] C. F. Chen und D. H. Johnson: Double-diffusive convection: A report on an engineering
foundation conference. Journal of Fluid Mechanics 138, 405–416, 1984.
[7] M. C. Cross und P. C. Hohenberg: Pattern formation outside of equilibrium. Reviews of
Modern Physics 65(3), 851–1112, 1993.
[8] J. H. Ferziger und M. Peric´: Computational methods for fluid dynamics. Springer, 1997.
[9] S. Finke: Versuchanleitungen zum Anfa¨nger–Praktikum in Physik. Universita¨t Dortmund,
1993.
[10] R. W. Griffiths: The influence of a third diffusing component upon the onset of convec-
tion. Journal of Fluid Mechanics 92, 659–670, 1979.
[11] D. Hebert: Physical oceanography demo movies, University of Rhode Island.
http://www.po.gso.uri.edu/demos/, 2001.
[12] J. Y. Holyer: On the collective instability of salt fingers. Journal of Fluid Mechanics 110,
195–207, 1981.
[13] J. Y. Holyer: The stability of long steady three-dimensional salt fingers to long-
wavelength perturbations. Journal of Fluid Mechanics 156, 495–503, 1985.
[14] H. E. Huppert: Icebergs: technology for the future. Nature 285, 67–68, 1980.
[15] H. E. Huppert und P. C. Manins: Limiting conditions for salt-fingering at an interface.
Deep-Sea Research 20, 315–323, 1973.
[16] H. E. Huppert und J. S. Turner: Double-diffusive convection. Journal of Fluid Mechanics
106, 299–329, 1981.
108 Literaturverzeichnis
[17] K. Ko¨tter und M. Markus: Die Salzfinger von Gibraltar auf dem Labortisch. Uni-Report
30, 54 – 55, 2000.
[18] K. Ko¨tter und M. Markus: Double-diffusive fingering instability of a surfactant-glycerine-
water drop in water. Europhysics Letters 55(6), 807 – 813, 2001.
[19] L. Landau und E. M. Lifschitz: Hydrodynamik. Akademie Verlag, 1986.
[20] P. F. Linden: On the structure of salt fingers. Deep-Sea Research 20, 325–340, 1973.
[21] P. F. Linden: A note on the transport across a diffusive interface. Deep-Sea Research
21(4), 283–287, 1974.
[22] P. F. Linden: Salt fingers in a steady shear flow. Geophysical Fluid Dynamics 6, 1–7,
1974.
[23] P. F. Linden und T. G. L. Shirtcliffe: The diffusive interface in double-diffusive convection.
Journal of Fluid Mechanics 87, 417–432, 1978.
[24] M. Markus: Skript zur Vorlesung ’Chaos’. Universita¨t Dortmund, 1995.
[25] M. Markus und K. Ko¨tter: Of icebergs and coffee creamers... Education in Chemistry
38(4), 108, 2001.
[26] M. Markus und J. Tamames: Fat fractals in Lyapunov space. In: Fractal Horizons, her-
ausgegeben von C. A. Pickover, St. Martin’s Press, 1996.
[27] T. J. McDougall: Double-diffusive convection caused by coupled molecular diffusion.
Journal of Fluid Mechanics 126, 379–397, 1983.
[28] T. J. McDougall und J. R. Taylor: Flux measurements across a finger interface at low
values of the stbility ratio. Journal of marine research 42, 1–14, 1984.
[29] T. J. McDougall und J. S. Turner: Influence of cross-diffusion on ‘finger’ double-diffusive
convection. Nature 299, 812–814, 1982.
[30] D.J. Mitchell, G. J. T Tiddy, L. Waring, T. Bostock und M. P. McDonald: Phase-behavior
of polyoxyethylene surfactants with water - mesophase structures and partial miscibility
(cloud points). Journal of the Chemical Society – Faraday Transactions I 79, 975–1000,
1983.
[31] F. Niese: Aggregationsprozesse amphiphiler Substanzen in wa¨ßriger Lo¨sung. Diplomar-
beit, Universita¨t Dortmund, 1997.
[32] M. R. Porter: Handbook of Surfactants. Blackie Academic & Professional, 1994.
Literaturverzeichnis 109
[33] W. H. Press, S. A. Teukolsky, W. T. Vetterling und B. P. Flannery: Numerical Recipes
in C. Cambridge University Press, 1992.
[34] M. R. E. Proctor und J. Y. Holyer: Planform selection in salt fingers. Journal of Fluid
Mechanics 168, 241–253, 1986.
[35] T. Radko und M. E. Stern: Salt fingers in three dimensions. Journal of Marine Research
57, 471–502, 1999.
[36] T. Radko und M. E. Stern: Finite-amplitude salt fingers in a vertically bounded layer.
Journal of Fluid Mechanics 425, 133–160, 2000.
[37] R. W. Schmitt: The growth rate of super-critical salt fingers. Deep-Sea Research 26(1),
23–40, 1979.
[38] R. W. Schmitt: The characteristics of salt fingers in a variety of fluid systems, including
stellar interiors, liquid metals, oceans, and magmas. Physics of Fluids 26(9), 2373–2377,
1983.
[39] R. W. Schmitt: Double diffusion in oceanography. Annual Review of Fluid Mechanics
26, 255–285, 1994.
[40] R. W. Jr. Schmitt: Flux measurements on salt fingers at an interface. Journal of Marine
Research 37(3), 419–436, 1979.
[41] R. W. Jr. Schmitt: The growth rate of super-critical salt fingers. Deep-Sea Research Part
I-Oceanographic Research Papers 26(1A), 23–40, 1979.
[42] C. Y. Shen: The evolution of the double-diffusive instability: salt fingers. Physics of Fluids
A-Fluid Dynamics 1(5), 829–844, 1989.
[43] C. Y. Shen: Heat-salt finger fluxes across a density interface. Physics of Fluids A-Fluid
Dynamics 5(11), 2633–2643, 1993.
[44] C. Y. Shen: Equilibrium salt-fingering convection. Physics of Fluids 7(4), 706–717, 1995.
[45] C. Y. Shen und G. Veronis: Scale transition of double-diffusive finger cells. Physics of
Fluids A-Fluid Dynamics 3(1), 58–68, 1991.
[46] C. Y. Shen und G. Veronis: Numerical simulation of two–dimensional salt fingers. Journal
of Geophysical Research 102(C10), 23131–23143, 1997.
[47] T. G. L. Shirtcliffe: Transport and profile measurements of the diffusive interface in
double diffusive convection with similar diffusivities. Journal of Fluid Mechanics 57(1),
27–43, 1973.
110 Literaturverzeichnis
[48] T. G. L. Shirtcliffe und J. S. Turner: Observations of the cell structure of salt fingers.
Journal of Fluid Mechanics 41, 707–719, 1970.
[49] M. E. Stern: The “salt–fountain” and thermohaline convection. Tellus XII(2), 172–175,
1960.
[50] M. E. Stern: Collective instability of salt fingers. Journal of Fluid Mechanics 35, 209–218,
1969.
[51] H. Stommel, A. B. Arons und D. Blanchard: An oceanographical curiosity: the perpetual
salt fountain. Deep Sea Research 3, 152–153, 1956.
[52] K. Strauß: Stro¨mungsmechanik. VCH Verlagsgesellschaft, 1991.
[53] J. Taylor und G. Veronis: Experiments on salt fingers in a Hele-Shaw cell. Science 231,
39–41, 1986.
[54] J. R. Taylor und G. Veronis: Experiments on double-diffusive sugar-salt fingers at high
stability ratio. Journal of Fluid Mechanics 321, 315–333, 1996.
[55] J. S. Turner: Salt fingers across a density interface. Deep-Sea Research 14, 599–611, 1967.
[56] J. S. Turner: Double-diffusive phenomena. Annual Review of Fluid Mechanics 6, 37–56,
1974.
[57] J. S. Turner: Multicomponent convection. Annual Review of Fluid Mechanics 17(9),
11–44, 1985.
[58] H. Vogel: Gerthsen Physik. Springer, 1999.
[59] D. Walgraef: Spatio–Temporal Pattern Formation. Springer, 1997.
[60] A. J. Williams: Salt fingers observed in the mediterranean outflow. Science 185, 941–943,
1974.
[61] R. Winter und F. Noll: Methoden der biophysikalischen Chemie. Teubner, 1998.
[62] Y. Young und R. Rosner: Numerical simulation of double-diffusive convection in a rec-
tangular box. Physical Review E 61(3), 2676–2694, 1998.
