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Abstract. A large class of Feynman integrals, like e.g., two-point parameter integrals with
at most one mass and containing local operator insertions, can be transformed to multi-sums
over hypergeometric expressions. In this survey article we present a difference field approach
for symbolic summation that enables one to simplify such definite nested sums to indefinite
nested sums. In particular, the simplification is given –if possible– in terms of harmonic sums,
generalized harmonic sums, cyclotomic harmonic sums or binomial sums. Special emphasis is
put on the developed packages Sigma, EvaluateMultiSums and SumProduction that assist in
the task to perform these simplifications completely automatically for huge input expressions.
1. Introduction
This survey article aims at giving an overview of the available summation tools and packages in
the setting of difference fields and aims at providing the basic insight how they work and how
they can be applied to Feynman integrals.
The symbolic summation approach under consideration started with Karr’s telescoping algo-
rithm in ΠΣ∗-fields [1]. There one can treat indefinite nested product-sum expressions. More
precisely, one can search for optimal sum representations for these expressions such that
the arising sums have minimal nesting depth [2–4], the polynomial expressions in the sums
have minimal degrees [5, 6] and such that the used sums are algebraically independent [7, 8].
In particular, one can discover and prove definite sums over such expressions by exploiting
the summation paradigms of parameterized telescoping and recurrence finding [9, 10]. In a
nutshell, this toolkit implemented in the summation package Sigma [11] can be considered as
a generalization of the well known hypergeometric summation machinery [12–14]. Meanwhile
these difference field tools have been applied successfully, e.g., in combinatorics, number theory
or numerics; for instance, we refer to [15–18].
In the last 7 years I have pushed forward these summation technologies and have developed
new packages [8, 19–21] to carry out challenging calculations in particle physics. In cooperation
with J. Blu¨mlein (DESY, Zeuthen), e.g., Feynman integrals with at most one mass have been
considered. They are defined in D-dimensional Minkowski space with one time- and (D − 1)
Euclidean space dimensions with ε = D−4 ∈ R where |ε| ≪ 1. The integrals depend on a discrete
Mellin parameter n which comes from local operator insertions. As worked out in [22, 23] these
integrals can be transformed to integrals of the form
I(ε, n) = C(ε, n,M)
∫ 1
0
dx1 . . .
∫ 1
0
dxm
∑k
i=1
∏ri
l=1[Pi,l(x1, . . . , xm)]
αi,l(ε,n)
[Q(x1, . . . , xm)]β(ε)
, (1)
with k ∈ N = {0, 1, 2, . . . }, r1, . . . , rk ∈ N and the following ingredients. C(ε, n,M) is a factor,
which depends on the dimensional parameter ε, the integer parameter n and the mass M (being
possible 0). The Pi(x1, . . . , xm) and Q(x1, . . . , xm) are polynomials in the integration variables
xi. Further, the exponent β(ε) is a rational function in ε, i.e., β(ε) ∈ Q(ε), and similarly
αi,l(ε, n) = ni,ln + αi,l with ni,l ∈ {0, 1} and αi,l ∈ Q(ε). For integrals without local operator
insertions see also [24, 25].
Then given such an integral we seek for a Laurent series expansion for some t ∈ Z:
I(ε, n) = It(n)ε
t + It+1(n)ε
t+1 + It+2(n)ε
t+2 + . . . (2)
More precisely, the crucial task is to determine the first coefficients Ii(n) in closed form.
Remark. There are computer algebra tools [19] available to solve this problem for integrals of the
form (1). Namely, we can calculate a recurrence in n for (1) using Ablinger’s MultiIntegrate
package [26], an optimized and refined version of the Almkvist–Zeilberger algorithm [27]. Given
such a recurrence, we can calculate the desired ε-expansion by algorithms [23] given in Sigma.
We remark that the method of hyperlogarithms [28] can be also used to evaluate integrals of the
form (1) for specific values n ∈ N if one can set ε = 0. An adaption of this method for symbolic
n has been described and applied to massive 3-loop ladder graphs in [29].
For some types of integrals these approaches work nicely. However, for many cases it was
more suitable to proceed as follows. Using the method in [23] the given integral (1) can be
transformed to proper hypergeometric multi-sums of the format1
S(ε, n) =
∞∑
n1=1
...
∞∑
nr=1
L1(n)∑
k1=1
...
Lv(n,k1,...,kv−1)∑
kv=1
l∑
i=1
Ci(ε, n,M)
Γ(t1,i) . . .Γ(tv′,i)
Γ(tv′+1,i) . . .Γ(tw′,i)
. (3)
Here the upper bounds L1(n), . . . , Lv(n, k1, . . . , kv−1) are ∞ or integer linear expressions in the
dependent parameters (i.e., linear combinations of the variables over the integers), and tl,i are
linear combinations of the n1, . . . , nr, k1, . . . , kv , ε over Q.
Remark. At this level, one can apply similar techniques as for the integral representation (1).
Namely, as carried out in [23] we can calculate recurrence relations for such multi-sums (3)
by using either the WZ-approach [30] and efficient and refined algorithms developed in [31].
Similarly, we can use a common framework [32] within the summation package Sigma that
combines difference field [33] and holonomic summation techniques [34] to compute recurrences
for the given sum (3). Then given such a recurrence, one can use again Sigma’s recurrence solver
to calculate the coefficients of the Laurent-series expansion (2).
Finding recurrence relations for the integrals of the form (1) and sums of the form (3) involving
the ε-parameter is a rather tough problem. However, we can get rid of the parameter ε, if the
sums (3) are uniformal convergent: First one expands the summand of (3), say
F (n, n1, . . . , nr, k1, . . . , kv) = Ft(n, n1, . . . , kv)ε
t + Ft+1(n, n1, . . . , kv)ε
t+1 + . . . (4)
1 For convenience, we assume that the summand is written terms of the Gamma function Γ(x). Later, also
Pochhammer symbols or binomial coefficients are used which can be rewritten in terms of Gamma-functions.
with t ∈ Z by using formulas such as [23]
Γ(k+1+ ε¯) =
Γ(k)Γ(1 + ε¯)
B(k, 1 + ε¯)
and B(k, 1+ ε¯) =
1
k
exp
(
∞∑
i=1
(−ε¯)i
i
Si(k)
)
=
1
k
∞∑
i=0
(−ε¯)iS1, . . . ,1︸ ︷︷ ︸
i
(k)
with ε¯ = rε for some r ∈ Q. Here B(x, y) = Γ(x)Γ(y)/Γ(x + y) denotes the Beta-function and
S1, . . . ,1(n) is a special instance of the harmonic sums [35, 36] defined by
Sc1,...,cr(k) =
k∑
i1=1
sign(c1)
i1
i
|c1|
1
i1∑
i2=1
sign(c2)
i2
i
|c2|
2
· · ·
ir−1∑
ir=1
sign(cr)
ir
i
|cr |
r
(5)
with c1, . . . , cr being nonzero integers. If there are no poles
2 withing the summation range, one
can apply the summation signs to each of the coefficients in (4). I.e., the ith coefficient of the
ε-expansion (2) of (3) can be written in the form
Ii(n) =
∞∑
n1=1
...
∞∑
nr=1
L1(n)∑
k1=1
...
Lv(n,k1,...,kv−1)∑
kv=1
l∑
i=1
Fi(n, n1, . . . , nr, k1, . . . , kv) (6)
where the summand is given by hypergeometric terms (e.g., in terms of the Gamma-function) and
harmonic sums that arise in the numerators. Then the essential problem is the simplification of
these sums to special functions, like, e.g., harmonic sums (5), generalized harmonic sums [37, 38]
Sc1,...,cr(x1, . . . , xr; k) =
k∑
i1=1
xi11
ic11
i1∑
i2=1
xi22
ic22
· · ·
ir−1∑
ir=1
xirr
icrr
(7)
with ci ∈ N \ {0} and xi ∈ R \ {0}, or cyclotomic harmonic sums [39]
S(a1,b1,c1),...,(ar,br ,cr)(x1, ..., xr; k) =
k∑
i1=1
xi11
(a1i1 + b1)c1
i1∑
i2=1
xi22
(a2i2 + b2)c2
· · ·
ir−1∑
ir=1
xirr
(arir + br)cr
(8)
where the ai, ci are positive integers, the bi are non-negative integers with ai > bi, and
xi ∈ R \ {0}. More generally, also binomial sums might arise [40]; for a detailed survey see [41].
For special cases (i.e., if the Gamma-functions in (3) arise in certain form), this simplification
can be carried out with efficient methods; see, e.g., [35, 37, 42]. For more general classes the
algorithms and packages presented in this article have been heavily used [29, 40, 43–52].
The backbone of all these calculations are the summation tools of Sigma based on difference
fields. In Section 2 we will get a glimpse of how the difference field machinery works and
elaborate the crucial summation techniques based on this approach.
In order to apply these tools systematically, the package EvaluateMultiSums [8, 21] has been
developed. In this way, one obtains a completely automatic method to simplify multi-sums of
the form (6) in terms of indefinite nested product-sums expressions covering as special cases the
sums (5), (7) and (8). The underlying ideas of this package are presented in Section 3.
During our calculations, e.g., in [40, 49, 52] we were faced with expressions with several thousand
multi-sums. In order to assist this mass-production the package SumProduction [20] has been
developed. In particular, it contains a multi-sum simplifier (again based on the package Sigma)
that crunches such large expressions to few master sums and the EvaluateMultiSums package
is only applied to those sums. In addition, a useful framework is provided to apply all the
calculations in parallel on distributed machines. This latter package is presented in Section 4. A
conclusion of the symbolic summation approach in difference fields and the produced packages
is given in Section 5.
2 If there are poles, these extra evaluations are treated separately by first plugging the values into f and by
expanding this expression afterwards.
2. Symbolic summation in difference fields: the Sigma package
An important milestone of symbolic summation is Gosper’s telescoping algorithm [53]: given
a hypergeometric expression3 f(k), it finds –in case of existence– a hypergeometric expression
g(k) such that the telescoping equation
f(k) = g(k + 1)− g(k) (9)
holds. Then given g(k), one can sum (9) over k and obtains, e.g., the identity
a∑
k=1
f(k) = g(a+ 1)− g(1). (10)
Moreover, the breakthrough concerning applications was lead by Zeilberger’s extension of
Gosper’s algorithm to creative telescoping [12] in the framework of his holonomic system
approach [54]: it enables one to derive recurrence relations for definite hypergeometric sums. In
particular, solving such recurrences in terms of hypergeometric expressions [13] gave rise to the
following toolbox: given a definite proper hypergeometric sum, one can decide algorithmically if
it can be simplified in terms of a linear combination of hypergeometric expressions. For details
on this machinery we refer to the pioneering book [14]; for a most recent point of view see [55]. In
the last decades many further improvements and generalizations have been accomplished, like,
e.g., for holonomic sequences [34, 56], for non-holonomic sequences like the Stirling numbers [57]
or for expressions represented in terms of difference fields. The latter approach started with
Karr’s telescoping algorithm in ΠΣ∗-fields [1]. There one can treat indefinite nested product-
sums in a very elegant way; for details see, e.g.,[8].
Definition. Let f(k) be an expression that evaluates at non-negative integers (from a certain
point on) to elements of a field K containing as subfield the rational numbers Q. Then f(k) is
called indefinite nested product-sum expression w.r.t. k (over K) if it is composed by elements
from the rational function field K(k), the four operations (+,−, ·, /), and indefinite sums and
products of the type
∑k
i=l h(i) or
∏k
i=l h(i) where l ∈ N and where h(i) is an indefinite nested
product-sum expression w.r.t. i over K which is free of k.
Typical examples are the sums given in (5), (7) and (8).
2.1. The basic mechanism in difference fields
The basic ideas in the setting of difference fields are presented. This part can be omitted by
those readers who are mainly interested in the application of the summation tools.
Consider the following indefinite summation problem: simplify
∑n
k=1 f(k) with f(k) =
k S1(k) where S1(k) =
∑k
i=1
1
i
denotes the k-th harmonic numbers. To accomplish this task, we
hunt for a solution g(k) in terms of S1(k) such that (9) holds. In terms of the shift operator Sk
w.r.t. k equation (9) reads as follows:
f(k) = Skg(k)− g(k). (11)
First, the summation objects will be represented step by step in a field F, and along with that
the shift operator Sk is rephrased by a field automorphism σ : F→ F.
i) We start with the rational numbers Q and define the (only possible) field automorphism
σ : Q→ Q with σ(q) = q for all q ∈ Q.
3 A sequence f(k) (resp. an expression that evaluates to a sequence) is called hypergeometric if there is a rational
function r(x) and a λ ∈ N such that r(k) = f(k+1)
f(k)
for all k ∈ N with k ≥ λ.
ii) Next, we need to model k with the shift behavior Skk = k + 1: Since all elements in Q
are constant (i.e., σ(q) = q for all q ∈ Q), we adjoin a variable t1 to Q and extend the
automorphism to σ : Q(t1)→ Q(t1) with σ(t1) = t1 + 1. In other words, for f ∈ Q(t1) the
element σ(f) is obtained by replacing any occurrence of t1 by t1 + 1.
iii) Finally, we represent S1(k) with the shift behavior SkS1(k) = S1(k) +
1
k+1 : First, we try
to find such an element in Q(t1), i.e., we look for a γ ∈ Q(t1) such that σ(γ) = γ +
1
t1+1
or
equivalently σ(γ) − γ = 1
t1+1
holds. Using our telescoping algorithms from [58] (or, e.g.,
Gosper’s algorithm) proves that such an element γ does not exist. Therefore we adjoin
the variable t2 to Q(t1) and extend the automorphism σ : Q(t1)(t2)→ Q(t1)(t2) subject to
σ(t2) = t2 +
1
t1+1
. In other words, for f ∈ Q(t1)(t2) the element σ(f) can be calculated by
replacing any occurrences of t1 by t1 + 1 and of t2 by t2 +
1
t1+1
.
In short, we have constructed a difference field (F, σ) with the rational function field F =
Q(t1)(t2) together with a field automorphism σ. There k and S1(k) are represented by t1 and
t2, respectively, and the shift operator Sk with Skk = k + 1 and SkS1(k) = S1(k) +
1
k+1 is
reflected by σ. In this setting, f(k) is given by φ = t21 t2 and one seeks γ ∈ Q(t1)(t2) such that
φ = σ(γ) − γ. With our algorithm we calculate γ = 14(t1 − 1)t1
(
2t2 − 1
)
which delivers the
solution g(k) = 14(k − 1)k
(
2S1(k) − 1
)
for (11) and thus for (9). As a consequence we get (10)
which produces the simplification
n∑
k=1
kS1(k) =
1
4
(
2n(n + 1)S1(n)− (n− 1)n
)
. (12)
Summarizing, we applied the following strategy; for more details we refer to [8].
(1) Represent the involved indefinite nested product-sum expressions, whose evaluation leads to
elements from a field K, in a difference field (F, σ). Here F = K(t1) . . . (te) is a rational function
field where the generators ti represent the sums and products. Moreover, the shift behavior of
the objects is described by a field automorphism σ : F→ F where for 1 ≤ i ≤ e either the sum
relation σ(ti) = ti+ai or the product relation σ(ti) = ai ti with 0 6= ai ∈ Fi−1 := K(t1) . . . (ti−1)
hold. As indicated in the example above, it is crucial that a new variable ti with σ(ti) = ti+ai
(similar for products) is only adjoined to Fi−1 if there is no γ ∈ Fi−1 with σ(γ) = γ+ai. Exactly
this problem is solvable [1]; for improved algorithms see [3, 58] and references therein.
(2) Solve the underlying summation problem (e.g., again telescoping, but also parameterized
telescoping and recurrence solving given below) in this setting.
(3) Reformulate the solution to an expression in terms of indefinite nested product-sum
expressions that yields a solution of the given summation problem.
Exactly this construction produces difference fields (K(t1) . . . (te), σ) whose constants remain
unchanged; see [1, 9, 59]. Difference fields with this property are also called ΠΣ∗-fields. Formally,
they can be defined as follows.
Definition. Let F be a field with characteristic 0 (i.e., the rational numbers are contained
as sub-field) and let σ be a field automorphism of F. The constant field of F is defined by
K = {f ∈ F|σ(f) = f}. A difference field (F, σ) with constant field K is called a ΠΣ∗-field
if F = K(t1) . . . (te) where for all 1 ≤ i ≤ e each Fi = K(t1) . . . (ti) is a transcendental field
extension of Fi−1 = K(t1) . . . (ti−1) (we set F0 = K) and σ has the property that σ(ti) = a ti or
σ(ti) = ti + a for some a ∈ Fi−1.
In conclusion, all the summation paradigms presented in the next subsections rely on this
mechanism: Reformulate the given problem in a ΠΣ∗-field (or ring), solve it there and formulate
the result back such that it is a solution of the input problem. In the following we will give
an overview of Sigma’s symbolic summation toolbox that is based on the difference field (resp.
ring) approach introduced above.
2.2. Simplification of indefinite nested product-sum expressions
Whenever Sigma deals with indefinite nested product-sum expressions, in particular when it
outputs such expressions, the following problem is solved implicitly.
Problem EAR: Elimination of algebraic relations. Given an indefinite nested product-
sum expression f(k). Find an indefinite nested product-sum expression F (k) and λ ∈ N such
that f(k) = F (k) for all k ≥ λ and such that the occurring sums are algebraically independent.
As worked out above, the following mechanism is applied: f(k) is rephrased in a suitable
ΠΣ∗-field (K(t1) . . . (te), σ) (or ring); this is accomplished by solving iteratively the telescoping
problem. Here the sums (similarly the products) are represented by the variables ti. Finally,
reinterpreting the ti as sums produces an alternative expression F (k) of f(k) where the occurring
sums are algebraically independent; the solution to this problem relies on results of [7] and
is worked out in detail in [8]. We remark that that the found relations for harmonic sums,
cyclotomic sums and generalized harmonic sums coincide with the derived relations [38, 39, 60, 61]
that are obtained by using the underlying quasi-shuffle algebras [35, 37, 62].
E.g., after loading the Sigma package into Mathematica:
In[1]:= << Sigma.m
Sigma − A summation package by Carsten Schneider c© RISC
the simplification in (12) can be accomplished as follows4:
In[2]:= SigmaReduce[
n∑
k=1
kS[1, k],n]
Out[2]=
1
4
(
2n(n + 1)S[1, n]− (n− 1)n
)
Here the sum
∑n
k=1 k S1(k) has been reduced in terms of the objects k and S1(k). In particular,
by difference field theory it follows that the sequence given by S1(k) is transcendental (resp.
algebraically independent) over the rational sequences, i.e., the sequences that one obtains by
evaluating the elements of Q(k).
In particular, using improved telescoping algorithms, the underlying ΠΣ∗-field can be
constructed in such a way that the sums are given with certain optimality criteria.
Refined telescoping. Given an indefinite nested product-sum expression f(k).
Find an indefinite nested product-sum expression g(k) such that (9) holds and such that g(k)
is as “simple” as possible.
Then summing the found equation (9) over k yields, e.g., the identity (10) where also the right
hand side is as simple as possible. Subsequently, we present the main features of Sigma; some of
these simplifications are carried out by default, some must be activated explicitly (see below).
2.2.1. Sum representations with optimal nesting depth The found expression F (k) can be given
with minimal nesting depth and for any occurring sum in F (k) there is no other indefinite nested
sum representation with lower nesting depth; for details see [2–4]. A typical example is as follows.
In[3]:= SigmaReduce[2n
n∑
i=1
1
i
i∑
j=1
1
2j
j∑
k=1
2
k
k
k∑
l=1
1
2l
,n]
Out[3]= 2n
(( n∑
i=1
1
i
)2
+
( n∑
i=1
1
2ii
) n∑
i=1
1
i
+
n∑
i=1
1
i2
+
n∑
i=1
1
2ii2
− 3
n∑
i=1
i∑
j=1
1
2jj
i
−
n∑
i=1
1
2i
i∑
j=1
2j
j
i
)
Here the product 2n =
∏n
i=1 2 and the arising sums are algebraically independent over the
rational sequences, and the sums have minimal nesting depth. In particular, the expression
4 Here S[c1, . . . , cr, k] denotes the harmonic sum (5).
in Out[3] cannot be written in terms of indefinite nested sums with lower nesting depth. Similarly,
the following sum expression can be reduced to its optimal nesting depth.
In[4]:= SigmaReduce[
a∑
k=0
( k∑
j=0
xj(n
j
)
)2
]
Out[4]=
−2xa+1(a + 1)
(x+ 1)
(
n
a
)
a∑
i1=0
xi1(
n
i1
) + (n+ x+ 1)
x+ 1
a∑
i1=0
x2i1(
n
i1
)
2
+
(x − 1)
x+ 1
a∑
i1=0
x2i1i1(
n
i1
)
2
+
(ax+ a− n+ 2x)
x+ 1
( a∑
i1=0
xi1(
n
i1
)
)
2
We emphasize that this depth-optimal representation leads to efficient algorithms for telescoping,
creative telescoping and recurrence solving; for details we refer to [3, 63]. Thus by efficiency
reasons this feature of Sigma is activated by default.
2.2.2. Reducing the number of objects and the degrees in the summand The depth-optimal
representation can be refined further as follows: find an alternative sum representation such
that for the outermost summands the number of occurring objects is as small as possible. This
problem was originally solved in [5]. For a more efficient and simplified algorithm see [58].
E.g., in the following example we can eliminate S1(k) from the summand:
In[5]:= SigmaReduce[
a∑
k=0
(−1)kS[1, k]2
(n
k
)
, a,SimplifyByExt→ DepthNumber]
Out[5]= −(a− n)
(
n2S[1, a]2 + 2 n S[1, a] + 2
) (−1)a(n
a
)
n3
−
2
n2
−
1
n
a∑
i1=1
(−1)i1
i1
( n
i1
)
Furthermore, one can calculate representations such that the degrees (w.r.t. the top extension
of a ΠΣ∗-field) in the numerators and denominators of the summands are minimal [6]:
In[6]:= SigmaReduce[
a∑
k=0
(−1)kS[1, k]3
(n
k
)
]
Out[6]= −
3
n2
a∑
i1=1
(−1)i1
(
n
i1
)
i1
−
3
n
a∑
i1=1
(−1)i1
(
n
i1
)
S[1, i1]
i1
+
1
n
a∑
i1=1
(−1)i1
(
n
i1
)
i21
+ (−1)a
(n
a
)(6(n − a)
n4
+
6(n − a)S[1, a]
n3
−
3(a− n)S[1, a]2
n2
+
(n− a)S[1, a]3
n
)
−
6
n3
For algorithms dealing with the product case we point to [64, 65].
2.2.3. Minimal degrees w.r.t. the summation index By default Sigma outputs sums such
that the denominators have minimal degrees w.r.t. the summation index (i.e., if possible, the
denominator w.r.t. the summation index is linear). This feature is of particular importance to
rewrite sums in terms of harmonic sums and their generalized versions. A typical example is
In[7]:= SigmaReduce[
a∑
k=1
( −2 + k
10(1 + k2)
+
(1− 4k− 2k2)S[1, k]
10(1 + k2)(2 + 2k + k2)
+
(1− 4k− 2k2)S[3,k]
5(1 + k2)(2 + 2k + k2)
)
, a]
Out[7]=
a2 + 4a+ 5
10(a2 + 2a + 2)
S[1, a]−
(a− 1)(a + 1)
5(a2 + 2a + 2)
S[3, a]− 2
5
a∑
k=1
1
k2
2.3. The summation paradigms for definite summation
Definite sums over indefinite nested product sums5, like
A(n) =
n∑
k=0
(
n
k
)
S1(k)
2 =
n∑
k=0
( k∏
i=1
n+ 1− i
i
)( k∑
i=1
1
i
)2
, (13)
can be handled by the following summation paradigms (see Fig. 1).
2.3.1. Finding recurrences by parameterized (creative) telescoping First, there is the following
tool in the setting of ΠΣ∗-fields to obtain recurrences; for the most recent summary see [58].
5 Definite means that the upper bound is ∞ or consists of parameters that occur also inside of the sum.
Figure 1. Sigma’s summation spiral; see [10].
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Problem PT: Parameterized Telescoping. Given indefinite nested product-sum
expressions f0(k), . . . , fδ(k). Find constants a0, . . . , aδ , not all 0 and all free of k, and find
an indefinite nested product-sum expression g(k) being not more complicated than the fi(k)
such that
a0 f0(k) + a1 f1(k) + · · · + aδ fδ(k) = g(k + 1)− g(k). (14)
For simplicity suppose that the found relation (14) holds for 0 ≤ k ≤ a. Then by telescoping
one gets, e.g., the sum relation
a0
a∑
k=0
f0(k) + a1
a∑
k=0
f1(k) + · · · + aδ
a∑
k=0
fδ(k) = g(a+ 1)− g(0) (15)
where the right hand side is simpler than the sums of the left hand side.
Specializing to fi(k) := f(n + i, k) for a bivariate expression yields the creative telescoping
paradigm. Here one loops over6 δ = 0, 1, 2, . . . and tries to solve the corresponding parameterized
telescoping problem. If the method stops, then we can deduce (15), i.e., we obtain the recurrence
a0(n)A
′(n) + a1(n)A
′(n+ 1) + · · ·+ aδ(n)A
′(n+ δ) = g(a+ 1)− g(0)
for the sum A′(n) =
∑a
k=0 f(n, k). To this end, specializing a = n and taking care of extra
terms yield a recurrence for the sum A(n) =
∑n
k=0 f(n, k) of the form
a0(n)A(n) + a1(n)A(n + 1) + · · · + aδ(n)A(n+ δ) = h(n). (16)
E.g., take fi(k) =
(
n+i
k
)
S1(k)
2 =
∏i
j=1
n+j
n−k+j
(
n
k
)
S1(k)
2. Then we find a parameterized
telescoping solution (14) for δ = 4. Performing the steps above, we finally get a recurrence
of order 4 for our sum (13). All these steps can be carried out for A(n) = SUM[n] as follows:
In[8]:= mySum =
n∑
k=1
(n
k
)
S[1, k]2;
In[9]:= rec = GenerateRecurrence[mySum,n][[1]]
Out[9]= 8(n + 1)(n + 3)SUM[n]− 4
(
5n2 + 25n + 29
)
SUM[n+ 1] + 2(3n + 8)(3n + 10)SUM[n+ 2]
−
(
7n2 + 49n + 86
)
SUM[n+ 3] + (n + 4)2SUM[n+ 4] = 1
We remark that the refined telescoping algorithms from Subsection 2.2 provide also refined
tools for parameterized/creative telescoping [3, 58]. E.g., for our sum (13) we can calculate a
recurrence of order 2 instead of order 4 by using extra sum extensions:
6 Note that the special case δ = 0 is telescoping.
In[10]:= GenerateRecurrence[mySum,n, SimlifyByExt→ DepthNumber][[1]]
Out[10]= 4(n + 1)SUM[n]− 2(2n + 3)SUM[n+ 1] + (n ∗ 2)SUM[n+ 2] ==
(3n+ 4)
n+ 2
n∑
i1=0
(
n
i1
)
1+ n− i1
+
n∑
i1=1
(
n
i1
)
i1
+
1
n+ 2
Note that the found sums on the right hand side are definite. Simplifying these sums (by using
just the methods that we describe here), we end up at the recurrence
4(n+ 1)A(n) − 2(2n + 3)A(n + 1) + (n+ 2)A(n + 2) = S1(2;n)− S1(n) +
2n+1(3n+4)−(2n+3)
(n+1)(n+2) .
Usually such shorter recurrences are easier to solve. In order to demonstrate the summation
tools below, we will continue with the recurrence given in Out[9].
2.3.2. Solving recurrences Next, we can apply the following recurrence solver [66] which is
based on [33, 67] and generalizes ideas of [13, 68].
Problem RS: Recurrence Solving.
Given a recurrence of the form (16) where the coefficients ai(n) and h(n) are given in terms
of indefinite nested product-sum expressions. Find all solutions that are expressible in terms
of indefinite nested product sum expressions.
This solver finds, if possible, a particular solution of (16) in terms of indefinite nested product-
sum expressions; and it finds a linear independent set of expressions in terms of indefinite nested
product-sums with the following property: their linear combinations produce all solutions of the
homogeneous version of (16) that can be expressed in terms of indefinite nested product-sum
expressions. The sequences generated by these solutions are called d’Alembertian solutions, a
subclass of Liouvillian solutions [69]. For details dealing with the rational case see [70].
E.g., by executing the following command with the recurrence rec=Out[9]
In[11]:= recSol = SolveRecurrence[rec,SUM[n], IndefiniteSummation→ False]
Out[11]= {{0, 2n}, {0, 2n
n∑
i=1
1
i
}, {0, 2n
n∑
i=1
i∑
j=1
1
2j
i
}, {0, 2n
n∑
i=1
i∑
j=1
1
2j
j∑
k=1
2k
k
i
}, {1, 2n
n∑
i=1
i∑
j=1
1
2j
j∑
k=1
2
k
k∑
l=1
1
2l
k
i
}}
we obtain the general solution
2n
[
c1+c2
n∑
i=1
1
i
+c3
n∑
i=1
1
i
i∑
j=1
1
2j
+c4
n∑
i=1
1
i
i∑
j=1
1
2j
j∑
k=1
2k
k
+
n∑
i=1
1
i
i∑
j=1
1
2j
j∑
k=1
2k
k
k∑
l=1
1
2l
]
, c1, c2, c3, c4 ∈ Q.
By construction the solutions are highly nested: e.g., the depth of the particular solution equals
usually the recurrence order plus the nesting depth of the inhomogeneous part of the recurrence.
It is therefore a crucial (and often the most challenging) task to simplify these solutions further
by solving Problem EAR and applying the refined telescoping algorithms from Subsection 2.2.
For the simplification of the particular solution see Out[3] from above. With Sigma the recurrence
rec given in Out[9] is solved (see Problem RS) and the found solutions are simplified (with the
default options) by the following function call:
In[12]:= recSol = SolveRecurrence[rec,SUM[n]]
Out[12]= {{0, 2n}, {0, 2n
n∑
i=1
1
i
}, {0, 2n
(
2
n∑
i=1
1
i
− 2
n∑
i=1
1
2ii
)
}, {0, 2n
(( n∑
i=1
1
i
)2
+
n∑
i=1
1
i2
−
n∑
i=1
1
2ii
i∑
j=1
2
j
j
)
},
{1, 2n
(( n∑
i=1
1
i
)2
+
n∑
i=1
1
i2
+
( n∑
i=1
1
i
) n∑
i=1
1
2ii
+
n∑
i=1
1
2ii2
−
n∑
i=1
1
2ii
i∑
j=1
2j
j
− 3
n∑
i=1
1
i
i∑
j=1
1
2jj
)
}}
Example. In [45, 46] we computed a large amount of initial values (up to 3500) of the massless
Wilson coefficients to 3-loop order for individual color coefficients by taking the result given
in [71]. Next, we guessed recurrences of minimal order for these coefficients by using Kauer’s
package Guess [72]. Then, e.g., the largest recurrence of order 35 could be solved completely
in about 1 day. This yielded 35 linearly independent solutions in terms of sums up to nesting
depth 34. To this end, their simplifications in terms of harmonic sums took about 5 days.
2.3.3. Combining the solutions Finally, we take the linear combination of the homogeneous
solutions (the entries with a 0) plus the particular solution (the entry with a 1) such that it
agrees with A(n) for n = 1, 2, 3, 4. This combination can be calculated by calling the function
In[13]:= sol = FindLinearCombination[recSol,mySum,n, 4]
Out[13]= 2n
(( n∑
i=1
1
i
)2
+
n∑
i=1
1
i2
+
( n∑
i=1
1
i
) n∑
i=1
1
2ii
+
n∑
i=1
1
2ii2
−
n∑
i=1
1
2ii
i∑
j=1
2j
j
− 3
n∑
i=1
1
i
i∑
j=1
1
2jj
)
Since the sum (13) and the derived expression in Out[13] agree for n = 1, 2, 3, 4 and since both
are solutions of the recurrence Out[9], they evaluate to the same sequence for all n ∈ N.
In order to rewrite the found expression Out[13] in terms of harmonic sums and their
generalized versions, we load in the HarmonicSums package and execute the following function
In[14]:= << HarmonicSums.m
HarmonicSums by Jakob Ablinger −− c© RISC
In[15]:= TransformToSSums[sol]
Out[15]= 2n
(
S[1, n]2 + S[2, n] + S[1, n]S[1, { 1
2
}, n]
)
+ S[2, { 1
2
}, n]− S[1, 1, { 1
2
, 2}, n]− 3S[1, 1, {1, 1
2
}, n]
)
To sum up, using the summation paradigms given in Fig. 1, we computed for the definite
sum (13) the closed form in terms of generalized harmonic sums:
A(n) = 2n
[
S1(n)
2 + S2(n) + S1(n)S1
(
1
2 ;n
)
+ S2
(
1
2 ;n
)
− S1,1
(
1
2 , 2;n
)
− 3S1,1
(
1, 12 ;n
))
]. (17)
Remark. We highlight that all the calculation steps can be verified independently of the way
how the (complicated) algorithms work. In this way, we obtain rigorous computer proofs.
3. Automatic simplification of multiple sums: the EvaluateMultiSums package
Using Sigma’s summation tools (see Fig. 1) the derivation of the right hand side of (17) can be
done completely automatically with the package
In[16]:= << EvaluateMultiSums.m
EvaluateMultiSums by Carsten Schneider − c© RISC
Namely, our sum (13) can be simplified to indefinite nested sums by executing
In[17]:= EvaluateMultiSum[
n∑
k=1
S[1,k]2
(n
k
)
, {{k, 0,n}}, {n}, {0}, {∞}]
Out[17]= 2n
(
S[1, n]2 + S[2, n] + S[1, n]S[1, { 1
2
}, n]
)
+ S[2, { 1
2
}, n]− S[1, 1, { 1
2
, 2}, n]− 3S[1, 1, {1, 1
2
}, n]
)
The underlying method applies systematically the tools of Sigma (taking care of all the different
options to find the optimal treatment) until the simplification is accomplished.
The key point is that this method can be applied iteratively to multiple sums. E.g., in recent
calculations we succeeded in deriving the massive 3-loop OMEs A
(3),NS
qq,Q and A
(3),NS,TR
qq,Q for general
values of N , in particular we obtained the Wilson coefficient L
(3),NS
qq,Q ; for further comments we
refer to [40]. Here one (of many multi-sums) is the hypergeometric quadruple sum
I(ε, n) =
n∑
m=0
m∑
j=0
∞∑
k=0
k∑
i=0
f(ε, n,m, j, k, i) (18)
where the summand is given in terms of Gamma functions and binomial coefficients:
In[18]:= f =
(−1)i+m+1e
−
3εγ
2
(
k
i
)(
m
j
)(
N
m
)
Γ
(
1− ε
2
)
Γ
(
ε
2
)
Γ
(
i− ε
2
)
k!Γ
(
−
ε
2
+i+1
)
Γ
(
−
3ε
2
+i+j+2
) Γ(−ε+i+j+1)Γ
(
k− 3ε
2
)
Γ
(
ε
2
+j+k+1
)
Γ(m+2)Γ(−ε−j+m+1)
Γ
(
ε
2
+m+2
)
Γ
(
−
ε
2
+k+m+2
)
In this instance, the first 5 coefficients I−3(n), . . . , I1(n) of its Laurent series expansion (2) with
t = −3 were needed. For this task (see Section 1) we first expand the summand
f(ε, n,m, j, k, i) = F−3(n,m, j, k, i)ε
−3 + · · ·+ F1(n,m, j, k, i)ε
1 +O(ε2). (19)
Then the coefficients Ii(n) are given by applying the sums to the Fi(n,m, j, k, i). E.g., we
compute F−1(n,m, j, k, i) by using the following function of the package EvaluateMultiSums:
In[19]:= F
−1 = SeriesForProduct[f , {ε,−1,−1}]
Out[19]=
(−1)i+m+12
(
k
i
)(
m
j
)(
n
m
)
(i+ j)!(k− 1)!(j + k)!(m − j)!
i(i + j+ 1)!k!(k+ m+ 1)!
In other words, the main task is to simplify the definite multi-sum
(d)︷︸︸︷
n∑
m=0
(c)︷︸︸︷
m∑
j=0
(b)︷︸︸︷
∞∑
k=0
(a)︷︸︸︷
k∑
i=1
(−1)i+m+12
(
k
i
)(
m
j
)(
n
m
)
(i+ j)!(k − 1)!(j + k)!(m− j)!
i(i+ j + 1)!k!(k +m+ 1)!
; (20)
note that the inner sum (a) starts with i = 1 since there is a pole at i = 0. Exactly here (as
for all the other multi-sums in this context) the presented toolbox can be exploited. The sum
(a) is a definite sum over an indefinite nested product-sum. Therefore we can can activate our
definite summation technology (Fig. 1): try to transform it to an indefinite nested expression
w.r.t. k (which is the summation index of the next sum (b)). Namely, we execute the function7:
In[20]:= sumA = EvaluateMultiSum[F
−1, {{i, 1, k}}, {k, j,m,n}, {0, 0, 0, 2}, {∞,m,n,∞}]
Out[20]= −2
(−1)mm!
(k + m+ 1)!
(( 1
(j+ 1)2k
−
S[1, k]
(j+ 1)k
) (n
m
)
(j+ k)!
j!
−
k!
(
n
m
)
(j + 1)k(j + k+ 1)
)
Given this form, the next sum (b) fits again to our summation paradigm: it is a definite sum
over an indefinite nested product sum-expression w.r.t. k. Hence with the function call
In[21]:= sumB = EvaluateMultiSum[sumA, {{k, 0,∞}}, {j,m,n}, {0, 0, 2}, {m,n,∞}]
Out[21]=
(−1)m
(
n
m
)
(j + 1)(m + 1)
( j∑
i1=1
1
1+ m− i1
)2
− 2
(−1)m
(
n
m
)
(j+ 1)2(m + 1)
j∑
i1=1
1
1+ m− i1
+
2(−1)m
(
n
m
)
(j+ 1)3(m+ 1)
+ (−1)m
(
2
(
n
m
)
(−m)j
(j+ 1)2j!
−
2
(
n
m
)
(j+ 1)(m + 1)
)
S[2, m] +
(−1)m
(
n
m
)
(j + 1)(m + 1)
j∑
i1=1
1(
1+ m− i1
)2 − 2
(−1)m
(
n
m
)
(−m)j
(j+ 1)2j!
j∑
i1=1
i1!
(−m)i1 i
2
1
+ 2
(−1)m
(
n
m
)
(j + 1)(m + 1)
j∑
i1=1
∑i1
i2=1
1
1+m−i2
i1
+ (−1)m
( 2(n
m
)
(j+ 1)(m + 1)
− 2
(
n
m
)
(−m)j
(j+ 1)2j!
)
z2
we obtain an indefinite nested product-sum expression w.r.t. j (if sums are free of j, they are
indefinite nested w.r.t. m, etc.). Again we are ready to apply our summation toolkit:
In[22]:= sumC = EvaluateMultiSum[sumB,{{j, 0,m}}, {m,n}, {0, 2}, {n,∞}]
Out[22]= (−1)m
(
2
(−1)m(−n)m
(m + 1)4m!
+ 2
(−1)m(−n)m
(m + 1)3m!
S[1, m]− 2−
(−1)m(−n)m
(m+ 1)m!
S[2, 1, m]
)
This yields an indefinite nested product sum expression w.r.t. m. To this end, the outermost
sum (d) is transformed to an indefinite nested product-sum expression
In[23]:= sumD = EvaluateMultiSum[sumC, {{m, 0,n}}, {n}, {2}, {∞}]
Out[23]=
2S[2, n]
(n + 1)2
+
2
(n+ 1)4
which is nothing else than the simplification of (20). The full power of this machinery comes
into action if the function is applied in one stroke by the following function call:
7 The free integer parameters k, j,m, n are given explicitly where their lower values are 0, 0, 0, 2 and their upper
values are∞,m, n,∞, respectively. I.e., 0 ≤ k ≤ ∞, 0 ≤ j ≤ m, 0 ≤ m ≤ ∞, 0 ≤ n ≤ ∞. In particular, the given
order k, j,m, n specifies how the sums should be transformed: if a sum depends on k, it should be transformed
to indefinite sums w.r.t. k; if it is free of k, but depends on j, it should be transformed w.r.t. j, etc.
In[24]:= EvaluateMultiSum[F
−1, {{i, 1, k}, {k, 0,∞}, {j, 0,m}, {m, 0,N}}, {n}, {2}, {∞}]
Out[24]=
2S[2, n]
(n + 1)2
+
2
(n+ 1)4
More generally, we can deal with the following problem.
Problem EMS: EvaluateMultiSum. Given
F (~m) =
L1(~m)∑
k1=l1
...
Lv(~m,k1,...,kv−1)∑
kv=lv
f(~m, k1, . . . , kv) (21)
with an indefinite nested product-sum expression f w.r.t. kv , integer parameters ~m =
(m1 . . . ,mr); li ∈ N and Li(. . . ) stands for ∞ or a linear combination of the involved
parameters with integer coefficients. Find an indefinite nested product-sum expression7 F¯ (~m)
which evaluates to the same expression as F (~m, n).
7 If a sum depends on mr, it should occur only in the outermost bound. If it is free of mr, but depends on
mr−1, the parameter mr−1 should only occur in the outermost bound, etc.
Moreover, if one uses, e.g., the option ExpandIn→ {ε,−3, 1} also the expansion feature is applied,
i.e., first the summand (19) is expanded and afterwards the summation machinery is applied.
More precisely, with the following function call we arrive at the coefficients I−3(n), . . . , I1(n) in
terms of harmonic sums and the Riemann Zeta values zi = ζ(i) =
∑∞
k=1 1/k
i:
In[25]:=EvaluateMultiSum[f, {{i, 0, k}, {k, 0,∞}, {j, 0,m}, {m, 0,N}}, {n}, {2}, {∞},ExpandIn→{ε,−3, 1}]
Out[25]= {−
8
3(n + 1)2
,−
8S[1, n]
3(n + 1)2
,−
2SS[1, n]2
3(n + 1)2
−
2S[2, n]
3(n+ 1)2
−
z2
(n + 1)2
−
8
3(n + 1)4
,
−
S[1, n]3
9(n + 1)2
+
(
−
S[2, n]
(n+ 1)2
−
8
3(n + 1)4
)
S[1, n]−
z2S[1, n]
(n+ 1)2
−
8S[3, n]
9(n + 1)2
−
2S[2, 1, n]
3(n + 1)2
−
5z3
3(n+ 1)2
,
−
S[1, n]4
72(n + 1)2
+
(
−
S[2, n]
4(n + 1)2
−
2
3(n+ 1)4
)
S[1, n]2+
( S[2, n]
(n+ 1)3
+
2S[3, n]
9(n + 1)2
−
S[2, 1, n]
(n + 1)2
)
S[1, n]−
3S[2, n]2
8(n+ 1)2
−
23z22
16(n + 1)2
−
2S[2, n]
3(n+ 1)4
+
S[3, n]
(n + 1)3
+
S[3, n]
12(n + 1)2
−
S[2, 1, n]
(n + 1)3
−
5S[3, 1, n]
3(n + 1)2
+
5S[2, 1, 1, n]
3(n + 1)2
+
(
−
S[1, n]2
4(n + 1)2
−
S[2, n]
4(n + 1)2
−
1
(n+ 1)4
)
z2+
( 2
(n + 1)3
−
5S[1, n]
3(n+ 1)2
)
z3 −
8
3(n+ 1)6
}
We remark that during these calculations exceptional points at the summation borders are
carefully treated (like, e.g., the point i = 0 that does not hold for the sum representation (20)).
As demonstrated above, the definite summation spiral in Fig. 1 (finding a recurrence, solving
the recurrence, combining the recurrence using initial values8) is applied iteratively from inside
to outside, and the corresponding sums are transformed stepwise to indefinite nested product-
sum expressions. For a description of the full method we refer to [20, 58]. Here we want to stress
the following aspect: For an arbitrary input, the method might fail. First, there might not exist
a recurrence for a certain subproblem. However, for Feynman integrals as given in Section 1 the
arising multi-sums have the appropriate shape to guarantee that the recurrence finder is always
successful; this follows by ideas from [14, 27, 30, 31]. Here only time and space resources might
be the bottleneck. Second, our recurrence solver might fail to find sufficiently many solutions
in terms of indefinite nested product-sum expressions. And exactly here the miracle happens
–at least for the classes of Feynman integrals that we considered so far: Problem RS produces
usually the full solution space for the occurring recurrences. Consequently, the solutions can be
always combined to an alternative representation for the input sum. In summary, the presented
method works very well for big classes of Feynman integrals.
8 The initial values (e.g., n = 1, 2, 3) can be obtained by the same method (with one parameter less); see [73]. As
a consequence, we find indefinite nested product-sum expressions which usually simplify to multiple zeta values,
infinite versions of S-sums or cyclotomic sums. Then techniques from [35, 38, 39, 74] are heavily needed to rewrite
the constants in this special form and to express them in terms of constants such that no further algebraic relations
are known. In order to deal with such problems, Ablinger’s HarmonicSums package is used.
4. Crunching sums and mass production: the package SumProduction
So far we presented symbolic summation technologies and the related packages that enables one
to simplify multi-sums to expressions in terms of indefinite nested product-sum expressions. For
various situations, in particular for our 2-loop calculations [44] (based on a careful preparation
of my cooperation partners) and case studies of massive 3-loop scalar ladder integrals [29], this
toolbox was sufficient to perform the necessary calculations.
However, in 3-loop calculations for complete physical problems in QCD the number of the
occurring sums grows substantially, i.e., several thousands, even up to several hundred thousands
of sums have to be simplified. Typical examples are, e.g., the calculations of the first two
complete Wilson coefficients LPSqq,Q and L
S
g for general values of the Mellin variable n; see [49].
Further examples are the current calculations of 3-loop graphs with two fermionic lines of equal
mass and diagrams with two massive lines of different mass (for charm and bottom quarks); for
examples see [40].
For all these problems the additional package SumProduction was heavily used to perform
these large scale problems. Subsequently, the feature and usage of the package will be illustrated
by the 3-loop corrections of O(nfT
2
FCA,F ) to the massive OMEs with local operator insertions
on the gluonic lines, Agq,Q and Agg,Q at general values of the Mellin variable n [52]. One of
the larger expressions (actually, it is one of the smallest examples in comparison to the other
examples mentioned above) was produced with the help of FORM [75, 76]. I.e., it is a 2 GB
expression of 2419 multi–sums. Each of them can be treated by EvaluateMultiSum, like e.g.,
In[26]:= EvaluateMultiSum[
pi2ε+3e
−
3γε
2 (−1)j1(j2+1)Γ(2−ε)Γ( ε2+2)Γ(−
3ε
2 )Γ(−
ε
2
+j1+4)Γ(−j1+n−2)Γ(ε−j1−j2+n−5)
(ε−10)(ε−8)(ε−2)εΓ(52−ε)Γ
(
ε+5
2
)
Γ( ε2+n+1)Γ(−j1−j2+n−4)
,
{{j2, 0,n− j1 − 6}, {j1, 0,n− 5}}, {n}, {5},ExpandIn→ {ε,−3,−1}]
Out[26]=
{
0,
16(−1)n
(
3n2 + 12n+ 11
)
135(n + 1)(n + 2)2(n+ 3)2
−
16
(
n8 + 6n7 − 6n6 − 80n5 − 81n4 + 178n3 + 274n2 − 4n− 96
)
45(n − 2)(n − 1)2n2(n+ 1)(n + 2)2(n+ 3)2
16
(
n2 − n− 8
)
45(n − 1)n(n + 2)(n + 3)
S[1, n],−
8
(
n2 − n− 8
)
45(n− 1)n(n + 2)(n + 3)
S[2, n] +
2(−1)n(187n + 127)
(
3n2 + 12n+ 11
)
c
2025(n + 1)2(n+ 2)2(n + 3)2
+
( 2(17n6 − 231n5 + 121n4 + 2063n3 − 1458n2 − 2432n + 960)
675(n − 2)(n − 1)2n2(n+ 1)(n + 2)(n + 3)
−
16(−1)n
(
3n2 + 12n + 11
)
135(n + 1)(n + 2)2(n+ 3)2
)
S[1, n]
+
2
(
43n12+112n11+263n10−216n9−11309n8−16476n7+55837n6+78164n5−95178n4−116688n3+51784n2+30624n−23040
)
675(n−2)2(n−1)3n3(n+1)2(n+2)2(n+3)2
}
For details on the calculation steps for this particular sum we refer to [20]. Similarly, all the
other sums could be treated step by step with a lot of computer resources. However, as worked
out in [20] we can do it much better by using the toolbox of the package
In[27]:= << SumProduction.m
SumProduction − AsummationpackagebyCarstenSchneider c© RISC − Linz
4.1. Reduction to master sums.
First, we reduce the 2 GByte expression (stored in expr and being valid for n ≥ 6) to master
sums (resp. key sums) with the function call
In[28]:= compactExpr = ReduceMultiSums[expr, {n}, {6}, {∞}];
The reduced expression compactExpr is only 7.6 MByte large and it required 6 hours and 53
minutes to obtain this reduction.
Problem RMS: ReduceMultiSums. Given a linear combination of definite multi-sums8
over indefinite nested product-sum expressions as given in (21). Compactify the expression,
i.e., express the summands with objects such that no algebraic relations remain. In particular,
synchronize the summation bounds and merge the sums to master sums.
8 I.e., the sums can be of the form (3) like in our concrete example In[26], or the summands might also involve,
e.g., harmonic sums in the numerators; cf. (6). In addition, further regulators (like ε) might be involved.
In this routine the merging can be done in different ways. By default, the summands are tried
to be given in the form r tm11 . . . t
mr
r where the ti are indefinite nested sums or products, mi ∈ Z
and r is a rational function where the numerator and denominator are co-prime.
In our concrete example the 2419 sums are synchronized w.r.t. the occurring summation
ranges (taking for each class the maximum of the lower bounds and the minimum of the upper
bounds). As result, we obtained only 4 sums with synchronized ranges
n−5∑
i2=5
i2∑
i1=0
h1(ε, n, i2, i1),
n−5∑
i2=0
n−i2−5∑
i1=0
h2(ε, n, i2, i1),
n−5∑
i1=5
h3(ε, n, i1),
∞∑
i1=0
h4(ε, n, i1)
plus a large term free of summation quantifiers. Next, all the occurring Pochhammer symbols,
factorials/Γ-functions, and binomials are written in a basis of algebraically independent objects
plus the extra object (−1)n (if necessary); for details see Problem EAR in Subsection 2.2. Finally,
the expressions are split further to get the form
∑
h(n, (i2, )i1, ε)∗r(n, (i2, )i1, ε) or h(n, ε)∗r(n, ε)
where h stands for a (proper) hypergeometric term in n (and i1, i2), i.e., being a product of
binomials/factorials/Pochhammers in the numerator and denominator, and r(n, (i2, i1), ε) being
a rational function in n, ε (and i1, i2); note that r might fill several pages. As final result we
obtain an expression with only 29 sums and 15 terms being free of sums.
4.2. Automatic computation of the ε–expansions (in parallel)
Finally, the sums are simplified with EvaluateMultiSums. In particular, the coefficients of
the required Laurent series expansion can be derived. In order to perform this calculation
automatically, the following function call can be applied:
In[29]:= ProcessEachSum[compactExpr, {n}, {6}, {∞},ExpandIn→ {ε,−3, 0}]
It sequentially applies EvaluateMultiSum with the corresponding input parameters to the
occurring multi-sums in compactExpr. In our concrete example this step took in total 2 hours
and 35 minutes.
Often the evaluation of one sum (in particular, for triple and quadruple sums) takes several
hours. In order to utilize the benefit of the available computers, we emphasize that this function
can be executed simultaneously with different Mathematica kernels, in particular, on different
machines within a network. Here the following mechanism is applied. Internally, the function
takes the first multi-sum and generates a file with the name SUM1. If the result is computed,
the file is updated with the result. Then the routine continues with the second sum provided
the file SUM2 is not existent on the hard disk. In this way, ProcessEachSum can be executed
in parallel for mass productions.
4.3. Combination to the final result
Finally, the result of the sums (or the expansion of the sums) are read from the hard disk and
are summed up to the final result. In particular, the expressions are reduced further by applying
Problem EAR given in Subsection 2.2 to the occurring sums and products. As shortcut also the
available algebraic relations for harmonic sums and their generalized versions [38, 39, 60, 61] are
utilized. This last step can be carried out with the following function call
In[30]:= result = CombineExpression[compactExpr, {n}, {6}, {∞}];
This calculation took about 21 seconds. The final result can be expressed in terms of ζ2, ζ3,
(−1)n, S1(n), S2(n), S3(n), S2,1(n), S3,1(n), S2,1,1(n) and requires about 100 KByte memory.
In summary, the total calculation took around 9 hours and 30 minutes.
 
 
Feynman integrals
 
 
multi-sum expressions SumProduction.m //
77
 
 
compactified expressions
EvaluateMultiSum.m
))
Sigma.m
symbolic summation
based on difference fields
HarmonicSums.m
 
 
expanded in terms of
indefinite nested product-sums
Figure 2. The packages in interaction
5. Conclusion
Summarizing, the whole interaction of the presented packages can be visualized in Fig. 2. Here
the Feynman integrals are transformed to huge multi-sum expressions using mostly the computer
algebra system FORM. These expressions are then loaded into the computer algebra system
Mathematica and our machinery is activated. Using the package SumProduction the multi-sum
expressions are crunched to expressions in terms of master sums/key sums. In addition, the
package supports the user to perform the simplification completely automatically on distributed
systems. In order to perform these simplifications, in particular to calculate the coefficients
of the Laurent series expansion, the package EvaluateMultiSums is called accordingly. This
summation technology relies heavily on the summation toolkit of the Sigma package that
is based on difference field theory. In addition, special function algorithms are needed if
infinite summations arise in the given expressions. Here we rely on Ablinger’s HarmonicSums
package [26, 38, 39, 61] that utilizes and generalizes ideas of [22, 35, 74, 77].
All the packages and underlying algorithms are steadily extended, improved and optimized
to deal with more and more complicated Feynman integrals.
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