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In the first part of this paper, we study the behaviour of the languages Sym = 
{wCjR/w e {a, b}*} and c~ 1 = {anb~/n >~ 0} in relation to substitution. We prove 
that, if Sym belongs to ~- (~$0), the smallest substitution closed full AFL  contain- 
ing the family .W, then there exists a language L ~ ~ such that Sym ~ C~(L), the 
full trio generated by L. We show that this property does not hold for ~1, by 
characterizing the languages L _Cc~t such that c~ ~ ~(L). In the second part, 
we establish the following result: if L' is a nonrational language belonging to 
C~(L), then there exists a non-rational language L" _CL, the complementary of 
L, such that L" ~ ~(L'). This property has several interesting consequences. We 
can deduce, for example, that, if L is included in a*, then every bounded al- 
gebraic language b longing to ~(L) is rational. 
INTRODUCTION 
La th6orie des langages a consid6rablement progress6 grace ~ la notion de 
familles abstraites de langages introduite par Ginsburg et Greibach qui a permis 
d'unifier et d'am61iorer un bon nombre de r6sultats et qui a 6t6 A l'origine de 
toute une s6rie de nouveaux probl~mes. Les transductions rationnelles en sont 
la princlpale op6ration. Nivat (1968) en a donn6 une caract6risation e terme de 
bimorphismes alphab6tiques qui les rend manipulables. Les rapports entre 
transduction rationnelle t substitution, une autre op6ration importante n 
th6orie des langages, ont fait l'objet de plusieurs 6tudes, principalement dans 
(Greibach, 1970). Par contre, il n'existe pas, jusqu'h pr6sent, de r6sultats liant 
transduction rationnelle et compl6mentaire. Nous allons, dans ce papier, 
d6montrer un r6sultat de ce type et poursuivre l'6tude des rapports entre sub- 
stitution et transduction rationnelle avec pour but d'aider ~ la r6solution d'un 
probl~me que l 'on ne peut pas ignorer en th6orie des langages: la comparaison, 
au sens de l'inclusion, des diff6rentes familles de langages d6j~ d6finies. En 
particulier, on rencontre souvent le probl~me de la non-appartenance d'un 
langage L 5 une famille GO. Ce probl~me st rarement simple. Dans le cas off £4~ 
est 6gal h ~(GO') --~ Rat [] G °' (resp. ~(GO')), la plus petite FAL (resp. FAL 
close par substitution) engendr6e par un c6ne rationnel G °' strictement inclus 
dans GO, on peut d6composer leprobl~me en montrant d'abord que L n'appartient 
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pas 5 oL~ °', mais il reste ensuite h passer de ~ '  ~ ~'. Ainsi, il est relativement 
simple de montrer que D* ,  le compl6mentaire du langage de Dyck sur une 
lettre, n'appartient pas ~t Lin, la famille des langages alg6briques lin6aires, par 
contre, il semble beacoup plus difficile d'6crire la preuve que /)1" 6 ~(L in ) ,  
la famille des langages quasi-rationnels. On peut, aussi, raisonner, dans l'ordre 
inverse et commencer par d6duire de l'appartenance suppos6e de L 5 c¢, 
l'existence, dans oW', d'un langage "assez proche" de L. Un tel exemple est 
donn6 dans (Latteux, 1979 b) off il est montr6 que pour tout c6ne rationnel £¢ 
clos par union, DI* ~ o~(oW) si et seulement si il existe un langage L ~ ~qo tel que 
D'I* C_L C_ D*, off D'I* d6signe le langage de semi-Dyck sur une lettre. De ce 
point de rue certains langages ont des propri6t6s int6ressantes. Ainsi, pour tout 
c6ne rationnel clos par union oL~ °, un CIL-langage L E #- (~)  implique L E .W 
(cf. Latteux, 1977). Greibach (1970) a montr6 que pour tout c6ne rationnel 
et tout g6n6rateur L d'un c6ne rationnel clos par substitution, L ~ ~(~q~) 
implique, aussi, L e .W. 
Dans la premiere section, nous allons montrer que cette propri6t6 est v6rifi6e 
pour les g6n6rateurs de la famille, not6e Lin, des langages alg6briques lin6aires. 
Puis, nous 6tendons ce r6sultat en montrant que pour tout c6ne rationnel ~ ,  
et tout langageL d6fini sur un alphabet disjoint de celui de Sym, si Sym ]" L, 
la substitution de L dans Sym, appartient 5 ~ [] .W2, alors Sym ~ ~ ou 
Sym 1' L ~ -~c¢2(Sym = (W~R/W E{a, b}*}). 
Ensuite, pour 6tablir que C 1 = (a~b~/n >~ 0} ne v6rifie pas cette propri6t6, 
nous caract6risons les langages inclus dans C 1 qui dominent rationnellement 
C1: C~ e ~(L) avec L = {a~b~/n e A} si et seulement s i i l  existe un ensemble 
f in iFC  N tel que N = FA + F ={in + j/i, j ~ F, n e A}. 
Dans la section 2, nous 6tablissons le r6sultat suivant qui semble avoir des 
cons6quences int6ressantes: Si un langage non rationnel L'  appartient 5 C~(L), 
alors L, le compl6mentaire d L contient un langage non rationnel appartenant 
c~(L'). Cette propri~t6 dont la dfmonstration est tr6s simple, nous permet de 
retrouver trivialement plusieurs r6sultats et parfois de les pr6ciser. Par exemple, 
on en d6duit que siL est inclus dans a*, C~(L) ne contient aucun langage alg6brique 
born6 ou d6terministe. Signalons, enfin, que la plupart des rfsultats de cet 
article ont 6t6 pr6sent6s ans preuve dans (Latteux, 1979 a). 
PP, ELIMINAIRE$ 
Notons N, l'ensemble des entiers naturels et posons N+ = N\(0}. Si Aet  B 
sont des parties de N, posons A+B=(a+b/aeA,  b~B} et AB= 
{ab/a ~ A, b ~ B}. Pour h a N+, une partie S de N k est un ensemble lin6aire 
% 
s'il existe Xo, x 1 ,..., x~ a N tels que S = {x 0 -]- Zi=l Aixi/)~i e N}. Une pattie S 
de N k est tm semi-lindaire si S est une union finie d'ensembles lin6aires inclus 
dans Mk. 
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A tout alphabet ordonn6 T = {a 1 .... , ak}, on peut fake correspondre une 
fonction de Parihh, not& T T ou T s'il n'y a pas d'ambiguitO, dOfinie sur T* par: 
~/we T*, W(w)= (lal(w) ..... l%(w))eN k (la~(w) d&igne le hombre d'occur- 
rences de la lettre ai dans le mot wet  l(w) la longueur de w). 
Un langage L _C T* est un PSL-langage si W(L) est un semi-linOaire. 
Pour tout langage L _C T*, posons Init (L) = {u ~ T*/Sv ~ T*, uv eL}, 
Fin (L) = {v e T*/3u ~ T*, uv e T*} et Sub w (L) = Fin (Init(L)). 
D~finissons les transductions rationnelles au moyen de la caract~risation e  
termes de bimorphismes que Nivat a donn6 dans sa thSse (Nivat, 1968): 
Une transduction s de X* dans Y* est rationnelle si et seulement s'il existe un 
langage rationnel R et deux homomorphismes h et g tels que: 
Vw E X*, s(w) = g(h-l(w) n R). 
Un cdne rationnel est une famille de langage fermOe par transduction ration- 
nelle. 
Pour tout ce qui concerne les transductions rationnelles, nous renvoyons le 
lecteur au livre de Bertel (1979). PrOcisons, cependant, quelques notations: 
Pour toute famille de langages 5¢, notons cg(£o) (resp. cgu(~)), le plus petit 
c6ne rationnel (resp. le plus petit c6ne rationnel clos par union) contenant £P. 
Nous dirons qu'un langage L 1 domine rationnellement un langage L 2 si L2 ~ off(L1) 
(nous convenons d%crire ~(L1) ~ la place de cg((L,})). Les langages L 1 et L 2 sont 
rationnellement gquivalents i Cg(L1) = off(L2). Une substitution s d~finie sur un 
alphabet T est une ~-substitution si Va ~ T, s(a) est un langage de la famille £0. 
Nous poserons: 
[] 5~ 2 = {s(L)/L e £*'1, s est une ~-substitution}. 
Si 5¢ a est un c6ne rationnel, J (~cl)  = Rat [] ~ dOsigne la plus petite FAL 
contenant 5¢,, c'est-h-dire l  plus petit cone rationnel clos par union, produit et 
6toile contenant £~cP l . De m~me ~(~)= ~i>1 5~, avec Vie N+, 5¢/+ 1 = 
[] ~c 1 , ddsignera le plus petit cone rationnel clos par substitution 
contenant ~T 1 . 
Pour tout mot w, z~ dOsignera le mot obtenu en remplagant dans w chaque 
occurrence d'une lettre x par la lettre 2. 
Le langage Sym = {wCR/w ~ {a, b}*}(~ Rest le miroir de v7) est un gOnOrateur 
linOaire, c'est 5 dire que cg(Sym)= Lin, la famille des langages algObriques 
linOaires. 
I. TRANSDUCTION RATIONNELLE El" SUBSTITUTION 
Nous allons d'abord 6tablir pour la famille des langages alg~briques linOaires, 
notre Lin, une propriOtfi v4rifi&e par tout c6ne rationnel principal clos par 
substitution (cf. Greibach, 1970), ?~ savoir le r~sultat suivant: 
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PROPOSITION 1. Pour toute famille de langages ~ telle que Lin _C ~(~) ,  il 
existe un langage L ~ ~ vgrifiant Lin C Cg(L). 
La d6monstration de cette proposition repose sur les deux r6sultats uivants 
qui font intervenir un g6n6rateur classique de la famille Lin, le langage Sym = 
(w~a/w ~ (a, b}*}. Dans (Greibach, 1972) il est montr6 que si L~ et L~ sont des 
langages alg6briques lindaires v6rifiant L~ w L2 = Sym, alors Sym appartient 
W(L1) W Cg(L~). En fait, l'hypoth&se de lin6arit6 des langages Lt et L~ n'est pas 
utile. Plus g6n6ralement, on peut montrer: 
LEMME 2. Soit ~ une famille de une famille de langages telle que <Cu(~ ) 
contienne l langage Sym ~ (w~n /w ~ (a, b}*}. Alors, Sym ~ cg(~q). 
Dgmonstration. Montrons, d'abord, que Sym ~ <g(L 1 w L2) implique, soit 
Sym e C~(L1), soit Sym e Cg(L~). En effet, si Sym e Cg(L 1 w L~), le langage 
lin6aire Sym'= (W~R/w~(a, b c}*} appartient ~ cg(Sym)_CCg(L 1 w L2) et il 
existe un langage rationnel R et deux homomorphismes h et g tels que Sym' 
h(g-l(L1 v L2) n R). Donc Sym' = L '  1 v L~ avec L'~ ---- h(g-l(Lx) n R) ~ ~(L~) 
et L' 2 = h(g-l(L2) ~ R) ~ ~(L2). Posons T = {a, b, c} et pour i ~ (1, 2}, At ---- 
{w ~ T*/w~ ReL~}. Distinguons deux cas: 
(i) Si Init (Ax) ~ T*, alors, Vx E (a, b}*, il existey e T* tel que xcyyac~ R ~L't. 
! 
Comme on peut effaqer par une transduction rationnelle dans tout mot de L 1 
le facteur qui d6bute par la premiere occurrence de c et se termine par la derni6re 
occurrence de g, il est clair que Sym ~ Cg(L'l) _C off(L1). 
(ii) Si Init (A1) CT* ,  il existe x leT*  tel que x lT*nA t~ ~, ce qui 
entraine xlT* C Aa. Alors, Vw ~ T*, XlwCRgl R ~L~ et il est clair que Sym' 
Cg(L~) ce qui entraine Sym e Lin ~ cg(Sym') _C ~(L~). 
Si, maintenant, Sym ~c~w(~), il existe des langages L1 .... ,Ln tels que 
Sym~Cgv({L~,...,L~}). Raisonnons par induction surn .  S in - -~ 1, Sym~ 
cgw(Lx) ~ Cg(L~) _C cg(~). S in  > 1 il est facile de trouper un langage L'~ tel que 
C#(L~) = Vw((L~,..., L~}) et cgv((L~ ,..., L~}) = Cg(L~ v L~). Mais Sym 
C#(L~ wL~) implique Sym ~ (d(L~) ou Sym ~ (#(L'~) = (dv((Lz ..... L~}) et l'hypo- 
th6se de r~currence pcrmet d'achever la ddmonstration. | 
La proposition suivante 5tcnd un r6sultat de (Beauquier, 1978) qui 6tablit que 
si L~ et Lz sont des langages algSbriques qui ne dominent pas rationnellement 
Sym, alors Sym n'appartient pas h W(L~) [] (d(L~). En utilisant une d6monstra- 
tion tout h fait diff~rente, nous montrons que l'hypoth6se d'alg~bricit6 est 
inutile: 
PROPOSITION 3. Soient ~ et ~ deux c6nes rationnels tels que ~1 [] ~ con- 
tienne Sym. dlors, soit Sym ~ ~¢1, soit Sym ~ ~L,¢ 2 .
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Dimonstration. D'apr~s le lemme pr6c6dent, on peut supposer que ~ et 
sont clos par union. Si Sym appartient ~~ [] ~ ,  il existe L e ~'~, L C_ Z*, et 
une 5a~-substitution s tels que Sym' = s(L). Posons Z' = (x ~ Z/s(x) est infini} 
et Z" = Z\Z'.  Comme ~ est clos par substitution finie, on peut supposer que 
L c5 Z*xZ* ~ ;~, Vx ~ Z et s(x) = {x}, Vx ~ Z". D'autre part, comme Sym' 
est un CIL-langage (L~L~ C_L implique L~ ou Lz fini) et que s(x) ~ ~, Vx e Z, 
Lest  inctus dans Z"* u Z ' *Z 'Z ' * .  Pour tout x e Z '  notons L~, le langage 
L ~ Z"*xZ"*. 
Prenons x~Z' .  Comme L ,  :/: N, il existe u, v tels que uxv eLx et comme 
s(x) est infini, s (x )~T+T +va ;get  u eT* ,  re :F*  avec T={a,b ,c}  et 
5~ = {a,/~, g}. l~tant donn~ que s(uxv) = us(x) ves t  inclus dans Sym', l 'une des 
deux hypotheses suivantes est ndcessairement vfirifi6e: 
(i) I1 existe z e T* tel que u = u'z avec v = ~2 '~ et done s(x) C T*~'*5 ~. 
Alors, d6finissons la substitution s' et l 'homomorphisme h en x par h(x) = x~ ~ 
et s ' (x )= {y/y5 n ~s(x)}. Comme u 'zs ' (x )~ '~ CSym' ,  s'(x) est inclus dans 
Sym'. Clairement, s'(x) ~ 54'~ . 
(ii) I1 existe z e T* tel que v = 5Rg~ et done s(x)C_zT*T*. Posons, 
alors, h(x) = zx et s'(x) = {y /zy  e s(x)}. I1 est clair que s'(x) C Sym' et s'(x) 
~(~(~)) c ~.  
Achevons de d6finir h et s' sur Z en posant h(x) = x et s'(x) = (x}, Vx e Z". 
Alors L'  = h(L) E "~1 et s'(L') = s(L) = Sym'. Prenons d ~ T u T, posons 
L' l=(udv /u~r* ,vET* ,3xeZ '  tel que L 'N{uv ,  uxv}@ 25}, L~={e}t J  
({.)x~z" s'(x)) et consid~rons la substitution s" d~finie sur T u T U {d} par 
s ' (d )=L '  z et s"(x)={x},  VxeTU T. Par construction, si udveL ' l ,  v= 
gR, L.~ C Sym' et Sym' = s'(L') CC s"(L'l) CC Sym'. D'autre part, comme ~ et 5? 2 
sont clos par union, L;  e 5e~ et L'  2 e ~.  L'6galit6 entre Sym' et s"(L'~) implique 
que A1d,~ = T* avec d z = {w e T*/wdN R eL[} et A e = {w e T*/wN R eL'2}. 
Nous pouvons alors raisonner comme au lemme pr~cddent. Si Init(A1) est 6gal 
5 T*, Sym e C~(L~) C ~.  Sinon, il existe z e T* tel que zT*  t~ A z = ;~. Alors, 
Vw ~ T*, il existe une factorisation de z en z'z" avec z' e A1, z 'w ~ A z .Donc  
pour tout mot ww e eSym' ,  il existe un facteur droit z" de z tel que 
z"w~Re "R ~ ~q~'~ ce qui entraine Sym' e W(L~) C ~ et Sym e ~,e~. | 
Consid6rons, maintenant, une famille de langages 5f  telle que Lin C ~(~o) ,  
¢ i . ! 
posons ~° 1 = ~(~cp) et d~finissons pour tout i ~ N+, L~°i par la relation 5ei+ 1 = 
t p ! ~c~°i [ ]  ~1-  Pour tout i ~ N+, ~o est un c6ne rationnel et comme Sym ~ o~(L~ °) =- 
1,)i~>1 ~,  iI existe i tel que Sym E ~.  La proposition pr6c6dente ntraine, 
alors, par induction, Sym E ~[  = W(~ °) et il existe un langage L ~ ~ tel que 
Lin W(Sym) _C Cg(L), ce qui ach+ve la d~monstration de la proposition 1. | 
Cette proposition peut s'~crire autrement: 
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COROLLAIRE 4. La famille Ext (L in )= {L/Lin ~ Cg(L)} est une FAL close 
par substitution. 
Si nous nous restreignons aux langages appartenant h Lin, nous obtenons 
une propri6t6 que l'on peut aussi montrer pour tout c6ne rationnel principal 
clos par produit: 
COROLLAIRE 5. La famille Ng(Lin) = Lin (~ Ext(Lin) est un c6ne rationneI 
clos par union. 
Consid6rons, maintenant, le langage Copy ={w~/wG{a,  b}*} et notons 
Colin le c6ne rationnel engendr6 par Copy. Le langage Copy ressemble par 
bien des aspects au langage Sym. Par un raisonnement assez semblable h celui 
que nous avons utilis6 pour Sym et que nous ne ferons pas ici, on peut montrer 
que le lemme 2 et la proposition 3 sont encore vrais si on remplace Sym par 
Copy. On peut, alors, en d6duire: 
PROPOSITION 6. Pour toute )Camille de langages ~ telle que Colin 
<g(Copy) _C ~(~W), il existe un langage L G ~ vdrifiant Colin _C Cg(L). 
Montrons que les r6sultats que nous avons obtenus jusqu'ici peuvent aussi 
s'6tendre ~ toute une classe de langages construits par substitution ~ partir de 
Sym. Le lemme 7 et la proposition 8 qui suivent permettent de retrouver 
imm6diatement la proposition 1. Mais, comme cette proposition concerne la 
famille Lin, une des plus importantes familles de langages alg6briques, il nous a 
sembl6 profitable d'en donner une d6monstration directe, plus facilement com- 
pr6hensible que celles que nous allons faire maintenant. 
D~I~INITION. Soient deux langages L: _C X:* et L 2 _C X~*. Alors L 1 1" L 2 --~ 
s(L:) off s est la substitution d6finie sur 2(: par Vx E 2(1, s(x) = xL~. 
Montrons, d'abord, qu'~ condition de prendre des alphabets disjoints, le 
lemme 2 est encore vrai pour tout langage Sym ~ L. 
LEMME 7. Soient L C_ y*  avec Y r~ (a, b, d, b} = Z et L'  = Sym ]" L. 
Pour toute famille de langages 0~¢, L' G ~u(~)  implique L' G cg(~). 
Ddmonstration. Clairement, il suffit de montrer que L'  G ~(L:  ~3 L2) implique 
L' G~(L:) ou L 'E  ~(L2) (cf. d6monstration du lemme 2). Consid6rons, de 
nouveau, le langage lin6aire Sym'= (wcR/w ~ (a, b, c}*}. Comme le langage 
Sym est complet pour la substitution (i.e., V-//, ~(Sym 1" A) = ~(Sym) [] ~(-//); 
el. Leguy, 1980), le langage L" = Sym' TL E Lin [] ~(L) ~ ~(Sym TL) 
~(L') _: ~(L: u L2). 
En raisonnant comme dans la d~monstration du lemlne 2, on montre qu'il 
existe L~ G ~(L1) et L~ G ~(L2) tels qne L" ~ L~ U L'  2 . Posons X {a, b, c}, 
X = (~, b, 8) avec Y ~ (X u _~) = ~ et distinguons deux cas: 
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(1) Pour tout w ~ {a, b}*, z e w T L, z' ~ ~ T L, il existe y 6 (X  k3 _~ u Y)* 
et y '  e Y* tels que zcygy'z'  eL [ .  Alors, ii est facile de construire une trans- 
duct ion rationnelle ~ telle que -r(zcygy'z') = zz '  (on efface tout entre le premier 
c et la premiere lettre de -~ qui suit le dernier g). On obtient, ainsi, L '  = ~-(L~) 
~'(L~). 
(2) Dans le cas contraire, il existe w ~ {a, b}*, z ~ w T L, z'  ~ v~  1" L z'  e ~T L 
tels que Vy ~ (X  u X w Y)*  et Vy' e Y*,  zcygy'z'  ~L[  . Prenons u ~L.  Pour 
tout v ~ Sym' et tout z" ~ v T L, zcuz"(uz'  ~L~ CL" IL '  1 . Alors, la transduction 
rationnelle 0, qui efface zcu en dfibut de mot et guz' en fin de mot, v6rifie 
O(L'e n zcu(Y  t3 X u X)*  ~uz') = L". Done L'  e Cg(L") _C c6'(L'~) C C~(Le). I 
Supposons, maintenant, que L' -= Sym T L appartienne ~ ~ []  5¢~ off ~ et 
0o-c¢~ sont des c6nes rationncls. D'apr~s le lemme syntaxique de Greibach (1970), 
soit Sym ~ ~ocf~, soit L 6 4 .  Nous allons montrer qu'cn utilisant les propri6t6s 
particuli+res de Sym, ce r6sultat peut 6tre am61ior6. Nous obtenons, en effet: 
PROPOSITION 8. Soient ~q], ~ deux c6nes rationnels, L un langage indus 
dans Y*  avec Y n (a, b, g, b} ---- ~ et L '  = Sym ~ L. Si  L '  ~ ~ [] 4 ,  soit 
Sym ~ 4 ,  soit L '  ~ 4 . 
Dimonstration. D'apr&s le lemme pr6c6dent, on peut supposer que ~ et ~c-cf 2 
sont clos par union. Posons X = {a, b, c}, )~ = {d,/~, g}, X '  ~ X u _~ avec 
X'n  Y = ~ etZ  1 = X 'U  Y. S iL 'E~ [] 4 ,a lo rsL"  ---- Sym' TL~ ~ [] 4 
et L" = t(L1) avec L 1 ~ 5¢1, L1 C Z* et tune  oCf~-substitution. Posons t' = ~r o t 
off ~r est la projection de (X'  u Y)* sur X '*  d6finie par: Vu ~ X'  k) Y, ~r(u) -~ u 
si u E X' ,  e sinon. I1 est clair que t '(Lt) = Sym'. Posons Z'= {z ~ Z/t ' (z)  est 
infini} et Z" = Z\Z ' .  Comme Sym' est un CIL-langage, L 1 C Z"* U Z"*Z'Z"* .  
Pour tout x ~ Z',  posons L~ = L 1 n Z"*xZ"*.  D6finissons la substitution finie t" 
sur Z par t"(x) = t'(x) s ix  ~ Z", (w} oft w ~ t'(x) s ix  E Z'.  Alors t"(L1) C_ t'(L~) = 
Sym'. Si _ / /= {u ~ X* /ug  R ~ t"(L1) } v6rifie Init (A) = X*, on peut passer, 
comme au lemme 2, par transduction rationnelle de t"(L1) ~t Sym, ce qui implique 
Sym c 4"  
Plaqons-nous, done, dans le cas off il existe z ~ X* tel que zX*  n A = 
t et montrons l'6galit6 entre L'  et U~sz" L'~ off pour tout x ~ Z',  L~ est d6fini de la 
mani~re suivante: posons L~ = Sub w(t(x)) n c (Y  u {a, b, ~,/~})* ~et  L'~ = 
{v ~ X(X '  u Y)* /3y  ~ Y*, cyvg ~L~} ~ ~?(t(x)) C_ ~ocP 2 . Par construction, L'~ est 
indus dans L'.  I1 nous suffit donc de montrer l'inclusion de L '  dans U~z"  L'~. 
Prenons w~L '=SymTL avec ~r(w)=y3~ R. Soit k=sup( l ( t " (x ) ) /xEZ '} .  
Prenons w' ' ' ' = w~w2 c Sym ]' L avec 7r(w') = zz'cg~'R£ R, l(z') > k, w 1 ~ zz 'c  ~ L 
et w~ ~ g~,~a 1' L. Alors, w . . . .  = w~ww~ L"  et w" ~ t(v) avec v ~L~. Si v ~ Z"*_ , 
zz 'cyy~e~' rg  ~ ~ t'(v) = t"(v) ~_ t"(L~) et z ~ Init(A), d'ofl la contradiction. Done 
v ~ vlxv2 avec x eZ ' ,  v~, v2 ~Z"* .  Alors, w" " " " " = WlW~W~ avec w~~ t(v~), 
zv; ~ t(x) et w; ~ t(ve). Prenons w" ~ t"(x), ux --- ~r(w'~) ~ t'(v~) = t"(v~) ~ X*  et 
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u 2 ~- 7r(w'~) ~ t'(v~) = t"(v~) C _ X*.  Le mot utw'~u ~e t(v~xve) C_ t"(La) C Sym', 
I t  
donc u~ e Init(A) et z ~ Init(ux). Mais u~ = ~r(wl) e Init(~r(w")) = Init 
(zz'cyy~e2'~2~), ce qui implique u~ e Init(z). Montrons, aussi, queue  
Fin(2'~2R). En effet, dans le cas contraire 2'R2 R e Fin(ue) et on aurait l(uaw'~) 
l(z) ~-k  < l(ue), ce qui est impossible, puisque u~w'~ue ~ Sym' et u~ e X*. 
Comme ~r(w") = Ul~(W;) u~ ~ zz 'cy~g~'~2  avec u x ~ Init(z) et u~ e Fin 
I t  t (2'~2~), nous en d6duisons que ~r(w~)e Sub w(cyy~g), ce qui entralne w ~L~. 
Nous obtenons, done, L'  = U~z '  L~. Et, comme Vx ~ Z~, L'~ ~ ~ qui est 
ferm6 par union, L'  6 ~.  | 
Consid6rons, maintenant, un autre langage lin6aire, le  langage C 1 = 
{a~bn/n >/0}. Comme Sym, C~ n'a clue des paires itfirantes tr& strictes. De 
m~me C~ est un CIL-langage (el. Latteux, 1977) et v6rifie: pour tout c6ne 
rationnel elos par union £¢, C a e o~(5~ °) implique CI 6 5C Nous allons done 
examiner si les r6sultats obtenus pour Sym sont encore valables pour C . .  
Ginsburg et Spanier (1974) ont montr6 que le langage C~ n'&ait pas premier, 
c'est-~-dire que le lemme 2 n'&ait plus valable si l 'on remplacait Sym par C a . 
Nous allons, maintenant, earact6riser les langages inclus dans C a qui dominent 
rationnellement Cx. Cette caract6risation vanous  permettre de retrouver 
imm6diatement le r6sultat de Ginsburg et Spanier et d'&ablir que la proposition 3
n'est pas non plus v6rifi& si l'on remplace Sym par C~. 
Pour tout D _C N, notons LD = {anbn/n ~ D}. Nous allons, d'abord caract6riser 
les ensembles B _C N tels que Cg(La) contient L~ avec A C N: 
LEMME 9. Le langage La domine rationnellement LB si et seulement s'il existe 
t t ! 
des entiers Pl , P'I , ql .... , Pt , Pt , qt ~ N et ql .... , qt ~ N+ tels que B = U~=x Bi 
avec Bi = (p i  + q~A/p~ + q~A ~ A,  A ~ N}. 
Ddmonstration. Prenons i~{1,..., t} et posons A = {al, a2, bl, b2}. D6fi- 
nissons sur A les  homomorphismes h et g par h(a l )= ave, h(a2)= aq~, 
h(ba) = b~'~, h(b~) ~- bq;, g(al) = a% g(a2) ~- a% g(b~) = bin, g(bz) ~ bq. 
Comme q~ > 0, il est facile de v6rifier que g(h- l (LA)t~ala*2blb~)=LB.  
B Comme Cg(La) est clos par union, B = [.)i=a i implique, alors, LB ~ W(LA). 
R&iproquement, si LB ~W(LA), il existe (Nivat, 1968), un alphabet Z, un 
langage rationnel R C Z* et deux homomorphismes alphab&iques het g tels que 
LB = g(h-l(LA) n R). Montrons, d'abord, que l'on peut se ramener au cas od 
R est inclus dans ZI*Z* avec Z 1 ={z6Z/h(z )  Ea* ,g (z )ca*}  et Z 2 = 
{~ e Z/h(~) ~ b*, g(~) ~ b*}. 
Vosons Z'  = {z 6 Z/h(z) ~ a*, g(z) ~ b*}, Z" = {z ~ Z/h(z) ~ b*, g(z) ~ a*}, 
R' = R c3 Z~*Z'*Z2* et R" = R n Z*Z"*Z2*. Comme LA etLs  sont inclus dans 
a'b*, il est facile de vfrifier que L~ = g(h-~(LA) n R') w g(h-~(LA) n R"). Le 
langage R'  est une union finie de langages de la forme R1SR 2 off R 1 , S, R 2 sont 
des langages rationnels inclus respectivement dans Z*, Z'*  et Z2* • On peut sup- 
poser, de plus, que T(Ra), W(S) et W(R2) sont des ensembles lin6aires. Consid6- 
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rons L = g(h-l(La) n R1SR2) C C1, supposons Let  S infinis et montrons qu'il 
existe une partie finie S" telle que L ~ g(h-l(LA) n R1S"R2). Comme W(R1) et 
T(S)  sont des ensembles lin6aires et que les images par het  g de R 1 et S sont des 
Iangages commutatifs, il existe R£ = XoX f "" x* ,  S '  =YoY*  ""Y*q tels que 
t p 
~r - / (R ; )  = }/J(R1) , Yf(S') = ~(S)  et L = g(h-l(La) c~ R1S Rz). Comme Lest  
infini, il existe t e (1 .... , p} tel que g(xt)~ a + et comme L _C C 1 est sans facteur 
itfrant, h(xt) = a s avec s > 0. I1 est alors clair que L = g(h-l(La) n R1S"R2) 
avec S" = (YoJ l  1"'" y~,/O <~ ij < s, Vj ~ (1,..., q}}. Tout mot w ~ S" peut 6tre, 
alors, remplac6 par ZliZ2 j O1~l Z 1 e Z1, z 2 E Z2 ,  h(w) = a ~, g(w) = bJ, h(z~) = a, 
g(zl) = E, h(z2) = e, g(z2) = b, ce qui implique Rlzl%2JR~ inclus dans ZI*Z*. 
On peut utiliser le m~me raisonnement pour R" et, donc se placer dans le cas 
off Rest  inclus dans Z~*Z*2. Considdrons alors le langage inf iniL'  = g(h-~(La) n 
X0X ~ -.  * * x~yoy ~ y'q), inclus dans C~ avec XoX*~ ". * C Zt* et YoYf "" Y*q C Z~*. . . . .  X:o - 
I1 est facile de v6rifier qu'i l existe s, t ~ N+ tels que Vi ~ (1 ..... p} et Vj ~ (1,..., q}, 
sl(h(xi)) ~ tl(g(xi)) et sl(h(y~)) = tl(g(yj)). I1 est, alors, clair que l'on peut se 
placer dans le cas o f ip=q=l  avec h(xo) ~a  k', h(Xl) = a k, h(yo) = b 7~', 
h( Yl) = b~, g(Xo) ~ a~", g(xl) ~ a~, g( Yo) = b~', g( Yl) ~ b~ et k, r ~ N+. Nous 
en dfduisons que L'  = LD avec D = (r' ~ hr/k' -k hk e A, h ~ N}. Le langage 
LB est l 'union d'un langage fini L r  et d'une union finie de langages de m6me 
type clue L'. Le langage L F = [.)~srL{~} et Vv ~F, {v} peut s'6crire (v/v' 
h ~ A, h ~ N} oth v' est un 616ment quelconque de A, d'ofi le r~sultat. | 
En particulier, nous avons montr6 que, si L~ appartient ~ C~(La), il existe t 
transductions rationnelles fonctionnelles et fidbles ~-z ,..., zt telles que L~ 
0i=~ ~'i(La). Montrons, maintenant, que dans le cas off B = N, c'est-~-dire 
L~ ~-Ct ,  ces transductions peuvent ~tre choisies de telle fa~on qu'elles ne 
"fassent plus de divisions". Nous obtenons en effet: 
PROPOSITION 10. Soient A une partie de N et L A le langage (anb~/n ~ A}. 
Alors, LA domine rationnellement le langage C 1 = {anbn/n >/0} si et seulement 
s'il existe une partie finie F telle que N = FA  -k F = (ij -k h/j c A,  i, k eF}.  
Pour d6montrer cette proposition, nous utiliserons les notations et d6finitions 
suivantes: 
Soient q~ N+ etp  ~ N. Le rfsultat de la division enti~re dep  par q sera not6 
[p ,q]  et pour tout A_CN, [A,q] ={[p ,q ] /pcA}.  Nous dirons que A est 
proche de B, s'il existe k~ N tel que Vx ~ A, By c B, ] x - -  y ] ~ k et que A 
est dense si N est proche de A. 
Prenons q e N+, A _C N. II est facile de v6rifier: 
Propridti A. Si A est dense et 0 e A, il existe un ensemble fini G _C N tel que 
A+G=N.  
Propriiti B. [A, q] dense implique A dense. 
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Propridtd C. Si G C Nest  fini, [A, q] G est proche de [AG, q]. 
Propridtg D. Pour q, q' E N+ et p E N, [A, q] pest  proche de [A, qq'] pq'. 
Supposons, maintenant, qu'il existe un ensemble fini F tel que N = FA + F. 
Le lemme 9 implique, alors, que C~ ---- L~ ~ W(LA). 
n 
R6ciproquement, si C a ~ W(LA), d'apr&s ce m6me lemme, N = gi=l Bi off 
W e (1,..., n}, Bi ~ (ri + piA/Si -~- qi A E A, A @ N} avec ri, Pi ,  si ~ N et qi ~ N+. 
Pour tout i ~ {1,..., n}, Bi est proche de [A, qi] Pi .  En effet, posons k = I ri -- 
[si , qi] Pi Iet prenonsy ~ Bi . Alors,y ~ ri + Pi;~ avec 2, E N et x = si + qi)t ~ A. 
Nous en d6duisons que [x, qi] Pi ~ [A, qi] Pi et [x, qi] = )t + [si, q,], nous 
obtenons l Y - -  [x, qi] P i  ] : I r l  - -  [si , qi] P i  i : k. Donc, N = Ui=I Bi  est 
n 
proche de B = Ui=l [A, qi] Pi et B est dense. Soit q le plus petit eommun 
multiple des qi et pour i = 1,..., n posons q~ -~ [q, q~]. D'apr&s la propridt6 D, 
[A, qi] P~ est proche de [A, q] Piq~ et donc Best proche de [A, q]( p,q~/i = 1,..., n} 
qui est inclus dans B' = [A, q]{0,..., t} avec t = sup{p~q~/i = 1 .... , n}. Nous en 
dfduisons que B'  est dense et d'apr~s les propri6t6s Bet  C, A{O,..., t} est aussi 
dense et il existe G, fini, inclus dans N tel que A{O,..., t} + G = N (propri6t6 
A). Nous obtenons alors, le r6sultat 6nonc6 enposant F = (0 ..... t} ~ G, ce qui 
ach~ve la d6monstration de la proposition 10. | 
Pour A _C N et n e N+, notons A s l'ensemble {i~ A/i ~ n} et dn(A), le rapport 
I An I surn. De la proposition 10 on peut d6duire: 
COROLLAIRE 11. Si L A ~- (anbn/n E A} domine rationnellement C1, il existe 
k ~ N+ tel que kdn(A ) ~ 1, Vn >/k. 
Ddmonstration. D'apr~s la proposition 10, il existe t ~ N+ tel que N -- 
{0,..., t}.d -}- {0 ..... t}. Donc, pout" tout n E N, A '  n -]- (0,..., t} contient (0 ..... n} 
avec A' n = {0} -[-{1,..., t} ./1 n . Nous en d6duisons que n + 1 ~ (t + 1) ] A'n I 
(t + 1)(1 + t I A n 1)" Posons k = (t + 1) 2 . ¢omme I Ak [ >~ 1, nous obtenons 
n~( t+ 1) ( ]AnT+t[As] )e tdonc l  ~kdn(A  ) ,vn~k.  | 
En particulier si lim~_>, dn(A ) -~ O, le langage LAne domine pas rationnelle- 
ment C 1 . C'est le cas pour le langage Car = {an2bn2/n ~ 0}. Remarquons, 
d'autre part, que lim . . . .  dn(A) = 1 n'implique pas que LA domine rationnelle- 
ment C 1 . Consid6rons, el1 effet, l'ensemble B = ( j  E N/3k ~ N+ , 3i E (1 ..... k}, 
kl ~ ij < h! + k}. Alors, le langageLa vec A = N -- B v6rifie: l im~ d(A) 
1 et pour tout E N+, (0 ..... t}A -{- (0 ..... t} C N, ce qui entraine, d'apr6s la 
proposition 10 que L A ne domine pas rationnellement C 1 . 
Consid6rons, maintenant, les ensembles A = (n/(2m)! ~ n < (2m @ 1)!, 
m ~ N+}, B = {n/(2m + 1)l ~< n < (2m + 2)!, m a N} (cf. Ginsburg et Spanier, 
1974). Pour tout m E N+, I A(2~)~ i ~< (2m -- 1)l, doric lim~_~o d(2~)!(A ) = 0 et 
le corollaire 11 entraine que C 1 n'appartient pas ~t ~(LA). De m~meLB ne domine 
pas rationnellement C 1 et le c6ne rationnel £¢ = c~((LA, Lo}) ne contient pas 
C 1 . Par contre C 1 = Lx u L B ~ c~u(~ ) et nous retrouvons: 
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COROLLAIRE 12 (Ginsburg et Spanier, 1974). II existe un c6ne rationnel 
~q~ tel que C 1 ~ 5fl et C 1 ~ C- (~) .  
Comme Ca est un CIL-langage, pour tout langage L, C 1 e ~-(L) si et seule- 
ment si C t e W(L) (cf. Latteux, 1977). Par contre, si nous consid6rons les c6nes 
ratlonnels clos par substitution, nous obtenons: 
PROPOSITION 13. II existe un langage L tel que C 1 ~ W(L) et C a e ~(L ) .  
Dgmonstration. D'apr~s le corollaire 11, le langage Car = {a~*b~2/n >/0} ne 
domine pas rationnellement le langage C 1 . Par contre, comme tout 616ment de 
Nest  la somme de quatre carr6s, il est facile de v6rifier que l'on peut passer de 
Car ~ C 1 par insertions et done C a ~ ~(Car) .  | 
II. TRANSDUCTION RATIONNELLE ET COMPLEMENTAIRE 
Contrairement ?t la substitution dont les rapports avec les transductions 
rationnelles ont 6t6 6tudi6s h de nombreuses reprises, il n'existe pas, jusqu'~t 
pr6sent, de r6sultat liant les op6rations de compl6mentaire et de transduction 
rationnelle. Nous allons, maintenant, 6noncer un r6sultat de ce type dont 
d~monstration est tr~s simple anais dont les cons6quences sont assez 6tonnantes. 
Outre le fait qu'il permet de d6montrer l'existence d'une hi6rarchie infinie 
d6croissante de c6nes rationnels en dessous du c6ne rationnel engendr6 par le 
langage G ~ (a~oca j~... caJ*/t ~ O, 3i tel que i ~ j i}  (cf. Autebert, Beauquier, 
Boasson, Latteux, 1979), il permet de retrouver (et parfois d'6tendre) tr~s 
simplement quelques r6sultats dont les d6monstrations antdrieures 6talent non 
triviales. Dans la suite, pour tout langage L, [, d6signera le compl6mentaire d L. 
PROPOSITION 14. Soient Run  langage rationnel et L, L'  deux langages non 
rationnels tels que L C_ R et L' E ~(L). Alors, il existe un langage non rationnel 
L " C _ R\L  vdrifiant: L" e W(L') el L' e W(I~"). 
Dgmonstration. Soient X et Y, les alphabets tels que L C R _C X* et L'  _C y*.  
Posons L 1 = L U 1~. Alors, L ~ L 1 n R et 17,1 = X* \L  1 ~- R1L. Done, CC(L1) 
C~(L) et il existe une transduction rationnelle ~- de X* dans Y* telle que T(La) = L'. 
Consid6rons le langage L"~-~--l(L')  off ~--a est la transduction inverse de ~- 
(d6finie par: Vy e Y*, ~.-l(y) = (x E X* /y  ~ ~-(x)}). Montrons d'abord que 
L" C_L a -- R\L. Prenons x eL" ~ ~--l(L'). I1 existe y eL '  tel quey  E ~-(x). Alors, 
si x EL1,  y ~ 7(L1)~L ' ,  d'ofl la contradiction. N[omrons, maintenant, 
l'6galit6L' ~ .r(L"). Comme L" _C L1, L 1 est inclus dans/," et L' ~ "r(L1) C T(L"). 
R6ciproquement, prenons y 6 7(L"). Alors, il existe x el~" tel que y e ~-(x), Si 
y eL' ,  x e 7-1(L ') ~L" ,  d'ofi la contradiction. DoncL'  ~ ~-(L") E c~(L") et comme 
L'  est non rationnel, ceci implique que f~" et L" ne sont pas rationnels. | 
643/45/3-6 
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Le premier rfsultat que nous allons d4duire de cette proposition va nous 
permettre de faire le lien avee la section I en pr&isant les rapports entre les deux 
propri&&: C 1 ~ c62(LA) et Le ~ C~(L~) avec L e = a*b*\C~ et L~ = a*b*lLA. 
Prenons un langage L A C_ C 1 et posons L ~- a*b*\L A . Si L~ ~ C~(L), la proposi- 
tion pr6c6dente implique clue L A = a*b*\L contient un langage infini appartenant 
c6(E,) = c~(C1)_CAlg, la famille des langages alg6briques (context-free). 
R6ciproquement si L x contient un langage alg6brique infini L~, il existe p E N, 
q E N+ tels que p + qN _C A. Donc L (~ a~(aq) * b~(bq) * est 6gal ~ L~ n a~(aq). 
b~(be) * qui est, clairement, rationnellement 4quivalent ~t L~_, ce qui entralne 
L~ ~ ~(L) et nous pouvons 6noncer: 
PROPOSITION 15. Soit L A un langage indus dans C1. Le langage a*b*\LA 
domine rationnellement Le = a*b*\C 1 si et seulement si LA contient un langage 
algdbrique infini. 
I1 est donc clair d'apr6s les propositions 10 et 15 que, pour tout langage 
LA C C1, L~ ~ C~(a*b*\LA) implique C 1 E C6(LA). Par contre, la r6ciproque est 
fausse. Prenons, en effet, A ~-~ {n/2 ~+1 ~ n ~ 22~+t, p ~ N}. Comme N = 
FA + F avec F = (0, 1, 2}, la proposition 10 entraine que C 1 a c6'(LA). I1 est 
facile de v6rifier que LA ne contient aucun langage alg6brique infini puisque 
{a~/n ~ A} ne contient aucun facteur it6rant. La proposition pr6c6dente implique, 
alors, que Le n'appartient pas 5 ~(a*b*\Lx). 
Montrons, maintenant, que la proposition 14 permet d'obtenir d'autres 
r6sultats. Durieux (1975) a d6montr6 que tout langage alg6brique inclus dans 
a'b*, domin6 rationnellement par un langage L C a*, est rationnel. Montrons 
que cette propri6t6 reste vfrifi6e pour tout langage alg6brique born& Supposons, 
en effet, que C~(L) contienne un langage alg6brique non rationnel L'  C wl* ... w*~. 
Alors ~(E ' )=-~(w*  1 "" w*~\L') est un PSL-c6ne rationnel, c'est-5-dire ne 
contient que des PSL-langages (langage dont l'image par la fonction de Parikh 
est un semi-lin6aire) et done ne peut pas contenir de langages non rationnels 
inclus dans a*, ce qui contredit la proposition 14 et nous obtenons: 
COROLLAIItE 16. Tout langage algibrique bornd appartenant au c6ne rationnel 
engendrd par un langage inclus clans a* est rationnel. 
Comme la famille des langages alg6briques d6terministes est close par comp14- 
mentation, le m~me raisonnement permet d'6tablir: 
COROLLAIRE 17. Tout langage algdbrique ddterministe ° appartenant au c6ne 
rationnel engendrd par un langage indus dam a* est rationnel. 
Malheureusement, la proposition 14 ne semble pas assez puissante pour se 
passer, dans les corollaires pr6c6dents, de l 'hypoth&e born6 ou d6terministe, en 
6tablissant: 
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Conjecture. Tout langage alg~brique L 'e  Cg(L) avec L _C a* est rationnel. 
En fait, on doit pouvoir obtenir un r~sultat plus g6nfiral: 
Conjecture. Si Les t  inclus dans a*, Rat, la famille des langages rationnels 
est le seul PSL-c6ne rationnel contenu dans Cg(L). 
Un IRS-langage est un langage sans facteur itfirant, c'est-5-dire un langage 
qui ne contient aucun langage rationnel infini. Consid~rons les langages 
L> = {a~b~/n > p ~ 0} et L< = {anb~/p > n ~ 0}. Comme tout langage infini 
appartenant au c6ne rationnel ~( /5>)= C~(L<) poss+de un facteur it6rant, la 
proposition 14 entraine imm~diatement: 
COROLLAIRE 18. Les langages L> = {anb~/n > p >~ 0} et L< -~ (a%V/p > 
n ~> 0} n'appartiennent pas au c6ne rationnel engendrd par le compldmentaire 
d' un IRS-langage. 
Consid6rons, maintenant, les langages L~ k) = {a~l ... a~k/3i < k, ni -~ hi+l} 
pour k ~> 2. Si L~ k) domine rationnellement un langage non rationnel L _C a* "-- 
a~*_l, il existe, d'apr6s la proposition 14, un langage infini inclus dans E k 
{a t. . . .  a~n/n >~ 0}, appartenant fi c~(/,), ce qui est impossible puisque c~(/,) = 
~(L')  off L' = a~*"" a~l lL  est un langage (k --  1) born6 (cf. Goldstine, 1976). 
Donc, tout langage inclus dans al* ' "  ak-l,* appartenant ?i C~(L(.k)]~, est rationnel. 
Clairement, si ~ et ~ sont deux c6nes rationnels v6rifiant cette propri6t6, il en 
est de m6me pour ~ [] ~ et nous en d6duisons, par induction: 
COROLLAIRE 19. Tout langage inclus dans a* 1 ". a'k-1 appartenant h ~(L~ °) 
est rationnel. 
En particulier, nous retrouvons un r6sultat de Berstel et Boasson (1974) qui 
ont montr6 que les Fal f f ( L f  )) formaient une hi6rarchie infinie d6croissante. 
La fin de ce papier va 6tre consacr6 aux langages de mots infinis et aux com- 
pl6mentaires de ces langages. 
DI~FINITION. Un mot infini u sur l'alphabet X est une application de N+ sur X. 
Le langage du mot infini u est 6gal 5 {u(1) "- u(n)/n c N}. 
Notons Jd  la famille des langages d'un mot infini et ~7 = {£/L c -~W}. 
Le fait que tout langage infini L '  inclus dans L e ~ domine rationnellement 
L, puisque L = Init (L'), permet de pr4ciser l'4nonc6 de la proposition 14 dans 
le cas des langages de mots infinis: 
PROPOSITION 20. Soient L un langage de ~ et L' un langage non rationnel 
appartenant h cC(L). Alors, L appartient h ~(L'). 
Avant d'utiliser cette proposition, d6montrons quclques propri6t6s ~16men- 
taires des langages de roots infinis qui permettent de mieux les percevoir. 
PROPOSITION 21. Pour tout langage L, il existe un langage L' ~ #/{ tel que 
L ~ ~(L'). 
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Ddmonstration. Soient L _ X* et d ¢ X. Num6rotons de fa~on quelconque l s 
mots de LI L = (w 1 , w2 ,....}. 
Posons L I = {wldwfl . . .  w~d/n >/0}. I1 est facile de vfrifier que L a C~(L~) et 
clue L~ est rationnellement 6quivalent 5L' = Init(L1) ~ J4'. | 
PROPOSITION 22. Pour tout langage L ~ J [ ,  ~ ~ W(L). 
Ddmonstration. Soit X 1'alphabet de L. Pour tout x ~ X, posons Le = 
L/x = {w/wx ~L}. Alors, L~ ~ C~(L) et/f, - :  O~xL~(X\x )X  * ~ C~(L). | 
PROPOSITION 23. Pour tout langage non rationnel L E ~,  il existe un langage 
non rationnel L' C a* tel que L' ~ ~(L). 
Ddmonstration. Soit L C X* le langage du mot infini u. D'apr~s Latteux 
(1978), si Lest  non rationnel, il existe x E X tel que u-l(x) n'est pas un ensemble 
rationnel. D6finissons l'homomorphisme g sur X par g(y)  ~ a, Vy ~ X. Alors 
g(L (3 X 'x )  C_ a* est un langage non rationnel appartenant ~ C~(L). | 
Consid6rons, maintenant, le langage alg6brique G ~-{a~oca h ... caJt/t ~ O, 
~i tel que i @ji}. L'int6r6t de l'6tude de ce langage vient du fait qu'on a cherch6 
longtemps, dans ~(G), des langages non rationnels qui ne dominent pas ration- 
nellement G (cf. Autebert, Beauquier et Boasson, 1978, Autebert et al. 1979). 
Soient G = {ca ca 2 "" cae/k ~ 0}, le compl6mentaire de Get  L = Init(G). 
Alors, G =L/c  = {w/wc~L} est rationnellement 6quivalent ~t Let  G = 
{w/wc ~L} = L/c E c~(/,) _C ~(~/~). Soit un langage non rationnel L'  ~ ~(G). 
Alors, L'  6 c~(L) et la proposition 20 entratne L ~ ~(L'), donc G E ~f(L) C c~(E'). 
On peut 6noncer: 
COROLLAIRE 24. Si Les t  un langage non rationnel appartenant h ~f(G), alors 
= {caca 2' ' '  cak/k >~ 0} appartient h W(L). 
Ce corollaire permet de retrouver imm6diatement un r6sultat de Goldstine 
(1972). Supposons, en effet, que G domine rationnellement un langage born6 
non rationnel L. Comme G est un langage alg6brique, c~(/2) est un PSL-c6ne 
rationnel et ne peut pas contenir G, ce qui eontredit le corollaire pr6c6dent. 
Done: 
COROLLAIRE 25 (Goldstine, 1972). Tout langage bornd appartenant h C~(G) 
est rationnel. 
En fait, on peut se passer de l'alg6bricit6 de Get  6tendre ce r6sultat aux 
langages de ~(dT), en utilisant un r6sultat de Latteux (1978): tout langage d'un 
mot infini appartenant ~~(COM), le c6ne rationnel engendr6 par les langages 
commutatifs, est rationnel. Comme, pour tout langage born6 L, L E ~(COM), 
du corollaire 24 nous d6duisons que tout langage born6 L c ~(~)  est rationnel, 
ce qui entralne clairement: 
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COROLLAIRE 26. Tout langage bornd appartenant ~~(~)  est rationnel. 
De la proposit ion 23 et de ce corollaire, nous pouvons enfin, d6duire: 
COROLLAIRE 27. Tout langage d'un mot infini appartenant h ~-.(~ff/) est 
rationnel. 
Note added in proof. Contrairement ~ la premi&re conjecture, il vient d'etre 6tabli, 
dins Antebert et al., langages alg6briques engendr6s par des langages unaires, 1980, 
paraitre, le r6sultat suivant: il existe un langage L C a* qui domine rationnellement le 
langage G. 
RECEIVED: October 19, 1979; REVISED: May 16, 1980 
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