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Introduction
Hydropower is a valuable asset for any power system, as it is flexible and fast to regulate compared to thermal generation technologies. As the share of variable renewable energy sources in power systems across the world increases, so does the need for balancing capacity and energy. Although hydropower is well suited to help balance the system, the technical constraints and cascaded topology must be considered to realistically estimate this balancing capability. A watercourse connects hydropower plants in space and time. Thus, the balancing actions of a single plant will impact the operation of the whole system, which is a challenge when considering spinning reserve capacity allocation. A hydropower plant delivering spinning reserve capacity in both directions must have sufficient stored water upstream to increase its production, and simultaneously it is beneficial to keep enough upstream storage capacity available to save unused water, in case the reserved capacity is activated upward or downward. The same is valid for the plants connected downstream of the activated plant since the water released has changed from its scheduled value. Another complicating aspect is the implicitly defined marginal cost of operating a hydropower plant. The stored water in each reservoir has an associated opportunity cost or water value, which in general depends on the stored water volumes. This makes the cost of procuring reserve capacity on a specific hydropower plant dependent on the capacity procured on the surrounding plants. Activating poorly coordinated reserve capacity in complex hydropower systems could lead to needless loss of potential energy and increased risk of load shedding.
Reserve capacity procurement and system balancing have been incorporated into hydropower scheduling models in several ways. These features can be found in both long-term planning models [21, 13, 14, 1, 18, 20, 28 ] and short-term operational models [24, 23, 9, 15] . The fundamental models in [21, 13, 14] sequentially clear the day-ahead market, reserve procurement and system balancing steps for Northern Europe. The activation of reserve capacity is based on the marginal cost of the hydropower plants in their day-ahead position, but does not include hydrological constraints nor account for available energy in the reservoirs. The methods presented in [1] and [18] consider a producer participating in day-ahead energy and spinning reserve capacity markets under uncertainty in inflow and market prices within modified stochastic dual dynamic programming (SDDP) frameworks. Both methods ensure that enough water is stored in the reservoir to produce the allocated reserve capacity, although activation is not directly modelled. In [20] , it is investigated how wind power can contribute to the provision of rotating reserves in a hydropower-dominated system by using the SDDP algorithm, but without considering reserve activation. The deterministic model presented in [24] has a high degree of physical detail and can model the reservation of all the different reserve capacity products in Norway. The total amount of reserve capacity to be allocated in the system is exogenously given to the model and is distributed among the hydropower plants while optimizing the day-ahead market position. The probability of activation in the balancing markets modifies the expected income in the deterministic model in [23] , and the work in [9] is based on the assumption that a certain percentage of the reserve capacity sold to the market is activated by the system operator in every inflow and price scenario. The models in [28] and [15] do not explicitly model the reserve capacity procurement, but consider system balancing through bidding into the day-ahead, intraday and real-time energy markets. This paper addresses the importance of explicitly representing the activation of reserved production capacity in the reserve procurement phase of a hydropower scheduling model. To the best of the authors' knowledge, this has not been addressed in detail in the literature before, and so emerges as a gap in the existing research. Related work on general energy storage devices exists to some degree. The stochastic unit commitment model with ideal energy storage in [36] balances load deviations by activating reserve capacity on thermal generators and energy storage devices. The model in [8] considers individual pumped storage plants coupled with thermal units, and energy constraints are applied to the reserve capacity procurement for extreme ramping scenarios that are decoupled in time. Bi-level complementarity models can be used to study the participation of an energy storage unit in day-ahead and reserve markets [33, 35] . The work in [33] considers energy delivery in both the day-ahead and the real-time markets, but only satisfies the energy constraints of the storage units on average over a set of net load deviation scenarios. The bi-level energy storage investment model in [35] requires that there is sufficient storage and energy available to activate the reserved capacity at maximum for a single hour. The model presented in this paper differs from the general energy storage models in the representation of realistic and large-scale cascaded hydropower systems. To this end, note that short-term hydropower and hydrothermal scheduling is an active field of research, see for instance [25] and [12] for recent descriptions of state-of-the-art formulations.
The uncertain nature of variable renewable power generation and consumption contributes to the need for balancing services. Forecast errors in the net load of a power system force the system operator to activate reserved production capacity to meet the actual net load. There are several ways of modelling the uncertainty in net load deviations that cause the system to be unbalanced, such as stochastic and robust optimization. Stochastic optimization typically yields models which are risk neutral, while robust optimization hedges the solution against the worst-case realization of the uncertainty [6] . Robust optimization has been widely and successfully applied to power system planning and operation problems in recent years [32] . A large portion of the published scientific material has been related to the unit commitment problem under uncertainty, where the goal typically is to commit a sufficient number of thermal units to be able to balance real-time deviations [39] . These types of models are usually formulated as twostage models [22, 5, 41, 2, 7] , though single-stage [37] and multistage models [31, 30] context of hydropower scheduling under uncertainty, as in [3] , where the energy content of the hydropower system is maximized while accounting for uncertain net load and inflow. In this paper, a combination of both the stochastic and robust modelling approaches are used to construct two-stage models that account for the effect of activation of reserve capacity in a hydropower system. The combination of robust and stochastic optimization has been proposed in different ways. Stochastic and robust optimization may handle separate sources of uncertainty, such as generator availability and power prices in [11] and variable power generation and power prices in [27] . Moreover, it is possible to create hybrid models by taking a stochastic or a robust model and introducing some characteristics from the other approach. The work in [7] partitions the scenarios in a stochastic model into bundles where robust optimization is applied within each bundle, while [2] introduces several robust uncertainty sets to a robust model by weighting them in the objective function akin to scenario probabilities. The medium-term hydrothermal model presented in [38] procures reserve capacity to ensure system security in the face of a N k security criterion, which is done by incorporating robust optimization into the SDDP framework itself. The unified stochasticrobust model presented in [41] models the same source of uncertainty by both stochastic and robust optimization. This is done by introducing weight of the average scenario cost and 1 of the robust worst-case cost in the objective function, which represents a direct integration of both the stochastic and the robust optimization methods in a single problem. A novel hybrid model stochastic-robust model is presented in this paper, which leverages the popular column-and-constraint generation (CCG) solution technique (see [40, 42] ) as a scenario generator. The CCG provides robust scenarios for the mixed stochastic-robust model, which can be considered as extreme scenarios generated based on a robust uncertainty set. By tuning the probability given to these extreme scenarios, a model that is more robust without being overly conservative compared to its deterministic, robust, and stochastic counterparts is achieved. The complexity of the mixed stochastic-robust model is manageable, as the calculation of the robust scenarios is done before solving the complete model. In short, the contributions of this paper are considered twofold:
A new hybrid mixed stochastic-robust optimization model which is
less complex in construction compared to other hybrid models is presented. In the numerical case study the new hybrid model improves the robustness of the solution without drastically increasing the cost compared to the pure robust and pure stochastic models. 2. The impact of considering activation of reserve capacity in complex and cascaded hydropower systems has been quantified.
The rest of the paper is organized into three parts: Section 2 details the modelling of the optimization problem formulations, a case study is presented in Section 3, and concluding remarks are found in Section 4. Section 2 is split into subsections describing the deterministic dayahead scheduling problem (Section 2.1), the system balancing problem (Section 2.2), the stochastic and robust two-stage problems (Section 2.3), and the new mixed stochastic-robust problem (Section 2.4). The case study in Section 3 presents results from tuning the mixed stochastic-robust model (Section 3.2) and how the different model formulations compare (Section 3.3).
Modelling
The perspective taken in this paper is that of a system operator aiming at optimally scheduling and balancing a completely renewable system dominated by hydropower. The system is scheduled to be in balance according to the net load forecast in the day-ahead planning stage, and symmetric spinning reserve capacity is procured to ensure the balancing capabilities of the system. The existence of variable generation components in the system, such as wind and solar generation, is not modelled explicitly, but manifests as uncertainty in the net load. The forecast errors are seen as the main factors of this uncertainty, and are therefore the drivers behind the need for balancing services. The forecast errors in the net load become known after the scheduling step, and so the operator must use the procured reserve capacity to balance the system in the most efficient way possible.
Deterministic day-ahead scheduling problem
The deterministic short-term scheduling problem for the system operator,
aims to minimize the cost of using water to cover the required net load and spinning reserve requirements while respecting the physical constraints of the system. A standard linear definition of the hydropower scheduling problem, see for instance [19] , is formulated as
All symbols in uppercase are input parameters to the model, while lowercase symbols represent the decision variables x. The model is defined for the hydropower modules m over the time periods t , where the terminology "hydropower module" is used to describe the combined unit of a reservoir connected to a power plant. The water may be moved between reservoirs through three different waterways: flow through the turbine, bypass gate, and spillage, see Fig. 1 . The objective (2) of the model is to minimize the total cost of using water according to the water value and end volume of all reservoirs, as well as the small penalties for using the alternative bypass and spillage waterways. These penalties are applied to encourage the use of the main waterway through the plant. Water values represent the opportunity cost of using water now versus storing it for later use, and are calculated by long-term models such as [19] . The end value of the water generally depends on the end volume in all reservoirs in the system, typically described by linear cutting planes. Constant water values are used in this model formulation for simplicity. Eqs. (3)-(6) preserve the water balance and topology between the modules in the system. The relation between water discharged through the turbine and the power produced by the generator is modelled as a piece-wise linear constraint in Eq. (7), where the efficiency is decreasing for increasing discharge segment number to ensure convexity of the problem. The power balance is kept by Eq. (8), while Eqs. (9) and (10) bound the available symmetric spinning reserve capacity of the plants. Note that the model is linear, which allows production down to 0 MW. To make sure the reserved capacity is spinning, the symmetric requirement is imposed. Enough reserve capacity must be allocated to satisfy the static reserve requirement in Eq. (11). Eqs. (12)- (16) are the bounds of the variables based on the physical capacities of the hydropower modules.
The balancing problem
Balancing the system in real time after a net load deviation has occurred is necessary to maintain system stability. The decisions x made in the day-ahead scheduling stage will affect the system's ability to perform the balancing actions, and so the balancing problem 
depends on both x and . The formulation is near identical to the dayahead scheduling problem described by Eqs. (2) and (16) except for changes to Eqs. (2) and (8)- (10) . All of the variable types found in Eqs.
(2) and (16) , except for the reserved capacity r, are found in y and have an analogous meaning. Let these variables be marked by an overline, so that p represents the power produced by a plant in the balancing stage and so on. The power balance constraint in Eq. (8) is augmented to include the net load deviation as well as non-negative penalty variables for shedding load and dumping power:
The penalty costs for using these penalty variables are added to the objective function formulation of Eq. (2),
and the production limits, Eqs. (9) and (10), are based on the procured spinning reserve capacity and production schedule in the day-ahead stage:
The constraints defined in the day-ahead scheduling problem, Eqs. (3)- (7) and (12)-(16), are also included in the balancing problem constraints y x ( , ), but now pertaining to the balancing variables y. The only connection to the decisions made in the day-ahead scheduling stage is through Eqs. (20) and (21).
Two-stage stochastic and robust problems
To account for the potential cost of activating the procured reserves in the scheduling phase, a two-stage model combining the day-ahead scheduling problem described in Section 2.1 with the system balancing problem in Sectin 2.2 is needed. In this section, two-stage problems based on traditional stochastic and robust optimization are formulated. The scheduling of production and procurement of reserve capacity is the first-stage problem, while balancing the system based on the firststage solution and realized net load deviation t is considered as the second stage.
A stochastic problem is formulated by constructing a set of balancing scenarios with net load deviations st and probabilities s , and then introducing a copy of the balancing problem (17) for each scenario into the deterministic scheduling problem (1) . This leads to the extensive form of the classical two-stage stochastic problem formulation [32] : 
The expected cost of balancing the system in all scenarios s by activating the procured reserve capacity is minimized in this formulation, while also minimizing the cost of scheduling the system to meet the net load forecast and procuring the reserve capacity. The effect of activating the reserved capacity is properly captured in this model formulation, as constraints describing the cascaded hydropower topology and the energy usage of balancing the system are present in the balancing constraints. Note that the reserve capacity is activated for the whole time period t, which means the model does not distinguish between different types of reserves with different activation times.
The two-stage robust optimization formulation represents a more conservative approach than the stochastic formulation in Eq. (22) . Robustness of the solution is of interest to the system operator, as keeping the system in balance, also in extreme situations, is a priority. The robust two-stage counterpart to the stochastic formulation is the tri-level problem 
where the net load deviation is constrained to be part of the uncertainty set . The robust problem aims to minimize the first-stage cost and the worst-case balancing cost. In this paper, the simple formulation first proposed in [4] will be used to define: 
where the parameters t and are the maximal net load deviation and the budget of uncertainty, respectively. The binary variables ± u t signify if a deviation in positive or negative direction has occurred. Note that it is possible to include both spatial and temporal correlations in the uncertainty set [29, 30] . Since the distribution used to generate the scenarios for the stochastic model does not include any temporal correlations in the case study presented in Section 3, correlations are not included in the uncertainty set.
The min-max-min formulation of the robust optimization problem in Eq. (23) cannot be solved directly. The column-and-constraint generation (CCG) procedure, first proposed in [40, 42] , is a popular primal decomposition scheme to remedy this. Other solution techniques such as Benders decomposition (see for instance [5] ) and affine policy approximation [31, 30] are not considered in this work because the model presented in Section 2.4 depends on the CCG approach. CCG first requires the inner minimization problem of Eq. (23) to be transformed to its dual maximization form, so that the maximization steps may be combined:
Let the dual variables of the power balance constraints in the balancing stage, Eq. (18), be denoted as t . Bi-linear terms =
t t appear in the objective function W bal when Eq. (18) is dualized. The binary definition of t in Eq. (24) allows for an exact reformulation of the bi-linear problem to a mixed integer linear program (MILP) by using a "big-M" approach. This is done in for instance [22] , though other options are available for solving the problem. An alternating direction method was used in [29] , while a cutting plane outer approximation was implemented in [5] . In this paper the exact MILP reformulation will be used, as it can be solved directly with a standard MILP solver. With the introduction of the penalty costs ± C for shedding load and dumping power in Eq. (19) through the non-negative variables ± s t , the dual variables t will be constrained by these values:
Using the bounds on t in the big-M expansion allows the bi-linear terms ± ± u t t to be replaced by the new variables ± t and the additional constraints
The CCG technique is based on repeatedly solving the dual form of Eq. (25) for iteratively updated first-stage solutions x . The solution yields the realization of the worst-case net load deviation j , which is iteratively added to the master problem 
The set represents the worst-case net load deviation scenarios that have been identified by the inner maximization problem, and the auxiliary variable is an outer approximation of Eq. (25) . Solving the master problem results in an updated first-stage solution x, which is used to solve Eq. (25) in the next iteration. When the current value of and W bal have converged within a specified tolerance, the procedure is complete as the optimal solution of Eq. (23) has been found.
Mixed stochastic-robust problem
In an effort to combine the advantages of the stochastic and the robust problem formulations presented in Section 2.3, a novel mixed stochastic-robust formulation that utilizes the solution of the pure robust problem formulated in Eq. (23) is proposed here. Solving the robust problem with the CCG algorithm results in a set of worst-case net load deviations , as explained in Section 2.3. These deviations are realizations of the net load that maximizes the cost of balancing the system in the robust formulation. Therefore, the CCG algorithm can be seen as a generator of extreme scenarios that are contained within the uncertainty set . The mixed stochastic-robust model is formed in Eq. (32) by extending the stochastic problem formulation in Eq. (22) with the set of robust scenarios:
. 
Note that the probabilities of the original scenarios s have been scaled so that 
The robust scenarios are considered to be equiprobable, which results in the robust probabilities
Choosing a scaling of = 1 will put zero weight on the robust scenario balancing costs, and similarly = 0 removes the cost of balancing the original scenarios. The constraints x ( , ) associated with the original and robust scenarios will persist regardless of the choice of . The formulation in Eq. (32) is similar to the unified stochastic-robust model in [41] , as the robust and stochastic components of the problem is weighted in the objective function in both models. However, there are two main differences between Eq. (32) and other hybrid models;
Firstly, the robust scenarios are computed by solving the robust model in Eq. (23) before the mixed model is solved. In contrast, the unified stochastic-robust model must be solved in an iterative way with the presence of the scenarios in every iteration, which can be problematic regarding the tractability of the problem. The mixed model presented here may be solved directly in its extensive form, or by any other suitable decomposition technique for stochastic optimization problems. The reusability of the robust scenarios are also higher in the mixed model formulation since they are completely independent of the original scenarios . For instance, if the mixed model is solved for successive days, the scenarios can be used as a good initial set of constraints in the solution of the robust model. This sharing of contingency events between time periods has also been proposed for the long-term hydrothermal planning model in [38] , which incorporates CCG in a SDDP framework.
The second important difference is that the expected value of the robust scenarios is added to the objective function in Eq. (32) instead of the max-min robust formulation. If only the maximal cost of the robust scenarios was minimized, the mixed model would be little more than an approximation of the unified model of [41] with pre-generated robust scenarios. As pointed out in Section 2.2, the only direct connections between the first and second stages are the production limits Eqs. (20) and (21) . For the hydropower scheduling problem, this turns out to be a C.Ø. Naversen, et al.
Electrical Power and Energy Systems 119 (2020) 105864 very weak coupling in the sense that including the constraints y x ( , ) alone do not have a big impact on the first-stage decisions. It is important to include the balancing cost Z y ( ) bal of a scenario to the objective function to actually influence the scheduling decisions. This effect is clear in the numerical calculations in Section 3.2 for the edge case = 1. Directly including all robust scenarios in the objective function through their expected cost instead of only minimizing the maximal balancing cost leads to a tighter connection between the stages, and a more efficient way of propagating the conservative nature of the robust scenarios to the reserve capacity procurement decision. The coupled model proposed in [26] also minimizes the expected value of robust scenarios, but in their case the robust scenarios are iteratively added to the set through the CCG procedure. The approach still has the potential tractability issues of the unified problem formulation, especially since the convergence of the CCG algorithm is unproven in their proposed framework.
Case study
The focus of this case study is on the quality of the solution of the deterministic, stochastic, robust, and mixed model formulations presented in Section 2. The solution quality is measured in terms of the cost of procuring the reserve capacity and the subsequent cost of activating the reserves to balance the system. The topic of solution times of the different models is not discussed directly, as this will be heavily dependent on the solution parameters and techniques used to solve the models, especially the robust and, by extension, the mixed models. All optimization models have been implemented in the Pyomo modelling package for Python [16, 17] using the MILP solver CPLEX 12.8 [10] .
The hydropower system used in the study is shown in Fig. 2 . It is based on a real watercourse in Norway, and consists of 12 modules with a total production capacity of 537.4 MW. The initial reservoir volume of every module is set to 65% of its maximal storage capacity, which represents a normal hydrological situation during the winter in Norway. Water values are calculated by the long-term hydropower scheduling model described in [19] , and are measured in monetary units (mu) per Mm 3 in the range of 1200-9000 mu/Mm 3 . The penalty for shedding load and dumping power is chosen to be 3000 mu/MW and 1000 mu/ MW, respectively. Note that the results in the case study is not overly affected by the choice of these values due to the way the net load deviation scenarios are generated. The time horizon is set to 24 h with hourly resolution, and the forecasted net load profile is shown in Fig. 3 . The profile is based on the amount of energy sold in the day-ahead market in the Norwegian NO3 bidding zone on 1/1-2019 [34] , with values scaled down to get a peak of 420 MW. The maximal forecast error possible is considered to be = 42 max MW, 10% of the peak load, in either direction in every hour. No temporal correlations between net load forecast errors are assumed for simplicity.
To generate scenarios for the stochastic and mixed models, the forecast errors t are chosen to be normally distributed with = µ 0 t and = = /2.5 16.8 t max MW. However, to ensure that the values drawn to generate the scenarios are within the postulated maximal forecast error band, any values outside this band are truncated to its outer limits. In other words, | | st max is enforced for all scenarios. There are two measures that are used to quantify the quality of a production and reserve capacity procurement schedule; The cost of procuring the reserves K and the following cost of balancing the system B. The cost of procuring reserves is defined as the increase in the firststage objective function Z da relative to the cost of the deterministic model in Eq. (1) solved without any reserve requirement, Z da 0 :
This cost represents the opportunity cost of procuring the reserves. For a given realization of the net load deviation i , the cost B i of balancing this deviation is calculated by solving the primal balancing problem in Eq. (17) for the given production schedules p and allocated reserve capacity r. This yields the objective function Z i bal , which is normalized by the objective function given perfect foresight, Z i PF , to produce the balancing cost:
The perfect foresight cost is found by relaxing the production limit constraints of the balancing problem, Eqs. (20) and (21) , to let every plant produce between zero and maximum capacity. The sum of the procurement cost and the normalized balancing cost is the total system cost,
i i (38) K is easily found by direct calculation, whereas the balancing costs B i must be estimated by simulation. In this case study, 5000 different sampled net load deviations were used to measure the balancing cost of the given schedule. The robustness of the different model solutions was tested by generating two different batches of 5000 balancing scenarios. The first batch, from now on referred to as "the normal scenario batch", was generated based on the same truncated normal distribution used when generating scenarios for the stochastic and mixed models. A different seed for the random number generator was used when generating the normal scenario batch to avoid redrawing the same scenarios generated for the solution of the stochastic and mixed models. The second batch of scenarios was generated from a uniform distribution drawing values in the range | | t max . This uniform scenario batch gives balancing scenarios that are more extreme compared to the normal scenario batch. The system is guaranteed not to experience any net load deviation larger than max in any of the scenarios in the two batches, and so penalties for load shedding and dumping power can be avoided given that enough energy and storage capacity is available when the reserves are activated.
Sensitivity analysis of the budget of uncertainty in the robust model
The parameters of the robust uncertainty set are chosen to be comparable to the scenarios generated from the truncated normal distribution. The maximal deviation is set to = t max so that the worstcase deviation contained in does not exceed the maximal hourly net load deviation. The budget of uncertainty heavily influences the solution of the robust model. According to the formulation in Eq. (24), limits the maximal number of hours with a worst-case deviation. To gauge the robustness of the solution of the robust model in Eq. (23), a sensitivity analysis of in the range from 1 to 24 was performed. The robust model was solved for the 24 different values of to an absolute convergence tolerance of 5 mu, with an absolute MIP gap of 5 mu and integer tolerance of 10 9 for the second-stage problem. The CCG algorithm on average converged in 15 iterations, and always within 29 iterations. The procurement cost K was determined based on Eq. (36) and balancing cost B i was then calculated for all of the scenarios in the normal and uniform scenario batches according to Eq. (37). The numerical results are shown in Fig. 4 .
The sensitivity analysis shows that the value of has a big impact on both the procurement cost and simulated balancing cost of the robust model. As expected, K increases almost monotonically as a function of . The balancing cost is generally higher for low values of for both batches of simulation scenarios, but the trend is not monotone. There is a distinct drop in the variability of B i for > 10, but the variability starts to increase again when close to the maximal value of = 24. This shows that simply choosing a high budget of uncertainty does not necessarily result in a more robust solution. Fig. 4 shows that choosing = 1 results in the lowest average total cost U mean when simulating with the normal scenario batch but the highest U mean in the uniform scenario batch. In terms of robustness, the best choice is arguably = 15. The 95th percentile of the total cost is lowest for this value of for both simulation scenario batches, and its average total cost is also the lowest in the uniform scenario batch.
Sensitivity analysis of the robust weight b in the mixed stochasticrobust model
The scaling factor of the mixed stochastic-robust model in Eq. (32) is considered a tuning parameter in this case study, and its optimal value is estimated in this section based on a similar type of sensitivity analysis as in Section 3.1. It was determined that = 15 gave the most robust solution when the pure robust model was considered, which was reached after 12 iterations of the CCG algorithm. The corresponding 12 robust scenarios form the set for the mixed model. An additional 50 equiprobable scenarios were generated to form the set of balancing scenarios based on the truncated normal distribution described in Section 3. The mixed model was solved for a range of different values of to find the procurement cost K before the balancing cost B i was simulated based on the 5000 scenarios in the normal and the uniform scenario batches. The numerical results are visualized in Fig. 5 . When determining the range of to consider in the mixed model, it is useful to calculate the value of that results in equal weights for the scenarios in and . Based on Eqs. (34) and (35) , this value is
given the number of robust and regular scenarios used. A value of < 0 will result in a mixed model where the individual robust scenarios are given a higher weight than the scenarios in , which is likely to give an overly conservative solution. This turned out to be true in this case study, so only values in the range 0.8 1.0 are presented in this analysis.
The results show that a lower value of gives a lower standard deviation U ( ) i at the expense of a higher base procurement cost K . Interestingly, the standard deviation increases noticeably for the edge case = 1. Only adding the constraints related to the balancing problem without considering the associated balancing cost in the objective causes this effect, and the balancing constraints alone do not impact the model sufficiently to increase its robustness. The value of that achieves the lowest average total cost is 0.99 and 0.91 when using the normal and uniform simulation scenario batches, respectively. The most robust solutions occur at = 0.93 and = 0.84 in the two simulation cases when the 95th percentile of the total cost as a measure for robustness. This finding shows that it is possible to gain both robustness and lower average costs at the same time by adding robust scenarios to a stochastic optimization problem. The "best" choice of depends on the preferences of the system operator, and most choices in the region 0.84 0.99 can be justified based on a trade-off between robustness and low average cost. However, it is clear that giving zero weight to the robust scenarios ( = 1) is a sub-optimal choice either way.
Model comparison
To compare the mixed model and the robust model with the deterministic (Eq. (1)) and stochastic (Eq. (22)) formulations, the same simulation run of 5000 balancing scenarios drawn from the truncated normal distribution and the uniform distribution was used to simulate Fig. 6 with accompanying numerical details given in Table 1 . There are no instances of load shedding or power dumping penalties being used in any of the simulation runs for any of the models.
The first observation to note is the advantage of considering the activation of reserves in a cascaded hydropower system. The deterministic model procures the 42 MW of reserve capacity and does not shift the production schedule of any module from the schedule obtained when not procuring reserve capacity. This gives a low procurement cost of = K 0, but it is evident that the cost of actually balancing the system after the net load has been realized is high compared to all of the twostage models. The average cost is 7-8 times higher for the deterministic model solution compared to the stochastic and mixed model solutions. The robust model with = 15 is considered overly conservative in this comparison due to a high procurement cost. Note that the least conservative robust model with = 1, see Fig. 4 , also performs significantly worse than the other two-stage models. The stochastic model with 50 scenarios performs well in the simulation using the normal scenario batch but has high variability in the balancing cost and low robustness when the simulation is based on the uniform scenario batch. By increasing the number of scenarios in the stochastic model to 200 and 1000, the average total cost, variability, and robustness improve. However, this comes at the expense of model size and complexity, and the marginal improvement per scenario is low when going from 200 to 1000 scenarios. The mixed model only adds 12 new scenarios, but still manages to provide robust solutions without being overly conservative. The mixed model with = 0.84 yields the most resilient solution when simulating with the uniform scenario batch, with a 95th percentile cost that is considerably lower than the other models. The increased procurement cost results in a higher average total cost in the normal scenario batch simulation, but the 95th percentile cost is still only slightly higher than the stochastic model with 1000 scenarios. When the mixed model is solved with = 0.99, the result is a model which behaves similarly to the stochastic model with 200 scenarios. This model comparison shows that using robust scenarios in a stochastic model can drastically reduce the number of scenarios needed to improve robustness and average total cost. To better understand the effect and importance of considering reserve capacity activation in the scheduling phase, Fig. 7 shows how some of the different models allocate and distribute the reserve capacity among the 12 hydropower plants. The deterministic model relies heavily on plant 4 for reserve capacity throughout the day, and fills the remaining reserve capacity need with reserves arbitrarily allocated on other plants that operate between 0 and P max . There is no spatial coordination between plants that are selected for reserving capacity in the deterministic model. In this case, module 4 has ample energy stored upstream and additional storage space to ramp up or down production without issue, but this is purely by chance. The module is also located at the bottom of the cascaded system, and so any change in water discharged does not cause problems downstream. As seen in Table 1 , the deterministic reserve procurement still turns out to be costly when it comes to balancing the system. Using plant 4 to balance most of the net load deviations results in poor water management according to the water values. All of the two-stage models also rely on plant 4 for their reserve capacity, but to a lesser extent. The shape of the forecasted net load curve, with a valley in hours 2-6 and a peak in hours 14-20, can be seen in the allocation of the reserve capacity, which reflects the fact that it is better to use different hydropower modules for balancing at different times of the day. Modules 1, 2 and 3 are located in a string with very limited storage capacity and are used for reserve capacity during the peak hours. Reserve capacity is allocated on these plants at the same time so that they can ramp up or down together to avoid issues caused by the low storage capacity in between them. The robust model allocates significantly more reserve capacity on plants 1, 2 and 3 compared to the stochastic and mixed models. This forces an increased use of the bypass gate from module 4 to module 3 to feed the three modules with additional water so that they can increase their production and deliver more spinning reserve capacity. Using the bypass gate incurs a small penalty, which increases the procurement cost of the robust model. It is clear that the robust model values protection in the peak hours. The worst-case system costs occur when positive deviations manifest in the peak hours since this forces the hydropower system to produce closer to its maximal capacity. The mixed model with = 0.84 inherits the protection of the peak hours. It procures between 50 and 55 MW of reserve capacity in several hours in the peak period, which is over the necessary 42 MW to avoid load shedding and power dumping. The additional reserve capacity gives increased flexibility in the balancing stage, as different combinations of modules can be used to produce or retain the required balancing energy, even in the case where a maximal net load deviation is realized. Except for the peak hours, the stochastic and mixed models produce a similar reserve capacity procurement. This is to be expected since most of the weight is still allocated to the scenarios used in the stochastic model. Fig. 7 . Reserve allocation on the 12 hydropower modules for the different models. The minimal reserve required to avoid load shedding is shown as a red dashed line. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Conclusion
In this paper, the importance of considering the activation of reserved capacity in the scheduling phase for hydropower has been highlighted. If activation is not considered, having sufficient amounts of both stored energy and energy storage capacity can become issues in real-time operations. Cascaded hydropower systems have the added problem of being physically connected, and therefore, many plants will be affected by a single plant ramping up and down its production. In the presented case study, inefficient water management was the source of the high balancing cost of the deterministic model. Several two-stage formulations, which considers activation of reserves in combination with energy and topology constraints in the balancing stage, were proposed to solve this issue. One of these models is a new mixed stochastic-robust optimization model, which was shown to yield highquality solutions compared to its pure stochastic and pure robust model ancestors. The mixed model can be viewed as a stochastic model augmented with extreme scenarios identified by solving a robust model with the CCG algorithm. The fact that a non-zero robust weight minimizes the total costs in the mixed model signifies a benefit of strengthening the stochastic model with robust scenarios. This is especially valid when the probability distribution used to generate the scenarios for the stochastic model is different from the actual distribution of the uncertainty, which can be the case when the underlying data is of poor quality.
The case study presented in this paper is based on a moderate case regarding the initial state and energy available in the system. Solving the daily scheduling problem over a longer period that captures the seasonal variations in the hydropower system, for instance by using a rolling horizon simulator, will give a complete picture of the effects of spatially coordinating the reserve capacity allocation based on accounting for activation. 
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