Abstract. As a check on calibration and drift in each discrete sub-system of a commercial frequency-domain airborne electromagnetic system, we aim to use causality constraints alone to predict in-phase from wide-band quadrature data. There are several possible applications of the prediction of in-phase response from quadrature data including: (1) quality control on base level drift, calibration and phase checks; (2) prediction and validation of noise levels in in-phase from quadrature measurements and vice versa and in future; and (3) interpolation and extrapolation of sparsely sampled data enforcing causality and better frequency-domain -time-domain transformations. In practice, using tests on both synthetic and measured Resolve helicopter-borne electromagnetic frequency domain data, in-phase data points could be predicted using a scaled Hilbert transform with a standard deviation between 40 and 80 ppm. However, relative differences between base levels between flight could be resolved to better than 1 ppm, which allows an independent quality control check on the accuracy of drift corrections.
Introduction
Frequency domain airborne electromagnetic (AEM) systems consist of several independently calibrated sub-systems, each operating at a single frequency (Valleau, 2000) . The frequency domain helicopter AEM systems are commonly known as helicopter-borne electromagnetic (HEM) systems. It is well known that imperfect calibration of separate HEM sub-systems leads to incompatibilities between data and forward models (Fitterman, 1998) , although calibration methods have improved considerably since Fitterman's analysis. The incompatibilities between data and models are inferred to be calibration errors, and prior to the development of inversion methods were addressed through transform to apparent resistivity, with levelling processes that distribute systematic errors to apparent depths or make adjustments in base levels so that resistivity-depth sections seem reasonable. Brodie and Sambridge (2006) and Deszcz-Pan et al. (1998) have presented methods to adjust calibration parameters so that data are consistent with external conductivity constraints from water sampling or boreholes. Brodie and Sambridge also allow for slow drifts and bias in holistic inversion procedures. When no earth constraints are available, Ley-Cooper and Macnae (2007) showed that a stochastic approach to calibration could be taken using the average error in layered earth-fitting to 'similar' data clusters, assuming that the geology (earth conductivity) varied but that calibration error was constant. In each of these methods, calibration errors are identified through comparison with a (piecewise) 1D earth conductivity model, even though the earth may have a 3D conductivity structure. Two research examples of the use of wire loop conductors in HEM calibration are given by Yin and Hodges (2009) and Davis and Macnae (2008) , and their methodologies have seen regular subsequent use in field calibration. The aim of this paper to look at calibration constraints that are independent of any earthmodel.
In an HEM system, sensor coils measure the rate of change of the EM magnetic component, and either a bucking transmitter or receiver is set up so that the large primary field is essentially nulled before A/D conversion and recording. Geometrical and electronic changes with temperature lead to changes in the effectiveness of the bucking, affecting mainly the in-phase component (Valleau, 2000) . These drifts are corrected to first order using the results of high-altitude excursions, but correction is never perfect, with zero level drifts in the tens to few hundred ppm. The main contribution to these drifts are distortions in the relative geometry of the bucking coil/sensor that are sub-millimetre. Secondary fields are typically less than 4000 ppm of the primary field. Quadrature data are more stable than in-phase data, being independent of bucking effectiveness to a first order approximation.
While electromagnetic noise may be stochastic, controlledsource geophysical signals are inherently causal. For any causal response there is no output before excitation. Causal responses were first mathematically characterised by Kramers (1927) and independently by Kronig (1926) in optical dispersion applications. The Kramers-Kronig (KK) relationship implies that the in-phase component R(o 0 ) of a causal response at frequency o 0 can be predicted from a complete knowledge of the quadrature component Q(o) at all angular frequencies o through the 'KK' integral
where C is a constant (the Cauchy principal value), obtainable analytically by contour integration (King, 2009 ). There are several forms of the KK equation, and we have chosen to use a form suitable for physical measurements with the infinite integral taken over the positive frequency range only. In practice, HEM and other frequency domain geophysical data do not cover the range from zero to infinite frequency, but consist of a small number of discrete frequencies, spaced quasilogarithmically. The question arises: can the KK integral be evaluated numerically on such sparse data, and can the result be used to predict inconsistencies in EM system calibration?
Method
The desired physical property detected by AEM is nominally the earth resistivity (conductivity). Experimental measurements sample the response function of the conductive materials within the earth when excited by a transmitter. The data collected includes two receiver measurements per frequency, the in-phase and quadrature components of the field. Our first tests of using the KK relationship to predict in-phase from quadrature data were done on synthetic EM data calculated over a layered earth with the program LEMEM, a layered-earth modelling code written by Terry Robb for AMIRA project P407b based on the formulation by Fitterman and Yin (2004) . Figure 1 presents the in-phase and quadrature response over an example two-layer model calculated at five frequencies per decade between 10 Hz and 1 MHz. Note that the KK relationship implicitly defines the in-phase R(o) as the complement (with respect to the inductive limit) of the usual geophysical definition of in-phase response P(o), so that P(¥) = R(0) = 0, and P(0) = R(¥) which is the inductive limit (West and Macnae, 1991) .
We first attempted to predict the in-phase data plotted in Figure 1 from the quadrature data using standard GaussKronrod quadrature integration, using the quadgk routine in MATLAB. This attempt was unsatisfactory due to the strength of the singularity in equation 1 at o = o 0 . To address this numerical instability we rearranged the KK equation into the form of a Hilbert transform, specifically:
is the kernel of a standard Hilbert transform H(u). Complex analysis and the relationship between
Hilbert and Fourier transforms are established mathematical procedures, and the interested reader is referred to King (2009) . A Fourier transform equivalent (e.g. Macnae, 1984) can be used to evaluate equation 2 in the form:
where F, = are the Forward and Inverse Fourier transforms respectively, j is the unit imaginary number (square root of -1) and sgn is the signum (sign) operator.
To calculate the in-phase response using fast discrete Fourier transform (FFT) algorithms, it is first necessary to interpolate the quadrature data to linear frequency spacing, including extrapolation of the responses to zero frequency and at a substantially higher frequency than collected in order to be 'close to infinity'. This interpolation is best done using smooth splines in log-space (Boerner and West, 1984) . Both Q and R at infinity are necessarily zero, but a discrete FFT is limited to a finite upper frequency. It is worth noting that the Hilbert kernel (u) is weighted by a term dependent on o 0 , which implies that separate FFT and inverse FFT pairs need to be performed for each o 0 to calculate the Hilbert transform. The algorithm therefore makes the prediction one frequency at a time. Results of the prediction are compared with the forward calculation in Figure 2 , and are seen to have a prediction error of up to 30 ppm using five frequency quadrature data per decade as input. The next step was to determine if a successful prediction could be made using fewer, sparsely spaced frequencies. Figure 3 shows that nine data points, roughly two per decade between 10 Hz and 1 MHz are indeed sufficient for a reasonably successful prediction, with prediction errors within 80 ppm. These input data are a subset of the data presented in Figure 2 . Errors of this magnitude were typical over the limited range of layered earth models tested.
Results
The next step was to apply the algorithm to data obtained from field measurements. We used six frequency Resolve (Yin and Hodges, 2009 ) data from a large survey over the Chowilla flood plains in South Australia, surveyed in 2005. This system has five coplanar and one coaxial coil-pairs, collecting data at six different frequencies. Data had the usual calibration and levelling processes applied to it by Fugro, the contractor. We then used the methods of Ley-Cooper and Macnae (2007) to make an overall recalibration of the entire dataset, and will call the output the 'recalibrated data'. The expectation of this recalibration process was that residual phase and gain errors would be reduced in the recalibrated data. As part of this processing step, data from the coaxial pair operating at 3242 Hz were scaled to equivalent coplanar amplitudes. The six recalibrated quadrature data at each fiducial were then used to predict the in-phase.
The results from our prediction at a frequency of 8177 Hz using the Hilbert transform (2) and the recalibrated in-phase data are shown in Figure 4 , with little difference evident on the plot with its colour bar between 0 and 4500 ppm. The relatively conductive flood-plan is bounded by the Murray river to the south and hills to the north and east. Differences between the images are enhanced if the prediction is subtracted from the recalibrated data before plotting. A set of difference plots are presented in Figure 5 for all six frequencies. The coaxial data has been scaled by a factor of 3.2 to account for the difference in geometry (orientation alone leads to a factor of 4 and the remainder is due to a coil spacing change compared to the coplanar pairs). The difference plot shows spatially consistent patterns: individual flights can be easily identified through consistent level-shifts, with the areas covered by flights 15, 16 and 17 outlined. Figure 6 presents histograms of the differences between prediction and recalibrated data. While the differences are not normally distributed, in that they are asymmetric, two-thirds of the predictions were within 40 ppm at the lower frequencies, rising to 80 ppm at the highest frequency. If these systematic differences are attributed to system drift, their amplitudes are largely consistent with the tens of ppm drift estimates of Valleau (2000) , and the large drift errors estimated at the highest frequency by Brodie and Sambridge (2006) . Horizontal striping ( Figure 5 ) generally is coincident with the spatial boundaries between flights, each of which has independent base-level and drift estimates in contractor processing.
It appears that the differences between recalibrated and predicted data are not clearly proportional to amplitude, and thus optimally expressed as a percentage error. Figure 7 shows that at the highest frequency data (group a), the error distribution is most spread out at mid frequencies. At the lowest frequency data (group c), the differences appear to be additive, in that they do not reduce at small amplitudes.
Discussion
Because of systematic errors in prediction using synthetic models, we are not confident that the KK transform predicts in-phase results well enough to use as a 'true' value for zero-level drift estimation. However, with similar geology as expected in the flood-plan area, systematic differences between flights are evident. The mean difference for the 13 flights and six frequencies is imaged in Figure 8 , and inspection of Figure 5 shows that it has provided an estimate of the relative differences between flights. These differences could be taken to be estimates of the average of residual zero level drift, after conventional drift correction, for each flight. The best agreement between the empirical and numerical data are at the five lowest frequencies (Figures 5-8) . Prediction errors at the highest frequency (Figure 8 ) are larger than at the mid frequencies. Data at the highest frequency shows horizontal bands coincident with flight boundaries, either indicating inconsistencies in zero-level and amplitude adjustments between flights or possibly problems with numerical extrapolation for the KK algorithm. Figure 9 presents a summary scatterplot of the differences at all frequencies as a function of amplitude, which shows that the prediction error is not clearly correlated with data amplitude, and that the standard deviation of the prediction averages to 63 ppm. There may be some small systematic effects seen in Figure 9 , in a subtle rising trend of the most common difference towards high frequency. Using standard statistics on the differences, the standard error of the mean difference value for each frequency and flight is however less than 1 ppm. We would suggest that, rather than using this method to provide an additional correction to data, it could be used as a quality control estimate on levelling and drift errors. In our opinion, the method of Brodie and Sambridge (2006) is better suited to drift corrections than our KK prediction.
There are several possible applications of the prediction of in-phase response from quadrature data including: (1) quality control on base level, calibration and phase checks; (2) prediction and validation of noise levels in in-phase from quadrature measurements, and vice versa; and, although not detailed here, (3) interpolation and extrapolation of sparsely sampled data enforcing causality and better frequency-domain -timedomain transformations. This last application could be used, for example, to speed up forward and inverse modelling without loss of accuracy, and will be the subject of further investigation.
Conclusions
Causality as mathematically enshrined in the KK relationship can be exploited to predict in-phase from quadrature data for any causal system, of which frequency domain EM and induced polarisations responses are geophysical topics of interest. In practice, using recalibrated Resolve HEM data, in-phase data points can be predicted with an error of zero mean and a standard deviation of less than 40-50 ppm at most frequencies, and 80 ppm at the highest frequency. In similar geology, these systematic differences are stable, and averages during each flight of the difference are determined to better than 1 ppm, which is stable enough to identify the presence of base level drift correction errors in HEM data. This detection is best used for quality control rather than data correction. Dispersion constraints on EM systems Exploration Geophysics
