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ABSTRAKT
Táto práca je zameraná na regresnú analýzu morfologických parametrov vypočítaných
z EKG pre odhad polohy srdca voči meracím elektródam. Pozostáva z teoretického
rozboru problematiky snímania EKG a popisu dát získaných z experimentu na izolovaných
zvieracích srdciach. Na teoretickú časť nadväzuje popis výpočtu parametrov vhodných
pre regresnú analýzu a ich aplikácia pri tréningu a následovnom testovaní regresných
modelov pre odhad polohy srdca voči meracím elektródam.
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ABSTRACT
This work focuses on the regression analysis of morphological parameters calculated from
the ECG for estimating the position of the heart to the measuring electrodes. It consists
of a theoretical analysis of the problems of ECG recording and description of the data
obtained from experiments on isolated animal hearts. On the theoretical part is followed
by a description of the calculation parameters suitable for regression analysis and their
application in the training and testing of the following regression models to estimate the
position of the heart to the measuring electrode.
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1 ÚVOD DO PROBLEMATIKY
Základnou a najpoužívanejšou metódou skúmania srdcovej činnosti je elektrokardi-
ografia, ktorá sníma vznik a šírenie vzruchu v srdci. Jej výsledkom je elektrokar-
diogram (EKG), pomocou ktorého sa dá odhaliť mnoho patologických stavov na
srdci. Už od začiatku elektrografie je známe, že priebeh elektrogramu je závislý na
konkrétnom zapojení a umiestnení elektród. Napríklad pri nesprávnom umiestnení
hrudných elektród, môže dôjsť k nasnímaniu priebehu, ktorý by sa mohol hodnotiť
ako patologický. K zmene priebehu EKG nemusí dôjsť iba pri nesprávnom umiest-
není elektród. Viaceré štúdie ( napr. [1],[2]) potvrdili, že aj poloha pacienta pri
snímaní EKG môže ovplyvniť nameraný priebeh, pretože aj minimálny posun srdca
v hrudnej dutine, sa môže prejaviť na priebehu elektrokardiogramu. Cieľom diplomo-
vej práce je preto štúdium závislosti medzi polohou srdca voči meracím elektródam
a priebehom morfologických parametrov určených z EKG krivky, čo by pomohlo vy-
lepšiť hodnotenie priebehu EKG a pomôcť tak pri chybnej diagnostike patologických
stavov spôsobených zmenou polohy srdca.
Práca je rozdelená na niekoľko častí vymedzených kapitolami. V prvej kapitole
je popísaný teoretický rozbor problematiky vzniku a snímania elektrickej aktivity
srdca. Obsah druhej kapitoly je vyhradený pre popis experimentu merania EKG na
izolovanom zvieracom srdci a dát z neho získaných, s ktorými sa pracuje v tejto práci.
Tretia kapitola pozostáva z popisu parametrov a z jednoduchej grafickej analýzy pre
výber vhodných parametrov pre regresnú analýzu. V ďalšej kapitole je úvodný popis
regresných metód, kde sú uvedené a vysvetlené regresné metódy, ktoré boli pomocou
programového prostredia MATLAB a WEKA aplikované v tejto práci. Nasleduje
popis tréningu regresných modelov, diskusia dosiahnutých výsledkov a záver.
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2 FYZIOLOGIA A SNÍMANIE ELEKTRICKEJ
AKTIVITY SRDCA
Činnosť srdca ako orgánu je podmienená jeho elektrickou aktivitou a následne navä-
zujúcou kontrakciou srdcového svalu. Podstatou elektrickej aktivity je vznik akčného
potenciálu na membránach srdcových buniek. Šírenie akčného potenciálu po povrchu
srdca vyvoláva časovo-priestorové zmeny elektrického napätia, ktoré sa dajú snímať
elektródami na povrchu tela. Získaný časový úsek signálu sa nazýva elektrokardio-
gram (EKG) a opisuje jednotlivé fázy srdcového cyklu. Časovou alebo amplitúdovou
zmenou jednotlivých srdcových intervalov sa dajú diagnostikovať mnohé poruchy
srdca.
V tejto kapitole je opísané ako vzniká a ako sa šíri elektrický vzruch srdcovou
svalovinou podľa [3], jeho spôsoby záznamu a v závere popis všeobecného priebehu
elektrokardiogramu a jednotlivých úsekov, ktoré sú významné pre určovanie srdco-
vých porúch.
2.1 Vznik a šírenie vzruchu v srdci
Srdce je dutý svalový orgán, ktorý pracuje ako tlakovo-objemové čerpadlo, ktorého
úlohou je distribúcia krvi do organizmu. Rozlišujeme tzv. pravé a ľavé srdce. Každá
z týchto častí je tvorená sieňou a komorou. Steny dutín sú tvorené svalovinou - myo-
kardom ktorý je dvojakého typu a to pracovný a prevodný myokard. Pracovný myo-
kard je zodpovedný za vykonávanie mechanickej činnosti - kontrakcie. Prevodný my-
okard tvorí prevodný systém srdečný, ktorý pozostáva zo sinoatriálneho uzla (SA),
preferenčných sieňových dráh, atrioventrikulárneho uzla (AV), Hissovho zväzku a
Towardových ramienok zakončených Purkyňovými vláknami.
Na každej živej bunke sa dá cez povrchovú membránu namerať elektrický poten-
ciál. Je to dané rôznou priepustnosťou membrán pre sodík a draslík pri ich rozdiel-
nych koncentráciách v intra a extracelulárnom prostredí. Tento potenciál sa nazýva
kľudový a môže sa pohybovať od -10 mV u erytrocytov až do -90 mV u buniek
myokardu.
Akčné napätie vzniká náhlou zmenou priepustnosti membrány pre jednotlivé
katióny. Vzniká pri depolarizácií bunky na hodnotu okolo -65 mV čo na niekoľko
milisekúnd spôsobí otvorenie sodíkových kanálov a prúd sodíka do bunky prudko
vzrastie. Napätie tým vzrastie na hodnotu +20 mV. Po dosiahnutí tejto hraničnej
hodnoty napätie začne pomaly klesať a pri hodnote -35 mV sa začnú otvárať mem-
bránové kanály pre druhý depolarizačný prúd, ktorý nesú vápnikové ióny. Tento
prúd sa veľmi pomaly aktivuje, čo spôsobí zadržanie membránového napätia po
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dobu 150-200 ms na hodnote okolo 0 mV. Tým sa vytvára pre akčné napätie u srd-
cového tkaniva typická fáza plató. Proti sodíkovým a vápnikovým prúdom pôsobia
draslíkové prúdy, ktoré sú opačného smeru. Prispievajú k návratu membránového
potenciálu ku kľudovej hodnote.
Hodnota kľudového potenciálu nie je u všetkých buniek myokardu rovnaká. U
pracovného myokardu je stála, naopak u prevodného myokardu sa samovoľne mení.
Túto zmenu zabezpečujú pacemakerove P bunky, pri ktorých dochádza k pozvoľ-
nému vzostupu napätia až k prahovým hodnotám. Preto tieto bunky iniciujú vznik
impulzu akčného napätia, ktorý sa ďalej šíri myokardom.
Za normálnych okolností vzniká vzruch v SA uzle, ktorý sa nachádza nad ústim
do pravej siene. Z tohto miesta sa šíri preferenčnými dráhami do AV uzla, ktorý leží
na spodine pravej siene. AV uzol postupne prechádza do Hissovho zväzku, ktorý sa
nachádza na rozmedzí pravej a ľavej komory. Z Hissovho zväzku sa dráhy šírenia
rozdeľujú na jednotlivé oblasti pracovného myokardu komôr (Towardové ramienka)
a sú zakončené Purkyňovými vláknami.
2.2 Spôsoby záznamu EKG
V tejto kapitole sú rozobraté jednak konvenčné spôsoby snímania EKG prostred-
níctvom dvanásťzvodového systému a jednak ortogonálne zvody, prostredníctvom
ktorých bolo nasnímané experimentálne meranie EKG, ktorého analýzou sa zaoberá
táto diplomová práca.
2.2.1 Konvenčné elektrokardiografické zvody
V praxi sa najčastejšie stretávame s EKG snímaným dvanástimi zvodmi. Tento sys-
tém snímania pozostáva z troch skupín zvodov: troch bipolárnych končatinových
zvodov, označených rímskymi číslicami I, II a III, troch unipolárnych augmentova-
ných zvodov, označených aVL, aVR a aVF a šesť unipolárnych hrudných zvodov
označených V1 až V6.
Bipolárne končatinové zvody boli zavedené Einthovenom už v roku 1913.
Elektródy su pripevnené na končatinách na relatívne veľkej vzdialenosti od srdca.
Tri zvody tvoria strany rovnoramenného trojuholníka, u ktorého sa srdce nachádza v
strede jeho základne (obr. 2.1). Výhodou tohoto zapojenia je, že výsledný signál nie
je výrazne ovplyvnený nepresnosťou polohy elektród, variabilitou telesných proporcií
a kolísaním kožného odporu.
Unipolárne zvody (Wilsnove) tvoria druhú skupinu konvenčného dvanásťzvo-
dového zapojenia. Kladné elektródy sú umiestnenie rovnako ako u bipolárneho za-
pojenia, avšak zápornú elektródu tvorí miesto s nulovým potenciálom. Toto miesto
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Obr. 2.1: Bipolárne končatinové zvody.[4]
vytvára tzv. centrálna svorka, cez ktorú sú spojené všetky tri kladné elektródy cez
rovnaké veľké odpory, a ktorá odpovedá elektrickému stredu srdca (obr. 2.2). Pre
vylúčenie vplyvu rozdielneho kožného odporu pod snímacími elektródami sa me-
dzi elektródy a elektrokardiograf zapája odpor 5 𝑘Ω. Wilsnové unipolárne zvody sa
označujú VL, VR a VF.
Obr. 2.2: Unipolárne končatinové zvody.[4]
Wilsnové zapojenie cez centrálnu svorku nadobúda len 58% hodnôt napätia
oproti bipolárnemu zapojeniu. Z toho dôvodu sa zaviedli augmentované Goldber-
gové zvody, pri ktorých je od centrálnej svorky odpojená vždy končatina zapojená
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súčasne na meraciu elektródu a z oboch ďalších končatín sú odpojené vložené od-
pory. Centrálna svorka už teda nemá nulový potenciál a je posunutá z elektrického
stredu srdca medzi obidve spojené končatiny (obr. 2.2). Takto sa vylepšil zisk uni-
polárneho zapojenia na 87% bipolárneho zapojenia. Tieto augmentované (zosílené)
zvody majú označenie aVR, aVL, aVF.
Hrudné zvody V1-V6 sú v klinickej elektrokardiografii najdôležitejšie zvody. Sú
unipolárne a napätie sa na nich sníma voči Wilsnovej centrálnej svorke. Umiestnenie
elektród je vidieť na obrázku 2.3.
Obr. 2.3: Hrudné zvody.[4]
Snímacie elektródy sú blízko pri srdci a sú veľmi citlivé na správne umiestnenie.
Už malá zmena polohy srdca zmení tvar a veľkosť zapísaného napätia.
2.2.2 Ortogonálne zvody
V tejto práci je opísané neštandartné snímanie EKG pomocou ortogonálnych zvodov.
Na rozdiel od bežne používaného dvanásťzvodového systému, ortogonálne zvody
snímajú signál z troch základných osí ľudského tela: horizontálnej osi x, sagitálnej
osi y a vertikálnej osi z. Jednotlivé signály sa označujú podľa osí X, Y, Z a zvody
sú bipolárne. Pozitívna výchylka vo zvode X sa píše vtedy keď smeruje elektrický
vektor zprava doľava, vo zvode Y keď elektrický vektor smeruje dozadu a vo zvode
Z keď elektrický vektor smeruje dole.
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Najpoužívanejší systém ortogonálnych zvodov sa nazýva Frankov a využíva 7
elektród. V našom pokuse bol použitý systém šiestich elektród (3 páry). Vznikli
teda tri bipolárne zvody (obr. 3.1a). Zvody I, II a III predstavujú zvody X, Y a Z.
2.3 Popis elektrokardiogramu
Signál EKG snímaný z povrchu tela zaznamenáva časovú zmenu napätia na bunkách
myokardu. Jeho priebeh závisí ako na charaktere postupujúcej depolarizačnej vlny,
tak aj na umiestnení elektród, z ktorých je signál snímaný. Na krivke EKG rozo-
znávame kmity Q, R, S, vlny P, T, U a intervaly P-Q, S-T, Q-T. Z diagnostického
hľadiska sa pri signále analyzuje hlavne tvar a priebeh jednotlivých výchyliek. Na
obrázku 2.4 je znázornený typický priebeh EKG.
Obr. 2.4: Priebeh štandardného EKG.[5]
Vlna P reprezentuje šírenie depolarizácie sieňami. Za fyziologických podmienok
sa jedná o prvú výchylku na elektrokardiograme. Amplitúda P vlny býva v rozmedzí
0,1 až 0,15 mV a šírka maximálne 100 ms.
Interval P-Q sa meria od začiatku vlny P k začiatku komorového komplexu
QRS. Po ukončení vlny P prebieha úsek P-Q izoelektricky. Z tohto dôvodu sa inter-
val P-Q používa ako referenčný úsek pre hodnotenie priebehu intervalu S-T. Taktiež
predstavuje dobu prechodu vzruchu prevodnou sústavou (od SA uzlu k AV uzlu).
Dĺžka intervalu P-Q sa u dospelého človeka pohybuje v závislosti na tepovej frek-
vencii medzi 120 ms a 200 ms.
Komplex QRS predstavuje depolarizáciu komorového myokardu. Začína nega-
tívnym Q kmitom, ktorý nie je vždy prítomný na EKG. Ďalej nasleduje pozitívny
16
kmit R, ktorý má najväčšiu kladnú amplitúdu v rámci záznamu EKG a používa sa
na určenie tepovej frekvencie. Za kmitom R môže nasledovať menší negatívny kmit
S. Komplex QRS okrem depolarizácie komôr zahŕňa v sebe aj repolarizáciu siení,
avšak táto fáza sa v elektrokardiograme neprejaví a je prekrytá vyššou amplitúdou
komplexu QRS. Za fyziologických podmienok trvá QRS komplex maximálne 100 ms.
Interval S-T je izoelektrický úsek medzi koncom komplexu QRS a začiatkom
vlny T. Odpovedá pomalej repolarizácii srdcových buniek alebo fáze akčného napätia
- plató. Jeho trvanie sa pohybuje medzi 100 až 150 ms. Rozlišujeme junkčný bod J,
ktorý je referenčný bod konca komplexu QRS a od ktorého začína izoelektrický úsek
S-T. Úsek S-T je v mnohých prípadoch horšie určený, pretože býva často zvýšený
nad izoelektrickú líniu a prechádza pozvoľne do vlny T.
Vlna T je poslednou najvýraznejšou výchylkou v zázname EKG a spolu s úsekom
S-T odpovedá rýchlej repolarizácií komôr.
Vlna U nasleduje po vlne T a pre jej nízku amplitúdu je za normálnych okolností
ťažko identifikovateľná, naopak v prípade jej zretelnej prítomnosti v zázname EKG
je predzvesťou patologického stavu.
Interval Q-T predstavuje elektrickú systolu komôr. Meriame ho od začiatku
komplexu QRS ku koncu vlny T. Normálne trvá interval Q-T 350 až 450 ms a je
závislý na tepovej frekvencie.
Interval R-R predstavuje vzdialenosť medzi dvoma po sebe idúcimi R kmitmi.
Pre dominantnosť komplexu QRS v zázname EKG signálu, sa interval R-R používa
pre určenie tepovej frekvencie.
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3 EXPERIMENTÁLNY ZÁZNAM EKG Z IZO-
LOVANÉHO KRÁLIČIEHO SRDCA
Databáza signálov, ktorá bola v tejto práci hodnotená pochádza zo skupiny projek-
tov zameraných na štúdium elektrickej aktivity srdca pod záštitou Ústavu biomedi-
cínského inženýrství, FEKT, VUT a Fyziologického ústavu, LF, MU. V experimente
sa skúmal účinok ischémie na srdcovú svalovinu. Okrem toho bolo srdce otáčané
okolo svojej vertikálnej osi, čím sa skúmala zmena polohy srdca voči elektródam a
jej účinok na zmenu EKG, čo je predmetom tejto diplomovej práce. Signály EKG
boli snímané bezkontaktným elektrokardiografom z izolovaných králičích sŕdc podľa
Langendorffa.
V úvode tejto kapitoly je uvedený popis Langendorffovho perfúzneho systému,
ktorý bol použitý pre meranie signálov EKG. V ďalšej časti je popis bezkontaktného
snímania EKG a popis protokolu merania, čerpaný z [8]. Záver kapitoly je zameraný
na popis databázy signálov, ktoré sú ďalej využívané v regresnej analýze.
3.1 Izolované srdce podľa Langendorffa
Prvé pokusy o snahu štúdie srdca ex vivo siahajú do druhej polovice 19. storočia.
V roku 1895 Oscar Langendorff zostrojil prvý model schopný perfundovať izolované
srdce cicavca. Tento prelomový model poskytol veľa odpovedí pre pochopenie zákla-
dov fyziológie a patofyziológie srdca a mnohých procesov na molekulárnej úrovni.[6]
Základná metodológia modelu sa využíva dodnes. Srdce je perfundované cez
kanylovanú aortu. Tok perfúzneho roztoku má opačný tok ako tok krvi. Vďaka tlaku
kvapaliny je uzavretá aortálna chlopňa a vďaka tomu roztok zásobuje celú srdcovú
svalovinu cez kmeň pravej a ľavej koronálnej tepny. Roztok je z myokardu odvádzaný
žilným riečiskom cez ústie koronárneho sínu do pravej siene a odtiaľ je vyvedený
mimo srdca.[7]
Srdce po vyoperovaní z hrudnej dutiny králika bolo zavesené u svojej bázy ku
kanyle Langerdoffovo prefúzneho systému a umiestnené do kadičky s Krebs-Henselei-
tovým perfúznym roztokom, ktorý zamedzil jeho osýchaniu. Krebs-Henseleitový roz-
tok pozostáva z 118,5 mmol/l NaCl, 25,0 mmol/l NaHCO3 , 47 mmol/l KCl, 1,2
mmol/l MgSO4, 1,2 mmol/l KH2PO4, 11 mmol/l glukózy a 2,5 mmol/l CaCl2. Roz-
tok bol okysličovaný v pomere 95% O2 ku 5% CO2 a jeho teplota bola udržiavaná
na 37 °C. Srdce bolo cez kanylu perfundované roztokom pod konštantným tlakom
80 mmHg čo odpovedá fyziologickému tlaku. Pred vstupom do kanyly bol roztok
očistený od vzduchových bublín.[6]
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Pre dlhodobé snímanie elektrickej aktivity izolovaného srdca bola nutná korektná
preparácia orgánu z tela králika. Zvieratá boli pred preparáciou srdca anesteziované
a počas zákroku umelo ventilované. Otvorenie hrudného koša a vybratie srdca bolo
vykonané v priebehu niekoľkých sekúnd a srdce bolo ihneď vložené do chladného
Krebs-Henseleitovho roztoku o teplote blízkej 0 °C vďaka čomu sa spomalil jeho
metabolizmus a zachovala sa funkčnosť prevodného systému i schopnosť spontánnej
kontrakcie.[7]
3.2 Metodika záznamu
Signály EKG boli na izolovanom srdci merané pomocou troch ortogonálnych bipo-
lárnych zvodov. Pre meranie boli použité tri páry bezkontaktných Ag-AgCl elektród,
ktoré boli umiestnené v kadičke so srdcom s usporiadaním ako je vidieť na obrázku.
3.1a. Vodivý styk so srdcom bol zabezpečený Krebs-Henseleitovým roztokom, ktoré
srdce obklopoval.
Obr. 3.1: Snímanie elektrogramu z izolovaného srdca v priebehu zmeny polohy srdca
voči meracím elektródam: a) Náčrt ortogonálneho zvodového systému. b) Schéma
protokolu experimentu. LK - ľavá komora, ROT - fáza otáčania srdca voči meracím
elektródam.[8]
Dáta z experimentu pochádzajú z dvanástich izolovaných sŕdc. Pre každé srdce
bol experiment rozdelený do troch fáz (obr. 3.1b). Prvá kontrolná fáza trvala pri-
bližne 30 minút. Prvých 20 minút bolo vyhradených stabilizácii spontánnej srdcovej
činnosti po izolovaní a následujúcich 10 minút sa aplikovala rotácia srdca okolo jeho
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vertikálnej osi. Počiatočná poloha srdca (0°) bola podobná polohe srdca v hrudnej
dutine zvieraťa a následne sa srdce otáčalo po 10° v smere ako je vidieť na obrázku
3.1a. V ďalšej fáze bola navodená ischémia tým, že sa spomalil alebo úplne uzav-
rel prísun perfuzátu do srdca. Táto fáza trvala 10 minút pričom prvých 1,5 minúty
bolo vyhradených na ustálenie ischemických účinkov na srdce a po zvyšok fázy sa
znovu aplikovala rotácia. V poslednej fáze sa aplikovala reperfúzia srdca opätovným
sprístupnením koronárneho riečišťa pre perfuzát. Táto fáza trvala tiež 10 minút a
rotácia bola aplikovaná ihneď na začiatku.
Počas jednotlivých rotácií bolo srdce otáčané okolo svojej vertikálnej osi v rozme-
dzí 0° až 90° s krokom 10°, čo je plne postačujúce pre následnú rekonštrukciu celého
rozmedzia 0°-360° (viz. nasledujúca kapitola). Doba jedného kroku bola približne
8-10 s, čo zodpovedalo približne 10-20 R-R cyklom.
3.3 Databáza signálov z experimentálneho mera-
nia
Signály EKG boli vzorkované so vzorkovacou frekvenciou f𝑣𝑧=2000 Hz. Na začiatku
sa po ručnom prechádzaní vylúčili časti signálu, ktoré obsahovali výrazné artefakty.
Následne bola potlačená nízkofrekvenčná zložka pomocou Lynnovho filtra s medznou
frekvenciou 0,5 Hz.
Pre detekciu QRS komplexu bol použitý detektor založený na vlnkovej trans-
formácii [9] a každý detekovaný QRS komplex bol ešte ručne overený. Signál bol
následne podelený na QRS-T komplexy s dĺžkou 560 vzoriek tak, že sa vzalo 59
vzoriek pred a 500 po detekovanom R kmite QRS komplexu.
Ako už bolo spomenuté vyššie, boli namerané signály s rotáciou v rozmedzí 0°-
90°. Zvyšných 100°-350° bolo vypočítaných podľa schémy 3.2. Pre ľahšie znázornenie
v obrázku nerotuje srdce okolo trvalo umiestnených elektród, ale naopak elektródy
rotujú okolo srdca, ktoré je v pokoji. Na obrázku je znázornenie prepočtu EKG pre
Zvod I. Podobná schéma by sa dala zhotoviť aj pre Zvod II.
Pre následnú analýzu bol ešte z rekonštruovaných QRS-T úsekov manuálne de-
tekovaný a zaznamenaný začiatok Q vlny, junkčný bod J a koniec T vlny.
V tejto diplomovej práci sa bude pracovať s dvoma skupinami dát. Prvá sku-
pina obsahuje priebehy QRS-T úsekov pre polohu 0° až 360° rekonštruovaných z
priebehu otáčania 0° až 90°. To znamená, že pre každú polohu sa nachádza 13 až
18 QRS-T úsekov. Korelačným koeficientom, ktorý dosahoval hodnoty väčšie ako
0,95, bola preukázaná zanedbateľne nízka morfologická variabilita jednotlivých úse-
kov, čo jednak dokazuje dobrý predpoklad pre následnú regresnú analýzu a jednak
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Obr. 3.2: a) Schéma prepočtu EKG pre Zvod I pre rozsah polohy 0°-360°. LI a LII
predstavujú Zvody I a II, LK - ľavá komora.[8]
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Obr. 3.3: Ukážka priebehu QRS-T úseku pre polohu 0°.
pre vytvorenie druhej skupiny dát. Dáta prvej skupiny budú použité na učenie re-
gresných modelov. Druhú skupinu dát tvoria priebehy QRS-T úsekov, ktoré vznikli
spriemerovaním úsekov pre každú pozíciu otáčania. Teda pre každú polohu srdca je
daný jeden priemerný QRS-T úsek. Tieto priemerné úseky sú použité pre grafickú
analýzu, ktorá je popísaná v kapitole 4. Na obrázkoch 3.3 až 3.6 sú pre ukážku
znázornené priebehy úseku QRS-T pre 4 polohy srdca, polohu 0°, 30°, 60° a 90°. Na
týchto priebehoch je pekne vidieť ako boli priebehy pre rôzne otáčania zostavené
(viz. schéma polohy na 3.2). Pri pohľade na priebeh zvodu I pre polohu 0° (obr.
3.3) je patrné, že je takmer zhodný s priebehom zvodu II pre polohu 90° (obr. 3.3).
Takisto je možné si všimnúť, že priebeh zvodu III sa počas otáčania nemení a preto
do ďalšej analýzy nebol zahrnutý.
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Obr. 3.4: Ukážka priebehu QRS-T úseku pre polohu 30°.
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Obr. 3.5: Ukážka priebehu QRS-T úseku pre polohu 60°.
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Obr. 3.6: Ukážka priebehu QRS-T úseku pre polohu 90°.
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4 PREHĽADMOŽNÝCH PARAMETROV PRE
ODHAD POLOHY SRDCA Z EKG
Úlohou tejto diplomovej práce je nájsť spôsob spoľahlivého odhadu polohy srdca
na základe morfologických parametrov vypočítaných z priebehu EKG. Vychádza sa
zo známeho faktu, že priebeh EKG sa mení v závislosti na polohe elektród voči
srdcu. V prvej časti kapitoly je uvedený popis výpočtu vybraných morfologických
parametrov a v druhej časti je ich grafická analýza, na základe ktorej sa vyberú
parametre vhodné pre následnú regresiu.
4.1 Výpočet parametrov
Pre výpočet parametrov v tejto diplomovej práci boli použité úseky QRS-T, ktoré
vznikli spriemerovaním všetkých nameraných úsekov pre danú polohu srdca. Ako už
bolo spomenuté v predchádzajúcej kapitole, projekt z ktorého pochádzajú dáta bol
zameraný na výskum ischémie a dáta boli namerané v troch fázach (kontrolnej, isché-
mickej a reperfúznej). V grafickej analýze v diplomovej práci sa budem zaoberať iba
priebehom parametrov, vypočítaných z dát počas kontrolnej fázy, pretože u týchto
dát sa bude dať najideálnejšie zhodnotiť priebeh parametrov. U ischémických dát
by boli parametre ovplyvnené nie len otáčaním srdca, ale aj zmenou fyziologických
podmienok, čo je jednoznačne náročnejšie na analýzu.
Pre výpočet všetkých parametrov sa využilo troch manuálne detekovaných bodov
v QRS-T segmente: začiatku Q vlny, junkčného bodu J a konca T vlny. Morfologické
parametre, ktoré boli vypočítane z priebehu EKG sa dajú rozdeliť do troch skupín:
• parametre vyjadrené dĺžkou intervalu
• parametre vyjadrené výškou amplitúdy
• parametre vyjadrené veľkosťou plochy pod krivkou
Medzi vypočítané parametre vyjadrujúce dĺžku intervalu patria intervaly QJ,
ktorý predstavuje dĺžku QRS komplexu, interval JT, ktorý odpovedá úseku ST-T a
interval QT, ktorý predstavuje dĺžku celého QRS-T úseku. Parametre sú vyjadrené
v 𝑚𝑠 ako vzdialenosti medzi jednotlivými detekovanými bodmi.
Skupina zahŕňa parametre vypočítané ako absolútna hodnota maximálných vý-
chylok medzi detekovanými bodmi. Sú udané v 𝜇V a patria sem ST10-50, ktoré
predstavuju výchylku v bode J + 10 až 50ms a amplitúda vlny T, ktorá je vypo-
čítana ako absolútna hodnota maxima z intervalu daného bodmi J a konca vlny
T.
V poslednej skupine sa nachádzajú parametre, ktoré sú vyjadrené ako plocha
pod krivkou. Sú vypočítané ako integrály pomocou metódy nekonečne veľkého počtu
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lichobežníkov. Boli vypočítané nasledujúce plochy: plocha pod QRS-T, plocha pod
QRS, plocha pod ST-T, celková pozitívna plocha pod QRS, celková negatívna plocha
pod QRS, pomer pozitívnej a negatívnej plochy pod QRS, plocha pod úsekom S až
max. amplitúda T, plocha pod max. amplitúdou T vlny až koniec T vlny a pomer
medzi týmito dvoma plochami.
4.2 Grafická analýza vybraných parametrov
Pre grafickú analýzu boli vybrané dáta získané z meraní EKG počas kontrolnej fázy.
Jedná sa o 22 priebehov spriemerovaného QRS-T úseku namerané na viacerých krá-
ličích srdciach. V tejto kapitole sú hodnotené priebehy hodnôt parametrov (hodnota
na osi Y) vo vzťahu k polohe srdca (hodnota na osi X) v rozmedzí 0° až 360°. Prie-
behy sú pre ľahšiu interpretáciu vykreslené iba pre zvod I. Trend priebehu pre zvod
II sa nelíši od trendu priebehu pre zvod I, je iba posunutý o 90°.
Pri vykreslení všetkých priebehov pre jeden parameter sa potvrdilo, že krivka
priebehu daného parametru nemá rovnaký trend u väčšiny z týchto 22 priebehov
a že je možné odpozorovať niekoľko typov kriviek. Potvrdzuje to obrázok 4.1, na
ktorom je možné vidieť 4 typické priebehy pre parameter ST30 (hodnota amplitúdy
v bode J + 30 ms). Je to pravdepodobne zapríčinené rozdielnou morfológiou srdcovej
svaloviny u jednotlivých sŕdc, pretože u priebehov nameraných na jednom srdci, je
trend krivky podstatne porovnateľný. Tento poznatok bude nutné brať do úvahy pri
tvorbe regresných modelov.
Ďalším významným faktom bolo zistenie, že niektoré rovnaké trendy kriviek sa
objavujú pri rôznych parametroch. Napríklad trend krivky zobrazený na obrázku 4.2
sa často objavuje aj u iných parametrov ako je hodnota ST30. Platí to pre väčšinu
parametrov vyjadrujúcich amplitúdu a plochu pod krivkou u konkretného priebehu
(tzn. pre konkrétne zviera).
Predbežne sa dá povedať, že trendy kriviek u väčšiny priebehov sú nelineárne,
prípadne u niektorých priebehov z časti lineárne, takže je vhodné použiť nelineárne
regresné modely, ktoré sú popísané v nasledujúcej kapitole. Takisto bude možné
pracovať s menším rozsahom polohy srdca, pretože u mnohých kriviek sa priebeh
krivky opakuje ako napríklad vidieť na priebehu 4.2, kde úsek 0°-180° je rovnaký
ako 190°-360° s tým rozdielom, že funkčné hodnoty majú opačné znamienko.
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Obr. 4.1: Priebehy parametra ST30.
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Obr. 4.2: Ukážka rovnakého priebehu pre rôzne parametre.
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5 METÓDY REGRESNEJ ANALÝZY
Hlavným cieľom diplomovej práce je odhadnúť polohu srdca voči meracím elektró-
dam, t.j. porovnať závislosť dvoch premenných a to nezávislej premennej 𝑋, ktorú
predstavuje určitý parameter vypočítaný z priebehu EKG a závislej premennej 𝑌 ,
ktorá predstavuje polohu srdca voči elektródam (vyjadrená v stupňoch od 0∘ do
350∘). Pre hodnotenie tejto závislosti dvoch premenných sa používa regresná ana-
lýza. Regresná analýza je štatistická metóda, ktorá študuje závislosť medzi premen-
nými. Táto závislosť môže mať lineárny, kvadratický, logaritmický a iný priebeh a
sleduje zmenu závislej premennej 𝑌 v závislosti na zmene jej podmieňujúcej nezá-
vislej premennej 𝑋. Ide teda o jednostrannú závislosť.
V tejto kapitole sú uvedené niektoré spôsoby regresnej analýzy, ktoré je možné
aplikovať pre hodnotenie v diplomovej práci pomocou dostupných programových
prostredí MATLAB a WEKA.
5.1 Lineárna regresia
Lienárna regresia patrí medzi najzákladnejšie štatistické regresné metódy. Predpo-
kladá linearitu v parametroch - váhach. Vzťah medzi závislou premennou 𝑦 a nezá-
vislým príznakom 𝑥 je[10]:
𝑦 = 𝑤0 + 𝑤𝑛𝑥𝑛, (5.1)
kde 𝑤0 je tzv bias hodnota, ktorá predstavuje kompenzáciu skreslenia, a 𝑤𝑛 predsta-
vuje váhy príznakov. Tieto koeficienty sa dajú určiť pomocoumetódy najmenších
štvorcov, ktorá zaručí najnižšiu odchýlku medzi reálnymi hodnotami a odhadom
linearity. Pre testovací súbor dát 𝐷 pozostávajúci z predikovaných hodnôt 𝑥 a ich
závislými premennými 𝑦, sa hodnoty 𝑤1 a 𝑤0 určia podľa vzťahov[10]:
𝑤𝑛 =
|𝐷|∑︀
𝑖=1
(𝑥𝑖 − 𝑥)(𝑦𝑖 − 𝑦)
|𝐷|∑︀
𝑖=1
(𝑥𝑖 − 𝑥)2
, (5.2)
𝑤0 = 𝑦 − 𝑤1𝑥, (5.3)
kde 𝑥 je priemerná hodnota z hodnôt 𝑥1,𝑥2,...,𝑥|𝐷| a 𝑦 je priemerná hodnota z hodnôt
𝑦1,𝑦2,...,𝑦|𝐷|.
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5.2 Robustná regresia
Robustná regresia sa využíva pre analýzu dát, u ktorých sa vyskytujú relatívne
odľahlé hodnoty, ktoré by pri využití klasickej lineárnej regresie značne skresľovali
výsledok. Podstatou robustnej regresie je modifikovanie metódy najmenších štvor-
cov tak, aby odľahlé hodnoty neovplyvnili výsledný odhad. To je možné dosiahnuť
metódou Najmenšieho mediánu štvorcov ( LMS - Least Median of Squares). V prí-
padne nekontaminovaných dát (normované dáta - rovnomerne rozdelené s rovnakým
rozptylom a rovnakou strednou hodnotou) sú robustné funkcie blízke regresným fun-
kciám získaných klasickou regresiou.[11]
K posúdeniu robustnosti odhadu sa používa pojem bod zlyhania, ktorý je defo-
novaný ako maximálny podiel hodnôt vo výbere, ktorý môže byť zamenený bez toho,
aby došlo k úplnému zlyhaniu regresných koeficientov. Vyjadruje sa v percentách a
obyčajne sa pohybuje medzi 1 až 10%.[11]
Pre prípady jednoduchej regresie sa LMS vyjadrí ako:
min med𝑖(𝑦𝑖 − 𝑤0 − 𝑤1𝑥𝑖)2. (5.4)
Geometricky táto metóda spočíva v nájdení najtenšieho pásu pokrývajúceho po-
lovicu pozorovaní, teda [n/2]+1 pozorovaní ([n/2] označuje celé číslo z n/2). Re-
gresná priamka vypočítaná metódou LMS potom leží presne uprostred tohto pásu.
Pri počte príznakov p je bod zlyhania ([n/2]-p+1p2)/n. Metóda LMS má ale rela-
tívne zlé asymptotické vlastnosti, pomalí konvergenciu k normalite a nie je úplne
vhodná v prípade kedy dáta vyhovujú požiadavkám pre klasickú regresiu. Z týchto
dôvodov je metóda LMS využívaná väčšinou len ako nástroj k zisteniu a identifikácií
odľahlých pozorovaní.[11]
5.3 PLS regresia
Metóda parciálne najmenších štvorcov (PLS - Partial Least Squares) sa využíva pre
vyhodnocovanie dvojice viacrozmerných premenných. Umožňuje predikovať jednu
skupinu premenných pomocou inej skupiny premenných.[12]
U metódy PLS máme na vstupe dve matice hodnôt: maticu X(n,p) (𝑛 riadkov a 𝑝
hodnôt veličín) obsahujúcu vstupné príznaky, a maticu Y(n,q) (𝑛 riadkov a 𝑝 hodnôt
veličín) obsahujúcu predikovaný výstup. Pre dosiahnutie maximálnej informácie z
𝑝− a 𝑞− rozmerných matíc do priestoru s nižšou dimenziou 𝑘, rozložíme X a Y na
súčin ortogonálnych matíc T(n,k) a U(n,k) s koeficientmi P a Q (matice váh)
𝑋 = 𝑇𝑃 𝑇 + 𝐸, (5.5)
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𝑋 = 𝑈𝑄𝑇 + 𝐹, (5.6)
pri súčasnej maximalizácií korelácie medzi T a U. Matice E a F sú matice reziduí.
Rozkladom U=TB (B je štvorcová diagonálna matica) získame nástroj pre odhad Y
z X:
𝑌 = 𝑇𝐵𝑄𝑇 . (5.7)
T sa tu vypočíta z nových dát X, T=XP− (P− značí zovšeobecnenú pseudo-
inverziu obdĺžnikovej matice P). Ak označíme W=BQ𝑇 , môžeme pôvodnú dvojicu
vzťahov prepísať do tvaru:
𝑋 = 𝑇𝑃 𝑇 + 𝐸, (5.8)
𝑋 = 𝑈𝑊 𝑇 + 𝐹, (5.9)
takže dáta X a Y sú zviazané pomocou spoločnej matice skóre T, čo je vlastne
ortogonalizovaná pôvodná matica X vo všeobecne menšom počte dimenzií s ma-
ximálnym informačným obsahom pôvodne obsiahnutom v X, odstráneným šumom
(obsiahnutom v matici E), a súčasne s maximálnou relevanciou s dátami v matici
Y. Pomocou vzťahu:
𝐴 = 𝑃−𝐵𝑄𝑇 , (5.10)
sa dajú rekonštruovať koeficienty klasického regresného modelu s viacrozmernou
odozvou Y=AX. Stĺpce 𝑎𝑖 matice A obsahujú lineárne koeficienty modelov y𝑖=Xa𝑖,
kde 𝑦𝑖 je 𝑖-tý stĺpec matice Y.
Ako bolo povedané, táto metóda hľadá vzťah medzi dvoma viacrozmernými ve-
ličinami X a Y, tak, že pomocou predikcie sa získajú odhady neznámych veličín
matice Y na základe známych hodnôt X.[12]
5.4 Metóda podporných vektorov SVM
Metóda podporných vektorov (SVM - Support Vector Machines) je relatívne nová
klasifikačná metóda, ktorá rozdeľuje 𝑑-rozmerný priestor príznakov do dvoch pries-
torov tak, že vyhľadá a určí nadrovinu, rozdeľujúcu tieto dva priestory. Využíva sa
u dát, ktoré sú nelineárne rozmiestnené tak, že vytvára priestor s vyššou dimenziou
a do neho prevádza pôvodné dáta. V tomto novom priestore sa dá nájsť nadrovina,
ktorá je lineárnou funkciou v priestore príznakov. K popisu nadroviny stačia iba
najbližšie body, ktoré sa nazývajú podporné vektory (support vectors).
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Ako bolo spomenuté, pri metóde SVM sa dáta prevádzajú z pôvodného pries-
toru do priestoru s vyššou dimenziou. K tomuto prevodu sa využíva tzv. jadrová
funkcia (kernel function). Pomocou tejto funkcie sa dajú dáta z pôvodného lineárne
neseparovateľného priestoru previesť do priestoru lineárne separovateľného.
Využitie metódy SVM pre potreby regresnej analýzy
Predpokladajme, že pri využití metódy SVM pre regresný účel máme zadanú
množinu dát vstupných a výstupných vzorov 𝐷[𝑥𝑖,𝑦𝑖], kde hodnoty 𝑥𝑖 sú p-rozmerné
vektory a 𝑦𝑖 sú odozvy systému so spojitými hodnotami. Metóda SVM predpokladá
existenciu dvoch foriem aproximačných funkcií [14]. Prvá forma má tvar:
𝑓(𝑥) =
𝑛∑︁
𝑖=1
𝑛∑︁
𝑗=1
(𝛼𝑖 − 𝛼𝑗)𝐾(𝑥𝑖, 𝑥𝑗) + 𝑏, (5.11)
kde 𝛼𝑖,𝛼𝑗 a 𝑏 sú kladné reálne konštanty a𝐾(.) je jadrová (kernel) funkcia. Druhá
forma aproximačnej funkcie má tvar:
𝑓(𝑥,𝑤) =
𝑛∑︁
𝑖=1
𝑤𝑖𝜙𝑖(𝑥) + 𝑏, (5.12)
kde 𝜙𝑖(.) je nelineárna funkcia (kernel) na zobrazenie dát zo vstupného priestoru
do priestoru s väčšou dimenziou. Aproximačná funkcia 5.12 na rozdiel od funkcie
5.11 je explicitne vyjadrená pomocou váh 𝑤, ktoré sú subjektom učenia.
Uplatnenie metódy SVM v úlohách regresnej analýzy spočíva vo vyhľadaní opti-
málneho pásma k regresnej funkcii a na definovaní stratovej funkcie. Prostredníc-
tvom optimálneho pásma sa reguluje veľkosť chyby aproximácie. Zmyslom zavedenia
stratovej funkcie je stanovenie miery presnosti aproximácie, ktorou sa určuje priebeh
zanedbávania malých chýb v rámci vymedzeného pásma. Stratová funkcia zanedbáva
chyby, ktoré sa nachádzajú v stanovenom pásme pozorovaných (skutočných) hod-
nôt a tie body, ktoré sa nachádzajú mimo pásma, sú penalizované prostredníctvom
𝜀-stratovej funkcie (podľa Vapnika [13]) viď obrázok 5.1.
Cieľom lineárnej, resp. nelineárnej SVM učiacej metódy je nájdenie regresnej
nadroviny. Pre tento účel bola zavedená funkcia rizika 𝑅𝑒𝑚𝑝 definovaná ako prie-
merná absolútna chyba regresie vzhľadom na Vapnikovú stratovú funkciu:
𝑅𝑒𝑚𝑝 =
1
𝑛
𝑛∑︁
𝑖=1
|𝑦𝑖 − 𝑓(𝑥,𝑤)|𝜀 . (5.13)
Pri formovaní algoritmu sa vychádza zo súčasného minimalizovania funkcie rizika
(5.13) a normy ‖𝑤‖2, kde:
‖𝑤‖2 = 12𝑤
𝑇𝑤 (5.14)
Formálne to vedie k riešeniu problému:
29
Obr. 5.1: Znázornenie vymedzeného pásma daného Vapnikovou 𝜀-stratovej funkcie.
min
𝑤,𝑏,𝜉,𝜉*
𝑅(𝑤, 𝜉, 𝜉*) = 12𝑤
𝑇𝑤 + 𝐶
𝑛∑︁
𝑖=1
(𝜉 + 𝜉*), (5.15)
s ohľadom na obmedzenie:⎧⎪⎪⎨⎪⎪⎩
𝑦𝑖 − 𝑤𝑇𝑥− 𝑏 ≤ 𝜀+ 𝜉𝑖 i=1,2,...,n,
𝑤𝑇𝑥+ 𝑏− 𝑦𝑖 ≤ 𝜀+ 𝜉*𝑖 i=1,2,...,n,
𝜉, 𝜉* ≥ 0 i=1,2,...,n,
kde 𝜉 a 𝜉* sú voľné veličiny zakreslené na obrázku 5.1. Voliteľnou hodnotou
tzv. kapacitnej konštanty 𝐶 sa penalizujú chyby 𝜉 a 𝜉*. Zvyšovaním hodnoty 𝐶 sa
penalizujú väčšie chyby 𝜉 a 𝜉*, čo vedie k zníženiu aproximácie. Avšak to je možné
dosiahnuť iba pri zvyšovaní normy vektora ‖𝑤‖2. Zároveň zvyšovaním normy ‖𝑤‖2
nie je všeobecne zaručená dobrá optimalizácia a presnosť modelu.[14]
5.5 PACE regresia
PACE regresia(Projection adjustment by contribution estimation) je regresia zalo-
žená na lineárnej regresii. Jej základnou vlastnosťou je lineárny model, reprezentu-
júci vstupné príznaky. Klasickú lineárnu regresiu, založenú na hľadaní najmenších
štvorcov, vylepšuje tým, že berie do úvahy vplyv každého atribútu a pomocou zhlu-
kovej analýzy zlepšuje štatistický základ pre odhad ich prínosu k celkovej regresii.
Táto metóda je vhodná predovšetkým pre prípady, kedy existuje veľmi veľa atribú-
tov, ktoré musí model brať do úvahy[15].
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5.6 Regresia využívajúca regresné stromy
Pre potreby regresnej analýzy je možné využiť rozhodovacie regresné stromy. Re-
gresný model sa dá popísať stromovým grafom pozostávajúcim z uzlov a vetví. Naj-
bežnejšie je pri rozhodovacích stromoch binárne vetvenie, kedy z jedného uzla vy-
chádzajú dve vetvy do ďalších dvoch uzlov. V každom neterminálnom uzle sa strom
vetví do dcérskych uzlov na základe odpovede na otázku v tvare ”𝑥𝑖 < 𝑐?” (𝑥𝑖 sú
kvantitatívne prediktory a 𝑐 je reálna konštanta, odhad závislej premennej 𝑦) do
dvoch vetví, jednej pre kladnú odpoveď a druhej pre odpoveď zápornú.[16]
Na vytvorenie stromu sa používajú metódy založené na rekurzívnom delení (re-
cursive partioning). Na začiatku sa vytvorí strom s jediným uzlom, do ktorého patria
všetky trénovacie dáta. Na základe kritérialnej štatistiky aplikovanej na všetky mož-
nosti vetvenia, sa určí najlepšie vetvenie a to sa aplikuje na vytvárajúci sa strom a
vzniknú dva nové terminálne uzly. Dáta z pôvodného uzla sa rozdelia podľa hodnoty
prediktorov medzi nové uzly. Pre každý z nových uzlov sa procedúra opakuje až do
chvíle kedy je splnené stanovené kritérium.[16]
Ako kritariálna štatistika sa môže použiť tzv. miera redukcie štandardnej od-
chýlky (SDR - Standart Deviation Reduction) , ktorá sa určí metódou M5P[17].
Táto štatistika je založená na smerodajnej odchýlke 𝜎 triedných hodnôt ako miera
chyby uzla a výpočtu očakávaného zmenšenia chyby ako výsledok testovania každého
príznaku v danom uzle. SDR sa vypočíta nasledovne:
𝑆𝐷𝑅 = 𝜎(𝑇 )−
2∑︁
𝑖=1
|𝑇𝑖|
|𝑇 | 𝜎(𝑇𝑖), (5.16)
kde 𝑇 je množina príznakov, 𝑇1 a 𝑇2 sú podmnožiny, ktoré vzniknú po štiepení
množiny 𝑇 a 𝜎(𝑇 ) je smerodajná odchýlka predikovaného príznaku vypočítaného z
množiny 𝑇 .
Predikovaná hodnota 𝑃𝑉 (𝑆𝑖) pri aplikácií regresného stromu sa určí podľa vzorca:
𝑃𝑉 (𝑆𝑖) =
𝑛𝑖𝑃𝑉 (𝑆𝑖) + 𝑘𝑀(𝑆)
𝑛𝑖 + 𝑘
, (5.17)
kde 𝑆𝑖 je podmnožina z testovacej množiny S, 𝑛𝑖 je počet príznakov danej mno-
žiny 𝑆𝑖,𝑀(𝑆) je hodnota určená množine 𝑆 modelom a 𝑘 je vyhlaďovacia konštanta.
Na záver je dobre poznamenať, že pri regresných stromoch sa predpokladá s
diskrétnymi hodnotami príznakov a takisto aj výsledky testov sú diskrétne. Preto je
vhodné použiť túto metódu pre regresnú analýzu pri riešení tejto diplomovej práce.
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5.7 Neurónové siete
Pre tréning regresných modelov sa taktiež dajú využiť aj umelé neurónové siete.
Umelé neurónové siete majú za vzor neurónové siete biologické. Chovajú sa teda
rovnakým alebo podobným spôsobom ako biologické modely. Základným štruktúr-
nym prvkom biologickej neurónovej siete je nervová bunka - neurón. V umelej ne-
urónovej sieti mu analogicky odpovedá neurón umelý. Umelé neurónové siete sú teda
zložené z umelých neurónov - z množiny matematických modelov, ktoré sú medzi
sebou určitým spôsobom prepojené. Na obrázku 5.2 je schématicky znázornené po-
rovnanie biologického a umelého neurónu. Vstupy 𝑥1, 𝑥2, ..., 𝑥𝑛 predstavujú dendrity
biologických neurónov. Váhy 𝑤1, 𝑤2, ...𝑤𝑛 odpovedajú synapsiám. Výstup 𝑦 simuluje
činnosť axónu. Agregácia vstupných signálov, ich porovnanie s prahovou hodnotou
Θ a následne ich nelineárne zobrazenie predstavujú telo neurónu[18].
Obr. 5.2: Schéma umelého neurónu.
Vstupy neurónu môžeme vzhľadom na postavenie neurónu v určitej neurónovej
sieti rozdeliť na dve skupiny. Prvú skupinu vstupov tvoria výstupy z iných (predchá-
dzajúcich) neurónov siete. Druhú skupinu vstupov tvoria podnety z okolia. Vstupný
vektor 𝑋 = [𝑥1, 𝑥2, ..., 𝑥𝑛] predstavuje súbor konkrétnych hodnôt, ktoré môžu mať
buď kvalitatívnu alebo kvantitatívnu formu. Kvalitatívne veličiny zvyčajne nadobú-
dajú booleovské hodnoty v zmysle á𝑛𝑜 a 𝑛𝑖𝑒. Oproti tomu kvantitatívna hodnota
vstupu je vyjadrená reálnym číslom[18].
Váhy neurónu 𝑤1, 𝑤2, ..., 𝑤𝑛 vyjadrujú prepojenie neurónov v neurónovej sieti.
Každý vstup do neurónu je ohodnotený určitou hodnotou príslušnej váhy spojenia.
Táto hodnota predstavuje citlivosť s akou príslušný vstup pôsobí na výstup neurónu.
Váhy sú vyjadrené reálnymi číslami, ktoré vyjadrujú dôležitosť alebo priechodnosť
daného spojenia neurónov. Zmena a prispôsobovanie hodnôt váh predstavuje pod-
statnú časť učiacich procesov neurónových sieti. Matematická závislosť medzi jed-
notlivými vstupmi 𝑥𝑖 neurónu a príslušnými váhami 𝑤𝑖 je proces, ktorý sa dá popísať
vzťahom:
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𝑧𝑖(𝑘) = 𝑥𝑖(𝑘)𝑤𝑖(𝑘). (5.18)
Prah neurónu Θ predstavuje bariéru na vstupu do neurónu z okolia, nie z iných
neurónov. Je to hodnota, ktorú musí signál prekonať, aby sa mohol ďalej šíriť ne-
urónovou sieťou. Ak je na vstupe hodnota nižšia ako hodnota prahu, signál neurónu
odpovedá pasívnemu stavu. Ak je naopak hodnota na vstupe vyššia ako prah, tak
sa neurón stáva aktívnym a výška výstupného signálu sa mení v závislosti na tvare
aktivačnej funkcie[18].
Agregačná funkcia neurónu 𝑦_𝑎 má za úlohu určitým spôsobom zlúčiť vstupné
signály 𝑥𝑖 neurónnu. To znamená, že transformuje n+1-rozmerný vstupný vektor
𝑥𝑖(𝑖 = 1, 2, ..., 𝑛) na skalárny signál 𝑦𝑎, ktorý ďalej pokračuje na vstup aktivačnej
funkcie neurónu. Popis agregácie sa dá popísať nasledujúcou rovnicou:
𝑦_𝑎(𝑘) = 𝐺𝑖=1𝑛 𝑧𝑖(𝑘), (5.19)
resp. po dosadenia do vzťahu 5.21:
𝑦_𝑎(𝑘) = 𝐺𝑖=1𝑛 𝑥𝑖(𝑘)𝑤𝑖(𝑘), (5.20)
kde 𝐺 je operátor agregácie. V prípade takto definovaného základného modelu ne-
urónu môžeme operátor agregácie 𝐺 nahradiť operáciou sumácie. Po prevedení tejto
náhrady a pridaniu prahu dostávame vzťah:
𝑦_𝑎(𝑘) =
𝑛∑︁
𝑖=1
𝑥𝑖(𝑘)𝑤𝑖(𝑘) + Θ. (5.21)
Aktivačná funkcia 𝑓(𝑦_𝑎)má za úlohu previesť hodnotu vstupného potenciálu na
výstupnú hodnotu z neurónu. Konkrétne tvary prenosových funkcií bývajú veľmi rôz-
norodé. V princípe sa funkcie rozdeľujú na lineárne a nelineárne, prípadne na spojité
a diskrétne. Výber vhodnej prenosovej funkcie je závislý na konkrétnom type rieše-
nej úlohy, prípadne na konkrétnej polohe neurónu v neurónovej sieti. Výber vhodnej
prenosovej funkcie taktiež ovplyvňuje náročnosť programovej realizácie navrhnutej
neurónovej siete. Najčastejšie sa používajú aktivačné funkcie skokové, po častiach
lineárne, sigmoidálne, hyperbolicko-tangenciálne alebo gaussovské a pod[18].
Štruktúru neurónových sietí si môžeme predstaviť ako ľubovoľný orientovaný
graf, kde vrcholy grafu predstavujú neuróny a orientované hrany predstavujú spo-
jenie medzi jednotlivými neurónmi. Pritom platí, že výstup jedného neurónu býva
vstupom do niekoľkých ďalších neurónov podobne ako to býva u biologických ne-
urónových sietí. Pod pojmom topológia sietí rozumieme umiestnenie jednotlivých
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neurónov v sieti a ich vzájomne prepojenie. Spoločným rysom väčšiny umelých ne-
urónových sietí je rozdelenie na vrstvy. Podľa polohy vrstvy v sieti rozlišujeme tri
typy vrstiev - vrstvu vstupnú, vrstvu výstupnú a skryté vrstvy.
Vstupná vrstva slúži k vstupu určitého signálu z okolia a jeho následnému roz-
deleniu do neurónov ďalšej vrstvy. Tvorí ju vektor vstupov (uzlov), ktoré nemajú
vlastnosti klasického neurónu. Preto sa v praxi čísluje poradie vrstiev až od prvej
skrytej vrstvy po vrstvu výstupnú a nezarátava sa vrstva vstupná.
Za vstupnou vrstvou nasledujú skryté vrstvy, ktoré majú za úlohu zvyšovať ap-
roximačné vlastnosti neurónovej siete ako celku.
Poslednou vrstvou je vrstva výstupná. Táto vrstva je určená k prenosu výstup-
ného signálu z neurónovej siete do okolia. Tento signál je potom odozvou neurónovej
siete na vstupný signál[18].
Podľa toku signálu môžeme rozdeľovať neurónové siete na:
• dopredné neurónové siete, v ktorých sa signál šíri po orientovaných spojeniach
iba jedný smerom - od vstupnej vrstvy k výstupnej,
• rekurentné (spätnoväzbové) neurónové siete, u ktorých existujú medzi vrstvami
spätné vazby.
V tejto diplomovej práci boli použité dva typy sietí, ktoré patria do skupiny
dopredných neurónových sietí.
5.7.1 Dopredná neurónova sieť s trénovacím algoritmom ší-
renia spätnej chyby (back propagation)
Prvou využitou neurónovou sieťou v tejto práci bola sieť zo skupiny dopredných ne-
urónových sietí. Táto sieť využíva pre svoje učenie algoritmus šírenia spätnej chyby
(angl. back propagation). Jedná sa o tzv. učenie s učiteľom. To znamená, že je na
vstupe sieti predkladaný okrem vektora vstupov 𝑥𝑖 taktiež aj vektor predpoklada-
ných výstupov 𝑦𝑖. Princíp tohto algoritmu spočíva v tom, že pokiaľ sa nedosiahne
chyba nastaveného prahu, celý proces učenia sa opakuje, pričom sa podľa pomeru
danej chyby nastavia váhy spojení. Proces sa opakuje dovtedy, dokedy sa sieť nenaučí
s dostatočne nízkou chybou[19].
U tohoto typu siete bola použitá metóda gradientného zostupu, ktorá vy-
užíva diferencovateľnosti aktivačnej funkcie. Vďaka tejto vlastnosti je potom dife-
rencovateľná i celá sieť. Na počiatku sú náhodne zvolené hodnoty váh, teda je chyba
siete pochopiteľne vysoká. Potom sa k chybovej funkcii určí gradient a hodnota
optima sa posunie o definovaný krok 𝜀, ktorý predstavuje rýchlosť učenia. Po pre-
počítaní novej konfigurácie váh, sa proces opakuje. Algrotimus je možné vyjadriť
týmto vzťahom:
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𝑥𝑘+1 = 𝑥𝑘 − 𝜀𝑘𝑔𝑘, (5.22)
kde 𝑥𝑘+1 je nový odhad optima, 𝑥𝑘 je aktuálny a −𝑔𝑘 vyjadruje posun proti smere
gradientu. Chybová funkcia pre nové konfiguracie váh je stále nižšia až dosiahne
minima. Problémom tejto metódy je, že minimum, do ktorého dospeje chybová fun-
kcia, nemusí byť vždy globálne, ale iba lokálne. Z tejto jednoduchej optimalizačnej
metódy vychádza mnoho sofistikovanejších metód aplikovaných pre potreby neuró-
nových sietí. Ich hlavným cieľom je vyhnúť sa konvergovaniu v lokálnom minime a
dosiahnuť minima globálneho. Medzi takého metódy patrí napr. gradientná metóda
s hybnosťou, gadientná adaptívna metóda, gradientá adaptívna metóda s hybnos-
ťou a Lavenbergova-Maquartniho metóda. Gadientná adaptívna metóda a gradientá
adaptívna metóda s hybnosťou boli použité v tejto viplomovej práci.
5.7.2 General Regression Neural Network
Druhou využitou neurónovou sieťou je špeciálna regresná sieť s názvom General
Regression Neural Network (GRNN). Je vhodná na natrénovanie regresie pre spojitý
výstup. V praxi býva úspešnejšia ako dopredná neurónová sieť.
GRNN pozostáva zo štyroch vrstiev. Okrem už spomínanej vstupnej a výstup-
nej vrstvy, GRNN obsahuje aj dve skryté vrstvy - vrstvu vzorov a sumačnú vrstvu.
Vo vstupnej vrstve počet uzlov predstavuje počet pozorovaných parametrov. Na
vstupnú vrstvu nadväzuje vrstva vzorov (pattern layer), v ktorej každý neurón
predstavuje tréningový vzor a jeho výstup. Nasledujúca sumačná vrstva obsahuje
na každý neurón z predchadzajúcej vrstvy až dva neuróny, ktoré sa nazývajú S
a D sumačné neuróny. S sumačný neurón vypočítava sumu vážených odpovedí z
predchádzajúcej vzorovej vrstvy. D sumačný neurón sa naopak využíva pri počí-
taní nevážených výstupov vzorovej vrstvy. Výstupná vrstva potom rozdeľuje výstup
z každého S sumačného neurónu a D sumačného neurónu, a tým sa získa odhad
hodnoty 𝑌0𝑖 na neznámy vstupný vektor 𝑥 [20]:
𝑌
′
𝑖 =
𝑛∑︀
𝑖=1
𝑦𝑖(𝑘)𝑒𝑥𝑝(−𝐷(𝑥, 𝑥𝑖))
𝑛∑︀
𝑖=1
(𝑘)𝑒𝑥𝑝(−𝐷(𝑥, 𝑥𝑖))
, (5.23)
kde D je gaussová funkcia:
𝐷(𝑥, 𝑥𝑖) =
𝑚∑︁
𝑘=1
(𝑥𝑘 − 𝑥𝑖𝑘
𝜎
)2. (5.24)
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𝑌
′
𝑖 je váha spojenia medzi i-tým neurónom vzorovej vrstvy a S sumačným ne-
urónom, 𝑛 je počet trénovacích vzorov, 𝑚 je počet prvkov vstupného vektora, 𝑥𝑘 a
𝑥𝑖𝑘 sú j-té elementy z 𝑥 a 𝑥𝑖, a 𝜎 je tzv. spread parameter.
𝜎 je hlavný parameter, ktorý ovplyvňuje hladkosť aproximácie regresného vý-
stupu siete na požadovaný skutočný výstup. Vyjadruje šírku alebo hladkosť bázic-
kých funkcií, ktorých počet odpovedá počtu vstupov siete. Väčšinou je potrebné
tento parameter empiricky nastaviť[20].
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6 PROGRAMOVÉ PROSTREDIE POUŽITÉ K
REGRESNEJ ANALÝZE
Použité metódy regresnej analýzy boli implementované v programových prostrediach
MATLAB [21] a WEKA [22]. Prepojenie softwaru WEKA s prostredím MATLAB
bolo zabezpečené voľne dostupnými zdrojovými kódmi [23].
6.1 WEKA
V tejto práci bol pre vytváranie, učenie a testovanie regresných modelov využitý
dataminingový software WEKA pre jeho bohatší výber regresných funkcií oproti
programu MATLAB. V tejto časti sú zhrnuté hlavné vlastnosti softwaru WEKA.
Ide o open source software, ktorý beží na platforme Java. Je vyvinutý univerzi-
tou Waikato na Novom Zélande. Je to nástroj pre tzv. „dolovanie dát“ (angl. data
mining) a zároveň obsahuje celú knižnicu algoritmov strojového učenia.
Program pracuje s viacerými typmi formátov. Okrem najrozšírenejšieho CSV
(Comma Separated Value) program pracuje s menej známym formátom ARFF
(Attribute-Relation File Format), ktorý bol priamo vyvinutý pre použitie progra-
mom WEKA. Telo arff súboru sa skladá z dvoch častí - z hlavičky a zo samot-
ných dát. Hlavička obsahuje názov súboru (@𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛), názvy jednotlivých atribútov
(@𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒) a ich typy. Nasledujúci blok dát je charakterizovaný výrazom @𝑑𝑎𝑡𝑎,
po ktorom nasledujú hodnoty jednotlivých atribútov radených po riadkoch a odde-
lených čiarkami. Ukážka ARFF formátu je znázornená na obrázku 6.1.
Obr. 6.1: Ukážka ARFF formátu.
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S wekou sa dá pracovať v štyroch módoch (Explorer, Experimenter, Knowledge
Flow a Simple CLI) ako je vidieť na obrázku 6.2.
Obr. 6.2: Úvodné okno softwaru WEKA.
Obr. 6.3: Ukážka užívateľského prostredia Explorer.
Najjednoduchším užívateľským modom je prostredie Explorer (obr. 6.3). Pro-
stredie Experimenter je určené pre pokročilé spracovanie dát a na analýzu modelov
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a je vhodné taktiež k vytváraniu vlastných algoritmov. Ďalším modom je prostredie
Knowledge Flow. V tomto prostredí je možné detailné rozplánovanie celého pro-
cesu regresnej analýzy pomocou grafických blokov (viz. obr. 6.4), ktoré je možné
navzájom poprepájať a umožňuje zpracovanie a zobrazenie dát, ktoré nie je možné
zobraziť v jednoduchšom móde Explorer.
Obr. 6.4: Ukážka prostredia Knowledge Flow.
V tomto móde sa dá pracovať so všetkými funkciami, ktoré WEKA obsahuje.
Posledným a v tejto práci využitým módom, je mód Simple CLI, práca s ktorým
sa vykonáva zadávaním príkazov cez príkazový riadok. Jedná sa o najnáročnejší
mód, pri ktorom sú potrebné rozsiahle znalosti funkcií softwaru WEKA a jazyka
Java. V tejto práci sa využil tento príkazový mod, ktorý sa ovládal z programového
prostredia MATLAB.
6.2 Využitie programového prostredia MATLAB
a volanie funkcií zo softwaru WEKA
V tejto diplomovej práci sa prevažne využívalo programového prostredia MATLAB,
v ktorom sa volali funkcie zo softwaru WEKA. MATLAB i WEKA pracujú na plat-
forme Java, preto je ich prepojenie možné a jednoducho uskutočniteľné. Prepojenie
39
je uskutočnené importom základnej knižnice WEKA do MATLABU a následné vo-
lanie funkcií podobne ako v móde Simple CLI. Celý proces sa teda odohráva cez
programové prostredie MATLAB, čo uľahčuje prácu s dátami, ktoré sú po celý čas
predspracovania vedené v maticovom zápise a takisto sa tým časovo zefektívnil pra-
covný postup. Pre prepojenie oboch prostredí boli využité voľne dostupné zdrojové
kódy [23]. Tieto funkcie sú popísané v kapitole 8.1.
Okrem regresných modelov vytvorených pomocou softwaru WEKA, boli v prog-
ramovom prostredí MATLAB implementované dva typy neurónových sietí. Využil
sa k tomu špecializovaný Neural Network Toolbox.
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7 REALIZÁCIA NAVRHNUTEJ REGRESNEJ
ANALÝZY
V tejto kapitole je popísaný postup tvorby a testovania regresných modelov. V prvej
časti kapitoly je rozobraté vytvorenie vhodných sád trénovacích a testovacích dát v
správnom zložení pre následny prevod do softwaru WEKA. V ďalšej časť kapitoly
sa venuje výberom a aplikáciou vybraných regresných funkcii pre tvorenie modelov.
Záver kapitoly je vyhradený pre popis testovania navrhnutých regresných modelov.
7.1 Predspracovanie dát a vytvorenie trénovacej
a testovacej sady.
Pre zhotovenie trénovacej a testovacej sady dát pre tvorbu a testovanie regresných
modelov boli využite dáta, ktoré boli namerané v kontrolnej fáze experimentu na
izolovaných králičích srdciach (viz. kapiola 3), a ktoré teda vyjadrujú priebeh EKG v
kľudovom stave. Dáta merané počas vyvolanej ischémie neboli do analýzy zahrnuté.
Matica dát je reprezentovaná vypočítanými hodnotami parametrov pre oba zvody
I a II ( priebeh EKG pre zvod III sa počas otáčania srdca nemení a preto bol z
ďalšej analýzy vylúčený), čo spolu predstavuje 40 príznakov (20 pre každý zvod),
ktoré vstupujú do tréningu regresných modelov. Celkovo bolo k dispozícií približne
30000 vzoriek dát resp. QRS-T úsekov, ktoré boli ďalej rozdeľované do trénovacích
a testovacích sád dát.
Na tréning a testovanie regresných modelov bolo využitých viacero usporiadaní
vstupných dát. V prvom rade šlo o rozdelenie dát na základe výberu rôzneho inter-
valu otáčania. Boli vybraté tri intervaly:
• interval s polohou srdca od 0° do 180° s krokom 30°
• interval s polohou srdca 0° do 360° s krokom 60°
• interval celkového otočenia 0° až 360° s krokom 10°
Tieto tri intervaly doplňoval ešte interval s polohou pokrývajúcou prevažne ľavú
srdečnú komoru a tvorili ho dáta vypočítané iba zo zvodu II. Ide o interval repre-
zentujúci otočenie o 90° do oboch smerov od počiatočnej polohy 0° s krokom 30°.
Jedná sa teda o zjednotenie intervalov 0°až 90° a 270° až 360°. Dôvodom k vytvo-
reniu viacerých intervalov bola snaha o dosiahnutie najideálnejšieho trénovacieho
modelu a zároveň bolo potrebné znížiť veľkosť dát pri práci so softwarom WEKA a
tým znížiť nároky na pamäť a celkový čas výpočtu.
Rozdelenie pôvodnej celej matice dát na sadu trénovaciu a sadu testovaciu (va-
lidačnú) bolo vykonané dvoma spôsobmi. Využili sa dva najbežnejšie typy krížovej
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validácie (angl. cross-validation) a to Repeated random subsampling a Leave-one-out
krížová validácia.
Metóda Repeated random subsampling je založená na náhodnom rozdelení
dát do skupín (subsetov), ktorých veľkosť je dopredu nastavená užívateľom. Toto
rozdelenie sa ešte niekoľkokrát opakuje pre zvýšenie objektívnosti,[24]. V tejto práci
boli dáta rozdelené do dvoch skupín a to tak, že trénovaciu sadu tvorilo náhodne
vybratých 80% pôvodných dát a zvyšných 20% tvorilo sadu testovaciu. Tento proces
bol opakovaný desaťkrát a tým vzniklo desať trénovacích a testovacích sád.
Druhá využitá validačná metóda, Leave-one-out krížová validácia, rozdeľuje
pôvodné dáta na trénovaciu a testovaciu sadu tak, že testovaciu sadu tvorí jedna
vzorka pôvodných dát a trénovaciu tvorí zvyšok dát. Tento proces sa opakuje toľ-
kokrát, koľko vzoriek tvorí pôvodné dáta,[24]. V našom prípade jedna vzorka pred-
stavuje dáta z jednej polohy srdca (viz. rozdelenie dát popísané v kap. 3.3). Jedná
sa o 22 priebehov, a teda Leave-one-out validáciou vzniklo 22 rôznych trénovacích a
testovacích sád.
7.2 Vytváranie regresných modelov.
Na vytváranie regresných modelov bol primárne využitý software WEKA, ktorý bol
popísaný v kapitole 6.1. Vnútorné funkcie tohoto softwaru boli volané z programo-
vého prostredia MATLAB. Keďže obe prostredia pracujú na platforme Java, je ich
prepojenie založené na vložení odkazu knižnice weka.jar do súboru classpath.txt, v
ktorom sú uložené knižnice matlabu. Takisto je potreba navýšiť pamäť, ktorá je
vyčlenená pre operácie Java. V Matlabe sa u verzií R2010 a vyšších táto pamäť na-
stavuje cez menu: Preferences » General » Java Heap Memory. Po uložení nastavení
je nutné reštartovať Matlab.
Na vytvorenie regresných modelov bolo využitých šesť funkcii volaných z kniž-
nice softwaru WEKA. Šlo o tieto algoritmy predikcie - lineárna regresia, róbustná
regresia s odhadom LMS, PACE regresia, SVM klasifikátor, PLS regresia a M5P
regresný strom. Ďalej boli využité dva typy neurónových sietí. Prvým typom bola
dopredná neurónová sieť s trénovacím algoritmom šírenia spätnej chyby (FFNN), u
ktorej boli nastavené dve možné trénovacie funkcie (funkcia gradientného zostupu
a funkcia gradientného zostupu s hybnosťou). Druhým typom bola regresná sieť
General Regression Neural Network.
Tvorba modelov vznikla na trénovacích súboroch dát popísaných v predchádza-
júcej podkapitole. Kvalitu regresných modelov hodnotí korelačný koeficient. Každý
z vyššie uvedených regresných modelov bol trénovaný na štyroch typoch intervalov
polohy srdca (viz. kapitola 7.1). Okrem toho bol otestovaný spôsob vyjadrenia vý-
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stupnej veličiny (poloha srdca). Boli testované dve varianty. Prvou variantou bolo
klasické vyjadrenie výstupu v stupňoch a druhou variantou bola zámena stupňov za
čísla s jednotkovým odstupom. Bol totiž namieste predpoklad, že sa bude model lep-
šie adaptovať na čísla ako na stupne, z dôvodu menšieho rozdielu medzi jednotlivými
výstupmi. Tabuľka 7.1 vyjadruje porovnanie rôzneho vyjadrenia výstupného vektora
na kvalitu modelu. Je z nej patrné, že vyjadrenie výstupu nemá na zmenu hodnoty
korelačného koeficienta modelu žiaden vplyv. Korelačný koeficient je v oboch prípa-
doch rovnaký. Tento jav sa objavuje u všetkých regresných modelov a preto bol pre
ďalšiu analýzu vybratý spôsob vyjadrenia výstupu v číslach.
Spôsob výstupu korelačný koeficient
čísla 0,996
stupne 0,996
Tab. 7.1: Porovnanie rozdielneho spôsobu vyjadrenia výstupného vektoru pre re-
gresný model M5P.
Ako už bolo spomínané, regresné modely boli trénované na ôsmich rôznych sa-
dách trénovacích dát rozdelených podľa štyroch intervalov polohy a podľa dvoch
spôsobov krížovej validácie. V tabuľkách 7.2 až 7.5 sú zobrazené korelačné koefi-
cienty výstupu modelov pre spôsob validácie Leave-one-out (jedna testovacia vzorka
dát voči 21 vzorkám dát trénovacích).
0:30:180 korelačný koeficient
M5P 0,930
Linear 0,919
PACE 0,924
LMS 0,920
SVM 0,909
PLS 0,918
GRNN 0,796
FFNN-GDX 0,886
FFNN-GDA 0,867
Tab. 7.2: Úspešnosť trénovacích modelov pre interval polohy 0:30:180 a pre Leave-
one-out validáciu.
Tabuľka 7.2 zobrazuje korelačné koeficienty výstupov regresných modelov pre
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interval 0° až 180° s krokom 30°. Kvalita natrénovnia pre túto sadu dát vyjadrená
korelačným koeficinetom sa pohybovala od 0,79 až po 0,93. Najlepším modelom sa
ukázal byť regresný strom M5P s korelačným koeficientom 0,93. Naopak ako naj-
horšie modely sa ukázali neurónové siete, z ktorých najlepšia dopadla dopredná ne-
urónová sieť s trénovacím algoritmom gradientného zostupu s hybnosťou s hodnotou
korelačného koeficienta 0,89.
V tabuľke 7.3 sú popísané výsledky natrénovaných modelov pre interval 0° až
360° s krokom 60°. Na prvý pohľad je zrejmé, že u tohto intervalu polohy srdca
natrénované modely nedosahujú takú úspešnosť ako pri predchádzajúcom intervale.
U tohto intervalu je opäť najúspešnejším regresným modelom regresný strom M5P
s hodnotou korel. koeficienta 0,87.
0:60:360 korelačný koeficient
M5P 0,872
Linear 0,792
PACE 0,782
LMS 0,716
SVM 0,797
PLS 0,804
GRNN 0,696
FFNN-GDX 0,805
FFNN-GDA 0,804
Tab. 7.3: Úspešnosť trénovacích modelov pre interval polohy 0:60:360 a pre Leave-
one-out validáciu.
Z tabuľky 7.4 vidno, že najhorším intervalom pre tréning regresných modelov je
pôvodný interval polohy v celom rozsahu 0° až 360° s krokom 10°. I u tohoto inter-
valu vychádza najlepšie regresný strom M5P ale dosahuje koreláciu iba 0,644. Okrem
týchto neuspokojivých výsledkov, bol aj tréning modelov na tejto sade dát časovo a
výpočtovo náročný v dôsledku rádovo väčšieho množstva dát. Niektoré regresné al-
goritmy, ktoré boli výpočtovo najnáročnejšie, dosahovali čas výpočtu niekoľko hodín
pri neuspokojivom výsledku tréningu.
Poslednou trénovaciou sadou boli dáta z intervalu -90° až 90° s krokom 30°.
Ako už bolo spomenuté v predchádzajúcej podkapitole, tieto dáta pochádzajú iba
zo zvodu II. Hodnoty korelačných koeficientov výstupov natrénovaných modelov je
možné vidieť na tabuľke 7.5. I keď sa jednalo o polohu v rozmedzí 180°, natrénované
regresne modely nedosahujú tak vysokú hodnotu korelačného koeficienta ako dáta
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v tabuľke 7.2.
0:10:360 korelačný koeficient
M5P 0,644
Linear 0,631
PACE 0,628
PLS 70,635
Tab. 7.4: Výber štyroch najúspešnejších trénovacích modelov pre interval polohy
0:10:360 a pre Leave-one-out validáciu.
-90:30:90 korelačný koeficient
M5P 0,931
Linear 0,730
PACE 0,732
LMS 0,670
SVM 0,718
GRNN 0,662
FFNN-GDX 0,677
FFNN-GDA 0,680
Tab. 7.5: Úspešnosť trénovacích modelov pre interval polohy -90:30:90 a pre Leave-
one-out validáciu.
Druhou použitou metódou rozdelenia trénovacích a testovacích sád dát bola me-
tóda krížovej validácie typu Repeated random subsampling. Obdobne ako pri pri
predchádzajúcej metóde boli zostavené regresné modely pre dané štyri typy interva-
lov. Korelačné koeficienty pre hodnotenie kvality natrénovaných modelov u jednot-
livých intervalov sú zobrazené v tabuľkách 7.6 až 7.9. Vo všetkých štyroch tabuľ-
kách chýba hodnota korelačného koeficienta pre regresný model robustnej regresie
s odhadom LMS, pretože tento model sa na tomto type dát nedokázal uspokojivo
natrénovať a korelácia jeho výstupu s očakávaným výstupom ani v jednom prípade
neprekročila hodnotu 0,2.
Celkovo sa dá zhodnotiť, že pre všetky štyri typy intervalov je u tohoto typu
rozdelenia dát vyššia úspešnosť natrénovania regresných modelov ako pre predchá-
dzajúce rozdelenie. Ďalším zaujímavým výsledkom je to, že pri tomto rozdelení už
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neurónové siete dávajú podstatne lepší výsledok a u všetkých štyroch intervalov dá-
vajú najlepšie výsledky. U tohto typu validácie jednoznačne dominuje neurónová sieť
GRNN, ktorá má pre prvé dva uvedené intervaly (tabuľka 7.6 a 7.7) koreláciu 0,99
čo je najlepší výsledok celkovo.
0:30:180 korelačný koeficient
M5P 0,996
Linear 0,926
PACE 0,932
SVM 0,919
PLS 0,924
GRNN 0,998
FFNN-GDX 0,963
FFNN-GDA 0,921
Tab. 7.6: Úspešnosť trénovacích modelov pre interval polohy 0:30:180 a pre RRS
validáciu.
0:60:360 korelačný koeficient
M5P 0,994
Linear 0,864
PACE 0,864
SVM 0,841
PLS 0,859
GRNN 0,999
FFNN-GDX 0,980
FFNN-GDA 0,928
Tab. 7.7: Úspešnosť trénovacích modelov pre interval polohy 0:60:360 a pre RRS
validáciu.
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0:10:360 korelačný koeficient
M5P 0,978
Linear 0,701
PACE 0,703
PLS 0,701
Tab. 7.8: Výber štyroch najúspešnejších trénovacích modelov pre interval polohy
0:10:360 a pre RRS validáciu.
-90:30:90 korelačný koeficient
M5P 0,845
Linear 0,747
PACE 0,775
SVM 0,754
PLS 0,761
GRNN 0,958
FFNN-GDX 0,921
FFNN-GDA 0,870
Tab. 7.9: Úspešnosť trénovacích modelov pre interval polohy -90:30:90 a pre RRS
validáciu.
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8 POPIS VYUŽITÝCH ALGORITMOV
Na realizáciu navrhnutej regresnej analýzy boli využité dva softwary. V programo-
vom prostredí MATLAB R2012b boli dáta z experimentu rozdelené na trénovacie
a testovacie sady dát a následne boli využité algoritmy pre trénovanie regresných
modelov. Samotný tréning a následné testovanie prebiehalo v Matlabe a využívalo
funkcie, ktoré boli volané z dataminingového softwaru WEKA 3.6. V tejto kapi-
tole sú popísané funkcie [23], ktoré prepájali tieto dva programové prostredia. Na
priloženom CD sú umiestnené 3 hlavné m-súbory.
Súbor 𝑝𝑟𝑖𝑝𝑟𝑎𝑣𝑎_𝑑𝑎𝑡_𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑒.𝑚 obsahuje algoritmus pre zostavenie a ulože-
nie trénovacích a testovacích sád dát pre dva typy použitej validácie (viz. kap. 7.1).
Súbor 𝑟𝑒𝑔𝑟𝑒𝑠𝑖𝑎_𝑤𝑒𝑘𝑎.𝑚 obsahuje načítanie vytvorených sád dát a následný vý-
ber intervalov polohy srdca popísaných v kap. 7.1. Ďalej nasleduje funkcia𝑚𝑎𝑡𝑙𝑎𝑏2𝑤𝑒𝑘𝑎,
ktorá prevádza dáta z matlabového maticového zápisu do textového formátu ARFF
(viz. kap. 6.1) pre potreby softwaru WEKA. Ďalšia funkcia 𝑡𝑟𝑎𝑖𝑛𝑊𝑒𝑘𝑎𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟
sprostredkúva z knižníc softwaru WEKA vybrané regresné funkcie a pomocou nich
natrénuje model. Po tejto funkcii nasleduje funkcia 𝑤𝑒𝑘𝑎𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦, ktorá s využitím
testovacej sady dát testuje natrénovaný model. Výstupom z funkcie je vektor hodnôt
odhad polohy srdca voči meracím elektródam.
Súbor 𝑟𝑒𝑔𝑟𝑒𝑠𝑖𝑎_𝑛𝑒𝑢𝑟𝑜𝑛.𝑚 podobne ako predchádzajúci súbor obsahuje výber
intervalov polohy srdca. Takéto riešenie bolo zvolené pre ľahšie dosiahnutie rôznych
výsledkov pre rôzne polohy srdca. Ďalej nasledujú dve implementované neurónové
siete. Prvou z nich je dopredná neurónová sieť 𝑛𝑒𝑤𝑓𝑓 u ktorej boli manuálne nasta-
vené nasledujúce parametre:
• za prenosovú funkciu prvej i druhej vrstvy boli nastavené sigmoidálne funkcie
(tangent-sigmoidálna a log-sigmoidálna)
• za prenosovú funkciu výstupnej vrstvy bola nastavená lineárna funkcia
• ako trénovacia funkcia bola použitá funkcia gradiantného zostupu a funkcia
gradientného zostupu s hybnosťou
• výkon siete bol odhadovaný na základe strednej kvadratickej chyby
Druhou použitou neurónovou sieťou bola sieť General Regression Neural Network
𝑛𝑒𝑤𝑔𝑟𝑛𝑛. U tejto siete sa na rozdiel od siete predchádzajúcej nastavoval iba jediný
parameter a to parameter 𝑠𝑝𝑟𝑒𝑎𝑑 (viz. kapitola 5.7.2).
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9 DISKUSIA DOSIAHNUTÝCH VÝSLEDKOV
V tejto kapitole sú popísané grafické výsledky navrhnutej metodiky tvorby regres-
ných modelov a ich následného testovania na rôznych testovacích sadách dát za
účelom regresnej analýzy polohy srdca voči meracím elektródam. Celkovo sa dá po-
vedať, že za určitých predpokladov sa dajú navrhnuté modely považovať za úspešné
v predikcii polohy srdca.
V predchádzajúcej kapitole boli popísané kvality jednotlivých regresných mo-
delov. Pre obe validačné metódy boli aplikované trénované modely pre štyri typy
intervalov polohy srdca. Bolo zistené, že najlepšie výsledky dosahujú modely tré-
nované v intervale 0° až 180° s krokom 30°, preto nasledujúca grafická analýza
kvality regresných modelov predikovať polohu srdca zahrňuje výsledky pre tento
interval.
Pre všetky grafické ukážky v tejto kapitole platí:
• priebehy skutočného výstupu modelu sú označené modrou farbou a priebehy
očakávaného výstupu sú označené červenou farbou
• poloha srdca v grafoch je určená číslami od 1 do 7 (viz. kap. 7.2) podľa tabuľky
9.1
čísla 1 2 3 4 5 6 7
stupne 0 30 60 90 120 150 180
Tab. 9.1: Prepočet stupňov na čísla.
Popis výsledkov je rozdelený do dvoch častí - prvá časť opisuje výsledky pre tes-
tovacie sady dát vzniknuté Repeated random subsampling krížovou validáciou
a v druhej časti sú vyjadrené výsledky pre dáta vzniknuté Leave-one-out krížovou
validáciou.
Popis výsledkov pre testovaciu sadu dát získanú krížovou validáciou
typu Repeated random subsampling.
Obrázky A.1 až A.8 (v prílohe) popisujú kvalitu výstupu ôsmich regresných
modelov (model LMS bol pre nízku kvalitu vylúčený viz. kap. 7.1) vzhľadom k oča-
kávanému výstupu. Pre každý model sú zobrazené priebehy pre štyri testovacie sady
dát (u každého modelu sa jedná o rovnaké štyri priebehy). V grafoch k jednotlivým
modelom je na ose x zobrazených iba 200 vzoriek (úsekov QRS-T) dát z dôvodu
prehľadnejšieho zobrazenia.
Pre tieto testovacie sady dát je najlepším regresným modelom model neurónovej
siete typu General Regression Neural Network, ktorého priebehy sú zobrazené na
obrázku 9.1, ktorý ako už bolo spomenuté v predchádzajúcej kapitole, dosahuje
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Obr. 9.1: Ukážka kvality modelu GRNN na štyroch priebehoch.
korelačný koeficient 0,99. Druhým najlepším modelom je model regresného stromu
M5P, ktorý taktiež dosahuje hodnoty korelačného koeficienta 0,99. Ostatné modely
už mali mierny problém s predikovaním hodnôt pre niektoré polohy srdca ako je
možné vidieť na ich priebehoch v prílohe.
Popis výsledkov pre testovaciu sadu dát získanú krížovou validáciou
typu Leave-one-out.
Na obrázkoch B.1 až B.9 (v prílohe) sú zobrazené priebehy všetkých deviatich
modelov pre dve najlepšie testovacie sady dát. Obrázok 9.2 zobrazuje priebehy pre
najlepší model u tohto rozdelenia dát. Jedná sa o model regresného stromu M5P,
ktorý pri tréningu dosiahol hodnotu korelačného koeficienta 0,93 (viz. kap. 7.1).
Napriek pôvodnému predpokladu, že krížová validácia typu Leave-one-out do-
siahne lepšie výsledky kvôli väčšej sade dát pre tréning modelov, táto validácia nedo-
sahuje zďaleka tak dobré výsledky ako vyššie spomínaná metóda Repeated random
subsampling. Je to pravdepodobne zapríčinené tým, že testovacie sady dát nepochá-
dzajú z EKG záznamu jedného králika. Na obrázkoch , ktoré sú uvedené v prílohe C
sú zobrazené priebehy pre všetkých 22 testovacích sád pre model regresného stromu
M5P. Je vidno, že sa dosť líšia a ich kvalita značne kolíše. Priebehy u testovacích sád
15, 16 a 17 sú celkom uspokojivé, naopak z priebehov 21 a 22 by bol odhad polohy
srdca značne komplikovaný.
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Obr. 9.2: Ukážka kvality regresného stromu M5P na dvoch najlepších priebehoch.
Graf na obrázku 9.3 vyjadruje ako sa kvalita výstupu modelov líši na jednotlivých
testovacích sadách. Kvalita je hodnotená strednou kvadratickou odchýlkou (MSE).
Na grafe vidieť že sa MSE pre jednu sadu u rôznych modelov líši. Napríklad testo-
vacia sada 17 dosahuje najväčšie hodnoty MSE pre regresné modely PACE, SVM,
PLS a pre lineárny regresný model a naopak pre regresný strom M5P a všetky tri
typy neurónových sietí dosahuje MSE u tejto sady nízke hodnoty. Celkovo je možné
povedať, že pre tieto kolísavé výsledky u dát tohoto typu, t.j. z dát s experimen-
tálnym pôvodom, je vhodnejšie použiť metódu krížovej validácie Repeated random
subsampling pre rozdelenie dát na trénovacie a testovacie sady.
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Obr. 9.3: Závislosť veľkosti MSE na jednotlivých testovacích sadách dát.
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10 ZÁVER
Cieľom diplomovej práce je regresná analýza morfologických parametrov, vypočíta-
ných z EKG pre odhad polohy srdca voči meracím elektródam. V prvej kapitole sú
uvedené poznatky o vzniku a šírení vzruchu v srdcovej svalovine a spôsoby zazna-
menávania a vyhodnocovania EKG. Nasleduje kapitola, ktorá popisuje experiment
medzi FEKT, VUT a LF, MU, ktorý sa okrem iného zaoberal následkami otoče-
nia králičieho srdca voči meracím elektródam, a z ktorého pochádzajú signály EKG,
ktoré sú analyzované v tejto práci. Štvrtá kapitola je zameraná na analýzu paramet-
rov pre odhad polohy srdca. V úvode kapitoly je uvedený popis výpočtu parametrov
z EKG. Potom nasleduje vlastná analýza parametrov prostredníctvom vykreslenia
vybraných parametrov do grafu. Piata kapitola je venovaná najčastejšie používaným
regresným metódam.
V úvode siedmej kapitoly je popísané predspracovanie dát a vytvorenie trénova-
cích a testovacích sád dát. Druhá časť kapitoly popisuje tréning regresných modelov.
Využilo sa v nej šesť regresných modelov, ktoré boli trénované prostredníctvom data-
miningového softwaru WEKA, a tri modely neurónových sietí. V tejto časti kapitoly
sú popísané kvality jednotlivých modelov pre štyri typy intervalov polôh srdca a pre
dva spôsoby rozdelenia dát do trénovacích a testovacích sád, ktoré sú vyjadrené
korelačnými koeficientami.
Z výsledkov pre jednotlivé modely vyplýva, že najvyššiu hodnotu korelačného
koeficienta dosahovali modely pre trénovaciu sadu dát zostavenú z intervalu polôh
0° až 180° s krokom 30°. Tento interval dosahoval najlepšie výsledky pre oba typy
rozdelenia na trénovacie a testovacie sady dát.
Ďalším pozorovaným javom bolo rozdelenie dát na trénovacie a testovacie sady
a ich vplyv na tréning modelov. Pre rozdelenie na základe krížovej validacie typu
Repeated random subsampling nadobúdali všetky regresné modely vyšších hodnôt
korelačných koeficientov ako u druhej metódy Leave-one-out. U oboch typoch roz-
delení bol najlepším modelom model regresného stromu M5P a ostatné regresné
modely dosahovali hodnôt korelačných koeficientov v rovnakom poradí až na neuró-
nové siete, ktoré u metódy Leave-one-out dosahovali najhoršie výsledky spomedzi
všetkých modelov. Naopak pri metóde rozdelenia Repeated random subsampling už
neurónové siete jasne dominovali a regresný model GRNN dosiahol celkovo najlepší
výsledok spomedzi oboch rozdelení.
Pri vykresľovaní grafického porovnania výstupov regresných modelov a výstupov
očakávaných sa ukázalo, že kvalita výstupov pre jednotlivé testovacie sady dát sa
značne líši. Po porovnaní zmeny strednej kvadratickej odchýlky pre jednotlivé sady
sa zistilo, že niektoré sady skutočne vykazujú nižšiu kvalitu výstupov ako iné. Toto
chovanie sa modelov u jednotlivých testovacích dát je zapríčinené tým, že dáta po-
52
chádzajú z experimentov na viacerých králičích srdciach a tým pádom pre niektoré
testovacie sady dochádza k podstatne nižšiemu výsledku predikcie polohy srdca ako
pre iné.
Napriek nevyrovnaným výsledkom u testovania vybraných regresných modelov
pre rôzne testovacie sady dát je možné povedať, že cieľ diplomovej práce bol spl-
nený a bolo možné nájsť regresnú závislosť medzi polohou srdca a priebehom EKG
experimentálne nameranom na viacerých králičích srdciach.
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A UKÁŽKAKVALITY REGRESNÝCHMODE-
LOV PRE METÓDU REPEATED RANDOM
SUBSAMPLING
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Obr. A.1: Ukážka kvality regresného stromu na štyroch priebehoch.
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Obr. A.2: Ukážka kvality lineárneho modelu na štyroch priebehoch.
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Obr. A.3: Ukážka kvality modelu PACE na štyroch priebehoch.
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Obr. A.4: Ukážka kvality modelu SVM na štyroch priebehoch.
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Obr. A.5: Ukážka kvality modelu PLS na štyroch priebehoch.
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Obr. A.6: Ukážka kvality modelu GRNN na štyroch priebehoch.
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Obr. A.7: Ukážka kvality modelu FFNN-GDX na štyroch priebehoch.
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Obr. A.8: Ukážka kvality modelu FFNN-GDA na štyroch priebehoch.
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B UKÁŽKAKVALITY REGRESNÝCHMODE-
LOV PRE METÓDU LEAVE-ONE-OUT
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Obr. B.1: Ukážka kvality regresného stromu M5P na dvoch najlepších priebehoch.
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Obr. B.2: Ukážka kvality lineárneho modelu na dvoch najlepších priebehoch.
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Obr. B.3: Ukážka kvality modelu PACE na dvoch najlepších priebehoch.
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Obr. B.4: Ukážka kvality modelu LMS na dvoch najlepších priebehoch.
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Obr. B.5: Ukážka kvality modelu SVM na dvoch najlepších priebehoch.
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Obr. B.6: Ukážka kvality modelu PLS na dvoch najlepších priebehoch.
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Obr. B.7: Ukážka kvality modelu GRNN na dvoch najlepších priebehoch.
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Obr. B.8: Ukážka kvality modelu FFNN-GDX na dvoch najlepších priebehoch.
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Obr. B.9: Ukážka kvality modelu FFNN-GDA na dvoch najlepších priebehoch.
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C UKÁŽKAKVALITYMODELU REGRESNÉHO
STROMU M5P PRE VŠETKYCH 22 PRIE-
BEHOV TESTOVACÍCH DÁT
0 50 100 150 200 250 3000
1
2
3
4
5
6
7
Úseky QRS−T
Po
lo
ha
 s
rd
ca
0 50 100 150 200 250 3001
2
3
4
5
6
7
Úseky QRS−T
Po
lo
ha
 s
rd
ca
0 50 100 150 200 2500
1
2
3
4
5
6
7
8
Úseky QRS−T
Po
lo
ha
 s
rd
ca
0 50 100 150 200 250 3000
1
2
3
4
5
6
7
Úseky QRS−T
Po
lo
ha
 s
rd
ca
Obr. C.1: Priebehy testovacích dát 1-4.
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Obr. C.2: Priebehy testovacích dát 5-8.
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Obr. C.3: Priebehy testovacích dát 9-12.
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Obr. C.4: Priebehy testovacích dát 13-16.
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Obr. C.5: Priebehy testovacích dát 17-20.
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Obr. C.6: Priebehy testovacích dát 21-22.
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