Introduction
For a given sequence C, T 1 , T 2 , ... of real-valued random variables with known joint distribution, we consider the stochastic fixed point equation 
our goal is to determine all (distributional) fixed points, that is all possible distributions of W such that (1.1) holds true. In a recent work [AR] we provided a complete answer for the simpler case of nonrandom (C, T ).
Fixed points of (1.1) turn up in a natural way as limits of recursive equations of the form
Here (T (n) , C (n) ), W
1 , W
2 , ... are independent random variables for each n ≥ 0. The joint distribution of C (n) and T (n) = (T (n) 1 , T
2 , ...) is given and converges to that of (C, T ). The W (n) j 's are copies of W (n) . The first study of a recursive system of type (1.2) appears in [25] for the sorting algorithm Quicksort which might still be the most prominent example. The method provided in [25] which applies to general divide and conquer algorithms is based on the contraction of the map K associated with (1.2) defined on the set of L p probability measures (p ≥ 1) endowed with the Mallows metric (see Section 2); [23] , [26] and [29] may be consulted for good descriptions of the method, generalizations, more examples and accounts of relevant literature. [26] contains a systematic study of (1.1) as a contraction limit of (1.2). The results focus on conditions for the convergence of X (n) in the Mallows metric, the existence of solutions of (1.1), their moments and also their tail behavior. They all require at least second moments.
A very special case of equation (1.1), namely
has been studied in insurance mathematics under the keyword "perpetuity", see [9] , [11] , and for related results in higher dimensions [18] (stochastic matrices) and [4] (random affine mappings in Hilbert space). Note that this case where no branching occurs (N ≤ 1 a.s.) is excluded here because of assumption (A1).
There is an intimate connection of (1.1) and (1.2) with weighted branching processes. For the simplest case, a Galton-Watson branching process (Z n ) n≥0 with offspring distribution (p j ) j≥0 and offspring mean m, (1.2) holds true upon setting W (n) = Z n , C (n) = 0 and T (n) =
(1, ..., 1, 0, ...) with P( j≥1 T (n) j = k) = p k for all k, n ∈ N 0 . Replacing the 1's in T (n) with i.i.d. nonnegative random variables, we get a branching random walk which has been studied by many authors, see e.g. [2] and [3] . In a general weighted branching process the weight of an individual is given as the weight of the mother times an independent random factor, see e.g. [27] for a further discussion including general C (n) . More detailed information may be found in Section ? introducing the weighted branching representation of any solution to (1.1) which will be a key object in our subsequent analysis.
Let us also mention a number of special examples, all having C = 0. Mandelbrot [22] introduced fractals and a class of models he called "canonique" which lead to equations of type (1.1). In this context, random measures and Hausdorff dimension attracted some attention, see [14] and [1] for results using contraction arguments. From a different perspective, Kahane and Peyriére [17] and Guivarc'h [15] considered positive solutions of (1.1) under the restriction of a fixed number of i.i.d. nonzero components T j of T . Motivated by questions related to infinite particle systems and again only for finitely many nonzero T j , Durrett and Liggett [10] provided a description of all nontrivial nonnegative fixed points of (1.1). Their approach relies on monotonicity properties of the Laplace transforms which cannot be used in case of general real-valued factors T j . Partial extensions of their results appear in [20] and [21] under the condition that the number of factors is random but still a.s. finite.
The purpose of this article is to study (1.1) for the case where (C, T ) is a vector of realvalued deterministic components C, T 1 , T 2 , ..., that is when C, T 1 , T 2 , ... are just constants. We will determine all fixed points. The major part will focus on the homogeneous case C = 0 and builds on an unpublished report by the second author [28] . The case where C = 0 can then be treated rather shortly by drawing to a large extent on the findings in the homogeneous situation. In terms of the characteristic function ϕ of W equation (1.1) with C = 0 may be rewritten in the equivalent form
3)
It will be shown that, trivial cases excluded, any fixed point is infinitely divisible (Theorem 4.3). Hence we may take logarithms to obtain log ϕ(t) = j≥1 log ϕ(T j t) = log ϕ(xt) Λ(dx) (1.4) with Λ def = j≥1 1 {Tj =0} δ Tj and δ x denoting the Dirac measure at x. In a series of papers, Davies, Shimizu, Ramachandran, Rao, and others considered (1.4) for quite general Λ under various assumptions, see [24] for an account. They combine the integrated Cauchy functional equation with additional arguments. Our approach is similar, but uses a stronger form of the Choquet-Deny theorem involving characters and disintegration of measures (see the Appendix to this paper). This simplifies the structural arguments as well as the assumptions.
Here are some explicit examples. The normal distributions with mean 0 and variance σ 2 > 0 are the unique nonzero solutions to the equation 5) see [8] , [30] and [24] . The distribution of a random variable W is called α-stable for α ∈ (0, 2] if, for all a, b > 0, there exists d ∈ R such that
where W 1 , W 2 are independent copies of W and c > 0 is determined through a
symmetric α-stable distribution satisfies (1.6) for d = 0. Notice that (1.6) with d = 0 is of the form (1.1) with T 1 = a/c and
for some c > 0. They solve equation (1.6) as well as (1.1) with constant T 1 , T 2 , ... whenever
There is also a partial converse. If (1.6) holds for some a, b, c with |a/c| α + |b/c| α = 1 and d = 0, and if the smallest closed multiplicative group generated by a, b equals
, the solution is a stable distribution [8] , [30] , [24] . The condition on the generated group is necessary. Lévy (see [12, p.567] ) gave an example of a symmetric non-stable distribution solving (1.6) in the special case
i.e. a = b = 1 2 . In this case the smallest closed multiplicative group generated by a, b is obviously discrete. Corollary 7.5 will provide all symmetric solutions to (1.1) (and thus (1.6) with d = 0).
In our notation used there Lévy's example corresponds to the case α = 1, β = γ = 0, c = 1, r = 2, s = 1, and
z ∈ Z} where G Λ denotes the closed multiplicative group generated by Λ = j≥1 1 {Tj =0} δ Tj .
We proceed with an outline of the main necessary steps that will furnish our main results to be presented in Section 7 (C = 0) and Section 9 (C = 0). Let C = 0 unless stated otherwise and let F denote the set of all distributional fixed points of (1.1). Section 2 provides some basic information on the map K associated with (1.1). K is defined on the set of probability measures on R (see (2.1)), and the elements of F are the fixed points of K. Trivial cases where all T j have modulus 0 or 1 are discussed in Section 3 and thus excluded from the subsequent analysis. Lemma 3.4 collects the then necessary conditions on T for the existence of nontrivial fixed points which are thus standing assumptions throughout the rest of the article. That all elements of F are infinitely divisible was already proved in [30] but will be reproved here for completeness by using the weighted branching representation of a fixed point (Section 4).
The next step is to show that F contains nontrivial elements iff there exists an α ∈ (0, 2], in fact uniquely determined, such that 
where ⋆ means multiplicative convolution. So Γ is Λ-harmonic which brings the powerful Choquet-Deny theorem [5] into play. This result tells us that any Λ-harmonic ν is a mixture over R * /G Λ of extremal measures of the form e(s −1 x)λ λ sGΛ (dx), where λ λ sGΛ denotes the Haar measure on the coset sG Λ def = {sx : x ∈ G Λ }, s ∈ R * /G Λ , and e is a character of G Λ satisfying e(x) Λ(dx) = 1.
(1.10)
Though a rather abstract result in the general setting of locally compact Abelian groups (an Appendix collects some necessary general facts) it leads to a very explicit conclusion about Γ in the given situation because the set of characters satisfying (1.10) contains only one element, namely e(x) = |x| −α with α the characteristic exponent of T . We arrive at the conclusion that all nontrivial elements of F are stable laws or mixtures of certain periodic variants described in Section 6. Given this information the fixed point equation (1.1), more precisely its characteristic function version (1.4), boils down to an equation for the parameters of these distributions.
Our main results, which provide a complete description of F, are presented in Section 7. They must distinguish between five different cases because there are essentially five different closed multiplicative subgroups of R * that T can generate (listed in Section 5). If G Λ equals R * or R > , which is the most pleasant situation, all nontrivial elements of F are α-stable laws, thus normal distributions if α = 2. However, further fixed points of periodic type may occur if G Λ is discrete. Proofs are presented in Section 8. The case C = 0 is treated in Section 9. This can be done by a straightforward reduction to the homogeneous case (Theorem 9.2) whenever j≥1 T j ∈ R\{1}. If j≥1 T j equals 1 or does not exist in R there may be no fixed points at all (Theorem 9.3). The final Section 10 contains a brief discussion of the associated multiplicative random walk associated with T . The latter was used in [10] for the determination of all solutions to (1.1) for the case where C = 0 and T consists of a finite fixed number of positive random variables.
Basic properties of the smoothing transform
Given a vector of real random variables T = (T j ) j≥1 satisfying our basic assumptions (A1) and (A2), define the smoothing transform K on the set of probability measures on R by
where the random variables W 1 , W 2 , ... are independent with distribution µ and where L(X) means the distribution of a random variable X. The infinite sum does not need to exist but if it does it is understood in the sense of almost sure convergence. By the independence of T and (W j ) j≥1 , this also implies a.s. convergence of n j=1 t j W j for P(T ∈ ·)-almost all (t j ) j≥1 . Denote by D(K) the domain of K, viz the set of all probability distributions µ for which K(µ) is well defined in the just explained manner, and by
the set of fixed points of K. Notice that F always contains the trivial fixed point δ 0 , the point mass at 0.
K obviously commutes with the reflection operator R defined as R(µ) = L(−X) where 2) and the domain D(K) is closed under the operator R. It is also closed under convolution * of probability measures on the additive group R, i.e. µ, ν ∈ D(K) implies µ * ν ∈ D(K), but the identity
for all µ, ν ∈ D(K) holds generally for deterministic T only. On the other hand, when restricted to its fixed point set F, the smoothing transform K possesses further properties of this kind as will be seen in the next section.
there is a weighted branching representation of (K n (µ)) n≥1 to be described next.
Let V be the infinite tree with vertex set ∪ n≥0 N n where N 0 def
shortly written as v 1 v 2 ...v n , is uniquely connected to the root ∅ by the path 
consists of all total weights of paths within the tree V and is called hereafter the path weight ensemble associated with (T, V).
Now let X(v), v ∈ V, be i.i.d. random variables with common distribution µ and define
for n ≥ 0. The notation |v|=n suggests that the order of summation does not matter. However, this may not be true because our assumptions will not guarantee that the L(v)X(v) are absolutely summable. In such cases we stipulate that the summation is to be understood in lexicographical order: |v|=n = v1≥1 ... vn≥1 . Indeed, this is the right summation when iterating equation (2.1).
(W n ) n≥0 forms a stochastic sequence called weighted branching process. It satisfies the backward equation
where the
In particular, all W n have distribution µ if µ is a fixed point of K. In this case it is now easily seen that in terms of random variables an n-fold
for every n ∈ N where the W (v), |v| = n, are i.i.d. copies of W .
At this point it is useful to provide some basic properties of T that follow whenever a fixed point = δ 0 exists.
Proof. Let µ ∈ F\{δ 0 } and consider the associated weighted branching representation which (in the notation introduced above) states that |v|=n L(v)W (v)µ for all n ≥ 1 when given i.i.d. W (v), v ∈ V, with common distribution µ and independent of L. In order to show
w∈V be the path weight ensemble associated with (1 {Tj =0} ) j≥1 and observe that
constitutes an ordinary Galton-Watson process with reproduction mean EN . Hence EN ≤ 1 implies that (Z n ) n≥0 is critical or subcritical and thus dies out a.s. unless P(N = 1) = 1.
But the latter is excluded by (A1). Denoting by ν the a.s. finite extinction time, observe that L(v) = 0 whenever |v| ≥ ν. So we infer 
for all c > 0 and (t j ) j≥1 ∈ N c . Since P(W = 0) > 0 we infer t j → 0 as well as j≥1 t
c which completes the proof of the lemma. ♦
Remarks. (a) Given the situation of Lemma 2.1, the previous argument involving
Kolmogorov's three series theorem actually applies to each |v|=n l(v)W (v), n ≥ 1. Namely, the existence of these sums in the a.s. sense for almost all realizations (l(v)) |v|=n of (L(v)) |v|=n yields ∀ n ≥ 1 : ∀b > 0 : |{v ∈ V : |v| = n and |L(v)| ≥ b}| < ∞ a.s., (2.13)
which are the same as (2.9) and (2.10) in case n = 1.
.. with distribution µ and independent of (T j ) j≥1 , the ladder independence in combination with the almost sure finiteness of κ ensures that j≥1
Hence the fixed point sets associated with (T j ) j≥1 and (T ′ j ) j≥1 coincide and we may therefore assume w.l.o.g. that κ ≡ 1 and thus |T 1 | = max j≥1 |T j | wherever this is useful.
A great deal of analysis to determine F is based upon characteristic functions (ch.f.). Let F denote the set of ch.f. associated with F. If we write the fixed point equation K(µ) = µ in terms of random variables, that is in the form (2.7) with n = 1, and if
denotes the ch.f. of W (or µ), then this equation is equivalent to
The infinite product on the right hand side is always well defined as the a.s. limit of n j=1 ϕ(T j t) by Lévy's continuity theorem. Here it should be recalled from above that j≥1 t j W j exists a.s. for almost all realizations (t j ) j≥1 of T . By the same arguments, (2.7) for arbitrary n ∈ N yields
(2.16)
Again we note that the order of summation or multiplication in (2.7), respectively (2.16) is fixed to the lexikographical one and can in fact be crucial in cases where n j=1 T j converges to a finite limit while j |T j | = ∞. We further want to point out once that the existence of the infinite product |v|=n ϕ(L(v)t) above is always to be understood in the proper sense that it equals the a. 
This should always be recalled at various places of this paper where such products occur.
The first step: disintegration
In this section we derive some important algebraic properties of K when restricted to its fixed point set F, see Proposition 3.5. The results are furnished by Proposition 3.3 below which is also the key tool for the analysis in the following sections by providing the relevant conclusions when disintegrating equation (2.16).
For each n ≥ 0, let G n denote the σ-field generated by the T (v), |v| < n (the trivial σ-field if n = 0), and Lemma 3.1. Given any µ ∈ F and i.i.d. random variables W (v), v ∈ V, with distribution µ and independent of L, the stochastic sequence
forms a bounded (G n ) n≥0 -martingale for each complex-valued bounded measurable function h.
independent of G n and equally distributed by the fixed point equation. Consequently,
The next lemma is a particular application of the previous one, see also [Ca, Lemma ? .?].
Lemma 3.2. Given any µ ∈ F and i.i.d. random variables W (v), v ∈ V, with distribution µ and independent of L, define
for n ≥ 0 and t ∈ R. Then (F n (L, t)) n≥0 forms a bounded (G n ) n≥0 -martingale with a.s. limit F (L, t) for any t. Moreover, F can be chosen in such a way that, for Q-almost all l, F (l, ·) is a proper distribution function (d.f.) and
for all t ∈ R.
Proof. The martingale assertion follows directly from the previous lemma when choosing h = 1 (−∞,t] . Since the F n (l, ·) are nondecreasing a standard selection argument as in the Helly-Bray theorem shows (3.3). It thus remains to prove that the limit
We poceed with a number of useful conclusions that follow from a disintegration of equation (2.16).
Proposition 3.3. Given any µ ∈ F with ch.f. ϕ, the sequence
for all n ≥ 1 and t ∈ R, where the product on the right hand side is meant as an a.s. limit under multiplication in lexicographical order.
Remark. Let us note that, since V is countable and Q Θv = Q for all v ∈ V, we can choose a Q-null set N such that (3.5) holds true under arbitrary shifts Θ v for all l outside N .
for all n ≥ 1, v ∈ V, t ∈ R and l ∈ N c . We stipulate for convenience that N is always chosen in such a way hereafter.
with h t (x) = e itx for any t ∈ R, the martingale property and thus a.s. convergence of Φ n (L, t)
to some Φ(L, t) for all t ∈ R follows from Lemma 3.1. Since EΦ n (L, ·) = ϕ for all n ≥ 1 by the fixed point property, we also have EΦ(L, ·) = ϕ. Plainly, Φ n (l, ·) is the ch.f. pertaining to
2) for all l outside a Q-null set N , and since F n (l, ·) converges pointwise to the proper d.f. F (l, ·), we infer that Φ(l, ·) is the ch.f. pertaining to F (l, ·) for all l ∈ N c by Lévy's continuity theorem. We will next prove assertion (3.5) but confine ourselves to the case n = 1 because then the general assertion follows easily upon induction (using also the remark above). Note first that
for all n ≥ 2, t ∈ R and all l ∈ N c (possibly after enlarging the Q-null set N above), where
. random functions with the same distribution as Φ n−1 (L, ·) and
for all t ∈ R and k ≥ 1. Since the finite product on the right hand side converges a.s. to
for all t ∈ R and k ≥ 1. For each n ≥ 1 and given G 1 , the Φ n−1 (Θ j L, T j (∅)t), j ≥ 1, are conditionally independent with conditional means ϕ(T j (∅)t). Consequently, by (3.8) and dominated convergence,
as k → ∞, and thus Ψ k (L, t) → 1 in probability for all t ∈ R. With this we infer in (3.9) that Ψ k (L, t) converges in probability, too, for all t ∈ R, its limit being Φ(L, t) with expectation
with the infinite product on the right hand side to be understood as a limit in probability.
To see that this product also exists in the asserted a.s. sense we will employ another martingale argument. Define
and
-adapted and in fact a bounded martingale as one can easily verify when utilizing that
for j > κ a.s. Consequently, the a.s. convergence of M k is equivalent to the existence of
ϕ(Tj(∅)t) . Since we further know that j>κ ϕ(T j (∅)t) exists in the a.s. sense we infer the same for j>κ Φ(Θ j L, T j (∅)t) and then clearly for j≥1 Φ(Θ j L, T j (∅)t), too. This completes the proof. ♦
The following corollary rephrases the second part of Proposition 3.3 in terms of random variables and is stated without proof.
Corollary 3.4. Let P µ (l, ·) denote the kernel associated with Φ(l, ·) defined in Proposition 3.3, i.e. Φ(l, t) = e itx P µ (l, dx) for all t ∈ R and all l outside a Q-null set N . Put
Then there exists a family of random variables (Y (v)) v∈V which are conditionally independent given L with
, and
for all v ∈ V and n ≥ 1.
As to the map K given by (2.1), the implications of Proposition 3.3 are as follows: To each µ ∈ F there exists a kernel P µ (l, ·) with ch.f. Φ(l, ·), characterized through (3.5) (or (3.6)) and unique up to Q-null sets. Let G be the set of all kernels with this property (identifying those which differ only on Q-null sets) and notice that G forms a convolution semigroup, i.e.
Let further G(F) be the semigroup generated by F under convolution. We will show as part of the subsequent proposition that there is a homomorphism between (G(F), * ) and (G, * ) which further provides a one-to-one correspondence between F and G.
Proposition 3.5. For any ν ∈ G(F) with ch.f. ψ there exists a Q-null set N such that
exists for all t ∈ R and l ∈ N c and is the ch.f. of an element P ν in G. If K denotes the
is always an element of F satisfying ν = ν for ν ∈ F, and the restriction of K to F a bijection between F and G.
Proof. Each element of G(F) has the form ν = µ 1 * ... * µ n for some k ≥ 1 and µ 1 , ..., µ k ∈ F, its ch.f. thus being ψ = k j=1 ϕ j where ϕ j denotes the ch.f. of µ j . Consequently
exists by Proposition 3.3 for all t ∈ R and l outside a Q-null set N , and, as a function of t, defines the ch.f. of a kernel P ν ∈ G, in fact P ν (l, ·) = P µ1 (l, ·) * ... * P µ k (l, ·) for all l. The latter fact shows the homomorphism property of K : G(F) → G. By using (3.5) and the conditional independence of the Ψ( We close this section with a look at how the homomorphism K acts on symmetrizations. Let F s be the collection of all symmetric fixed points of K, G(F s ) the generated convolution semigroup and G s ⊂ G the semigroup of symmetric kernels (ν(l, ·) = ν(l, − ·) for Q-almost all l). Recall that R denotes the reflection operator which is acting on kernels ν as well
for all µ ∈ G(F).
Proof. Obviously, G(F) is closed under R so that with µ ∈ G(F) the symmetrization µ s is also in G(F). A look at ch.f. shows that
which in combination with the homomorphism property of K gives
We thus see that K(µ s ) is a symmetric kernel and its mean µ s a symmetric fixed point for any µ ∈ G(F). ♦
Infinite divisibility and endogeny
Since, by (3.13) of Proposition 3.5, every fixed point µ of K can be written as a Q- 
can always associate to µ a symmetric fixed point with a mixed Lévy-Khinchine representation strongly related to that of µ. In view of the results of the previous section, notably Proposition 3.6, the canonical candidate is µ s = EP µ s (L, ·). However, we cannot exclude the possibility that µ s = δ 0 even if µ ∈ F is nontrivial. In this case the associated kernel P µ defined in
for all n ≥ 1 and thus provides a total disintegration of µ into degenerate components which does not disclose any further information on µ beyond that provided by equation (1.1) itself.
A fixed point µ of this type is called purely tree based or, as in [AB], endogenous hereafter. Let F * denote the collection of all such fixed points and L * the class of corresponding functions from to R. Plainly, if T is deterministic and thus L = Θ v L for all v ∈ V, then any element of L * is constant. Note also as an immdiate consequence of (4.1) that L * is a vector space.
Here are two examples of purely tree based fixed points: 
with T 1 having a uniform distribution on {0,
The weighted branching representation of this (inhomogeneous) equation is easily obtained upon iteration as
|v|=k L(v)T 1 (v) which in view of (4.2) must have distribution µ. This shows that µ is indeed purely tree based.
The following theorem is the main result of this section. 
where, for each l ∈, Γ(l, ·) is a measure on
(b) The functions γ(l), σ 2 (l) and the Lévy kernel Γ(l, ·) satisfy the relations
for all n ≥ 1.
(c) The symmetric fixed point µ s has ch.f.
Part (a) of the theorem is essentially due to Caliebe [Ca, Theorem 1] who proved it under assumptions (A1), (A2) and (4.8) below by drawing on the theory of infintesimal triangular schemes. Our additonal contribution is that condition (4.8) is indeed necessary for the existence of nontrivial fixed points and does therefore not need to be imposed (see Lemma 4.6 below).
Let us also note that, by (4.5), the distribution of σ 2 (L) is a purely tree based fixed point for the weight vector T The proof of Theorem 4.3 will be given after the following three lemmata. We put
n is really a attained by some |L(v)|, v ∈ V with |v| = n, follows directly from (2.13). Proof. Let µ be a nontrivial fixed point with ch.f. ϕ. Then µ s ∈ G(F) has ch.f. 
for all t ∈ R. Now use the inequality (see Lemma A.? in the Appendix)
for all x > 0, k ≥ 1 and a suitable constant c > 0. Since |Φ n k (l, t)| 2 converges to |Φ(l, t)| 2 , as k → ∞, and the convergence is uniform on compact sets, we arrive at the conclusion that (X k (l)) k≥1 is tight. But this is clearly impossible as |l(
Suppose that T = (T j ) j≥1 satisfies (A1), (A2) and that F contains a nontrivial element. Let (Z n ) n≥0 be the weighted branching process associated with (1 {|Tj |=1} ) j≥1 .
Then (Z n ) n≥0 constitutes a critical or subcritrical Galton-Watson process with P(Z 1 = 1) < 1.
Proof. Every weighted branching process associated with a weight vector taking values in {0, 1} is clearly a Galton-Watson process. So we must prove only EZ 1 ≤ 1 and P(Z 1 = 1) < 1 which is equivalent to (Z n ) n≥0 being a.s. extinctive. Let µ be a nontrivial fixed point with ch.f. ϕ. Observe that, for each n ≥ 1, there are at least Z n nodes v of length n having weight |L(v)| = 1. If (Z n ) n≥0 were supercritical with extinction probability q, say, we would have 1 − q = P(Z n → ∞) > 0 and thus infer with the help of (2.15) and |ϕ(at)| = |ϕ(|a|t)| for all
for all t ∈ {|ϕ| < 1}, where the latter set is nonempty as µ is nontrivial. However, this is impossible by the continuity of ϕ. Consequently, (Z n ) n≥0 must be critical or subcritical, and it only remains to exclude the possibility P(Z 1 = 1) = 1. But this means that T a.s. contains exactly one component of modulus 1. By another appeal to the fixed point equation (2.15) we then infer
for all t ∈ {ϕ = 0} and thus |ϕ| ≡ 1, again a contradiction to µ being nontrivial. ♦ In this case L * n is obviously a.s. bounded by 1 and decreasing. Hence it suffices to show L * νn → 0 a.s. along a sequence of stopping times (ν n ) n≥1 with respect to (G j ) j≥0 as given at the beginning of Section 3. Let τ be the a.s. finite extinction time of Z. Then we obviously a.s. finite it is then also readily inferred that
and furthermore
s. when recalling the definition of I 1 and the monotonicity of L * n . The construction of (ν n ) n≥1 with L * νn ≤ (1 − η) n a.s for all n ≥ 1 is now completed by induction, but for ease of exposition we only sketch how to construct ν 2 . Put 
follows.
Case (2). P(|T
We know by = ∞, or ν n−1 < ∞ and |L * νn−1+k − c| > η for all k ≥ 1. Note that each ν n is a stopping time with respect to the filtration (G j ) j≥1 defined at the beginning of Section 3. The event A c,η def = {ν n < ∞ for all n ≥ 1)} clearly contains {|L * ∞ − c| ≤ η} and thus has positive probability. There is also a sequence (v n ) n≥0 of random nodes such that
and thus inductively
But this is impossible because, by construction, we obtain the infinite divisibility of P µ (l, ·) for l ∈ N c , see [Ca] for further details. W.l.o.g. we define P µ (Θ v l, ·) def = δ 0 for all l ∈ N and v ∈ V thus making it infinitely divisible and satisfying (3.5) (in terms of its ch.f.) for all l ∈. This is henceforth assumed without further notice.
(b) We start by noting that |Φ(l, t)
and satisfies (3.5) . By combining this fact with (4.3), we infer with
for all n ≥ 1, t ∈ R and all l ∈. By Lemma 6 in [Ca] ,
for all u > 0 and l ∈. Consequently,
for all u > 0, n ≥ 1 and l ∈ and therefore (by symmetry of Γ s )
for all n ≥ 1 and l ∈ N c . Going back to (4.9), we now see also that
for all n ≥ 1 and l ∈ N c which is (4.5).
In order to show (4.4) and (4.6) we write out equation (4.9) with log Φ(l, t) instead of log |Φ(l, t)| 2 . Using (4.12) this gives
for all t ∈ R, n ≥ 1 and l ∈. Since Γ(l, ·) ≤ Γ s (l, ·) and thus, by (4.11),
is also a Lévy measure for all n ≥ 1 and l ∈. The uniqueness of the Lévy-Khinchine representation finally implies the asserted relations (4.4) and (4.6).
(c) is obvious from equation (4.3) . ♦
The characteristic exponent of T = (T j ) j≥1
A look at the analysis of (1.1) for deterministic weight vector T in [AR] suggests that the existence of nontrivial fixed points is connected to the existence of some, in fact unique α > 0, called characteristic exponent of T , such that
On the interior of D, the function m is strictly convex as Recall that (Z n ) n≥0 denotes the Galton-Watson process associated with (1 {Tj =0} ) j≥1 as defined in (2.11) and let Z ∞ be its a.s. limit which can only take the values 0 and ∞. Notice that its offspring distribution equals the distribution of N and is allowed to put mass on ∞. Let q def = P(Z ∞ = 0) be the extinction probability of (Z n ) n≥0 . As is well known, q < 1 holds iff EN > 1 or P(N = 1) = 1.
We now turn to the important question of when a random vector T satisfying our standing assumptions (A1) and (A2) possesses a characteristic exponent α. Theorem 5.3 provides the positive answer if F contains a nontrivial, not purely tree based element. The result is furnished by the following proposition which in turn makes use of Choquet theory for the crucial argument.
Proposition 5.1. Suppose T = (T j ) j≥1 is nonnegative and satisfies (A1), (A2) and
for some c ∈ (0, 1).
for all t ∈ [0, ∞), where F def = 1 − F . Then T has a characteristic exponent α which is positive and −∞ ≤ m ′ (α) < 0.
Albeit not the subject of this article, it is worthwile to mention that equation (5.2) corresponds to the stochastic fixed point equation
when expressed in terms of random variables. As usual, W, W 1 , W 2 , ... are i.i.d. with distribution µ and independent of T . As T j = 0 can occur with positive probability we stipulate 0
as usual. Defining the associated mapK bŷ
the weighted branching representation of (
with i.i.d. random variables W (v) having distribution µ and being independent of L. In terms of distribution functions the latter equation becomes
and thus has the same form as the fixed point equation ( Proof. We first prove EN > 1. Supposing the contrary, the Galton-Watson process (Z n ) n≥0 is subcritical and hence τ def = inf{n ≥ 0 : Z n = 0} < ∞ a.s. By the optional sampling theorem applied to the martingale ( |v|=n F (L(v)t)) n≥0 , we obtain
for any t > 0 which is clearly impossible because µ = δ ∞ .
and conversely (use lim t→∞ j≥1 F (T j t) = 0 a.s. on {N = ∞})
so that κ ∞ = q is the asserted unique fixed point of h in [0, 1).
and therefore also
, which shows that κ 0 also equals q. But κ 0 = κ ∞ is impossible as already stated above.
If EN ≤ 1, then P(τ < ∞) = 1 so that, by the same stopping argument applied to the
, we conclude F (t) = 0 for any t > 0 and thus µ = δ 0 which is excluded by assumption. Hence EN > 1 follows.
Turning to the remaining assertion 0 < F (t) < 1 for all t > 0, note that (5.1) and (5.2) imply Since, by Lemma 5.2, 0 < F (t) < 1 for all t ∈ (0, ∞), we can define
for λ ∈ [0, 1] and t > 0. Obviously, {G(·, t), t > 0} forms a tight family of left continuous distribution functions on [0, 1] with G(0, t) = 0 and G(1, t) = 1 for any t > 0. Hence, by the Helly-Bray theorem, each sequence from this family contains a weakly convergent subsequence. Consider now a weakly convergent (G(·, t n )) n≥0 with t n ↓ 0. The t n may be chosen in such a way that 
which together with F (0+) = 0 and Fatou's lemma yields
For the reverse inequality we note that, for each k ≥ 1,
Since lim m→∞ E(1 − j>k F (T j λt n )) = 0 by the dominated convergence theorem, we obtain by another appeal to Fatou's lemma , and so on. We thus obtain a Λ-harmonic positive function G on R > and thereby, as already explained above, the existence of the characteristic exponent of T . ♦ Theorem 5.3. Let T = (T j ) j≥1 satisfy (A1), (A2) and µ be a nontrivial, not purely tree-based fixed point of (1.1) with C = 0 Then T possesses a characteristic exponent α > 0
Proof. Given any nontrivial, not purely tree-based fixed point µ, we first note that, by Lemma 4.6, the stopping time τ = inf{n ≥ 1 : L * n ≤ c} is a.s. for any fixed c ∈ (0, 1). The optional sampling theorem, applied to the martingale ( |v|=n ϕ(L(v)t)) n≥0 , ensures Using such a truncation, we conclude 1 = EW 1,β = EW τ,β < EW τ,β .
In summary, we have proved
and this easily implies the assertion of the lemma when further noting that m (τ ) ′ (β) for all β ∈ {γ; m (τ ) (γ) < ∞}. ♦
Harmonic analysis for the lévy kernel
With Theorem 4.3 at hand and recalling the introducing remarks of Section 4 the next step is to get further information on the Lévy kernel Γ(L, ·) associated with a nontrivial µ ∈ F.
Put Γ(l, t) def = Γ(l, (t, ∞)) for l ∈ and t > 0. Lemma A.2. Suppose we are given a random variable X : (Ω, A, P) → (X, A) with distribution Q and a family (Φ n (x, ·)) n≥1,x∈X of ch.f. satisfying the following assumptions:
(1) The mapping x → Φ n (x, t) is measurable for each t ∈ R and n ≥ 1.
(2) The ch.f. φ n = EΦ n (X, ·), n ≥ 1, belong to a tight sequence of probability measures (µ n ) n≥1 . (3) As n → ∞, Φ n (X, t) converges a.s. to some Φ(X, t) for all t ∈ R.
Then there exists a Q-null set N such that, for all x ∈ N c , Φ(x, ·) is a ch.f. and Φ n (x, ·)
converges to Φ(x, ·) pointwise.
We note that (1) implies the product measurability of Φ n (x, t) because the function is continuous in the second variable (see e.g. ????).
Each Φ n pertains to a stochastic kernel µ n from X to R via Φ n (x, t) = e ity µ n (x, dy) for x ∈ X and t ∈ R. In terms of these kernels the lemma may be rephrased as follows: If the family of probability measures µ n (·) = Eµ n (X, ·), n ≥ 1, is tight and if (3) holds true, for all x outside a Q-null set, then µ n (x, ·) converges weakly to some stochastic kernel µ(x, ·) and Φ(x, t) = e ity µ(x, dy) for all t ∈ R. The point which makes this lemma nontrivial is that in (3) the null set where Φ n (X, t) does not converge to Φ(X, t) may depend on t ∈ R. A separability argument as in Helly's selection theorem would be a way out if the Φ n (x, ·) were Laplace transforms and thus monotone, but this does not work for ch.f.
Proof. By assumption (3) and Fubini's theorem, 0 = 1 {Φn(x,t) →Φ(x,t)} Q(dx) λ λ(dt) = Q ⊗ λ λ({(x, t) : Φ n (x, t) → Φ(x, t)}) = 1 {Φn(x,t) →Φ(L,t)} λ λ(dt) Q(dx).
Hence there exists a Q-null set N such that Φ n (x, ·) → Φ(x, ·) λ λ-a.e. for all l ∈ N c . As above, let µ n (x, ·) be the stochastic kernel pertaining to Φ n (x, ·). Then Lemma A.1 implies the vague convergence of µ n (x, ·) to some subprobability measure µ(x, ·) for all x ∈ N c , in particular lim sup n→∞ µ n (x, [−t, t]) ≤ µ(x, [−t, t])
for these x and all t > 0 by an extension of the Portmanteau theorem. In order for Φ(x, ·) to be a ch.f. for Q-almost all x ∈ N c we must show that µ(x, ·) has total mass 1 for Q-almost all for all t > 0 which is a contradiction to the tightness of (µ n ) n≥1 (Assumption (2)). We conclude that µ(x, ·) forms indeed a probability measure for Q-almost all x to which µ n (x, ·) converges weakly, and Φ(x, ·) is its ch.f. ♦ Lemma A.3. Let X be a random variable with ch.f. ϕ. Then 
