Abstract The development in the working of markets has been an important topic in economic history for decades. The volatility of market prices is often used as an indicator of market efficiency in the broadest sense. Yet, the way in which volatility is estimated often makes it difficult to compare price volatility across regions or over time for two reasons. First, if prices are non-stationary, the variance is inflated. Second, the variance of commodity prices contains information on a number of region-and time-specific factors that are not related to market efficiency. Hence, the popular coefficient of variation and related indicators are not adequate measures of the efficiency of markets and are incomparable across regions. As a solution, we suggest using a conditional heteroscedasticity model to estimate the residual (conditional) variance of commodity prices. This measure reflects how markets react to unexpected events and can therefore be seen as a measure of market efficiency. Using this approach on grain prices from the Early Modern Pisa, Paris, Vienna, and Japan, we find that the residual price volatility had declined (and market efficiency increased) in the European markets in the late sixteenth century while it remained stable in Japan.
There are also several other factors that, although they do play a role in broadly defined market efficiency, are profoundly country (or time) specific. Agricultural structure, for one, may have a strong influence on seasonality and inter-annual volatility. A clear example can be found in China where the Anhui province has a single rice harvest per year, while Guangxi and Guangdong have two and Hainan even has three. Consequently, even if one harvest failed, when the second (or third) harvests become available at the end of the year, prices would still be lowered. This is completely different from Java, for example, which has a single yearly rice harvest, a yield that made up roughly 50% of total value added in agriculture during the twentieth century (Van der Eng 1996, Table A.1.2). It is important to note that although multiple harvests clearly reduce price fluctuations, being dependent on the climate of a country, it does not say much about the efficiency of the market. As such, simply interpreting the CV of prices in such different regions as indication of market efficiency differences would be misleading. This paper argues that within a geographical region, standard volatility measures tell us little about the actual development of market efficiency over time and are not comparable across countries having different product structures, consumer preferences, and weather conditions.
2 Hence, we critically examine the existing measure of volatility to find the one that not only is comparable across regions (or, at least contains less incomparable factors) but can also be used to proxy market efficiency. Pribram (1938) Bold values denote estimates for the period of 'Early Modern price revolution'
Building on many related studies (i.e., Persson 1999; Söderberg 2004) , we argue that the standard deviation of the log of the detrended price series and that of regression residuals from some structural models of prices (or, in the absence of necessary data, an ARMA model) can both be used, although the latter is preferable.
It is important to note that this paper focuses on the measurement of volatility within a single region over time (a time series perspective) and not on measuring the spatial variability of prices (a cross-sectional perspective). In the next section, we briefly explain the problem with traditional measures and argue that both the trend and volatility of these measures are problematic. This is elaborated upon in Sects. 3 and 4 where we discuss the effects of the trend and the volatility, respectively. Section 5 discusses an alternative measure of dispersion that is comparable over time, as well as across countries. Section 6 applies these theories to empirical models. Section 7 concludes the paper.
2 Problems with the standard measure of volatility
The coefficient of variation (CV) is often used as a measure of market efficiency (Persson 1999) . The problem, however, is that, as a measure of price volatility, the CV captures many external and internal market factors ranging from agricultural structure and consumption to the effects of plagues, trade, and monetary shocks. The result is that this measure captures factors that, while they may differ among countries, do not directly influence market efficiency. In the next sections, we will look at the traditional measures and show that statistics reflecting the spread of a variable around its arithmetical average (unconditional mean) contain a number of region/culture-specific factors unrelated to the defined efficiency. As such, traditional measures based on the unconditional mean, such as the CV or the standard deviation of log prices (being comparable to the CV), 3 are not comparable over time and space. Instead, we suggest using a conditional heteroscedasticity methodology to draw conclusions on the market integration of different societies in different periods and compare them from this perspective. This methodology allows us to see if markets managed to react quicker to unexpected price shocks.
As a first step, it is important to precisely define what is meant by efficiently working markets. We adopt a very general definition of risk in commodity markets. By risk we mean the degree of uncertainty regarding future prices. This is often approximated by the degree of volatility of price series, which is deducible from the expectation that if risk management techniques are efficient, they will reduce uncertainty resulting in smoother prices. Generally speaking, one may expect such 3 That the two measures of dispersion are almost equivalent can be shown easily. Let d be equal the deviation from the mean: d t ¼ y t À " y. Now, the Coefficient of Variation can be expressed as follows:
while the standard deviation of the log series is the following:
In the last derivation, we made use of the approximation that for small values of x, lnð1 þ xÞ % x.
reduction in price volatility to arise from four major types of risk management techniques.
1. Intertemporal risk reduction (storage, for example) can reduce seasonal or even cyclical movement of prices. This oldest form of risk management in the markets of basic foodstuffs possibly saw the earliest large-scale involvement of the state in the Ancient East. This practice continued during the medieval and early modern periods, although its importance has been questioned (Fenoaltea 1976; McCloskey and Nash 1984; Komlos and Landes 1991; Will et al. 1991; Poynder 1999 Federico and Persson 2007; Studer 2008) . 3. Increased diversification of the consumption structure is another way in which to stabilize fluctuating prices. If consumers have a wide range of substitutes from which to choose, prices will not be impacted as greatly by product-specific shocks. We can find several historical examples for diversifying consumption through discoveries and long-distance trade, such as the introduction of maize, rice, and potato in Europe, as well as through technological developments (margarine as a substitute for butter) (Ó Gráda 1992; Reis 2005). 4. Finally, innovations through product development may also contribute to less volatility and more stable yields. Even though this could be associated with genetic engineering, selective breeding can be seen as an early version of product development (i.e., Overton 1996, pp 113-114) .
Altogether, the techniques mentioned above contributed to the reduction in uncertainty of the prices of basic foodstuffs that were the main commodities prior to the Industrial Revolution. The challenge is to find a way to quantify the efficiency of such techniques in different societies in different time periods in a comparable manner.
As pointed out, more efficient risk management techniques should lead to less variance in prices. Hence, measures of dispersion of prices are often used to capture market efficiency. The problem with the CV and related measures, however, is that they include more than just the effects of the risk reducing techniques listed above. They also include a volatility component that arises from inflation and different agricultural and demand structures. Although they clearly influence volatility, these factors have no direct relation with market efficiency. However, they affect the unconditional variance and, hence, need to be filtered out in order to compare market efficiency over time as well as across regions/countries.
These factors may influence the estimated market efficiency either directly or via the trend. In the next section, we will show that if there is a trend in the series, or if Conditional heteroscedasticity in historical commodity price series 169 the price series has unit root (not unexpected in case of prices), the longer the chosen period, the more the calculated dispersion is going to grow. As such, without first detrending the series, this exercise is faulty. Yet, even if we remove the trend, the variance of the series will have components that are region-and period specific, making it very difficult, if not impossible, to compare dispersion measures across different regions, which is discussed in Sect. 4.
3 The effect of trend on the variance of time series
As discussed above, the timing of CV estimates may seriously distort the picture in the face of trends in the series such as those caused by, for example, inflation. In the following, we examine two possibilities: a stationary time series with linear trend (deterministic trend model) and a unit root process with or without trend (that is, with or without a drift parameter). Let us assume that our series is stationary and can be modeled as follows:
where t ¼ 1; 2; . . .; T and u t $ IIDð0; r u Þ and X is some exogenous variable (Cov(X,u) = 0). The variance of y around its arithmetical mean (unconditional variance) is:
For simplicity, let us assume that the variable X has no trend, so Cov(X,t) = 0. In that case, the variance of y will depend on time in a monotonous way through the variance of the time trend. The variance of the trend can be expressed as follows (Hamilton 1994, p. 456) :
which results in the following:
Clearly, if we choose a longer period to estimate the variance of our series (T grows), it will inflate the variance of y. Note that this effect is independent of the sign of the time trend.
Yet, the example above focuses solely on a deterministic trend model. Let us now take a more likely case when our series is not stationary. This is expected in the case of a price series, especially when the conditions of a weak form of efficient markets are fulfilled. This means that no one can ''outsmart'' the market to make profit using public (or past) information. In a well-functioning market, agents will immediately use the information, if it is available, and eliminate the extraordinary profit. In short, price changes are not predictable from past information and our best guess for the next period price is the current one. Such a series is called a random walk (with no trend) or a random walk with drift (if there is a trend) and is found even in ancient economies such as Babylon ca. 200BC (Temin 2002) .
Let us start with the following equation:
where c is the drift parameter (c = 0 means no trend) and u t $ IIDð0; r u Þ. By repeated substitution, we arrive at the following expression: y T ¼ cT þ P T t¼1 u t . Since the effect of past innovations will not wear off in this model, their effect on the variance will accumulate: Varðy T Þ ¼ P T t¼1 Varðu t Þ ¼T Á VarðuÞ. Again, we find that with the presence of unit root, the longer the period we use to calculate the variance and the derived dispersion measures, the more ''volatility'' we will find. As such, these measures are seriously misleading. For example, the sixteenth century witnessed massive inflation (Munro 2003) . As can be seen in Table 1 , this means that the CV is inflated by the underlying trend in price level. However, this is by no means an indication of deteriorating conditions or market disintegration in this period. 4 As we show in the following section, simple detrending techniques, such as using a deterministic trend or using the CV of the first difference of prices, are not necessarily ideal solutions either.
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4 The effect of structural differences on the variance of price series
The trend clearly has an important effect on volatility measures arising from inflation, technology, etc. Yet, even if one removes the trend from the series, the lack of comparability still remains an issue. In order to see the reason for this, one needs to think in terms of a structural model of prices, which ultimately is determined both by those factors reducing risk (as outlined in Sect. 2) and by those factors that are instrumental to the economies but not intended to reduce risk such as inflation and the agricultural and demand structures (see Sect. 1). Here, the last variables, of course, can be predicted (and, hence, captured by a structural model), while the first one manifests itself by the reduced effect of external shocks.
Let us assume that the price and quantity of commodity i is determined by the following system of supply and demand equations:
where q S and q d denote the quantity supplied and demanded, p t and E t-1 p t are the current and the expected price of product i, and X and Z are other factors that affect supply and demand, respectively. X may contain different exogenous factors such as wars, weather conditions, and past prices of substitutes; Z denotes variables such as the price of other products that are either substitutes or complements of commodity i, or exogenous factors affecting demand, such as income or different political variables.
Hence, in equilibrium q S = q d , we can express the reduced form for the price of commodity i as follows:
e t $ IIDð0; r e Þ ð 7Þ
We assume that the variables X and Z are indeed exogenous (or at least predetermined), Cov(X,e) = Cov(Z,e) = 0 and, furthermore, that the expectations for the current price are uncorrelated with X, Z and e.
6 The unconditional variance of p i is as follows:
That is, the variance of commodity prices and all derived measures, such as the coefficient of variation, will contain not only the effect of shocks on prices (Var(e)) but also that of the price volatility of related products, exogenous factors and their relations measured by the covariances. The latter factors are important, since they reflect region-specific conditions and differences in main crops (relationship between weather conditions and the yield of different crops), tastes (relationship among the prices of different products), and the diversification of the consumption structure (the numbers and signs of price covariances that enter the equation). If, for example, we have a society where 80% of the income is spent on two main products with different environmental requirements/sensitivity, we can expect that in that particular region, the price covariance between the two will be lower than in a country where the two main products are similar (see wheat-rice in the North of China vs. wheat-barley in Europe), or where people are dependent on a single main foodstuff.
Undeniably, the variance of prices contains essentially all the information we need to judge the efficiency of markets, but it also contains a lot of region/periodspecific factors that are not possible to separate. So, if one compares the CV of different regions, even if the problems of trend and non-stationarity have been taken care of, it is still not possible to ascertain exactly what is being measured. One could of course estimate a structural equation (at least the reduced form price equation) and use the coefficients to have some estimates of the effect of different factors, but in most cases, we do not have such a detailed set of exogenous variables available for historical analysis. For this reason, we suggest not using CV and related measures on time series to draw conclusions about market efficiency or market integration in a particular region or country over time.
Alternative methodology: conditional heteroscedasticity
Our suggestion to get around the problem is to apply a technique widely used in financial econometrics and macroeconometrics, a conditional heteroscedasticity model based on the standard autoregressive models that are occasionally used in market efficiency studies (i.e., Söderberg 2004 ). As we saw above, the unconditional variance of price series consists of two parts: the variance of the residual term and the variance of the conditional mean (fitted value) around the arithmetical average. Although the latter has a lot of information, the lack of data will prevent us from separating what we need from the region/period-specific factors within a structural model. With conditional heteroscedasticity methods, we concentrate on the variance around the conditional mean, that is the residual variance only.
The residual variance will reflect the share of shocks in total variance, that is the effect of unexpected events on price volatility. If markets are more integrated, or if the institutional background is more efficient, these unexpected events should have a reduced effect on prices. The error is, of course, a random variable, so its magnitude may change. For our purposes, the residual can be modeled as follows:
where e t $ IIDð0; r e Þ ð 10Þ
where e is a random variable representing the size of the shocks, and v is a multiplier showing us the effect of the shock on prices. The factor v may obviously depend on the degree of market integration or other factors (denoted by X t ), and in case of a tendency of improvement or deterioration, it should be dependent on time. We can assume that the size of shocks is, on average, zero and homoscedastic. In other words, the magnitude of the shocks does not depend on time or the order of the observations. Of course, there may be periods when shocks are larger and more common (wars, disasters, sudden changes in climate) but, if we take a reasonably long sample, this condition should hold. This also means that in order to have meaningful results on the markets' ability to efficiently cope with risks, short periods should not be analyzed. If we assume that the magnitude of the shocks and the parameter v are independent, we obtain for the residual variance:
If we find a trend-like behavior in the residual variance (or any similar measures, such as the standard deviation or the mean absolute deviation of the residual), we can interpret it as a sign of the market's ability to cope with the effect of shocks. The cornerstone of the suggested method is our assumption regarding the random shocks. While our assumption about the homoscedasticity of e within the same country or region sounds feasible, it is less likely that the shocks have the same variance across all regions as well, making this method not ideal for cross-country comparisons. Even acknowledging this weakness, the residual variance still contains fewer incomparable factors than CV. A possible solution might be to apply a model that allows country-specific differences in the error term by combining, for example, the conditional heteroscedasticity model with a panel analysis. In this paper, we do not apply such a method. However, using a panel can be advantageous when one has enough observations to make a panel dataset, and it is reasonable to assume that the underlying data-generating process is similar in all series.
There are several different approaches to model conditional heteroscedasticity. The early methodology proposed by Engle (1982) suggests that the estimation be carried out in two steps. In the first step, one models the conditional mean of the time series (mean equation) as an AR(p) model (or a structural model) so that there remains no serial correlation in the residuals (there is a heteroscedasticity, of course, so robust standard errors are required for model selection), and those that are squared are modeled in the second step as an AR process (variance equation). This leads to the well-known ARCH specification:
where X denotes the effect of r exogenous factors that may explain the heteroscedastic nature of the residual. Bollerslev (1986) suggested the generalized autoregressive heteroscedasticity (GARCH), which may circumvent the problems with the ARCH specification and lead to more efficient estimates.
Obviously, this specification cannot be estimated with OLS. The two equations need to be estimated simultaneously using a maximum likelihood estimator. Unfortunately, since we often have gaps in the data and the ARCH/GARCH procedures in most econometric packages cannot handle this missing information, the second approach may be unsuitable for historical analysis. In those cases, it might be more useful to return to the two-step method using ARCH specification. Since in this paper we are looking for the reduction of some long-run tendencies of the residual variance, we use a time trend in the second step. If there are no gaps in the series, it is preferable to use the ML estimator. In practice, other ARCH/ GARCH specifications might also be explored, such as the TARCH specification that allows for different effects of shocks with different signs, or the GARCH-M specification (Glosten et al. 1993 ) that allows for an effect of volatility on price level. In this paper, however, in order to make all estimations comparable, we use an ARCH(1) specification uniformly.
Empirical application
In this section, we illustrate the above method by applying a conditional heteroscedasticity model to four historical price series: two monthly (wheat prices in Pisa 1549-1716 [Malanima 1976 ] and Paris 1548-1698 [Baulant and Meuvret 1962; Poynder 1999] ) and two annual series (rice prices in Hiroshima, Japan, 1620-1857 [Iwahashi 1981 ] and wheat prices in Vienna 1439-1800 [Pribram 1938] ). Since the volatility measures are not comparable if the series have different frequencies, the monthly series are transformed to annual ones. Since it is possible that using annual series would distort our results, the same exercise is done with the monthly series as well. We find that the underlying trend in the residual variance does not change with the use of different frequency data. The Vienna series and the two monthly series have gaps in the data. In cases of the Vienna series and the Paris prices, there were so many gaps present that we needed to use the two-step procedure suggested by Engle (1982) . The monthly wheat price from Pisa has a single gap in 1631, making it possible to estimate the ARCH model on each half of the series separately using an ML estimator. In order to make the results from the different series comparable, as noted in the previous section, we use the ARCH(1) specification for all series. We would like to stress that this decision reflects only our preference for comparability; however, in actual empirical usage, models should be selected for their fit or because of theoretical considerations. Using a more complex structure to model residual variance improved the efficiency of the estimation (lower standard errors) when we experimented with other specifications, but it did not fundamentally change the results.
We begin by reporting the annualized prices in the graphs below. All series exhibit large price increases in the sixteenth century, which is consistent with the influx of silver from the Americas and a strong increase in the minting of silver coins in Japan (Miyamoto 1999a, b, p. 59) . Besides this common rise in prices, it is also clear that inter-annual volatility in all four series is exceptionally different (Figs. 1, 2, 3, 4) .
We start by estimating the standard measures of dispersion for the annual series (Table 2) . Using the traditional measure to judge the degree of market integration/ risk management, one would find that the wheat market of Pisa was especially efficient resulting in minimal volatility of prices, while Paris and Hiroshima seem to have roughly equal volatility, and Vienna had the highest degree of volatility.
Indeed, although volatility in both Paris and Hiroshima was of similar magnitude, the underlying reason is likely different. It has often been argued that in Paris, in the period being analyzed, markets were extremely volatile. Food shortages, overemphasizing arable agriculture at the cost of pasture, and inflation all contributed to increasing price volatility. During the period from 1550 to 1600, the real price of wheat even trebled (Knecht 2001, p. 260) . Conversely, in the seventeenth century in Japan, the growing population prompted the shogunate to enact demand suppressing policies, such as placing a limit on sake brewing, in order to keep rice prices down (Miyamoto 1999a, p. 57) .These pressures eased in the late seventeenth century due to greater agricultural production. Hence, except for the Tenmei crop failures (1781-1789), prices remained relatively stable. Viennese price fluctuations, however, were much higher. Although Vienna had relatively few problems with a supply side crisis because of its status as a main city in the Habsburg Empire (Weigl 2000, pp 162-163) , it experienced extreme population Conditional heteroscedasticity in historical commodity price series 177 growth in combination with the fact that wheat was its most important staple (Sandgruber 1982, p. 141 ). These factors not only caused an increase in supply distribution to the poor (Weigl 2000, pp 198-199; Weigl 2001, p. 51) , they also made the market more susceptible to supply side shocks. The most important of these shocks were the Turkish wars. In 1683, a Turkish army even laid siege to Vienna, which can clearly be seen in the variance of the price series. Finally, the Pisa series reflects the lowest volatility. This is caused in part by the minimal change in population and agricultural structure, and in part by the relative constancy of consumption. Persson (1999, p. 142) argues that the Tuscans had well-integrated trade networks and were more inclined toward reform. This led him to conclude that ''the residual standard error for […] Pisa in the seventeenth century was at a level which seems to be a sort of ancien re´gime minimum, and that only in the era of the nineteenth-century transport revolution are lower residuals attained elsewhere'' (Persson 1999, p. 111) . Hence, we find that exogenous factors like inflation, agricultural structure, and demand played a role in price volatility in all countries, but these are not necessarily directly related to risk management techniques. In Paris and Japan, after correcting for the effect of conditional variance, we find residual variances of similar magnitude. Both were subject to inflation and government intervention driving demand patterns but, in essence, no serious disturbances took place. In Vienna, however, the main source of inflation, external shocks and government policy, had a profound impact on volatility.
The first step of estimating a conditional heteroscedasticity model is to establish whether or not the log of the price series is stationary. In Table 3 , we report the results from three unit root tests, all of them designed to improve the low power of the traditional Dickey-Fuller-type unit root tests when rejecting the null hypothesis of non-stationarity. In most cases, the test statistics are consistent with each other, implying that the price series are stationary. This is the only case when there is contradiction between the test results and the annual log prices of wheat in Pisa. The Philips-Perron test rejects the null hypothesis of non-stationarity at 10%, while the DF-GLS test suggests that the series are not stationary. The Ng-Perron test is, again, contradictory. In order to assure comparability of our results, we take the first difference of all series.
For the annual series for Paris, Pisa, and Hiroshima, we could use the standard ML procedure to estimate the mean and the variance equations simultaneously. In case of the Vienna series, the gaps do not allow us to use this procedure, so we estimate the expected value of the first difference of the log wheat prices, and then we model the square of the residuals in a second step. With the exception of the Hiroshima series, we cannot reject the normality of the residuals at 1%; however, with such a large number of observations, even nonnormality should not pose a problem (Central Limit Theorem). Additionally, the residuals do not have any significant autocorrelation. The linear trend yields a significant coefficient in the second step only in case of the Pisa series.
In Figs. 5, 6, 7 , and 8, we plot the conditional standard deviation of the annual price series for the four cities. In Paris, Pisa, and Vienna, we find a clear downward trend (even though the trend coefficient is statistically significant only in case of Pisa). Although the standard deviations start out at different levels (the highest in Vienna around 0.35 and the lowest in Hiroshima and Pisa with around 0.2), the reduction is quite conspicuous. In the case of Pisa, the standard deviation is halved, while in Paris and Vienna, it is reduced by roughly 5 and 32%, respectively. Hiroshima seems to be the exception where even the graphs do not show any sign of a decreasing conditional volatility. This is not surprising, however, given that the early volatility, as discussed before, was caused by the demand structure and inflation, which were both factors that need to be removed as they have no direct relation with the risk factors in markets (Miyamoto 1999b, p. 120 So far, we discussed the annual series. As a second step, we use the monthly price series to see if using different frequency data alters the results. As we noted at the beginning of this section, the Pisa series has just a single gap, making it possible to use the ML estimator at the cost of cutting the sample in two. In case of the Paris prices, however, we had three gaps lasting for only a few months but estimating an ARCH model on four different, shorter periods. This is in contradiction with our own suggestions in Sect. 5 on the length of the sample period. If shorter periods were used, there would be far too great a risk that the observed variance is not an actual trend but rather the effect of some temporary fluctuations. The regression results are reported in Tables 4 and 5 .
Even though some of the statistics change with the different frequencies of data used, the picture has largely remained the same. We find a significant negative trend in the residual variance (or standard deviation) in two of the series. The degree of improvement is slight in Paris, while in Pisa, it is significant in the Conditional heteroscedasticity in historical commodity price series 181 Table 4 Conditional heteroscedasticity estimates of annual differenced series sixteenth century and the first decades of the seventeenth century, followed by insignificant improvement throughout the rest of the sample period (Figs. 9, 10a , b). Therefore, using annual data does not seem to be entirely misleading. Nevertheless, monthly series should be preferred for market efficiency analysis wherever possible. Conditional heteroscedasticity in historical commodity price series 183
Conclusion
In this paper, we follow part of the literature that argues that using traditional dispersion measures, such as the coefficient of variation, as indicators for the degree of market integration is misleading because they include country-and time-specific factors that indirectly influence market efficiency. This has two empirical consequences. First, in both non-stationary as well as stationary price series, the variance is inflated by the trend. This leads to erroneous conclusions regarding the degree of market integration in the presence of inflation, such as the price revolution during the sixteenth century. Secondly, the variance of the log prices contains information on many factors that are either not related to market integration, but are rather region specific, or not comparable or separable. Hence, both the standard CV and the detrended version will bias the estimates of market efficiency. As an alternative, to test for any improvement over time, we suggest using the standard deviation of the residual (or the standard error of the regression) to compare the degree of market integration among different regions together with a conditional heteroscedasticity approach. Applied to four heterogeneous price series (Pisa, Hiroshima, Paris, and Vienna), we find that in all cases, the CV indicates a higher level of volatility since it is a fundamental measure of unconditional volatility. Hence, using the CV, or related measure, on commodity price series is likely to lead to biased, noisy estimates of market efficiency. Unfortunately, the amount of overestimation depends on the presence of factors such as inflation and the demand and agricultural structures, which, although they influence price volatility, are not directly related to market efficiency. Applying a conditional heteroscedasticity model, we find that in Pisa, Vienna, and Paris, the price volatility declined (and market efficiency increased) in the early modern period, which compares well with the established view of increasing market efficiency from ca. 1600 forward (Persson 1999; Jacks 2004) .
