We perform time-and angle-resolved photoemission spectroscopy (trARPES) on optimally doped Bi 2 Sr 2 CaCu 2 O 8þδ (BSCCO-2212) using sufficient energy resolution (9 meV) to resolve the k-dependent near-nodal gap structure on time scales where the concept of an electronic pseudotemperature is a useful quantity, i.e., after electronic thermalization has occurred. We study the ultrafast evolution of this gap structure, uncovering a very rich landscape of decay rates as a function of angle, temperature, and energy. We explicitly focus on the quasiparticle states at the gap edge as well as on the spectral weight inside the gap that "fills" the gap-understood as an interaction, or self-energy effect-and we also make high resolution measurements of the nodal states, enabling a direct and accurate measurement of the electronic temperature (or pseudotemperature) of the electrons in the system. Rather than the standard method of interpreting these results using individual quasiparticle scattering rates that vary significantly as a function of angle, temperature, and energy, we show that the entire landscape of relaxations can be understood by modeling the system as following a nonequilibrium, electronic pseudotemperature that controls all electrons in the zone. Furthermore, this model has zero free parameters, as we obtain the crucial information of the SC gap Δ and the gap-filling strength Γ TDoS by connecting to static ARPES measurements. The quantitative and qualitative agreement between data and model suggests that the critical parameters and interactions of the system, including the pairing interactions, follow parametrically from the electronic pseudotemperature. We expect that this concept will be relevant for understanding the ultrafast response of a great variety of electronic materials, even though the electronic pseudotemperature may not be directly measurable.
I. INTRODUCTION
The study of electronic scattering rates is central to much of modern condensed matter physics, as these scattering rates control or are featured prominently in our understanding of many novel electronic interactions, of electronic transport, optical effects, etc. Scattering rates can, in general, be accessed via the energy domain as widths of various features [1] [2] [3] or, more recently, directly in the time domain [4] [5] [6] . Naively, it is expected that the scattering rates obtained from the two domains should be very similar or identical, and that those obtained from the time domain might be more precise because the measurements are made directly in the domain of interest. Connecting the two domains has not, however, proven to be straightforward with certain measurements from one domain sometimes orders of magnitude different from that obtained in the other domain [7] [8] [9] . Such a serious discrepancy has led to an overall level of confusion and uncertainty in our understanding of both domains for accessing electronic scattering rates and electronic interactions.
The present work spans both domains, allowing us to directly access scattering rates both from measured energy widths and in time, and it does so in a system in which the electronic scattering rates are extremely rich in their behavior as a function of energy, momentum, and temperature. Furthermore, it is a test case in which, for much of the interesting time range, we can simultaneously make a direct measurement of a particularly important quantity-the electronic pseudotemperature [10] . The unique combination of all of this information in one system with rich and diverse behavior puts strong constraints on the interpretation and understanding of the data. We therefore believe that our success speaks broadly to its veracity, as well as its potential applicability to many other types of ultrafast experiments and materials systems.
Our experiments were performed on the high-temperature superconductor Bi 2 Sr 2 CaCu 2 O 8þδ (BSCCO-2212). In addition to the general importance of uncovering the physics of high-temperature superconductors, this system is an important test case because with it we not only have access to the superconducting gap states with their myriad of interactions but also to the nodal states that are ungapped. The ability to measure these ungapped nodal states as a function of time delay allows us to directly measure the electronic pseudotemperature-we show that this will be a key parameter as long as we are in the time regime t > t therm , where t therm is the approximate time after which the hot electrons have thermalized with each other (but not necessarily with phonons or the surrounding medium). Such thermalization times will vary from material to material. However, for BSCCO, it is about 200 fs [11] , and this is the scale beyond which the electron distribution will have a Fermi-Dirac distribution function (but at a pseudotemperature that may be greatly increased compared to the static system temperature). The ability to directly measure such a distribution is perhaps unique to ultrafast angle-resolved photoemission spectroscopy (ARPES) in a nongapped state, and it is one of the many benefits of this emerging technique.
High temperature superconductors (HTSCs) are a classic example of exotic physics arising from strongly correlated electron systems. Understanding these strong correlations has been a topic of intense research since the inception of HTSC in 1986 [12] . Currently, one of the most powerful tools for investigating these interactions is ARPES, which can probe individual parts of the band structure, and the interaction strengths can be inferred from spectroscopic features such as kinks and line widths [2] . Similarly, the way in which a system responds to an ultrafast perturbation in optical pump-probe experiments is believed to be an excellent method to extract various aspects of electronic interactions, including electron-boson coupling strengths [13] [14] [15] [16] , SC fluctuations [17, 18] , and quasiparticle dynamics [19] [20] [21] . Combining ARPES with pump-probe techniques, referred to as time-resolved ARPES (trARPES), allows us to investigate a system's response to perturbations while maintaining that crucial momentum selectivity. Here, we show that in the superconducting cuprates, there is rich momentum and energy dependence to the quasiparticle decays, confirming the need for this powerful tool. Furthermore, after a thermalization time, these quasiparticles display "pseudothermal" behavior, and, in fact, the entire landscape of decay rates can be understood within an ultrafast thermal framework.
There have been several previous studies of the cuprates in the time domain [4] [5] [6] [7] 11, 13, 19, 20, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] , and they have uncovered rich dynamics; however, they have not come to an agreement about the effects or implications [25, 27] . For example, there are trARPES reports of both kdependent [27] and k-independent [25] quasiparticle decay rates, with interpretations ranging from bimolecular recombination dynamics [6, 27] to boson bottleneck scenarios [19, 25, 36] . Other studies have searched for signatures of Fermi liquidlike behavior in photoexcited quasiparticles [7, 37, 38] , though they have had limited success tying back to Fermi liquid theory. Unfortunately, the behavior of population decay dynamics can be fundamentally different from single-particle dynamics [7] , making it challenging to extract singe-particle quantities from pump-probe experiments, especially when the electron thermalization time is short compared to the time resolution [11] . In this regime, it is more appropriate to view the system in terms of excited charge and heat reservoirs whose relaxation determines the system's response. In the cuprate's case, we show that the rate of relaxation of the electronic pseudotemperature (through whatever channel this ultimately decays) is the critical parameter required to understand this rich landscape of decays. Furthermore, the interactions that cause the gap "filling," which are related to the single-particle scattering rates, also follow this electronic pseudotemperature. Figure 1 (a) shows an example of the effects of optical pumping on the ARPES spectrum of a cuprate superconductor. The first panel Fig. 1(a) (−1 ps) shows the T ¼ 25 K nodal spectrum (where the d-wave superconducting gap is zero) before application of the pump, representing the equilibrium state of the system. All subsequent panels show the same nodal cut but at a variable delay after pumping by 4 μm radiation. There is a large increase in weight above E F after application of the pump that subsequently decays. By integrating the spectrum in momentum [over a range shown by the yellow arrow in Fig. 1(a) ], we can obtain slices of k-local ARPES spectral weight (SW) at every delay-equivalent to the tomographic density of states (TDoS) of Ref. [3] except that the Fermi function has not yet been removed. These SW's are combined into a SW map, as shown in Fig. 1(c) , to succinctly show the distribution of SW in both energy and time delay.
II. NODAL DYNAMICS
The second feature of the pumped spectrum is a loss of weight inside the 70-meV kink scale. This is most clearly seen when we plot the spectral difference, defined as the transient spectrum minus the equilibrium spectrum, as in Fig. 1(b) , and the lost spectral weight is represented in red. These transient spectra can be momentum integrated to form a ΔSW map, shown in Fig. 1(d) , in direct analog to the SW map discussed above. For the nodal cut, this ΔSW map shows an increase in weight above E F and a loss below, reflecting the change of electronic temperature with delay. We also observe a chemical potential shift at the node, consistent with previous studies [30] , though it is not the focus of our work.
III. OFF-NODAL DYNAMICS
These ΔSW maps are far more interesting when looking at spectra away from the node, which show the effect of the superconducting pairing gaps. Shown in Fig. 2(a) is a near-nodal spectrum at various time delays after pumping. This spectrum, taken at the Fermi surface location indicated by the inset to Fig. 2(b) , shows a roughly 12-meV gap and the corresponding bent-back dispersion characteristic of superconductivity. After optical excitation, there is a large increase in occupation above the gap edge, and the spectrum looks similar to the excited nodal spectrum in Fig. 1(a) . This excited state subsequently decays, decreasing the weight both inside the gap and above E F .
A new finding that we report here, made possible by our improved energy resolution compared to previous studies, is that the rate at which the weight decays inside the gap is qualitatively different from that of the weight above E F . To see this more clearly, we plot the spectral transients in Fig. 2(b) . The differential decay is most clear by comparing the transients at 3 and 4 ps, where the in-gap weight visually changes more than the weight above E F . The differences in the temporal dynamics will be studied in more quantitative detail in the following sections. By 10 ps, the coherent pileup within the 70-meV kink scale has mostly recovered, and there is only a small population of excited Bogoliubov quasiparticles remaining. In Figs. 2(c) and 2(d), we show off-nodal SW and ΔSW maps, produced in the same way as discussed above for the nodal states. Note that in the presence of a gap, the ΔSW zero-crossing is pushed down to ω ∼ Δ rather than being at E F like in the nodal case shown in Fig. 1(d) . The ω-dependent decay rates are more obvious in Fig. 2(d) , where the transition from blue to white below E F happens before the same transition above E F . To our knowledge, this unexpected and rich behavior has not been reported before.
IV. ELECTRONIC PSEUDOTEMPERATURE
In order to understand the dynamics in the gapped part of the Fermi surface, we find that it is helpful to quantify the changes to the electron system, namely, the electronic temperature. We do this by fitting the k-integrated ARPES intensity, the spectral weight, to a Fermi distribution and removing the known contribution from the 9-meV experimental energy resolution [39] . These spectral weights, along with their fits, are shown on a log scale in Fig. 3(a) for several delay times. As expected, the electrons follow a Fermi distribution at the time scales measured, which are longer than t therm . Previous optical and trARPES studies have shown that the relevant time scale for near E F states in the cuprates is 2 ps or slower [21, 27] ; thus, our 700-fs time resolution is still fast enough to see these decays. Therefore, our system has sufficient time resolution to study the near E F decays while achieving the energy resolution needed to study the in-gap states. The resulting electronic temperatures are plotted vs delay in Fig. 3(b) , where we chose a pump fluence of 45 μJ=cm 2 so that the maximum T el ∼ T C . When T el ≤ T C , we find that the response follows an exponential decay, and fitting this thermal decay returns a lifetime of approximately 3.7 AE 0.3 ps for the hot electron population. FIG. 3 . Extracting electronic temperature from nodal Fermi edges. Panel (a) shows the k-integrated spectral weight for several delays along with Fermi-Dirac fits as solid lines (see Supplemental [39] for details). The momentum integration window is shown by the yellow line in Fig. 1(a) . The electronic temperature T el is extracted from the Fermi fit (see Ref. [39] ). This T el is plotted vs delay in panel (b) using a 4-μm fluence of 45 μJ=cm 2 , which brings the maximum T el to approximately T C . The temperature decay is fit to a single exponential, shown by the solid red line in panel (b), and the fit returns a decay time of 3.7 AE 0.3 ps. The dashed red line in panel (b) is a guide to the eye.
FIG. 2. Off-node [inset to panel (b)
] gapped spectra at various pump-probe delays from the same T C ¼ 91 K sample as Fig. 1 , with all panels the same as in Fig. 1 . The equilibrium temperature is 20 K, and the pump fluence is 80 μJ=cm 2 . Note in panel (d) how the region inside the gap recovers (returns to white) faster than the region at the gap edge.
V. MODELING
In order to understand the energy-dependent temporal dynamics, we make use of the previous result of Perfetti et al., who showed that hot electrons thermalize among themselves within 200 fs after optical excitation [11] . Since we are interested in time windows beyond 200 fs, we can initially consider the electron system as effectively thermalized for all the delays measured, checking later for self-consistency. Note that the electron system can be thermalized with itself while still being out of equilibrium with the underlying lattice, which is what is believed to occur in the first several picoseconds after excitation [11] . If the electrons are thermalized, it will be reasonable to compare the transient time-resolved data to high-resolution equilibrium ARPES measurements, such as those previously measured by our group [3, 40] .
One of the main results of these previous static ARPES measurements is that the superconducting gap structure in BSCCO is governed by the interplay of the pairing strength Δ and the pair-breaking rate Γ [3] . The gap structure is, to first order, then given by
where N s and N n are the superconducting and normal-state DOS, respectively, Δ controls the position of the coherence peak, and Γ controls the weight inside the gap. Note that while Γ is itself a representation of the electronic interactions, it can be converted to the standard many-body language via Γ ¼ Σ 00 =Z, where Σ 00 is the imaginary part of the self-energy and Z is the mass renormalization [41] . The static ARPES results show that the temperature dependence of Δ follows a roughly BCS-like behavior, albeit one that closes at a temperature T pair higher than T C [40] . As shown in Fig. 4(e) , for temperatures T < T C , the gap is always greater than about 60% of its low-temperature value. On the other hand, the pair-breaking rate has a very strong temperature dependence in the vicinity of T C . The exact temperature dependence of Γ changes with doping, but qualitatively, there is always a strong upturn near T C [40] . When Γ is large relative to Δ, the gap is mostly "filled," which comes with a corresponding decrease in the coherence peak as shown in Fig. 4(f) . Therefore, when we combine the strong temperature dependence of Γ with a time-dependent temperature, we expect the weight inside the gap to "unfill" faster than the thermal response.
To model these off-nodal dynamics, we connect to the temperature response measured at the node and the ΔðTÞ and ΓðTÞ obtained by high-resolution equilibrium ARPES measurements [40] . At each time delay measured, we assign an electronic temperature based on the nodal data, shown in Fig. 3(b) . Next, we use the ΔðTÞ and ΓðTÞ curves to define ΔðtÞ and ΓðtÞ parametrically and compute the SW The energy regions, chosen to improve the counting statistics while still separating the qualitatively different spectral regions, are defined as −40 meV < ω 3 < −12 meV, −12 meV < ω 2 < 0 meV, and 0 meV < ω 1 < 30 meV. For clarity, we normalize the temporal line cuts to their maximum values. Panel (c) shows a simulated ΔSW map using our zero-parameter thermal model, discussed in the text. This model, with no free parameters, captures both the qualitative and quantitative features of the experimental data, as shown by the model line cuts in panel (d) (integrated over the same ω ranges) and their associated fitted lifetimes, which match the experimental data well. Panel (e) shows the gap and pair-breaking rate extracted from high-resolution equilibrium ARPES [40] that serve as the input to the thermal model. Panel (f) shows some representative TDoS curves, simulated from the inputs in (e), for which the key effect is the gap principally filling with increasing T.
as the product of a Dynes line shape and the appropriate Fermi distribution, shown in Eq. (2):
where ΓðtÞ ≡ Γ(TðtÞ) and TðtÞ is the electronic pseudotemperature vs time. Here, ΔðtÞ is defined similarly. The SW curves given by Eq. (2) are then stacked into a SW map. In order to properly take into account the experimental time and energy resolution, we convolve the SW map in energy by a 9-meV Gaussian and in time by a 0.7-ps Gaussian before subtracting the equilibrium SW to obtain the ΔSW map. Finally, we arrive at a ΔSW map analogous to the experimental data, as shown in Fig. 4(c) .
At this point, we are ready to compare the data to the simulation. First, note the qualitative agreement between the model and the data, shown together in Fig. 4 . We see the extra weight above E F , shown in blue, and the loss of weight from below the gap scale, shown in red. Also, the zero-crossing (white stripe) occurs at roughly the gap scale, here 12 meV, just as in the data. Finally, the simulation reproduces the faster response of the in-gap electrons, seen as the return to white color by roughly 5 ps for energies within the gap scale. We perform quantitative comparisons between our experimental data and our simulated data by taking identical line cuts from the ΔSW maps and fitting them to exponential decays, shown in Figs. 4 
(b) and 4(d).
Here, we have chosen three energy windows over which to integrate: one from −40 to −12 meV representing the weight lost outside the gap scale, one from −12 meV to E F representing the in-gap weight, and one from E F to 30 meV representing the excited quasiparticle weight. We note here that while the superconducting gap function is symmetric with respect to E F , symmetry is inherently broken by the Fermi distribution; thus, there is little advantage to symmetric integration windows. Because the line cuts have different integration windows, we have plotted them normalized to their peak value. Each trace is fit to a single exponential decay over a range from the peak value to þ10 ps, which covers > 3τ in all cases. The extracted τ's are shown next to the traces, and there is good agreement between data and the model. Therefore, both qualitatively and quantitatively, the thermal model describes the data well, and we can understand the faster in-gap dynamics within this framework. One logical extension of this thermal model is to other parts of the Brillouin zone where the superconducting gap has different values. In Fig. 5 , we show ΔSW maps for two extra cuts in momentum space with successively larger gap values. These maps are generated in the same fashion as above, and their temporal line cuts are shown in Figs. 5(b1)-5(b3). For ease of comparison with both previous studies and between k-points, we standardize the ω windows as follows: one window from (E F , 30 meV) representing above E F quasiparticles [42] and one window from (−Δ, E F ) representing in-gap states. Here, we see rich momentum dependence in the decay dynamics. First, as we move away from the node, the decays above E F get progressively faster. For the smallest gap size (Δ ¼ 12 meV), the in-gap decay is significantly faster than that above E F , as discussed above. However, as we move away from the node, this in-gap decay gets slower, in contrast to that above E F , and eventually there is a crossover between the two. This is shown clearly in the progression of line cuts in Figs. 5(b1)-5(b3). This crossover behavior may seem confusing at first, but it arises naturally in the context of our thermal model.
We have performed simulations representing different parts of the zone by changing the equilibrium gap value Δ eq according to the d-wave form while keeping Γ and the thermal response the same. This is justified because Γ has been shown to be nearly isotropic in the near-nodal regime studied here [40] . For each Δ eq , we compute the ΔSW map (as discussed above) and take two temporal line cuts, one above E F and one inside the gap. These line cuts are fit to decaying exponentials, and the extracted lifetimes are compiled with the data in Fig. 6 . As shown in Fig. 6 , the above E F decays get faster with increasing off-nodal angle ϕ, while the in-gap decays get slower, achieving a crossover at approximately ϕ ¼ 15°.
VI. DISCUSSION
Broadly speaking, one can break up the physics into two categories, prethermalization [43] and post-thermalization, i.e., for times less than or greater than t therm . Our study investigates the post-thermalization regime in detail and shows that the relevant parameters for superconductivity, Δ and Γ, follow the electronic pseudotemperature after the thermalization time scale. Previous studies have measured the prethermalization regime and thermalization time scale t therm in detail [11, 30, 35] . Combining the results of our study, with its improved energy resolution, with others that measure t therm and prethermalized decays gives a coherent picture of the decay dynamics in photoexcited cuprates.
Furthermore, this physics should hold generally for other photoexcited materials. There should be different thermalization times in different compounds, related to quasiparticle decay channels, but, in principle, the post-thermalization decays should follow the pseudotemperature. However, because of experimental or material constraints, it is seldom possible to measure the pseudotemperature directly. In this regard, using trARPES on cuprates is a special test case of this physics because of the rich energy and momentumdependent decays and the ability to measure the pseudotemperature directly using the superconducting nodal direction.
The momentum dependence of quasiparticle decays is important because that dependence can constrain the possible decay pathways in the system [16] . However, there is currently a debate in the field over whether the quasiparticle decays are k independent [25] , implying a boson bottleneck [25] , or k dependent [27] , implying a momentum-dependent quasiparticle recombination rate [27] . Another aspect of this debate is whether the superconducting gap Δ recovers at different rates around the FIG. 6 . The k-space crossover of gap dynamics. Both experimentally (circles and triangles) and theoretically (solid lines), we find that the near-nodal region is characterized by a faster recovery of in-gap states compared to those above E F , while the antinodal region shows the reverse. This physics is driven by the interplay of different momentum and temperature-dependent pairing (Δ) and self-energy (Γ) scales. The Fermi surface locations of these regimes are shown in the right panel. The simulated decays (solid lines) represent a model of fully thermalized electrons, with a temperature decay measured via the node (black dashed line), which agrees well with the data. zone [27] or all at the same rate [31] . An important point here is that all these studies are looking at picosecond scale decays, which are after the thermalization time scale. Our data support the claim that these decay rates are k dependent, though our interpretation is different. In Ref. [27] , the authors attribute this behavior to k-dependent quasiparticle recombination dynamics within their own extension of the Rothwarf-Taylor model. Our data and model produce similar behavior; however, all the electrons in the zone are responding to the same thermal decay, and it is just the different gap edges that cause different time dynamics. Furthermore, the general agreement between our data and model implies that, throughout the zone, the superconducting gap recovers according to the thermal response. It is possible that the observed k-independent decays from Ref. [25] are due to worse energy resolution, which would smear out the ω-dependent decays observed here. Therefore, our results resolve this controversy about k-dependent quasiparticle and gap dynamics, and our interpretation is more straightforward than that of Ref. [27] .
This thermal model also captures the physics of the decay rate crossover seen in our data, appearing at roughly ϕ ¼ 15°in Fig. 6 . The good agreement between data and the model suggests that, after t therm , electrons throughout the zone are thermalized; i.e., even quasiparticles optically excited far from the node follow a Fermi-Dirac distribution after t therm . This is consistent with the ability of electronelectron scattering to rapidly redistribute energy within the electron subsystem [35] . Thus, the parameters that determine the overall population decay, Δ and Γ, track the thermalized response, and the electron dynamics throughout the zone can be understood as following from a single control parameter, the electronic pseudotemperature.
VII. IMPLICATIONS
(1) Our findings show that the picosecond scale dynamics in the cuprates, including those inside the gap scale, are dictated by the electronic pseudotemperature. Furthermore, the electronic self-energy follows this transient electronic temperature. This interpretation is consistent with previous results, showing an increase in MDC line width within the kink scale following ultrafast heating [33] . Therefore, a thermalized electron population is an excellent starting reference point for the interpretation of future studies of electron dynamics after t therm . Direct comparison of photoexcited spectra with equilibrium spectra (at the same electronic temperature) can elucidate any higher-order differences caused by optical excitation. (2) Our study extends the accessible phase space of trARPES experiments using high-energy resolution to peer inside the gap. Here, we have shown that in this newly measured regime, the electron behavior is dictated by the electronic pseudotemperature and by a competition between the two key parameters-the pairing energy scale Δ and the electron scattering rate Γ. These parameters change dramatically as a function of momentum and electronic pseudotemperature, giving rise to a rich landscape of dynamics across momentum and temperature scales, which nonetheless can be readily understood within a simple model with essentially zero free parameters. (3) Our work connects the single-particle and population lifetimes. The scattering rate Γ is a measure of the single-particle lifetime of the electrons inside the superconducting gap, and we have shown that Γ follows the electronic pseudotemperature. Since the pseudotemperature is a direct measure of the hot electron population, we have shown that singleparticle lifetimes can be extracted from population dynamics. (4 [48] the superconductivity. In this work, we used 310-meV pump photons specifically because they do not couple strongly to any phonon modes [49] , so the main perturbation is to the electronic system. However, it has been suggested [13] that lower-energy pump wavelengths (about 95 meV in YBCO) can resonantly excite the so-called "2Δ þ Ω" mode, which may be important to superconductivity.
VIII. CONCLUSION
We have performed trARPES experiments on optimally doped BSCCO-2212 (T C ¼ 91 K) using a novel pump wavelength and a significantly improved energy resolution over previous works [11, 25, 27] . With this higher resolution, we can directly track the electronic pseudotemperature in the system by studying the Fermi distribution of the nodal states. In the superconducting state, the thermal response is well described by a single exponential decay, at least out to 12 ps. We observe a rich landscape of quasiparticle population decays, which show strong dependence on both energy and momentum, and can understand this entire landscape by connecting to highresolution static ARPES data. After the electronic thermalization time scale, the parameters relevant to superconductivity, Δ and Γ, follow parametrically from the electronic pseudotemperature. This simplifies the interpretation of quasiparticle population dynamics in the postthermalization regime of the cuprates. We find that the cuprates are an excellent test case of the pseudotemperature concept, given the rich decay landscape and access to the occupation function via the nodal states; therefore, we expect this concept to hold in other photoexcited systems, albeit with a different thermalization time, even if the system or experimental technique precludes an accurate measure of the electronic pseudotemperature.
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APPENDIX: METHODS
We perform ARPES measurements in ultrahigh vacuum (<3E − 11 Torr) with a SPECS Phoibos 225 hemispherical electron analyzer. The samples are highquality single crystals of optimally doped (T C ¼ 91 K) Bi 2 Sr 2 CaCu 2 O 8þδ grown by a floating zone technique. The sample is cleaved in UHV and typically stored and measured at 45 K, unless stated otherwise. The probe laser is 6.28 eV, and the pump laser is 310 meV; they are generated from a KM Wyvern with TOPAZ OPA/NDFG at 20 kHz. The relative delay between the pump and probe pulses is achieved by a computerized delay stage. More details of the optical generation scheme can be found in Ref. [39] . Because we are interested in studying electron dynamics near the gap scale, we decrease the photon bandwidth (see Ref. [39] ) in order to achieve the necessary energy resolution for our study. This gives a combined energy resolution (photons plus analyzer) of 9 meV with a corresponding temporal resolution of 700 fs.
