Abstract: Handling data with the missing not at random (MNAR) mechanism is still a challenging problem in statistics. In this article, we propose a nonparametric imputation method based on the propensity score in a general class of semiparametric models for nonignorable missing data. Compared with the existing imputation methods, the proposed imputation method is more flexible as it does not require any model specification for the propensity score but rather a general parametric model involving an unknown parameter which can be estimated consistently. To obtain a consistent estimator of the parametric propensity score, two approaches are proposed. One is based on a validation sample. The other is a semi-empirical likelihood (SEL) method. By incorporating auxiliary information from some calibration conditions under the MNAR assumption, we gain significant efficiency with the SEL-based estimator. We investigate the asymptotic properties of the proposed estimators based on either known or estimated propensity scores. Our empirical studies show that that the resultant estimator is robust against the misspecified response model. Simulation studies and data analysis are provided to evaluate the finite sample performance of the proposed method.
Introduction
Missing data arises frequently in surveys, social science, and biomedical research. The commonly used methods for handling missing data include complete case analysis, which can lead to a biased estimator and information loss (Little and Rubin (2002) ; Kim and Shao (2013) ), the imputation method (Rubin (1987) ; Cheng (1994) ; Wang and Chen (2009)) , and the augmented inverse probability weighted (AIPW) method (Robins, Rotnitzky and Zhao (1994) ). The implementation of the latter two methods is applicable for missingness at random (MAR), but not suitable if the missing mechanism is missing not at random (MNAR), nonignorable missingness.
Nonignorable missing models have been mainly studied using maximum likelihood, empirical likelihood (EL), and Bayesian approaches. For example, see Troxel, Lipsitz and Brennan's (1997) weighted estimating equations for nonignorable nonresponse, Lipsitz et al.'s (1999) generalized linear models for nonignorable missing covariates, Tang, Little and Raghunathan's (2003) multivariate regression analysis with nonignorable nonresponse, and Lee and Tang's (2006) nonlinear structural equation models for nonignorable missing data. Recently, Kim and Yu (2011) proposed the exponential tilting model and developed a semiparametric estimation procedure for nonignorable missing data. Tang, Zhao and Zhu (2014) further extended the idea of Kim and Yu (2011) and Zhou, Wan and Wang's (2008) imputing estimating functions under MAR, and developed the EL inference procedure through estimating equations for nonignorable missing data. Zhao and Shao (2015) proposed a pseudo likelihood approach to generalized linear models in the presence of nonignorable missing data, and presented a two-step iteration algorithm to implement the numerical maximization of the pseudo likelihood.
The semiparametric estimating equations (SEEs) approach has been investigated for missing data in recent years (Robins and Ritov (1997) ; Graham (2011) ). For example, Chen, Hong and Tarozzi (2008) provided semiparametric efficiency bounds under missing data, Graham (2011) employed the AIPW approach to study efficiency bounds under the semiparametric framework for ignorable missing, Chen and Van Keilegom (2013) discussed SEEs using the nonparametric imputation method for response/covariates with MAR, and Wang, Cui and Li (2013) presented an EL-based AIPW in SEEs. However, these approaches cannot be used to make statistical inference directly for nonginorable missing data due to the complexity of the nonignorable missing mechanism. To the best of our knowledge, consistent estimation under the SEE framework for nonignorable missing data has not been investigated.
In this article, we develop a general SEE approach for nonignorable missing data, and provide consistent estimators for finite-dimensional parameters in the presence of the nonparametric function with dimensions of nuisance parameters infinite. The SEEs estimator is well known for its desirable unbiasedness when the data is complete. To achieve unbiasedness of the SEEs estimation when observations are missing not at random, we propose a propensity-score-based and kernel-assisted SEE imputation scheme for parameter estimations. The construction of the proposed imputation approach is motivated by the exponential tilting model-based imputation procedure proposed by Kim and Yu (2011) . To make the propensity-score-based imputation applicable, it is important to estimate the propensity score consistently. Once a consistent propensity score estimator is obtained, we can formulate a basis for inferences using the imputed SEEs via the generalized method of moments (GMM) (Hansen (1982) ).
Specifically, a general parametric model is proposed for the response probability. To estimate the parametric propensity scores consistently, we first propose an estimation procedure based on validation samples, and apply the theory of GMM to improve the efficiency. However, as the method of independent survey using validation samples is often not realistic since budget or technical limitations often restrict researchers to design studies that collect follow-up samples to gain more information for estimating the response probability model. In addition, it is important to utilize the calibration conditions presented in missing data problems. To this end, we employ a semi-empirical likelihood (SEL) procedure (Qin, Leung and Shao (2002) ) to estimate parametric propensity scores because of its properties that its implementation needs only complete observations, and that one can incorporate some auxiliary information from the calibration conditions under nonignorable missing mechanism to gain a more efficient estimator for the response probability.
Compared with the exponential tilting model-based imputation of Kim and Yu (2011) , our proposed parametric-propensity score-based imputation method has the advantages of being more flexible so that one can develop an appropriate approach for the estimation of parametric propensity score to improve the efficiency of the resultant estimator. In addition, the use of parametrically estimated propensity scores can alleviate the dimensionality issue to a certain extent. Another advantage of our approach is that consistency and asymptotic normality of the estimators are established under fairly mild conditions. In particular, we do not require the criterion function to satisfy standard smoothness conditions.
The parameter identifiability issue (Robins and Ritov (1997) ) is crucial and challenging in nonignorable missing data analysis. Many authors have studied this issue, see Tang, Little and Raghunathan (2003) , Wang, Shao and Kim (2014) , and Zhao and Shao (2015) . Their methods can be applied to our model. Hence, throughout this article, we assume that the models considered are identifiable.
The rest of this article is organized as follows. We introduce the propensityscore-based nonparametric imputation in Section 2. We construct a class of GMM estimators of parameters defined via SEEs with nonignorable missing data, and we show the consistency and asymptotic normality of the proposed estimators in Section 3. A bootstrap procedure for approximating asymptotic variance of the proposed estimators and a simple dimensionality reduction technique in relation to the proposed kernel procedure are proposed in Section 4. An example illustrating the proposed method and some extensions are discussed in Section 5. Simulation studies conducted to investigate the finite sample performance of the proposed estimators are presented in Section 6. Data from a Workplace Safety & Insurance Board research study in Canada is used to illustrate the proposed method in Section 7. Some concluding remarks are given in Section 8. Technical conditions and proofs of the theorems are reported in the Supplementary Material.
Propensity Score-based Nonparametric Imputation
. . , n, be a set of (s + d)-dimensional independent and identically distributed (i.i.d.) random variables with the cumulative distribution function F (z). Let Θ be a finite-dimensional parameter set (a compact subset of R p ) and H be an infinite dimensional parameter set. The function in H is allowed to depend on θ. Suppose that ψ (Y, X, θ, h ) is a vector of q estimating equations, known up to the finite dimensional parameter θ ∈ Θ and the infinite dimensional nuisance function h ∈ H. The only prior restriction on F (z) is that E{ψ(Y, X, θ 0 , h 0 )} = 0 for some θ 0 ∈ Θ ⊂ R p and h 0 ∈ H. Here, θ 0 and h 0 are the true value of θ and the true function of h, respectively. That q > p implies that ψ (Y, X, θ, h ) is an over-identified system. Similar to Chen, Linton and Van Keilegom (2003) , it is assumed that the function h 0 depends on θ and the data X and/or Y . For simplicity, we write (θ, h) =: (θ, h θ ), (θ, h 0 ) =: (θ, h 0θ ), and (θ 0 , h 0 ) =: (θ 0 , h 0θ 0 ).
We assume that Y i is subject to missingness, whereas X i is always available. Generally, the missing components may vary across different individuals. For simplicity, we suppose that the missing components have the same dimensions for Z 1 , . . . , Z n . Further, a missing variable Y i may represent a response or covariate. Let δ i = 1 if Y i is observed and δ i = 0 if Y i is missing. We assume that δ i is independent of δ j for any i ̸ = j and that Pr(
The issue is to estimate θ in the presence of nonignorable missing data.
Let
. random vectors having the same distribution as (X, Y, δ) . To incorporate the nonignorable missing data set, we consider a set of semi-parametric estimating functions given by
be the conditional probability density of Y i given X i and δ i = 1, and f 0 (Y i |X i ) the conditional probability density of Y i given X i and δ i = 0. We further assume that the response probability model has the parametric form
where π(·) is a known smooth function in the finite-dimensional response model parameter α 0 . Following the reasoning of Kim and Yu (2011) , we can obtain
is the conditional odds of nonresponse. Using (2.2), we obtain
If the true response probability follows the parametric model given in (2.1), we
3) is unbiased, the key idea of our approach. Let K(·) be an s-dimensional kernel function of the mth order satisfying 4) where the weight
and a is a bandwidth sequence. Using the arguments of Devroye and Wagner (1980) , we can show that, under the true response model (2.1) and some regularity conditions, lim n→∞m θ, h) . Therefore, a set of the modified SEEs for the ith observation is given byψ( θ, h, α) . Given an estimatorĥ of h and a known propensity score, we define the nonparametric estimator of θ bŷ
Generalized Method of Moments Estimation

Nonparametric estimation
where ∥A∥ W = {tr(A ⊤ W A)} 1/2 for any q-dimensional vector A and some fixed symmetric q × q positive definite matrix W ; here tr(·) stands for the trace of a matrix. 
where
Theorem 1 shows that using the nonparametric regression estimator of m 0 ψ (X, θ, h) with known response model can lead to an efficient influence function of estimatorθ NP , which has the AIPW form (Robins, Rotnitzky and Zhao (1994) ; Graham (2011) ). However, the nonparametric regression methods are impeded by the curse of dimensionality.
Semiparametric estimation
Althoughθ NP is theoretically attractive, it is practically useless because the parameter vector α 0 in (2.1) is unknown in many applications. While we should estimate α 0 consistently before making inference on θ, it is difficult to obtain a suitable estimator of α 0 under the MNAR assumption because Y i is unobserved in the set of nonrespondents. We useα to denote a suitable estimator of α 0 . Then, given estimatorsα andĥ, a semiparametric estimator of θ can be obtained aŝ
In what follows, we try to find some reasonable estimatorsα to make the estimating equationsψ
(
1) Independent Survey and Validation Sample
Motivated by Kim and Yu (2011) , we consider two approaches to computê α: independent survey and a validation sample.
Theorem 2. If the conditions (A1)−(A3) and (C1)−(C4) of the Supplementary Material hold, the response probability model
It follows from Theorems 1 and 2 thatθ SP has larger asymptotic variance thanθ NP due to estimating α 0 .
We consider then thatα is obtained from a validation sample, randomly selected from the set of the nonrespondents. For clarity, we take
Under the MNAR assumption,
which leads to Q(α 0 , θ, h) = 0 for any θ ∈ Θ ⊂ R p and h ∈ H. Therefore, a consistent estimatorα of α 0 can be obtained by solving
for α 0 , where ν = E(r i |δ i = 0) and r i is 1 if individual i belongs to the follow-up sample, and 0 otherwise. It is noteworthy that a set of SEEs Q n (α 0 , θ, h) may also be an over-identified system with respect to α 0 . Hence, the GMM approach can again be used to compute α 0 to improve efficiency. Given an appropriate and symmetric q × q positive definite matrix � W , an estimator of α 0 can be obtained aŝ
Proposition 1. Suppose the conditions of the Supplementary Material hold, and the response probability model
π(X, Y, α 0 ) is correctly specified. Then,α v − α 0 = o p (1), andα v − α 0 = −(H ⊤ � W H) −1 H ⊤ � W n −1 ∑ n i=1 D i (θ 0 , h 0 , α 0 ) + o p (n −1/2 ), equivalently n 1/2 (α v − α 0 ) L → N (0, Σ v ), whereΣ v = (H ⊤ � W H) −1 H ⊤ � W V v � W H(H ⊤ � W H) −1 , V v = Var{D(θ 0 , h 0 , α 0 )}, andD(θ 0 , h 0 , α 0 ) = [(1−δ)r/ν −δ{π −1 (X, Y )−1}]{ψ(Y, X, θ 0 , h 0 )−m 0 ψ (X, θ 0 , h 0 , α 0 )}. Corollary 1. If q = dim(α 0 ) or � W = V −1 v , then Σ v = (H ⊤ V −1 v H) −1 andα v is efficient
among the class of GMM validation sample estimators.
Using the estimated parameterα v , we can construct G n (θ,ĥ θ ,α v ). Then, we can obtain a semiparametric estimatorθ SP of θ from (3.1). 
where 
, where a ⊗2 = aa ⊤ for any vector a. Using standard kernel regression theory, for any α * ∈ B (α * may be the probability limit ofα v when (2.1) is misspecified), m 0
indicates that Σ 3 attains its minimum for this scenario. Thus, (2.1) can be used to improve estimation efficiency (Kim and Yu (2011) ).
Remark 2. Our asymptotic results are obtained under the correctly specified response model. It is challenging to establish asymptotic properties of the proposed semiparametric estimators when the response model is misspecified because of the non-smoothness of the underlying SEEs and the infinite-dimensional nuisance function involved. To the best of our knowledge, this issue has not been addressed for the estimation of over-identified moment conditions even under the MAR assumption (e.g., Chen, Hong and Tarozzi (2008) ). For two special cases, including the population mean (Kim and Yu (2011) ) and the distribution function of the response variable, we investigate the robustness of the proposed imputation approach to the selection of response model in the Supplementary Material.
(2) Semi-empirical Likelihood Estimation
The advantages of using a validation sample to estimate α 0 include robustness properties and the parametric rate of convergence for the resultingα v , but budget or technical limitations may restrict researchers to design studies that collect follow-up samples to evaluateα v . To overcome such difficulties, we employ an approach of semiparametric likelihood (Qin, Leung and Shao (2002) ) based on complete observations to obtain an efficient estimator for the response probability function. To this end, let F (X, Y ) be the unconditional joint distribution of (X, Y ) and A = {j : δ j = 1} be the set of respondents in the sample {(X j , Y j ) : j = 1, . . . , n}; n 1 = |A| denotes the size of the set A. The likelihood of (α 0 , F ) based on complete observations
which can be rewritten as
is the unconditional response rate. The first term in (3.3) is the likelihood conditional on δ = 1, and the term ω n 1 (1 − ω) n−n 1 is the binomial likelihood of δ.
Some auxiliary information on X of the form E{g(X)} = 0 is often available, where g(X) = (g 1 (X), . . . , g l (X)) ⊤ is a known l ≥ 1 vector (or scalar) function. Based on the auxiliary information from X, and without assuming any specific form for F (X, Y ), we can maximize the semiparametric likelihood (3.3) subject to the contraints
where p j is the jump of F at {(X j , Y j ) : j ∈ A}. By introducing Langrange multipliers λ 1 and λ 2 , the log-likelihood with respect to α 0 and ω is
The solution of the constrained maximum likelihood can be obtained by maximizing the log-likelihood l(α 0 , ω, λ 1 , λ 2 ). Denote the solution by (α s ,ω,λ 1 ,λ 2 ), and take
Computing the semiparametric likelihood estimatorη is computationally challenging because too many constraints are involved. To address this, we adopt the algorithm of Qin, Leung and Shao (2002) 
Remark 3. One can also obtain a consistent estimator of α 0 by solving
where τ (·) is a user-specified vector function with the same dimension as α 0 or with the dimension being greater than that of α 0 . Condition (3.5) is often called the calibration condition, and has been widely used in survey sampling as well as in nonignorable missing problem (e.g., Chang and Kott (2008); Wang, Shao and Kim (2014) ; Kim and Shao (2013) ; Riddles, Kim and Im (2015) ). Based on (3.5), an alternative semiparametric empirical likelihood function can be constructed by using g(X j , Y j , α 0 ) to replace g(X j ) at (3.4).
Proposition 2. If the conditions in the Supplementary Material hold and the matrix U defined in the Appendix is nonsingular, thenη
Remark 4. Compared with the GMM-based validation sample method, the SEL method is more efficient because it easily incorporates the auxiliary information and is easy to implement as it uses only the complete observations. The auxiliary information g(X) should be carefully selected such that the EL procedure works because U , defined in Proposition 2, will fail to be invertible if the dimension of the parameter α 0 is too high whilst the dimension of g(X) is too low. This issue can be addressed by utilizing a nonresponse instrumental variable that does not relate to the response mechanism but can be used to identify the parameters in the nonignorable response mechanism. More details on nonresponse instrumental variables can be found in Wang, Shao and Kim (2014) and Zhao and Shao (2015) .
From Proposition 2, we can obtain an asymptotic linear expansion forα s :
is an influence function that is defined in the Supplementary Material. 
Asymptotic Variance Estimation and Dimension Reduction
In Theorems 1-4, the asymptotic covariance matrices of the proposed nonparametric/semiparametric estimators have complicated forms, so it is difficult to directly estimate them. We adopt a bootstrap procedure to approximate their asymptotic variances.
Based on the bootstrap sample X * n , compute the bootstrap estimatorsĥ * θ andα * via the proposed approaches. When the dimension of variate X is high, it is difficult to get an accurate estimator of m 0 ψ (X i , θ, h, α 0 ) by a kernel-smoothing procedure. Here we propose a dimension reduction technique such that our method is still effective for highdimensional data.
Let S be a continuous function from 
In many applications, we assume that the working index S = S(X, γ) involves an unknown parameter vector γ. Given an estimatorγ of γ, a set of semiparametric dimension reduction kernel-assisted SEEs can be constructed aŝ
. Using the arguments of Hu, Follmann and Qin (2010) , we can show that the resultant GMM estimator based onψ S is asymptotically equivalent toθ R when γ − γ = O p (n −1/2 ).
An Example and Some Extensions
In the Supplemental Material, we consider an example of a partial linear regression model to illustrate the proposed strategy for dealing with non-ignorable missing values. We discuss some extensions. Without considering the infinitedimensional nuisance function h ∈ H, the prior restriction on F (z) reduces to E{ψ(Y, X, θ 0 )} = 0 for some θ 0 ∈ Θ ⊂ R p . Under an MNAR assumption such as (2.1), and given an estimatorα of α, a GMM estimator of θ can be obtained
, and Λ(θ) be the partial derivative of G(θ) = E{ψ(Y, X, θ)} with respect to θ. Define a generic neighborhood Θ ϱ =: {θ ∈ Θ : ∥θ − θ 0 ∥ ≤ ϱ} of θ 0 for some constant ϱ > 0.
Theorem 5. Suppose the conditions (C1)−(C4) of the Supplementary Material hold, except that ψ(Y, X, θ
, and that the response probability model (2.1) is correctly specified.
(a) If the function class {ψ(Y, X, θ) : θ ∈ Θ} is Glivenko-Cantelli,α is a consistent estimator of α and sup
θ∈Θ ∥G n (θ,α) − � G n (θ, α 0 )∥ = o p (1), soθ SP − θ 0 = o p (1). (b) Assume that n 1/2 (α − α 0 ) = n −1/2 ∑ n i=1 C (X i , Y i , α 0 ) + o p (1
), where C (·) is an influence function. If the function class {ψ(Y, X, θ)
It follows from Theorem 4 and Theorem 5 that the estimation of the infinitedimensional nuisance function leads to the limiting distributions of estimators of parameters of interest defined via SEEs depending on the used nuisance parameter estimator.
For the parametric models E{ψ(Y, X, θ 0 )} = 0 with ignorable missing covariates, Qin, Zhang and Leung (2009) presented an EL procedure to estimate unknown parameter θ 0 when the response probability model is known or parametrically estimated. We can extend this approach to our semiparametric models with nonignorable missing data by letting
In this case, we have E{ξ j (Y i , X i , θ 0 , h 0 , α 0 )} = 0 for j = 1 and 2. In particular, the unbiasedness of the second equation does not depend on the selection of m 0 ψ (X i , θ, h, α) . Here, ξ 2 can be regarded as auxiliary information, used to improve upon the Horvitz-Thompson estimating function ξ 1 . Also, the number of the SEEs ξ = (ξ ⊤ 1 , ξ ⊤ 2 ) ⊤ is greater than the dimension of parameter vector θ regardless of whether SEEs ψ(Y i , X i , θ, h) is just-identified or over-identified. Thus, the EL method (Owen (1990) ; Qin and Lawless (1994) ) can be used to combine these over-identified unbiased SEEs to obtain an improved inference.
Simulation Studies
We used two simulation studies, including a partial nonlinear regression model, and a partial linear regression model, to evaluate the finite sample performance of the proposed methodologies.
Experiment 1 (Partial nonlinear regression model) In this experiment, the data were generated from the model
and T i were independently generated as N (0, Σ x ) and U(0, 1), respectively, and the ε i were independently generated as N (0, 1) and U (0, 1). We took the true values of θ = (θ 1 , θ 2 , θ 3 ) ⊤ and Σ x = (σ xij ) to be θ = (1, 1.5, 0.5) ⊤ and σ xij = 0.5 |i−j| for 1 ≤ i, j ≤ 2, respectively. We assumed Z i = (X 1i , X 2i , T i ) ⊤ 's were completely observed, but Y i 's were subject to missingness. With δ = 1 if Y was observed and δ = 0 if Y was missing, δ i of Y i was Bernoulli with probability
The response rate was about 67% for the above missingness data mechanism. We took sample size n = 200, and simulated 1,000 datasets. To estimate the propensity score, we considered a correctly specified model (C)
, and a misspecified model (M)
where Φ(·) is the cumulative density function of the standard normal. Model (M) was used to investigate the robustness of the proposed Propensity-Score-Based Nonparametric Imputation procedure to the misspecified response probability model. To illustrate the proposed methods, we constructed the SEEs
Here, SEEs E1 was constructed by using the first-order-condition for minimizing the objective function
|T }, whilst SEEs E2 was constructed by using the first-order-condition for minimizing the objective function
be a univariate kernel function. We considered as estimator of h(t),
where K a (·) is a d z -dimensional kernel function. Then, the modified SEEs for θ is given by
Two approaches are employed to estimate α: a GMM-based validation sample method with 25% follow-up rate; an SEL method by incorporating the following auxiliary information
) ,
. Given an estimator of α, we considered three estimators of θ: a validation sample-based estimator (vse), an SEL-based estimator (sel), Chen and Van Keilegom's (2013) estimator under MAR assumption (mar). The kernel function was taken to be the Gaussian kernel, and κ = 20 observations were imputed for each of missing Y i 's in computing Chen and Van Keilegom's (2013) estimator. The bandwidths b relating to (6.1) and a relating to (6.2) were taken to be
Results are reported in Table 1 , where 'Bias' denotes the absolute difference between the true value and the mean of the estimates based on 1,000 replications, 'RMS' is the root mean square between the estimates based on 1,000 replications and its true value, 'Std' is the standard deviation of estimates based on 1,000 replications. Examination of Table 1 reveals the following findings: under the considered settings, our proposed semiparametric estimators vse and sel perform well in the sense that their corresponding Biases are quite close to zero and their corresponding values of RMS are relatively close to those of Std; the performances of our proposed semiparametric estimators computed using the misspecified response probability model (M) do not differ much from that of using the correctly specified response probability model (C), our proposed estimators are robust to the misspecified response probability model; the proposed semiparametric estimator sel has a slight advantage over the estimator vse because sel provides smaller RMS and Std than vse in most cases; the mar estimator has larger values of Bias and RMS than of the vse and sel estimators.
We also investigated the performance of the proposed estimators for the response model parameter α under the correctly specified response probability model (C). Their corresponding values of Bias, RMS, and Std are in Table 2 . Inspection of Table 2 indicates that the proposed two estimators are nearly unbiased, and the semi-empirical likelihood method outperforms the GMM-based validation sample method in terms of RMS and Std.
Experiment 2 (Partial linear regression model) To investigate the performance of the proposed bootstrapping approach to approximate variance estimation of our estimators, we conducted a second simulation study. Here, the data were generated from the model
where h(t) = cos(4πt), X i 's were independently N (0, 1), T i 's were independently U(0, 1) and then sorted in ascending order, ε i 's were independently N (0, 1) and U (0, 1). The true value of θ was set to 1. We assumed the Z i = (X i , T i ) ⊤ 's were completely observed, but the Y i 's subject to missingness. With δ i = 1 if Y i was observed, and δ i = 0 if not. The δ i were independently Bernoulli with probability
, where α = (α 0 ,α 1 ) ⊤ , and the true value ofα 1 wasα 1 = 0.2;
, where α = (α 0 ,α 1 ,α 2 ) ⊤ , and the true values ofα 1 andα 2 wereα 1 = 0.5 andα 2 = 0.2.
For these models, considered in Qin, Leung and Shao (2002), we took the true value ofα 0 to be 2.5, 1.5, 1.0, 0.5, 0.01, leading to the average missing proportions 7%, 17%, 25%, 36% and 47% for Model I, and 10%, 21%, 29%, 39% and 50% for Model II, respectively.
The proposed SEL method was adopted to estimate α in Model I and Model II by incorporating the auxiliary information g( where
is a univariate kernel function. To use the method to estimate θ, we consider SEEs: ψ (Y, Z, θ, h 
For comparison, we considered two approaches to estimate θ: (i) the Propensity-Score-Based Nonparametric Imputation estimatorθ sp : the so- lution to G n (θ,ĥ θ ,α) = 0, where
is defined at (6.2); (ii) Qin, Zhang and Leung's (2009) estimatorθ el , an EL estimator of θ found by maximizing the EL ratio function
Here, we considered n = 200 together with 500 replications, the Gaussian kernel, and bandwidths a = 0.3 and b = 0.2. To approximate asymptotic variances and evaluate confidence intervals of estimatorsθ sp andθ el we used the bootstrap sample B = 100. Table 3 presents the values of Bias, standard deviation (Std), and standard error (SE) evaluated by using the bootstrap method described in Section 4, and coverage probability (CP) of the approximate 95% confidence intervals forθ sp andθ el . Examination of Table 3 shows thatθ sp andθ el behave well in that their absolute values of Bias and Std are less than 0.07 and 0.17, respectively; the coverage probabilities are quite close to the pre-specified confidence level 95% when the nonresponse proportion is not too high, the values of SE are rather close to those of Std, indicating that our presented bootstrap method performs well; the smallerα 0 is, the larger the value of SE or Std is; the higher the nonresponse proportion is, the larger the difference between the empirical coverage probability and the pre-specified confidence level is; our proposed estimatorθ sp performs better than does Qin, Zhang and Leung's (2009) EL estimator because the SEs/Stds of the former are less than those of the latter; increasing the mean response rates improves the accuracy of parameter estimate and the empirical coverage of confidence interval, as expected.
An Example
The Mobility Program Clinical Research Unit of St. Michael's Hospital, affiliated with the University of Toronto, conducted a study aimed at understanding prognostic factors associated with more successful outcomes (return to work or with higher at work productivity) after an upper limb injury. As an illustration of the proposed methods, we focused on a subset of samples with missing values on response variable only, but completely observed on the selected predictor variables. The response variable is the work productivity after one year of injury. The Work Limitations Questionnaire (WLQ) (Amick et al. (2004) ; Lerner et al. (2001) ; Lerner et al. (2002) ) was used as a measure of at-work productivity loss. The reverse of this scale was used as a measure of work productivity (response variable (Y )). The response measure was only completed by persons who were working at the time of assessment and missing for those not at work. The potential work productivity for those away from work was much lower if they were at work. Therefore, the missing data mechanism of Y was not at random. About 48% of participants was missing on this response variable. In this analysis, we were interested in the predictor variables pain disorder score (x 1 ), better mental health factor score (x 2 ), and supervisor support (x 3 ). We also wanted to know whether supervisor support moderated the effects of level of pain disorder and mental health status on work productivity, interactions x 1 x 3 and x 2 x 3 were included in the regression model. The controlled covariate was participants' age (t). A sample of 347 was used for the current analysis. Figure 1 shows the scatter plot of work limitation questionnaire index score (Y ) against age (t) and the fitted smoothing spline, ignoring those with missing values on Y . Clearly, the relationship between work productivity and age is 
This model assumes that work productivity depends linearly on predictor variables in X i but nonlinearly on age (t). Motivated by Lee and Tang (2006) , we considered the nonignorable missingness data mechanism models Figure 1 . Canada WSIB data, plot of observations, and a smoothing spline fit using complete-case analysis.
Models 1 and 2 were adopted to investigate the sensitivity of the proposed procedures to the potentially misspecified response probability models. To illustrate our methods, we considered the SEEs ψ(
} , whereX i = X i − E(X i |t i ) and Z i = (X ⊤ i , t i ) ⊤ . A nonparametric estimatorĥ θ (t) of h(t) was constructed by using X ⊤ i θ to replace X i θ at (6.3), and the kernel function was the Gaussian with the bandwidthsσ t n −1/5 , whereσ t was the standard deviation of observations {t i : i = 1, . . . , 347}.
The GMM-based validation sample method with 25% follow-up rate and the semi-parametric empirical likelihood method were employed to estimate unknown parameters in α. To implement the semi-parametric empirical likelihood method, we considered the auxiliary information g k (Z i , Y i , α) = δ i π −1 (Z i , Y i , α)(X ki −X k ) for k = 1, 2, 3, 4 and 5, whereX k = n −1 ∑ n i=1 X ki and X ki is the kth component of X i . Then, the semi-parametric estimators of θ, vse and sel, were obtained from a set of the imputed SEEs as given at (6.4). The standard errors (SE) of the proposed estimators were evaluated by using the bootstrap approach. The results are given in Table 4 . Examination of Table 4 indicates that the assumed response probability models led to quite similar parameter estimates, which suggests that our proposed estimators are insensitive to the choice of response probability models; the proposed semiparametric estimator sel has a slight advantage over estimator vse because of a smaller SE. We computedĥ θ (t) via (6.3) with different parametrically estimated propensity scores, and present the corresponding estimated curves for h(t) in Figure 2 . From Figure 2 , we find that the relationship between age and work productivity is negative, but non-linear (ignoring those at two ends of age range because of fewer data points before age 20 and after age 65). The results indicate that the level pain disorder is negatively related to work productivity and better mental health is positively related to the work productivity. This together with the results given in Table 4 imply an interesting finding that the social supports enhance the positive relationship between mental health and work productivity.
Discussion
Under MNAR, we have developed kernel-assisted SEE imputation based on propensity scores to estimate parameters of interest for a general class of semiparametric models. The proposed method is applicable if the propensity scores can be estimated parametrically. To obtain a consistent estimator of the propensity score, we consider a validation-sample-based method and a semi-empirical likelihood approach using available observations. The semi-empirical likelihood method is promising since it allows one to incorporate auxiliary information from the calibration constraints for the data with MNAR mechanism, and is able to achieve high efficiency. also promising because it can achieve both good robustness and efficiency.
There are some related research topics that require further investigation. For example, it is of interest to generalize the proposed propensity-score-based and kernel-assisted SEEs imputation approach from a cross-sectional study to a Figure 2 . Canada WSIB data, estimated curve of h(t) using the proposed propensity score based nonparametric imputation.
longitudinal study (Qu, Lindsay and Li (2000) ), and to explore doubly robust estimation using SEEs inference under the MNAR mechanism. It is also important to develop diagnostic measures for the GMM or EL approach using SEEs (Zhu et al. (2008) ), in additional to constructing EL confidence regions for parameters and EL confidence bands for the nonparametric functional component under the general class of SEEs for nonignorable missing data.
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