Abstract
Introduction
File systems can span across multiple devices of varying characteristics. Storage tiering is the concept of grouping like devices into tiers, allowing differentiated storage that can better align files to the underlying physical device. Recent developments in storage virtualization and file system technologies [19, 18] have made storage tiering available for real-world deployment. The Veritas Dynamic Storage Tiering (DST) [9] allows the dynamic migration of files between different tiers based on a set of policies defined by the administrator.
DST can be used to relocate files for a variety of reasons. An important application for DST is activity-based * Summer intern at Symantec Corporation file relocation, where files are relocated between different tiers based the observed activity. The primary motivation for activity-based relocation is economics: less active or inactive files can be stored on less expensive storage without affecting the overall perceived quality of the storage system, reducing the overall cost.
Typical data distribution techniques attempt to spread the load across all devices for load balancing. Activity-based file relocation changed this goal in that instead of distributing files (and loads) across all devices, the load distribution is skewed intentionally -loads are now concentrated on the preferred tier. When performance is a concern, this raises the potential that the concentration of hot files on the preferred tier may overwhelm its performance capability, resulting in performance degradation associated with saturation.
Ideally, activity-based file relocation should concentrate popular files on the preferred tier, but not so much as to saturate its performance capacity. Instead of the much more common question of how to balance loads, the question now becomes how to concentrate just the right amount of loads. Typically these type of balancing works are done in an ad hoc manner relying on the system administrator. In this paper, we examine the issue of preventing saturation of the preferred tier in activity-based file relocation, and propose an approach that can assist the administrator to more effectively tackle this problem. Our approach is based on limiting the total amount of loads placed on the preferred tierfile relocation is subject to the condition that the total load placed on the preferred tier will not exceed a pre-defined limit. The determination of the limit value is through the standard practice of profile/observe-tune process. We refine this mechanism by proposing that the requirement for QoS varies with time, therefore the specification of loading limit(s) should allow the consideration of clock time as a factor. The loading pattern of files may have diurnal patterns that vary with the time of the day. The delineation of different subperiods within a sampling period for file activity can mitigate underutilization.
DST and QoS
This work was motivated by the potential impact on performance caused by activity-based file relocation. We are concerned with the quality of service (QoS) in this particular application of DST. Our goal is to enables DST to be QoS-aware when performing file relocation. This section presents a broad view on storage QoS and provides an insight on how DST, in addition to its primary goal of cost saving, can fit into a larger framework of storage QoS.
Storage QoS can encompass multiple dimensions. Considering only the performance dimension, QoS can be generalized as how to share a resource with finite capacity when the aggregate demand exceeds the supply. To address the quality-of-service issue for storage systems, there are three time scales to consider:
Long Term On the long term time scale, the question is on how much hardware resource to deploy in order to meet the expected demand [3, 2, 20] . This is important because a persistently overloaded system can only be alleviated by adding more resource. Expected workload may change through time, and the system may have to be re-provisioned to meet the changing needs.
Medium Term
In the medium term, the question is how to leverage available resources to achieve QoS goals. The goals can be defined either explicitly (such as SLA) or implicitly (such as performance must be tolerable for the users). DST's ability to relocate files dynamically enables it to serve as the mechanism for this role.
Short Term
Unless cost is not a concern, overprovisioning for the worst case scenario is not a feasible way to achieve storage QoS, as storage workloads can be bursty in nature. Therefore, even with the long term goal of provisioning and medium term goal of file placement, the storage resource may still overload from time to time. To handle such transient overloading conditions, the short term solution is throttling. Less important accesses are throttled to ensure satisfactory level of performance for more important accesses. For example, the file relocation traffic in DST can be throttled to prevent interference on other "regular" traffics. Many existing works on storage QoS have focused explicitly on throttling [5, 10] .
The long, medium, and short term QoS goals can be addressed by provisioning, placement, and throttling. Provisioning decides how much hardware to deploy. Placement (DST) aligns data with the underlying device. Throttling handles the transient overloading condition. Together, they form a comprehensive framework of storage QoS. While the primary goal of DST and activity-based file relocation is not performance, it is desirable to achieve its primary goal without adversely affecting the performance. The rest of this paper focuses on this issue.
Using DST for activity-based file relocation
This section presents the background and motivation of this work. We first describe the concept of DST, and then focusing on activity-based file relocation -a specific application of DST. We then present the motivation of this work, the potential for DST and activity-based file relocation to have an adverse effect on performance.
Dynamic Storage Tiering (DST)
A single file system may encompass multiple devices with varying performance and reliability characteristics. The heterogeneity of the underlying devices may be intentional or due to system re-provision. For example, a file system may span across LUNs exported by both a high-end array and a low-end array, perhaps even JBODs. DST can group underlying storage devices into different tiers, and dynamically relocate files between the different tiers based on administrator-defined policies in order to satisfy certain objective(s).
The Veritas Dynamic Storage Tiering is enabled by the combination of capabilities in the logical volume manager and the file system. The Veritas Volume Manager (VxVM) [19] can group volumes into volume sets, an abstraction encompassing multiple volumes. Different volume sets can be tagged to represent different tiers. The Veritas File System (VxFS) [18] has multi-volume capability which can sits on top of the different volume sets (tiers), providing a single namespace and encapsulating the underlying complexity from the users. Within a tier, data are allocated as evenly as possible amongst volumes making up the tier. Between different tiers, files can be dynamically relocated according to policies specified by the administrator.
Activity-based file relocation
The DST facility is versatile in that it can relocate files according to administrator-defined policies to satisfy different objectives such as business, performance, availability, and otherwise. Parameters such as file name, location, ownership, size, age, etc., can be used to make file placement/relocation decisions [9] . One important application of DST is activity-based file relocation. The value of activitybased file relocation lies in the economics that it can bring. Large file system will likely have a large number of files with varying degree of activity. Some files will see little or no activities for extended periods of time. Instead of deploying high-end (expensive) storage devices with top notch performance and reliability/availability characteristics for the entire storage system, a tiered storage can be set up where mid-to-low end storage devices (such as those based on SATA) can be incorporated. The less active or inactive files can be relocated to the less expensive storage without impacting the overall perceived quality of the file system, lowering the total cost.
The Veritas DST has built in support for activity-based file relocation. In a nutshell, the administrator defines policies in XML that determines which files qualifies for relocation. VxFS tracks file activity in the File Change Log (FCL) [18] , which are scanned and parsed to extract file activity statistics at policy enforcement time. The statistics are defined over period(s) of time. The relocation policy can specify the number of periods needed to derive an average value. The minimum number of period is 1, and the duration of a period is 24 hours. Each file's past activity is used as predictor for future load. Files are relocated during policy enforcement time, which occurs periodically or can be triggered explicitly. Two parameters are defined to quantify file activity [9] : I/O temperature The amount (size) of data transferred over a specified period of time divided by the file size.
Access temperature
The average number of read and/or write requests over a specified number of periods.
These two statistics can be used as thresholds by the administrator to define rules for the automated migration of files from one tier to the other. The use of XML as the policy specification language provides a simple but powerful method to capture the requirements for file relocation. It can be easily extended to support the placement of limits on loading as will be shown in section 4. The flexibility of XML also allows it to serve as the specification language in a comprehensive QoS framework including both file relocation and throttling specifications. We have outlined the basic concept of DST and activitybased file relocation. We gave only a high level description necessary to provide the context for which our work builds upon. For further details on the background information, please refer to Karche et. al. [9] for complete and in-depth discussion of the subjects.
Ensuring performance
By relocating more active files to the preferred tier, loads are skewed toward the subset of the storage forming the preferred tier. This runs opposite to the conventional goal of distributing loads as evenly as possible across all storage devices in order to avoid hot spots as well as taking advantage of the aggregate bandwidth of the underlying devices.
If the aggregate capacity of the preferred tier is less than the aggregate load of all the popular files migrated to it, the performance will suffer since the preferred tier is now overcommitted.
In DST-enabled activity-based file relocation, the administrator defines the policy for file relocation based on a threshold value (I/O temperature or access temperature, as described in section 3.2). Consider a policy that defines the relocation of files from the less-expensive tier (second tier) to the preferred tier, the choice of this value determines a set of files eligible for relocation -and how much load is skewed toward the preferred tier. Intuitively, if the choice of the threshold value is conservative relative to the performance capability of the preferred tier, there will be no negative impact on performance (albeit the preferred tier may be underutilized). If the choice of this value is aggressive, the preferred tier may be saturated, resulting in performance degradation such as increased response time.
The challenge here is to determine how many "hot" files to relocate to the preferred tier without over-committing its capability and avoiding performance degradation -in essence, how to concentrate loads on a subset of devices without saturating them. This problem can be viewed as another manifestation of the decade-old open problem of storage performance prediction. Storage performance is a function of the workload and the underlying device, each of which are complex and their interaction is non-trivial. The stateful nature of the disk [26] and the complexity of the internals of an array rendered this a difficult problem. Several works have appeared and tackle this problem in various forms [22, 11, 21, 1] . However it remains a thorny issue. Our work leverages on existing techniques for performance prediction and focuses on how to apply it to activitybased file relocation. We narrow down the problem space by concentrating on one specific type of workloads. The same technique can be applied to other types of workloads as well.
Relocation without degradation
The choice of relocation threshold selects a set of files eligible for migration to the preferred tier. It is difficult to gauge the amount of load that will be migrated to the preferred tier from the value of activity threshold. Our goal is to provide an additional mechanism for system administrators to avoid skewing too much load onto the preferred tier that would cause performance degradation.
Our approach is simple. First, we estimate the performance capability of the preferred tier. Based on this estimated performance capability, we derive a limit on the amount of loads that can be placed on the preferred tier. The relocation of eligible files to the preferred tier is subject to this limit. At a high level, we want to enable administra-tors to define rules such as "move all files with access temperature above x to preferred tier, as long as the preferred tier is not overloaded". We further augment this general approach of load limiting with additional refinements motivated by the intuition that (1) The requirements for performance varies with the time of the day, and (2) File loading have pattern (phases) that are diurnal. The rest of this section will describe this proposed approach and how it can work.
Determining performance capability of preferred tier
To identify a cap that limits the amount of load to be placed on the preferred tier, we must have an estimate of the performance capability of the preferred tier. This estimate is an approximation that can be derived analytically or experimentally, and continuously refined through time by the administrator from observations of actual usage.
Our initial estimation of this value is obtained by profiling the array with workloads similar to the expected workload. Storage performance can vary widely depending on the type of workloads. On one end of the spectrum are media servers that streams multimedia files. The workloads are sequential reads of large request size. On the other ends are transactional workloads that consists of small requests of random reads and writes. In the middle are general purpose file servers where the workloads are of mixed type and are more difficult to predict. We reduce the complexity of the problem by focusing on transactional type workloads where the number of I/O requests are more important than the actual size transferred. As a result we use access temperature as the file activity quantifier for the rest of this paper. The same approach can be applied to other types of workloads as well. The purpose of the profiling is to obtain an approximation on the total number of requests the preferred tier can handle before response time becomes excessive.
Based on the estimated approximation of device capability, we can then derive a value to limit the loads. Traditionally, the rule of thumb has been to keep a storage system at no more than 50% busy (utilization) in order to obtain satisfactory performance relative to the device's capability [4] . With the higher-performing arrays that can provide less variation on service time (due to caching and internal striping), it is conceivable that the target utilization may be increased to more than 50%. Just as with everything else in storage performance, there is no hard rule to determine the target utilization for a storage device due to the numerous factors involved. The goal here is to derive a reasonable approximation that can be used as the initial value in a continuous set-monitor-refine process.
When overload matters
With the target value to limit the amount of load derived from the estimated capability of the device, we now focus on how to use it to prevent overload. At first glance, the meaning of overload is simple. Overload implies the demand on the resource exceeds the supply. In this case that means the demand on bandwidth for the preferred tier exceeds the capability of the tier. However, in reality the definition of overload is more complicated. Storage workloads have been shown to be bursty and transient in nature. One must answer the question of how often and how long must an overload condition persist before the device is considered as saturated. Existing approach have relied on statistical measure, such as "if x% of requests have response time greater than y ms, then the device is overloaded." This provides a useful measure, but even these types of definition do not translate well into real-world usage because of its coarse granularity and indifference to time of the day Consider the scenario of a storage system used for transactional processing. During business hours, the system handles interactive use by humans. At night, batch jobs go through the data for processing without human intervention. As a result, the performance requirement for this system during business hours are different from the performance requirements at night. During business hours, the response time is more important because of the interactive use. At night, the throughput is more important and it doesn't really matter if the storage system saturates and the response time is increased. The rationale is that throughout the day, the usage of the system changes with the time of the day, and therefore the requirements also changes. Saturation may be a concern in some periods but not in others. The performance requirement at 3 PM can certainly be different from the performance requirement at 3 AM. A sampling period for file activity over 24 hours encompassing both day and night does not accurately portrait this scenario. It is therefore important to consider the variation of performance requirements.
File relocation take place between different periods. In order to capture the different phases of the day, we define the term subperiod to further divide up a period. A subperiod is a contiguous duration of time within a period. It is defined by a start time, end time, and a textual label for references. A period can be subdivided into two or more subperiods. For example, we can divide a period into two subperiods of AM and PM, or 3 subperiods of 8 hours each. The framework also allows for subperiods of different duration (for example, a subperiod with the label peak hours can be defined for 11 AM to 3 PM, while the rest are off hours). Subperiods allow us to differentiate the times of the day when saturation is more of a concern. They are defined by the administrator and are specified as Delineating a period into composing subperiods allows us to narrow down and focus on the period of time where saturations matters. For example, if the administrator wishes to ensure that the total load do not exceed a predefined limit during business hours, he or she can do so by first delineating the business hours through the file placement policy grammer (XML specification language). The first rule shown in Figure 1 associates the clock time from 9 AM to 4 PM with the label BusinessHours. The delineation of the subperiod BusinessHours breaks the period into three subperiods (12:00AM to 8 AM, 8 AM to 4 PM, and 4 PM to 12:00 AM). The definition of the BusinessHours subperiod implicitly defines the two non-business hours subperiods. With this definition, DST will instruct the parser of FCL to extract file statistics for each subperiod (in addition to the entire period).
Continuing with this example, to place a loading limit during this subperiod, the administrator can then specify an overload condition. The second rule in Figure 1 shows the definition of overload for BusinessHours as having an average IOPS greater than 6000.
With the delineation of business hours and overload condition defined, we can now make it a condition for a relocation rule. The relocation rule shown in Figure 2 specifies the relocation of files from tier2 to tier1 (preferred tier) if the average access temperature is above 10000 over one period (sampling period -24 hours), and subject to the condition that it will not make the overload condition as defined in earlier rules true.
With the delineation, overload, and relocation condition defined, a simple version of the file relocation algorithm <RELOCATE> <FROM> <SOURCE> <CLASS>tier2</CLASS> </SOURCE> </FROM> <TO> <DESTINATION> <CLASS>tier1</CLASS> </DESTINATION> </TO> <WHEN> <ACCESSTEMP> <MAX Flags="gt">10000</MAX> <PERIOD>2</PERIOD> </ACCESSTEMP> <OVERLOAD>false</OVERLOAD> </WHEN> </RELOCATE>
Figure 2. Relocation rule with overload conditional
will proceed as follows. First, DST will start scanning files at policy enforcement time to find files that satisfy the relocation criteria. Once a file is found (files are not sorted), the activity in the file's BusinessHours subperiod will be checked against the current (predicted) loading in the tier's BusinessHours subperiod, and the file will only be relocated if the addition of the file to the preferred tier will not bring the total loading over the limit during the BusinessHours subperiod. The relocation will stop once the loading in the preferred tier's BusinessHours have reached the limit. No further scanning of files will be done.
Increase utilization
Storage performance is generally a tradeoff between throughput and response time. The solution to prevent overloading of the preferred tier is to simply decrease the number of hot files placed on it. However, overly conservative use of the preferred tier would lead to underutilization, which is also undesirable. We control the number of files to be placed on the preferred tier through the setting of access temperature threshold and the loading limit for subperiod(s). A conservative choice of the loading limit would increase the likelihood that the performance goal would be met (tier will not be saturated), at the expense of utilization. While an aggressive choice of the limit will increase utilization, but reduce the likelihood that the performance goal would be met [25] . Therefore, the approach must strike a balance between over-commitment and underutilization. Otherwise, simply over-provision would suffice, which would negate the economic gains. The choice of the loading limit is subject to this unavoidable tradeoff (as long as disks remain stateful). However, there are additional steps we can take to mitigate underutilization by considering the pattern of file loading.
I/O activity have phases that corresponds to realword human activity and pre-scheduled application activities [15] . The delineation of a period into composing subperiods not only allow us to focus on the subperiod(s) when it is desirable to place a limit on load, it also captures file's loading (temperature) in other subperiods as well. In addition to a single value representing access temperature or I/O temperature for a period, we now have a vector of values, each of which corresponds to a subperiod. Continuing with the example used in the previous section. To further mitigate underutilization, after we have relocated sufficient files to reach the limit in the BusinessHours subperiod, we can continue to scan for files eligible for relocation. The criteria would be to find files that have loadings in periods other than BusinessHours. Those files can be relocated to the preferred tier without breaching the limit placed on BusinessHours, and they will increase the utilization of the preferred tier. Our example shows one subperiod with a limit. However this approach can be generalized to support placing multiple limits over multiple subperiods.
At policy enforcement time, the algorithm for relocation is simple:
1. Sweep to find a file (in no particular order) that satisfies the relocation criteria (access temperature greater than the threshold).
2. Relocate the file if its load will not overload any subperiod(s) with preset limit(s).
3. Repeat 1 and 2 until all qualified files have been considered (or some external termination condition has been met).
The external termination condition referred to in step 3 can be events such as reaching the time limit allowed for relocation, if there is one. Note that file relocation is also subject to the available space on the destination tier. If the available space limit is reached, then no further relocation would be possible. A fundamental goal of the relocation algorithm is simplicity. Given an access temperature threshold for relocating files to the preferred tier, it will determine a set of files eligible for relocation. If not all eligible files can be relocated due to the pre-defined loading limit(s), then there exist a subset of the eligible files that can be relocated to the preferred tier that will also maximizes the utilization on the preferred tier. While this problem can be reduced to a variation of multi-dimensional bin-packing problem and solved accordingly, a simpler approach is more desirable. The rationale is that storage workload is dynamic in nature. The file access temperature observed is an approximation of its future predicted loading. What we are measuring and predicting are approximations only. The potential benefit to be gained from investing in the overhead of sweeping and sorting the possibly tens of thousands of files and arriving at an near optimal solution is negated by the imprecise nature of file activity and performance.
Experiments
We performed a series of experiments to validate the intuitions that underpin our approach. While DST and activity-based file relocation is intended for use on large systems over long periods of times, we seek to illustrate the same principles on a smaller scale, both in terms of size and time. The purpose of the experiments are to validate the concepts by obtaining performance results from the storage representing the preferred tier.
System configuration
The test was conducted using a 3PAR Inserv S400 array. This Inserv S400 has two controller nodes with 8 GB of cache. It has 40 Seagate ST3146707FC 10K RPM Fibre Channel disk drives of 147 GB each and an average read seek time of 4.7 ms (manufacturer's specification). Inside of the array, each drive is divided up into 256 MB of chunklets that are combined to form virtual volumes. The virtual volumes are exported to the host as LUNs (Logical Units).
The tests were performed on 16 LUNS of 16 GB each. The LUNs were concatenated into a single volume on the host with Veritas Volume Manger (VxVM), formatted with Veritas File System (VxFS). The host is connected to the Inserv array through two 2 Gb/s Fibre Channel connections. The host system has dual AMD Opteron 248 processor with a speed of 1 GHz. The size of the RAM is 2 GB. The two Fibre Channel host bus adaptors (HBA) on the host are QLogic QLA2342. The host is running Red Hat Enterprise Linux Release 4 Update 4 with Veritas Storage Foundation 5.0.
Workload generator
We implemented a synthetic load generator that can generate requests to each file corresponding to an access temperature associated with the file. The access temperature represents the aggregate number of requests for a file over the entire running time (period). For the testing, we divide a period (540 seconds) into three equal length subperiods (180 seconds). To introduce variations into the workload, the subperiods within the period have patterns of activity and inactivity. Each file is associated with a pattern. In our experiments, since we have three subperiods, and each of the three subperiods can either be an active or inactive phase, there are a total of 7 possible patterns (excluding the pattern where all three subperiods are inactive). Each file is assigned one of the seven patterns randomly. The access temperature (number of requests) of a file over the entire period is distributed to the active subperiod(s). To further introduce variations to the workload, the load generator will divide each subperiod into 10 time slots. Each slot is associated with a weight value (the total adds up to 1). The loads in a subperiod are distributed into the 10 time slots according to the weight values. The patterns of weight values are selected randomly.
The distribution of file loadings (access temperatures) across files in the system is according to a Zipf distribution. Zipf distribution (or variation of it) are commonly used to model file popularity [14] . It has the form
where T i is the temperature of the ith file, K is the temperature of the hottest file, and α is the relative popularity of files in the distribution. We use a Zipf distribution random number generator developed by Ken Christensen [6] to obtain the access temperature of files. The generator generates a sequence of random numbers based on the Zipf distribution normalized over α (we used an α value of 1) and the total number of files (population size).
Results
First we seek to obtain an approximate performance capability for the preferred tier, which is represented in a smaller scale by the 16 concatenated LUNs. To profile the capability of the tier, we implemented a profiling program that gradually increases the load placed on the preferred tier and measures its throughput and response time. Since we narrow down the problem space by focusing on transactional type workloads, the profiling load consists of small random read and writes. The result is shown in Figure 3 . As the load increases, the throughput increases steadily with relatively low response times up until 12,000 I/O per second (IOPS), after which the throughput decreases and settles at around 10,000 IOPS. Further increases in loading will cause the response time to go up while the throughput changes little. Once the limit is reached, dispatching more requests will increase the queueing time component in the response time, while the throughput and the service time component of the response time do not improve. As we can see from the figure, For this particular setup, 10,000 IOPS is the approximate I/O performance capability.
Next, we want to show the benefits of having activitybased file relocation. Consider a scenario with 1,000 files. The access temperatures in this set of files follow a random Zipf distribution as shown in Figure 4(a) . In a file system without storage tiering, files are usually placed randomly to approximate load balancing. To emulate this approach, we pick 20% of the files randomly and place them on the preferred tier, and measure the resulting performance. We want to compare this with activity-based file relocation where the objective is to place more active files on the preferred tier. We then select the top 20% of files in terms of activity and place them on the preferred tier and again measured its performance. The results are shown in Figure 4 (b) and 4(c). As intuition would suggest, selecting 20% of files randomly underutilizes the preferred tier as compared to selecting the hottest 20% of files. The obvious tradeoff is the response time, although it is still within acceptable range. For all our experiments, we only show the response time for reads, as the large cache inside the array absorbs the small writes and the write response time remains low across the board.
The next series of experiments are intended to demonstrate our mechanism in preventing the saturation of preferred tier due to improper choice of access temperature. In this series of experiment, we consider a total of 3,000 files all located on the second tier initially. The loading of the files follow a random Zipf distribution with the maximum access temperature of the hottest file set to an average of 100 IOPS. We show the result of (1) using a low access temperature for skewing the loads, (2) capping the entire period, and (3) capping one subperiod (subperiod 2). The total running time of the experiment is divided into three subperiods of equal durations (180 seconds each).
First, we validate the intuition that placing too many hot files on a tier can have negative effects on performance. Negative effects in this context implies increased response time. We intentionally select a low access temperature threshold (relative to the distribution) of 10,000, which is equivalent to about 18 IOPS when average out over the running time of 540 seconds. Next, we place a loading limit over the entire period that averages to 6,000 IOPS (60% of the 10,000 IOPS preferred tier capability determined from show, the selection of a low access temperature threshold results in high throughput of the preferred tier at around 9,000 IOPS, 90% of the profiled capability (14% of the files are relocated to the preferred tier). The cost of this high utilization is high average response time at well over 30 ms, which we consider as not tolerable. Placing a loading limit over the entire period and over subperiod 2 result in the relocation of 5% of files, and limits the throughput below an average of 6,000 IOPS. The average response time is at a much faster 10 ms. The different patterns in each subperiod as shown in the figures are due to the different weight patterns that we use to simulate variations in load. The performance for limiting the load over the entire period and limiting the load only over subperiod 2 are comparable. But limiting the load only over subperiod 2 allows us to increase the utilization of other periods. The next experiment will demonstrate this property.
In the final experiment, we show the ability of the proposed relocation algorithm to increase utilization. This experiment places the same cap over subperiod 2. However, after subperiod 2 is "filled up", we continue to scan for eligible files and relocate them if they do not contribute to loads in subperiod 2 (8% of the files are relocated). This increases the utilization only in subperiods 1 and 3, where the response time is not as important (and hence no limits specified). Figure 6(a) shows the result of this experiment in throughputs. The cap placed in subperiod 2 limits its total load below 6,000 IOPS, and for subperiod 1 (time 0-180) and 3 (time 360-540), the throughputs are increased to around 9,000 IOPS. The response time also reflects this, as shown in Figure 6 (b). The average response time in subperiod 2 is almost twice as fast as the response time in the other two subperiods. We see that the different requirements in different subperiods can be achieved.
Related Work
The concept of storage tiering is not new. Traditional hierarchical storage incorporates secondary and tertiary storage devices [12] . They impose latency on accessing inactive files (stored on tape), and may require the management of online space for restoration of migrated files [9] . The file relocation are often done in ad-hoc or inflexible fashion incurring additional complexity and effort [9] . Tiering in DST differs in that it is all disk-based. All tiers are online without the latency issue, and the relocation mechanism is flexible and automated, with the underlying complexity hidden and transparent from the above layers.
File migration algorithms have been studied since the early days [17, 16] . These types of study focus on the relocation algorithms and the respective access patterns, whereas this paper focuses differently on the issue of performance overloading.
Most works concerning the distribution of storage workloads are motivated by the objective of load balancing. The opposite goal of intentionally concentrating loads have appeared in the domain of energy conservation. Concentrating loads on a subset of all available devices allows the power-down of more devices. In Popular Data Concentration (PDC) [13] , popular data are migrated to a set of disks, and no migration will happen if the sum of the expected load on the disk is near the maximum bandwidth of the disk. Our approach is similar in that we set a pre-defined limit. However, PDC does not explicitly address how to obtain this limit.
Massive Arrays of Idle Disks (MAID) [7] store seldom accessed data on an array where most of the disks (around 75%) are powered off at any given time. MAID is a useful concept and fits well into a DST framework implementing activity-based file relocation. The focus for our work is on the higher tier, whereas the focus of a MAID is on the lower tier, where there is a different sets of concerns regarding performance.
The classic file assignment problem (FAP) attempts to answer the question of how to distribute files among stor- age nodes in an optimal way [8, 23] . When performance is an objective, this problem, and the more specific problem of deciding and controlling the proper amount of loads to place on a storage device, all involve storage performance prediction. As mentioned in section 3.3, storage performance prediction is hampered by the stateful nature of the disk and complexity of the storage device internals. Single disk can be characterized by extracting a set of parameters through profiling [24] . However, disk arrays (and modern disk drives) have highly complex internals that made this type of profiling unfeasible. There are works that directly addresses performance prediction [22, 21, 1] . Typically these types of work require extensive training phase that hampers their application in production systems.
Conclusion and Future Work
In this paper, we examined the issue of preventing performance saturation of the preferred tier in activity-based file relocation when improper relocation threshold is used. Our approach is based on limiting the amount of loads to be placed on the preferred tier.
We enhance this standard method with the intuition that the performance requirements (throughput vs. response time) varies with different times of the day, and many files have access patterns corresponding to human activities and scheduled jobs, therefore the relocation policy specification should allow the delineation of subperiods within a (sampling) period. The use of subperiods allow the placement of loading limits only during times when response time is important, and can also mitigate underutilization by placing files with out-of-phase loading patterns onto the preferred tier. We performed experiments to validate the intuitions behind our approach. We showed that in our synthetic workload environment, it is possible to limit (tradeoff) loadings in a subperiod for faster response time, while not underutilizing other subperiods where there are no load limits. Current work considers the loading limit as an absolute value relative to the capability of the preferred tier. Future work will consider the loading limit as a proportion of the entire system load. Each method has its merits. Studies are also needed on real-world file traces to determine the level of inter-file diurnal patterns that offset each other and their stability over time. The overhead of relocation would also need to be examined. So far we have assumed that throttling the relocation traffic can mitigate the negative impacts. 
