Traditional signature-based detection methods fail to detect unknown malwares, while data mining methods for detection are proved useful to new malwares but suffer for high false positive rate. In this paper, we provide a novel hybrid framework called HRS based on the analysis for 50 millions of malware samples across 20,000 malware classes from our antivirus platform. The distribution of the samples are elaborated and a hybrid framework HRS is proposed, which consists of Hash-based, Rule-based and SVM-based models trained from different classes of malwares according to the distribution. Rule-based model is the core component of the hybrid framework. It is convenient to control false positives by adjusting the factor of a boolean expression in rule-based method, while it still has the ability to detect the unknown malwares. The SVM-based method is enhanced by examining the critical sections of the malwares, which can significantly shorten the scanning and training time. Rigorous experiments have been performed to evaluate the HRS approach based on the massive dataset and the results demonstrate that HRS achieves a true positive rate of 99.84% with an error rate of 0.17%. The HRS method has already been deployed into our security platform.
INTRODUCTION
Malware (malicious software) detection is a primary problem in computer security field. Traditional commercial antivirus products usually rely on signature-based methods [6] , which need local signature databases to store patterns extracted from malwares by experts. However, more and more polymorphic malwares could be manufactured easily due to the sophisticated technology tools for encryption or packing. For instance, the number of unknown malicious executables Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright is held by the author/owner(s). collected by our antivirus platform reaches nearly 1,000,000 per day. This leads to much storage space for the signatures, and much labor work to study malicious files.
Moreover, the update process for signature database introduces extra delay which increases the possibility of computer infection risks. In order to overcome these problems, Cloud Antivirus solutions based on cloud computing are proposed by some companies, such as KSN [1] , Panda Cloud Antivirus [2] . It has been proved that the approaches can reduce the signature databases size and response time for new malwares. Nevertheless, there is no particularly differences between Cloud Antivirus and traditional signaturebased approaches essentially except for introducing much more powerful computing and storage resources in cloud systems. In recent years, data mining detection methods have been proposed for detecting unknown malicious executables, such as SVM, Artificial Neural Network(ANN) [18] , Association Mining [22] , etc. These methods can detect unknown malwares with a high detection ratio, at the expense of a high false positive rate.
Could we find a solution which can achieve a good detection ratio for unknown malwares while keeping reasonable low false positive rate as signature-based method? A hybrid framework called HRS is proposed in this paper based on the analysis of 50 millions malware across 20,000 malware classes. According to Figure 1 , the samples are roughly divided into three groups by the sizes of the malware classes. First, there are about 85% malware classes containing less than 100 samples and the total number of the files only account for 0.02%, and we consider these classes as the light-weight group. For another, about 24% malwares disperse in 15% malware classes with the size from 100 to 100,000, which are called by mid-weight group. At last, we find that nearly 76% malwares fall into the 0.1% classes with the size over 100,000, which belong to the heavy-weight group.
Different detection models are employed for different groups. For the light-weight group, it is difficult to apply heuristic methods because the number of the files in the class is insufficient for training. The hash-based method, considered as one simple method of signature-based approaches, is employed to build the detection model. For the mid-weight group, we provide a rule-based method based on boolean expressions, which is the core component of the HRS framwork, by which we can achieve a good detection ratio while the error ratio can be controlled at a low level. For the heavy-weight group, we use an SVM-based method to train the model in order to obtain a high detection ratio. Specifically, our contributions of the paper are as follows:
• Hybrid Detection Framework (HRS): The framework consists of three different detection methods (hashbased, rule-based and SVM-based), which are trained by separated data sets. The detailed detection workflows and performance analysis are also addressed in the following sections. Experiment evaluation demonstrates that the detection ratio of HRS is nearly the same as the data mining method, while the error ratio is much lower than the latter.
• Rule-based method: A rule is trained from the malware and benign files for each class in the mid-weight group, which is a boolean expression. In order to control the error ratio, the file is malicious if all the features in an element of the rule are true during the detection process. At the same time, the method has heuristic ability to detect unknown files.
• SVM-based method relying on critical locations: After examining the samples carefully, we provide an SVM-based method for the heavy-weight group based on critical locations, which contain the features that can distinguish the malware and benign files. By using the method, the performance of the training and scanning procedures can be significantly improved.
• Experiments on massive dataset: We also provide rigorous experiments to evaluate the methods on the dataset with 100,000 malwares and 100,000 benign files from our antivirus platform. The results in parameter tuning and performance comparison for the methods are also provided.
The remainder of the papers is organized as follows. Section 2 discusses the related works. Section 3 presents the overall HRS framework and related workflows. Section 4 elaborates the rule-based method, and the SVM-based approach is addressed in Section 5. Section 6 describes the performed experiments and the results. Finally, we conclude the paper and outline the future work in Section 7.
RELATED WORK
Malware detection methods generally fall into two categories: static methods and dynamic methods [17] . Since dynamic methods require much time to load and run the sample files, industry communities normally choose signaturebased methods which belong to the static method category. However, signature-based methods are limited to detect unknown malwares, since the signatures cannot be extracted without the malware samples. Moreover, most of the malwares are encrypted or packed, hence it requires much time and manpower to find the signatures [3] .
In order to overcome these disadvantages, data mining approaches are proposed for malware detection. The data mining methods are usually composed of four steps: data set preparation, feature selection, classification model training and cross-fold validation. N-gram sequence is considered as one popular feature, which is proved to be effective for heuristic detection method [12, 15] . Kolter et al [8] compare different machine learning methods based on the n-grams extracted from the binary file body. Information gain is used to select the top-K features. Through extensive experiments performed in WEKA [19] , boosted J48 and SVM are proved to be promising. Similarly, a relevant n-grams of the context is introduced based on the information gain and class-wise document frequency [12] . The Dempster Shafer Theory [23] is employed to combine different classifiers (SVM, decision tree, IBK) for better results. However, the n-gram extraction procedures in the above methods are time-consuming, if the n-grams are selected from the whole file.
Opcodes are regarded as useful in feature selection, which are extracted after disassembly for the executable files. Bilar [4] statistically investigates opcode frequency distribution over different malware class, such as Virus, Worm, Trojan, etc, which indicates rare opcodes could be a stronger predictor. Lakhotia et al [9] choose N-perms of opcode as the features and implement a Nearest-Neighbour (NN) algorithm to build a rapid malware classification system called VILO. A detection method based on opcode sequence is proposed by [14] , which calculates the frequency of the opcode sequence between the malware and benign files. Weighted Term Frequency (WTF) is employed to select the feature vector, and different models trained by decision tree, SVM, K-neareast neighbours (KNN) and Bayesian networks are compared.
Shabtai et al [16] use TF-IDF on opcode sequence as features and conduct rigorous evaluation with various settings of opcode n-gram patterns over several classifiers: SVM, L-R, ANN etc. By investigating the imbalance problem in real life environment, a chronological model updating method is proposed with a accuracy higher than 96% and an error rate of 10%. In [13] , a method based on opcode graph similarity is proposed to detect the metamorphic malwares using Hidden Markov Models.
Recently, ensemble and hybrid methods are proposed for malware detection systems. Menahem et al [11] select ngrams, PE field information, and functions in PE as features for different training set and evaluate several ensemble methods. The simulation results demonstrate that Troika [10] ensemble method achieves a better detection ratio with more execution time. An Automatic Classification System (AM-CS) is provided by [21] , in which two types of instruction vector for feature selection are proposed. A novel method combining static and dynamic features is proposed in [20] , which provides an ensemble method with SVM and Association Rules based on hierarchical taxonomies.
HRS OVERVIEW
Enlightened by the distribution of malware classes, we propose a hybrid framework called HRS, which consists of a hash-based method, a rule-based approach, and an SVMbased approach with the purpose to combine their advantages and make it more practical in storage cost, heuristic ability, and false-positive control. The basic idea is training specific models to inspect specific group of malware classes as mentioned above, and using the models successively in classification to obtain a final result. Specifically, in the training process, HRS uses the hash-based approach and the SVM-based approach to cope with the malwares in the light-weight group and the heavy-weight group, resp. For a malware class in the mid-weight group, the rule-based approach trains a rule if the accuracy exceeds a given threshold, otherwise it is handled by the SVM-based approach.
The hash-based approach computes a signature of a file by common hashing functions, such as MD5, which is considered to perform well on the light-weight group of malwares, because it is more convenient to save the signatures than the rules or SVM-models, and the variation ability of the malware class (the size of the class) remains low. However, as the class size increases, the MD5 set increases much faster than the rules and the SVM models. Moreover, the rules and the SVM models have heuristic ability to detect unknown malwares. Hence they are more feasible for detecting malwares in the mid-weight and heavy-weight groups than MD5 sets.
Because both the detection ratio and the error ratio of the rule-based approach are often lower than the SVM-based approach, the rules have a higher priority than the SVM models to reduce false-positives if the detection ratio is acceptable. For a class in the heavy-weight group, it is often difficult to obtain a feasible rule with a high detection ratio and a low error ratio, hence the SVM models are preferred.
The training workflow of HRS is illustrated in Figure 2 . HRS needs to update the database used by the Hash Engine, and train rules and SVM-models for the Rule Engines and the SVM Engines, resp. When a new file is determined as malware, if the file belongs to a light-weight class, the hashed value of the file is added into the database of the Hash Engine. Otherwise HRS updates the training file sets including the new file, trains rules and SVM models for the malware class, and selects the rules or the SVM models to inspect the malware class according to the accuracy of the Rule Engine. To avoid frequent updates of the rules and the SVM models, HRS performs a round of training if the number of the new malware files reaches to a given threshold, otherwise the hashed values of the files are temporally put into the database of the Hash Engine.
In classification, HRS combines the advantages of the three approaches. First, by using rules and SVM models to detect malwares in the heavy-weight group, the required storage space could be significantly reduced. For example, given 2,000 classes of malwares, in which each class has 10,000 files on average, the hash-based approach requires about 305M-B to store the MD5 (16-byte) values, while the rule-based approach and the SVM-based approach require only 859KB in all, supposing there are 1,000 rules (80-byte), specified for 1,000 classes, and 1,000 SVM models (800-byte) speci- fied for the other 1,000 classes. Second, HRS remains the heuristic ability to detect unknown malwares relying on the rules and the SVM models, while covering the small and unpopular classes through the hash-based approach. Third, HRS could restrict the false-positive rate at a low level by using the rules. And finally, HRS has good maintainability since the training and classification procedures are highly automatic for the mid-weight and heavy-weight groups. The classification workflow of HRS is illustrated in Figure 3 . The file is successively inspected by a Hash Engine, a set of Rule Engines, and a set of SVM Engines. A Rule Engine or an SVM Engine takes the responsibility for detecting one class of malwares. HRS returns black (malicious) if any engine reports that the file is black, otherwise it returns white (benign).
RULE-BASED APPROACH
The rule-based approach consists of two phases: the training phase and the inspecting phase. For each class of the malwares, a rule is automatically generated in the training phase. The approach then uses the rules to identify an unknown file in the inspecting phase.
Comparing with traditional signature-based approaches, the approach has the ability to find out new variants or species of malwares like heuristic approaches, because the rule consists of short elements, and perform logic computations, rather than long of the set. Comparing with heuristic approaches, the false-positive rate can be controlled more easily by deleting part of the rules, rather than changing the heuristic models with the risk of bringing new false-positives.
The rest part of the section formulates a coverage problem in the training phase, to which a rule is a solution with the ability to identify malwares, shows the hardness of the problem, presents algorithms for the training phase and the inspecting phase, resp., and analyzes the time and space complexities of the algorithms.
Notations and Problem Formulation
Let v(g) be a boolean variable representing whether ngram g appears in a specified file. g covers file f only if g appears in f , and v(g) = true, otherwise f is not covered by g, and v(g) = f alse. For a set of file F , define the coverage of n-gram g on F as Cov(g, F ) = |F1|/|F | where F1 = {f |f ∈ F, and f is covered by g}. For convenience, the rest part of the paper uses g to represent the boolean variable of n-gram g.
A rule R is a boolean expression composed of n-gram variables and boolean operators ∪ and ∩. The number of n-gram variables in R is denoted as size(R), and the set of n-grams in R is called the supporting set of the rule, denoted as supp(R). R covers file f only if the values of the n-gram variables on file f make R true. For a set of file F , define the coverage of rule R on F as Cov(R, F ) = |F1|/|F | where F1 = {f |f ∈ F, and f is covered by R}.
For example, a rule can be expressed as R = (g1 ∪ g2) ∩ ((g3∪g4)∩g1∩g2)). In this case, size(R) = 6, and supp(R) = {g1, g2, g3, g4}. Definition 1. (The Rule Cover Problem) Given a set of n-grams G, a set of black files B, a set of white files W , a detecting rate r d , a false-positive rate r f , and a size limit k, is there a rule R with supp(R) ⊆ G and size(R) ≤ k meeting the following requirements:
Intuitively, the solution is a good rule with a high detecting rate and a low false-positive rate, i.e., a high coverage on black files and a low coverage on white files. And the size of the rule should be small in order to save storage space and computational cost. It seems not easy to find out such a rule, however, as shown in the next subsection.
Problem Hardness
Theorem 1. The Rule Cover Problem is NP-Complete.
Proof. First, a rule for this decision problem can be validated by computing Cov(R, B) and Cov(R, W ), and comparing them with r d and r f , resp. All these computation steps require polynomial time in the input size, so the Rule Cover Problem is in NP.
Second, a polynomial-time reduction from the Set Cover Problem to the Rule Cover Problem can be constructed. Let us consider a special case of the Rule Cover Problem, in which r f = 1 and r d = 1, meaning that the white files and the black files are fully covered. For any instance of the Set Cover Problem, we denote the universe, the set, and the size limit as U , S, and t, resp., and construct an instance of the Rule Cover Problem by setting G = S, B = U , W = U , and k = t. On one hand, if there is a set S ⊆ S that can cover U , let a rule R = ∪g, ∀g ∈ S , and we have Cov(R, B) = 1 ≥ r d , Cov(R, W ) = 1 ≤ r f . Hence R is a solution to the Rule Cover Problem. On the other hand, for any solution R to the Rule Cover Problem, the set S = supp(R) can fully cover U because r d = 1, and |S | ≤ size(R) = t. So S is a solution to the Set Cover Problem.
Because the Set Cover Problem is NP-Complete [7] , the Rule Cover Problem is NP-Complete.
The Rule Generation Algorithm
The Rule Generation Algorithm includes a heuristic strategy to solve the Rule Cover Problem. In addition, because the n-gram set may be difficult to obtain manually in some cases, e.g., dealing with a large malware class containing thousands of files, the algorithm also includes a strategy to compute the n-gram set.
Algorithm 1 N-gram Selection
INPUT: white files W , black files B of a malware class, white limit lw, black limit l b , and the size k of the returned n-gram set. OUTPUT: a set of n-grams.
1: scan B to obtain all the n-grams G, and ∀g ∈ G, calculate Cov(g, B);
4: sort the n-grams in G by r W B , and return the top-k n-grams;
Given a set of white files, and a set of black files, the algorithm automatically computes a rule that can distinguish the two sets of files. The algorithm consists of 3 major steps: N-gram Selection, Factor Selection, and Rule Generation. The first step aims to find out a set of n-grams that can roughly distinguish the black files and the white files. A white limit and a black limit are used to filter out the n-grams with weak classification ability. The rest n-grams are sorted in non-descending order by the white-black rate rW B = |W1|/|B1|, in which W1 refers to the set of white files that cover the n-gram, and B1 is the set of black files covering the n-gram. Only the top-k n-grams are selected, because the n-gram set cannot be too large to be used in the following steps. The details are shown in Algorithm 1.
Taking the n-gram set G as an input, it seems hard to obtain a rule since the Rule Cover Problem is NP-Complete. Furthermore, a scan performed on the white file set which may contain millions of files in practice may consume much time, which increases the difficulty to solve the problem.
Thus we do not focus on exact algorithms searching the entire resolution space. Instead, we present a heuristic strategy by a two-phase-construction manner, which performs only two scans on the white file set. Specifically, two ngrams in G are combined into a factor f , which covers a file only if both the two n-grams covers the file. In this way, both Cov(f, B) and Cov(f, W ) for black file set B and white file set W can be restricted at a low level. After that, part of the factors are selected in a greedy way, and combined by ∪ operator to construct the rule, which means that if any factor covers a file, the rule covers the file. A white limit is used in each iteration to restrict the increasing speed of Cov(f, W ) while the Cov(f, W ) increases in the greedy way.
As the first phase for computing a rule, Factor Selection requires an n-gram set G, and outputs a factor set F . The procedure of Factor Selection is similar to that of N-gram Selection, however, a factor in the produced F probably has a much lower coverage on the white files than the ngrams in G. To see the restriction on the false-positive rate, let us consider an example of two n-grams ga and g b with Cov(ga, W ) = Cov(g b , W ) = 50% and Cov(ga, B) = Cov(g b , B) = 0.5%. If there is no strong relation between the distributions of the two n-grams, Cov(f, W ) would be around 25%, while Cov(f, B) would sharply reduce to around 0.0025%. A white limit is used to filter out the factors in which the two n-grams have a strong relation. The details are shown in Algorithm 2.
Rule Generation is the second phase to solve the problem, with an input of factor set F , and an output of a rule by combining part of the factors with operator ∪, as illustrated in Algorithm 3. In a straight-forward way, all the factors are put into the rule to obtain the highest coverage on the black files. However, it is unnecessary when a small subset of F Algorithm 2 Factor Selection INPUT: white files W , black files B of a malware class, n-gram set G, white limit lw, black limit l b , and the size k of the returned factor set. OUTPUT: a set of factors.
1: generate all the factors F derived from G; 2: scan W and B to calculate Cov(f, W ) and Cov(f, B), ∀f ∈ F ; 3: remove f from F , if Cov(f, B) < l b or Cov(f, W ) > lw, ∀f ∈ F ; 4: sort the factors in F by r W B , and return the top-k factors;
Algorithm 3 Rule Generation
INPUT: white files W , black files B of a malware class, factor set F , black limit l b , and the maximum size k of the returned rule. OUTPUT: a rule. has a high coverage, and unpractical when the factor set is large, and results in much computation or storage cost in the detecting phase. So a greedy method is used to pickup less factors when meeting the coverage requirements. The algorithm also checks the false-positive rate induced by a factor, and removes the factor from the rule if the rate is higher than the white limit.
The Algorithm in Classification
The algorithm for inspecting a file is simple: First, it reads the rules, organizes the rules and the n-grams as trees and hash-maps in memory, resp., and scans the file to update the hash-maps according to the appearance of the n-grams. After the scanning, the algorithm computes the boolean value of a rule on the file by traversing the tree of the rule. If any rule covers the file, the algorithm determines that the file is black. If more than one rules that cover the file, the algorithm returns the malware type with the largest number of black files among the malware classes corresponding to the rules.
Performance Analysis
In practice, people may expect an algorithm for malware detection that takes only the black files and the white files as input, and automatically computes a rule that meets all the requirements. A brutal-force algorithm can obtain a rule by the following steps: (1) enumerate all the subsets of the n-grams appearing in all the files, (2) enumerate all the boolean operators and calculation priorities for each subset to obtain a specific rule, (3) compute the coverage of the rule on both white and black files, and (4) select a rule that meets the coverage requirements. Nevertheless, the algorithm induces too large computation cost to be practical.
Comparing with the brutal-force algorithm, the proposed heuristic algorithm makes it much more easy to obtain a rule: all the three steps of the algorithm run in polynomialtime in the input size, and there are only two scans on the white files, and three scans on the black files.
Furthermore, the algorithm can balance the trade-offs between the detecting/false-positive rates and the computation costs. Specifically, the Factor Selection Algorithm can be performed iteratively to construct new factors with more than two n-grams in each factor, so as to obtain a rule supported by a larger set of factors. It means that the solution space is increased with more types of factors, probably resulting in a rule with a higher detecting rate and a lower false-positive rate, at the expense of more times of scans on the training file sets. For the same reason, the rule-based approach is more flexible, and has a stronger ability to identify malwares than single-ngram-based approaches or multingram-based approaches, where the n-grams are united only by ∩ operators.
In inspecting phase, the algorithm performs a lookup operation on the hash-maps for each n-gram in a file. Since each hash-map corresponding to a rule has a size of O(k), supposing there are m rules in total, the lookup operation requires O(log(mk)) time for processing each byte of the file. After the scan, the algorithm requires O(k) time to gather the boolean results from a tree corresponding to a rule, so it will cost O(mk) time to obtain the final result. To save the rules on local disk, O(mk) storage space is required.
SVM-BASED APPROACH
The SVM-based approach trains SVM models using white files and black files, then classifies unknown files by the trained models. In the training and classification procedures, a file is transformed to a boolean vector so that the vector can be used by an SVM trainer or an SVM classifier. This section describes the main procedure of the approach, and presents an optimization strategy to reduce the computation and storage costs.
The Main Procedure
The SVM-based approach consists of three phases: Ngram Selection, Training, and Classification. The N-gram Selection phase outputs a set of n-grams by scanning the white and black files, denoted as G, which is used to generate a boolean vector for each file. The Training phase takes the vectors of the white and black files as input, and outputs an SVM model. The Classification phase outputs whether a file is black according to the scalar product of the model and the boolean vector of the file.
Given a white file set W , a black file set B, and U = W ∪B, for each n-gram g in the whole n-gram space, the N-gram Selection phase computes the Information Gain of g by:
where
= {f |f ∈ U, and v(g, f ) = v}, and P (C) = |C|/|U |. The n-grams are sorted by their information gains in nonascending order, and only the top-k n-grams are selected.
Here the n-grams are sorted by the information gain rather than the white-black rate in the rule-based approach, because in this way, more n-grams in the selected set cover the train files and the file to be inspected, which helps improve the accuracy in both the Training phase and the Classification phase.
For each file f ∈ U , the Training phase scans f to obtain a boolean vector
All the vectors and the types of the files are combined in a boolean matrix as the input of the trainer, in which a row is [v(f ), v(g0, f ), . . . , v(gn, f )], ∀gi ∈ G where v(f ) = 0 if f ∈ W , otherwise v(f ) = 1. The trainer uses the Stochastic Gradient Descent Algorithm (SGD) [5] to obtain a feasible solution.
In the Classification phase, the boolean vector V (f ) of the unknown file f is computed as the input of the classifier, which calculates a vector s(V (f )) = [sw, s b ] according to s(x) = W x + b, where W and b are contained in the model, and sw and s b are the scores for f to be black and white, resp. The classifier returns that f is white if sw > s b , otherwise it returns that f is black.
Performance Optimization
When using the SVM-based approach to inspect a file, the scanning speed and the consumed storage space are highly related to the scanned file size, and the size of the n-gram set G, since the vector size of a file is the same as |G|. The performance thus can be optimized by reducing the scanned file size or the size of the n-gram set. On one hand, although a smaller size of the n-gram set results in a better performance, the accuracy of the approach are probably lowered because some n-grams that have the ability to distinguish part of the black files are excluded from the set. The tradeoff can be handled by conducting experiments to obtain a smallest n-gram size while the accuracy remains higher than a given threshold. On the other hand, the scanning speed could be improved by scanning specified critical locations of the file rather than everywhere of the file. Here we give an optimization strategy to obtain such critical locations.
In the optimization strategy, a file is divided into adjacent fragments. Specifically, the algorithm parses the file and obtains its PE structure, which consists of several Sections, such as .text, .code, and .data, etc. Then each Section is divided into adjacent fragments with a fixed length l, i.e., 1024 bytes. The last fragment is allowed to be shorter than the fixed length. A fragment location f l refers to the location of a fragment, determined by the Section name and the start position in the Section of a fragment. For instance, f l = (.text, 5) means that the fragment locates at the .text Section with an offset of 5l bytes.
A weight of a fragment location f l, denoted as w(f l), is defined as the number of files in which at least one ngram appear in f l. Specifically, given the n-gram set G, the algorithm scans each file f in all the training files, and if any n-gram g ∈ G first appears in a fragment location f l of f , the algorithm increases w(f l) by 1. Note that w(f l) is only increased once if the n-gram appears more than once in f l of the same file, and w(f l) has no relation to a file f if f does not contain the fragment located at f l.
Part of the fragment locations are selected as the critical locations according to their weights, which reflects the dense of n-grams that appears at the locations. The pseudo-code is shown in Algorithm 4.
To inspect a file with the optimization, the SVM-based approach needs to merge all the fragment locations for detecting different class of malwares. The approach then parses the file and obtains its boolean vector by scanning only the merged fragment locations. After that, the classifier takes 1: w = {}; 2: for f ∈ W ∪ B do 3: scan f to obtain G = {g ∈ G, and g covers f }; 4: for g ∈ G do 5:
compute f l of g in f according to l;
6:
if f l ∈ w then 7:
w(f l)+ = 1; 8:
add f l into w, and let w(f l) = 1; 10: sort the fragment locations by their weights in non-ascending order, and return the top-k fragment locations; the boolean vector as input, and outputs the classification result.
EXPERIMENTS
Extensive experiments are conducted to evaluate the performance of the proposed HRS framework and the algorithms. This section presents the experiment setup, parameter tuning of the proposed approaches, and performance evaluation.
Experiment Setup
In the experiments, all the files are selected from our antivirus platform. We focus on 6 malware classes: Backdoor.Spynet, Trojan-PSW.Facebook, Trojan-PSW.Stealer, Adware.Hao123, Worm.Kolab, and Trojan-Downloader.Waski, with the size of 48, 118, 290, 5473, 14305, 114830 files, resp. Most of the black files are selected in training rules and SVM models, while the rest files are treated as unknown files for evaluating heuristic ability. The 100,000 white files are randomly selected from a white file set mainly composed of system files and other files with authentic signatures.
The experiment metrics include True-Positive (TP) rate, False-Positive (FP) rate, scanning speed, consumed storage space, and heuristic ability. The TP rate is the detection ratio, while the FP rate is the portion of the false-positive results over all the scanned white files. The heuristic ability is evaluated by the number of detected unknown files. The experiments run on computers with Linux system, Intel Xeon 12-core CPU at 2GHz, 64GB memory, and 1.5TB hard disk drive.
Parameter Tuning
In the rule-based approach, the parameters to be tuned are the white/black limit (lw/l b ) of the n-grams and the factors, and the size of the n-gram set and the factor set.
The Trojan-PSW.Stealer class and Adware.Hao123 class are selected in the experiments. The experiments evaluate the impact of the parameters on the TP/FP rates by varying the white/black limit of the n-grams and the size of the ngram set, and varying the white/black limit of the factors and the size of the factor set.
The detailed results are shown in Figure 4 . For the Adware.Hao123 class with 5473 files, the TP rate is 100% and the FP rate is 0 in all the cases, which implies that the rule-based approach performs excellently on this class. For the Trojan-PSW.Stealer class with 290 samples, the max T-P rate is 51.67%, while the FP rate is 0.02%. The results show that the rule-based approach is not very suitable for the Trojan-PSW.Stealer class, since the TP rate cannot exceed 60% in all the cases. Figure 5 depicts the TP/FP rates of an SVM model over variant size of the training file set and variant portion of the black files over the white files. The TP rate decreases as the portion decreases from 15:1 to 1:15, and a smaller size of the training set results in a sharper decreasing speed. The FP rate also decreases as the portion decreases. The FP rate with 80,000 training files is lower than that with 20,000 or 40,000 files. The results imply that the portion has significant impact on the TP/FP rates, and using more files in training yields a better result in classification.
In selecting n-grams, training SVM models, and classifying unknown files, there are two options to extract n-grams from a file: (1) using the full text or (2) using the critical locations. As shown in Figure 6 -(a), the scanning speed has a dramatic increase from 15 file/s to 183 file/s when the critical fragments with a total size of 10KB are used instead of the full text in classification. As the size of the critical fragments decreases from 10KB to 1KB, the scanning speed increases from 183 file/s to 553 file/s, the TP rate varies over 85%, while the FP rate increases to 23.3%, which implies that the the scanning speed is increased at the expense of decreasing the accuracy of the SVM-based approach. If the critical fragments are also used in training ( Figure 6-(b) ), the FP rate reduces from 23.3% to 3.02%, while the TP rate remains over 94%. The FP rate can be further reduced by selecting n-grams at critical locations, which means that a larger set of n-grams is computed on full text to obtain the critical locations in advance. The results in Table 1 show that the FP rate decreases from 3.02% to 1.46% with the critical locations of 1KB size.
Performance Comparison
The performances of the hash-based approach, the rulebased approach, the SVM-based approach, and HRS are evaluated by the TP rate, the FP rate, the scanning speed, the consumed storage space, and the heuristic ability. Each approach needs to scan the black files and 100,000 white files. In HRS framework, the hash-based approach takes responsibility for Backdoor.Spynet and Trojan-PSW.Facebook, the rule-based approach inspects Trojan-PSW.Stealer and Adware.Hao123, while Worm.Kolab and Trojan-Downloader. Waski are detected by the SVM-based approach.
The overall comparison results of the approaches are shown in Table 2 . The hash-based approach has the highest detection rate with an FP rate of zero on the training files, while it fails to detect unknown files, and the required storage reaches as much as 1.8MB, which makes it unpractical. Both the TP rate and the FP rate of the rule-based approach are lower than the SVM-based approach, while the former runs faster than the latter, with a set of rules of only 0.4KB size. The TP rate of HRS is higher than the rule-based approach, while the FP rate is lower than the SVM-based approach. The results imply that HRS achieves a good balance between the TP rate and the FP rate, and the heuristic ability is remained with a relatively high scanning speed. 
CONCLUSION AND FUTURE WORK
In this paper, we investigate the distribution of the malware classes and find out that the classes obey the powerlaw distribution. Enlightened by the finding, we propose a hybrid framework called HRS consisting of a hash-based approach, a rule-based approach, and an SVM-based approach, which combines the advantage of the three approaches. We present a rule-based approach which is more flexible than traditional signature-based approaches, and we also present an optimization strategy to increase the scanning speed by using critical locations. Extensive experiments are conducted to evaluate the performance of the proposed approaches. The experimental results show that HRS significantly reduces the storage space comparing with the hash-based approach, significantly reduces the FP rate than the SVM models, and has a higher heuristic ability than the rule-based method.
In the future, we plan to extend the HRS approach with more classes of malwares, and more sophisticated strategy is one of the possible research directions.
