We consider a class of intercritical nonlinear Schrödinger equations with potential
Introduction
Consider the Cauchy problem for a class of intercritical nonlinear Schrödinger equations with potential
where u : R × R 3 → C, u 0 : R 3 → C, 4 3 < α < 4 and V is a real-valued potential. The plus (resp. minus) sign in front of the nonlinearity corresponds to the defocusing (resp. focusing) case. In this paper, the potential V : R 3 → R is assumed to satisfy the following assumptions: We will see in Appendix that
(1.5) and V K = 4π|c|a 2−σ Γ(2 − σ), (1.6) where Γ is the Gamma function.
By the assumptions (1.2) and (1.3), it is known (see [13] ) that the operator H := −∆ + V has no eigenvalues, and the Schrödinger operator e −itH enjoys dispersive and Strichartz estimates. Moreover, the Sobolev norms Λf L 2 and ∇f L 2 are equivalent, where Λf 2 L 2 :=ˆ|∇f | 2 dx +ˆV |f | 2 dx.
(1.7)
Thanks to Strichartz estimates, it was shown in [12, 13] that the Cauchy problem (1.1) is locally well-posed in H 1 , and local solutions enjoy the conservation of mass and energy M (u(t)) :=ˆ|u(t, x)| 2 dx = M (u 0 ), (Mass)
The main purpose of this paper is to study the energy scattering with non-radial data for (1.1).
Definition 1.2 (Energy scattering). A global solution u ∈ C(R, H 1 ) to (1.1) is said to be scattering in H 1 forward in time (resp. backward in time) if there exists u + ∈ H 1 (resp. u − ∈ H 1 ) such that lim t→+∞ u(t) − e −itH u + H 1 = 0 resp. lim We also define the critical exponent
(1.12)
The energy scattering for (1.8) in the defocusing case was first established by Ginibre-Velo [9] . The proof was later simplified by Tao-Visan-Zhang [20] . The proof of this result is based on an a priori global bound u L 4 (R×R 3 ) < C(M, E) < ∞ which is a consequence of interaction Morawetz estimates.
In the focusing case, it is well-known that (1.8) admits a global non-scattering solution of the form u(t, x) = e itx Q(x), where Q is the unique positive radial solution to −∆Q + Q − |Q| α Q = 0.
(1.13)
The energy scattering for the focusing problem (1.8) was first proved by Holmer-Roudenko [14] with α = 2 and radially symmetric initial data. The radial assumption was later removed by Duyckaerts-Holmer-Roudenko [8] . This result was later extended to any dimensions N ≥ 1 and the whole range of the intercritical case by Cazenave-Fang-Xie [3] , Akahori-Nawa [1] and Guevara [11] . 3, 8, 11, 14] ).
Then the corresponding solution to the focusing problem (1.8) exists globally in time and scatters in H 1 in both directions.
The proof of this result is based on the concentration-compactness-rigidity argument of Kenig-Merle [16] . This method is robust and has been applied to show the energy scattering for various nonlinear Schrödinger-type equations.
Concerning the energy scattering for (1.1), Hong [13] made use of the concentration-compactnessrigidity argument of Colliander-Keel-Staffilani-Takaoka-Tao [4] and Kenig-Merle [16] to show the energy scattering for the cubic nonlinearity, i.e. α = 2. More precisely, he proved the following result. Theorem 1.5 ( [13] ). Let α = 2.
• (The focusing case) Let V : 15) where Λu 0 L 2 is defined as in (1.7) and E 0 (Q) is as in (1.9 
Then the corresponding solution to the focusing problem (1.1) exists globally in time and scatters in H 1 in both directions.
In the defocusing case, the energy scattering for non-radial data was proved by the author in [6] . [13] , our result extends the one in [13] to the whole range of the intercritical case. Moreover, in the focusing case, instead of assuming x · ∇V ∈ L 3 2 as in [13] , we assume either V is radially symmetric or ∇ 2 V is non-positive definite. In the defocusing case, we do not assume any smallness condition on (x · ∇V ) + K . Remark 1.10. Comparing to [12] , our result improves the one in [12] by removing the radial assumption of initial data. We also assume either V is radially symmetric or ∇ 2 V is non-positive definite instead of x · ∇V ∈ L 3 2 as in [12] . Remark 1.11. Comparing to [6] , our result extends the one in [6] to the case V is non radially symmetric and ∇ 2 V is non-positive definite. Remark 1.12. It was pointed out in [12] using [19] 
for some T > 0, where q := 5α 2 , then the solution scatters in H 1 forward in time. Thanks to dispersive estimates, the condition (1.19) is later reduced to show that there exist ε = ε(A) > 0 and T 0 = T 0 (ε, A) > 0 such that for any a ∈ R, there exists t 0 ∈ (a, a
To show (1.20), we rely on the interaction Morawetz estimate introduced by Dodson-Murphy [7] . More precisely, we consider the interaction Morawetz action
where ψ is a suitable localization. Taking into account some coercivity property of solutions below the ground state and using the Galelian invariance, we show that there exists T 0 = T 0 (ε), J = J(ε), R 0 = R 0 (u 0 , Q) such that for any a ∈ R,
where χ R (x) = χ(x/R) with a cutoff function χ and u ξ (t, x) = e ix·ξ u(t, x) with some ξ = ξ(t, z, R) ∈ R N . In the case V is radially symmetric, we also makes use of an estimate related to the Morawetz action
With the help of this estimate, an argument similar to [21] implies (1.20) . This paper is organized as follows. In Section 2, we recall some preliminaries including dispersive estimates, Strichartz estimates and the equivalence of Sobolev norms. In Section 3, we recall the local well-posedness and show a suitable scattering criterion for (1.1). Section 4 is devoted to the proof of the interaction Morawetz estimate. Finally, the proof of Theorem 1.8 is given in Section 5.
Preliminaries
In this section, we recall some useful estimates related to the Schrödinger operator with Kato potentials. [13] ). Let V : R 3 → R satisfy (1.2) and (1.3). Let I ⊂ R be an interval. Then there exists a constant C > 0 independent of I such that the following estimates hold:
• (Homogeneous estimates)
for any f ∈ L 2 and any Schrödinger admissible pair (q, r).
for any F ∈ L m ′ (I, L n ′ ) and any Schrödinger admissible pairs (q, r), (m, n), where (m, m ′ ) and (n, n ′ ) are Hölder conjugate pairs.
2.3.
The equivalence of Sobolev norms. Let γ ≥ 0. We define the homogeneous and inhomogeneous Sobolev spaces associated to H as the closure of
When r = 2, we abbreviateḢ γ V :=Ẇ γ,2 V and H γ V := W γ,2 V . We have the following Sobolev estimates and the equivalence of Sobolev spaces due to Hong [13] .
Lemma 2.4 (Sobolev estimates [13] ). Let V : R 3 → R satisfy (1.2) and (1.3). Then it holds that
Lemma 2.5 (Equivalence of Sobolev spaces [13] ). Let V :
Local theory
3.1. Local well-posedness. We recall the following local well-posedness and small data scattering for (1.1) due to Hamano-Ikeda [12] . 
then u scatters in H 1 forward in time.
We refer the reader to [12, Lemma 4.2 and Lemma 4.3] for the proof of the above results.
3.2. Scattering criteria.
where q is as in (3.1), then u scatters in H 1 forward in time.
Proof. By Lemma 3.2, it suffices to show that there exists T > 0 such that
By Sobolev embedding and Strichartz estimates, we have
Note that (q, r) is a Schrödinger admissible pair. By the monotone convergence theorem, there exists T 1 > 0 sufficiently large such that for any T > T 1 ,
Taking a = T 1 and T = t 0 with a and t 0 as in (3.2), we write
By Sobolev embedding, Strichartz estimates, (3.2) and (3.3), we see that
Here we have used |∇| γc u L 10 (J,L which follows from the local well-posedness and the fact that 10, 30 13 is a Schrödinger admissible pair. We next estimate F 1 . By Hölder's inequality, we have
where θ ∈ (0, 1) and
for some k, l and p to be chosen later. We first choose k and l so that (k, l) ∈ S which together with the fact
We will choose θ ∈ (0, 1) and k, l, p satisfying (3.8), (k, l) ∈ S and p > 2. By (3.8), we have
To make (k, l) ∈ S, we need l ∈ [2, 6] which implies θ ∈ 4 5α , 12 5α . We also have
Note that p > 2 is equivalent to θ > 4−2α α . In the case 2 ≤ α < 4, we can choose θ = 4 5α . In the case 
Interaction Morawetz estimates
4.1. Variational Analysis. We recall some properties of the ground state Q which is the unique positive radial solution to (1.13) . The ground state Q optimizes the sharp Gagliardo-Nirenberg inequality
Using the following Pohozaev's identities (see e.g. [2] )
we infer that
Moreover,
, where E 0 (Q) is as in (1.9). In particular,
and
We also have the following refined Gagliardo-Nirenberg inequality due to Dodson-Murphy [7] .
Then for any f ∈ H 1 and any ξ ∈ R 3 , .16) and (1.17) . Then the corresponding solution to the focusing problem (1.1) satisfies
for any t in the existence time. In particular, the solution exists globally in time. Moreover, there exists ρ = ρ(u 0 , Q) > 0 such that
for all t ∈ R.
Proof. Multiplying both sides of E(u(t)) with [M (u(t))] σc and using the Gagliardo-Nirenberg inequality with the fact V ≥ 0, we have
where
Using (4.2), we see that
We have from (1.16), (4.7), the conservation of mass and energy that
for all t in the existence time. By (1.17), the continuity argument implies that
for all t in the existence time. This shows that ∇u(t) L 2 is uniformly bounded, and by the blow-up alternative, the solution exists globally in time.
To see (4.5), we use (1.16) to take ϑ = ϑ(u 0 , Q) > 0 such that
Using the fact
we infer from (4.7) and (4.8) that with 0 < λ < 1. It is easy to see that h is strictly increasing in (0, 1) with h(0) = 0 and h(1) = 1. It follows from (4.9) that there exists ρ > 0 depending on ϑ such that λ < 1 − 2ρ which shows (4.5). The proof is complete.
4.2.
Interaction Morawetz estimate. Let η ∈ (0, 1) be a small constant and χ be a smooth decreasing radial function satisfying
For R > 0 large, we define the functions
where χ R (z) := χ(z/R) and ω 3 is the volume of the unit ball in R 3 . It is easy to see that φ and φ 1 are radial functions. We next define the radial function
We collect some properties of φ and ψ as follows. 7]). It holds that
for all x ∈ R 3 .
Proof. We first have |ψ(x)| 1 since φ is bounded. On the other hand, thanks to the support of χ, we see that if |τ | ≥ 2R, then φ(τ ) = 0. It follows that
We thus prove the first estimate in (4.14) . The second equality in (4.14) follows from a direct computation. The first inequality in (4.15) comes from the fact χ is a decreasing function. The second estimate in (4.15) follows from the definition of φ. For the third estimate in (4.15), we have
The first estimate in (4.16) follows from the fact
To see the second estimate in (4.16), we consider two cases: |x| ≥ 2R and |x| ≤ 2R. In the case |x| ≥ 2R, it follows immediately from (4.17) since φ(x) = 0. In the case |x| ≤ 2R, we have
The last estimate in (4.16) is proved similarly by using the fact
The proof is complete. satisfy (1.16) and (1.17) . Let ρ be as in (4.5). There exists R 0 = R 0 (ρ, u 0 L 2 ) > 0 such that for any R ≥ R 0 and any z ∈ R 3 ,
for all t ∈ R. In particular, there exists ν = ν(ρ) > 0 such that for any R ≥ R 0 and any z, ξ ∈ R 3 ,
Proof. By the definition of χ R , we have that
On the other hand, by the integration by parts, we haveˆ|
provided R > 0 is taken sufficiently large depending on ρ, u 0 L 2 . Finally, (4.19) follows from the following fact: if
then there exist ν = ν(ρ) > 0 such that for any ξ ∈ R 3 ,
To see (4.23), we first have from the refined Gagliardo-Nirenberg inequality (4.3) and (4.22) that
(4.24)
We now set K 0 (e ix·ξ f ) the left hand side of (4.23). We have that
which proves (4.23). The proof is complete. 
Proof. The estimate (4.27) follows directly from (4.14), Hölder's inequality and (4.26). The identities (4.28)-(4.31) follow from a direct computation using the fact
for j = 1, · · · , 3, where δ jk is the Kronecker symbol. 
for any t ∈ R.
Proof. We first note that the condition x · ∇V ≤ 0 is equivalent to ∂ r V ≤ 0 since V is radially symmetric. Using the fact
the integration by parts implies
By the definition of φ 1 , we write
We will consider (4.36) and (4.37) as error terms. By integration by parts twice, we see that
To estimate (4.30), we denote P jk (x) := δ jk − x j x k |x| 2 . By integration by parts,
where we have used the fact ψ − φ ≥ 0 and
is the angular derivative. By the choice of φ, we rewrite
Since V is radially symmetric, we have from (4.16) that
Collecting (4.35)-(4.42), we get
It follows that 4
For fixed z ∈ R 3 , we have from (4.21) that
which, by (4.19) , implieŝ
which proves (4.33).
By the same argument, we get the following result in the defocusing case. 
We next define the interaction Morawetz action Moreover,
Proof. The estimate (4.45) follows directly from (4.14) and Hölder's inequality. The identities (4.46)-(4.50) follow from a direct computation using
and (4.32). 16) and (1.17) . Let u be the corresponding global solution to the focusing problem (1.1) and define M ⊗2 R (t) as in (4.44). Then for ε > 0 sufficiently small, there exist T 0 = T 0 (ε), J = J(ε), R 0 = R 0 (ε, u 0 , Q) sufficiently large and η = η(ε) > 0 sufficiently small such that for any a ∈ R,
where χ R (x) = χ(x/R) with χ as in (4.10), and u ξ is as in (4.20) with some ξ = ξ(t, z, R) ∈ R 3 .
Proof. By integration by parts and using (4.34), we have
where φ 1 is as in (4.12). We will consider (4.52) and (4.53) as error terms. Moreover, we use the fact
By integration by parts twice and (4.34), we see that
where ∂ x k is ∂ k with respect to the x-variable. We next consider (4.48) and (4.49). To this end, we denote
By integration by parts, we have where ∂ y j is ∂ j with respect to the y-variable. Similarly,
We see that
is the angular derivative centered at y, and similarly for / ∇ x u(t, y). By Cauchy-Schwarz inequality and the fact that ψ − φ is non-negative, we deduce (4.58) + (4.60) ≥ 0.
(4.61)
We next have (4.57) + (4.59) = 4¨φ(x − y) |u(t, y)| 2 |∇u(t, x)| 2 − Im(u(t, y)∇u(t, y)) · Im(u(t, x)∇u(t, x)) dxdy.
we get (4.57) + (4.59) = 4
× |u(t, y)| 2 |∇u(t, x)| 2 − Im(u(t, y)∇u(t, y)) · Im(u(t, x)∇u(t, x)) dxdydz.
For fixed z ∈ R 3 , we consider the quantity defined bÿ
x)| 2 − Im(u(t, y)∇u(t, y)) · Im(u(t, x)∇u(t, x)) dxdy.
We claim that this quantity is invariant under the scaling
for any ξ = ξ(t, z, R). Indeed, one has
= |u(y)| 2 |∇u(x)| 2 − Im(u(y)∇u(y)) · Im(u(x)∇u(x)) +ξ · |u(y)| 2 Im(u(x)∇u(x)) − ξ · |u(x)| 2 Im(u(y)∇u(y)) and hence the claim follows by symmetry of χ and a change of variable. We now define ξ = ξ(t, z, R) so thatˆχ 2 R (x − z) Im(u ξ (t, x)∇u ξ (t, x))dx = 0.
In particular, we can achieve this by choosing
provided the denominator is non-zero (otherwise ξ ≡ 0 suffices).
For this choice of ξ, we have (4.57) + (4.59) = 4
We next estimate (4.50). To this end, we will separate two cases. Case 1: V is radially symmetric and x · ∇V ≤ 0. We simply write
Case 2: V is non-radially symmetric, x · ∇V ≤ 0 and ∇ 2 V is non-positive definite. We write
Collecting (4.52), (4.53), (4.55), (4.56), (4.61), (4.62), (4.63) and (4.64), we obtain
Here we take ∂ r V = 0 if V is non-radially symmetric. It follows that
Let us estimate the terms appeared from the second to the fifth lines. By (4.45), we see that
Using (4.16), we see that
Here we have used the fact that sup t∈R u(t)
To see (4.69), we have
Using (4.15), we have
Using the fact |∇φ(x)| 1 R , we see that
We next consider the term in (4.66). Note that this term does not appear in the case V is non-radially symmetric. By Hölder's inequality and the conservation of mass, we have
We then use the Morawetz estimate given in Lemma 4.6 to get
The term (4.73) is estimated as for (4.67) using (4.27 
Now, for fixed z, ξ ∈ R N , we have from (4.21) that
It follows that from the conservation of mass and (4.19) that for R ≥ R 0 with R 0 sufficiently large,
. The term O(R −2 ) can be treated as in (4.71). We thus infer from (4.79) that
This proves (4.51) by taking η = ε, J = ε −2 , R 0 = ε −1 and T 0 = e ε −2 .
Performing the same arguments as above, we get the following interaction Morawetz estimate in the defocusing case. . Then for ε > 0 sufficiently small, there exist T 0 = T 0 (ε), J = J(ε), R 0 = R 0 (ε) sufficiently large and η = η(ε) > 0 sufficiently small such that for any a ∈ R,
80)
where χ R (x) = χ(x/R) with χ as in (4.10).
Scattering below the ground state
Proof of Theorem 1.8. We only give the proof in the focusing case. The one in the defocusing case is similar. Our purpose is to check the scattering criteria given in Lemma 3.3. To this end, we fix a ∈ R and let ε > 0 sufficiently small and T 0 > 0 sufficiently large to be determined later. We will show that there exists t 0 ∈ (a, a + T 0 ) such that [t 0 − ε −σ , t 0 ] ⊂ (a, a + T 0 ) and
for some σ, µ > 0 satisfying (3.3) , where q is as in (3.1). By (4.51), there exist T 0 = T 0 (ε), J = J(ε), R 0 = R 0 (ε, u 0 , Q) and η = η(ε) such that
It follows that there exists
By the change of variable z = R1 4 (w + θ) with w ∈ Z 3 and θ ∈ [0, 1] 3 , we deduce that there exists
Let σ > 0 to be chosen later. By dividing the interval a + T0 2 , a + 3T0 4 into T 0 ε σ intervals of length ε −σ , we infer that there exists t 0 ∈ a, T0 2 , a + 3T0
This together with the Gagliardo-Nirenberg inequality
On the other hand, by Hölder's inequality, Cauchy-Schwarz inequality and Sobolev embedding, we have 
By interpolation, we have
where ϑ = 3(4 − α) 7α ∈ (0, 1).
Here we have used the fact u L 10 (I×R 3 ) I By taking 0 < σ < 4−α 7 , we see that (3. 3) is satisfied. The proof is complete. ✷
Remark on the energy scattering for NLS with repulsive inverse-power potentials
Let us now consider the NLS with repulsive inverse-power potentials in three dimensions, namely i∂ t u + ∆u − c|x| −σ u = ±|u| α u, (t, x) ∈ R × R 3 , u(0, x) = u 0 (x), (6.1)
where c > 0, 0 < σ < 2 and α > 0. In the case σ = 1, (6.1) becomes the well-known NLS with Coulomb potential. The local well-posedness, global well-posedness and finite time blow-up of H 1 -solutions for (6.1) have been studied in [5, 17] . It is known that H 1 -solutions enjoy the conservation of mass and energy M (u(t)) =ˆ|u(t, x)| 2 dx = M (u 0 ), E(u(t)) = 1 2ˆ| ∇u(t, x)| 2 dx + c 2ˆ| x| −σ |u(t, x)| 2 dx ± 1 α + 2ˆ| u(t, x)| α+2 dx = E(u 0 ).
In the defocusing, thanks to global in time Strichartz estimates proved by Mizutani [19] , the energy scattering for (6.1) was shown in [5, 17] . In the focusing case, we can apply the argument presented in the paper (especially in the radial case) to show the energy scattering for (6.1). More precisely, we have the following result. This shows that f is a strictly decreasing function, hence f (λ) < 0 for all λ > 0. Thus for x = 0, e −a|y| |y| σ |x − y| dy < 4πa 2−σ Γ(2 − σ).
We conclude that V K = 4π|c|a 2−σ Γ(2 − σ) which proves (1.6).
✷
