[1] Problems such as CO 2 sequestration, petroleum production and nuclear waste isolation involve the potential for rock-water reactions. Mineral alteration resulting from reactive fluid flow can lead to significant changes to fracture transport properties. At depth, these processes are further influenced by stresses in the host rock. To quantitatively explore these coupled processes, we built a new experimental apparatus designed to directly measure changes in fracture aperture in analog fractures subjected to the combined influence of a reactive fluid and an applied normal stress. Light transmission techniques provided direct measurements of the changing fracture aperture at high spatial resolution during two experiments in identical fractures with an initial mean fracture aperture of 95 mm. The two experiments were carried out at values of the dimensionless Damkohler number (Da = reaction rate/advection rate) that differed by a factor of 2. The high-Da experiment resulted in the formation of a large-scale dissolution channel in the middle of the fracture and regions with little dissolution and slow closure of the fracture surfaces. By contrast, the low-Da experiment exhibited relatively uniform dissolution across the width of the fracture, with locally enhanced dissolution in small aperture regions. This resulted in increased stresses in contacting asperities and eventual damage of the asperities accompanied by large (up to 50 mm), instantaneous displacements of the surfaces and corresponding reductions in fracture aperture. The results demonstrate the importance of the spatial variability of dissolution rates, which are controlled by both local reaction kinetics and hydrodynamics, in fractures deforming because of combined dissolution and mechanical stress. 
Introduction
[2] Mineral dissolution and precipitation in the subsurface can lead to significant changes in porosity and permeability. In fractured systems, individual fractures often provide dominant pathways for fluid flow, and relatively small changes in fracture aperture can significantly influence transport properties. Anthropogenic processes, such as CO 2 sequestration or nuclear waste isolation, that cause localized perturbations from chemical equilibrium may amplify these rock-water reactions. For example, subsurface CO 2 sequestration in depleted oil and gas reservoirs or deep saline aquifers can lead to mineral dissolution when CO 2 dissolves into resident fluids [e.g., Johnson et al., 2003; Gherardi et al., 2007] . Furthermore, in deep reservoirs, mineral dissolution is coupled with deformation resulting from high stresses in the host rock. Predicting the combined influence of chemical and mechanical alteration is critical to predicting the long-term effect on subsurface transport properties.
[3] Reactive alteration experiments carried out in fractured cores under various conditions have demonstrated a range of possible responses to mineral dissolution within fractures. In the absence of a confining stress, flow of fluids that are under-saturated with respect to the predominant minerals of the fracture surfaces leads to increases in fracture transmissivity as surface dissolution increases fracture apertures [Dijk et al., 2002; Detwiler et al., 2003; Gouze et al., 2003] . Under these zero-strain conditions local changes in fracture aperture are controlled completely by mineral dissolution rates, which are in turn controlled by diffusion and advection of dissolved minerals and local reaction kinetics at the rock-water interface [e.g., Bekri et al., 1997] . The relative magnitude of these processes determines the nature of dissolution-induced fracture alteration. The dimensionless Damkohler number (Da = kL/V, where k is a reaction rate coefficient, L is length of the fracture and V is the mean flow velocity) relates reaction kinetics to advective transport through the fracture. At large Da, reaction kinetics are fast relative to the timescale of advection through the fracture and fluid flowing through the fracture becomes fully saturated with the dissolving minerals at a relatively short distance into the fracture. Under these conditions, instabilities in the reaction front lead to the formation of dissolution channels [Hanna and Rajaram, 1998; Detwiler et al., 2003; Szymczak and Ladd, 2006] .
[4] Higher flow rates and/or shorter fractures (conditions typical of many laboratory experiments) lead to smaller values of Da. At small Da, local variability in the concentration of dissolved minerals (c) is reduced and the fluid exiting the fracture remains under-saturated with respect to the solubility limit (c s ). These conditions preclude the development of reaction front instabilities and dissolution becomes more uniform across the fracture width. However, locally, experimental results suggest that reaction rates are faster in smaller aperture regions, which leads to a gradual smoothing of the aperture field [Durham et al., 2001; Detwiler et al., 2003] . This somewhat counterintuitive result can be explained by considering classic expressions for heat and mass transfer in Poiseulle flow between parallel plates for the limiting case of infinitely fast kinetics where c = c s at the surfaces [e.g., Rohsenow and Choi, 1961] . For a constant value of c (c averaged between the two surfaces), smaller apertures will lead to larger gradients of c at the surfaces resulting in larger mass transfer rates. This parallel plate analogy is a significant simplification of variableaperture fractures, where variations in velocities and dissolved-mineral concentrations within the fracture plane are prevalent. However, at low Da, concentration gradients normal to the flow direction become smaller (i.e., small variations in c between neighboring small and large apertures). This is supported by the demonstrated effectiveness of a modified mass transfer relationship that incorporates finite reaction kinetics in a depth-averaged model of dissolution in variable-aperture fractures, which showed good agreement between experiments and simulations [Detwiler and Rajaram, 2007] .
[5] Applying a confining stress forces the fracture surfaces into constant contact during experiments such that dissolution of contacting asperities leads to fracture closure while dissolution in the open regions of the fracture leads to local increases in fracture aperture. These two mechanisms compete to control the overall impact on fracture transmissivity of coupled mineral dissolution and mechanical deformation [e.g., Yasuhara and Elsworth, 2006] . This often results in dissolution-induced decreases in fracture transmissivity [e.g., Lin and Daily, 1990; Moore et al., 1994] . However, because data is often limited to measurements of bulk permeability and influent/effluent fluid chemistry, quantifying the relative influence of stress-induced aperture reductions and dissolution-induced aperture increases is not possible. More recent studies have included efforts to quantify changes in fracture aperture. Durham et al. [2001] used a surface profilometer to measure the preexperiment and postexperiment fracture-surface topography and numerically reconstructed the initial and final aperture fields. Results suggested faster dissolution around contacts resulting in eventual collapse of contacting asperities. However, these results were limited to measurements of the initial and final fracture surfaces and occasional measurements of fluid chemistry during the experiment. X raycomputed tomography (CT) imaging provides a promising approach for directly measuring fracture apertures during experiments and has provided direct observation of the growth of a fracture-scale dissolution channel that coincided with permeability increases during an experiment in a limestone core [Polak et al., 2004] . This experiment also exhibited initial decreases in permeability, which were attributed to dissolution of contacts, though resolution was insufficient to resolve individual contacts in corresponding images. To date, resolution limitations have impeded identification of individual contacts between fracture surfaces, making it difficult to directly quantify the competing processes of surface dissolution and contact dissolution/ deformation using X ray CT.
[6] Quantifying the relative influence of dissolution and mechanical deformation requires the ability to directly measure fracture apertures at high spatial resolution repeatedly during experiments while independently measuring dissolution-induced displacement of fracture surfaces. This paper presents results from a pair of laboratory experiments aimed at quantifying the coupled processes of mineral dissolution and mechanical deformation in variable-aperture fractures. The experiments were carried out in identical transparent analog fractures at values of Da that differed by a factor of 2. During experiments, light transmission methods provided direct high-resolution measurements of changing fracture apertures and linear variable displacement transducers (LVDTs) continuously monitored relative surface displacements. At early time both experiments exhibited monotonic growth of the fracture aperture and negligible displacement of the surfaces, suggesting negligible pressure-enhanced dissolution. Subsequently, the influence of the confining stress resulted in periodic, instantaneous displacements interspersed with periods of steady creep of the fracture surfaces. At small Da, dissolution occurred more uniformly throughout the fracture and preferentially in small aperture regions, whereas at large Da, a distinct channel formed leaving regions of the fracture with relatively little alteration. The two experiments exhibited significantly different changes in fracture transmissivity, demonstrating the importance of the spatial distribution of aperture alterations caused by coupled mineral dissolution and mechanical deformation.
Experimental Methods
[7] Light transmission methods have been widely used to measure flow and transport processes in analog fractures [e.g., Nicholl et al., 1999; Detwiler et al., 2000; Johnson et al., 2006] . In a previous study [Detwiler et al., 2003] , we extended light transmission techniques detailed by Detwiler et al. [1999] to quantify aperture alteration in a fracture in which flow of a reactive fluid caused dissolution of one of the fracture surfaces [Detwiler et al., 2003 ]. For the current study, I enhanced the experimental apparatus to allow for closure of the fracture surfaces as asperities are altered by the combined influences of dissolution and a constant confining stress.
[8] A fracture test cell modified to apply a steady normal stress to the fracture surfaces held the transparent fracture surfaces in contact during experiments. The two 9.4-cm Â 14.5-cm fracture surfaces consisted of a textured glass (nonreactive) and a polished, flat, single crystal of KH 2 PO 4 (reactive). Applying steady stress to the fracture surfaces required several modifications to the fracture test cell used in previous studies [e.g., Detwiler et al., 1999 Detwiler et al., , 2003 . Two rigid aluminum test frames fixed to 19-mm-thick glass confining plates supported the contacting fracture surfaces, which were separated from the confining plates by transparent PVC gaskets (Figure 1) . The modifications included a free-floating clamping system that applied steady pressure to the no-flow boundaries and inlet/outlet manifolds, without restricting motion of the fracture surfaces and a series of 8 pneumatic actuators that applied a steady load (1780 N) to the test frames. Steady air pressure supplied to the void spaces between the fracture surfaces and the confining window applied a uniform confining stress of 0.21 MPa over the fracture surfaces.
[9] LVDTs rigidly attached to the upper test frame continuously monitored the relative displacement of the fracture surfaces during experiments. Inlet and outlet manifolds consisted of a $3-mm square channel that was open along the fracture entrance/exit. This channel was significantly larger than the initial mean fracture apertures (0.095 mm), and thus caused negligible pressure gradients across the width of the fracture during experiments. To ensure constant under-saturation of the influent solution, a 1-m length of tubing was wrapped with a second loop of tubing that circulated constant temperature (24.5°C) water, and insulated to minimize heat loss. Thermocouples in the influent and effluent manifolds monitored fluid temperatures during experiments. A Marriott bottle served as a constant head inflow reservoir and the outflow dripped into a reservoir on a continuously recording balance to monitor evolving flow rates during experiments. Note that although the pressures at the inlet and outlet of the experimental system remained constant during the experiments, the pressure gradient across the fracture changed as the fracture aperture evolved. This was because the initial head loss through the inflow and outflow plumbing accounted for approximately 30% of the head loss through the experimental system (measured by removing the fracture from the system). Though the friction loss factor of the plumbing remained constant, the transmissivity of the fracture changed during the experiments. The result was that the pressure difference between the inflow and outflow end of the fracture evolved as the flow rate changed during each experiment.
[10] A unique feature of this experimental system is the ability to continuously monitor the evolving fracture aperture field during experiments. The fracture is mounted to a steady, uniform light source (see Detwiler et al. [1999] for details) and transmitted light is measured with a 12-bit, electronically cooled CCD camera. Flowing a dyed fluid (0.125 g/l FD&C Blue #1) through the fracture and measuring transmitted light with the CCD camera allows high-resolution quantification of fracture apertures. These methods are well established [e.g., Detwiler et al., 1999] and provide accurate measurements of fracture apertures at high spatial resolution (82 Â 82 mm for the experiments presented here). Additional challenges arise when the aperture field is changing because of chemical alteration or mechanical deformation because of the inability to sequentially fill the fracture with dyed and dye-free fluids without disrupting the experiment. However, using the light transmission field at time zero as a reference field results in accurate measurements of changes in fracture aperture [Detwiler et al., 2003] . Appendix A details the approach for measuring both the initial aperture field and subsequent dissolution/deformation induced changes in fracture apertures and estimates of the associated measurement errors.
Experimental Results
[11] This section presents results from two experiments in which the hydraulic head difference between the inflow and outflow reservoirs (Dh) differed by a factor of 2. Table 1 provides a summary of relevant parameters for the two experiments, which are identified at small hydraulic gradient (KDP-1) and large hydraulic gradient (KDP-2).
Initial Fracture Aperture Fields
[12] The approach described in Appendix A provided detailed measurements of the initial fracture aperture fields for both experiments. Figure 2 shows the initial fracture aperture field measured for KDP-1. The grayscale image of measured apertures shows relatively uniform aperture variability over the entire flow field, indicating that large-scale preexisting channels were unlikely to influence initial dissolution rates. Also evident in Figure 2 is the loss of measurement accuracy caused by the clear PVC gaskets and confining-pressure injection ports on local aperture measurements. This resulted from the inability to acquire an initial image of the fracture filled with a dye-free fluid without inducing some alteration of fracture apertures. Thus, subsequent analyses of the fracture aperture field focus on the 6.6-cm Â 11.9-cm region located within the inner perimeter of the PVC gasket. The initial mean and , was l = 500 mm. These values fall within the range of aperture fields measured in natural fractures [e.g., Brown, 1995] . Figure 3 shows histograms of the initial aperture fields for the two experiments and demonstrates approximately normal distribution of the initial aperture fields. Also, the histograms are nearly identical for the two experiments; the slight reduction in the magnitude of the median values is likely due to small measurement errors of the initial aperture fields (see Appendix A for discussion). The close agreement highlights a fundamental feature of these experiments -the initial aperture fields are nearly identical, allowing us to discard variations in initial flow field geometry as a source of disparate behavior between different experiments.
Displacement of Fracture Surfaces and Change in Mean Fracture Aperture
[13] Flow of under-saturated fluid (Table 1) through the fractures leads to dissolution of the fracture surfaces (Ds) and displacement of the fracture surfaces (Dd, positive for closure of fracture surfaces) because of dissolution and deformation of contacting asperities. The combined influence of these competing mechanisms results in alteration of fracture apertures (Db = Ds À Dd) throughout the fracture. During experiments, the light transmission method provides direct measurements of Db over the entire flow field. In addition, the LVDTs provide measurements of Dd at four locations (see Figure 1) external to the fracture. Fitting a plane to measured displacements at the four test cell corners for each data acquisition time provides a means of estimating Dd at any location within the fracture over the duration of each experiment. This approach assumes that the test cell frame is perfectly rigid such that a plane accurately represents the spatial orientation of the frame throughout the experiment. Figure 4 plots measured and calculated (based upon the fitted displacement planes) displacements at each corner of the test cell over the duration of KDP-2 and the mean displacement of the fracture surfaces, hDdi, which is simply the value of the displacement plane at the center of the fracture. Note, hDdi is different than the mean of the measured displacements because the fracture is not perfectly centered between the LVDTs. The fitted values of Dd are indistinguishable from the measured values, which demonstrates that the test cell frame is sufficiently rigid under the applied load to avoid measurable distortion. The fitted planes provide reasonable estimates of Dd over the entire fracture throughout the experiment.
[14] The results in Figure 4 show several interesting features of the experiments. No displacement of the fracture surfaces occurred until approximately 2 h into the experiment, when LVDTs 0 and 2 (inflow end of fracture) registered small displacements. At about 4 h, a jump in Dd occurred at the inflow end of the fracture, accompanied by small positive (LVDT-1) and negative (LVDT-3) displacements at the outflow end. These instantaneous jumps in Dd suggest damage to contacting asperities. Each instantaneous displacement was followed by a period of steady displacement of the surfaces, suggesting enhanced dissolution at contacts resulting from the damage events. The absence of significant displacement prior to the first instan- taneous displacement suggests that in these low-temperature experiments, pressure-enhanced dissolution did not contribute significantly to fracture surface displacements.
[15] Measured changes in fracture aperture provide estimates of hDbi for each image acquired during the experiment. Figures 5a and 5b show hDbi and hDdi plotted against time for KDP-1 and KDP-2 respectively. The results from both experiments show an initial period during which hDdi = 0 followed by periods of gradual displacement interspersed with instantaneous jumps in Dd. For the lower flow rate (KDP-1) experiment, gradual creep with only small instantaneous jumps dominated the displacement process, whereas for the higher-flow experiment (KDP-2), the relative magnitude of gradual creep stages and instantaneous jumps were equivalent, with early time displacements dominated by large discrete jumps. The data presented in Figures 5a and 5b provide a means for estimating hDsi, the average thickness removed from the dissolving surface, which is proportional to the total mass transfer from the fracture surface; the slope of a hDsi versus time curve provides an estimate of mass transfer rate with time. Figure 6 shows hDsi plotted against time for both experiments. At early time (0 -2 h), the mass transfer rates directly reflect the difference in initial flow rates for the two experiments. This is because at early time, hDdi = 0, so the aperture fields are quite similar and doubling the flow rate increases the amount of mass removed from the surface. This is consistent with results for fixed-displacement experiments at different flow rates [Detwiler et al., 2003] . However, once the fracture surfaces begin to yield because of the applied normal stress, the mass transfer rates from the dissolving fracture surfaces remain approximately equivalent for the remainder of the experiment. Thus, under certain conditions (low Da), coupled normal deformation and surface dissolution result in a negative feedback; rapid closure of the fracture surfaces caused by faster surface dissolution at early times leads to reduced mass transfer rates at later time.
Evolution of Local Apertures and Mass Transfer Rates
[16] The high-resolution, full-field measurements of fracture aperture provide additional insights into the different behaviors observed during KDP-1 and KDP-2. As expected, the initial value of Da (as controlled by the initial flow rate), influenced local mass transfer rates and the resulting dissolution patterns. However, unlike previous zero-strain experiments [Detwiler et al., 2003] , displacement of the fracture surfaces resulted in periodic changes to the dissolution patterns. Figure 7 shows Db fields at times of 1, 3, 5, and 7 h for the two experiments. At t = 1 h, the patterns in the Db fields are qualitatively similar, with Db largest near the inflow and decreasing along the length of the fracture. However, for KDP-1, early dissolution is slightly more channeled, as observed by the narrow purple tendrils separated by thin regions of black (Db = 0). These channeled growth features are less pronounced in the KDP-2 experiment, where Figure 7 shows more uniform dissolution across the width of the fracture. As the experiments progressed, the more channeled growth in KDP-1 caused development of regions with little dissolution (black regions at lower left and middle right of the fracture). Once the (LVDT 1 and 3) . The fitted values reflect calculated displacements at the LVDT locations resulting from a plane fitted to the four data points; good agreement between the measured and calculated displacements demonstrates the stiffness of the frame under the applied load. hDdi is the calculated displacement of the fitted plane at the center of the fracture. dominant channel reached the end of the fracture, subsequent dissolution occurred predominantly along this channel, with only slow dissolution in the two regions of contacting asperities. The result was relatively steady creep of the surfaces, with occasional small (<20 mm) instantaneous deformations. By contrast, during KDP-2, dissolution was more uniform throughout the fracture, including dissolution around contacting asperities and larger more frequent instantaneous displacements. These large displacements (up to 50 mm) resulted in significant changes to the fracture aperture field (e.g., between t = 3 h to t = 5 h). The combined influence of enhanced dissolution in small aperture regions and collapse of contacting asperities during KDP-2 caused a transition to a distinctly different dissolution regime. At early time, dissolution was uniform across the fracture width with preferential dissolution of small aperture regions; by the end of the experiment, several channel-like features developed between the inflow and outflow end of the fracture (Figure 7 ). The dark feature near the middle of the fracture at t = 7 h reflects a connected region in which Db 0 reflecting the development of a contiguous region of likely contact between the fracture surfaces.
[17] To clarify the mechanisms that lead to closure of the fracture surfaces, it is instructive to focus on two neighboring regions of small aperture. Figure 8a shows a grayscale image of fracture apertures in the region highlighted in Figure 7 . The circled subregions show two isolated regions of interest (ROI) containing near-zero apertures at t = 0. Because of measurement uncertainty it is not possible to determine definitively whether these ROIs contain contacts between the two surfaces. However, measurements of Db over time provide strong evidence of contact between the surfaces in some locations and not in others (Figure 8b ). As the experiment progresses, dissolution of the KH 2 PO 4 surface causes apertures within the ROIs to increase. At t = 60 min, Figure 8 shows strong inverse correlation between b and Db (i.e., dark regions in the aperture field correspond closely with light regions in the Db field) with the notable exception of small regions within the two ROIs. This suggests contact between the surfaces in these locations. At t = 133 min, the dark region within ROI-1 remains, though somewhat reduced in size, but the dark region in ROI-2 has begun to brighten, demonstrating increased aperture. The first significant displacement event occurred between t = 133 and 134 min and resulted in an overall decrease in aperture within the region shown in Figure 8 . The only exception is the center of ROI-1 where the aperture appears to have increased. However, this is the result of a sudden decrease in light transmission at this location, which is due to localized damage of the KH 2 PO 4 surface that resulted in the sudden displacement observed in Figure 5b . Subtracting sequential aperture fields from one another over the duration of each experiment shows that 20 to 45 of these local damage events correspond to each of the instantaneous displacement steps observed in Figure 5 .
[18] Despite the relatively small number of measurable damage locations, Db fields show evidence of more frequent contact regions as seen at t = 60 min in Figure 8b . Because these regions only become clearly distinguishable from other small aperture regions after some dissolution has occurred, it is difficult to quantify the contact area within the entire fracture at any single time. However, within regions of the fracture that are much larger than the correlation length, contact regions are distributed quite uniformly, suggesting that measurements of contact area in subregions of the fracture can provide a reasonable estimate of fracture-scale contact area. Quantifying the total contact area at t = 60 min in a 3-cm Â 3-cm region near the inflow end of the fracture suggests contact area of 1.2 ± Figure 7 . Change in aperture measured at different times during each experiment. The region of interest highlighted at t = 1 h for the KDP-2 experiment is shown in more detail in Figure 8 .
0.2% (103 ± 17 mm
2 ), which corresponds to a mean stress in the contacting asperities of $11 MPa. Previous measurements of the strength of KH 2 PO 4 crystals in uniaxial compression [Savinkov et al., 1971] and micro indentation tests [Shaskolskaya et al., 1978] suggest brittle failure is likely to occur when contact stresses exceed 50 -70 MPa at room temperature. If one assumes uniform distribution of contact stresses, this would suggest total contact area of 25 to 35 mm 2 at each instantaneous displacement. However, because some contacts dissolve prior to the first failure event, and these are concentrated near the inflow end of the fracture, it is unlikely that stresses are distributed uniformly at the moment of failure. Indeed, an estimate of damage area associated with the instantaneous displacement event at t = 133.5 min suggests that about 20% of the contacting asperities were damaged. Because the damage events obscure light over a larger region than the associated contact (see Figure 8) , it is not possible to accurately quantify the contact area at the moment of failure. However, these results provide good qualitative agreement between estimates of stress in the contacting asperities at the time of the first failure event and previous measurements of the strength of KH 2 PO 4 crystals under compression. These comparisons are more difficult at later time because of obscured light transmission in areas surrounding damage events, which are likely to include contact areas between the surfaces.
[19] The qualitative results shown in Figure 8 suggest disparate mass transfer rates in small aperture regions versus contacting regions. Figure 9 plots the total change in aperture (Db) at three times against the initial measured aperture at each location within the two ROIs highlighted in Figure 8 . All results show a strong inverse correlation between initial aperture and mass transfer rate for apertures larger than about 50 mm, which supports the observations of previous zero-strain experiments [Detwiler et al., 2003 ] and the effective mass transfer relationship used in the depthaveraged model of surface dissolution [Detwiler and Rajaram, 2007] . However, local mass transfer rates differ in small aperture regions (b < 50 mm) depending on the presence or absence of contact between the surfaces. In the absence of contact (ROI-2), the inverse correlation between mass transfer rate and aperture persists to b < 10 mm. As discussed in the introduction, this results from relatively small local variations in dissolved-mineral concentrations during low-Da experiments. In the vicinity of contact between the surfaces (ROI-1), limited advection in the immediate vicinity of the contact creates a localized region where c likely approaches c s , despite the small fracturescale value of Da.
Evolution of Flow Rates and Fracture Transmissivity
[20] Variations in patterns of aperture alteration and rates of surface displacement for the two experiments suggest likely differences in changing fracture transmissivity (T), which is quantified as:
where Q is the flow rate through the fracture, Dh is the head difference between the inflow and outflow end of the fracture and L and W are the length and width of the fracture. As discussed in section 2, although flow through the fractures was driven by constant pressure boundaries at the inflow and outflow of the experimental system, Dh across the fracture decreased as T (and Q) increased. This was further complicated at later times during KDP-1 by the observation of a small amount of precipitated KH 2 PO 4 in the outflow tubing. Thus, rather than calculating T using measured flow rates, I estimated changes in T by solving a finite difference discretization of the Reynolds equation in the measured aperture fields [e.g., Nicholl et al., 1999] :
where,
Figure 8. Initial aperture and change in aperture from the region of interest (ROI) shown in Figure 7 . The two highlighted ROIs include two regions of contact between the surfaces at early time. The transition from dark to bright in ROI-1 is a result of damage to the KH 2 PO 4 surface.
g is gravitational acceleration and n is the kinematic viscosity of the fluid. Though detailed measurements in a similar fracture demonstrated that the Reynolds equation overestimated T by about 30% [Nicholl et al., 1999] , it provides reasonable estimates of relative changes in T over time. Figure 10 plots estimates of T/T o against time for the two experiments. At early time (t < 3 h), T increased faster for KDP-2, which was a direct result of the higher initial flow rate and faster mass transfer rate. Once damage of contacting asperities began to occur, KDP-2 exhibited oscillations in T, with instantaneous reductions corresponding to the damage events followed by periods of increasing T because surface dissolution outpaced dissolution-induced displacements of the fracture surfaces (see Figure 5 ). KDP-1 exhibited contrasting behavior; because the instantaneous damage events resulted in much smaller displacements of the surfaces, T increased monotonically (except for the small displacement at $7.5 h). The continuous increase of T during KDP-1 is qualitatively similar to results observed during zero-strain experiments [Dijk et al., 2002; Detwiler et al., 2003; Gouze et al., 2003] and simulations [Bekri et al., 1997; Hanna and Rajaram, 1998; O'Brien et al., 2003; Detwiler and Rajaram, 2007] , but the rate of increase in T is tempered by the concurrent displacement of the surfaces. Thus, the timescale required for breakthrough of a dominant 
Discussion
[21] The experimental results presented in this paper suggest complex interactions between stresses acting on a fracture and dissolution of mineral surfaces within the fracture. Stress applied to a fracture forces the rough surfaces into contact and causes the contacting asperities to deform until, at steady state, the stresses in contacting asperities balance the force applied to the surfaces. Flow of an under-saturated fluid causes minerals to dissolve along the fracture surfaces and in the vicinity of the contacting asperities. As local contact regions are eroded by dissolution, stresses in the contacting asperities increase until, at some locations, they exceed the compressive strength of the mineral and brittle failure occurs. The relative rates of advection of dissolved minerals through the fracture and reaction kinetics at the fracture surfaces (as quantified by Da) strongly influence the evolution of the fracture aperture field and the response of the fracture to the steady confining stress.
[22] Despite the relatively small confining stress used in these experiments, initial stresses in individual asperities were relatively large ($11 MPa) because of the limited amount of contact area ($1.2%) between the surfaces. However, these stresses did not exceed the strength of the KH 2 PO 4 surface (50 -70 MPa) and thus did not result in damage to the initial surface. The absence of displacement of the fracture surfaces prior to the first damage event suggests that at the low temperatures and stresses during the experiment, pressure-enhanced dissolution was a negligible process. In addition the onset of gradual creep of the surfaces after damage occurred suggests that the damage events provide a mechanism for enhanced dissolution of contacting asperities. I suggest that microfractures created in the immediate vicinity of damaged asperities provide both increased local surface area and additional pathways for advective transport, resulting in enhanced dissolution rates at these locations. Thus, asperities with the largest contact area, which supported the fracture surfaces prior to damage, begin to erode initiating the onset of creeping displacement of the fracture surfaces. Though conditions for the experiments presented in this paper are, by design, idealized, the results demonstrate the potential impact of local damage on local dissolution rates and displacement of fracture surfaces.
[23] The spatial distribution of rock-water reactions is influenced by the relative magnitudes of advective transport of dissolving minerals and reaction kinetics as quantified by Da. This has been clearly demonstrated in zero-strain experiments [Detwiler et al., 2003] and simulations [Bekri et al., 1997; Detwiler and Rajaram, 2007] , but the role of the potential spatial variability of dissolution in deforming fractures has not been previously addressed. The experimental results presented here suggest that at low Da, relatively uniform dissolution leads to larger, more frequent damage events, whereas at high Da, the formation of dissolution channels leaves nearly unaltered regions that act to support the fracture surfaces. Because Da is proportional to the fracture length, evaluating proposed constitutive relationships for quantifying these coupled processes by comparison to laboratory experiments is likely of limited value. However, results from controlled laboratory-scale experiments can provide a benchmark for scalable mechanistic models that incorporate the important physics. Such models should include fracture deformation because of normal stress [e.g., Unger and Mase, 1993; Pyrak-Nolte and Morris, 2000] , asperity damage, and pressure-enhanced solubility [e.g., Liu et al., 2006; Yasuhara and Elsworth, 2006] . Directly coupling such a deformation model with a scalable model of flow, transport, and surface reactions [e.g., Detwiler and Rajaram, 2007] that explicitly represents the role of aperture variability on transport processes can provide insights into the scaling of these coupled processes.
Concluding Remarks
[24] I have presented results from a pair of dissolution experiments in two identical fractures subjected to a steady normal stress. For the two experiments, the relative influence of dissolved-mineral advection and surface reaction kinetics, as quantified by Da, differed by a factor of 2. At early time, both experiments exhibited negligible displacement of the fracture surfaces and a steady increase in fracture aperture that was roughly proportional to the initial flow rate. Dissolution-induced reductions in contact area led to increasing stresses in remaining contact locations and eventual damage of contacting asperities resulting in sudden displacements of the fracture surfaces. These damage events were interspersed by periods of slow creep of the fracture surfaces suggesting that damage enhances local reaction rates. Perhaps the most striking result was the relative influence of Da on the evolution of the fracture aperture fields. At low Da, dissolution occurred relatively uniformly across the width of the fracture with the most rapid dissolution in the smallest apertures. This resulted in fairly large instantaneous displacements, oscillations in the transmissivity and significant redistribution of fracture apertures over time. At late time, the fracture aperture field began to transition from relatively uniform dissolution to a more channeled dissolution regime. This suggests that under low-Da conditions mechanical deformations can limit dissolution-induced transmissivity increases. By contrast, at high Da, the formation of a single dominant dissolution channel allowed some regions of the fracture to experience very little chemical alteration and fracture transmissivity increased monotonically.
[25] Though the results presented in this paper were limited to two experiments, the response to changes in Da at early time was similar to previous zero-strain experimental [Detwiler et al., 2003] and computational [Detwiler and Rajaram, 2007] results supporting the reproducibility of the effect of Da on the development of dissolution features. Clearly, establishing a quantitative understanding of the effect of coupled chemical and mechanical alteration of variable-aperture fractures will require additional experiments designed to explore a broader range of hydrodynamic and mechanical conditions. However, the results presented here point to significant challenges inherent in interpreting such laboratory experiments of coupled deformation and dissolution; Da is directly proportional to fracture length, so results of these experiments will be very sensitive to the size of the experimental fracture. Development of well-tested computational models that explicitly represent the physical mechanisms can provide a quantitative link between laboratory observations and field-scale processes.
Appendix A
[26] The intensity of monochromatic light transmitted through the dyed fluid occupying the fracture, and measured at each pixel of the CCD camera, can be predicted locally as:
where I o is the incident light intensity, m is the absorbance coefficient of the dye, b is the local fracture aperture, c is the dye concentration and e quantifies the light absorbance of the test cell glass and fracture surfaces. If I o is constant over time, the need to quantify e can be eliminated by measuring transmitted intensities with the fracture filled with a clear fluid (I cl ) and a dyed fluid (I dye ), which leads to local measurements of light absorbance (A):
[27] Normalizing (A2) by its mean and multiplying by the independently measured mean aperture:
leads to measurements of local fracture apertures with no independent knowledge of m or e. Nonlinearities in m, which arise because of use of a polychromatic light source, add systematic errors that can be minimized by filling the fracture with fluids with a range of different dye concentrations to quantify the dependence of A on c (see Detwiler et al. [1999] for details). However, when measuring fracture apertures that are changing with time these error-mitigating techniques are not directly feasible. In addition, refraction of light passing through the glass-water interfaces causes small additional errors ($1.1% of mean aperture for previous analysis of a similar fracture ). For the experiments presented in this paper, refraction errors are reduced because the refractive index of the fluid injected into the fracture is approximately 1.36 and increases by less than 0.1% as the concentration of KH 2 PO 4 reaches equilibrium [Takubo and Makita, 1989] . To provide conservative error estimates, the following analysis includes refraction errors equivalent to those estimated by .
[28] I calculated aperture fields during the dissolution experiments by applying (A1) directly, which required estimates of I o , m, and e. To estimate these parameters, I fabricated a fracture by mating a piece of the textured glass surface used for the dissolution experiments with a polished fused quartz surface. Using the outlined procedure ((A1), (A2), and (A3)) to measure the aperture in this surrogate fracture provided an accurate (±3 mm) measure of the initial fracture aperture and an estimate of m for the dyed solution used during our experiments. In addition, because quantifying " over the entire fracture requires filling the fracture with a dye-free fluid, I used the aperture measurement in the surrogate fracture to explore errors introduced by replacing " with h"i in (A1). Subtracting measurements of the surrogate fracture calculated using the systematic approach ((A1), (A2), and (A3)) from measurements using the modified approach using only (A1) yields an error field with a standard deviation of 5.5 mm. Unlike the error associated with the accurate field, which mostly reflects noise in the CCD images, the additional error exhibits spatial correlation similar to the aperture field. This reflects local differences between " and h"i, which are directly related to variability in glass thickness.
