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MARIA POLEKHA
ESTIMATION IN AN IMPLICIT MULTIVARIATE MEASUREMENT
ERROR MODEL WITH CLUSTERING IN THE REGRESSOR
An implicit linear multivariate model DZ ≈ 0 is considered, where the data matrix D
is observed with errors, and Z is a parameter matrix. The error matrix is partitioned
into two uncorrelated blocks, and the total covariance structure in each block is
supposed to be known up to a corresponding scalar factor. Moreover, the row data
are clustered into two groups. Based on the method of corrected objective function,
the strongly consistent estimators of scalar factors and the kernel of the matrix D
are constructed, as the numbers of rows in the clusters tend to inﬁnity.
1. Introduction
We deal with an implicit multivariate model D¯Z = 0, D = D¯ + D˜, where Z is the
parameter matrix, D is the data matrix, D¯ is the unobserved matrix, and D˜ is the error
matrix. The model is important for the system identiﬁcation. In fact, our model can be
obtained from an explicit model AX ≈ B, where the matrices A and B are observed with
errors, and X is a matrix parameter. The approximate equality AX ≈ B means that,
for certain unobserved matrices A¯ and B¯, the equality A¯X = B¯ holds, and A = A¯+ A˜,
B = B¯ + B˜, where A˜ and B˜ are error matrices. For this model, there are some results
concerning the estimation of the parameter. In [1, 2], the covariance structure of [A B]
was known up to a constant, and the consistency of the total least squares estimator
was proven. In [4], the consistent estimator was constructed for the situation when the
covariance structure of [A B] is unknown. In [3,8,9], the model AX ≈ B was studied
when the covariance structure of A is known up to one scaling factor, while the covariance
structure of B is known up to another scaling factor. For identiﬁability reasons, it was
assumed in [3,8,9] that the data consist of two independent clusters, and, in [4], the
number of clusters depended of the size of X. The idea of the use of clusters belongs to
A. Wald [6]. He used it for a linear scalar model and proposed a slope estimator based
on the ﬁrst empirical moments. In [4], similar moments were used, while, in [3,8,9], the
second empirical moments were exploited.
We modify the results of [3]. But our model is more general, although the matrix D
can be considered as a compound matrix [A B], here the input and output signals are
not separated.
The paper is organized as follows. Section 2 describes the model and introduces main
assumptions. In Section 3, we use the method of corrected objective function to derive
an estimator of the kernel of Z in case of known scalar factors λ01 and λ
0
2. A preliminary
attempt to derive an objective function for λ01 and λ
0
2, when they are unknown, is made
in Section 4. In Section 5, we introduce a model with two clusters and the ﬁnal objective
function for the scalar factors and state the consistency result. In Section 6, the consistent
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estimator for the kernel of Z is proposed, and Section 7 concludes. The proofs of the
results are given in Appendix.
In the paper, we use a standard notation: ‖A‖ is the Frobenius norm of a matrix A;
the symbol tr denotes the trace of a matrix; Ip denotes a unit matrix of size p; and
the symbol E denotes the expectation of a random matrix. All the vectors in the paper
are column vectors. For a symmetric matrix C, μ1(C) ≤ . . . ≤ μp(C) are p smallest
eigenvalues of C.
2. The model and assumptions
Consider the model of observations
(1) DZ ≈ 0,
where Z ∈ R(n+p)×p is the unknown matrix parameter, and the data matrix D ∈
Rm×(n+p) is observed, D = D¯ + D˜. Here, D¯ is the unknown nonrandom matrix, and
D˜ is the matrix of random errors. For the true matrix D¯, we have
D¯Z = 0.
We want to estimate the matrix parameter Z with ﬁxed n and p and increasing m.
We assume that dim KerD¯ = p, and the kernel is not changed with increase in m. Let
Z = [z1, . . . , zp] and rankZ = p. Then
D¯[z1, . . . , zp] = 0, D¯zi = 0, i = 1, ..., p,
and
span(z1, . . . , zp) = KerD¯ =: Vp.
Thus, we have to construct the estimator Vˆp of the kernel KerD¯.
Let D˜ = [d˜1, · · · , d˜m]. By concerning the error vectors d˜i, we make some assump-
tions:
(i) Ed˜i = 0, for all i.
(ii) There exists δ > 0 such that supi≥1 E‖d˜i‖4+δ <∞.
(iii) The sequence of random vectors { d˜i, i ≥ 1 } is independent.
(iv) There exists n1, 1 ≤ n1 ≤ n + p − 1, such that D˜ = [D˜1 D˜2], D˜1 ∈ Rm×n1 , and
ED˜1 D˜2 = 0.
This means that the error matrix D˜ can be partitioned into two uncorrelated blocks.
(v) ED˜k D˜k = λ
0
kWk, where Wk are the known positive deﬁnite matrices, and λ
0
k are
the unknown positive scalars, k = 1, 2.
(vi) 1m‖D¯‖2 ≤ const, m ≥ 1.
3. The estimator under known scalar factors
Suppose that λ01 and λ02 are known. We will use the corrected objective function
method [5]. The least squares objective function is
Qls(D¯;Z) := ‖D¯Z‖2, Z ∈ R(n+p)×p,
or
Qls(D¯;Z) = tr(ZΨls(D)Z),
where
Ψls(D¯) := D¯D¯.
By the corrected objective function method, we have to construct a matrix Qc(D;Z)
such that
E[Qc(D;Z)] = Qls(D¯;Z), for all Z.
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It is possible under the known λ0j and Wj , j = 1, 2, deﬁned in conditions (iv) - (v). Let
Ψc(D) = DD −
[
λ01W1 0
0 λ02W2
]
.
Then
Qc(D;Z) = tr(ZΨc(D)Z).
We minimize this objective function under the condition ZZ = Ip. Consider the ordered
eigenvalues of Ψc(D), μ1 ≤ μ2 ≤ . . . ≤ μn+p, and the corresponding orthonormal eigen-
basis {ϕi, i = 1, 2, . . . , n + p}. The function Qc(D;Z) is minimized at Z0 = [ϕ1, ..., ϕp].
Therefore, we obtain the estimator Vˆp = span(ϕ1, ..., ϕp). It is a linear span of p eigen-
vectors which correspond to p smallest eigenvalues. The next lemma is similar to the
corresponding lemma in [3].
Lemma 1. Assume (i) to (vi). Then∥∥∥∥ 1mΨc(D)− 1mΨls(D¯)
∥∥∥∥→ 0, as m→∞, a.s.
4. The estimator under unknown scalar factors
Let λ0j , j = 1, 2, be the unknown scalar factors. Then, for any λ1, λ2 ≥ 0, we deﬁne
Ψc(D;λ1, λ2) = Ψc(λ1, λ2) := DD −
[
λ1W1 0
0 λ2W2
]
,
and
Ψls(D¯;λ1, λ2) = Ψls(λ1, λ2) := D¯D¯ −
[
(λ1 − λ01)W1 0
0 (λ2 − λ02)W2
]
.
By Lemma 1, ∥∥∥ 1
m
Ψc(λ1, λ2)− 1
m
Ψls(λ1, λ2)
∥∥∥→ 0, as m→∞, a.s.
We will study the properties of the approximating matrix 1mΨls(λ1, λ2). Assume the
following condition.
(vii) lim infm→∞ μp+1(D¯D¯/m) > 0.
For large m, we have the approximate equality
1
m
Ψc(λ1, λ2) ≈ 1
m
Ψls(λ1, λ2),
and, for the approximate matrix Ψls(λ01, λ
0
2), we have
μi
(
Ψls(λ01, λ
0
2)
)
= 0, for all i = 1, . . . , p,
and μp+1
(
Ψls(λ01, λ
0
2)
)
> 0. Note that
Vp(λ01, λ
0
2) = span(z1, . . . , zp) = Ker(Ψls(λ
0
1, λ
0
2)).
Therefore, in order to estimate λ01, λ
0
2, it seems natural to use the objective function
Q(λ1, λ2) :=
p∑
i=1
μ2i
( 1
m
Ψc(λ1, λ2)
)
.
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Unfortunately, its minimization does not yield a consistent estimator of λ01, λ02, since, for
the approximating matrix-valued function Ψls(λ1, λ2)/m, there could exist other values
λ∗1 and λ
∗
2 which are separated from λ
0
1 and λ
0
2, and such that
μi
(
Ψls(λ∗1, λ
∗
2)
)
= 0, for all 1 ≤ i ≤ p.
Therefore, we cannot estimate the scalars λ01 and λ02 by this way.
5. Model with two clusters
Consider two copies of model (1):
(2) D(k)Z ≈ 0, k = 1, 2,
where Z ∈ R(n+p)×p is the unknown parameter matrix to be estimated with rankZ = p,
and D(k) ∈ Rmk×(n+p) are observed,
D(k) = D¯(k) + D˜(k),
D¯(k)Z = 0, k = 1, 2.
Here, D¯(k) are the unknown nonrandom matrices, and D˜(k) are the error matrices,
D˜(k) = [d˜1(k) · · · d˜mk(k)], k = 1, 2. We assume that dim KerD¯(k) = p, k = 1, 2. We
want to estimate Vp := KerD¯(1) = KerD¯(2) for increasing m1 and m2 under ﬁxed n and
p. For each k = 1, 2 we assume the following.
(a) Ed˜i(k) = 0, i ≥ 1.
(b) There exists δ > 0 such that supi≥1 E‖d˜i(k)‖4+δ <∞.
(c) { d˜i(k), i ≥ 1 } are two mutually independent sequences of random vectors.
(d) There exists n1, 1 ≤ n1 ≤ n + p − 1, such that D˜(k) = [D˜1(k) D˜2(k)], D˜1(k) ∈
Rmk×n1 and ED˜1 (k)D˜2(k) = 0.
(e) ED˜j (k)D˜j(k) = λ
0
jWj(k), j = 1, 2, where Wj(k) are the known positive deﬁnite
matrices, and λ0i are the unknown positive scalars.
(f) 1mk ‖D¯(k)‖2 ≤ const, mk ≥ 1.
(g) lim infmk→∞ μp+1(D¯
(k)D¯(k)/mk) > 0.
(h) lim infm1,m2→∞ σp+1(D¯(1)D¯(1)/m1 − D¯(2)D¯(2)/m2) > 0, where σp+1(C) is
the (p+ 1)-th singular value of the symmetric matrix C.
[We mention that, for the matrix C in brackets in (h), σ1(C) = . . . = σp(C) = 0].
Let Z =
[
Z1
Z2
]
, Z1 ∈ Rn1×p, Z2 ∈ Rn2×p, n1 + n2 = n + p. Then D˜(k)Z =
D˜1(k)Z1 + D˜2(k)Z2.
(i) lim infm1→∞ tr(ZTj
Wj(1)
m1
Zj) > 0, j = 1, 2, for certain ﬁxed Z = [z1 . . . zp] with
span(z1, . . . , zp) = Vp.
(j) Wj(1)m1 −
Wj(2)
m2
→ 0, as m1,m2 →∞, j = 1, 2.
Let, for λ := (λ1, λ2) ∈ [0,∞)× [0,∞),
Ψ(k)c (λ) := D
(k)D(k)−
[
λ1W1(k) 0
0 λ2W2(k)
]
,
and let μ1k(λ) ≤ μ2k(λ) ≤ . . . ≤ μpk(λ) be p smallest eigenvalues of the matrix Ψ(k)c (λ)
with the corresponding orthonormal eigenvectors f1k(λ), f2k(λ), . . . , fpk(λ), k = 1, 2.
Note that if the given eigenvalues are multiple, then the eigenvectors are not uniquely
deﬁned. In this case, we deﬁne them in such a way that they are Borel measurable vector
functions of D(k) and λ.
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Let Vpk(λ) = span(f1k(λ), f2k(λ), . . . , fpk(λ)). Then an objective function for estimat-
ing λ is
Qc(λ) :=
2∑
k=1
p∑
i=1
μ2ik(λ) + c‖ sinΘ(λ)‖2,
where c is a ﬁxed positive constant, Θ(λ) is a diagonal matrix of canonical angles between
the subspaces Vp1(λ) and Vp2(λ), and sinΘ(λ) is deﬁned as the diagonal matrix with the
sines of these angles as diagonal elements. Recall the next deﬁnition of canonical angles.
Deﬁnition 1. [7]. Let (X) and (Y ) be two subspaces in Rn with the same dimension.
The given subspaces are spanned by columns of matrices X and Y , respectively. Let the
columns of the matrix X⊥ form an orthogonal basis for ((X))⊥ which is an orthogonal
complement to (X). Then nonzero singular values of the matrix XT⊥Y are the sines of
nonzero canonical angles between the subspaces (X) and (Y ).
Let {εt, t ≥ 1} be a ﬁxed positive sequence, and εt → 0 as t→∞. Then the estimator
λˆ = λˆ(t) is deﬁned as any measurable solution to the inequality
(3) Qc(λˆ) ≤ inf
λ1,λ2≥0
Qc(λ) + εt,
where t := min(m1,m2).
Theorem 1. Suppose that conditions (a) to (j) are satisﬁed, then
λˆ→ λ0 := (λ01, λ02), as m1,m2 →∞, a.s.
6. Estimator of the kernel
Under the conditions of Theorem 1, one can obtain the estimator λˆ for the unknown
scalars λ0 and then construct two estimators Vp1(λˆ) and Vp2(λˆ) for a subspace Vp. But
we want to construct a single subspace estimator using both clusters. It is reasonable to
consider a compound data matrix Dc :=
[
D(1)
D(2)
]
and Wcj := Wj(1) + Wj(2), j = 1, 2.
Then Dc = D¯c + D˜c and
H := ED˜Tc D˜c =
[
λ01Wc1 0
0 λ02Wc2
]
.
Deﬁne the matrix
Hˆ = DTc Dc −
[
λˆ1Wc1 0
0 λˆ2Wc2
]
.
Let Vp(Hˆ) denote the subspace spanned by the ﬁrst p eigenvectors of Hˆ corresponding
to the smallest eigenvalues, then Vˆp = Vp(Hˆ) = span(zˆ1, zˆ2, . . . , zˆp).
Deﬁnition 2. Let V1 and V2 be two subspaces in Rn with the same dimension p, sinΘ
be a diagonal matrix of the sines of canonical angles between the subspaces V1 and V2. A
measurement of the proximity of the subspace V1 to the subspace V2 is a norm ‖ sinΘ‖ =√∑
i≥1 sin
2 Θii.
Theorem 2. Under the conditions of Theorem 1, Vˆp → Vp holds, i.e. ‖ sin Θˆ‖ → 0, a.s.,
as m1,m2 →∞, where Θˆ is the matrix of canonical angles between the subspaces Vˆp and
Vp.
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7. Conclusions
We considered a multivariate errors-in-variables model DZ ≈ 0 for the case where the
total error covariance structure of the data matrix is known up to two scalar factors. The
main assumption was that we observe two independent copies of the model. In practice,
this means that the data can be partitioned in two separated groups, i.e. clusters. Based
on the objective function method and using the second empirical moments, we have
constructed the consistent estimators of the scalar factors and of the kernel of the data
matrix.
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Appendix
Proof of Theorem 1.
1. Behavior of Qc(λ0)
We have
Qc(λ0) =
2∑
k=1
p∑
i=1
μ2ik(λ
0) + c‖ sinΘ(λ0)‖2.
By Lemma 1, αk :=
∥∥∥ 1mk Ψ(k)c (λ0)− 1mk D¯(k)D¯(k)∥∥∥ → 0, as mk → ∞, a.s., for k =
1, 2. We have μi
(
D¯(k)D¯(k)/mk
)
= 0, 1 ≤ i ≤ p. Let
δN := inf
mk≥N
μp+1
(
1
mk
D¯(k)D¯(k)
)
.
Then, due to assumption (g), limN→∞ δN > 0. Thus,
lim
m1,m2→∞
2∑
k=1
p∑
i=1
μ2ik(λ
0) = 0,
and ‖ sinΘk(λ0)‖ ≤ αkδN , by Wedin’s theorem [7]. Then ‖ sinΘk(λ0)‖ → 0, as mk →
∞, a.s., k = 1, 2. Here, Θk(λ0) is the diagonal matrix of canonical angles between
the subspaces Vp(Ψ
(k)
c (λ0)/mk) and Vp(D¯(k)D¯(k)/mk), and Vp denotes the span of p
eigenvectors corresponding to p smallest eigenvalues.
Now,
Vp(D¯(1)D¯(1)/m1) = Vp(D¯(2)D¯(2)/m2) = span(z1, . . . , zp).
Hence, ‖ sinΘ(λ0)‖ → 0, as m1,m2 →∞, a.s. Thus,
Qc(λ0)→ 0 as m1,m2 →∞, a.s.
By inequality (3), we have
(4) Qc(λˆ)→ 0 as m1,m2 →∞, a.s.
2. λˆ is eventually bounded
Now we want to construct such a nonrandom L > 0 that, eventually,
(5) ‖λˆ‖ ≤ L.
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(”Eventually” means: for all n ≥ n0(ω), a.s.) From (4) for any ε0 > 0, we have
(6)
2∑
k=1
p∑
i=1
μ2ik(λˆ) ≤ ε0, eventually.
By Lemma 1,
(7)
∣∣∣∣ 1m1Ψ(1)c (λˆ)− 1m1Ψ(1)ls (λˆ)
∣∣∣∣→ 0, as m1,m2 →∞, a.s.,
where
Ψ(1)ls (λ) := D¯
(1)D¯(1)−
[
(λ1 − λ01)W1(1) 0
0 (λ2 − λ02)W2(1)
]
,
λ := (λ1, λ2) ∈ [0,∞)× [0,∞). Let Z satisfy condition (i). Then
tr
(
Z(Ψ(1)ls (λˆ)/m1)Z
)
= −tr
(
(λˆ1 − λ01)Z1
(
W1(1)/m1
)
Z1 + (λˆ2 − λ02)Z2
(
W2(1)/m1
)
Z2
)
.
Suppose that λˆ1 − λ01 > L0, where L0 > 0. Then
tr
(
Z(Ψ(1)ls (λˆ)/m1Z
)
≤ −L0 tr
(
Z1
(
W1(1)/m1
)
Z1
)
+ const ·λ02.
But, due to (i) and (j),
lim inf
m1,m2→∞
tr
(
Z1 (W1(1)/m1)Z1
)
> 0.
Thus, for L0 large enough and all m1 ≥ m10 , we have
tr
(
Z(Ψ(1)ls (λˆ)/m1)Z
)
≤ −1.
So μp+1
(
Ψ(1)ls (λˆ)/m1
)
is negative and separated from 0. Then we have from (7) that
μp+1
(
Ψ(1)c (λˆ)/m1
)
is also negative and separated from 0, starting from some random
number. But this contradicts (6). Therefore, for a large enough nonrandom L0, λˆ1−λ01 ≤
L0 holds eventually. A similar inequality can be shown for λˆ2 − λ02, based on condition
(i) for j = 2. Thus, (5) holds eventually.
3. Consistency of the estimator
Let us have any ﬁxed set Ω0, Pr(Ω0) = 1, such that, for all ω ∈ Ω0 and for m1 ≥
m10(ω), m2 ≥ m20(ω), ‖λˆ(ω)‖ ≤ L holds. Fix ω ∈ Ω0 and consider a bounded sequence
(8) { λˆ(ω;m1,m2) : m1 ≥ m10(ω),m2 ≥ m20(ω)}.
We will show that sequence (8) tends to λ0, as m1,m2 →∞. Let{
λˆ
(
ω;m1(q),m2(q)
)
, q ≥ 1
}
be any convergent subsequence, i.e. for a certain λ∞ ∈ R2
lim
q→∞ λˆ
(
ω;m1(q),m2(q)
)
= λ∞.
We want to prove the convergence of (8) and show that λ∞ = λ0. Let
M (k)(mk) := diag(μ1k, μ2k, . . . , μpk)
and
Y (k)(mk) := [f
(k)
1 (mk) . . . f
(k)
p (mk)]
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be a matrix, the columns of which are the ﬁrst p eigenvalues of the matrix, Ψ(k)c (λˆ)/mk.
These columns form an orthogonal basis for Vpk(λˆ). According to (4), M (k)(mk)→ 0, as
mk →∞. Moreover, sinΘ(λˆ)→ 0, as q →∞. Here, λˆ = λˆ(m1(q),m2(q)). Therefore, we
can assume ∥∥∥Y (1)(m1)− Y (2)(m2)∥∥∥→ 0, as m1,m2 →∞,
where mk = mk(q), k = 1, 2. Then
(9)
1
mk
Ψ(k)c (λˆ)Y
(k)(mk) = M (k)(mk)Y (k)(mk).
We suppose that
(10) Y (k)
(
mk(q)
)→ Y (k)∞ , q →∞, k = 1, 2,
and Y (k)∞ = [y
(k)
∞1 . . . y
(k)
∞p ]. (Otherwise we should consider an embedded subsequence of
numbers mk(q′)). The matrix Θ(λˆ) is a matrix of canonical angles between
span(f (1)1 (m1) . . . f
(1)
p (m1)) and span(f
(2)
1 (m2) . . . f
(2)
p (m2)).
Then, due to (10), we have sinΘ∞ = 0, where Θ∞ is the matrix of canonical angles
between span(y(1)∞1 . . . y
(1)
∞p) and span(y
(2)
∞1 . . . y
(2)
∞p). Thus, these spans coincide. Since
Y (k)(mk)(q) are matrices of orthonormal columns, the matrices Y
(1)
∞ and Y
(2)
∞ have the
same property. Then, from the coincidence of the linear spans of the columns of the
matrices, we have Y (1)∞ = Y
(2)
∞ U, where U is the p× p orthogonal matrix corresponding
to the choose of another basis in the linear span of columns of the matrix Y (1)∞ . Due
to (9),
sup
‖λ‖≤L
∥∥∥∥ 1mkΨ(k)c (λ) − 1mkΨ(k)ls (λ)
∥∥∥∥→ 0, as q →∞.
Thus
1
mk(q)
Ψ(k)ls (λ
∞)Y (k)∞ → 0, as q →∞, k = 1, 2.
Let Y∞ = Y
(2)
∞ . Multiplying it by U for k = 1, we obtain
1
mk(q)
Ψ(k)ls (λ
∞)Y∞ → 0,
but this also holds for k = 2.
Next, (
1
m1(q)
Ψ(1)ls (λ
∞)− 1
m2(q)
Ψ(2)ls (λ
∞)
)
Y∞ → 0, as q →∞.
Due to (j), we have(
1
m1(q)
D¯(1)D¯(1)− 1
m2(q)
D¯(2)D¯(2)
)
Y∞ → 0, as q →∞.
On the other hand, assumption (h) yields
Y∞ = [y∞1 . . . y∞p ] and span(y∞1 . . . y∞p) = span(z1, . . . , zp). Due to (9),
1
mk(q)
Ψ(k)ls (λ
∞)Z → 0, as q →∞, k = 1, 2.
Therefore, [
(λ∞1 − λ01)W1(1)/m1(q) 0
0 (λ∞2 − λ02)W2(1)/m2(q)
]
Z → 0,
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(λ∞j − λ0j )tr
(
Zj Wj(1)Zj/mj(q)
)→ 0, as t→∞, j = 1, 2.
Conditions (i) and (j) imply that λ∞j = λ
0
j , j = 1, 2. Hence, any convergent subsequence
of the bounded sequence (8) converges to λ0; therefore, the sequence (8) itself converges
to λ0. The convergence holds for all ω ∈ Ω0, Pr(Ω0) = 1. Thus, λˆ→ λ0, as m1,m2 →∞,
a.s. 
Proof of Theorem 2.
By Theorem 1,∥∥∥∥ 1m1 +m2 (Hˆ − D¯c D¯c)
∥∥∥∥→ 0, as m1,m2 →∞, a.s.
Due to condition (g),
μ1
(
1
m1 +m2
D¯c D¯c
)
= . . . = μp
(
1
m1 +m2
D¯c D¯c
)
= 0,
and, by Lemma 1, μp+1
(
D¯c D¯c/m
)
> 0 for large m1,m2. Moreover, the kernel equals
Vp
(
1
m1 +m2
D¯c D¯c
)
= span(z1, . . . , zp).
By Wedin’s theorem [7], this implies that Θˆ → 0, as m1,m2 → ∞., where Θˆ is the
diagonal matrix of the canonical angles between Lp(Hˆ) and span(z1, . . . , zp). 
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