The distance spectrum of the complements of graphs of diameter greater
  than three by Chen, Xu & Wang, Guoping
ar
X
iv
:2
01
0.
02
76
0v
1 
 [m
ath
.C
O]
  5
 O
ct 
20
20
The distance spectrum of the complements of
graphs of diameter greater than three ∗
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School of Mathematical Sciences, Xinjiang Normal University,
Urumqi, Xinjiang 830017, P.R.China
Abstract. Suppose that G is a connected simple graph with the vertex set
V (G) = {v1, v2, · · · , vn}. Let d(vi, vj) be the distance between vi and vj. Then
the distance matrix of G is D(G) = (dij)n×n, where dij = d(vi, vj). Since D(G)
is a non-negative real symmetric matrix, its eigenvalues can be arranged λ1(G) ≥
λ2(G) ≥ · · · ≥ λn(G), where eigenvalues λ1(G) and λn(G) are called the distance
spectral radius and the least distance eigenvalue of G, respectively. The diameter
of graph G is the farthest distance between all pairs of vertices. In this paper, we
determine the unique graph whose distance spectral radius attains maximum and
minimum among all complements of graphs of diameter greater than three, respec-
tively. Furthermore, we also characterize the unique graph whose least distance
eigenvalue attains maximum and minimum among all complements of graphs of
diameter greater than three, respectively.
Key words: Distance matrix; Diameter; Distance spectral radius; Least distance
eigenvalues; Complement of graph.
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1. Introduction
The distance spectral radius of graphs have been studied extensively. S. Bose,
M. Nath and S. Paul [2] determined the unique graph with maximal distance spec-
tral radius among graphs without a pendant vertex. A. Ilic [4] attained the unique
graph whose distance spectral radius is maximum among n-vertex trees with perfect
matching and fixed maximum degree. W. Ning, L. Ouyang and M. Lu [8] charac-
terized the graph with minimum distance spectral radius among trees with given
number of pendant vertices. For more about the distance spectra of graphs see the
survey [1] as well as the references therein.
∗This work is supported by NSFC (No. 11461071).
†Corresponding author. Email: xj.wgp@163.com.
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2The complement of graphG = (V (G), E(G)) is denoted byGc = (V (Gc), E(Gc)),
where V (Gc) = V (G) and E(Gc) = {xy /∈ E(G) : x, y ∈ V (G), }. Y. X. Fan, F.
F. Zhang and Y. Wang [3] determined the connected graph with the minimal least
eigenvalue among all complements of trees. G. S. Jiang, G. D. Yu, W. Sun and Z.
Ruan [5] gave the graph with the minimal least eigenvalue among all graphs whose
complements are connected and have only two pendent vertices. S. C. Li and S.
J. Wang [7] introduced the unique connected graph whose least signless Laplacian
eigenvalue attains the minimum in the set of the complements of all trees. G. D. Yu,
Y. Z. Fan and M. L. Ye [10] achieved the unique graph which minimizes the least
signless Laplacian eigenvalue among all connected complements of unicyclic graphs.
Currently there is very little research about the distance eigenvalues of comple-
ments of graphs. H. Q. Lin and S. Drury [6] characterized the unique graphs whose
distance spectral radius have maximum and minimum among all complements of
trees, and the unique graphs whose least distance eigenvalue have maximum and
minimum among all complements of trees. R. Qin, D. Li, Y. Y. Chen and J. X.
Meng [9] determined the unique graph which has maximum distance spectral ra-
dius among all complements of unicyclic graphs and the unique graph which has
maximum least distance eigenvalue among all complements of unicyclic graphs of
diameter three.
Let G be a connected simple graph with the vertex set V (G) = {v1, v2, · · · , vn}.
Then the adjacency matrix of G is A(G) = (aij)n×n, where aij = 1 if vi is adjacent
to vj, and aij = 0 otherwise. In this paper, using the relations between D(G
c) and
A(G) we determine the unique graph whose distance spectral radius attains maxi-
mum and minimum among all complements of graphs of diameter greater than three,
respectively. Furthermore, we also characterize the unique graph whose least dis-
tance eigenvalue attains maximum and minimum among all complements of graphs
of diameter greater than three, respectively.
2. The distance spectral radius of the comple-
ments of graphs of diameter greater than three
Suppose that G is a connected simple graph of order n. Let x = (x1, x2, · · · , xn)
T
be an eigenvector of D(G) with respect to the eigenvalue ρ, where x(vi) = xi (i =
1, 2, · · · , n). Then we have
ρxi =
∑
vj∈V (G)
dijxj . (1)
Let d(G) denote the diameter of graph G which is the farthest distance between
all pairs of vertices. Suppose that G is a simple graph of order n with d(G) > 3.
Then there are two vertices u and v of G such that d(u, v) > 3. Let NG(u) and
NG(v) be the neighbour of vertices u and v in the graph G, respectively. Clearly,
NG(u) ∩ NG(v) = ∅. Set W = V (G)\(NG(u) ∪ NG(v) ∪ {u, v}). Let s and t be
two positive integers such that s + t = n − 2 and Hs,t denote the graph obtained
from G by connecting all pairs of vertices of G but u and v, connecting u with
s−|NG(u)| vertices of W and connecting v with t−|NG(v)| vertices of W such that
3NHs,t(u) ∩NHs,t(v) = ∅. Clearly, d(Hs,t) = 3.
Suppose that G is a connected simple graph of order n. In this paper we always
assume that its complement Gc is also connected. We can easily observe that when
d(G) > 3, D(Gc) = Jn − In + A(G) and when d(G) = 3, D(G
c) ≥ Jn − In + A(G).
Lemma 2.1. Suppose that G is a simple graph of diameter greater than three on n
vertices. Let Hs,t be the graph as above. Then λ1(G
c) < λ1(H
c
s,t).
Proof. Let x be the unit perron vector of D(Gc) with respect to λ1(G
c). That is,
each entry of x is positive and ‖x‖ = 1. Note that d(G) > 3 and d(Hs,t) = 3. We
have
λ1(G
c) = xTD(Gc)x
= xT (Jn − In)x+ x
TA(G)x
< xT (Jn − In)x+ x
TA(Hs,t)x
≤ xTD(Hcs,t)x.
By Rayleigh’s theorem we know λ1(H
c
s,t) ≥ x
TD(Hcs,t)x. Then λ1(G
c) < λ1(H
c
s,t).

If two graphs G and H are isomorphic then we write G ∼= H , and otherwise
G 6∼= H .
Lemma 2.2. Let Hs,t be the graph as above. Then λ1(H
c
s,t) ≤ λ1(H
c
⌊n
2
−1⌋,⌈n
2
−1⌉) with
equality if and only if Hs,t ∼= H⌊n
2
−1⌋,⌈n
2
−1⌉.
Proof. Let k = λ1(H
c
s,t). Set x to be the perron vector of D(H
c
s,t) with respect to
k. By the symmetry of Hcs,t all the vertices in NHs,t(u) correspond to the same value
x1 and all the vertices in NHs,t(v) correspond to the same value x2. Let x(u) = xu
and x(v) = xv. Then from the eigen-equation (1) we have

kxu = 2sx1 + tx2 + xv,
kx1 = 2xu + 2(s− 1)x1 + 3tx2 + xv,
kx2 = xu + 3sx1 + 2(t− 1)x2 + xv,
kxv = xu + sx1 + 2tx2.
We can transform the above equations into a matrix equation (kI4−D)x
′ = 0, where
x′ = (xu, x1, x2, xv)
T and
D =


0 2s t 1
2 2(s− 1) 3t 1
1 3s 2(t− 1) 2
1 s 2t 0

 .
Let φs,t(λ) = det(I4λ−D). Then
φs,t(λ) =λ
4 + (−2s− 2t+ 4)λ3 + (−9s− 9t− 5st+ 3)λ2
+ (−12s− 12t− 4st− 4)λ+ (−4s− 4t− 4).
4Therefore, we obtain φs,t(λ) − φs−1,t+1(λ) = λ(s − t − 1)(5λ + 4). Since the path
P2 of order 2 is an induced subgraph of H
c
s,t, D(H
c
s,t) contains D(P2) as a principal
submatrix. Whereas λ1(P2) = 1, by Interlacing theorem we attain λ1(H
c
s,t) > 1.
Without loss of generality we assume s ≤ t. We can compute out that φs,t(λ) −
φs−1,t+1(λ) < 0 if λ > 1. Then λ1(H
c
s,t) > λ1(H
c
s−1,t+1). Note that s+ t = n− 2. We
finally obtain that λ1(H
c
s,t) ≤ λ1(H
c
⌊n
2
−1⌋,⌈n
2
−1⌉). 
Combining Lemmas 2.1 and 2.2 we obtain the following main result.
Theorem 2.3. Let G be a simple graph of diameter greater than three on n vertices.
Then λ1(G
c) < λ1(H
c
⌊n
2
−1⌋,⌈n
2
−1⌉).
Suppose that G is a simple graph of diameter greater than three on n vertices.
Let G˜ be the connected graph obtained from G by deleting some edges of G.
Lemma 2.4. Let G and G˜ be the graphs as above. Then λ1(G
c) > λ1(G˜
c).
Proof. Let x be the unit Perron vector of D(G˜c) with respect to λ1(G˜
c). Note that
d(G˜) ≥ d(G) > 3. Then we have
λ1(G˜
c) = xTD(G˜c)x
= xT (Jn − In)x+ x
TA(G˜)x
< xT (Jn − In)x+ x
TA(G)x
= xTD(Gc)x.
By Rayleigh’s theorem we know that λ1(G
c) ≥ xTD(Gc)x. Then λ1(G
c) > λ1(G˜
c).

By repeatedly applying the above Lemma 2.4 we can verify the following result.
Lemma 2.5. Suppose that G is a simple graph whose diameter is greater than three.
Let T be a spanning tree of G. Then λ1(G
c) ≥ λ1(T
c) with equality if and only if
G ∼= T .
Lemma 2.6. ( [6] ) Let Pn be the path of order n ≥ 4. If T is not isomorphic to
the star graph K1,n−1, then λ1(T
c) ≥ λ1(P
c
n) with equality if and only if T
∼= Pn.
Combining Lemmas 2.4, 2.5 and 2.6 we attain the following main result.
Theorem 2.7. Let G be a simple graph of diameter greater than three on n vertices.
Then λ1(G
c) ≥ λ1(P
c
n) with equality if and only if G
∼= Pn.
3. The least distance eigenvalue of the comple-
ments of graphs of diameter greater than three
Lemma 3.1. Suppose that G is a connected simple graph on n vertices, and let
x = (x1, x1, · · · , xn)
T be an eigenvector of D(Gc) with respect to λn(G
c). Then x
contains at least two positive entries and negative entries.
5Proof. Suppose on the contrary that xw > 0 and xv ≤ 0 if v ∈ V (G)\{w}. There
exists a vertex u ∈ NG(w) such that NG(u) \ {w} 6= ∅. By the eigen-equation (1)
we have 0 ≤ λn(G
c)xu =
∑
v∈NGc (u)
duvxv ≤ 0, from which we obtain Xu = 0 and
Xv = 0 for each v ∈ NGc(u). Again from the eigen-equation (1) we have
λn(G
c)xw =
∑
v∈NGc (w)
dwvxv =
∑
v˜∈NG(u)\{w}
duv˜xv˜ +
∑
v∈NGc (u)
duvxv =
∑
v˜∈NG(u)\{w}
duv˜xv˜.
By the above equation and the eigen-equation (1) we have for v′ ∈ NG(u) \ {w},
(1 + λn(G
c))xv′ = Xv′ +
∑
v˜∈NG(u)\{v′}
duv˜xv˜
= xw +
∑
v˜∈NG(u)\{w}
duv˜xv˜
= (1 + λn(G
c))xw.
Since the path P2 of order 2 is an induced subgraph of G
c, D(Gc) contains D(P2)
as a principal submatrix. Whereas λ2(P2) = −1, by Interlacing theorem we know
λn(G
c) < −1. It follows from the above equation that xv′ = xw > 0. This contra-
diction shows that x contains at least two positive entries.
Since −x is also the eigenvector ofD(Gc) with respect to λn(G
c), we can similarly
verify that x contains at least two negative entries. 
SupposeG is a connected simple graph with the vertex set V (G) = {v1, v2, · · · , vn}.
Let x = (x1, x2, · · · , xn)
T be an eigenvector of D (Gc) with respect to λn(G
c),
where x (vi) = xi (i = 1, 2, · · · , n). Write V+ = {vi ∈ V (G
c) : xi > 0}, V− =
{vi ∈ V (G
c) : xi < 0} and V0 = {vi ∈ V (G
c) : xi = 0}. By Lemma 3.1 we attain
|V+| ≥ 2 and |V−| ≥ 2. Let |V+ ∪ V0| = p and |V−| = q. Then p + q = n and p ≥ 2
and q ≥ 2.
LetKp,q denote the complete bipartite graph of order n with the partitions V+∪V0
and V−. Now we construct the below two graphs B1(p, q) and B2(p, q) from Kp,q.
Let B1(p, q) denote the graph obtained from Kp,q by deleting all edges between
the vertex u of V+ ∪ V0 and t − 1 vertices of V−. We denote by B2(p, q) the graph
obtained from B1(p, q) by deleting all edges between the vertex v of {V+ ∪V0} \ {u}
and t − 1 vertices of V− such that u and v have no common neighbour. Clearly,
d(B1(p, q)) = 3 and d(B2(p, q)) = 4.
Lemma 3.2. Suppose that G is a simple graph of diameter greater than three on
n vertices. Let B2(p, q) be the graph as above. Then λn(G
c) ≥ λn(B
c
2(p, q)) with
equality if and only if G ∼= B2(p, q).
Proof. Set x to be the unit eigenvector of D(Gc) with respect to λn(G
c). Note that
d(G) ≥ d(B2(p, q)) = 4. Then we have
λn(G
c) = xTD(Gc)x
= xT (Jn − In)x+ x
TA(G)x
≥ xT (Jn − In)x+ x
TA(B2(p, q))x
= xTD(Bc2(p, q)x.
6By Rayleigh’s theorem we attain λn(B
c
2(p, q)) ≤ x
TD(Bc2(p, q)x. Therefore, we
obtain that λn(G
c) ≥ λn(B
c
2(p, q)). 
Lemma 3.3. Let B2(p, q) and B1(p, q) be the graphs as above. Then we have
λn(B
c
1(p, q)) < λn(B
c
2(p, q)) < −3.
Proof. Let λn be the least eigenvalue of D(B
c
2(p, q)). Set x to be an eigenvector
of D(Bc2(p, q)) with respect to λn. Let w and w
′ be two vertices which are adjacent
to the vertex u and v in Bc2(p, q), respectively. By the symmetry of B
c
2(p, q) all
vertices in {V+ ∪V0} \ {u, v} correspond to the same value x1 and all the vertices in
V− \ {w,w
′} correspond to the same value x2. Let x(u) = xu, x(v) = xv, x(w) = xw
and x(w′) = xw′ . Then from the eigen-equation (1) we obtain

λnxu = xv + 2xw + xw′ + (p− 2)x1 + (q − 2)x2,
λnxv = xu + xw + 2xw′ + (p− 2)x1 + (q − 2)x2,
λnxw = 2xu + xv + xw′ + 2(p− 2)x1 + (q − 2)x2,
λnxw′ = xu + 2xv + xw + 2(p− 2)x1 + (q − 2)x2,
λnx1 = xu + xv + 2xw + 2xw′ + (p− 3)x1 + 2(q − 2)x2,
λnx2 = xu + xv + xw + xw′ + 2(p− 2)x1 + (q − 3)x2.
We can transform the above equation into a matrix equation (λnI6 − DBc
2
)x′ = 0,
where x′ = (xu, xv, xw, xw′, x1, x2) and
DBc
2
=


0 1 2 1 p− 2 q − 2
1 0 1 2 p− 2 q − 2
2 1 0 1 2(p− 2) q − 2
1 2 1 0 2(p− 2) q − 2
1 1 2 2 p− 3 2(q − 2)
1 1 1 1 2(p− 2) q − 3


.
Let ϕp,q(λ) = det(I6λ−DBc
2
). Then we get
ϕp,q(λ) =λ
6 + (−q + 6− p)λ5
+ (−3 pq − 5 p+ q + 9)λ4
+ (−10 pq − 12 p+ 12 q)λ3
+ (−6 pq − 22 p+ 8 q + 8)λ2
+ (4 pq − 20 p− 8 q + 24)λ.
Similarly we have
φp,q(λ) =det(I4λ−DBc
1
)
=λ4 + (−q + 4− p)λ3
+ (−3 pq − 8 p+ 8)λ2
+ (−4 pq − 14 p+ 2 q + 8)λ− 8 p+ 4.
(2)
By the above two equations we get
ϕp,q(λ)− (λ+ 1)
2φp,q(λ) =(5 p+ 3 q − 8)λ
4
+ (19 p+ 11 q − 28)λ3
+ (5 pq + 22 p+ 4 q − 20)λ2
+ (8 pq + 10 p− 10 q + 8)λ+ 8 p− 4.
7Since the path P4 of order 4 is an induced subgraph of B
c
2(p, q) and B
c
1(p, q), D(P4)
is a principal submatrix of D(Bc2(p, q)) and D(B
c
1(p, q)). Whereas λ4(P4) < −3, by
Interlacing theorem we attain λn(B
c
2(p, q)) < −3 and λn(B
c
1(p, q)) < −3. Note that
p+ q = n, p ≥ 2 and q ≥ 2. We can compute out that ϕp,q(λ)− (λ+ 1)
2φp,q(λ) > 0
when λ < −3. This implies that λn(B
c
2(p, q)) > λn(B
c
1(p, q)). 
Lemma 3.4. Let B1(p, q) be the graph as above. Then we have
λn(B
c
1(p, q)) ≥ min
{
λn
(
Bc1
(⌈n
2
+ 2
⌉
,
⌊n
2
− 2
⌋))
, λn
(
Bc1
(⌊n
2
+ 2
⌋
,
⌈n
2
− 2
⌉))}
with equality if and only if B1(p, q) ∼= B1(⌈
n
2
+ 2⌉, ⌊n
2
− 2⌋) or B1(p, q) ∼= B1(⌊
n
2
+
2⌋, ⌈n
2
− 2⌉).
Proof. By the above equation (2) we obtain
φp,q(λ)− φp−1,q+1(λ) = (3 p− 3 q − 11)λ
2 + (4 p− 4 q − 20)λ− 8.
When p ≥ q + 4, by computation we obtain that φp,q(λ) − φp−1,q+1(λ) > 0 if
λ < −3. This shows that λn(B
c
1(p, q)) ≥ λn(B
c
1(⌈
n
2
+ 2⌉, ⌊n
2
− 2⌋)).
When p < q + 4, we can compute out that φp,q(λ)− φp−1,q+1(λ) < 0 if λ < −3.
This implies that λn(B
c
1(p, q)) ≥ λn(B
c
1(⌊
n
2
+ 2⌋, ⌈n
2
− 2⌉)).
Thus, by Lemma 3.3, we can determine that the result is true. 
Combining Lemmas 3.2, 3.3 and 3.4 we obtain the following main result.
Theorem 3.5. Let G be a simple graph of diameter greater than three on n vertices.
Then we have
λn(G
c) > min
{
λn
(
Bc1
(⌈n
2
+ 2
⌉
,
⌊n
2
− 2
⌋))
, λn
(
Bc1
(⌊n
2
+ 2
⌋
,
⌈n
2
− 2
⌉))}
.
Let S be the subset of V (G). We denote by G[S] the subgraph of G induced
by S. Connecting some pairs of vertices which are not adjacent in G[V+ ∪ V0] and
G[V−] we get the graph G˜p and G˜q, respectively.
Let u˜ and v˜ be two vertices of G such that x(u˜) and x(v˜) are the minimum
modulus among all vertices of V+ ∪ V0 and V−, respectively. We denote by G˜ the
graph obtained by connecting the vertex u˜ of G˜p and v˜ of G˜q. Obviously, d(G˜) ≥ 3.
Lemma 3.6. Suppose that G is a simple graph of diameter greater than three on n
vertices. Let G˜ be the graph as above. Then λn(G
c) < λn(G˜
c).
Proof. Let x be the unit eigenvector of D(G˜c) with respect to λn(G˜
c). Note that
d(G) > 3 and d(G˜) ≥ 3. Then we have
λn(G˜
c) = xTD(G˜c)x
≥ xT (Jn − In)x+ x
TA(G˜)x
> xT (Jn − In)x+ x
TA(G)x
= xTD(Gc)x.
8By Rayleigh’s theorem we attain λn(G
c) ≤ xTD(Gc)x. Then λn(G
c) < λ(G˜c). 
Let L(p, q) be the graph obtained from G˜ by connecting all pairs of vertices
which are not adjacent in G˜[V+∪V0] and G˜[V−], respectively. By repeatedly applying
Lemma 3.6 we can prove that the following result is true.
Lemma 3.7. Suppose that G is a simple graph of diameter greater than three on n
vertices. Let L(p, q) be the graph as above. Then λn(G
c) < λn(L
c(p, q)).
Lemma 3.8. Let L(p, q) be the graph as above. Then we have
(I.) when λn(L
c(p, q)) ≤ −4,
λn(L
c(p, q)) ≤ λn(L
c(⌊n
2
⌋, ⌈n
2
⌉)) with equality if and only if L(p, q) ∼= L(⌊n2 ⌋, ⌈
n
2
⌉).
(II.) when −4 < λn(L
c(p, q)) < −3,
λn(L
c(p, q)) ≤ λn(L
c(2, n−2)) with equality if and only if L(p, q) ∼= L(2, n−2).
Proof. Let λn be the least eigenvalue of D(L
c(p, q)). Set x to be the eigenvector
of D(Lc(p, q)) with respect to λn. By the symmetry of L
c(p, q) all the vertices in
(V+ ∪ V0) \ {u˜} correspond to the same value x1 and all the vertices in V− \ {v˜}
correspond to the same value x2. Let x(u˜) = xu˜ and x(v˜) = xv˜. By the equation (1)
we achieve 

λnxu˜ = 3xv˜ + 2(p− 1)x1 + (q − 1)x2,
λnxv˜ = 3xu˜ + (p− 1)x1 + 2(q − 1)x2,
λnx1 = 2xu˜ + xv˜ + 2(p− 2)x1 + (q − 1)x2,
λnx2 = xu˜ + 2xv˜ + (p− 1)x1 + 2(q − 2)x2.
We can transform the above equation into a matrix equation (λnI4 − DLc)x
′ = 0,
where x′ = (xu˜, xv˜, x1, x2) and
DLc =


0 3 2(p− 1) q − 1
3 0 p− 1 2(q − 1)
2 1 2(p− 2) q − 1
1 2 p− 1 2(q − 2)

 .
Let φp,q(λ) = det(I4λ−DLc). Then we get
φp,q(λ) =λ
4 + (−2 q + 8− 2 p)λ3
+ (3 pq − 12 p− 12 q + 16)λ2
+ (12 pq − 16 p− 16 q − 16)λ+ 12 p+ 12 q − 60.
From the above equation we have
φp,q(λ)− φp−1,q+1(λ) = (−3 p+ 3 q + 3)λ
2 + (−12 p+ 12 q + 12)λ
Since the path P4 of order 4 is an induced subgraph of L
c(p, q), D(Lc(p, q)) contains
a principal submatrix D(P4). Whereas λ4(P4) < −3, by Interlacing theorem we
have λn(L
c(p, q)) < −3. Without loss of generation we assume p ≤ q.
When λn(L
c(p, q)) ≤ −4, by computation we get φp,q(λ)− φp−1,q+1(λ) > 0. This
shows that λn(L
c(p, q)) ≤ λn(L
c(⌊n
2
⌋, ⌈n
2
⌉)).
9When −4 < λn(L
c(p, q)) < −3, we can compute out that φp,q(λ)−φp−1,q+1(λ) <
0. This implies that λn(L
c(p, q)) ≤ λn(L
c(2, n− 2)). 
Combining Lemmas 3.1, 3.6, 3.7 and 3.8 we obtain the following main result.
Theorem 3.9. Let G be a simple graph of diameter greater than three on n vertices.
Then we have
(I.) λn(G
c) < λn(L
c(⌊n
2
⌋, ⌈n
2
⌉)) when λn(G
c) ≤ −4.
(II.) λn(G
c) < λn(L
c(2, n− 2)) when −4 < λn(G
c) < −3.
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