We examine certain analytic and numerical aspects of optimal control problems for a Ladyzhenskaya model for stationary, incompressible, viscous flows. The control considered is of the distributed type; the functionals minimized are the L2-distance of candidate flow to some desired flow and the viscous drag on bounding surfaces. We show the existence of optimal solutions and justify the use of Lagrange multiplier techniques to derive a system of partial differential equations from which optimal solutions may be deduced. We study the regularity of solutions of this system. Then, we consider approximations, by finite element methods, of solutions of the optimality system and examine their convergence properties.
I. Introduction
The optimization problem we study is to seek a state pair (u,p) and a control g such that a functional of u and g is minimized subject to the constraint that the equations corresponding to a Ladyzhenskaya model of viscous, incompressible flow [9] are satisfied. Specifically, the state and control are required to satisfy and -(Vo+V~f Igradul 2d [2) divu=0 in [2, Au + u.gradu + gradp =f+ g in f2,
(1 where ~ > 0 is a constant. The first of these effectively measures the difference between the velocity field u and a prescribed field Uo, while the second measures the drag due to viscosity. For a discussion of the relation between (1.5) and the viscous drag, one may mimic the derivation given in [11] for the analogous expression in the case of the classical Navier-Stokes equations. The appearance of the control g in (1.4) and (1.5) is necessary since we will not impose any a priori constraints on the size of the control. The plan of the paper is as follows. In the remainder of this section, we introduce the notation that will be used throughout the paper. Then, in Section 2, we give a precise statement of the optimization problem for the functional (1.4) and discuss the main results we have obtained concerning this problem. In Section 3, we define finite element algorithms for the approximation of solutions of the optimization problem; we also discuss the main results we have obtained concerning the existence and convergence of these approximations. In Section 4, we collect the proofs of the results given in Sections 2 and 3. Finally, in Section 5, we consider the drag functional (1.5). where f2 denotes a C 1' 1 or convex bounded domain in R a, d = 2 or 3, with a boundary F, and Vo, vl are positive constants. (When finite element approximations are considered, we will assume that f2 is a convex polyhedral domain.) If v~ = 0, then (1.1)-(1.3) reduce to the well-known Navier-Stokes equations; in this case, if the variables in (1.1)-(1.3) are nondimensionalized, then v0 is simply the inverse of the Reynolds number Re. In (1.1)-(1.3), u and p denote the velocity and pressure fields, respectively, fa given body force, and g a distributed control. The constant density p has been absorbed into p, f and g. The model (1.1)-(1.3) is one of a class of models having nonlinear constitutive relations that were introduced by Ladyzhenskaya [-9] as possible alternatives to the Navier-Stokes model. These models have been recently attracting considerable attention; see, e.g., [3, 5, 8, 10] . Among the reasons for this interest is the realization that the Ladyzhenskaya models may be interpreted as algebraic turbulence models; see, e.g., [-5] .
The two functionals that we consider are given by Throughout, C will denote a positive constant whose meaning and value changes with context. H'(~), r ¢ R, denotes the standard Sobolev space of order r with respect to the set ~, where ~ is either the flow domain 12 or its boundary F; note that H°(~)= L2(~). Norms of functions belonging to H'(f2) and H'(F) are denoted by I1"11, and II'll,.r, respectively. Corresponding Sobolev spaces of vector-valued functions will be denoted by Hr(~), e.g., Hi(f2)= [H1 (12) Thus, the inner products in Lz(f2) and Lz(f2) are both be denoted by (.,.) and those in L2(F) and LZ(F) by (',')r. If X denotes a Banach space, X* will denote its dual. Also, since in our context /2 ((2) or/-2(/-,) will play the role of a pivot space between X and X*, (., .) or (., ")r (as the case may be) also denotes the duality pairing of X and X*. For details concerning these matters, see [1, 2 or 6] . We will use the forms 
The optimization problem and the optimality system
We begin by giving a precise statement of the first optimization problem we consider. Let g e L2(f2) denote the distributed control and let u e V:= {v e Ho~(O): divv = 0} denote the state, i.e., the velocity field. The state and control variables are constrained to satisfy the Ladyzhenskaya equations in the weak form (see, e.g., I-5, 9-1)
where fe L2(O) is a given function. The functional (1.4), using the notation introduced in Section 1, is given by J(u,g) = ½ II u -uo IIo 2 + ½ IIg II 2o, ( 
2.2)
where Uo ~ L2(O) is a given function. The admissibility set ~ad is defined by
Then, (h, ~) ~ q/ad is called an optimal solution if there exists e > 0 such that
(2.4)
Hence, optimal solutions are defined as local minima. The first main result that we obtain is (see Theorem 4.6):
there exists a (h,~) ~ vllad such that (2.2) is minimized in the sense of (2.4).
Due to the definition (2.3) for q/ad, we see that the problem of finding (h, ~) ~ q/ad satisfying (2.4) is a constrained optimization problem. We wish to use the Lagrange multiplier rule to turn this constrained optimization problem into an unconstrained one. Proceeding formally, we introduce the Lagrange multipliers ~ ~ Ho ~ (f2) and a e LoZ(~) and define the product space
and the Lagrangian
(2.5)
We now seek stationary points of Jt(u, p, g, ~, tr) over Z. Again, proceeding in a formal manner, using standard techniques of the calculus of variations, one may derive the Euler-Lagrange equations that correspond to the minimization of (2.5). This process yields the optimality system Variations in the Lagrange multipliers ~ and tr recover the constraints (2.6) and (2.7). Variations in the state variables u and p yield the co-state equations (2.8) and (2.9) and variations in the control O yield (2.10). Thus, the optimal solution necessarily satisfies the optimality system (2.6)-(2.10). Our second main result (see Theorem 4.8) is to make the above formal process of obtaining the optimality system through the use of the Lagrange multiplier rule a rigorous one: let (fi, i6,~)e H~(~)x L2((2)x L2(I2) denote an optimal solution in the sense of (2.4); then, there exists a nonzero multiplier (~, a) e Ho a (Q) x L~ (Q) satisfyin9 the optimality system (2.6)-(2.10).
Note that (2.10) enables us to eliminate the optimal control ~ from (2.6), resulting in
Then, the optimality system in terms of the optimal state (fi,/~) and co-state (~,a) is given by (2.7)-(2.9) and (2.11). Once the state variables t~ and/~ and the Lagrange multipliers ~ and a are determined, the optimal control may be easily deduced from the optimality condition (2.10), i.e., we essentially have that ~ = -~. The optimality system (2.12)-(2.18) includes of the Navier-Stokes system (2.12)-(2.14) and the system (2.15)-(2.17) whose left-hand side is the adjoint of the Navier-Stokes operator linearized about (~,/~).
Remark, An equivalent weak formulation of the optimality system (2.7)-(2.9) and (2.11) that we use later is given by Once fi and ~ are determined, one can recover ~ and cr from (2.11) and (2.8).
VeJ e V.
(2.20)
Remark. Our notion of an optimal solution is a local one; see (2.4). Moreover, there is no reason to believe that, in general, optimal solutions are unique. This is to be expected since even the uncontrolled stationary Navier-Stokes equations are known to have multiple solutions for sufficiently large values of the Reynolds number. However, just as in the Navier-Stokes case (see, e.g., [6, 7, 12 or 13] ), for sufficiently small values of the Reynolds number, i.e., for "small enough" data or "large enough" viscosity, one can guarantee that optimal solutions are unique. In order to determine the rate of convergence of finite element approximations to the solutions of the optimality system, one must have knowledge about the smoothness of these solutions. Thus, our next main result concerns the regularity of solutions of the optimality system. The precise result is given in Theorem 4.9 (see also the remark that follows that theorem); here, we merely note that the regularity of solutions of the optimality system (2.6)-(2.10) is the same as that present for solutions of the analo#ous problem for the Navier-Stokes equations.
Thus, ~ and ~ are as smooth as the velocity field and/3 and tr are as smooth as the pressure field obtained from the Navier-Stokes equations posed over the same domain I2 and having the same data f as the optimality system (2.6)-(2.10).
Finite element approximations
We now define, using finite element methods, an approximate optimality system from which approximations to the optimal state, co-state, and control may be determined. It is important to emphasize at the beginning that the finite element methods that may be employed to this end are exactly those that may be used for determining approximate solutions of the Navier-Stokes equations. Thus, the same finite element spaces may be used for the pressure and velocity approximations (and for the corresponding adjoint variables) as those used for the corresponding variables in the Navier-Stokes equations. Thus, one may consult the vast literature and long catalog of stable finite element velocity-pressure pairs that are available for the Navier-Stokes equations; see, e.g., I-6, 7] .
A finite element discretization of the optimality system (2.7)-(2.9) and (2.11) is defined in the usual manner. First one chooses families of finite dimensional subspaces X h c Hd(I2) and S h c L2(f2). These families are parametrized by a parameter h that tends to zero; commonly, h is chosen to be some measure of the grid size. It is natural to assume that as h ~ 0,
Here we may choose any pair of subspaces X* and S* that can be used for finding finite element approximations of solutions of the Navier-Stokes equations and we make the same assumptions as are employed in that setting. Thus, we assume the inf-sup condition, or LadyzhenskayaBabu]ka-Brezzi condition: there exists a constant C, independent of h, such that
This condition assures the stability of finite element discretizations of the Navier-Stokes equations.
We shall see that it also assures the stability of the approximation of the Ladyzhenskaya model and the optimality system. Similar discussions may be found in [5] . For thorough discussions of the approximation properties (3.1) and (3.2), see, e.g., [4] and for like discussions of the stability condition (3.3), see, e.g., [6 or 7] . These references may also be consulted for a catalog of finite element subspaces that meet the requirements of (3.1)-(3.3).
In the sequel we will use the following modified trilinear form c(u,v,w):
Note that for (u,v,w)s IV3], this definition coincides with the original definition. Also, the modified c(.,-, .) satisfies
and, for some constant Co > 0,
Once the approximating subspaces have been chosen, we can define the approximate problem from which approximate states and co-states may be determined: seek u h ~ X h, ph ~ S h, ~h ~ X h, and One may also show that if one choose proper finite element subspaces such that the stability condition (3.3) is satisfied and such that the errors in (3.1) and (3.2) have the same asymptotic order of convergence in h as h ~ 0, then the same asymptotic order of convergence holds for the finite element approximation (u h, ph, ~h, ah), provided that Vo is sufficiently large and that the regularity results presented in Section 4.3 hold. Then, for example, if one uses a Taylor-Hood element pair (see, e.g., [6 or 7] ) consisting of continuous piecewise quadratic velocity approximations and continuous piecewise linear pressure approximations, both defined with respect to the same grid, then provided solutions are regular enough, we achieve O(h 2) convergence for the H l(~)-norm of the velocity error and the L2(f2)-norm of the pressure error.
Proofs of main results
We now provide proofs of the results given in Sections 3 and 4.
Existence of optimal solutions
We first show that an optimal solution exists. To this end we first present some useful results. (12) .
Proof. By the Cauchy-Schwartz inequality, we have (
ii) For each v ~ H~(f2), the mappin# u ~-~ao(u;u, v) is sequentially weakly continuous on H~(f~).
The second part of the corollary follows from the sequential weak continuity of monotone operators; see, e.g., I-6] for related discussions.
We next quote an abstract theorem on the existence of weak solutions for the problem Proof. See [6] . []
We are now in a position to establish the existence of a solution of (2.1). We immediately obtain the coercivity from Corollary 4.2 (i) and the fact that c(u, u, u) = O. We now turn to the question of sequential weak continuity. As discussed in, e.g., [6] , for each v ~ V, the weak continuity of the form u ~ c (u, u, v) Proof. See [9] . []
We are now in a position to establish the existence of an optimal solution as defined in (2.4).
Theorem 4.6. There exists a (~,~j)e q/ad such that (2.2) is minimized in the sense of(2.4).
Proof. We first claim that q/~d is not empty. The existence of a solution for (2.1) was given in Proposition 4.4 for any given right-hand side f+ g ~ L2(I2). In particular, we deduce that there exists a fi ~ Vthat satisfies (2.1) with g = O. Moreover, we have J(fi,0) ~< C(ll~llo 2 + Iluo Ilo 2) < ~.
Thus, (~, 0) ~ q/ad. NOW, let {u~"~,g ~")} be a sequence in q/ad such that
Then, by (2.2), (u°°,O ~")) is uniformly bounded in L2(f2)× L2(12), and [vo + vla(u~"),u~"))]a(uC"),u~"~) + c(u~"),u~"),v) = (f + O~"),v) Vv ~ V. (4.5)
By (4.3), we have
I1 u ~") II~ ~< C.
We may then extract subsequences such that
for some (h, ~) ~ V× L2(f2). The last convergence result above follows from the compact imbedding H~(Q) ~ L2(f2). We may then pass to the limit in (4.5). We may deduce that (h,O) satisfies (2.1) using arguments similar to the ones given earlier to derive the result in Proposition 4.4. Finally, by the weak lower semicontinuity of J(.,.), we conclude that (&~) is an optimal solution, i.e.,
J(&#)= inf J(u,g).
(u,e)¢¢ad
This proves the theorem. []
Remark. Because the optimal control ~ E L2(Q), we may deduce, using the regularity results in Lemma 4.5 for the Ladyzhenskaya equations, that ~ E HZ(f2).
Remark. Using (1.7) and (1.10), one can show that, similar to the Navier-Stokes equations case, there exists a/~ ~ Lo2(fl) such that (fi,/~) is a weak solution of (1.1)-(1.3), i.e.,
and [Vo + vla(i~,~)]a(~,v) + c(~,h,v) + b(v,O) = (f + ~l,v) Vv eH~(f2) b(gt, q) = 0 Vq ~ L~(12).

Since f+ 0 ~ L2(12), we actually have (&/~) e H2(12) x HI(12).
(4.6) (4.7)
Existence of Lagrange multipliers
We wish to use the method of Lagrange multipliers to turn the constrained optimization problem (2.4) into an unconstrained one. We begin by showing that suitable Lagrange multipliers exist.
We first quote the following abstract theorem concerning the existence of Lagrange multipliers for smooth constrained minimization problems on Banach spaces. 
) ~_ X ~ R is Frechet-differentiable at u with Frechet derivative J', (B) M is Frechet-differentiable in an open neighborhood of u and its Frechet derivative M' is continuous at u; (C) Range (M'(u)) = Y. Then there exists a I~ ~ Y* such that -(J'(u),w) + (la, M'(u)w)=O
VweX.
Proof. See [14] . 
One may show that M is a CX-ma_pp_ing and its Frechet derivative_ _ M'(f,,O,O) ~ o_9e(X; Y) is defined as follows: M' (&/), ~). (w, r, s) = (f, ~b) for (w, r, s) ~ X, and (f ~) e Y, if and only if [Vo + vla(fJ, fJ)]a(w,v) + 2vla(w, ft)a(fJ, v) + c(fi, w,v) + c(w,& v) + b(v,r) -(s,v)
= (J~ v)V v ~ Hd(f2) (4.10) and b(w,q) = (q~,q) Vq ~ L2o(f2).
(4.11) (12) denote an optimal solution in the sense of (2.4). (4.12) where (., .) denotes the duality pairing between H~(I2) x L2(t2) and H-1(~2) x Lo2(t2). 
Then, there exists a nonzero Lagrange multiplier (~,a) ~ H:(Y2) x Lg(f2) satisfying the Euler equations -~ (,g).(w,r,s) + (M (u,p,g).(w,r,s),(¢,tr)) 0 V(w,r,s)eH~(O)xL2(O)xL2(f2),
-(~ --Uo,W) -(~l,s) + [Vo + vla(~,~)]a(w,~) + 2vta(¢,ft)a(~,w) + c(w,~,~) + c(ft, w,~) + b(~, r) -(s, ¢) + b(w, a) = 0 V (w, r, s) ~ Ho 1 ([2) x Lo2(f2) x L2(O).
Upon separation of the above equation, one obtains (2.8)-(2.10). Since the optimal solution (fi,/~, ~) also satisfies the constraint (2.6) and (2.7), we see that necessary conditions for an optimum are that the system (2.6)-(2.10), i.e., the optimality system, is satisfied.
Regularity of solutions of the optimality system
We now examine the regularity of solutions of the optimality system (2.7)-(2.9) and (2.11), or equivalently, (2.12)-(2.18). 
18), we have that (u,p,~,a)eH2(O)xHl(O) X H2(Q) x HI (Q).
Proof. Since ~ ~ Hi(t2), we have that the right-hand side of (2.12) belongs to L2( [2) . Then, the additional regularity of u and p follows from Lemma 4.5 (or regularity results for the Navier-Stokes equations by noting that the term [Vo + v~a(u,u) 
Existence of finite element approximations
We now turn to the question of the existence of solutions of the discrete system (3.5)-(3.8). Note that here and in Section 4.5, we drop the (^) notation in denoting optimal solutions.
The discrete inf-sup condition 
Convergence of finite element approximations
With the uniform bound on the finite element approximations, we may pass to the limit to show the convergence to the solution of the continuous optimality system. In doing so, we will need the following result. is weakly sequentially continuous in H 1 (12) .
Proof. Using the identity a(u + ~,u + ¢)a(u + ¢,v) -a(u -~,u -¢)a(a -~,v)
= 4a(u,¢)a(u,v) + 2[a(u,u) + a(¢,¢)]a(¢,v),
we obtain
Thus, the weak sequential continuity of the mapping (u, v) follows from the weak sequential continuity of the mapping (for each fixed v) Remark. In general, the solution of the optimality system is not unique. However, under suitable assumptions on Vo, vl, Ilfll-a and Iluo Iio, one can show the solution is unique. In this case, the convergence of the subsequence {(u h°, ~h,)} actually implies the convergence of the entire sequence
{(u h, {h)} as h ~ O.
For the sake of completeness, we present a uniqueness result as follows. 
Remark
. Similar results may be obtained for finite element solutions of (3.5)-(3.8).
The drag functional
We now consider a variation on the problem considered in Sections 2-4. A substantial portion of the analyses and results of those sections that apply to the minimization of the functional (1.4) with distributed controls will also apply to the variation considered in this section. Therefore, here we will merely point out the differences.
Consider flow control problems wherein the functional (1.5) involving the viscous drag dissipation is to be minimized, subject, of course, to the Ladyzhenskaya equations (1.1)-(1.3) (or (2.1)) as constraints. Using the notation of Section 1, we rewrite (1.5) as
The parameter 6 will be chosen below. The admissibility set is now defined by ~ad = {(U, 0)~ V× Lz(f2): (2.1)is satisfied}.
The optimization problem at hand is to minimize (5.1) over ~ad. The existence of optimal solutions may be shown exactly as in Theorem 4.6. Also, Theorem 4.8 on the existence of Lagrange multipliers is easily amended to apply to the context of this section. An optimality system, which may be derived using the method of Lagrange multipliers, is given by (2.7), (2.9), and, instead of (2.11) and (2.8), respectively. In (5.2) we have used the optimality condition which, instead of (2.10), is now given by where 3-= tr + p. In the sequel we will dispense with the ('~) notation. Thus, the optimality system for the problem of minimizing (5.1) over ~ad is given, in a form not explicitly involving the controls, by (2.7), (2.9), (5.2), and (5.4). By integration by parts one easily finds that the optimality system is a weak formulation of the following system of partial differential equations and boundary conditions: By choosing 6 sufficiently small, the existence and regularity results for this optimality system may be derived in the same manner as that employed in Section 4. Finite element approximations are defined exactly as in Section 3, which are given by (3.6), (3.8) and, instead of (3.5) and (3.7). 
respectively. Again, at least for Vo sufficiently large, the results of Propositions 4.12 and 4.15, Theorem 4.13, and Corollary 4.14 can be shown to be applicable to the present case.
The main effect of making the substitution of (5.2) into the right-hand side of (5. 
