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Abstract
Many biomechanical properties of multi-cellular organisms directly emerge from
cell interactions. Cells in organs and tissues interact between them and with their
environment in different ways. Due to this fact, it is fundamental to analyze how
these interactions are translated to tissue level properties. For instance, cell-cell
adhesions will determine the apparent stiffness of an epithelial layer. Further,
cell-matrix interactions may determine the formation of many biological structures
and their morphology. These multi-cellular systems cannot be regarded as static
structures since they are suffering constant changes such as cell proliferation,
reorganization or migration. Therefore, it is necessary to study cell dynamics and
individual interactions to fully understand how higher level phenomena work, from
tissue development to tumor growth.
Recently, the use of agent-based approaches has become very popular to model
multi-cellular systems. Agent-based models represent cells as individual entities.
These models are especially adequate to study biophysical phenomena that occur
at the cell level. Here cell-cell interactions can be directly modeled in a mechanistic
way. Also, these models capture really well the inhomogeneities present in the
biological structures. Otherwise, continuum models are commonly used in larger
scale problems. In contrast to agent-based models, they do not represent cells
as individual entities. They define constitutive laws to model biological, physical
and chemical processes. Hence, cell properties are averaged using macroscopic
parameters and these models often work with the cell density instead of separate
cell entities. However, these models present a good scalability and an excellent
representation of particular physical phenomena such as mass transport and force
transmissions in continuum media.
In this thesis, we aim to explore the possibilities that hybrid approaches can offer
to develop novel models of multi-cellular systems. We present two different hybrid
models that combine an agent-based and a continuum model. Both approaches
have in common that the continuum model is solved using the Finite Element
method. Also, we show how to overcome the many intrinsic limitations of each
model type following this design pattern.
First, we present a hybrid model to simulate epithelial monolayer mechanics.
In this model, we focus on cell-cell and cell-substrate mechanical interactions, but
also on tissue topology and cell morphology. We reproduce proliferating epithelial
tissues, collective cell motion and migration processes using this approach. Our
second model has been designed to simulate cell aggregates in three-dimensional
environments. We study cell mechanical interactions but, especially, how cells are
affected by oxygen transport in a 3D cell clustering process.
Finally, we compare both model results with experimental data from other
authors and discuss the benefits of combining different types of models. We
demonstrate that the hybrid approaches we propose in this work are able to
simulate a wide variety of multi-cellular systems. In fact, they are particularly
useful to study how some phenomena emerge from individual cell interactions
to larger biological scales.
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2 1.1. Biological background
1.1 Biological background
In this section, we offer a brief biological background of different multi-cellular
systems studied in this thesis. First, we show an introduction to epithelial
tissues and, in particular, cell monolayers. Monolayers can be regarded as two-
dimensional (2D) structures since one of their dimensions is notably smaller than the
others. We highlight their fundamental mechanical properties and their topological
characteristics. Otherwise, we describe the formation of cell aggregates in three-
dimensional (3D) environments. These structures differ from 2D ones in many
aspects, for instance, oxygen and nutrients availability or cell-substrate interactions
are notably different. We summarize important aspects that should be considered to
model these systems, and we note unique phenomena that only occurs in 3D cultures.
1.1.1 Epithelial tissue mechanics
Epithelial cells can form structures of one cell thick called monolayers. This is one of
the simplest tissues found in multicellular organisms, yet it has a fundamental role
in embryo development, as a support structure for organs and to separate different
physiological environments both mechanically and chemically. The mechanical
properties of this tissue arise from both cell properties and junctions between
cells in the monolayer. Remarkably, these cell adhesions are dynamic and, in
consequence, cells can rearrange in the layer, change their morphology and even
display a fluid behavior [5–7].
The adhesive junctions between cells are mainly formed by E-cadherin molecules,
and they are stabilized by actin filaments and catenin molecules as shown in Figure
1.1A [8–10]. Moreover, there is a mechanical balance between the adhesives forces
and the contraction forces generated by actomyosin activity. Hence, the contact
adhesions are continuously under tension and they transmit forces from one cell
to another. This interplay between both phenomena regulates the mechanics and
dynamics of cell junctions. In fact, they define the cell ability to deform and remodel
the contacts with its neighbors, but also cell morphology itself.
In epithelial monolayers, cells are tightly connected by these adhesion contacts
and they form a junctional network (Figure 1.1B). This network is able to integrate
cell cytoskeletons into a continuum mechanical structure that propagates forces
through the layer [10, 11]. Therefore, it is not possible to directly extrapolate the
mechanical parameters from single cell measurements to determine the tissue
rheological properties.
The characteristic polygonal topology of epithelial cells is given by these tight
adhesions [12–14] (Figure 1.1C). Cell geometry resembles a polygon where the
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Figure 1.1: Epithelial monolayer mechanics. (A) Cell-cell adhesions are mainly
formed by e-cadherin complexes. E-cadherin forms extracellular junctions that are
stabilized by catenin and actin inside the cell. (B) Diagram of an epithelial monolayer
structure. Cells adhere between them to form a junctional network that is highly
dynamic. Moreover, the cell-substrate adhesions will determine cell migration phenomenon.
(C) Fluorescence microscopy image of an epithelial monolayer. Image adapted from
Thermofisher gallery.
junctions between cells are the polygon edges, and the contact points between
three or more cells are the vertices. Indeed, the cell organization in epithelial
monolayers can be described and characterized by the distribution of the number
of polygon edges.
It has been observed that epithelial tissue responds as an elastic material when
a short duration external force is applied to the system [11]. Cells keep the number
of shared edges and their organization in the tissue under these circumstances.
However, when the force is applied on a longer time scale, the tissue shows a
visco-plastic behavior that can even resemble a fluid. In this case, cells rearrange in
the layer and alter their junctions. Further, they also restructure their cytoskeletons
to adapt to the new conditions. Therefore, these mechanisms allow cells to dissipate
stresses in the epithelial tissue [11, 15, 16].
4 1.1. Biological background
Similarly, cell proliferation and division also play a major role in the topology
and mechanical behavior of epithelial monolayers [12–14]. Cell division alters the
cell organization in the tissue, driving the biological system to clearly defined
topological patterns. For instance, cells that are elongated tend to divide in a
cleavage plane perpendicular to the largest direction [13, 17]. This phenomenon
forces the epithelial cells to keep a preferential hexagonal shape, and also helps
to dissipate accumulated stresses in the layer.
Finally, the importance of epithelial mechanics is not limited to cell layer
structural organization and its inherent mechanical properties, but it is also related
to other biophysical phenomena such as collective cell migration. Epithelial collective
migration is involved in many physiological and pathological processes [18]. For
instance, collective migration is fundamental in morphogenetic events during the
embryogenesis [9, 19]. Further, gap closure and, in particular, wound healing are
entirely regulated by this process [20, 21]. Therefore, the understanding of epithelial
tissue mechanics goes beyond the mere observation of cell layer mechanical properties.
In fact, the active role of the cells in the tissue will determine the mechanical and
dynamical behavior of the tissue, and also the ability to keep and restore its integrity.
1.1.2 Cell aggregates in 3D environments
The formation of multi-cellular aggregates from individual cells is known as cell
clustering [22]. In this process, the generation of adherent junctions is also a
fundamental aspect that determines aggregate mechanical properties as in epithelial
monolayers (Figure 1.1A). It has been observed that cell-cell contacts regulate not
only the mechanical behavior of cells but also its metabolism, life cycle and protein
expression [23–26]. In addition, cell migration also determines the cell clusters
generation and morphology. In fact, migration is highly regulated by chemical and
mechanical stimuli from other cells and its environment [26–29].
However, there are many differences between monolayers and 3D clusters. Cell
distribution and morphology are completely different in 2D and 3D environments.
In Figure 1.2A, we show an image of a cell spheroid, that is a common 3D spherical
structure generated by different cell types [30–32].
In 2D cultures, oxygen and nutrients are highly available and homogeneously
distributed since all cells are in contact with culture medium. Otherwise, cells in
the center of a 3D cluster may find low levels of oxygen or nutrients depending
on the cluster size [33–35]. In fact, cluster core can even become necrotic in these
cell structures. Moreover, 3D in vitro cultures are usually embedded in gels of
extracellular matrix, that reduce even more nutrient and oxygen levels in the cell
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Figure 1.2: Cell aggregates in 3D. (A) Reconstruction of a 3D cell spheroid using
confocal microscopy. Adapted from Molecular Devices gallery. (B) Representation of a
cell spheroid in a 3D culture. Cells in the cluster center are necrotic due to the lack of
oxygen and nutrients.
aggregates (Figure 1.2B). Hence, mass transport and cell consumption must be
considered to determine the viability of these multi-cellular systems.
Cell cluster formation is necessary for many biological processes. For instance,
they are present in tissue formation during different stages of embryonic development.
Also, they are essential to regulate hormonal activity in pancreatic cells [36] or
protein expression in bone marrow cells [25]. On the other hand, cell clustering
is found in several diseases too. Cancerous tumor formation and spreading is
intimately related to 3D aggregates. Moreover, drug penetration in tumors is
affected in the same way that nutrient and oxygen transport [37, 38]. Thus, the
effectiveness of drug-based treatments may be limited depending on the size of
cell aggregates. Finally, cell clustering has been also used in 3D tissue printing,
relying on spheroid fusion and aggregation [39].
1.2 Computational modeling of multi-cellular sys-
tems
Here we show a brief state of the art in the mechanical modeling of multi-cellular
systems. This section is based on several excellent reviews of this topic [40, 41]. In
summary, we exhaustively describe a category of discrete modeling approaches that
are known as agent-based models. In addition, we also mention some remarkable
examples of continuum models. Finally, we analyze some recent hybrid models
and how the combination of several modeling approaches is useful to overcome
their individual limitations.
6 1.2. Computational modeling of multi-cellular systems
1.2.1 Agent-based models
A agent-based models is by definition a discrete modeling approach. The main
characteristic of these models is that cells are represented as separate units in the
system. In contrast, continuum models do not consider cells as independent entities
and the mechanics of the biological system is based on macroscopic properties.
This fact implies that it is easier to represent the spatial inhomogeneities and
variability inherent to biological systems in agent-based models, or at least in
a more direct and intuitive manner. In addition, the recent improvements in
experimental imaging techniques also facilitate the observation of histological scale
phenomena. Hence, agent-based models can be fed with more information about
the lower scale mechanics and cell behavior.
The modeling community is adopting agent-based models to simulate a wide
variety of complex multi-cellular systems. They are becoming more popular every
day since they naturally provide a direct description of the cells and their interfaces.
In addition, they provide a clear strategy to study the emergent behavior of
many multi-cellular systems. Historically, these models were computationally
expensive, and some of them were complex to implement. In fact, it is needed a
reasonable number of cells in the simulation to represent the mechanics at the tissue
level. Moreover, agent-based models need to spend computing power not only on
representing cells, but also to compute interactions between them. However, the
continuous decrease of computational power costs has made possible to run these
models even on personal computers. Further, there is an increasing number of open
source applications and libraries that use this modeling approach nowadays. For
instance Morpheus [42], CompuCell3D [43], Chaste [44], CellSys [45] or SEM++
[46] are popular tools that relies on agent-based models.
We borrow the categorization of the different types of agent-based models from
the work of Van Liedekerke and Drasdo [41]. Basically, agent-based models can be
organized in two families defined by cell spatial representation: lattice and off-lattice
models. In the first family, cells positions and representation are spatially linked
to fixed lattices. On the contrary, cells in off-lattice models are not constrained
to a predetermined spatial discretization.
Lattice models
Lattice models can be divided into three major types: a lattice site is occupied by
many cells (type A), a lattice site is occupied by exactly one cell (type B) and a
cell occupies several lattices sites (type C or Cellular Potts model). These models
only consider cell position except for a special type of model: the lattice gas cell
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automata (LGCA). LGCA models also consider cell velocity, and, actually, we can
put them in a different category from the rest (type D). Nevertheless, LGCA models
usually represent several cells in the lattice site like the type A models.
In type A models, each lattice site is larger than the cell size as shown in Figure
1.3A. Hence, processes such as cell migration and division may occur in the same
lattice site or between neighboring sites. For instance, when a cell divides and the
lattice site is still not filled, the cell count in that site is increased. Otherwise, the
closest non-filled site increases its number of cells. Moreover, cell exact position
is not resolved in this type of lattice models. However, they clearly define the
compartment or lattice site where the cell is located. One of the main advantages
of these models is the low computational cost for a high number of cells. Type A
models can even represent efficiently systems on the scale of centimeters. In fact,
these models have been used as a coarse-grained model of type B models since
they are intimately related [47]. On the other hand, cell size, exact position and
shape are not considered. Furthermore, all dynamic phenomena are represented
as jump-type stochastic processes.
Type B models can be described as a particular case of the type A models that
only simulates one cell per lattice site (Figure 1.3B). These models are extensively
used in cancer modeling to study tumor growth and morphology [48, 49]. Cell
volume is related to the volume of lattice site and, in contrast to type A models,
cell position is precisely defined. Despite regular lattices are commonly used, there
are also type B models that rely on lattices generated using Delaunay triangulation
and Voronoi diagram [50, 51]. In addition, cell growth and division can exert
forces on neighboring cells and displace them. For example, when a cell is dividing
surrounded by other cells, a neighboring cell is moved to its closest free site. Then,
the daughter cell occupies the free position that neighboring cell left. This shifting
method can be used to simulate growth kinetics of monolayer and 3D cell clusters.
However, only rigid body movements are simulated in this modeling approach,
and cells cannot be deformed or compressed. Type B models are also a good
choice for large-scale simulations since they are computationally cheap. They
are more expensive than type A, but, in general, better than other agent-based
models in this aspect. Here the dynamic cell processes are stochastic too, like
in Type A models. Although cell shape is represented here, it depends on the
lattice geometry and it is not a cell property.
Cellular Potts models (or type C) are based on the minimization of a function
that defines the energy in the system [52–55]. Cells are represented in more than
one lattice site and, therefore, cell size and shape are considered in this approach
as shown in Figure 1.3C. Cell migration and morphology changes are computed
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Figure 1.3: Types of lattice models. (A) In lattice model type A, each lattice site
can be occupied by more than one cell. (B) Only one cell can be located in each lattice
site in type B models. (C) In Cellular Potts models, one cell is represented in more than
one site. (D) In LGCA models, Each lattice site is composed by cell position and several
velocity channels. Usually, lattice site is also occupied by more than one cell as in type A
models.
1. Introduction 9
using a stochastic method (Markov chain Monte Carlo). In Potts models, the state
of a randomly chosen lattice site is defined by an energy function. In particular,
these models use the Metropolis algorithm with the effective energy variation to
determine if the lattice site changes its state. These models can also simulate
cell-cell adhesion and cell-substrate interaction. In addition, Potts models are able
to represent some cell mechanical properties but, however, cell behavior and volume
are usually coupled to cell motility. Although some authors consider Cellular Potts
models to be excessively phenomenological, they have been successfully applied
to describe and simulate the mechanical behavior of cells and tissues in many
occasions. These models are popular in 2D and quasi-3D simulations since their
computational cost is not very high. Also, they are able to naturally reproduce
biological systems with high cell density.
Finally, LGCA models (or type D) are usually designed as a special case of
type A models. Nevertheless, these models include cell velocity and not just its
position [56, 57]. The main characteristic of LGCA is that particles dynamics
emerges from probabilistic interactions but deterministic transport step (Figure
1.3D). Each LGCA lattice site has a number of velocity channels equals to the
number of neighboring sites. In contrast to type A and B, cells can move in one
time step more than one lattice site. These models have been extensively applied to
fluid dynamics simulations due to they consider mass and momentum conservation.
Off-lattice models
Off-lattice models can be divided into two categories: center-based models (CBM)
and deformable cell models (DCM). The first type represents cells as a non-
deformable particle located at the cell center. Usually, the cell interactions are based
on forces or potentials between the centers. On the contrary, deformable cell models
represent cell shape accurately and cell morphology changes are computed in detail.
Center-based models (CBM) represent cells as simple geometrical objects such
as circles, spheres or ellipsoids as shown in Figure 1.4A [58–60]. Basically, each cell
is ruled by motion laws in analogy to physical particles. Usually, these equations
are a sum of different forces. For instance, it is common to find in this approach
frictional forces, cell-cell interaction forces or migration forces. In particular, friction
is related to passive mechanics of cell cytoskeleton but also to dissipative forces of
interacting cell membranes. In addition, migration forces have been modeled as
stochastic random forces, depending on chemical cues or even related to extracellular
matrix mechanical properties [61, 62]. Cell-cell interaction forces usually present
a repulsive and an adhesive term. There is a wide range of approaches used to
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Figure 1.4: Types of off-lattice models. (A) Cell interaction forces are applied to
cell centers in CBM. (B) In VBM, cortical tension and adhesion forces are computed in
the cell vertices. Also, VBM usually considers a hydrostatic pressure that depends on cell
area/volume. (C) Example of a DCM in 3D. Cells interact with a vessel network mesh
while they grow and divide.
model these forces; from simple linear springs to Lennard-Jones potential or Herz
contact models. This mechanical problem is commonly computed using sparse
symmetric matrix solvers after all the former forces are determined. Interestingly,
the computing time can be notably reduced using friction with the medium and
avoiding the explicit matrix resolution in some cases [46, 63].
In CBM, cell volume can be manipulated to simulate cell growth during the
cell life cycle. Moreover, cell division is trivially reproduced by locating daughter
cell near the parent cell. These cells will push each other away until they reach
a new mechanical equilibrium. However, the division distance between cells must
be handled carefully since it may produce unrealistic force peaks when cells are
too close. In addition, CBM may be inaccurate when cells are too densely packed.
The accuracy of the solution in these cases will depend on the interaction model
chosen since the contact area of several cells may be overlapped at the same time.
In any case, it is possible to add other forces related to cell volume conservation to
overcome some of these issues. Some authors have included a Voronoi tesselation
related to the cell centers that it is adequate to approximate cell surface and volume
in densely aggregated tissues [64, 65]. Nevertheless, the Voronoi diagram is not
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bounded by definition and it fails to represent isolated cells or tissue boundaries.
Some solutions have been proposed to solve this problem using a circle associated
to the cell particle [66, 67]. In general, CBM are more expensive computationally
compared to lattice models. This limitation can be overcome using parallelization
techniques, but they are not trivial to implement.
Deformable cell models (DCM) represent the cell body as a deformable object,
that is a discretized approximation of the cell geometry [68–71]. In other words, each
cell is composed of several nodes connected by segments in 2D or a triangulation
of its surface in 3D. In the case of 2D DCM, there is a particular type called
Vertex-based Model (VBM) that is used in densely packed systems [13, 14]. These
models only consider the vertices of the cell, while the space between cells is ignored
(Figure 1.4B). VBM compute cell adhesion, cortical tension, and contraction forces
on these vertices. The edges of the cells are commonly modeled as springs with
an added dissipative term. In addition, the area/volume is related to an internal
pressure. Further, the optimal configuration is usually analyzed using energy-based
methods. Moreover, there is a type of DCM known as subcellular element method
(SEM) that includes subcellular details. We find a few works that include the cell
cytoskeleton and even the cell nucleus in 3D [72, 73]. There is also examples of
SEM in 2D that consider the internal components of the cell [74].
To conclude, DCM have been used to reproduce many mechanical phenomena
successfully. However, the computational costs of these models are notably higher
than the rest of the agent-based models presented before, especially when the
DCM is used to simulate 3D systems. On the other hand, they offer an excellent
level of detail of the cell shape and the mechanical interactions compared to
other models (Figure 1.4C).
1.2.2 Other modeling approaches
Continuum models
Continuum models have been used to model tissue mechanics for a long time
[75–81]. In contrast to agent-based models, these models do not represent directly
individual cells in the tissue. Instead, tissue mechanics is defined by constitutive
laws that are related to cell life cycle, transport of chemical substances or cell
migration. These models are a good choice to reproduce the mechanics of large-scale
biological systems such as organs or large tissue volumes. On the other hand,
constitutive laws can be difficult to define when several biological processes are
occurring simultaneously, and this will dramatically determine the model reliability.
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In fact, these models tend to grow in complexity very fast in heterogeneous systems
due to coupled biophysical phenomena.
Basically, the mechanical problem resolution is based on solving partial differ-
ential equations of mass and momentum balance. The Finite Element Method
(FEM) is one of the most applied technique [76–79, 81]. Moreover, other authors
use derived methods such as Immerse Boundaries Method [69] or Smoothed-particle
Hydrodynamics (SPH) [82]. Continuum models have been applied to different
biological processes such as bone mechanics and remodeling [76, 77, 79] or wound
healing and tissue regeneration [78, 81].
Hybrid models
We define a hybrid model as the combination of two or more models that were
described above. Hybrid models are usually developed to overcome the intrinsic
limitations of its own individual models. Nevertheless, one of the main drawbacks is
that their implementation may be more complex since models must share information
mutually. In fact, the interfaces between models must be carefully designed to avoid
a performance loss and unexpected behavior in the simulations.
There are multiple examples of hybrid models in the current literature. Although
the possible combinations to build a hybrid model are countless, we will try to
illustrate some interesting modeling approaches that have been developed in the
recent years:
• A continuum model combined with an agent-based model to simulate angio-
genesis developed by Milde et al. [83].
• A center-based model combined with a vertex-based one to simulate wound
healing developed by Mosaffa and Muñoz [84].
• A center-based combined with a deformable cell model to simulate cell
interaction in 3D developed by Odenthal et al. [68].
• Multi-scale combination of a Potts model and a continuum model developed
by Alber et al. [85].
Hybrid models are especially adequate to represent multi-scale and multi-level
systems. A low resolution but computationally cheap model may be used as a
coarse-grained approach of a more detailed and costly model. In particular, the
combination of models in different levels can simulate large scale problems (p.e.
organs) retaining lower scale details and heterogeneity.
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1.3 Motivation and Objectives
This thesis is focused on exploring and developing novel hybrid approaches to model
multi-cellular systems. In particular, we combine the Finite Element Method (FEM)
with agent-based models in two different ways to study 2D and 3D cell structures.
We aim to design frameworks that are based on the combination of simple individual
models. In addition, these hybrid models must be flexible enough to simulate a
variety of biophysical phenomena, but also easy to be implemented.
First, we propose a combination of an agent-based model and a continuum
material model to study epithelial tissue mechanics. In particular, we use a center-
based model to describe the individual cells in our hybrid approach. However, cell
shape representation is extended using a Voronoi diagram of the cell centroids.
Moreover, we combine the former discrete approach with a continuum material
model. We map the cell geometry and the forces generated in the agent-based model
to a mesh that represents the continuum tissue material. This mechanical problem
is solved using the Finite Element Method. Finally, the results of the material
deformation are fed back to the agent-based model as cell displacements. Therefore,
we demonstrate how this approach takes advantage of the global mechanical
properties that emerge from cell interactions in the agent-based model. Further,
we compare and validate our hybrid approach with previous experimental and
computational studies on epithelial tissue mechanics. Our analysis includes both
topological and mechanical description of biological processes related to monolayers:
tissue proliferation, collective motion and cell jamming, and cell migration.
Second, we propose a combination of an agent-based model and a continuum
reaction-diffusion model to study 3D cell aggregate formation. We describe cells
using a simple center-based model, that is extended with an independent life cycle
and health model for each cell. Otherwise, we determine the distribution of the
oxygen concentration in the system with a reaction-diffusion model, that is directly
affected by the agent-based model. In fact, cell density alters the oxygen diffusion
constant and adds oxygen consumption. We solve this problem using the Finite
Element Method. Similarly, oxygen concentration affects cell life cycle and health
model of the discrete approach. In fact, cells may stop proliferating or even die
if the oxygen concentration is too low in their location. Finally, we compare and
validate our results with different studies of 3D cell clustering.
1.4 Outline
This thesis is divided into six chapters. The first and the last chapter describe the
background of the multi-cellular systems and provide a global overview of this work.
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The rest of chapters can be separated into two blocks. The first block is formed
by Chapters 2, 3 and 4. In this block, we describe a hybrid approach to simulate
epithelial monolayer mechanics. The second block is formed by the Chapter 5,
that describes a different hybrid model to simulate 3D cell cluster formation. We
show a more detailed description of the chapters below:
• In this chapter (Chapter 1), we describe the background of the biological
problems. We summarize different relevant aspects of epithelial monolayer
mechanics and 3D aggregates that have determined the development of this
work. In addition, we review the state of the art of the different models used
to represent multi-cellular systems. Finally, we clarify the motivation of this
thesis and the objectives of these hybrid modeling approaches.
• In Chapter 2, we show a hybrid modeling approach applied to a topological
analysis of a proliferating epithelial monolayer. In particular, we study how
monolayer topology is affected by cleavage plane during cell division, cell-cell
interaction forces and boundary conditions.
• In Chapter 3, we extend the framework shown in Chapter 2 to explore cell
jamming and collective motion. We study how cell motility and cell jamming
process are affected by cell-cell interactions and passive mechanical properties.
• In Chapter 4, we apply the previous modeling approach to collective cell
migration phenomena. Here, we extend our framework to consider cell
contraction forces and cell-substrate interaction forces (cell crawling and purse-
string). We simulate two relevant collective migration processes: collective
durotaxis during monolayer expansion and gap closure.
• In Chapter 5, we show a hybrid modeling approach to simulate 3D cell
clustering. We analyze how cluster formation and growth is affected by cell-
cell interaction forces, oxygen concentration, initial cell distribution and cell
size. In addition, we study how oxygen spatial distribution changes depending
on cluster size, cell oxygen consumption, and other biophysical parameters.
• In Chapter 6, we show the general conclusions of this work. Further, we
discuss some possible future lines to expand our modeling approaches and
other biological problems that can be simulated in these frameworks.
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This document and its supplementary material are accessible from:
https://m2be-storage.unizar.es/pydio_public/ismael-thesis
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2.1 Introduction
Cells in the epithelial tissue layers commonly present a characteristic geometry that
can be represented as polygons, which share their sides with their neighboring cells.
Usually, the prevailing polygon type in the apical cell surfaces is the hexagon. The
hexagonal cell patterning maximizes the space that fills each cell in the tissue [9].
Nevertheless, in specific conditions such as proliferating tissue, the distribution of
the cell geometries is not completely regular, although it is not random either. For
instance, cells of proliferating epithelial layers in metazoans form irregular lattices,
where the distribution of polygon types remains constant [12]. The topology of
the epithelial monolayers and, therefore, the polygon type distribution is strongly
dependent on cell proliferation [9]. During the mitotic state, cells increase its size
pushing neighboring cells and modifying the packing structure. Additionally, cell
rearrangements occur in the monolayer when the mitotic cell divides.
The structural integrity of the tissue directly depends on the cell organization,
but also on the mechanical properties of the cells. The cytoskeleton of the cells
is connected by cell-cell junctions forming a junction network in the tissue, which
transmits the adhesion and contractility forces that each cell exerts to its neighbors.
Therefore, junctions dramatically determine the tissue mechanical properties [11, 16].
Furthermore, passive mechanical behavior of the individual cells is determined by
the properties of the cell body, mainly due to the cytoskeleton and the cytosol [86].
In the literature, we can find many computational studies that numerically
simulate different aspects of the epithelial tissue topology. For instance, Gibson
et al.[12] mathematically modeled the effect of the cell division on the topology
of the metazoan epithelia using a probabilistic Markov model, but without taking
any mechanical consideration or representing the spatial distribution of the tissue
in the space. To consider the epithelial tissue mechanics, we could distinguish
between two main types of computational approaches that represent epithelial
tissues. First, those focused on a discrete approach, where epithelial cells are
simulated by individual discrete components. Second, those models that consider the
cell monolayer as a continuum medium, where cells are not simulated as individual
objects. Actually, modeling individual cells in the epithelial tissue facilitates the
simulation of proliferation and cell-cell interaction [41]. Within this kind of models,
it is remarkable the number of models that use a vertex-based approach [13, 14,
87–91]. One of the reasons of its extended use is that the vertex-based models
are suitable for representing deformable cells. For example, Farhadifar et al.[13]
developed a 2D network model using a vertex-based approach to simulate the
effect of the cell mechanics on the topology. Using the minimization of a potential
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function, they considered the forces generated on the junctional network to simulate
the effect of cell adhesion and contractility on the epithelial tissue. Additionally,
Aegerter-Wilmsen et al. extended these works by studying the polygon distribution
of the mitotic cells on the tissue and also included cell growth in their model [14].
However, there are other studies that use a center-based approach [92–95]. For
instance, Mosaffa et al. [94] focused their work on modeling curved monolayers
using a center-based approach, interestingly, they connected cells using a Delaunay
triangulation to model the mechanical behavior of the tissue. Ramis-Conde et
al.[93] also modeled curved epithelial monolayers using the center-based approach
but they focused on the intravasation of cancerous cells, which is regulated by
mechanical and chemical interactions with the tissue. In addition, other studies
also implemented subcellular components of the cell but this approach heavily
increases the computational cost [96].
Moreover, continuum models are less used in epithelial tissue modeling, but
there are some examples of this approach. To calculate stresses and deformations
in the tissue, Brodland et al.[97] modeled embryonic epithelia using a constitutive
model considering that the monolayer is a continuum cellular fabric. Furthermore,
Gibson et al.[98] focused on the effect of the cleavage plane of mitotic cells on the
epithelial topology. In this study, they used two separated models to simulate the
topology, a Monte-Carlo model and a finite element (FE) based model using rod-like
elements to simulate cells. Although a 2D simplification of the tissue appears to
be enough to describe the topology and the mechanics, some recent models are
considering 3D conditions on a continuum-based approach [99]. There are other
models in 3D that use individual cell approach to study the mechanics in cell
cultures and colonies [100, 101]. These studies include detailed cell contact forces
and motion laws to describe collective cell behavior.
The main aim of this work is to computationally simulate the effect of cell
dynamics on the epithelial tissue topology. We consider that cell proliferation
and the mechanical cell-cell interaction regulate the individual cell movement
generating rearrangements at the tissue level. These rearrangements determine
the stable configuration of the cells in the tissue and consequently the topological
equilibrium. Therefore, we show a novel phenomenological framework that simulates
the dynamics of the epithelial tissue using a hybrid approach, which integrates both
approaches: an off-lattice agent-based model and a continuum mechanics model.
The agent-based model represents cells as individuals and it considers cell-cell
interactions and the cell cycle. With this approach, we achieve a tight control
of the individual information of each cell in the tissue. In contrast, continuum
model represents the epithelial tissue as a continuum material and it defines how
the monolayer behaves at the mechanical level.
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Hence, with this hybrid approach, we investigate how the proliferation and
mechanical parameters affect the simulation outcome. In particular, we mainly
focus on the effect of proliferation rate, mitotic behavior, stiffness and interaction
forces. Besides the polygon distribution, we also analyze the influence of these
parameters on the average cell area. Furthermore, we analyze the simulation results
of the framework under different boundary conditions, which include unconstrained,
partially constrained and fully constrained conditions.
To evaluate the potential of our numerical approach, we compare our numerical
results with the experimental results from Gibson et al.[12], Farhadifar et al.[13],
Aegerter-Wilmsen et al.[14] and Gibson et al.[98]. In these experiments, they
analyzed polygon distribution of Drosophila epithelial tissue during its develop-
ment. They studied the polygon distribution of the entire cell population and
the mitotic cell population. Actually, we show that the results of our approach
are compatible with the topological characteristics of these experimental data.
Finally, we discuss the impact of our results on improving the knowledge of growing
epithelial tissue topology.
2.2 Methods
We simulate the epithelial tissue as a continuum medium built up from individual
cells, but whose cytoskeletons are connected in a junctional network. These junctions
between cells bring continuity to the tissue, determining its mechanical properties.
Hence, we assume that cells generate interaction forces through the junctional
network that drive cell movements and regulate cell shape.
Therefore, we use a hybrid approach that combines an off-lattice agent-based
model and a continuum elastic cell material model. In the agent-based model,
each cell is simulated by a discrete point and its associated polygon, which is
obtained from the Voronoi diagram. In this model, we evaluate the interaction
forces that exist between cells that define the epithelial tissues. Furthermore, the
cell proliferation is also included in the agent-based model. The cycle of each cell
is considered on this approach and we model aspects such as the duration of the
cycle phases, the mitotic cell dilation and the cleavage-plane of the cell division.
Otherwise, we model the passive mechanics of cells considering them as a uniform
cell material. We solve the mechanical problem using a finite element approximation,
where forces are determined in the discrete agent-based model. As a simplification,
we consider that this cell material simulates the mechanical properties of the whole
cell, including cell nucleus, cytoskeleton and cytosol. Thus, cell displacements are
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the result of the cell material deformation, which is due to the forces that the
cell-cell interaction generates on the tissue.
Next, we present the main mathematical and computational implementation
aspects of this work. First, we define the agent-based model to simulate cell dynamics
in the tissue, describing cell-cell interactions and cell proliferation phenomena.
Moreover, we simulate the cell cycle of each cell individually to model their
proliferation in the tissue. Second, we present the mathematical model proposed
to simulate the passive behavior of the cell material, which is approximated using
the finite element method to solve the mechanical problem. Finally, the framework
workflow and the integration of both models are described in detail among other
additional computational considerations.
2.2.1 Modeling active mechanical behavior of epithelial cells:
an agent-based approach
The basis of the agent-based approach is that each cell is simulated as a discrete and
separated unit. To define the epithelial layer morphology in our framework, cells are
represented as discrete points, in particular, as the centroid of each cell. Likewise,
cell morphology is defined by the generation of the Voronoi Diagram from these
points as seen in Figure 2.1A. Consequently, each cell has an associated polygon
that determines its geometrical representation. Due to this geometrical approach,
epithelial layer morphology directly depends on the position of the cell centroids. A
detailed description of the Voronoi Diagram can be found in Text S2.12.
The result is a tessellated representation of the tissue that maintains its
mechanical continuity. The hybrid nature of our framework lies on its representation,
we keep a continuum medium that simulates the cell layer as a material but we also
consider each individual cell. Despite being contained in the continuum material,
cell remains as a discrete entity represented as a polygon and it keeps its own
information separated from the other cells.
However, Voronoi diagram presents some limitations when is used to represent
the geometry of cells in the epithelial tissues. First, the most external cells are
represented as an unbounded infinite polygon due to the nature of the diagram.
Second, two cells that are separated by a distance much larger than their radii may
generate an unreliable Voronoi polygon. To avoid these geometrical artefacts, we use
the alpha shape technique to bound the representation into a finite plane. The alpha
shapes are a family of simple curves that reconstruct a shape from an associated set
of points [102]. In our case, we generate a discretized circumference around each cell
using the cell radius. Later, we use these points from the circumferences to generate
the alpha shapes and, then, we intersect the alpha shape with our Voronoi diagram.
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Figure 2.1: Cell geometrical representation and forces calculation. (A) Voronoi
diagram is generated from cell centroid position. Each cell is represented in the monolayer
by its associated Voronoi polygon. (B) Interaction forces are calculated considering the
neighboring cells for each individual cell. First, we determine neighboring cells using
Voronoi diagram, cell shares one side of its polygon with each of its neighbors. Second,
each neighbor cell applies a force on the cell, which is given by the cell-cell interaction
model. This model uses the distance between the cell centroids to calculate the interaction
forces. Finally, total forces applied on the cell is obtained by the sum of these interaction
forces.
Cell-cell interaction
In the epithelial tissue, cells actively interact with all the adjacent cells generating
forces among them. Actually, we assume that this is a consequence of the interaction
of their cytoskeletons and junctions. Hence, we model the mechanical cell-cell
interaction using the Lennard-Jones potential (Vji) in equation 2.1:
Vji = 4ε
[(σ
r
)12
−
(σ
r
)6]
(2.1)
Where (r) is the distance between two cells, σ is the distance at which potential
Vji is zero and the parameter ε is the potential well intensity. This potential has a
repulsive and an attractive term. The attractive term models the contractility and
adhesion of the anchoring junctions between cells, which tend to keep cells together.
In contrast, the repulsive term models the passive cytoskeleton interaction that
occurs if cells are too close. This repulsive term also defines the forces generated
after the cleavage on cell division [103]. The cell-cell interaction force (Fji) is
obtained after we derive equation 2.1, as it is shown in equation 2.2:
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Fji(r) = −dVji
dr
= 24ε
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(2.2)
We obtain the distance where the potential is minimum (rm) solving equation
2.2 when force is zero:
Fji(rm) = 0 ⇒ rm = 21/6σ (2.3)
Later, we substitute σ by rm using the equation 2.3 in the equation 2.2:
Fji(r) = 12ε
[(
r12m
r13
)
−
(
r6m
r7
)]
(2.4)
The forces generated in each cell by all the neighboring cells are defined by
the equation 2.4.
The cell-cell interaction forces are exclusively determined in the agent-based
model as it is shown in Figure 2.1B. We calculate the interaction of each cell with
its neighboring cells. Likewise, we consider that cells are neighbors if they share any
side in the Voronoi diagram representation. To solve the Lennard-Jones equation
(equation 2.4), we use the distance between the centroids of the cells as r and the
sum of their radii as rm. In addition, the potential well intensity parameter (ε) is
determined by a parametric analysis of the model. Therefore, we apply the sums
of all the forces generated by the adjacent cells on the cell centroid.
Additionally, in order to understand how the system is affected by different
interaction models, we modify the order of the potential and analyze the results
in the Figure S2.1.
Cell proliferation
In the cell layer, the cell proliferation follows several phases until the cell duplicates as
it is shown in Figure 2.2A (left). Before cell division occurs, the cell notably increases
its size due to the formation and the splitting of chromosomes. During the mitotic
state, the cell prepares itself for the division. Cell keeps growing until it reaches a
certain size, then the cell divides. After cell division, cells are rearranged in the tissue
until a new equilibrium is achieved, and, as consequence, a new topology emerges.
We must note that in other biological processes cells mainly grow during the
interphase and not during the mitotic phase. However, in the case of proliferating
epithelial tissue of the wing disk in Drosophila, cell apical area mostly changes in the
mitotic phase [12–14]. Cells in this tissue alter their morphology during the mitotic
phase and this causes an important increment of the apical area, which is much
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greater than the cell growth during the interphase. For modeling cell proliferation,
we assume that cells only increase their size during the mitotic phase and, also,
that cells divide at a uniform rate [104]. In our proliferation model, we individually
simulate the proliferation cycle of each cell considering two different phases as it is
shown in Figure 2.2A (right): interphase (G1, S, G2) and mitotic phase. In the
interphase, the cell is preparing itself for the next division, but it has no apparent
changes in its morphology. Therefore, we assume in our model that the cell does
not suffer any topological changes during the interphase. Furthermore, we consider
that the interphase is much longer than the mitotic phase. After completing this
phase, the cell starts the mitotic phase and increases its size and, in consequence,
it pushes its neighboring cells altering the current topology. When the mitotic
phase finishes, the cell divides into two daughter cells, which both return to the
interphase (Figure 2.2B). In addition, we also consider in our model the direction
of the cleavage in the division. The cleavage-plane is assumed to be orthogonal
to the longest geometric axis of the cell [98].
We assume that the cell can not leave the cell cycle to enter in a resting phase
(G0). This assumption is valid considering that our model is centered on the early
development of the epithelial tissue, where the cells continuously proliferate.
In our framework, the equations that regulate cell proliferation are:
Interphase:
τnphase < θinterphase ⇒

τn+1phase = τnphase + λphase ·∆t
Rn+1 = Rinitial
(2.5)
Mitotic phase:
θinterphase < τ
n
phase < θmitotic ⇒

τn+1phase = τnphase + λphase ·∆t
Rn+1 = Rn + λradius ·∆t if Rn < Rmax
(2.6)
Cell Division:
τnphase ≥ θmitotic ⇒

τn+1phase = N(mean = 0.2 · θinterphase,
dev = 0.1 · θinterphase)
Rn+1 = Rinitial
(2.7)
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Figure 2.2: Cell cycle and proliferation. (A) Biological cell cycle is shown on the
left and simplified cycle used on the simulation is shown on the right. Phases G1, S and
G2 are unified as the Interphase and G0 (resting phase) is neglected. (B) Cell increases its
size in the mitotic phase pushing other cells in the monolayer. Later, mitotic cell divides
and both parent and daughter cells are accommodated in the monolayer.
Therefore, the time that each cell is in the interphase is determined by a counter
(τphase), which is associated to time steps as shown in equation 2.5. Moreover, we
use two additional parameters to model cell cycle: a transition rate (λphase), which
determines the increase rate of the counter, and a threshold (θinterphase), which
defines when this phase ends. For each cell, this counter (τphase) is increased in
every time step (∆t) using the transition rate (λphase). In the interphase, we do not
consider any changes in the cell geometry. This phase ends when the cell reaches
the phase threshold (θinterphase), then the mitotic phase starts.
To represent the cell dilation in the mitotic phase, we increase the cell radius
(R) in our model as it is defined in equation 2.6. This radius increment is driven by
a cell dilation rate (λradius) and a maximum value of the cell radius (Rmax). In
consequence, this radius increment directly alters the equilibrium distance with its
neighbors in the cell-cell interaction model. As a reaction, cells generate forces to
achieve a new mechanical equilibrium. The cell divides when this phase reaches
the mitotic threshold (θmitotic), which lasts a specified fraction of the interphase
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duration as shown in equation 2.7. In addition, every time a cell divides, this
counter (τphase) is initialized for both resulting cells (parent cell and daughter
cell) using a normal random distribution (N), whose mean is equal to 20% of
the interphase threshold (θinterphase) and a standard deviation equals to 10% of
the interphase threshold (θinterphase). After cell division, cell radius is reset to
its initial value (Rinitial). This computational implementation avoids unnatural
synchronization of the phases of the cell cycle.
We assume that cell cleavage-plane is orthogonal to the largest axis of the
cell. To determine the cleavage-plane, we directly consider the longest segment
inscribed in the polygonal representation of the cell. We analyze the effect of
cleavage-plane on the polygon type distribution by comparing it with cell division
with a completely random cleavage-plane. After cell division, both cells are placed
in this axis separated by a distance equals to the 30% of the cell radius. Figure
S2.2 presents a detailed explanation about this method. We also study the effect
on the topology of the distance that separates cells after cleavage in the Figure S2.4
and we conclude that it does not affect the polygon distribution.
2.2.2 Modeling passive mechanical behavior of epithelial cells:
a FE-based approach
We simulate the passive mechanical behavior of the cells in the epithelial layer,
assuming that the layer is a continuum medium approximated as a structural
material. This cell material describes the apparent mechanical properties of the
cell, which includes cell nucleus, cytoskeleton and cytosol. Therefore, to solve the
mechanical problem, we use the Finite Element Method (FEM). In this analysis,
we assume that the cell monolayer is under plane stress conditions. Actually, the
mesh used in the FEM analysis is generated by a dynamic algorithm that is coupled
with the agent-based model. It is necessary to update the mesh since there are
notable morphological changes in the layer due to cell proliferation and strong
cell rearrangements. In consequence, the mechanical problem can not be solved
using a static mesh and the material model. The mesh used in our framework is
not static, we generate a new mesh in each step of the simulation using the cell
information provided by the agent-based model. This dynamic mesh is generated
using a Delaunay triangulation of the geometrical representation of the cells. In
particular, we use the cell centroids and all the vertices of their polygons to calculate
the triangulation as it is shown on Figure 2.3A. By using this technique, we overcome
the problem derived from the model simplicity and the framework is capable to
adapt to a diverse range of conditions, where the morphology of the epithelial
layer suffers large geometrical changes.
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Figure 2.3: Mesh generation and forces application. (A) Mesh is generated from
the Delaunay triangulation of the Voronoi diagram vertices and cell centroids. (B)
Interaction forces are applied to the mesh nodes corresponding to cell centroids. Mesh
deformation defines how cells move in the agent-based model.
To be precise, forces generated by cell-cell interactions cause a deformation
in the material. The cell-cell interaction forces are calculated in the agent-based
model. The sum of all interaction forces for each cell is applied at the mesh node
corresponding to the position of the cell centroid. After FEM resolution, cell
displacements are obtained by the deformation of the cell material as it is shown
on Figure 2.3B. Thus, the position of the cell centroid is updated, modifying the
organization of the cell layer and changing the mesh (see Video S2.6).
Boundary conditions
In this work, we also study the packing geometry of the cells under several
boundary conditions. Basically, we assume three different boundary conditions:
constrained, partially constrained and unconstrained. In the first case, we assume
that displacements are null in the boundary of the tissue layer (Figure 2.4A). In the
second case, we impose no displacements in all the sides of the boundary except
one, which remains unconstrained (Figure 2.4B). In the last case, we assume free
displacements in all the boundaries (Figure 2.4C).
In the scenario where the displacements in the boundary are not constrained,
we assume that the cell layer is surrounded by a material with the same mechanical
properties as the cell material. However, the surrounding material does not present
the active mechanical behavior of the cells that the agent-based model provides.
To implement this configuration, we add a regular grid to the existing mesh where
cells are not present, as it is shown in Figure 2.4.
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Figure 2.4: Boundary conditions. (A) Completely constrained boundary condition.
(B) Free top boundary condition. (C) Unconstrained boundary condition.
2.2.3 Simulation workflow
Our framework is based on two clearly separated numerical approaches that are
combined to simulate different phenomena. First, an off-lattice agent-based model
that manages individual cell information and biological processes such as cell
proliferation, positioning and geometry generation. Second, the finite element (FE)
approach to solve the mechanical problem of the epithelial monolayer.
Figure 2.5 shows a schematic representation of our simulation workflow. Basically,
we initialize the framework and, then, it enters the main loop of the calculation.
We can divide this loop into several processes: cell proliferation, geometrical
representation, cell-cell interaction forces calculation, mechanical problem resolution
by FEM and cell rearrangement.
First, we initialize all the variables in our framework. To obtain a randomized
initial position of the cells, we place them in a uniform lattice with a distance
between cells of two cell radii and, then, we alter this uniform lattice applying
random displacements on the cells. We assume that these random displacements
are lower than the cell radius. Actually, the initial distribution of the cells has not
significant impact on the cell topology on the steady state as it is shown in S5
Figure. Additionally, we use a random value from a uniform distribution from zero
to the interphase threshold value (θinterphase) in the phase counter (τphase), which
will determine when a cell enters the mitotic state. We initialize the framework
parameters with the values shown in Table 2.1, unless otherwise indicated. After
the variable initialization, the framework enters the main loop of the simulation.
In the proliferation process, we check the proliferation status of each cell in
the agent-based model. If the cell is in the interphase, we just increase the phase
counter (τphase). However, the cell enters the mitotic phase when this counter
(τphase) exceeds the interphase threshold (θinterphase). Otherwise, if the cell is in
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Figure 2.5: Simulation workflow. First, variables are initialized in the Framework
Initialization step and, then, simulation enters in the main loop. On the agent-based
approach, we analyze the status of the cell cycle and cells proliferate if the proper conditions
are fulfilled. We generate the geometrical representation from the current cell positions
using the Voronoi diagram. At this point, we also generate the mesh used in the FE
Analysis. Knowing the neighboring cells from the Voronoi diagram, we calculate the cell-
cell interaction forces for each cell. On the continuum approach, we solve the mechanical
problem by FE using previous interaction forces and mechanical properties of the material.
Finally, we update the cell positions from these results and we start the loop again.
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General Parameters
Initial number of cells 400
Cell radius - Rinitial (µm) 12
Total time steps 8000
Proliferation Parameters
Cleavage plane Oriented
Phase transition rate - λphase 0.05
Interphase threshold - θinterphase 100
Mitotic threshold - θmitotic 105
Dilation rate - λradius 0.1
Maximum radius - Rmax (µm) 12
Mechanical Parameters
Young’s modulus - E (µN/µm2) 0.02 [11]
Poisson’s ratio - ν 0.49*[11]
Potential well intensity - ε (µN) 1e−4
* Approximately incompressible
Table 2.1: Simulation parameters
the mitotic phase, its radius is increased. We check if the mitotic cell has reached
its maximum size (Rmax) and, in that case, the cell stop growing. Cell divides if
the counter (τphase) passes the mitotic threshold value (θmitotic). On cell division,
both cells return to the interphase and we reset their phase counters (τphase). We
slightly randomize their phase counter initialization to avoid the creation of artificial
clusters of cells that always divide at the same time.
To generate the geometrical representation, we use the current position of the
cells in the agent-based model to calculate the Voronoi diagram. Next, we generate
the alpha shapes using several points located on the circumference drawn around
each cell. This circumference has cell radius value as its own radius. Then, we
calculate the union between the selected alpha shape and the Voronoi diagram.
To generate the mesh, we obtain a Delaunay triangulation from the cell centroids
and all vertices in that representation. Additionally, if the analyzed case has any
unconstrained boundary condition, we create a regular grid outside the cell domain
and we add it to the current mesh.
To calculate the cell-cell interaction forces, we consider the forces exerted on
the cell by the neighbor cells (Fji) in the current geometry. We compute the
sum of all forces generated in each cell and this calculated force is associated to
the mesh node corresponding to the cell centroid. Furthermore, we apply the
boundary conditions and solve the mechanical problem using FEM. We obtain
the cell displacements from the displacements of the mesh node on which the
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cell force is applied. Finally, the framework returns to the proliferation process
closing the main loop of the simulation.
In the numerical implementation of this framework, we use our own code in C++
and some third party open source libraries. We use InSilico library [105] to solve the
mechanical problem by the FEM. This FEM library was previously developed in our
research group and was extended in this work to include the discrete cell modeling.
Furthermore, we use CGAL library [2] to generate and manipulate the geometry.
2.3 Results
2.3.1 Cleavage plane of the cell division influences tissue
topology
To elucidate the effect of the cleavage plane of the mitotic cells on the polygon
distribution, we analyze the numerical results comparing both conditions in cell
division: oriented cleavage and random cleavage. These results are also compared
with experimental data taken from [12, 14] to test the polygon distribution of entire
cell population and mitotic cell population, as it is shown in Figure 2.6A and Figure
2.6B, respectively. We must remark that the error bars that represent the standard
deviation of the polygon frequency are only shown in the Figure 2.6. The standard
deviation is similar in the rest of simulations and, given that adding the bars makes
the figures confusing, we do not included them in the rest of figures.
Our model reproduces the global topology of the tissue according to the
experimental data presented in [12, 14]. In particular, hexagons present the highest
frequency in the tissue followed by pentagons and heptagons. Analyzing only mitotic
cells, our model successfully simulates the topology of this subset of proliferative cells.
In contrast to the global topology, heptagons predominate in the mitotic polygon
distribution followed by hexagons and octagons. Nevertheless, oriented cleavage
condition in the model reproduces better the topology according to the experimental
measurements in both cases. In particular, random cleavage condition shows greater
differences with the experimental polygon distribution of mitotic cells. Interestingly,
these results are in accordance with the experimental data shown in [98].
2.3.2 Cell proliferation regulates polygon distribution of the
epithelial monolayer
We study how cell proliferation determines the tissue topology analyzing three
parameters of our model related to this biological process. First, we study the effect
of the transition rate parameter (λphase), which determines the duration of the
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Figure 2.6: Cleavage plane of the cell division influences tissue topology.
Numerical model is compared with experimental data considering shortest-axis cleavage
and random axis cleavage in the cell division. (A) Global cell topology is compatible with
experimental data from Gibson (2006), hexagons are prevalent in the monolayer followed
by pentagons and heptagons. (B) Polygon distribution of mitotic cells is compatible with
experimental data from Aegerter-Wilmsen (2010), heptagons are prevalent followed by
hexagons and octagons. Shortest-axis cleavage shows a better fit than random axis cleavage
in both (A) and (B). Error bars represent the standard deviation of the polygon frequency
in the experimental data analyzed. In the simulations, error bars are the standard deviation
of the polygon frequency when the simulation reaches a steady state.
interphase in a cell cycle (Figure 2.7A,B). Second, we examine how the increment
of cell size (Rmax) in the mitotic phase affects the polygon distribution and the
average area of cells (Figure 2.7C,D,E). Third, varying mitotic phase threshold
(θmitotic), we study the effect of the mitotic phase duration on the tissue topology
and the average area of cells (Figure 2.7F,G,H). (See Video S2.7).
Considering that the transition rate (τphase) is directly related to the proliferation
rate, we observe that lower proliferation rates produce a global polygon distribution
with more hexagons in proportion. In the case without proliferation, the topology
of the monolayer tends to a hexagonal lattice. However, cells do not necessarily
form a perfect lattice since they can reach a locally stable configuration in the
steady state. Additionally, Video S2.8 shows the results of a simulation without
proliferation to illustrate the model behavior in that case. Furthermore, we find an
optimal transition rate value in the model (transition rate equals to 0.01) that fits
better to the experimental results [12, 14]. The effect of proliferation on mitotic cell
topology is not clear but it seems to increase the number of polygon sides at low
transition rates. This effect could be due to the fact that –at low proliferation rates–
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Figure 2.7: Cell proliferation alters polygon distribution. Our numerical model
is compared with experimental data considering the influence of several proliferation
parameters (A, B) The transition rate parameter defines how long the cell is in the
interphase. Variations in the transition rate are predicted to change the polygon distribution
of the entire cell population (A) and the mitotic cell population (B). (C, D, E) The
magnitude of the cell dilation during the mitotic phase determines the global polygon
distribution (C), the mitotic polygon distribution (D) and the average cell area (E). (F,
G, H) The duration of the mitotic phase alters the average cell area (H), besides, it does
not appear to affect the global polygon distribution (F) nor the polygon distribution of
mitotic cells (G).
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mitotic cells are sufficiently separated enough in the monolayer to avoid any kind of
interaction between them. We believe that mitotic cells create distortions of the local
topology that affects the shape of the surrounding cells, including other mitotic cells.
Size increment of mitotic cells is regulated by the maximum cell radius (Rmax),
which directly affects to the equilibrium distance between cells. Lower size incre-
ments show a tendency similar to low proliferation rate, actually, the observed effect
is that the frequency of hexagons in the monolayer are noticeable higher compared
to experimental data. In contrast, we observe that lower size increments drive the
topology of mitotic cells to a distribution where polygons present a lower number
of sides. In the particular case without size increment, the polygon distribution
of mitotic cell population is the same as the entire cell population. Increasing the
mitotic cell size causes an increment of the average polygon sides. We observe that
a cell size increment of 140% (from 5µm to 12µm) reproduces the experimental
results, however higher values present a mitotic distribution with an excessive
number of polygon sides. Additionally, average cell area also increases with the
mitotic cell size. These results suggest that the size increment of mitotic cells is
fundamental to determine the topology in growing tissues.
Nevertheless, mitotic phase duration has a negligible effect on the polygon
distribution. It presents a slight effect on the average area of cells, which increases
when mitotic phase is longer.
2.3.3 Mechanical properties of the cells and the cell-cell in-
teraction forces modify the equilibrium topology of the
epithelial monolayer
To determine how the topology is affected by the mechanical properties of cells, we
analyze the apparent stiffness of cells and the magnitude of interaction forces.
We simulate the monolayer with a wide range of cell stiffness values as it is
shown in Figure 2.8A,B,C.
The magnitude of the interaction forces is directly related to the epsilon
parameter (ε), which represents the intensity of the potential used in the model.
In consequence, we use a range of epsilon values to determine the effect of the
interaction forces as it is shown in Figure 2.8D,E,F.
Apparent stiffness of cells presents a negligible effect on the global polygon
distribution, however it clearly affects the topology of mitotic cells. Low stiffness
produces a mitotic polygon distribution with more polygon sides, while higher
stiffness values have the opposite effect. Therefore, we believe that this is caused
by the capability of cells to rearrange themselves in the monolayer. If the stiffness
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Figure 2.8: Mechanical properties of the cells modify equilibrium topology.
Numerical model is compared with experimental data considering the effect of the
interaction forces and stiffness. (A, B, C ) Changes in the cell stiffness alters the polygon
distribution of mitotic cells (B) but it does not affect global polygon distribution (A).
Lower cell stiffness produces a monolayer with larger average cell area (C). Cell stiffness is
represented in µN/µm2. (D, E, F) Epsilon parameter in the potential is directly related
to the magnitude of interaction forces. Variations in this parameter slightly affect the
topology of the entire cell population (D) and mitotic cell population (E). Higher epsilon
value produces a monolayer with larger average cell area (F).
is very high, cells are less capable of producing rearrangement in the tissue and, in
contrast, low stiffness eases the cell motility in the tissue. Previous studies have
focused on the liquid-solid behavior of biological tissues depending on rigidity and
how affects the cell rearrangements and cell migration [89]. In addition, we find
that stiffness value that fits better with experimental data (E = 0.01µN/µm2) is
in the order of magnitude of epithelial monolayer stiffness consulted in the recent
literature [11], which is approximately E ≈ 0.02µN/µm2. Furthermore, cell area is
also affected by stiffness, low values produce that cells present higher average areas
and vice versa. In other words, our model results suggest that a rigid monolayer
is more compact than a softer one.
On the contrary, the magnitude of interaction forces presents the opposite
behavior. Despite its limited effect on global polygon distribution, the magnitude
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of forces alters the polygon distribution of mitotic cells. Higher interaction forces
produce a mitotic polygon distribution that tends to generate polygons with more
number of sides. Additionally, we observe that very high interaction forces (ε =
1e−2) cause some instabilities in the model that exacerbate this effect. Considering
the experimental data, we find an optimal value for this parameter about 1e−4.
Furthermore, average area of cells is increased with higher interaction forces. We
hypothesize that this behavior is also related to the capability of cells to rearrange
themselves in the monolayer. In consequence, higher forces facilitate the cell
motility in the epithelial tissue.
2.3.4 Boundary conditions determine the topology in the
monolayer simulations
We observe that boundary conditions strongly determine the topology of the
epithelial monolayer. Figure 2.9 presents the results of the simulation under
three different boundary conditions (constrained, one free side and unconstrained)
described in the Models section. We analyze the polygon distribution of the
monolayer (Figure 2.9A, B) and the average area of cells (Figure 2.9C). Additionally,
we study the pattern of displacements under these boundary conditions as it is
shown in Figure 2.9D,E,F. Actually, these simulations help to clarify how the
topology of the monolayer behaves under certain constrains associated with other
surrounding tissues. (See Video S2.9, Video S2.10 and Video S2.11).
Totally unconstrained boundary condition is clearly the condition that better
fits the polygon distribution of experimental data. Actually, in the experiments of
Gibson et al. and Aegerter-Wilsem et al. [12, 14], the experimental conditions are
similar to the unconstrained boundary conditions of our framework since the tissue
is expanding and it is surrounded by other cells. However, constrained conditions
–constrained and free top– show a polygon distribution of the entire cell population
and the mitotic population completely different and they tend to generate polygons
with higher number of sides (Figure 2.9B). These boundary conditions may match
in vitro cultures where the growth is limited by the space in the culture or some
specific in vivo processes where the surrounding tissue limits the cell movement.
As expected, average area of cells is higher in unconstrained condition compared
to the two constrained conditions. Under these boundary conditions, displacements
near the boundary are higher than in the edge of the cell mass, which is a well-
known behavior on growing cell aggregates [50, 106]. In the free top condition
case, cells apparently flow in the normal direction of the boundary that is not
constrained. In contrast, completely constrained boundary condition presents a
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Figure 2.9: Boundary conditions of the simulations. (A, B) Unconstrained
boundary condition shows the best fit to the in-vivo polygon distribution of the entire cell
population (A) and the mitotic cell population (B). (C) Unconstrained boundary condition
presents the largest average cell area, in contrast, completely constrained boundary
condition shows the smallest one. (D, E, F) Cell displacements in the monolayer are
influenced by the boundary conditions. Unconstrained boundary condition (D) shows
a radial pattern of cell displacements, cells near the boundary tend to present higher
displacements compared to cells in the center. Free top boundary condition (E) shows a
directional pattern of the cell displacements, where these are higher in the direction of
the unconstrained side. Constrained boundary condition (F) presents homogeneous cell
displacements in the monolayer.
homogeneous displacement field in the entire monolayer. Therefore, cells near an
unconstrained boundary are pushed by the rest of cells due to the proliferation
and the cell interaction forces.
2.3.5 Monolayer reaches a stationary polygon distribution
To describe the topology of the epithelial monolayer, it is also necessary to consider
the temporal evolution of the polygon distribution. Figure 2.10 presents the polygon
frequency of entire population (Figure 2.10A) and mitotic population (Figure 2.10B)
during the simulation. Our model reaches a stationary polygon distribution, which
is consistent with the results shown in [13, 98], where the system also reaches a
stable state. To analyze the rest of data in this work, we used a range of time-steps
where polygon distribution is stabilized. Polygon distribution of entire population
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Figure 2.10: Polygon distribution in the simulation time. (A) Global polygon
distribution stabilizes in early steps of the simulation. (B) The polygon distribution of
mitotic cells shows stabilization in the simulation and a noticeable noise reduction over
5000 time steps.
and mitotic population stabilizes over the time-step 5000. Moreover, the polygon
distribution of the entire cell population is less noisy compared to the mitotic
population. This fact is due to mitotic population is only a small fraction of the
entire cell population (approximately a 3%) and, in consequence, the amount of
data available to produce reliable statistics is not enough in the early steps in
the simulation. In Figure S2.3, it is shown the evolution of entire cell population
and mitotic population during the simulation.
In consequence, we analyze all the data in the other figures when the polygon
distribution is the steady state, from the time step 6000 until the end of the
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simulation on step 8000. We also must note that the simulation time does not aim
to quantitatively describe the actual time in the tissue development process.
2.4 Conclusions
In this chapter, we present a hybrid framework for modeling the emergent topology
of a growing epithelial monolayer. The cell and tissue models consist of a collection
of particles, which represent the cells, and their associated domains with the
corresponding mechanical properties. The cell-cell interactions are defined by
Lennard-Jones potential, which is a simple and well-known potential that is widely
used in the scientific computations. We must note that this approach to simulate
the interaction forces is purely phenomenological and it does not represent any
specific biophysical phenomena beyond the global interaction between cytoskeletons
and cell junctions. Although other interaction models could be implemented, we
have demonstrated that the kind of potential used has a low impact on the model
results as it is shown in Figure S2.1, where we compare the simulation outcome
using several potentials. In addition, the work of Drasdo and Hoeme[92] suggests
that the exact form of cell-cell interaction may not be decisive on the simulation of
large multi-cellular systems. For these reasons, we used the Lennard-Jones potential,
whose implementation is relatively easy and computational efficient. Nonetheless,
we are aware that some limitations are derived from this phenomenological approach
compared to other models that are more mechanistic [100, 101]. These models
clearly describe phenomena as the force-based contact inhibition based on explicit
physical equations at the cell level. Though we can implement force-based contact
inhibition in our framework, it would be difficult to conclude the biological origin
of these forces beyond the global cell-cell interaction.
Therefore, based on this particle approach, we explicitly describe the spatial
location of the cells. With this information, we create the corresponding Voronoi
diagram to represent the cell topology. Based on this representation, we construct
a simple and effective FE model of the epithelial tissue to simulate its mechanical
behavior. This approach leads to a simulation model that is easy to implement and
with a low computational cost. Nevertheless, our cell representation presents some
limitations such as the area of the cells are not necessarily conserved after the cell
cleavage. Though we find that the resulting areas are approximately conserved after
the cell division because of the nature of the Voronoi diagram. There are models
that address this aspect of the representation in a more accurate way [13, 14, 101].
We have shown that this hybrid model can accurately reproduce the topological
characteristics of growing epithelial tissues. In particular, we have studied the
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polygon distribution of the entire cell population of the tissue, but we have also
analyzed the topology of the mitotic cell population. The model parameters
that allow a quantitative description of the experimental measurements are easily
estimated from the data itself. We have chosen parameter values in our model
to capture the major features of epithelial cell dynamics. Moreover, we also
considered the standard deviation of our simulation results to compare them with
the experimental data. These error bars are only included in Fig 6. In the rest of
figures, the standard deviation of the simulation data is similar but we have not
included these bars to ease the visualization of the information.
A relevant aspect of our model is the simulation of cell proliferation, including the
influence of the cleavage plane on the topology of the epithelial tissue. Our results
show that oriented cleavage plane in the cell division matches the experimental data
noticeable better than cell division with a random cleavage plane. Additionally, our
model suggests that tissue topology is heavily influenced by proliferation rate but
also by the dilation of mitotic cells. Considering this increment on the cell size,
we achieve to represent experimental data for both entire population and mitotic
population. The change of the mitotic cell size produces local perturbations on
the tissue topology and, consequently, it modifies the global polygon distribution.
However, in other biological processes, cells usually grow during phase G1 and G2
and not in the mitotic phase. This numerical framework can be easily adapted and
expanded to simulate these processes, regulating the cell growth in the interphase
instead of the mitotic phase.
Remarkably, although we have used a linear elastic behavior in the mechanical
model, tissue mechanical behavior is far from being linear in our simulations. Due
to a new mesh is generated each step from cell positions, cell rearrangements and
displacements in the model cause permanent deformations in the tissue. Moreover,
cell-cell interaction forces depend on the cell position relative to its neighbors and it
is intimately related to the system dynamics. Therefore, we solve tissue mechanics
considering a transient equilibrium on each step and, consequently, this generates
a metastable cell conformation that defines the tissue topology. In other words,
we model cell material as a linear elastic material but the tissue behaves as a
viscoplastic-like material due to the nature of the hybrid approach. The emergent
properties of our model confer the possibility to analyze the mixed liquid-solid
behavior of growing tissues, which is described in the recent literature [88].
In conclusion, the originality of this work resides on using a hybrid approach to
simulate epithelial tissue dynamics and topology that emerge from simple models.
With relative simple adjustments of the model parameters, we can reproduce
topological characteristics of epithelial cells. Although in this first work we have
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mainly focused on mechanical and geometrical aspects, it is possible to easily
incorporate chemical stimulus to regulate cell behavior in the agent-based model.
Therefore, we consider the computational framework here presented is a promising
tool to model a variety of biophysical phenomena associated to the emergent
behavior of monolayers.
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Figure S2.1: Cell-cell interaction potential.
To analyze how the chosen cell-cell interaction potential affect the tissue topology,
we change the order of the second term of the Lennard-Jones potential. We normalize
the force output taking the standard Lennard-Jones potential as reference (A,B)
Polygon distribution seems to be unaltered under these changes (C) Average area
tend to slightly increment with the order of the second term. (D, E) Forces of the
potential used changing the order of the second term and its normalization.
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Figure S2.2: Oriented cleavage plane of mitotic cells.
We circumscribe the minimum ellipse on the mitotic cell. Knowing the length
of both axes of the ellipse, cell divides by the shortest axis. This method was
implemented using the Bounding Volume package of CGAL [2].
Figure S2.3: Cell population during the simulation.
Cell population grows from 400 cells up to roughly 6500 in the simulation
time range. Additionally, mitotic cells stay at approximately 3% of the total
population during the whole simulation.
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Figure S2.4: Distance between cells in the cleavage.
The distance that the cells are separated after the cleavage in our model is
defined as a percentage of the cell radius. We observe that the polygon distribution
and the average area s to be unaltered by the cleavage distance in the range analyzed.
Figure S2.5: Initial distribution.
Several initial distributions of the cells: regular lattice of squares, regular
lattice of hexagons and three random configurations. We observe that the polygon
distribution and the average area on the steady state seems to be unaffected by
the initial distribution of the cells.
Video S2.6: Dynamic mesh generation.
Video S2.7: Cell proliferation example.
Video S2.8: Layer without proliferation.
Video S2.9: Fully constrained condition.
Video S2.10: Free top condition.
Video S2.11: Unconstrained condition.
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Text S2.12: Voronoi Diagram
Voronoi diagram is a partitioning of the plane generated from a specific set of
points contained in that plane. The division of the plane in different regions (Voronoi
cells) is based on the distance between these points. We use in our framework the
simplest case of the Voronoi diagram: a set of points (cell centroids) in an Euclidean
plane (cell monolayer). In our case, each segment of a Voronoi cell is formed by all
the points that are equidistant to the two nearest cell centroids. Each Voronoi cell
is associated to a cell centroid and it represents its cell body in the monolayer. We
must note that all the Voronoi cells are convex polygons by definition. Interestingly,
the Voronoi diagram of the given points is dual to the Delaunay triangulation,
which is also used to generate our mesh in the model.
This document and its supplementary material are accessible from:
https://m2be-storage.unizar.es/pydio_public/ismael-thesis
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3.1 Introduction
It has been observed that collective cell motion can resemble a fluid-like flow in
confluent epithelial monolayers during tissue development. However, cell motility
decreases during tissue aging, and cells start to behave more like a solid than as a fluid.
Cells seem to get ’jammed’ in this solidification process, entering in a ’frozen’ state
where motility is almost non-existent. These jamming and unjamming transitions
are observed in tissue development, remodeling or wound healing processes [107, 108].
Moreover, it is also associated with several diseases as cancer and asthma [109, 110].
Unlike previously hypothesized, recent studies suggest that cell density is
secondary to the cell jamming process when the monolayer is already confluent
[111]. In fact, this transition is related to the maturation of cell-cell adhesions and
the cell interaction with its neighboring cells [11, 16, 111, 112]. In addition, cell
organization and motility are known to be intimately connected. Cell shape is also
related to the jammed and unjammed states of the epithelial tissues. The relation
between monolayer topology and jamming states have been clearly defined using
adimensional parameters associated with cell geometry [66, 88, 109, 110].
There are many studies focused on modeling the relation of cell motility and
cell-cell interactions using discrete particle-based models [7, 41, 61, 111, 113, 114].
This approach is similar to other models that simulate jamming processes in inert
granular systems [108]. In contrast, other studies simulate collective cell motion
using vertex-based models. These models present some advantages for simulating
cell organization in epithelial monolayers since cell geometry is explicitly defined
[109, 110]. So, vertex-based models have been extensively used to study the topology
of epithelial tissues, and they are usually based on energy minimization [13, 14,
41, 87, 88]. Nevertheless, they also show some limitations, for instance, the edge
transitions on cell rearrangements and cell division must be explicitly modeled.
Likewise, the modeling of cell propulsion forces is not straightforward compared
to particle-based models. Recently, a new kind of approach called self-propelled
Voronoi model has been applied to jamming transition simulations [66, 89, 115].
This type of model overcomes some vertex-based model disadvantages mentioned
before, but it keeps the capacity to simulate cell geometry.
In the present study, we show a novel approach that joins discrete and continuum
modeling techniques. First, our hybrid model is based on an agent-based model that
describes cells individually in a similar way as the self-propelled Voronoi models.
Further, this discrete approach is coupled with a Finite Element-based model
that defines the mechanical behavior of the epithelial monolayer as a continuum
material. This approach has been extensively described in a previous work focused
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on modeling monolayer topology in proliferating epithelial tissue [116](Chapter
2). In this work, we extend this modeling technique to analyze how cell-cell
interactions regulate collective cell motion and cell jamming. Furthermore, our
approach allows investigating some additional aspects of the collective motion that
are not commonly assessed in previous studies, for instance, the effect of passive
mechanical properties on cell motility.
3.2 Methods
Here we use a hybrid approach to model cell dynamics in epithelial monolayers. This
approach is based on the assumption that epithelial monolayer can be simulated as
a continuum material whose properties emerge from individual cell behavior. In
fact, we combine a discrete and a continuum model as shown in Figure 3.1. Cells
are defined on an agent-based model as particles that keep their own properties
and identity. Moreover, each cell is associated to a polygon that describes its body.
In reality, cell geometry is defined by the Voronoi diagram. This tessellation is
generated from each particle position on the spatial domain. On the other hand,
we use a continuum material model that describes the cell passive mechanics. We
connect both models by means of the geometry approximation. We use the cell
geometrical representation to define the Finite Element mesh in the continuum
model. In addition, forces generated on the discrete model are also applied to the
continuum material as internal forces. We solve the mechanical problem using
the Finite Elements Method (FEM), and tissue deformation is fed back to the
discrete model as cell displacement.
This hybrid approach is also used in a previous work to analyze the topological
characteristics of proliferating cell layers [116](Chapter 2). However, here we extend
this modeling technique to study the collective cell motion in epithelial layers and,
in particular, the cell jamming phenomenon.
To analyze cell morphology, we use an adimensional parameter called shape
index. This shape index is related to polygon perimeter and area, and it has
been used before to relate jamming states and cell morphology [66, 88, 109, 110].
Additionally, we consider the distribution of the cell polygon types in order to
enrich the analysis of the simulation results.
3.2.1 Agent-based model
We use an agent-based model to represent cells (Scell) as separated units in the
tissue as shown in equation 3.1. In this discrete approach, each cell Scelli carries
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Figure 3.1: Workflow of our hybrid modeling approach. First, we initialize all
the framework variables. In the agent-based model, we represent the cells as particles
(Scell) with an associated position (pi) and radius (Ri). Then, we compute the Voronoi
diagram (V celli ) from the cell centroids and the forces generated for each one (F celli ). We
triangulate the polygonal cell representation to generate a mesh for the FE analysis. We
solve the FE problem using the material properties and the forces computed before. Cell
displacements are obtained from the mesh deformation of the FE results. Finally, we move
the cell particles in the agent-based model using these displacements and the simulation
proceed to the next step.
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Figure 3.2: Model forces and shape index. (A) Representation of cell forces in the
model. Interaction forces between neighboring cells are denoted by Fji and the propulsion
force applied to each cell is denoted by Fprop. (B) Average shape index in three tissues
with different topology. The left panel shows high average shape index (unjammed state),
the middle panel shows an average shape index close to transition point and the right
panel shows low average shape index (jammed state). The color of each cell represents the
individual shape index, from lower values (blue) to higher values (red).
its own information, and it is defined in the space as a particle with an associated
position pi and radius Ri:
Scell = {Scell1 , Scell2 , ..., Scelln } where Scelli (pi, Ri) (3.1)
In addition, we associate a polygon V celli to each cell Scelli that is generated
using the Voronoi diagram:
V celli = {x ∈ R2 : d(x,pi) < d(x,pj) for i 6= j} (3.2)
where d(x,pi) is the function that returns the distance between the point x
and the position pi of the cell Scelli . The polygon V celli contains all the points that
are closer to the cell Scelli than to any other cell Scellj .
We calculate cell propulsive forces (F propulsioni ) and the forces generated by the
interaction with its neighboring cells (F cell−cellji ) in the agent-based model (Figure
3.2A). Hence, the total force applied to each cell can be written as:
F celli =
Ni∑
j=1
F cell-cellji + F
propulsion
i (3.3)
We denote by F celli the total force applied on the cell Scelli in equation 3.3.
This force is the sum of the interaction forces F cellji between the current cell and
all its neighboring cells Scellj and cell propulsion forces F
propulsion
i . We determine
which are the neighboring cells from the Voronoi diagram described before. To
calculate the cell-cell interaction forces, we use a force derived from an extension
of the Lennard-Jones potential:
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F cell-cellji (r) = Kr
(
r12m
r13
)
−Ka
(
r6m
r7
)
(3.4)
Cell-cell interaction forces depend on the distance between both cells (r =
d(pi,pj)) as shown in equation 3.4. This force also depends on the equilibrium
distance between cells (rm), that is the sum of the radius associated to each cell
(rm = Ri + Rj). We denote by Kr the repulsive force constant and by Ka the
attractive force constant. The attractive term of this force represents cell-cell
junctions and contractility, and the repulsive term models cytoskeleton reaction
when cells are too close. In fact, we can analyze separately how the attractive and
the repulsive terms affect the system using this modified Lennard-Jones formulation.
Finally, in the case that both constants are equal Ka = Kr, the interaction force
is exactly the one derived from Lennard-Jones potential:
F cell-cellji (r) = 12ε
[(
r12m
r13
)
−
(
r6m
r7
)]
for Ka = Kr = 12ε (3.5)
where we denote by ε the intensity of the potential well, that is directly related
to the magnitude of the force. In this work, we assume that propulsion forces
are represented by a vector of constant magnitude and random direction located
on the cell centroid:
F propulsioni = Kpropulsion(cos(ϕrandom)
−→x + sin(ϕrandom)−→y )
for ϕrandom ∼ U(0, 2pi)
(3.6)
We denote by Kpropulsion the constant force magnitude of the cell propulsion
force. The direction of the force is determined by a random angle (ϕrandom)
obtained from a uniform distribution U from 0 to 2pi. The direction of the cell
propulsion force is persistent in time. However, this direction changes periodically
during the simulations to avoid artifacts and unrealistic cell motion. We define
this time interval as τpropulsion.
3.2.2 Passive mechanics model
To simulate passive mechanics of the epithelial monolayer, we develop a continuum
model that overcomes some limitations of the discrete part of our hybrid approach.
We assume that the mechanical behavior of the cell layer can be described as a
continuum material. In other words, we consider that cells are forming a continuum
medium and they can transmit forces through their own bodies and the cell-cell
junctional network. We model this material considering a linear elastic behavior:
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σ = C : ε (3.7)
C = λ1⊗ 1 +GI = ν(1 + ν)− (1− 2ν)E1⊗ 1 +
1
2(1 + ν)EI (3.8)
Let σ denote the stress tensor, ε strain tensor, and C the fourth-order stiffness
tensor. In addition, we define the first Lamé parameter by λ, shear stress modulus
by G, Poisson’s ratio by ν and Young’s modulus by E. Finally, let 1 be the
second-order identity tensor and I the fourth-order identity tensor.
Furthermore, we use the plane stress hypothesis since monolayer thickness is
notably lower compared to the other two dimensions. We transform ν and E
into ν′ and E′ to apply this hypothesis:
ν′ = ν1− ν E
′ = E1− ν2 (3.9)
First, we develop a dynamic meshing algorithm that connects the agent-based
model with the material model geometry. In fact, we generate the mesh used on
FEM from the Delaunay triangulation of the cell polygons (V cell) in each step
of the simulation. Hence, the geometry of this model is directly related to the
Voronoi diagram of the cells that we described earlier. In particular, cell geometry
is always associated with the mesh nodes using this approach. This meshing
technique offers a high adaptability to strong tissue topology changes derived from
cell rearrangements or cell morphology alterations. Moreover, the forces generated
by cell-cell interactions and cell propulsion are applied as internal forces on the
monolayer material. In particular, we apply forces generated in the discrete model
directly on the nodes corresponding to each cell position (pi).
In the FE analysis, we assume free displacements in the parallel direction of the
boundaries and constrained displacements in the normal direction of boundaries.
In addition, we assume that the stress generated due to material deformation
dissipates from one step to the next. Despite the material model is linear elastic,
cell layer presents viscoelastic and plastic properties if we observe its behavior
during the whole simulation. These properties emerge from the cell dynamic
response and their capacity to rearrange in the monolayer. This behavior has
been observed experimentally in previous studies [11, 17]. Also, we assume that
material is incompressible considering the results of previous works on mechanical
characterization of epithelial monolayers [11].
Lastly, we obtain the cells displacements from the material deformations. These
displacements are applied to cell particles in the agent-based model prior to the
next simulation step. Hence, the flow of information on our hybrid approach is
bidirectional between both continuum and discrete models as Figure 3.1 shows.
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3.2.3 Shape index
The analysis of cell morphology and tissue topology is based on an adimensional
index commonly used in previous works [66, 88, 109, 110]:
q = P√
A
(3.10)
This adimensional number is usually called shape index (q) and it depends on
the cell perimeter (P ) and the cell area (A) as shown in equation 3.10. We compute
cell perimeter and cell area from the polygonal representation of each cell (V celli ).
It has been demonstrated that shape index is related to the jamming state of the
epithelial tissue [66, 88, 109, 110]. In fact, there is a critical value when shape
index is equal to 3.81 that denotes the transition from a solid-like behavior of the
collective cell motion to a fluid-like one (equation 3.11) The transition from jammed
to unjammed state –and viceversa– is defined by this transition point:
q < 3.81 solid-like behavior
q = 3.81 transition point
q > 3.81 fluid-like behavior
(3.11)
In Figure 3.2B is shown the aspect of the monolayer topology for different
collective motion regimes. Moreover, we initialize the system with a lattice cell
distribution where most of them present a hexagonal shape. However, we study
the shape index after several cycles of propulsion direction changes to minimize
the effect of the initial cell distribution in our results. Besides, we keep a constant
cell density in all simulations.
3.3 Results
Here we analyze the effect of cell-cell interaction forces and material stiffness on
cell motility and tissue topology. In addition, we study the heterogeneity of the
collective cell motion and stresses generated in the monolayer. We show in Table 3.1
the default values for model parameters unless other values are explicitly mentioned.
In order to avoid the effect of the boundary proximity, we only consider cells
in the internal domain of the monolayer for the topological analysis.
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General Parameters
Number of cells 900
Total simulation time (steps) 2000
Layer dimensions (µm) 300x300
Cell-Cell Interaction Forces
Cell radius - Ri (µm) 5
Interaction constant - ε (µN) 1.0e−4
Attraction constant - Ka (µN) 1.2e−3∗
Repulsion constant - Kr (µN) 1.2e−3∗
Propulsion Forces
Force magnitude - Kpropulsion (µN) 1.00e−3
Direction change interval - τpropulsion (steps) 100
Material Properties
Young’s modulus - E (µN/µm2) 0.02 [11]
Poisson’s ratio - ν 0.49**[11]
* This default value is set to match K = 12ε.
** We assume that material is almost incompressible.
Table 3.1: Simulation parameters
3.3.1 The cell-cell interaction forces regulate jamming and
collective cell motion
Cell-cell interaction forces are related to tissue topology and cell motility according
to previous experimental studies [109–111]. Basically, cells form adhesive structures
with their neighbors, and these cell-cell adhesions generate a junctional network at
the layer scale. The cell-cell interaction forces are transmitted to the neighboring
cells through these junctions.
In our simulations, we find that the magnitude of the cell-cell interaction forces
dramatically affects the monolayer topology. To study the cell-cell interaction
effects, we vary the interaction constant parameter (ε) that regulates the intensity
of the potential well (equation 3.5). This interaction constant is directly related to
the interaction force magnitude. We observe that the global shape index decreases
when the interaction forces between cells increase. The shape index reaches values
even below the critical transition point (q = 3.81) for high values of the interaction
constant (ε > 1.0e−3), where the cells enter on a jammed state (Figure 3.3A). In
addition, we observe that cell shape distribution tends to be hexagonal when the
interaction force increases. In fact, this tendency is even more pronounced when
cells are clearly in a jammed state (ε = 1.0e−2) (Figure 3.3C).
56 3.3. Results
Figure 3.3: Interaction forces are related to jamming and cell motility.
Interaction forces are related to jamming and cell motility. We analyze this effect varying
the cell-cell interaction constant (ε). In this figure, the boxplot shows median values and
quartiles, and the whiskers represent maximum and minimum data values. (A) Stronger
interaction forces are predicted to diminish shape index. (B) Stronger interaction forces
reduce cell motility and the distance that cells travel. (C) Cell shape tends to a hexagonal
geometry when interaction forces increase.
Moreover, we also predict that an interaction constant increment produces a
reduction of cell motility. Under strong cell-cell interaction forces, cells travel less
distance in the tissue as results show in Figure 3.3B. Collective motion is predicted
to be heavily reduced when cells are in jammed state. In particular, we observe
that cells in jammed state still move in a ‘vibrational-like’ manner, however, there
is no effective position change in the monolayer (see Video S3.1).
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Further, we decompose this cell-cell interaction force to study the effect of the
attractive and repulsive terms independently. We use a range of values for Ka and
Kr in which the simulation is stable for both cases. Interestingly, the stable range
for the repulsion force is wider than the one for the attraction force.
First, we observe that the attraction constant has no effect on the shape index
(Figure 3.4A), however, the repulsive constant significantly alters shape index
(Figure 3.5A). The shape index is reduced when the repulsion force increases. Thus,
the repulsion term favors the transition into a jammed state, at least in a confined
space similar to our conditions in the simulations. Further, we do not find any
noticeable effect on the cell motility for variations in attraction or repulsion constant
(Figure 3.4B and Figure 3.5B). Lastly, the repulsive term affects the tissue topology
as shown in Figure 3.5C. Cells tend to a hexagonal shape when we increase the
repulsion constant. This effect is similar to what we observe when interaction
constant (ε) increases. On the contrary, the attractive term does not show any
relevant effect on the topology (Figure 3.4C).
We conclude that, as expected, the magnitude of cell-cell interaction forces
plays a key role in the regulation of the jamming process. Our results indicate that
cell-cell interactions modulate the tissue topology in the presence of collective cell
motion. On the other hand, the effect of the repulsive term on the tissue topology
is more pronounced compared to the attractive term. Hence, the simulation results
suggest that the effect of the cell-cell interaction force on the topology is mainly
caused by the repulsive term.
3.3.2 The passive mechanical properties affect cell motility
The effect of the tissue stiffness on the cell motility has been less investigated
than the effect of cell-cell interactions. In fact, it is well-known that a part of the
apparent stiffness of the epithelial tissue comes from cell-cell adhesions. However,
cell stiffness also contributes to this mechanical property [117]. In our model, we
can study these effects separately since stiffness can be modified independently
from cell interactions. We vary the tissue material stiffness without modifying the
active forces generated between cells to elucidate how cell mechanical properties
affect collective cell motion and monolayer topology.
We observe that the material stiffness (E) only affects cell motility. Interestingly,
this property does not show any effect on tissue topology in the range we have
analyzed. We predict that global cell shape is not affected by changes in tissue
material stiffness as shown in Figure 3.6A. In all the simulated cases, cell shape
indices correspond to an unjammed state, in which fluid-like behavior dominates.
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Figure 3.4: Effect of the attractive term of the cell-cell interaction forces. The
boxplots show median values and quartiles, and the whiskers represent maximum and
minimum data values. (A) The shape index is not affected by the attractive term. We
only observe a slight increment on the results variability. (B) The attractive term effect
on the cell motility is not relevant for the range analyzed. (C) We do not observe changes
in the tissue topology due to the attractive term.
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Figure 3.5: Effect of the repulsive term of the cell-cell interaction forces. The
boxplots show median values and quartiles, and the whiskers represent maximum and
minimum data values. (A) The repulsive term reduces the shape index and favors the
transition to a jammed state. (B) We do not observe any relevant effect of the repulsive
term on the cell motility. (C) Cells tend to a hexagonal shape when the repulsion forces
increase.
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Figure 3.6: Material stiffness is related to cell motility but not to shape index.
We analyze this effect varying stiffness modulus of the material. In this figure, boxplot
shows median values and quartiles and whiskers show maximum and minimum data values.
(A) Cell stiffness does not affect shape index. (B) Higher cell stiffness reduces cell motility
and the distance that cells travel. (C) Tissue topology is not affected by material stiffness
in the range analyzed.
Nevertheless, material stiffness affects cell motility in the monolayer. In Figure
3.6B, we observe a reduction of the distance that cell traveled when stiffness
increases. This effect on the cell motility is even more pronounced compared
to cell-cell interaction forces. Finally, we do not find any effect on the polygon
distribution either (Figure 3.6C).
In conclusion, these observations suggest that tissue stiffness is not regulating
the tissue topology and the cell jamming phenomenon. In contrast to what it is
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observed in the cell-cell interaction analysis, cells do not get jammed by increasing
the material stiffness. In reality, cells tend to move slower when material stiffness
increases and, therefore, they travel less distance. Thus, we only observe a velocity
reduction. Here the cell stiffness is acting like a frictional component for the cell
movement. These results support the theory that cell jamming is mainly caused
by cell-cell interactions and contraction [110, 111].
3.3.3 The collective cell motion produces heterogeneity in
the layer topology and the stress distribution
Cells tend to group with other cells with the same motility in the monolayer as shown
in previous studies [7, 110]. This generates clusters of cells with the same velocity and,
in consequence, global heterogeneity emerges at the monolayer level [88, 109, 111].
Our results also predict this behavior and they show that cells form clusters
with the same motility. We observe that they also generate swirls and preferential
paths (Figure 3.7 and Video S3.2). This fluid-like motion causes heterogeneity in
the tissue topology. Further, the results show that large groups of cells moving in
the same direction can drag other cells. In fact, this is true even if they present
a propulsion force in a different direction from the collective movement. This
phenomenon is probably caused by cell-cell attraction forces and a frictional-like
effect generated by surrounding cells.
Additionally, we find that stress distribution in the monolayer is also hetero-
geneous. Our results show zones of the monolayer that present high compression
stresses due to cell motion as shown in Figure 3.7. Although a quantitative validation
of monolayer stresses is out of the scope of this work, the stress values of the results
are consistent with previous studies on epithelial tissues [109].
3.4 Conclusions
Here we present a novel hybrid approach to simulate cell dynamics in epithelial
monolayers. We combine a discrete agent-based model that tracks individual cell
information and a continuum material model that simulates tissue level mechanics.
This approach allows investigating the effect of the cell-cell interactions, individual
cell behavior, and tissue mechanical properties separately. Compared to vertex-based
models [87, 88, 109, 110], our hybrid approach does not need to model explicitly the
cell rearrangements and vertices transitions because they occur naturally using the
Voronoi diagram. The inclusion of propulsion forces is also straightforward since we
rely on the agent-based model that represents cells as particles. In addition, there
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Figure 3.7: The tissue heterogeneity emerges from the clustering of cells with
different motility. In the left pane, cells present different displacements and they tend
to group together by their motility. This clustering effect generates swirls and preferential
paths on the monolayer and, in consequence, heterogeneity at tissue level. In the right
pane, we show the absolute value of principal stresses. The stress distribution is also
heterogeneous in the tissue. Further, the stress values are compatible with the experimental
observed data [109].
are some advantages over pure particle-based methods [7, 111, 114], for instance,
we can simulate the tissue as a continuum medium, analyze cell shapes, and obtain
monolayer stresses from our results. There are some recent models that also use
the Voronoi diagram to simulate cell geometry [66, 89]. Nevertheless, these models
rely on energy minimization equations to simulate cell motion and cell mechanical
properties depend on cell area. In contrast, we use a material model that offers the
possibility of simulating tissue mechanical properties in a continuum medium.
In this work, we focused on understanding how cell-cell interaction forces and
epithelial monolayer stiffness affect cell collective motility and topology. First,
the cell-cell interactions are widely known to be crucial on cell motility and cell
organization on the tissue. We found that stronger interactions between cells
were predicted to reduce cell motility and to favor a regular topology on the cell
monolayer. Cells reached a jammed stated when the cell-cell interaction forces
increased. In the jammed stated, their positions were fixed in the epithelial layer
and their movement were limited to a vibration-like one. Also, we found that
the repulsive term of the interaction forces has a stronger influence on the tissue
topology compared to the attractive term.
Second, our results suggest that tissue passive mechanics affect the collective
cellular motion. A material stiffness increment produced a reduction in the cell
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motility. Nevertheless, passive mechanics did not affect tissue topology and it
was not related to a shape index variation. Although cell velocity was reduced
on higher stiffness cases, cells did not enter on a jammed state. We conclude
that its effect is rather like a frictional term. These observations reinforce the
argument that cell jamming is caused by cell-cell interactions and not by passive
cell and tissue mechanics.
Finally, we observed in our results the formation of cell clusters with the same
motility during collective cell motion. Thus, this effect favored the heterogeneity in
the tissue topology and the stress distribution. These phenomena have been noted
previously in other experimental works of epithelial monolayers [109–111].
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3.5 Supplementary material
Video S3.1: Collective cell motion for different values of ε.
Video S3.2: Collective cell motion generates heterogeneity in the mono-
layer.
This document and its supplementary material are accessible from:
https://m2be-storage.unizar.es/pydio_public/ismael-thesis
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4.1 Introduction
The mechanical modeling of collective cell migration in epithelial tissues is a complex
task since many biophysical phenomena occurs simultaneously. First, the interaction
forces between cells and with the extra-cellular matrix need to be modeled [18,
20, 118, 119]. In addition, cell and substrate mechanical properties also affect the
system mechanical behavior [11, 16, 17, 119]. Moreover, the tissue morphology
suffers considerable changes in these biological processes due to cell proliferation,
cell rearrangements and cell shape changes [5]. Finally, to study cell collective
behavior and observe the effects at tissue level, we need to have a reasonable
number of cells in the simulations.
Previous works on modeling collective migration have engaged this biological
problem using very different approaches. We find many models focused on simulating
cells as individual units in the tissue [40, 41]. First, center-based and simple particle
models offer a straightforward way to track cell information and to calculate
their interactions [113, 114, 120]. However, these methods hardly represent tissue
morphology and cell shapes inside a monolayer. Vertex-based model is another
common modeling strategy to simulate epithelial tissues, and they overcome
some limitations of the former type of models [88, 109, 121]. For instance,
cell representation is more accurate and cell-cell interfaces are clearly defined.
Nonetheless, they are not free of disadvantages. Cell rearrangements and cell
proliferation need to be considered carefully and transitions of cell number of
vertices and neighboring must be explicitly handled. In recent years, we also find
an interesting combination of center-based and vertex-based models that extend
the modeling capabilities of both approaches [66, 67, 84]. Recently, some authors
are focusing their efforts on developing 3D deformable cells systems [68, 122].
Nevertheless, they are still very computationally expensive and complicated to
apply to biomechanical processes with many cells. In constrast, Potts models
are very flexible and usually very efficient even simulating a high number of cells
[55, 123]. They are often considered to be excessively phenomenological by many
authors but, in fact, they have been successfully applied to model cell and tissue
mechanical behavior. Furthermore, sub-cellular and molecular-based models have
been used to describe the basis of collective migration in epithelial layers [119,
123, 124]. These models are specially useful to simulate and study very specific
molecular mechanisms. However, they are limited to simulate only a few cells and
not many simultaneous biological processes.
Differently, other researchers focus on the opposite approach, and they reproduce
multi-cellular systems using continuum models [78, 125–127]. For example, epithelial
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tissue migration can be modeled as a continuum medium and the mechanical problem
solved using the finite element method (FEM) [78, 126, 127]. This type of model
scales very well for large cell layers but, unfortunately, they do not consider the
geometry and behavior of individual cells in the tissue. In addition, some biophysical
phenomena are difficult to integrate into this modeling approach.
In this work, we propose a modeling approach that combines an agent-based
model and a continuum material model to simulate the mechanical behavior of
cells in epithelial tissues. Further, we focus on designing a flexible geometrical
representation of the cells and a modular force generation system. In fact, we take
some ideas of vertex-based models combined with center-based particle models to
represent cells in our modeling approach. Cells are described as discrete particles
but they also have a polygonal body associated, that is generated using the Voronoi
diagram. In contrast, we model the whole tissue as a continuum media with
different domains, basically, cell and substrate domains. The domain properties
are defined by the presence of cells and the forces they generate. To solve this
mechanical problem, we rely on the finite element method. Therefore, we aim
to explore the possibilities that the combination of cell-based models with finite
element method can bring to epithelial mechanics modeling, since this approach
has not been explored in detail previously. In addition, we present two examples of
application of our approach, and we compare them with experimental data taken
from previous works of other authors [21, 119, 126]. These examples are based on
two extensively studied collective migration processes: durotaxis and gap closure.
4.2 Methods
Our modeling approach is based on three fundamental aspects that are described
in Figure 4.1: a discrete cell model, a continuum material model and the interfaces
between them. The connection between both models are driven by an adaptable
geometry module and several cell force models.
First, we use a discrete cell model in order to track the individual cell information
in the tissue. In this way, we are able to characterize individually cell behavior and
the direct interaction between each cell and its neighbors and with the substrate.
Second, we rely on a continuum material model to create an approximation at the
tissue level mechanics. This assumption is supported by the fact that cells in the
epithelial tissue are tightly connected by cell-cell junctions [16]. Hence, epithelial
monolayer can behave as a continuum media, and some of their mechanical properties
can be characterized experimentally [11]. In our continuum material model, we
can define several spatial domains in the monolayer and assign them different
68 4.2. Methods
Figure 4.1: Conceptual diagram of the modeling approach. Discrete cell model
provides information to geometry and force generation modules. Additionally, to generate
the forces used in this approach, forces module also relies on the geometrical representation
of the cells. The continuum material model works with the output of geometrical and
force modules. Finally, the information generated in the continuum material model is fed
back to the discrete cell model.
properties. Moreover, we can specify precise mechanical boundary conditions on
our simulations using this continuum approach.
Lastly, to connect both models, we use some geometrical techniques that ease
the transition between continuum and discrete representations of cells in the tissue.
To tackle cell morphology changes and rearrangements in the monolayer, we must be
capable of adapting our representation dynamically to new shapes. To achieve this
goal, we combine different tessellation, shape reconstruction and mesh refinement
methods. Furthermore, we use several force models based on biophysical phenomena
to describe cell behavior in the monolayer.
4.2.1 Discrete cell model
In our modeling approach, we represent each cell of the tissue as a discrete unit.
We use an agent-based approach to independently model every cell. Basically,
each cell i is defined as a discrete entity Scelli (pi, Ri, τi), whose centroid position
is represented by the vector pi. Every cell has associated a particle virtual radius
denoted by Ri and an internal clock denoted by τi. The set of all the cells is denoted
by Scell = {Scell1 , Scell2 , ..., Scelln }. Therefore, we are able to keep separated the
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cell information for each unit and associate independent biophyisical processes to
them, for instance, its life cycle. In addition, we can track cell position, trajectories
and distance traveled directly.
To model cell life cycle, we assume that cells are exclusively in a proliferative
state or quiescent. In other words, they can be in an active state of their cycle,
that ends up on cell division or, otherwise, in a resting state. We consider that
the proliferative state represents both the interphase and the mitotic phase as
a simplification of the actual biological process. As shown in equation 4.1, cell
internal clock state (τi) is incremented in each time step (∆t) if its value is under the
cycle division threshold (θcycle). This process is also regulated by a growing speed
parameter (λcycle). After a cycle is completed, a new daughter cell is generated
near its parent cell and both restart their life cycles independently (see Figure
S4.1). The duration of the process until cell divides has a slight variability – normal
distribution N – to avoid any clustering effect.
if τi(t) < θcycle =⇒ τi(t+ ∆t) = τi(t) + λcycle
if τi(t) > θcycle =⇒ τi(t+ ∆t) = N(mean = 0.2 · θcycle, dev = 0.1 · θcycle)
(4.1)
This discrete particle-based model is a central part of this work but its cell
representation is rather limited. To extend the simulation capabilities of our
approach, we generate a more elaborated cell geometry using the information
provided by this model as it is described in the following sections. Additionally, the
generation of forces depends on some information managed by the discrete model but
also on the extended geometrical representation. Hence, the modeling of the forces
is tightly related to the discrete model but it can be considered separated from it.
4.2.2 Continuum material model
In contrast to the discrete cell model, our continuum material model represents the
mechanical behavior at tissue level. In fact, it is focused on modeling the passive
mechanics of the tissue and its properties as a continuum solid [11].
We define a constitutive law for the different materials that can be present in the
tissue as shown in equation 4.2 and 4.3. Basically, we consider that tissue can be
divided into a cell material (Ωcell) or a substrate material (Ωsubstrate) considering if
cells are present or not. These materials are separated on independent domains with
different mechanical properties (CΩn), and they interact through their interfaces.
In this work, we assume that cell material (CΩcell) possesses constant properties,
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but substrate material stiffness (CΩsubstrate) may depend on spatial coordinates
(x) as illustrated in equation 4.5. This model facilitates the simulation of stiffness
gradients in the substrate, that is fundamental to analyze biophysical phenomena
such as durotaxis. The stiffness gradient slope is defined by m(x), the second-order
identity tensor by 1, the fourth-order identity tensor by I and the stress and strain
tensors by σ and ε, respectively. In addition, we define the mechanical properties
of the n domain: λΩn as the first Lamé parameter, GΩn as the shear modulus,
νΩn as Poisson’s ratio and EΩn as Young’s modulus.
σ = CΩn : ε for n = [substrate, cell] (4.2)
CΩn = λΩn1⊗ 1 +GΩnI
= ν
Ωn
PSH
(1 + νΩnPSH)− (1− 2νΩnPSH)
EΩnPSH1⊗ 1
+ 1
2(1 + νΩnPSH)
EΩnPSHI
(4.3)
νΩnPSH =
νΩn
1− νΩn E
Ωn
PSH =
EΩn
1− (νΩn)2 (4.4)
EΩsubstrate(x) = Esubstrate +m(x) for x ∈ R2
EΩcell = Ecell 6= E(x)
(4.5)
We use the finite element method (FEM) to solve the continuum mechanical
problem at tissue level. Each domain considered in the model is represented by
independent elements of the FE mesh. To connect these separated domains, we
use coincident nodes in their interfaces. Moreover, in order to solve the system
in 2D, we assume the plane stress hypothesis (PSH) since one of the monolayer
dimensions (thickness) is very small compared to the others. We transform the
material parameters as shown in equation 4.4.
Mesh and force generation are explained in detail in their corresponding sections
but it is worth noting here their implications in the continuum model. In particular,
the mesh used for the FE resolution is generated using cell centroids of the discrete
model and the additional polygonal representation of cell bodies. Furthermore,
the cell forces are applied to nodes that correspond to either the cell vertices or
centroids used to generate the mesh. Hence, these two aspects of our approach are
the actual connection between discrete and continuum models.
Finally, after solving the FE problem, we use the deformed mesh to obtain cell
displacements from the nodes that represent the cell centroids. These displacements
are processed by the discrete model to update cell positions.
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Figure 4.2: Geometry generation. (A) We generate the Voronoi diagram V cell from
cell centroids Scell of the discrete model. (B) We create the alpha shapes Sα from the
virtual circles Ucell centered on cell centroids Scell. We use the alpha shapes to differentiate
cell domain Ωcell from substrate domain Ωsubstrate and, therefore, to define the limits
of the epithelial monolayer. (C) We generate the FE mesh (MFEM ) from a Delaunay
triangulation of the following set of points: cell centroids (Scell), cell vertices (V cell), alpha
shapes (Sα) and a regular grid in the substrate domain (Sgrid).
4.2.3 Adaptable geometry
Since tissue morphology changes during cell reorganization, proliferation and
migration processes, we need to use a cell geometrical representation flexible
enough to adapt to these alterations. Discrete particle model offers a rather
limited representation of the cell body. However, we extend cell geometry from
a discrete point to a polygon using a Voronoi diagram built from cell centroids.
Furthermore, to define the tissue domains, we create alpha shapes that depend on
the cell distribution. Lastly, FE mesh is generated using information of the Voronoi
diagram and the alpha shapes. Using all these techniques, we effectively connect
discrete and continuum models at the geometrical level.
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Voronoi diagram
We use Voronoi diagram to generate a representation of cell body using the
information from our discrete model (Scell). This tessellation technique divides
the plane using an initial set of points into regions (V celli ) whose distance to its
generator point (Scelli ) is less than to any other initial point (Scellj ) as shown in
equation 4.6. The resultant convex polygon V celli represents the cell body associated
to each cell centroid Scelli as it is shown in Figure 4.2A. We use the function d(x,pi)
to describe the distance between a point (x) and the cell centroid.
V celli = {x ∈ R2 : d(x,pi) < d(x,pj) for i 6= j} (4.6)
In fact, this cell representation is fundamental to join both continuum and
discrete models together. We create a transition from a pure discrete particle-based
representation of cells to a partitioned continuum space. In our approach, this
tessellation is generated dynamically, in other words, it is a stateless representation
of the cell body that it is not stored from one step to the next. It can also be
described as a transient vertex-based model since we use this polygonal body to
simulate more detailed cell behavior and to map forces. Additionally, Voronoi
diagram is a reliable tool to determine neighboring and shared edges between cells
in the monolayer (Sneighbors ⊂ Scells).
Last, we use this polygonal representation to determine daughter cell position
after cell division. We calculate the minimum ellipse that contains the polygon and
force the cell cleavage on the minor axis of that ellipse (see Figure S4.1).
Alpha shapes
To differentiate between distinct tissue domains, we generate alpha shapes from
our discrete model. These are a family of linear curves associated to a set of
points, in our case, to the cells. Alpha shapes are defined by an α parameter
that is related to the maximum distance between points for connecting them. In
the case of α → ∞, the curve obtained contains all considered points. On the
contrary, when α→ 0, alpha shapes just degenerates to the set of points. Moreover,
more than one curve can be created using this technique. It is even possible to
generate ‘holes’ inside closed curves.
Instead of generating alpha shapes only from cell centroids (Scell), we use virtual
circles (U cell) centered on each centroid as shown in equation 4.7 and Figure 4.2B.
The virtual circle associated to each cell (U celli ) is defined by the virtual cell radius
(Ri), that it is also used for the cell-cell interactions as it is explained later on
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this chapter. In this way, we are able to represent the body of cells located in
the monolayer boundary or completely isolated. Hence, we avoid a collapse of
the alpha shape to the cell centroid.
Sα = f(U cell, α) (4.7)
We define f(S, α) as the function that generates all possible alpha shapes and
Sα as the alpha shape for our current set of points for a given α value.
Finally, since Voronoi diagram is a tessellation of an infinite plane by definition,
we use these alpha shapes in order to limit the polygonal representation to a finite
domain (Sα ∩ V cell). Therefore, we can determine the general location of cells
in the tissue. We can conclude if a cell is surrounded only by other cells or it
is in direct contact with the substrate.
Dynamic meshing: FE discretization
To generate a mesh for the finite element analysis (MFEM ), we create a Delaunay
triangulation of a set of points (DT (P )) as shown in equation 4.8 and Figure
4.2C. In order to obtain a coherent mesh with coincident nodes, the triangulation
is constructed by points of the cell domain and the substrate domain. In the
cellular domain, we use cell centroids (Scell), Voronoi polygon vertices (V cell) and
points from the alpha shape curves (Sα). In the substrate domain, we create
a regular grid of points (Sgrid):
UFEM = Scell ∪ V cell ∪ Sα ∪ Sgrid
MFEM = DT (UFEM )
(4.8)
The dynamic mesh generation is a key aspect of our approach since, in this
process, we map the information from discrete cell model and all the geometrical
traits to the continuum model. Here, we keep the relation between centroids and
vertices and their corresponding nodes in the mesh. Therefore, we are also able to
pass information from the continuum model to the discrete model.
4.2.4 Force generation
To model the cell mechanical behavior, we must consider the forces that generate each
one individually and the forces generated on their interactions. First, we describe
cell-cell interaction forces using a potential with a repulsive and an attractive term.
Second, the contraction force that is generated in each cell by its cytoskeleton.
Finally, two different collective migration modes that create forces in the tissue:
cell crawling and purse-string [18, 128].
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Figure 4.3: Force generation. (A) Cell-cell interaction force F interactionj,i between cell
Scelli and its neighboring cell Sneighborsj,i . Distance between cells is denoted by rj,i. (B)
Contraction force in the vertices (V cellk,i ) of the cell Scelli . This force depends on the edges
lengths lRk,i and lLk,i related to the vertex k. We apply the same force with inverted sign
to the cell centroid. (C) Cell crawling forces F crawlingk,j are similar to contraction forces,
but they are only applied to vertices that are on the cell-substrate interface. (D) In purse
string migration, we generate a ring around the gap in the monolayer that connects cell
vertices m located on the cell-substrate interface. The contraction of the ring generates a
force F purse-string.
Cell-cell interaction
To model the direct interaction between cells, we use a potential that approximates
several biophysical phenomena. In fact, we consider the average effect of cell
adhesion, cytoskeleton interaction and volume exclusion.
We use an interaction force between particles i and j (F interactionj,i ) that is derived
from Lennard-Jones potential as it is shown in equation 4.9. In this work, this
potential depends on the distance between cells (rj,i) and the sum of cell virtual radii
(r = Ri +Rj). In addition, there is a parameter ε that modulates the magnitude of
the interaction forces. This potential presents a repulsive and an attractive term
and, therefore, a distance of equilibrium (rm) where both effects compensate.
4. Collective Cell Migration in Epithelial Monolayers 75
F interactioni =
∑
j
F interactionj,i (r) = 12ε ·
∑
j
[(
r12m
r13j,i
)
−
(
r6m
r7j,i
)]
(4.9)
Unlike other forces in our modeling approach, cell-cell interaction forces depend
exclusively on the discrete cell model. These forces are calculated considering all
neighboring cells (Sneighborsi ), and the resultant force is located at the cell centroid
position as shown in Figure 4.3A. For each pair of cells, the direction of the force is
defined from the cell centroid to the neighbor cell centroid. Finally, the effect of the ε
parameter in the monolayer is described in detail in a previous work [116](Chapter 2).
Actomyosin contraction
To model the effect of actomyosin contraction in cell cytoskeleton, we assume a
constant net force for the whole cell (F contraction). However, we model locally these
forces on each vertex k of the polygonal representation of the cell i (V cellk,i ) as Figure
4.3B illustrates. We show in equation 4.10 that the magnitude of the force on
each vertex (F contractionk,i ) is a constant (Kcontraction) multiplied by a length ratio
associated to the vertex. This ratio is equal to the sum of half-lengths of both edges
connected by the vertex (lRk,i and lLk,i) divided by the total cell perimeter (Pi).
F contractioni =
∑
k
F contractionk,i = Kcontraction ·
∑
k
(
lRk,i + lLk,i
2 · Pi
)
(4.10)
These force vectors are directed from cell vertex to the cell centroid. In
addition, we apply a similar force with the inverse sign on the cell centroid
(Scelli ). The reasoning behind this force model is that cytoskeleton contraction
driven by actomyosin is homogeneous in non-polarized cells [129]. Thus, we are
assuming that in this particular contraction force there is no polarization beyond
the apico-basal one.
Cell Crawling
Cell crawling is a migration mode in which cell extends a protrusion that adheres
to the substrate and pulls from it [18, 119, 128]. We model this phenomenon
like the actomyosin contraction but only considering cell vertices that are on the
cell-substrate boundaries (Γcell-substrate) and its own constant (Kcrawl), as shown
in equation 4.11. Hence, these forces (F crawli ) are not present on the shared faces
between cells inside the monolayer as illustrated in Figure 4.3C.
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F crawli =
∑
k
F crawlk,i = Kcrawl ·
∑
k
(
lRk,i + lLk,i
2 · Pi
)
for V cellk,i ∩Γcell-substrate (4.11)
In fact, we are assuming here that there is a front-back polarization in the
cells that is directed towards substrate domain. Therefore, only cells in direct
contact with the interface cell-substrate domain are playing a leading role in the
crawling migration mode.
Purse string
Purse string is a migration mode only present in multi-cellular systems with matured
cell-cell adhesions [18, 20]. This migration mode is found typically in gap closing
and wound healing biological processes. In purse string migration, cells create an
actomyosin string that surrounds the gap in the layer. This inter-cellular string
contracts and generates forces that, effectively, pull from cells to close the gap.
As Figure 4.3D shows, we model these forces (F purse-string) creating a virtual
string that connects cells located around a gap in the tissue. Then, we generate a
contraction force on vertices V cellm,i that are shared between cell i and its neighbors
j, and also located on cell-substrate interface (Γcell-substrate):
F purse-stringm,i = Kpurse-string for V cellm,i = V cellk,i ∩ V cellj ∩ Γcell-substrate (4.12)
We assume that these forces are constant (Kpurse-string) in our approach.
4.3 Numerical implementation
For the computational implementation of our approach, we use several open-source
tools and libraries to extend our own code and to process the results of the
simulations. We develop this simulation framework in C++ using functionality of the
C++11 revision and, in addition, we create some Python tools for the representation
and the analysis of the results. In fact, we rely on third party libraries that are
demonstrably efficient and well tested. The computational workflow is represented
and described in detail in Figure 4.4.
In this work, the discrete cell model is developed completely from scratch
including its life cycle model. Additionally, the force generation models are also
programmed exclusively for this simulating approach using our own code.
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Figure 4.4: Computational workflow. First, we initialize the system variables and,
afterwards, we enter the main loop of the calculation. In the agent-based model, we
compute the life cycle and cell internal clock is updated. Further, we determine here
which cells divide. We use the information of the agent-based model to generate the
geometry and the forces in the system. Some forces also depend on the Voronoi diagram
representation of the cells and the alpha shapes. Later, we generate the FE mesh and we
apply the forces to mesh nodes that correspond to cell centroids and cell vertices. We
solve the FE problem after we have defined the material properties of each monolayer
domain. Last, we use the deformed mesh to update cells position in the next step.
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We use CGAL library [2] to compute most of the geometrical algorithms explained
before. This library is focused on providing tools for mathematical operations with
complex geometries. We use exact predicates and exact constructions kernel to
reduce numerical errors in the geometrical operations as much as possible. In
addition to the core packages, we use several CGAL modules: 2D Triangulation, 2D
Polygons, 2D Voronoi Diagram Adaptor, 2D Alpha Shapes and Bounding Volumes.
Moreover, we use deal.II library to solve the mechanical problem by the FEM
[1]. This library is a very powerful and flexible tool that provides base classes for
the basic components to develop a FEM application. In addition, it also provides
useful interfaces with external solvers, for instance, UMFPack [130] that is the one
we use. Additionally, we create a refinement method to convert the triangular mesh
in to a quadrilateral mesh since deal.II does not support triangles. We subdivide
each triangle into three quadrilaterals as shown in detail in Figure S4.2. We create
an intermediate translation layer between geometrical representation and deal.II
to manage the mesh and the information associated to it.
Finally, we develop a legacy VTK parser to represent results from discrete model
and CGAL structures. In addition, we visualize these files and generate animations
using Paraview [4]. We use seaborn [3], pandas [131] and an in-house python library
to perform statistics on the simulation raw data. Moreover, we also rely on seaborn
to plot the results of the statistical analysis.
4.4 Results
To validate our approach, we present here two examples of application that are
found in the literature to describe epithelial tissue mechanics. First, we simulate
a cell monolayer over a substrate that presents a stiffness gradient [119, 132]. In
this biological scenario, we study cell collective migration to stiffer environments,
this phenomenon is also known as durotaxis. Second, we analyze how mechanical
interactions between cells and substrate affect gap closing process in epithelial
monolayers [20, 126].
For each case shown in the following results, we have run at least N = 5
simulations in order to calculate the statistics. In addition, simulation parameters
are defined in the tables shown for each example (Table 4.1 and Table 4.2), and we
do not change these default values unless it is explicitly indicated.
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4.4.1 Collective durotaxis
Durotaxis is the biological process in which cells sense and follow gradients on the
extracellular matrix [4]. Cell crawling is the migration mode that predominates in
the case of collective durotaxis. Therefore, cells located at the edges of the layer
extend protrusions that adhere to the substrate. Afterwards, the contraction of this
protrusion produces a deformation of the cell and the substrate. This deformation
depends on the rigidity of extracellular matrix and defines the net displacement
of the cell center of mass. In softer matrices, substrate deformations are larger
and cell center of mass movement is reduced for the same contraction force. On
the contrary, cells are effectively displaced larger distances on stiffer matrices since
substrate deformations are smaller. Therefore, a cell monolayer will effectively
migrate over a substrate that presents a stiffness gradient.
Moreover, it has been observed experimentally that force transmission to the
substrate in collective cell migration is mostly concentrated at the monolayer edges
[119]. Thus, we assume that interaction between cell monolayer and substrate can
be modeled applying forces only on the interface that separates both domains as
it is shown in Figure S4.3. To simulate this process using our modeling approach,
we consider forces that are generated by cell-cell interactions, cell contraction and
cell crawling models explained in the previous sections. In this case, we do not
use purse string forces since it is not relevant for this phenomenon. Purse string
migration mechanism is mainly found in gap closure or wound healing processes
and not in the case of monolayer expansion shown in this example [18, 20].
Finally, we simulate three different scenarios to study collective durotaxis
changing substrate properties: uniform stiffness, steep stiffness gradient and shallow
stiffness gradient. For two later cases, we use a linear stiffness gradient where the
softer side is always on the left of the simulated substrate and the stiffer side is
on the right. The difference between steep and shallow gradient is just the slope
of the linear function that defines the stiffness of the substrate.
Results and Discussion
We calculate the angular distribution of cell trajectories on the three substrates to
understand how substrate stiffness gradients affect cell migration. This distribution
is obtained using the angle between cell velocity vector direction and X axis.
Instantaneous cell velocity vector is computed from the cell trajectories for every 50
simulation steps. This metric let us understand if cells show a preferential direction
during migration. In Figure 4.5A, we observe that cells present durotaxis only when
a stiffness gradient is present (see Video S4.4 and Video S4.6), as it was described
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General parameters
Cell radius - Ri (µm) 10
Cell layer size (µm) 500x1000
Substrate size (µm) 2500x1000
Alpha shapes parameter - α 150
Proliferation parameters
Growth rate - λcycle 0.05*
Proliferation threshold - θcycle 100*
Cell domain mechanical properties
Cell domain Young’s modulus - Ecell (µN/µm2) 0.02 [11]
Cell domain Poisson’s ratio - νΩcell 0.49**[11]
Substrate domain mechanical properties
Substrate domain Young’s modulus - Esubstrate (µN/µm2) 0.02 [11, 119]
Substrate domain Poisson’s ratio - νΩsubstrate 0.49**[11]
Uniform stiffness slope - m (kPa/mm) 0
Shallow stiffness gradient slope - m (kPa/mm) 15 [119]
Step stiffness gradient slope - m (kPa/mm) 57 [119]
Force generation parameters
Cell-cell interaction parameter - ε (µN) 1.0e−4 [116]
Cell contraction constant - Kcontraction (µN) 5.0e−4 [119, 129]
Cell crawling constant - Kcrawl (µN) 1.5e−3
Purse-string constant - Kpurse-string (µN) 0
* Approximately a 2% of cells proliferating
** Approximately incompressible
Table 4.1: Collective durotaxis parameters
in previous experimental studies [119]. In addition, the cell motion persistence
is intensified by using steeper stiffness gradients. Therefore, cell migration over
substrates with a steep stiffness gradient is more polarized than over substrates
with a shallow stiffness gradient.
Furthermore, we analyze the displacement of the monolayer center of mass
over substrates with different average stiffness. These results let us determine
how durotaxis phenomenon is affected by extracellular matrix rigidity. Hence, we
calculate the displacement of center of mass using the average distance from left
border to right border of the monolayer. We predict that durotaxis is reduced when
substrate global stiffness increases as shown in Figure 4.5B. On the other hand,
on lower stiffness substrates within the stiffness range analyzed, the durotaxis is
more pronounced when the gradient is stronger.
On Figure 4.6A,B, we can observe how cell displacements are distributed during
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Figure 4.5: Cell migration direction and collective durotaxis. (A) Angular
distribution of cell trajectory for the three different substrates. Cells only shows a
preferential direction to migrate when a stiffness gradient is present. (B) Displacements of
monolayer center of mass depending on the initial substrate stiffness. Collective durotaxis
is reduced on stiffer substrates.
the simulation. In the case with a substrate stiffness gradient, cells are moving
to the stiffer side of the substrate and the displacements are higher in gradient
direction. In the uniform stiffness case, cell displacements are distributed without a
preferential direction. Finally, stresses in the monolayer accumulate on the interface
between the substrate and the monolayer in both cases as seen in Figure 4.6C,D
(see Video S4.5 and Video S4.7).
These simulation results are compatible with the experimental data from Sunyer
et al.[119]. Moreover, they validate several of our model considerations about
collective cell migration and cell interaction with the substrate. In particular, the
assumption that force transmission between cell monolayer and substrate occurs
exclusively in the monolayer borders. Further, we predict that durotaxis effectiveness
82 4.4. Results
Figure 4.6: Displacement and stress map in collective durotaxis. (A, B) Total
distance traveled by cells. The initial shape of the monolayer is shown in red. We observe
that when stiffness gradient is present cells show a preferential direction to migrate. (C, D)
Principal stresses in the material. We observe that in both uniform and gradient substrates
stresses are accumulated in the monolayer/substrate interface.
decreases when average stiffness of the substrate increases, that is also one of the
main conclusions of Sunyer et al.[119] work.
Finally, it is also demonstrated here that using a transient vertex model combined
with a continuum material model is a reliable option to simulate complex mechanical
phenomena in cell monolayers.
4.4.2 Gap closure
In contrast to monolayer expansion, epithelial cells can present several migration
modes during gap closing. It has been observed that depending on gap size, tissue
type and environmental conditions the way to close a gap in the tissue may change,
however, cell crawling and purse string contraction are the most common migration
modes [18, 20, 21, 126]. Moreover, these modes can even be present at the same
time and compete between them to dominate the closing process.
Here, we aim to analyze how these migration modes affect a gap closing process
using our modeling approach. We generate a confluent monolayer and then remove
4. Collective Cell Migration in Epithelial Monolayers 83
General parameters
Cell radius - Ri (µm) 10
Cell layer size (µm) 1000x1000
Substrate size (µm) 1000x1000
Gap size (µm) 180x180
Alpha shapes parameter - α 150
Proliferation parameters
Growth rate - λcycle 0*
Proliferation threshold - θcycle 0*
Cell domain mechanical properties
Cell domain Young’s modulus - Ecell (µN/µm2) 0.02 [11]
Cell domain Poisson’s ratio - νΩcell 0.49**[11]
Substrate domain mechanical properties
Substrate domain Young’s modulus - Esubstrate (µN/µm2) 0.02 [11]
Substrate domain Poisson’s ratio - νΩsubstrate 0.49**[11]
Force generation parameters
Cell-cell interaction parameter - ε (µN) 1.0e−4 [116]
Cell contraction constant - Kcontraction (µN) 5.0e−4 [119, 129]
Cell crawling constant - Kcrawl (µN) 5.0e−4
Purse-string constant - Kpurse-string (µN) 1.5e−3
* No proliferation
** Approximately incompressible
Table 4.2: Gap closure parameters
some cells from the center to create a gap. In this case, we consider all the
forces explained before: cell-cell interaction, contraction, cell crawling and purse
string. We focus our efforts on studying the effect of cell crawling and purse
string forces in this phenomenon.
Results and Discussion
To understand the effect of cell forces in gap closing, we quantify the area of the
tissue gap using the alpha shapes and the cell average velocity. We compare how
cells close the gap using purse string and crawling migration mode in Figure 4.7A,B.
In fact, we observe different cell velocity profiles between migration modes. Purse
string migration presents a high initial velocity that decays rapidly. In contrast,
cell crawling migration shows an almost constant velocity profile. Moreover, we
observe a reduction of the curvature and a smoothing of the gap morphology in the
case of purse string migration as shown in Figure 4.7E (see Video S4.8). However,
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Figure 4.7: Collective migration during gap closure. (A, C, F) Average cell velocity
during the simulation under different conditions. (B, D, G) Gap area during the simulation
under different conditions. (A, B) Comparison between purse string and crawling migration
mode. (C, D) Parametric analysis of purse string forces. (F, G) Parametric analysis of
crawling forces. (E) Gap morphology with purse string migration mode (top) and crawling
migration mode (bottom).
this curvature reduction is not observed in crawling migration mode. These results
are in agreement with the experimental results found in [126].
On Figure 4.7C,D, we show a parametric analysis of the purse string force effect
in gap closing (see Video S4.9). The cell velocity presents a high initial value for
all the cases followed by a notable velocity drop. In addition, gap area evolution
during the simulation is highly non-linear. Moreover, we observe that gap closes
faster for higher purse string forces. However, cells never fill the gap using when
purse string forces are too low (0.5e−3µN).
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Furthermore, we show a parametric analysis of cell crawling forces in Figure
4.7F,G (see Video S4.10). We predict that for all cases gap closes faster when we
increase crawling force. In contrast to purse string, cells fill the gap even when we
are using very low crawling forces and gap area profile is almost linear.
It has been previously reported that larger gaps are dominated mostly by cell
crawling [18, 20, 21, 126]. If we observe the results from our simulations, purse string
mechanism creates a very fast migration that decays quickly. Hence, our results
are compatible with these observations since closing a large gap in a monolayer
needs a constant migration force to complete the process. The initial peak of cell
velocity during purse string migration may facilitate the closure when the gap
is small. In addition, the reduction of curvature and the gap border smoothing
could also be beneficial in combination with cell crawling. In fact, exclusive cell
crawling migration does not produce a homogeneous closure as it is shown in the
work of Ravasio et al. [126] and Brugués et al. [20]. Therefore, purse string
may not be the main driving force in some gap closure cases, but it can help to
smooth and homogenize the process.
In conclusion, we successfully reproduce here another collective migration
phenomenon from a mechanical perspective. In our approach, we can study the
effect of the two migration mechanisms separately. Moreover, we observe their
effects at monolayer scale and we can still track the individual cell velocities and
trajectories (see Videos S4.8, S4.9 and S4.10).
4.5 Conclusions
We present here a novel approach to model collective migration in epithelial cell
monolayers. In fact, we combine a discrete agent-based model that let us keep
individual cell information with a continuum material model that can simulate
tissue and substrate mechanical behavior. In this modeling approach, we also aim
to build a framework from modular models. This design facilitates the inclusion of
independent force models and decoupling some biophysical phenomena.
We demonstrate that our modeling approach is able to reproduce a variety of
experimental results for durotaxis and gap closure processes. First, we analyze the
assumption that force transmission between cell layer and substrate occurs right on
the interface. This is valid for cases where monolayer is expanding, and, therefore,
it is also applicable to durotaxis phenomenon. Further, our results predict the
behavior of collective cell migration on substrate stiffness gradients [119]. Second,
we reproduce and compare the effect of the principal migration mechanisms in
gap closing process: cell crawling and purse string contraction. We observe a very
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different response and gap morphology for the two migration modes. In fact, these
results are compatible with the experimental results obtained by other authors that
have extensively analyzed gap closure [18, 20, 21, 126].
Unlike the classic vertex-based model, we can not control the shape of the cells
explicitly since its generation is given by the cell centroids positions on the Voronoi
diagram. Despite this can be considered a drawback of our approach, cell morphology
is an emergent property of the system that depends on the cell spatial distribution.
In fact, we are not really interested in controlling individual cell morphology, but in
using the cell shape to more accurately distribute the forces generated in the layer.
In this work, we have assumed that stress dissipation in the monolayer due to
cytoskeleton and cell-cell junctions restructuring is several orders of magnitude
faster than cell rearrangements and migration on the layer [5, 11, 15, 17]. Thus,
we do not accumulate stresses in the monolayer material from one step to the next
under this assumption. Although we would need to accumulate these stresses to
simulate very fast mechanical changes in the epithelial layer, this simplification is
still valid for ‘slow’ migration and rearrangement processes shown here as examples
of application. In any case, we could accumulate stress in the material and model a
non-instantaneous stress dissipation during the simulation, but it is out of the
scope of this study.
We believe that this modeling approach here presented offers a great flexibility
and new possibilities to simulate cell layer mechanics which were not considered
before. The combination of particle, transient vertex representation and continuum
model may open new strategies to model other inherently 2D biological processes
where cell and tissue mechanics are fundamental. For instance, it would be possible
to apply this approach to simulate processes where cells are driven by patterns on
the substrate, cell transition between solid-like to fluid-like behavior or collisions
between migrating cell monolayers.
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4.6 Supplementary material
Figure S4.1: Cell division using the minimum ellipse.
We model an oriented cell division over its shortest axis. To simulate this division,
we generate an ellipse that is circumscribed in the cell polygonal representation.
Since polygonal representation of the cells is generated using Voronoi diagram,
we locate parent (Scelli ) and daughter (Scellj ) centroids on the ellipse major axis
separated by a distance d. Therefore, cell will be effectively divided by the
shortest ellipse axis.
Figure S4.2: Mesh refinement.
Our original FE mesh generated from the Delaunay triangulation is, by definition,
composed by triangles. However, we use deal.II library to solve FE problem and,
unfortunately, it does not support triangles. Hence, we must convert triangular
elements to quadrilaterals. To overcome this issue, we refine each triangular element
E of the mesh into three quadrilaterals E′A, E′B and E′C . The vertices of these
quadrilaterals are defined by the vertices of the triangle E, the midpoints of E
edges (MA, MB and MC) and the center of mass of E (CE).
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Figure S4.3: Force transmission between the monolayer and the sub-
strate.
The force transmission between expanding cell monolayer and substrate is mainly
concentrated at the limits of the monolayer. Basically, forces are transmitted through
the cell monolayer by the cell-cell junctions and to the substrate by cell-substrate
adhesions. These cell-substrate adhesions are notably stronger at the monolayer
limits. Therefore, we do not model the substrate under the cell monolayer since
its role in the force transmission is negligible during collective migration.
Video S4.4: Cell displacements in a uniform substrate.
Video S4.5: Monolayer stresses in a uniform substrate.
Video S4.6: Cell displacements in a substrate with a stiffness gradient.
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Video S4.7: Monolayer stresses in a substrate with a stiffness gradient.
Video S4.8: Comparison between purse-string and cell crawling forces.
Video S4.9: Parametric analysis of purse-string force.
Video S4.10: Parametric analysis of cell crawling force.
This document and its supplementary material are accessible from:
https://m2be-storage.unizar.es/pydio_public/ismael-thesis
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5.1 Introduction
Cell clustering is described as the formation of multi-cellular aggregates from
individual cells via the creation of adherent junctions [22]. Cellular aggregation has
been shown to be fundamental in certain biological processes, such as tissue formation
during different stages of embryonic development. Mesenchymal progenitor cells
migrate and condensate, forming high-density cell aggregates that will differentiate
into several tissue lineages at early stages [25, 26]. Furthermore, cell-cell interactions
play an important role in the formation of these aggregates and the collective cell
behavior. It is well known that the behaviors of cells are completely different if
they are in direct contact with other cells rather than being isolated [23]. Moreover,
some biological processes, such as differentiation, do not occur in the absence
of these interactions [24].
Cluster formation is directly influenced by cell movement, but cell contacts
inside an aggregate also regulate the cell migratory pattern [133, 134], which
inhibits individual movement in most cases. Cell movement can be regulated by
chemotaxis, haptotaxis and mechanotaxis [26–29, 135], determining the micro-tissue
morphology and cell density of aggregates.
Cell clustering has been widely used in tissue engineering to develop micro-
tissues [136–139]. It also influences cell differentiation [30, 140] and protein
expression, for example, on pancreatic cells [36] or bone marrow stromal cells
[25]. Furthermore, this cellular aggregation is a key factor in the production of
extracellular matrix (ECM) [31].
There is one type of cell cluster, known as spheroid, that presents a typical
spherical shape [141]. These aggregates can be created in in vitro cultures of
different cell types, including adipose cells [30], endothelial cells [31] or fibroblasts
[22, 32]. Fusion of spheroids occurs in the presence of adjacent similar structures,
and some 3D printing tissue techniques are focused on this phenomenon [39].
However, one of the limiting factors for in vitro tissue cultures is the low oxygen
levels that exist in the core of the cellular aggregates when they reach a specific
size. Poor oxygen and nutrient diffusion due to the lack of vascularization must be
taken into account in these procedures to achieve a viable in vitro tissue [33–35].
Cell clustering also plays an important role in several diseases, notably in
cancerous tumor formation and spreading of the disease to other tissues; additionally,
the dimensions of these aggregates will affect drug penetration [37, 38].
To advance the understanding of how environmental conditions regulate the
biological behavior of cell cluster formation, mathematical modeling and simulations
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are playing an essential role. Indeed, we find many studies that model collective cell
movement on 2D substrates based on a discrete [61, 133, 142] or continuum approach
[125, 127, 143–145]. In addition, there are other numerical models that simulate
individual cell movement using a discrete [146–148] or continuum approach [149, 150].
Interestingly, hybrid approaches that combine discrete and continuum strategies are
less frequent [151]. However, hybrid models can overcome some of the limitations
of discrete or continuum approaches. Recently, the number of studies that model
collective cell movement in 3D environments has been increasing [41, 44, 58, 62,
152–157]. In addition, we take into account some models focused on the collective cell
morphology [158, 159], particularly those that simulate cell clusters [59, 92, 160–164].
Despite the high number of modeling works focused on simulating cell clusters,
there are not many works that consider the influence of oxygen concentration on cell
proliferation and cell death. In this paper, we present a discrete-continuum hybrid
framework that is able to simulate the formation of 3D cell clusters and predict
the oxygen concentration profile in in vitro cultures. A multi-physics approach is
developed considering several mechanical and chemical phenomena: interaction
forces between cells, oxygen diffusion through cells and ECM, cellular oxygen
consumption, cell proliferation and cell death. The discrete model allows each
individual cell to be tracked in the culture, and the FE-based approach simulates
the oxygen diffusion-consumption phenomena along the culture domain.
To validate our computational approach, we have qualitatively compared the
results obtained from our numerical simulations with some experimental data
found in the literature regarding the formation of cell clusters. For this purpose,
different variables have been analyzed and quantified: cluster diameter growth
[38], oxygen distribution in the clusters [165, 166] and the effect of the initial cell
distribution on cluster formation [137].
5.2 Methods
We use a multi-physics approach to simulate in vitro 3D cultures; particularly, we
have focused on cell cluster formation and its effect on the oxygen concentration
in the scaffold.
Our approach is based on four coupled simple models, as shown in Figure
5.1. First, a cell movement and mechanical interaction model that is based on a
force equilibrium is used to compute cell movement; this equilibrium takes cell-
cell interaction forces and matrix drag forces into account. Second, the oxygen
concentration is determined by a reaction-diffusion model that considers variations
in the diffusion coefficient and oxygen consumption due to the presence of cells.
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Figure 5.1: Multi-physics model that represents a 3D culture. We have
considered a culture scaffold where cells are seeded surrounded by culture media. Cell-cell
interaction in this work represents implicit chemical and mechanical attraction forces, and it
is a key factor in the development of aggregates along with cell proliferation. Cell repulsion
is also modelled when two cells are attempting to occupy the same space, simulating the
mechanical response of the cell cytoskeleton and cytoplasm. Cell movement is determined
by these interaction forces and by the ECM drag force as a resistive term opposing the
cell displacement. Additionally, the oxygen concentration will be analyzed in the system,
and it will directly depend on the cell density and distribution in the scaffold. Cell density
and position determine the oxygen diffusion coefficient and cell oxygen uptake in the
simulations. Finally, we consider cell death due to a low level of oxygen concentration.
Dead cells do not consume oxygen but do modify the local diffusion properties. These
cells only present repulsive forces in the cell-cell interaction model.
Third, a cell death model is employed that determines the cell status, namely, alive or
dead, using an internal health variable, which depends on the oxygen concentration.
Finally, the cell population in the simulation is defined by a proliferation model
that is based on an exponential growth, as proposed by other authors [35, 58, 161],
and it is also influenced by the local oxygen concentration.
5.2.1 Cell-cell mechanical interactions: a discrete approach
We propose a particle-based approach to describe individual cell movement, in
which each cell is simulated as a particle. The discrete model allows tracing each
5. Cell Clusters in 3D Environments 95
cell in the pool, analysing their properties and tracking their positions.
Cells are considered to be spherical in our model for computation purposes,
where each cell is characterized by its own radius. Force equilibrium is calculated
on the cell centroid, as shown in equation 5.1, and it dictates its new cell position.
N∑
j=1
(Fji,c−c) + Fi,drag = 0 ∀i = 1, ..., N (5.1)
Basically, we assume that there are two types of forces exerted on the cells:
cell-cell interaction forces and cell drag forces 1. Cell-cell interaction forces are
calculated by derivation of the Lennard-Jones 12-6 potential (equation 5.2), as
shown in equation (5.3):
Vji,c−c(r) = 4ε
[(
σ
r
)12 − (σr )6] (5.2)
Fji,c−c(r) = −dVdr = 24ε
[(
2σ12
r13
)
−
(
σ6
r7
)]
(5.3)
where the variable (r) represents the distance between centroids of the cells.
Furthermore, there are two additional parameters in the potential: ε, which
represents the intensity of the interaction (or depth of the potential well), and σ,
which is the distance where the potential is zero. In fact, the second parameter
(σ) can be replaced by the distance where the potential is minimum (rm). This
is obtained by solving equation 5.3 when the force is equal to zero:
Fji,c−c(rm) = 0 ⇒ rm = 21/6 · σ (5.4)
Therefore, rm represents the equilibrium distance between two cells where
interaction forces are zero, and this parameter is easier to obtain from experimental
data than is σ. We obtain equation 5.5 after substituting σ by rm in equation
5.3 to determine the interaction force:
Fji,c−c(r) = 12 · ε
[(
r12m
r13
)
−
(
r6m
r7
)]
(5.5)
1As a first approach, we do not consider explicit cell-ECM interactions, which could be included
as in [61], for example. The inertial terms are also underestimated in this model.
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Consequently, this force shows that two cells are attracted until a certain distance,
or they are repulsed if they are too close. The attractive actions correspond to
mechano-chemical signalling between cells that derives a migratory response, as well
as from the adherent junctions formed when the cells are adjacent. The repulsive
term represents forces generated when cells are attempting to occupy the same
space. This reaction is due to the cell stiffness associated with the cell cytoskeleton
and cytoplasm. Regardless, we have to keep in mind that we selected this potential
as a simplified and phenomenological approach to model cell-cell interactions.
The drag force term in the force equilibrium represents the resistance of the ECM
to cell movement (equation 5.1). This resistance is considered to be proportional
and opposite to the velocity of the cell [148]:
Fi,drag = −fd ∗ vi (5.6)
where the parameter fd is equal to the viscous drag of a sphere in a medium
with infinite viscosity.
Finally, we solve the equilibrium of forces (equation 5.1) and obtain velocities
for each cell from equation 5.6. The new position of the cell is calculated from its
former position, the current velocity and the time increment.
This model is implemented as part of a discrete particle-based approach. Each
cell is considered to be an individual particle that retains its own information
(position, radius,. . . ). Consequently, global effects such as cell clustering arise
from the interaction of these particles.
5.2.2 Reaction-diffusion model: a continuum approach
We use a continuum description to model oxygen diffusion in the culture based
on Fick’s second law of diffusion (equation 5.7). We consider the culture to
be a heterogeneous medium, in which we distinguish between the cell domain
(Ωcell) and the extracellular matrix domain (ΩECM ), for which have different
oxygen transport properties:
dCO2
dt
=

DECMO2 ∇2CO2 in ΩECM
DcellO2 ∇2CO2 − k in Ωcell
(5.7)
In the ECM domain, the rate of change of the oxygen concentration depends
exclusively on the ECM diffusion coefficient (DECMO2 ) and the oxygen concentration.
In contrast, the oxygen concentration in the cell domain is determined by the
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cell diffusion coefficient constant (DcellO2 ) and by the oxygen consumption of the
cell (k). Oxygen consumption is considered to be constant and independent of
the oxygen concentration. Therefore, the oxygen transport in the entire domain
is described as a reaction-diffusion model.
The oxygen diffusion coefficient in the ECM (DECMO2 ) is considerably higher
than the oxygen diffusion coefficient in cells (DcellO2 ). Thus, the volume that is
not occupied by cells has ECM diffusive properties and no oxygen consumption.
In contrast, the volume occupied by cells has a lower oxygen diffusion coefficient
and presents oxygen consumption.
5.2.3 Modelling cell death
In this work, we consider that each individual cell can present one of two possible
states: alive or dead. First, live cells consume oxygen, and they mechanically
interact with the remainder of the cells, as described in the previous sections. In
contrast, dead cells do not consume any oxygen but retain their oxygen transport
properties. Additionally, these cells still mechanically interact with the other cells,
but this interaction generates only repulsive forces. In other words, the material of
the dead cells remains in the culture, but it does not present any active cell behavior.
The health of the cell (λi) is evaluated separately for each individual cell, and
it is modelled as an internal variable that takes values from 0 to 1. In the case
that the cell health is zero, the cell is considered to be dead. Otherwise, the
cell is considered to be alive.
These states are determined by the health of the cell (λi), as shown in equation
5.8:
{
Alive if 0 < λni ≤ 1
Dead if λni = 0
(5.8)
Moreover, cell health (λi) also depends on the local oxygen concentration
(CO2). Hence, the temporal evolution of the cell health variable is as described
in equation 5.9:
λ˙i =
{ −φdamage if CO2 < αO2
φhealing if CO2 > αO2 and λi 6= 0 (5.9)
The health of live cells is reduced by a damage rate (φdamage) if the oxygen
concentration decreases below the damage threshold (αO2). We assume that the
cell damage is only due to hypoxic conditions. In addition, live cells present the
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capacity to recover health if they are above the damage threshold. In this case, the
increment of the cell health is driven by a healing rate (φhealing).
Finally, we assume that dead cells are not able to recover from this state.
Therefore, we consider that when one cell is dead, it does not recover health and
the health value remains zero.
5.2.4 Modelling cell proliferation
To simulate cell proliferation, we assume that live cells can present one of two
possible states: proliferating or resting. The main difference between these two
phases is that proliferating cells are able to duplicate.
We consider that the cell is in the proliferating phase if the local oxygen
concentration is above the proliferation threshold (βO2). In contrast, the cell is
in the resting phase if the oxygen concentration is below this threshold. This
model is described as follows:
{
Proliferating if CO2 > βO2
Resting if CO2 < βO2
(5.10)
We assume that proliferating cells follow an exponential growth law that is
normally used in the biological literature [167, 168]. The population of proliferating
cells (CP ) directly depends on the initial population of proliferating cells (CP0),
time (t) and doubling time (Td):
CP (t) = CP0 · 2
t
Td (5.11)
Note that cells in the resting phase and dead cells are not considered in the
proliferating population (CP ) when we model the proliferation.
Additionally, considering that our cell model is discrete, we adapt this exponential
growth law to be estimated for every step in the simulation (see section 5.3).
5.3 Numerical implementation
We can clearly divide the framework into two parts: discrete approach, which
represents the cells using a particle-based model, and FE-based approach to
approximate the oxygen transport in the continuum medium. In Figure 5.2, a
simplified system flowchart is presented. The models are fully coded in C++ using
the Standard Template Library (STL) and inSilico library [105].
5. Cell Clusters in 3D Environments 99
Figure 5.2: Numerical implementation flowchart. First, we calculate the mechani-
cal interaction forces between cells knowing the current cell positions (Xn). From these
forces and the current cell positions, we obtain new positions of the cells (Xn+1) using
our cell-cell mechanical interaction model. We use these new positions to analyze the
cluster connectivity to determine how many clusters are in the culture and their size.
In the continuum model, we compute the new oxygen concentration (Cn+1) with our
diffusion-reaction model using the current oxygen concentration distribution (Cn) and the
cell positions (Xn+1). In fact, cells determine the local diffusion coefficient and oxygen
consumption in this analysis. We update the health of each cell (λn+1) using the calculated
oxygen concentration (Cn+1) and the current cell health (λn). Additionally, we determine
the status of the cell (alive or dead). Finally, using the local oxygen concentration (Cn+1)
and the cell health (λn+1), we determine the proliferation phase (proliferating or resting)
of each live cell. Knowing the current population of proliferating cells (CPn), we compute
the new cell population (Cn+1) using our proliferation model. All information obtained in
this step after calculations is updated for the next step.
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In our numerical implementation, we can easily initialize the main fundamental
variables to adapt the computational framework to the specific in vitro experiments,
for instance, number of cells, scaffold dimensions, oxygen concentration or initial cell
distribution. To analyze the results, we use VTK format (open source visualization
toolkit) to export the data and Paraview to visualize them.
Cell behavior is fully described by the particle-based approach, in which each
cell is represented by a particle with its associated radius. The cell interaction and
proliferation models are merged together and implemented using object-oriented
programming, where each cell is an unique object that belongs to a global class,
sharing some properties but maintaining its individuality. Moreover, the cell health
model is also described using this approach.
In addition, we approximate the solution of the oxygen transport phenomena
using the finite element method (FEM) in our implementation. The oxygen diffusion
coefficient and consumption in each mesh element are determined by the number
of discrete cells that are present in each specific finite element. As described in
equation 5.12, the volume ratio occupied by cells (Uelement) is the sum of the
volume of all cells in the element divided by the element volume:
Uelement =
N∑
i=1
∫
Ωcell dVi∫
Ωelement dV
where 0 ≤ Uelement ≤ 1 (5.12)
In the case where the volume ratio is zero (Uelement = 0), we assume that there
are no cells in the reference volume. Otherwise, in the case where the volume ratio
is one (Uelement = 1), we consider that the reference volume is fully occupied by
cells. We obtain the volume ratio occupied by cells from the particle-based cell
model. Subsequently, we use this volume ratio in our continuum reaction-diffusion
model to obtain the oxygen diffusion coefficient. Likewise, the oxygen consumption
rate is obtained similarly to how we calculate the oxygen diffusion coefficient in
the element. To avoid negative oxygen concentration values, we also considered
that cells consume oxygen only if there is oxygen in the current cell location.
Moreover, we assume two additional considerations: the oxygen concentration in
the surrounding media is constant as a boundary condition, and the mesh elements
in the calculations are always larger than the cells.
In the implementation of our reaction-diffusion model, we assume that the
diffusion coefficient is dependent on this volume ratio occupied by the cells (Uelement).
We use a mixture law (equation 5.13) to determine the oxygen diffusion coefficient
in each element:
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DelementO2 (U) = D
ECM
O2 + U
element · (DcellO2 −DECMO2 ) (5.13)
Hence, we link the discrete and the continuum approaches. In fact, we estab-
lish how the discrete approach determines the evolution of the continuum field
corresponding to the oxygen concentration. Additionally, the continuum approach
provides the spatio-temporal distribution of the oxygen concentration, which allows
the discrete evolution for each individual cell to be calculated. In other words, the
local oxygen concentration regulates the cell health and the proliferation phase.
The diffusion model uses the inSilico Cell library in its core. This is a software
library designed to serve as a code development platform to solve the finite element
method (FEM). This library is programmed in C++ and makes heavy use of
templates, which provides the library user the ability to fit the system solver to
their own needs [169]. The robustness and flexibility of inSilico Cell make it the
perfect choice for creating a complex biological system connecting a particle-based
model to a finite element approach.
Finally, the workflow of the framework can be divided in two different parts.
The first is the initialization of the system, where we initialize all the variables
for the computations. The second is the calculation loop of the framework, where
we run the actual simulation (see Figure 5.2).
Initialization
In this step, we initialize several variables in the cell mechanical interaction model,
such as the number of cells and their sizes. We initialize the cell positions to random
values during the system configuration step. Random numbers are obtained using
a uniform distribution from tools provided by STL (Standard Template Library).
Moreover, the POSIX time of the machine since epoch (January 1th, 1970) is used as
the seed for the random number generator. Additionally, initial cell aggregates can
be generated from random positions of cells, thus expanding the model flexibility
to simulate different experiments from a specific starting point.
The scaffold size and initial oxygen concentration values are also initialized at
this point; these will limit the cell position to the boundaries of the selected volume.
The diffusion coefficient of the oxygen in the ECM and in the cell is also stored. A
mesh is created considering the scaffold size and number of elements per dimension.
This mesh presents elements with the same shape and will be used to calculate
oxygen diffusion through the scaffold of the simulation (ECM or ECM+cells). The
medium oxygen concentration is constant on the boundary in the model. These
boundaries represent scaffold surfaces in direct contact with culture media.
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Without taking the particle-based model into consideration, the initial oxygen
concentration inside the scaffold is assumed to be zero, and the diffusivity is fixed to
a constant value for all elements. The diffusion model will reach steady state during
the early steps of the simulation with scaffold dimensions commonly found in the
literature (< 50mm3) due to its fast dynamics. Therefore, these initial conditions
will not affect the cell-cell mechanical interaction model or the proliferation model.
The particle-based model will change diffusivity values and incorporate oxygen
consumption into the elements wherever cells are present.
Calculation loop
At this point, different parts of the systems are sequentially connected inside a time
loop, whose parameters are defined at the previous configuration step. First, cell
displacement is calculated considering interaction forces; then, taking the magnitude
of the time step into account, the new cell positions are updated based on the
previous cell positions and current velocities. The cell displacement should be
smaller than the cell radius to achieve proper cell movement behavior; this can
be indirectly manipulated by modifying the time increment. Positions are stored
in each cell object every step after computation. Note that a cell population
increment produces a quadratic increase in the computation time of the interaction
forces. Consequently, force computation is implemented using parallel computation
techniques (OMP library, multi-threading for loops) because of the considerable
reduction of time spent in these massive operations.
In the proliferation model, the proliferating cell population and doubling
time are taken into account to determine how many cells replicate in this step.
After computing how many cells replicate, cells are randomly selected from the
proliferating cell population, and they are duplicated. These cells are selected
using the same algorithm that was used to determine the initial cell positions. A
new cell is located in a random position near the cell selected to replicate, never
farther than the original cell radius. Additionally, these new cells also retain some
properties from their progenitors, such as radius.
Cell clusters are now analyzed to determine how many of them are in the culture
and to quantify the number of cells that they contain. An algorithm has been
implemented that checks whether cells are in contact to determine whether they
belong to a certain cluster. Cells are considered to be in contact if the distance
between them is lower than the sum of their radii. If a cell is considered to be in
contact, it is stored in that aggregate and will look for cells in contact in the next
time step. This process is repeated until the entire cell population is sorted.
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At this point, the oxygen diffusion coefficient and the consumption rate are de-
termined for each element using equations 5.12 and 5.13. The oxygen concentration
is computed using the inSilico library. After every step in the computation loop,
concentration values will be stored in each element for use in the next step. We must
note that this oxygen concentration model is time dependent and that it will only
solve the time increment defined previously. In other words, this model does not
reach the steady state in each step of the calculation loop. This dynamic behavior
is necessary due to the integration with the particle-based model, which modifies
the oxygen transport properties of the mesh elements in every step. Consequently,
a detailed oxygen concentration profile in the entire culture is obtained.
Knowing the local oxygen concentration, we determine the state of the cell.
We update the health of each cell in the simulation by evaluating the oxygen
concentration on the corresponding mesh element in which the cell is located. In
addition, we use this oxygen concentration to determine the cell proliferation phase,
as described in the proliferation model.
When the calculation loop is completed, all relevant information from all models
will be written into output files in VTK format.
5.4 Results
We compare our numerical results (Figure 5.3) with some experimental data taken
from the literature to assess the predictive potential of the model under specific
conditions. We have chosen two major simulation examples to test our numerical
framework: the simulation of the growth of a single cluster and the simulation of
the growth and interaction of multiple initial clusters.
In the first example, we simulate only one cluster of cells (see Video S5.1). We
analyze the cluster growth and the oxygen transport phenomenon in the culture
under these conditions. In the second example, we begin the simulation considering
multiple initial clusters (see Video S5.2). We study the growth and the interactions
between the clusters; additionally, we observe how different parameters affect these
interactions and the oxygen distribution in the culture.
The numerical framework proposed here presents numerous configurable pa-
rameters to predict several physical and biological effects. Regardless, we have
attempted to keep these parameters sufficiently close to measurable experimental
data (Table 5.1). Nevertheless, some of these parameters are difficult to quantify
directly from experiments due to the phenomenological design of our framework.
This is the case of ε in the Lennard-Jones potential; this parameter represents the
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Figure 5.3: Representation in 3D of the simulated data. On the left, we show the
size of the cell clusters in the computed volume. Each cell is represented as a sphere using
its cell radius. At the center, we show isosurfaces of the oxygen concentration to represent
the oxygen distribution on the simulation volume. On the right, we present the status of
each cell in the 3D culture.
depth of the potential well and is related to the strength of the cellular interaction.
Consequently, we should analyze this parameter to understand how it affects the
emergent behavior of the framework.
5.4.1 Example I: Analysis of a single cluster
We analyze the cluster growth and the oxygen distribution in a single cluster
simulating the conditions shown in [38]. Specifically, we use a single cluster with an
initial population of 500 cells in all the simulations. Cluster growth is described by
both the number of cells contained in the cluster and the diameter. Additionally,
we analyze how the oxygen diffusion coefficient and the oxygen consumption rate
affect the oxygen distribution in the cell culture.
Cluster Growth
We compare a single cluster growth embedded in a gel (which represents the
extracellular matrix) with the experimental data obtained in [38] (Figure 5.4). In
that work, Ong et al. studied tumour growth -as a single cell cluster- for in vitro
drug penetration experiments. In our case, we start the simulation with a single
cluster of 500 cells centered in the volume and we allow it to grow. Furthermore, the
cluster size has been represented in a percentage of the initial diameter along
14 days of cell culture.
The model results show a linear increase in the cluster diameter that fits with
data taken from [38] in the first fourteen days of the cell culture. Note that the
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Time Step Parameters
Number of steps 5000
Step size (h) 0.1
Total simulation time (h) 500a
Cell Population Parameters
Initial clusters 50
Cells per initial cluster 10
Doubling time (h) 50
Proliferation rate (cell−1 · h−1) 0.02
Proliferation threshold [βO2 ](mM) 0.15
Damage threshold [αO2 ](mM) 0.08
Cell Interaction Parameters
Radius (µm) [50, 60]b
Lennard-Jones [ε](dyne · µm) 0.1c
Drag parameter [fd](dyne · s/µm2) 10−2 d
Oxygen Parameters
Scaffold diffusion coefficient [DECMO2 ](µm
2/h) 500e
Cell diffusion coefficient [DcellO2 ](µm
2/h) 0.001f
Boundary oxygen concentration (mM) 0.25g
Cell consumption rate (mM/h) 0.05h
Simulation Volume Parametersi
Scaffold dimensions (µm) 3000x3000x3000
FEM - Elements per dimension 20
FEM - Total elements 8000
a The ratio of the computation time to simulation time is approximately 1:350 with the
given parameters. The entire simulation took between 1 and 2 hours to simulate 500 hours
of the culture.
b We consider cells of different sizes with diameters from 100 to 120 µm.
c Selected after parameter analysis.
d From references [146] and [61].
e Derived from [170] and [171].
f Taken approximately 1:100000 ratio of the scaffold diffusion coefficient value.
g Considering 20% of oxygen in air and the Henry constant from [172].
h Derived from [173].
i The volume ratio of the largest cell in the pool to element volume is approximately 1:4.
In other words, each element can contain up to 4 cells of the largest size.
Table 5.1: Default parameter values.
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Figure 5.4: Time-dependent growth of a single cell cluster. Experimental
measurements taken from [38], which are presented along with model output for similar
conditions during 14 days of culture. Cluster dimensions are represented as the ratio of
the initial cluster diameter.
cluster growth and cell population growth do not exhibit a linear relationship. In
this example, cluster growth is associated with cell proliferation, which is affected
by the local oxygen concentration.
Oxygen Profile and Cell Viability
Here, we analyze the oxygen profile in a single cluster and how the oxygen
concentration affects the cell proliferation and viability. Moreover, we study the effect
of the ECM diffusion coefficient (Figure 5.5) and the cell consumption rate (Figure
5.6) on the dynamics of the cluster growth. Note that the oxygen concentration is
taken from the center of the cluster to the boundary of the gel volume. Therefore,
the oxygen concentration is analyzed in both the cluster and extracellular matrix
domains. In addition, the medium oxygen concentration that is surrounding the
gel volume has been considered to be 0.25 M, which is approximately the oxygen
equilibrium concentration in water at 298 K taking 20% of oxygen content in air.
Analysis of the diffusion coefficient of the ECM. In Figure 5.5b, we observe that
the reduction of the diffusion coefficient of the ECM is related to lower oxygen
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concentrations in the cluster core. Moreover, note that the oxygen concentration
abruptly decreases in the interphase of the cell cluster domain and the ECM domain.
Due to these low concentrations, cells enter the resting phase, and they even die in
extreme cases where the diffusion coefficient is very low (DECMO2 < 100), as shown
in Figure 5.5a. Consequently, the results show a clear progression from the highest
diffusion coefficient (DECMO2 = 1000), where all cells are in the proliferating phase,
to the lowest diffusion coefficient (DECMO2 = 10), where all the cells die. At the
intermediate values of the diffusion coefficient, we can find cells that are in the
proliferating state as well as in the resting phase. In fact, resting cells reside in
the core of the cluster and proliferating cells reside at the edge since the oxygen
concentration is lower in the core and higher at the edge.
Analysis of the cell oxygen consumption. Figure 5.6b shows that the oxygen
concentration reaches its minimum value when the oxygen consumption rate of the
cells is maximum (k = 0.5). The oxygen concentration in the cluster increases if the
oxygen consumption is reduced. Interestingly, the entire cell population is in the
proliferating phase with low consumption rates (k < 0.025), as shown in Figure 5.6a.
However, part of the cell population is in the resting phase when we increase the
consumption rate of the cells since the oxygen concentration is lower in these cases
(k > 0.05). In fact, in cases where the consumption rate is very high (k > 0.25),
cells begin to die due to the hypoxic conditions produced in the center of the cluster.
5.4.2 Example II: Analysis of multiple clusters
In the following results, we analyze the evolution of the size of different cell clusters
when the simulations begin with multiple initial clusters. Additionally, we investigate
how several model parameters, namely, initial cell distribution, cell density and
cell size, affect the cluster sizes and their influence on the oxygen distribution
in the culture.
We also compare our results with the experimental data presented in [137]. In
that case, two phenomena occur that determine the cluster size: cell population
growth due to cellular division and cluster fusion, which occurs when two different
clusters join together. Note that in all the cases in which we simulate multiple
clusters, the average size of the clusters may suddenly change when two large
clusters are merged or split. This effect can be appreciated in some of the figures
shown in this section.
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Figure 5.5: Analysis of the diffusion coefficient of the ECM. Analysis of DECMO2
on (a) the number of cells and their status and (b) the spatial oxygen concentration profile.
(a) The number of cells and their status/phase are represented for different DECMO2 values.
Low values produce more cells in the resting phase and even dead cells due to low oxygen
concentrations. (b) The oxygen concentration distribution in the culture is represented in
this figure for different DECMO2 values. Lower diffusion coefficients reduce the oxygen level
in the core of the cluster. To clarify the separation of the two different domains (cluster
and ECM), a vertical line is drawn at the average radius of the clusters (1000 µm).
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Figure 5.6: Analysis of the effect of the consumption rate of the cells. Effect
of the cell consumption rate on (a) the number of cells and their status and on (b) the
oxygen distribution profile. (a) The number of cells and their status/phase are presented
for different oxygen consumption rates of the cells. All cells are in the proliferation phase
at low consumption rates. Nevertheless, increasing the consumption rate is related to an
increase of resting and dead cells in the culture. (b) The oxygen concentration distribution
in the culture is presented in this figure for different consumption rates. High oxygen
consumption rates produce lower oxygen concentrations in the core of the clusters. A
vertical line is drawn at the average radius of the clusters (1000 µm).
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Influence of the initial cell distribution
We find that the initial cell distribution is one of the key factors that alters the
final cluster size, which is measured as the number of cells contained in each cluster.
We simulate several initial cell distributions to analyze its influence on cluster
formation. Nevertheless, we assume the same cellular density, that is, the same
number of initial cells, in all these cases.
As shown in Figure 5.7-a, we observe an increase in the cluster size that is
directly related to the initial cell distribution. The cases in which the clusters
initially contain more cells produce larger clusters at the end of the simulation.
These results are consistent with the experimental measurements from [137]
(Figure 5.7-b). In that work, they experimented with micro-carrier beads with
different initial cell loads, and they analyzed their temporal evolution. They
concluded that initial conditions where the bead contained more cells resulted in
clusters with more cells. We have presented the first 14 days of culture data, where
our model correctly predicts the effect of the initial distribution of the cells.
Influence of the initial cell density
To investigate how the cell density affects the cluster formation, we simulate the
same culture volume with different quantities of initial cells. The evolution of
the average cluster size under several cell density cases is shown in Figure 5.8a.
We observe that increasing the cell density produces larger clusters. This is an
expected result considering that the proliferation law is exponential and that it
depends on the cell population. Consequently, a higher cell density implies a
faster growth of the cell population.
Therefore, the oxygen concentration is lower when the cell density increases, as
shown in Figure 5.8b. The reduction in the oxygen concentration at higher cell
densities is due to the presence of a greater number of cells in the culture and
consequently a higher oxygen consumption. Additionally, the effective diffusion
coefficient in the culture decreases since there is more volume occupied by cells,
which presents a lower diffusion coefficient than the ECM. In conclusion, the cell
density has a strong effect on the oxygen distribution in the culture.
Influence of the cell size
We analyze the effect of the cell size on the dimensions of the clusters and the
oxygen concentration on the culture. To modify the cell size, we change the cell
radius in our framework. The volume of the computation domain and the number
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Figure 5.7: Influence of the initial cell distribution on the cluster size. (a) We
show the temporal evolution of the average cluster size for different initial cell distributions.
In the cases where the initial cell clusters are more populated, the final average cluster
size is notably greater. (b) We show the temporal evolution of the average cluster size
during the first 14 days of the experimental data from [137].
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Figure 5.8: Effect of the initial cluster density on the cluster formation and
the oxygen concentration. (a) The average size of the clusters is plotted for different
initial cell densities; the same volume has been used for the simulation while we vary the
initial number of cells. We observe that a high cell density is related to larger clusters.
(b) The oxygen concentration is presented from the center of the computed volume to the
boundary considering several cell densities. We predict that a high cell density is related
to low oxygen concentrations.
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of initial cells remain constant in these simulations. We observe that the average
cluster size increases with the cell radius, as shown in Figure 5.9a. Otherwise, small
cells tend to form clusters with a smaller number of cells. This behavior is due to
the fact that clusters of small cells are separated by longer distances in the volume,
and consequently, the fusion of the cluster is less probable.
In addition, we show in Figure 5.9b the oxygen concentration distribution for
several cell radii. Large cells clearly reduce the oxygen concentration in the core of
the culture compared to smaller cells. Because cells with larger radii occupy a larger
volume, the effective diffusion coefficient of the culture is notably lower in these
cases since the cell diffusion coefficient is considerably lower than the ECM one.
5.4.3 Analysis of the Lennard-Jones ε parameter
The effect of the epsilon parameter (ε) of the Lennard-Jones potential on cluster
formation is presented in Figure 5.10. In these simulations, we analyze different
values of the epsilon parameter considering a random initial distribution of the cells
in the culture. Individual cells group themselves to from clusters, and eventually,
some of these clusters may join together.
In fact, high values of this parameter create highly compact clusters. Under
these conditions, cell interactions with other cells that are not in the same cluster
are notably reduced. This is because the long-range interactions are notably lower
compared to the forces generated by close cells. Otherwise, low values of the
epsilon parameter generate loose clusters. Moreover, they also diminish long-range
interactions, but in this case, it is due to the direct reduction of the attractive
forces. A reduction in the epsilon parameter generates a decrease in the force
intensity between two distant cells.
These results suggest that this parameter can be determined to reach an optimal
value where cell clusters present their maximum size. We find that cell clusters
reach the maximum size when the value of epsilon parameter is in the range of
[0.01, 0.1]. Therefore, we use an epsilon value equal to 0.1 for the remainder of the
simulations since it appears to be optimal for the cluster formation.
5.5 Conclusions
In this work, we present a hybrid (continuum-discrete) computational framework
for simulating 3D cultures focused on cell cluster formation. This framework has
been designed as a modular system composed of several coupled models to represent
physical and chemical phenomena. In our framework, we connect these models
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Figure 5.9: Effect of cell size on cluster formation and the oxygen concentra-
tion. (a) The average size of the clusters is presented for several cell radius ranges. We
observe that larger cells produce larger cell clusters. Note that we use the same culture
volume and number of cells in all these simulations. (b) We show the oxygen concentration
in the computed volume for several cell radii. The oxygen concentration is presented from
the center of the computed volume to its boundary. We observe that a larger cell size is
related to a lower oxygen concentration in the culture.
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Figure 5.10: Lennard-Jones ε effect on cluster formation. The average cell size
is presented for different values of this parameter through simulation time. We find the
maximum size of the cell clusters when the epsilon parameter is between 0.01 and 0.1.
to reproduce the emergent behavior of cells in 3D cultures. In particular, our
proliferation model is coupled with both the oxygen reaction-diffusion model and
cell-cell interaction discrete approach to determine the spatio-temporal oxygen
profile of the culture. Moreover, we are able to predict the cell distribution in
the clusters and the effect of the oxygen concentration on the cell viability and
proliferation. Interestingly, this framework presents a multi-time emergent behavior,
where oxygen transport, cell movement and cell proliferation occur at different
time scales. In fact, oxygen transport is a considerably faster process, and it
reaches a pseudo-stationary regime during the simulation. The pseudo-stationary
regime is altered by the cell proliferation and the variations of the cell positions
in the culture. Moreover, cell movement presents faster dynamics compared to
cell proliferation, which is the slowest process.
First, our numerical results reproduce the growth of a single cluster in the early
days of the culture, although some effects are not captured in later days. The
growth of the cluster size increase rapidly after several days of culture, and this
behavior deviates from the linear growth predicted by the model. This divergence
may be caused by some phenomena that affect the cluster dimensions, such as
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cell volume changes or ECM formation, which have not been considered in this
model. In fact, cell spheroids generally develop some characteristics such as ECM
production and morphology changes in long-duration cultures, as shown in [38]. In
addition, our numerical approach is able to predict the oxygen concentration profile
in a single cluster. The simulation results exhibit a clear oxygen concentration
decrease near the cluster core, and this expected behavior is directly related to
the cell oxygen consumption. It reaches an equilibrium state, creating zones of
permanent low oxygen levels with the cluster acting as an oxygen sink. Additionally,
the diffusion coefficient determines both the minimum oxygen concentration and its
spatial profile. In fact, it can be observed in Figures 5.5 and 5.6 that a change in
the curve gradient occurs when passing from one domain to the other (ECM and
cell cluster). Despite not being exactly the same case 2, the data observed in [165]
and [166] are very similar with the results that we have obtained in our simulations.
Moreover, we find that the diffusion coefficient of the ECM and the cell oxygen
consumption have an intense effect on the oxygen concentration in the cluster.
Additionally, we find that the initial distribution is fundamental in the evolution
of the cell culture with multiple clusters. In fact, the average cluster size is higher in
the cases where the initial cell clusters have more cells. We suggest that this effect
is caused by a localized concentration of forces on the initial clusters with more
cells. Furthermore, proliferation is more concentrated in the case of fewer clusters
with a higher number of cells, and consequently, large initial clusters grow faster in
terms of the number of cells in comparison with less populated ones. Otherwise,
we observe that the cell density also determines the evolution of the cultures with
multiple clusters. At higher cell densities, the cells are nearer to their neighbors,
generating more intense attraction forces between them. Due to these interactions,
cell clusters are larger in the cases with higher cell density since it is easier for the
cells to aggregate. A higher cell density also means a higher oxygen consumption
and lower diffusion coefficient of the culture. Consequently, a high cell density is
related to a low oxygen concentration in the culture. Finally, cell size is another
fundamental parameter that determines the size of the clusters on cultures with
multiple clusters. The increase of the cluster size with the cell radius is caused by a
reduction in cell-cell distance; actually, larger cells in the same volume result in less
available space. This situation generates more intense interactions between cells
and thus higher force values. Additionally, the cell radius affects the Lennard-Jones
potential equilibrium distance (rm in equation 5.2).
Moreover, cell cluster growth is not limited to cell proliferation; cell displacements
also play an important role in this process. Note that the cell-cell interaction effect
2Our cluster is not in direct contact with the medium, and consequently, the diffusion coefficients
may vary. Nevertheless, the process dynamics appear to match in both cases.
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is not only limited to cells in the same cluster. Cells that do not belong to any
cluster are noticeably attracted by clusters that have already formed. Therefore,
individual cells present a migratory-like behavior in the culture due to this attraction.
Additionally, cell clusters also interact with other clusters. Small clusters tend to
join larger clusters, and clusters of similar size tend to fuse if they are sufficiently
close to each other. Therefore, there is a range of values where the Lennard-Jones
ε creates optimal conditions for cluster formation. For each set of simulation
parameters, this range may vary, and different configurations may need their own
adjustment to match experimental data.
Despite the good agreement that we found between numerical predictions and
experimental measurements, we have to keep in mind that our approach presents
some limitations and simplifications that have to be analyzed. First, cell resistance
and response to hypoxic conditions strongly differ from one cell type to another.
For instance, endothelial cells could increase their proliferation rate under low
oxygen pressure levels [174]; in contrast, cells from other tissues, such as kidney
or intestinal tissues, need high oxygen concentrations to be viable [175]. Second,
some long-term effects may not be captured by our model that would affect the
fitting on long-lasting cultures, for instance, reduction of proliferation rate, culture
quiescence or cell differentiation. These phenomena have a direct impact on the
cell population in the culture and thus on cluster dimensions and distributions.
Another controversial aspect of our framework is that we decided to use a
phenomenological cell-cell interaction model based on the Lennard-Jones potential,
which is typically used to simulate pairs of atoms or neutral molecules. In our simple
approach, we assume that the attraction term is due to cell migratory response and
cell adhesion. The migratory response is caused by chemotaxis and mechanotaxis
phenomena, which occur when a pair of cells are separated by a large distance. The
cell adhesion effect arises at shorter distances, and this represents the anchoring
junctions that mechanically attach the cytoskeleton of one cell to the cytoskeletons
of other cells. The repulsion term represents Pauli repulsion, and in our case, this
repulsion represents a passive cytoskeleton interaction. Additionally, the cell-cell
friction phenomenon is also neglected using this interaction model. Although this
cell-cell interaction law may appear oversimplified, we are able to phenomenologically
recreate the collective cell migration, and its numerical implementation is easy with
a very low computational cost. In addition, this simplification is consistent with the
conclusions reached by Drasdo and Hoehme in [92], where they simulated growing
cell populations using particle contact models (Johnson-Kendall-Roberts and Hertz)
and other simpler force models. After comparing their results, they suggested that
the precise form of the interaction model used may have no significant impact on
the simulation of multi-cellular dynamics.
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Therefore, due to the simplifications assumed in this work, we have to keep in
mind that this framework cannot in its current state represent the formation of
complex structures –tissue or organ development, for instance– or cell collective
migration that implies large movements. However, it successfully predicts the 3D
cluster formation and the oxygen distribution in the cell cultures quite well. The
framework also is able to simulate the effect of the oxygen transport on the clusters
and the cell viability and proliferating behavior. In conclusion, this framework
can recreate diverse effects that occur on cluster formation in 3D cultures using a
simplified approach, which is very flexible for recreating the experimental conditions.
Certainly, the approach presented here will be improved in future works by including
additional phenomena, such as cell differentiation, more complex cultures (e.g.,
bioreactors), matrix formation/degradation or deformable cell geometry. In addition,
we will implement random events to extend the flexibility of this framework.
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5.6 Supplementary material
Video S5.1: Simulation of a single cluster. On the left, we show the cluster
size considering the number of cells in the cluster. At the centre, we show the
isosurfaces of the oxygen concentration on the simulation volume. On the right,
we present the status of the cells.
Video S5.2: Simulation of multiple clusters. On the left, we show the cluster
size considering the number of cells in the cluster. At the centre, we show the
isosurfaces of the oxygen concentration on the simulation volume. On the right,
we present the status of the cells.
This document and its supplementary material are accessible from:
https://m2be-storage.unizar.es/pydio_public/ismael-thesis
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6.1 General conclusions
We present in this thesis two novel hybrid approaches to model and simulate
epithelial monolayer mechanics and 3D cell clustering respectively. They share a
common design characteristic: they combine an agent-based model with a continuum
model that is solved using the Finite Element Method. Here we summarize the
main conclusions of each model and, finally, we provide a general discussion about
our modeling proposal.
Epithelial monolayer model
In our epithelial monolayer model, we combine an agent-based model with a
continuum material model. A fundamental aspect of this work is the emergence of
continuum mechanical properties from the interaction of discrete cells. Interestingly,
we observe that, even when we are using a linear elastic constitutive law in the
continuum material model, the global behavior that emerges from the system is
closer to a viscoplastic material. This behavior is due to the effect of cell-cell
interaction forces and to the stress dissipation assumptions, which are discussed
in detail in previous chapters. Furthermore, the modeling techniques presented
in this work let us study separately how tissue mechanics are affected by active
cell forces (cell-cell interactions, migration forces, ...) and the passive mechanical
properties (p.e. material stiffness).
To understand the possibilities that this model offers, we quantitatively compare
our numerical results with previous experimental studies taken from the current
literature. We analyze the epithelial tissue mechanics focused on different aspects
and phenomena in each chapter of this thesis. First, we analyze the topology of
proliferating epithelial tissue in chapter 2. We consider a variety of variables and
processes that can alter tissue topology such as cell life cycle, division cleavage-plane
or cell-cell interaction forces. Second, we add random propulsion forces to cells
to study collective motion and cell jamming in chapter 3. We observe how cell
motion is affected by cell-cell interaction forces and material stiffness in an epithelial
layer. Lastly, we simulate two different collective migration processes in chapter 4:
collective durotaxis and wound healing. In contrast to the previous collective motion
study, here we do not impose propulsion forces to cells. In fact, cell migration occurs
due to cell-substrate and cell-cell interaction forces, in particular, cell crawling and
purse-string. In conclusion, we successfully reproduce biological phenomena related
to epithelial monolayer mechanics with our hybrid approach.
In chapter 4, the distinction between center-based and vertex-based model
becomes blurred in our agent-based approach. Although we use cell centers to
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define cell positions, we also apply different contraction forces to cell vertices.
We may define this modeling approach as a ’transient vertex-model’ since the
information of cell vertices is not stored from one step to the next. However, we
explicitly use these vertices to compute cell forces and to solve tissue mechanics. In
fact, Voronoi diagram has been used to represent cell body in center-based models
before but, usually, only to associate an area to the cell center. We believe that the
center-based approach combined with a dynamic polygonal representation of the
cells offer interesting modeling possibilities, as we have shown in this work.
Remarkably, we find that Alpha Shapes are a key tool that greatly expands
modeling capabilities of our approach. To begin with, we use them to limit the
Voronoi diagram representation that is unbounded by definition. In addition, we
use Alpha Shapes to distinguish between different domains in the tissue. We
can assign different mechanical properties and behavior to these domains in the
continuum model. Moreover, we can easily distinguish and locate cells that are in
the monolayer borders, completely surrounded by other cells or even in contact with
the system boundaries. Hence, our hybrid model is able to represent the interface
between cells and substrate, but also gaps and discontinuities in the layer. In fact,
it could simulate indifferently both confluent and non-confluent epithelial tissues.
Particularly, our hybrid approach is able to naturally represent individual cells
detached from the rest, different cell groups that join together or cell clusters that
split into separated groups. For this reason, we think that this modeling approach
is also applicable to other processes such as angiogenesis, epithelial-mesenchymal
transition, pattern formation or monolayer collision.
We are aware that our approach presents some limitations. Despite results
indicate that our model is able to simulate long duration processes, it may fail
to recreate short term phenomena where tissue accumulates mechanical stress.
We have assumed that tissue stress dissipates between simulation steps. This
assumption is only acceptable in processes in which cells have enough time to
restructure their cytoskeletons and the adhesive junctions with their neighbors. On
the contrary, we would need to consider stress accumulation to simulate the tissue
reaction to sudden external forces. A good example would be the experiments to
characterize epithelial monolayer that Harris and Charras developed [11]. Although
the implementation of accumulative stresses should not be excessively complicated,
this is out of the scope of this work.
3D cell clustering model
In Chapter 5, we combine a center-based discrete model with a continuum oxygen
reaction-diffusion model. In addition, we also implement a cell life cycle and health
model that depends on oxygen levels in the cell environment.
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Our hybrid framework accurately predicts the size of a single cell cluster in a
3D culture. Moreover, we determine that oxygen concentration drops very fast
in the cluster core during cell aggregate growth as it was observed in previous
experimental studies. However, this framework is not limited to single cluster
simulations. We also reproduce experiments with multiple clusters in which we
study its effect on the oxygen distribution and cell viability.
We observe that cell distribution may dramatically change proliferation and
viability given the same culture volume and cell density. Thus, the analysis of
cell density is not enough to predict how a 3D culture evolves. Since our hybrid
approach represents cells individually, we are able to study how cell distribution
affects these biological systems. In addition, the agent-based model let us simulate
cell-cell interactions in detail. Interestingly, we can observe that not only individual
cells are attracted by others due to these cell-cell interactions, but clusters show a
similar behavior as a collective structure. This emergent phenomenon is responsible
of the fusion of aggregates that are close to each other. The fusion of aggregates
generates larger cell clusters.
We have demonstrated that this approach is valid to simulate biological phe-
nomena that are in different time scales. First, we find that the fastest process
is the oxygen transport in the 3D culture. We assume that the reaction-diffusion
is uncoupled from other phenomena. In fact, this means that we can solve this
problem in each time step assuming that cell positions and life cycle have not changed.
Similarly, we can consider that the oxygen concentration is in a pseudo-stationary
regime when we analyze the other biophysical processes since the equilibrium is
reached much faster. Second, cell movement and migration are slower than the
reaction-diffusion events. On the other hand, cell movement is faster than cell life
cycle. In reality, cell position only affects cell life cycle and health indirectly. Cells
can migrate to zones with different oxygen concentration in the culture and, in
addition, alter oxygen distribution. However, there are no other coupled variables
between these models. Therefore, the slowest process is cell life cycle. We can
measure a complete cell cycle in hours or days. Cell life cycle is directly affected
by oxygen concentration. Also, this model determines the population in the 3D
culture and, in consequence, it will indirectly affect both cell-cell interaction and
oxygen reaction-diffusion models. In conclusion, although these models operate in
different time scales, they are connected by their emerging effects.
Nevertheless, this modeling approach presents some limitations. We observe
that our results do not match with the experimental data in long-lasting cultures
(more than 15 days). This may be caused by the lack of some phenomena such as
cell differentiation, cell quiescence or proliferation rate reduction when a certain
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cluster size is reached. Further, we used a simple cell-cell mechanical interaction
model that represents different processes at the same time. We demonstrated that
this phenomenological approach is valid to simulate cases of cell clustering that
includes cell migration and simple interactions, but it may fail to predict more
complex structures. Although this framework is not currently adapted to simulate
organs or structured tissues, we believe that it is an interesting approach to model
oxygen transport in multi-cellular systems. In fact, the modeling approach could
be implemented in more elaborated and detailed cell mechanical models.
Finite Element and agent-based hybrid approach
It is important to note that the objective behind this thesis is to explore how to
combine continuum models (in particular those which are usually solved using Finite
Element Method) and discrete agent-based models. In fact, we show how this idea
can drive to different modeling applications. Each hybrid approach presented here
is focused on a different biological problem and, in consequence, the integration
of their individual models has its own particularities. Evidently, they share some
common aspects, but they offer insight into the numerous possibilities of this hybrid
schema and the biological problems that they can reproduce.
We believe that these hybrid modeling approaches are flexible tools to fill the
gap between cell discrete representation and continuum behavior of some biological
structures. Furthermore, we have tried as much as possible to use simple models
and define clear interfaces between them. Obviously, the work presented here is
just a step in this direction. We think that these hybrid approaches can be further
extended and applied to other biomechanical problems.
Currently, there are no open source modeling platforms that support these
hybrid approaches. The only implementation of our models is done with in-house
code. This fact may be regarded as an important drawback to extend the use
of these hybrid models. However, we have explained in detail how to implement
the models and interfaces. Also, we have tried to rely exclusively on open source
libraries and standard technical specifications.
In the next section, we will summarize some possible improvements and future
biological applications. To conclude, we hope that the modeling community find
this proposal useful to study new aspects of multi-cellular systems.
6.2 Future work
In this section, we describe some proposals to improve these modeling approaches
and possible additional applications. Moreover, we aim to provide some ideas
to overcome some limitations.
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Epithelial monolayer model
We believe that this hybrid approach can be applied to other biological phenomena
without many changes. For instance, it could easily simulate monolayer collisions
or pattern formation in epithelial layers. We only need to add different cell types
as cell property in the agent-based model, and make cell-cell interaction forces
dependent on these cell types. Also, we could add cell death to the life cycle. This
addition is really simple to implement and our framework would be able to simulate
new processes such as homeostatic equilibrium in mature tissues and cell extrusion.
As we discussed in the previous section, stress in the tissue is not stored from
one step to the next. We think this is one of the most important points for future
enhancement. To add this feature, it would require some additional work and the
creation of new interfaces. However, we believe that it should not be too complicated
to extend it. Here we offer a draft of a possible implementation in our framework:
1. Compute the first calculation loop as described in the previous sections.
2. Store stress map of the current solution.
3. Generate the new mesh for the next step.
4. Transfer the previous stress map to the new mesh.
5. Use mapped stresses in the FE analysis in this step.
6. Continue to the next iteration using this new simulation workflow.
With this workflow, we would be able to simulate the work of Harris and
Charras [11], in which they developed an experimental technique to characterize
the mechanical properties of epithelial monolayers. In particular, they culture a
cell monolayer over a system with two test rods. In that experimental setup, one
rod is mobile and the other is static. They study the material properties under
different displacement conditions by controlling and monitoring both rods with
micromanipulators. In our case, it is trivial to apply external forces to the system
in the FE analysis. We would just need to impose fixed displacements or other
required boundary conditions on the relevant mesh nodes.
In addition, cells could react to the stress or the strain in the tissue material. For
example, cells could stop proliferating or even die if compressive stress is too high in
the layer. Otherwise, cells could be forced to divide in a high tensile stress condition.
Furthermore, it would be interesting to analyze the viability of extending this
modeling approach to 3D cases. Also, it would be necessary to detect possible
computational performance issues and bottlenecks that were not present in the
2D implementation.
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3D cell clustering model
We think that our 3D cell clustering model can be applied to a wide variety of
biological phenomena after implementing some enhancements.
Currently, the modeling of cell movement is purely phenomenological. A more
detailed description of cell-cell and cell-matrix interactions would significantly
improve the modeling scope of this hybrid approach. With these changes, we could
study migration processes that were driven by different factors, or the formation
of more complex structures beyond cell clusters.
Further, we could extend the agent-based model from a center-based to a
deformable cell one. Here we could use some ideas of the previous monolayer
model. For instance, cell geometry could be generated combining Voronoi diagram
and alpha shapes in a 3D environment.
Also, extracellular matrix formation and degradation could be included in
this approach. This process could be modeled both mechanical and chemically
extending the current reaction-diffusion model. In fact, it would be interesting
to study how these changes in the matrix could alter the diffusive properties
of the cell environment.
Finally, we could expand the cell life cycle and health models. For example,
we could add cell differentiation to simulate cultures with several cell types and
longer duration. Otherwise, these models could also depend on mechanical stimuli
in addition to oxygen levels.
General enhancements
As it was discussed before, these hybrid approaches are implemented using an
in-house code and they are not available in any open-source framework. We believe
that the better solution to overcome this issue is to personally collaborate with
open-source projects to include this modeling approach. This would benefit the
whole community providing additional tools to simulate multi-cellular systems.
Finally, despite we find that the current performance of the code is acceptable,
code parallelization should be studied and considered as future improvement. All
simulations presented in this work took approximately from some minutes to
several hours in a standard PC. We think that the computational cost of this
technique is reasonable. However, this cost could increase after implementing some
ideas proposed in this section. That would make parallelization more necessary
that it currently is.
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6.3 Contributions
6.3.1 Articles in peer-review journals
Published work:
• Ismael González-Valverde, Carlos Semino and José Manuel García-Aznar.
Phenomenological modelling and simulation of cell clusters in 3D cultures.
Computers in Biology and Medicine, Vol. 77, 249-260. August (2016).
• Ismael González-Valverde and José Manuel García-Aznar. A hybrid compu-
tational model to explore the topological characteristics of epithelial tissues.
International Journal for Numerical Methods in Biomedical Engineering, Vol.
33, Issue 11, e2877. February (2017).
Submitted work under review:
• Ismael González-Valverde and José Manuel García-Aznar. An agent-based
and FE approach to simulate cell jamming and collective motion in epithelial
layers.
• Ismael González-Valverde and José Manuel García-Aznar. Mechanical mod-
eling of collective cell migration: An Agent-based and continuum material
approach.
In preparation:
• Ismael González-Valverde and José Manuel García-Aznar. A hybrid computa-
tional approach to model angiogenesis and cell self-organization.
6.3.2 Collaborations
I have collaborated with Dirk Drasdo and Paul Van Liedekerke during a research
stay in the Drasdo group (INRIA-Paris). We developed a command-line tool to
generate 3D meshes using implicit surfaces called TiMesh. This application will
be integrated into a larger modeling project (CellSys/TiSim). In addition, we
reconstructed a 3D vascular network using this tool. We ran some simulation
with a deformable cell model using CellSys/TiSim to observe cell interactions
with that vascular network. We also used TiMesh to generate a 3D environments
and reproduce gap closure phenomena.
Despite this work is not included in this thesis, it has been a unique opportunity
to acquire a wider vision of different model approaches. This experience has
provided us a deeper understanding of the multi-cellular modeling and it has helped
to enrich this document in many ways.
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6.3.3 Presentations in conferences
The work shown in this thesis has been presented in the national and international
conferences listed below.
• Oral presentations:
– Modeling and simulation of the dynamics of epithelial/endothelial mono-
layers. IV International Conference on Particle-Based Methods. PARTI-
CLES 2015 Barcelona
– Modelado y simulación del comportamiento mecánico de una monocapa
celular. Spanish Chapter of the European Society of Biomechanics.
Madrid 2017 (Award Session finalist)
– Modelling the mechanical behaviour of the epithelial monolayers: a
hybrid approach. XXXIV Annual Conference of the Spanish Society
of Biomedical Engineering. CASEIB 2016 Valencia
– Computational modeling of cell dynamics in epithelial tissues. V Inter-
national Conference on Computational and Mathematical Biomedical
Engineering. CMBE 2017 Pittsburgh *
– Particle-based modeling and simulation in cell mechanics: from adhesion
and contraction to migration. V International Conference on Particle-
Based Methods. PARTICLES 2017 Hannover (Plenary Session) *
– A hybrid approach to model epithelial tissue mechanics. 23rd Congress
of the European Society of Biomechanics. CESB 2017 Seville
– Mechanical regulation of collective cell migration: simulating from cell
dynamics to layer topology on densely packed tissues. Barcelona BioMed
Conference: Morphogenetic Engineering. Barcelona 2017 *
• Poster presentations:
– A hybrid framework to simulate the topology and the mechanics of
epithelial tissues. ESM-EMSTB Summer School: Mathematical Biology
of Tissue Mechanics. Leiden 2016
– Modeling the mechanics of epithelial cell monolayers using a hybrid
approach. VII European Cell Mechanics Meeting. CellMech 2017
Windermere
– A hybrid framework for simulating the dynamics of epithelial monolayers
I Biology for Physics Conference. Barcelona 2017 *
* José Manuel García Aznar presented the work in these sessions.
130
Appendices
131

A
Resumen
Muchas de las propiedades biomecánicas de los organismos multicelulares surgen
directamente de las interacciones entre células. Las células de los órganos y
tejidos interactúan entre sí y con su entorno de diferentes formas. Debido a
este hecho, es fundamental analizar cómo estas interacciones se traducen como
propiedades mecánicas a nivel del tejido. Por ejemplo, las adhesiones entre células
determinan la rigidez aparente de una capa epitelial. Las interacciones célula-
matriz pueden además determinar la formación de muchas estructuras biológicas
y su morfología. Estos sistemas multicelulares no se pueden considerar como
estructuras estáticas ya que sufren constantes cambios causados por la proliferación,
la reorganización o la migración celular. Por lo tanto, es necesario estudiar la
dinámica de la célula y las interacciones individuales para comprender plenamente
cómo funcionan los fenómenos a escalas superiores, desde el desarrollo de tejidos
hasta el crecimiento de tumores.
Recientemente, el uso de enfoques basados en agentes se ha vuelto muy popular
para modelar sistemas multicelulares. Los modelos basados en agentes representan
células como entidades individuales. Estos modelos son especialmente adecuados
para estudiar fenómenos biofísicos que ocurren a nivel celular. Aquí las interacciones
célula-célula se pueden simular directamente de forma mecanicista. Además, estos
modelos capturan realmente bien las heterogeneidades presentes en las estructuras
biológicas. Por otra parte, los modelos continuos se utilizan comúnmente en
problemas de escalas mayores. A diferencia de los modelos basados en agentes,
en estos no representan células como entidades individuales, sino que se definen
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leyes constitutivas para modelar procesos biológicos, físicos y químicos. Por lo
tanto, las propiedades celulares se promedian usando parámetros macroscópicos,
y estos modelos a menudo trabajan con la densidad celular en lugar de entidades
celulares separadas. En cualquier caso, los modelos continuos presentan una buena
escalabilidad y una excelente representación de fenómenos físicos particulares como
el transporte masivo y las transmisiones de fuerza en medios continuos.
En esta tesis, se exploran las posibilidades que los enfoques híbridos pueden
ofrecer para desarrollar nuevos modelos de sistemas multicelulares. Se presentan
dos modelos híbridos diferentes que combinan un modelo basado en agentes y
un modelo continuo. Ambos enfoques tienen en común que el modelo continuo
se resuelve utilizando el método de los elementos finitos. También se muestra,
siguiendo este patrón de diseño, cómo resolver varias de las limitaciones intrínsecas
de cada tipo individual de modelo.
En primer lugar, se presenta un modelo híbrido para simular la mecánica epitelial
monocapa. Este modelo se centra en el modelado de las interacciones mecánicas
célula-célula y célula-sustrato, pero también en la topología y morfología de los
tejidos. Con este enfoque se reproducen tejidos epiteliales proliferativos, movimientos
celular colectivo y procesos de migración. El segundo modelo presentado en esta
tesis se ha diseñado para simular agregados celulares en entornos tridimensionales.
Se estudian las interacciones mecánicas entre células, pero este modelo se centra
especialmente en analizar cómo afecta el transporte de oxígeno a las células en
un proceso de agrupamiento en 3D.
Finalmente, se comparan los resultados de ambos modelos con datos experimen-
tales de otros autores y se discuten los beneficios de combinar diferentes tipos de
modelos. Se demuestra que los enfoques híbridos que se proponen en este trabajo
son capaces de simular una amplia variedad de sistemas multicelulares. De hecho,
son particularmente útiles para estudiar cómo algunos fenómenos emergen de las
interacciones celulares individuales a escalas biológicas más grandes.
B
Conclusiones
En esta tesis se presentan dos diseños híbridos para modelar y simular la mecánica
epitelial monocapa y la agregación de células 3D respectivamente. Estos modelos
comparten una característica de diseño común: combinan un modelo basado en
agentes con un modelo continuo que se resuelve mediante el método de los elementos
finitos. Aquí se resumen las principales conclusiones de cada modelo y, finalmente,
se presenta una discusión general sobre esta propuesta de modelado.
Modelo de monocapa epitelial
En el modelo monocapa epitelial, se combina un modelo basado en agentes con un
modelo de material continuo. Un aspecto fundamental de este trabajo es la aparición
de propiedades mecánicas macroscópicas a partir de la interacción de células discretas.
Curiosamente, se observa que, incluso cuando se usa una ley constitutiva elástica
lineal en el modelo de material continuo, el comportamiento global que emerge
del sistema está más cerca de un material viscoplástico. Este comportamiento se
debe al efecto de las fuerzas de interacción entre células, y a las consideraciones de
disipación de las tensiones en la monocapa que se discuten en detalle en capítulos
anteriores. Además, las técnicas de modelado que se presentan en este trabajo
permiten estudiar por separado cómo la mecánica de los tejidos se ve afectada por
las fuerzas celulares activas (interacciones célula-célula, fuerzas de migración,...) y
las propiedades mecánicas pasivas (por ejemplo la rigidez del material).
Para entender las posibilidades que ofrece este modelo, se compara cuantita-
tivamente los resultados numéricos con estudios experimentales previos tomados
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de la literatura actual. En cada capítulo de esta tesis se analiza la mecánica del
tejido epitelial centrándose en diferentes aspectos y fenómenos. En primer lugar, se
analiza en el Capítulo 2 la topología del tejido epitelial proliferativo. Se consideran
diversas variables y procesos que pueden alterar la topología de los tejidos, como por
ejemplo el ciclo de vida de la célula, el plano de división de las células o las fuerzas
de interacción entre células. En segundo lugar, se añaden fuerzas de propulsión
aleatorias a las células para estudiar el movimiento colectivo y el jamming celular
en el Capítulo 3. Se estudia cómo el movimiento de la célula se ve afectado por
las fuerzas de interacción entre células y la rigidez del material en una monocapa
epitelial. Por último, se simulan dos procesos de migración colectiva diferentes en
el Capítulo 4: la durotaxis colectiva y la cicatrización de heridas. A diferencia del
anterior estudio de movimiento colectivo, aquí no se imponen fuerzas de propulsión
a las células. En concreto, la migración celular se produce debido a las fuerzas de
interacción célula-substrato y célula-célula, en particular, crawling y purse-string.
En conclusión, en este trabajo se consigue reproducir con éxito fenómenos biológicos
relacionados con la mecánica epitelial monocapa con un enfoque híbrido.
En el Capítulo 4, la distinción entre el modelo basado en los centros de las
células y el basado en los vértices se vuelve borrosa con el enfoque de diseño híbrido
presentado. Aunque se utilizan los centros de las células para definir sus posiciones,
también se aplican diferentes fuerzas de contracción a los vértices de las células. Se
puede definir este enfoque de modelado como un "modelo de vértices transitorio",
ya que la información de los vértices de las células no se almacena de un paso a
otro. Sin embargo, se usan explícitamente estos vértices para calcular las fuerzas
celulares y resolver la mecánica tisular. El diagrama de Voronoi ya se había usado
en estudios anteriores para representar el cuerpo de la célula en modelos basados
en el centro de la célula, pero, por lo general, sólo para asociar un área a la
célula. El diseño que se usa en este modelo combina los centros de las células
con una representación poligonal dinámica de las mismas, esto ofrece interesantes
posibilidades de modelado como se muestra en este trabajo.
Sorprendentemente, encontramos que las alpha shapes son una herramienta clave
que expande enormemente las capacidades de modelado de nuestro trabajo. En
primer lugar, se usan para limitar la representación del diagrama de Voronoi, que es
infinita por definición. Se utilizan también las Alpha Shapes para distinguir entre
varios dominios en el tejido, por lo que se pueden asignar diferentes propiedades
mecánicas y comportamiento a estos dominios en el modelo continuo. Además, estas
permiten distinguir y localizar fácilmente las células que se encuentran en los bordes
de una sola capa, completamente rodeadas por otras células o incluso en contacto
con los límites del sistema. Por lo tanto, este modelo híbrido es capaz de representar
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la interfaz entre las células y el sustrato, pero también los huecos y discontinuidades
en la monocapa celular. De hecho, se podría simular indiferentemente tejidos
epiteliales confluentes y no confluentes. Este diseño híbrido es capaz de representar
naturalmente células individuales separadas del resto, diferentes grupos celulares
que se unen o grupos de células que se dividen a su vez en distintos grupos separados.
Por esta razón, creemos que este enfoque de modelado también es aplicable a otros
procesos como la angiogénesis, la transición epitelial-mesenquimal, la formación
de patrones en los tejidos o la colisión de monocapas.
Somos conscientes de que este modelo de agregados celulares presenta algunas
limitaciones. A pesar de que los resultados indican que nuestro modelo es capaz
de simular procesos de larga duración, este puede no ser tan preciso al recrear
fenómenos a corto plazo donde el tejido acumula estrés mecánico. Se asume que en
este trabajo que las tensiones en el tejido se disipan entre los pasos de simulación.
Esta suposición sólo es aceptable en procesos en los que las células tienen tiempo
suficiente para reestructurar sus citoesqueletos y las uniones adhesivas con las
células vecinas. Por parte, se tendría que considerar la acumulación de estrés para
simular la reacción del tejido a las fuerzas externas repentinas. Un buen ejemplo
serían los experimentos para caracterizar la monocapa epitelial que Harris y Charras
desarrollaron [11]. Aunque la introducción de la acumulación de tensiones no es
excesivamente complicada a nivel técnico, esto no se ha abordado en este trabajo.
Modelo de agregados celulares en 3D
En el Capítulo 5, se combina un modelo discreto basado en el centro de las células
con un modelo continuo de reacción-difusión de oxígeno. Además, también se
implementa un modelo de ciclo de vida y salud celular que depende de los niveles
de oxígeno en el ambiente celular.
Esta aproximación híbrida predice con precisión el tamaño de un agregado celular
aislado en un cultivo 3D. Además, se reproduce que la concentración de oxígeno
cae muy rápidamente en el núcleo del agregado durante el crecimiento del mismo
como se observó en estudios experimentales previos. Sin embargo, este trabajo
no se limita a simulaciones de agregados individuales. También se representan
experimentos con múltiples agregados, en los que se estudian su efecto sobre la
distribución de oxígeno y la viabilidad celular.
Se observa que la distribución celular puede alterar enormemente la proliferación
y viabilidad dado el mismo volumen de cultivo y densidad celular. Por lo tanto,
el análisis de la densidad celular no es suficiente para predecir cómo evoluciona
un cultivo celular en 3D. Dado que nuestro enfoque híbrido representa las células
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individualmente, se puede usar para estudiar cómo la distribución celular afecta a
estos sistemas biológicos. El modelo basado en agentes nos permite además simular
interacciones células-células en detalle. Curiosamente, se puede observar que no sólo
las células individuales son atraídas por otras debido a estas interacciones células-
células, sino que los grupos muestran un comportamiento similar a nivel colectivo.
Este fenómeno emergente es responsable de la fusión de agregados celulares cercanos
entre sí, y como consecuencia, esta fusión genera agregados celulares más grandes.
Se demuestra en este trabajo que este enfoque es válido para simular fenómenos
biológicos en diferentes escalas de tiempo. Primero, se observa que el proceso más
rápido es el transporte de oxígeno en el cultivo 3D. Se asume en consecuencia que la
reacción-difusión está desacoplada de otros fenómenos. De hecho, esto significa que
se puede resolver este problema en cada paso de tiempo de la simulación asumiendo
que las posiciones de las células y el ciclo de vida no han cambiado en ese intervalo
de tiempo. Del mismo modo, se puede considerar que la concentración de oxígeno se
encuentra en un régimen pseudo-estacionario cuando se analizan los otros procesos
biofísicos, dado que este equilibrio se alcanza mucho más rápido que el resto. En
segundo lugar, el movimiento y la migración celular son más lentos que los eventos
de reacción-difusión. Por otro lado, el movimiento celular es considerablemente más
rápido que el ciclo de vida celular. En particular, la posición celular sólo afecta
indirectamente al ciclo de vida celular y a la salud. Las células pueden migrar a
zonas con diferentes concentraciones de oxígeno en el cultivo y, además, alterar la
distribución de oxígeno. Sin embargo, no existen otras variables acopladas entre
estos modelos. En conclusión, el proceso más lento es el ciclo de vida celular, se
puede asumir que un ciclo celular tarda entre horas o días en completarse. En
este trabajo, el ciclo de vida de las células se ve afectado directamente por la
concentración de oxígeno. La población celular en el cultivo 3D afectará tanto
a la interacción célula-célula como a los modelos de reacción-difusión de oxígeno.
Finalmente, aunque estos modelos funcionan en escalas temporales diferentes, están
conectados por los efectos emergentes derivados de cada uno de ellos.
Somos conscientes que este diseño presenta algunas limitaciones. Se observa
que los resultados no coinciden con los datos experimentales en cultivos de más de
15 días. Esto puede ser causado porque algunos fenómenos no se han considerado,
como, por ejemplo, la diferenciación celular, el estado de reposo en el ciclo celular
o la reducción de la tasa de proliferación cuando se alcanza un cierto tamaño de
agregado celular. Por otra parte, se usa un modelo simple de interacción mecánica
célula-célula que representa diferentes procesos al mismo tiempo. Se demuestra
que este enfoque fenomenológico es válido para simular casos de agrupamiento
celular que incluye migración celular e interacciones simples, pero es posible que
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no sea capaz predecir estructuras más complejas. Aunque este diseño híbrido no
está actualmente adaptado para simular órganos o tejidos estructurados, creemos
que es interesante para simular el transporte de oxígeno en sistemas multicelulares.
Realmente este enfoque podría implementarse con modelos mecánicos celulares más
elaborados y detallados para solventar los problemas mencionados.
Conclusiones sobre los modelos basados en agentes y elementos finitos
El objetivo de esta tesis es explorar cómo combinar modelos continuos (en particular
los que se resuelven habitualmente con el método de elementos finitos) y modelos
discretos basados en agentes. En concreto, se muestra cómo esta idea puede
conducir a diferentes aplicaciones de modelado. Cada modelo híbrido presentado
en este documento se centra en un problema biológico diferente y, en consecuencia,
la integración de sus modelos individuales tiene sus propias particularidades.
Evidentemente, comparten algunos aspectos comunes, pero ofrecen una visión
global de las numerosas posibilidades de este esquema híbrido y sobre que tipo
de problemas biológicos que se pueden reproducir.
Estos modelos híbridos son herramientas flexibles que permiten unir la repre-
sentación discreta de células y el comportamiento continuo de algunas estructuras
biológicas. Se ha intentado en la medida de lo posible utilizar modelos sencillos
y definir interfaces claras entre ellos. Obviamente, el trabajo presentado aquí es
sólo un paso en esta dirección, pero estos diseños híbridos pueden extenderse y
aplicarse a otros problemas biomecánicos de forma sencilla.
No existen actualmente plataformas de modelado de código abierto que soporten
estos modelos híbridos. La única implementación de nuestros modelos se realiza
con código interno del grupo de investigación. Este hecho puede considerarse como
un importante inconveniente para extender el uso de estos diseños híbridos. Sin
embargo, se ha explicado en detalle cómo implementar los modelos e interfaces y,
se ha intentado además utilizar exclusivamente en bibliotecas de código abierto
y especificaciones técnicas estándar.
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