Abstract-The performance of evolutionary algorithms can be heavily undermined when constraints limit the feasible areas of the search space. For instance, while Covariance Matrix Adaptation Evolution Strategy is one of the most efficient algorithms for unconstrained optimization problems, it cannot be readily applied to constrained ones. Here, we used concepts from Memetic Computing, i.e. the harmonious combination of multiple units of algorithmic information, and Viability Evolution, an alternative abstraction of artificial evolution, to devise a novel approach for solving optimization problems with inequality constraints. Viability Evolution emphasizes elimination of solutions not satisfying viability criteria, defined as boundaries on objectives and constraints. These boundaries are adapted during the search to drive a population of local search units, based on Covariance Matrix Adaptation Evolution Strategy, towards feasible regions. These units can be recombined by means of Differential Evolution operators. Of crucial importance for the performance of our method, an adaptive scheduler toggles between exploitation and exploration by selecting to advance one of the local search units and/or recombine them. The proposed algorithm can outperform several state-of-the-art methods on a diverse set of benchmark and engineering problems, both for quality of solutions and computational resources needed.
I. INTRODUCTION
S EVERAL real-world optimization problems are characterized by the presence of one or more inequality constraints that limit the feasible region of the search space. When defined in a continuous domain, such problems can be formulated as: min f (x), s.t. :
l i ≤ x i ≤ u i , i = 1, 2, . . . , n g j (x) ≤ 0, j = 1, 2, . . . , m
where f (x) is the objective (fitness) function to be optimized and x ∈ R n is a vector of design variables [x 1 , x 2 , . . . , x n ]. The search space is delimited by box constraints defining the admissible range [l i , u i ], l i ∈ R, u i ∈ R of each variable x i , i ∈ 1, 2, . . . , n. Within the search space, the inequality Copyright (c) 2015 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the IEEE by sending a request to pubs-permissions@ieee.org. constraints g j (x) determine the feasible region that contains all the solutions satisfying the constraints of the problem. 1 Examples of constrained optimization problems can be found in many fields where physical, geometrical or resource requirements may limit the feasibility of the solutions. Due to the vast range of applications, constrained optimization has attracted the interest of a large part of the Computational Intelligence research community 2 . Pioneering studies can be traced back to research on Evolutionary Algorithms (EA), particularly Genetic Algorithms (GA) [1] - [4] and Evolution Strategies (ES) [5] , while more recently Particle Swarm Optimization (PSO) has gained attention [6] - [11] , likewise other Swarm Intelligence techniques [12] - [16] . Parallel research lines have explored the use of several constraint handling techniques [17] - [19] , as adaptive penalty functions [20] , [21] , repair mechanisms for infeasible solutions [22] , [23] , stochastic ranking of solutions [24] , ε-constrained optimization [25] , feasibility rules to rank solutions [26] , and surrogate models [27] . Recent empirical studies analyzed the utility of retaining infeasible solutions during evolution [28] , [29] , whereas others have considered the use of multi-objective techniques where the constraint violations are minimized as separate objectives together with the problem objective function [30] - [33] . Importantly, competitions for constrained optimization organized in the context of the IEEE Congress on Evolutionary Computation (CEC) [34] , [35] have finally provided standard benchmarks for comparing the performance of the various algorithms in the field.
Despite these advances, the increasing number of computationally intensive applications still need to be matched by computationally efficient algorithms. This is of utmost importance in contexts where evaluations are computationally expensive, as in the case of complex simulations, or where the optimization process has to be run in a limited time, as in the case of hardware-in-the-loop evolution. In these scenarios, optimization algorithms should ideally deliver high performance (in terms of quality of discovered solutions) using only a limited amount of function evaluations. However, state-ofthe-art Computational Intelligence algorithms for constrained optimization typically require a large number of evaluations to 1 Constrained optimization problems can also include equality constraints defined as h k (x) = 0, k = 1, 2, . . . , p, that can reduce the feasible areas down to zero-volume regions. Dedicated literature covers this class of problems proposing specific techniques for handling them. Handling equality constraints is out of the scope of this paper. 2 A constantly updated list of references on the topic, maintained by Carlos A. Coello Coello, is available at: http://www.cs.cinvestav.mx/ ∼ constraint/. 0000-0000/00$00.00 c 2015 IEEE converge, especially if the problem is high-dimensional, multimodal and severely constrained.
Among the most effective algorithms for single objective optimization, Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [36] has gained considerable attention in the last decade due to its ability of solving highly non-separable, ill-conditioned, and multi-modal functions. Although some attempts of extending CMA-ES to constrained optimization problems have been made [37] - [41] , CMA-ES is not yet competitive on these types of problems: the self-adaptation of the algorithm's parameters is not suitable in constrained landscapes [42] . Moreover, due to the use of a single search distribution in CMA-ES, it is difficult to explore disconnected feasible areas unless restarts occur.
Arnold and Hansen [43] recently introduced in a (1+1)-CMA-ES [44] a novel covariance matrix adaptation rule. This rule exploits constraint violations to learn information and adapt the covariance matrix to decrease the likelihood of sampling other infeasible solutions. However, the method works only when an initial feasible solution is provided. In [45] we extended this method to allow its use also when started from infeasible solutions, by taking inspiration from Viability Evolution principles [46] , [47] . Viability Evolution is an alternative abstraction of artificial evolution that operates by eliminating individuals not satisfying a set of criteria. These criteria, called viability boundaries, are defined on the problem objectives or constraints, and are adapted during evolution. Similar to what is done in a Viability Evolution algorithm, in [45] the viability boundaries defined on the constraints of the problem are relaxed or tightened to drive the search towards feasible areas. This method, called (1+1)-ViE-CMA-ES, or in short (1+1)-ViE, was also enriched with a novel mechanism to adapt the step-size based on information collected at each constraint violation. The method displayed excellent performance on unimodal constrained optimization problems but, since it is based on a version of CMA-ES that samples a single offspring per generation, its performance was quite poor on problems characterized by disconnected feasible areas or highly multi-modal fitness landscapes.
One possible way to partially overcome these limitations is to reformulate the rules for covariance matrix [43] and stepsize adaptation [45] designed for (1+1)-CMA-ES into rules for (µ, λ)-CMA-ES. However, this solution would still rely on a single search distribution, thus having limited capability of exploring disconnected feasible areas. An alternative solution is the use of multiple independent local search units made of (1+1)-ViE, that may potentially explore disconnected feasible regions. The main burden of this second option is represented by the need for an efficient algorithm that determines the optimal allocation of function evaluations among the local search units, as simply running all of them in parallel may result in a waste of computational resources. On the other hand, once an appropriate algorithmic scheme for balancing the function evaluations among the different local search units is found, it could be possible to re-use it also with different types of local searchers.
In this paper, we explored this latter idea by proposing a novel memetic computing approach, called memetic Viability Evolution (mViE) , that uses several local search units, constituted by (1+1)-ViE [45] , that can be recombined by Differential Evolution (DE) [48] evolutionary operators. Differential Evolution was chosen as global search operator due to its intrinsic ability of adjusting the effect of mutations during the search. Such feature makes DE a good candidate for recombining the information learned by the local search units, while performing at the same time global exploration. This intuition was also supported by previous research [49] that showed through a large comparative study that DE tends to outperform several alternative meta-heuristics (such as PSO, GA, and ES) on constrained optimization problems. Furthermore, we improved the balance between exploration and exploitation by using an adaptive scheduler that allocates dynamically the function evaluations to either the local search units or to global search.
To assess mViE, we performed numerical experiments on thirteen CEC 2006 benchmark problems with inequality constraints [34] , as well as four classical mechanical engineering design problems [3] , [50] . We then compared our method against an extensive collection of state-of-the-art algorithms for constrained optimization. In the experiments, mViE showed consistent performance gains in terms of function evaluations needed to reach the optimum on almost all the tested problems.
The paper is organized as follows. Section II surveys the literature related to constrained optimization. Section III briefly describes (1+1)-CMA-ES and recent advances for the adaptation of covariance matrix and step-size. Moreover, this section discusses the introduction of Viability Evolution principles in CMA-ES. Section IV describes in details the proposed method. The experimental setup and the algorithmic parameter setting are discussed in section V, while the numerical results are presented in section VI. Finally, discussion and conclusions are presented in section VII.
II. RELATED WORK: CONSTRAINED OPTIMIZATION
In this section we first review related literature on constrained optimization algorithms based on CMA-ES and DE, the building blocks of our proposed method mViE. Then, we summarize recent advances in memetic computing, focusing on approaches specifically designed for constrained problems.
A. Methods based on CMA-ES
Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [36] is considered nowadays the state-of-the-art in unconstrained single-objective optimization. In the presence of constraints, however, the step-size control used by CMA-ES to refine the search does not work properly [42] , an effect known also in standard ES. Recent research efforts have been devoted to overcome this difficulty. The use of adaptive penalty functions was investigated in [38] , where the weight of each constraint in the penalty function was modified according to the number of iterations during which that constraint was violated. Another penalty function has been proposed in [41] , where the constraint violation of all the solutions in the population is used to scale the relative violation of each solution.
CMA-ES has been also integrated with ASCHEA, an approach proposed in [51] to adapt the tolerances on the equality constraints [39] . Other approaches rank individuals based on three independent rankings [52] , namely objective function, constraint violation, and number of violated constraints, or use surrogate models to learn information about constraints [37] , [40] . A repair mechanism was used in a problem-specific variant of CMA-ES for financial optimization [42] .
Among the most effective approaches to date for CMA-ES-based constrained optimization, Arnold and Hansen [43] proposed a modification of (1+1)-CMA-ES [44] specifically designed for unimodal problems. Starting from a feasible solution, the algorithm maintains a low-pass filtered vector representing the direction of violations of each constraint and consequently uses this information to reduce the variance of the search ellipsoid along the detected direction of violation. In our previous study [45] , we further improved the performance of this (1+1)-CMA-ES scheme, by collecting information on single constraint violations and using it to adapt the step-size.
B. Methods based on Differential Evolution
Earlier research on DE-based constrained optimization considered the use of feasibility rules and diversity preservation mechanisms [53] , [54] and the incorporation of domain knowledge [55] . With the introduction of the CEC benchmarks on constrained optimization [34] , [35] , that created a common environment for assessing the performance of novel constrained optimization algorithms, DE became a popular choice for solving constrained problems. A number of DE-based methods proposed for solving these benchmarks are now considered the state-of-the-art in evolutionary constrained optimization. Among these methods, ε-DE [56] ranks, by objective value, the solutions that are feasible or violate at most by an ε-value the constraints, while preferring feasible solutions over infeasible solutions, which are instead compared based on their constraint violation. Notably, ε-DE won both the CEC 2006 and 2010 competitions for constrained optimization. Competitive results were also obtained by two other variants of DE, namely MDE [57] , which uses an ad-hoc mutation that incorporates information from both best and parent individuals, and SADE [58] , a self-adaptive version of DE. Both algorithms employ the three feasibility rules presented in [26] for handling constraints. Later research on optimal DE parameter control [59] , [60] led to devise robust self-adapting schemes, such as those presented in [61] and [62] . Furthermore, specific mutation operators were introduced in [63] , [64] . Also, DE was combined with (adaptive) penalty functions in [65] , [66] , Lagrangian methods for handling equality constraints in [67] , or even ensembles of constraint handling techniques [68] . More recently, ε-DE was further extended through the introduction of ranking [69] and surrogate models by using kernel regression [70] .
C. Memetic Computing approaches
Lastly, it is worth mentioning recent research on constrained optimization by Memetic Computing (MC) approaches. Memetic Computing is an emerging trend in Computational Intelligence whose focus is on algorithms composed of multiple interacting operators, also named memes. Originally inspired by the diffusion of ideas in evolving populations of learning agents, where individuals undergo genetic evolution but also show learning capabilities and adaptation [71] , MC nowadays embraces a broad plethora of methods consisting of multiple (possibly heterogeneous) units of "algorithmic information" whose synergistic coordination is used for problemsolving [72] . As such, the modern MC concept is not limited only to optimization problems. It also goes far beyond the initial definition of Memetic Algorithms (MA), where a population-based algorithm (e.g. an EA) is coupled with one or more individual learning units (local search) [71] , as it includes several algorithmic schemes characterized by various levels of adaptation and decision-making [73] - [75] , coevolution [76] , local surrogate models [77] , or purposely simple cascades of single-solution search units [78] . For a thorough survey of MC, we refer the interested reader to [79] , [80] .
So far, MC has been successfully applied mostly to unconstrained optimization, either continuous or combinatorial [80] . On the other hand, only few studies tackled constrained problems by means of memetic techniques. Presumably, this might be due to the difficulty in coordinating and balancing global exploration with local search, a crucial aspect in MC [81] , when the fitness landscape is highly constrained and the search approaches the boundary of the feasible region. An interesting example of a MC method for constrained optimization is given by the agent-based memetic algorithm [82] , [83] , where a society of agents co-evolves by recombination only and each individual selects, independently, a local search technique from a predefined pool. Similar ideas can be found in [84] , where global search (by means of DE operator), stochastic ranking and a crossover-based local search are coordinated in a memetic fashion. Other hybrid algorithms combine GA and Artificial Immune System (AIS) [85] , PSO and Simulated Annealing (SA) [86] , PSO and GA [87] , PSO and DE [88] . In two (µ+λ)-DE approaches [89] , [90] , multiple mutation operators are applied while the algorithms modify at runtime the policy used for ranking solutions, according to the composition of the population in terms of feasible/infeasible solutions.
More recently, some studies proposed extremely powerful memetic algorithms that make use of gradient-based information, either on the fitness or on the constraints, thus making an implicit assumption of continuous and differentiable functions. An example of such methods is given in [91] , where an Estimation of Distribution Algorithm (EDA) is combined with a classic gradient-based local optimizer (DONLP2). Similarly, in [92] a memetic algorithm is proposed that combines a GA, Sequential Quadratic Programming (SQP) with second-order functional approximations, and modelling of the feasibility region through Support Vector Machine. A consensus-based variant of GA is combined with SQP also in [93] , but in this case the algorithm uses gradient information on the constraints. Finally, a hybrid algorithm combining PSO, DE, CMA-ES, gradient-based mutation and constraint handling with ε-level comparison was proposed in [94] .
III. RELATED WORK: (1+1)-VIE-CMA-ES
In this section we summarize the main concepts behind covariance matrix [43] and step-size [45] adaptation in CMA-ES applied to constrained optimization. Furthermore, we summarize our previous work on the application of Viability Evolution principles to (1+1)-CMA-ES [45] , resulting in the method named (1+1)-ViE.
A. (1+1)-CMA-ES for constrained optimization
Arnold and Hansen [43] introduced a variant of (1+1)-CMA-ES for constrained optimization. In the (1+1)-CMA-ES, an offspring solution y ← x + σAz is sampled at each generation from the parent solution x ∈ R n , where z ∼ N (0, I), A is the Choleski decomposition of the covariance matrix C = A T A, and σ ∈ R + is the global step-size. During the search, the step-size σ and the covariance matrix C are adapted using information learned while sampling solutions.
The step-size σ is adapted with the 1/5 th rule [44] , which increases or decreases σ observing the probability of generating successful solutions P succ ∈ [0, 1], as follows:
where the damping factor d controls the step-size variation, and P target marks the threshold between decrease or increase in σ. At each iteration, P succ is updated as follows:
where 1 f (y)≤f (x) is 1 if the offspring solution improves or equals the parent solution or 0 otherwise, and the learning rate c p ∈ (0, 1] determines the fading of P succ . The covariance matrix is adapted using two separate rules. The first rule, the original rank-one update of CMA-ES, is applied whenever an offspring solution improves the parent. In this case, the variance in the direction v is increased from one iteration g to the following one as in:
The (1+1)-CMA-ES uses as direction v the vector of fading successful steps s, called evolution path, which is updated based on the value of the probability P succ , and the parameters c, and c + cov defined in Table I . More specifically, if
In both cases, β is set equal to c + cov . This update increases the likelihood of sampling offspring solutions in the direction of previous successful steps. Rather than updating the covariance matrix using the original rank-one update (Equation 4), the Choleski factor A can be directly modified as shown in [44] :
where w = A −1 s. In addition, the algorithm of Arnold and Hansen [43] uses also the "active" covariance matrix update rule presented in [95] . The covariance matrix is updated to decrease the variance in the direction of a particularly unsuccessful step, specifically whenever an offspring is worse than the fifth ancestor of the current parental solution, following the rule: Table I .
In the specific case of constrained optimization, Arnold and Hansen [43] applied a similar rule as that of Equation 6 also for decreasing the variance in the direction of constraint violations. The vector of directions of constraint violations v j ← (1 − c c )v j + c c Az is updated at every constraint j violated by step Az, with j ∈ 1, 2, . . . , m. The rule is applied when at least one constraint is violated, updating the covariance matrix according to:
where 
B. Viability Evolution
Viability Evolution [46] , [47] abstracts artificial evolutionary processes as a set of individuals, or candidate solutions, that must satisfy a number of viability criteria for surviving ever-changing environmental conditions. Viability criteria are defined as ranges of admissible values on problem objectives and constraints, the so-called viability boundaries. These boundaries, representing environmental conditions, are adapted during the evolutionary process to drive the evolving population towards desired regions of search space. At the beginning of the search the boundaries are relaxed to encompass all randomly generated initial solutions. Then, the boundaries are gradually tightened. Once viability boundaries reach the desired target, boundaries are not tightened further, and the evolutionary process is considered complete.
Although in its simplest implementation the Viability Evolution paradigm operates by eliminating non-viable individuals, the abstraction is fully compatible with classical competitionbased evolutionary algorithms. Elimination by viability and competition by objective functions can be modelled at the same time in the viability framework to determine the fitness of individuals. However, it is important to note that here fitness is intended as a-posteriori reproduction capability and not as an a-priori measurable function as currently implemented in the evolutionary computation practice.
Interestingly, some of the methods for constrained optimization, such as ε-DE [56] , ASCHEA [51] and the constraint adaptation approach [96] , can be loosely seen under the Viability Evolution abstraction. More specifically, ε-DE defines a tolerance ε for comparing individuals by objective or constraints. Somehow, such a threshold could be seen as a viability boundary defined on the constraint violation. However, to be fully compatible with the viability paradigm, ε-DE should discard solutions violating the ε tolerance on the constraint violations. Similarly, ASCHEA dynamically changes a tolerance on equality constraints for driving solutions towards the feasibility region determined by the equality constraint. In a similar way, the constraint adaptation approach progressively shrinks the feasible region during the evolutionary process.
C. Introducing viability principles in CMA-ES and new rules for the adaptation of step-size: (1+1)-ViE-CMA-ES
The definition of viability boundaries, which determine admissible (viable) regions of the search space at each generation, combined with the active covariance matrix updates for constrained optimization proposed in [43] , allows the search to be driven towards feasible areas of the search space by updating those boundaries. In [45] , we proposed a modified version of (1+1)-CMA-ES that is based on this idea. The resulting viability evolutionary algorithm, named (1+1)-ViE, makes use of a simple rule to update the viability boundaries, relax them to encompass the initial solutions at the first generation and tighten them during evolution, as better solutions, closer to the feasible region, are generated.
Each constraint g j (x) ≤ 0, j = 1, 2, . . . , m is associated to a boundary b j , that is updated according to:
whenever a successful offspring solution y is generated. Furthermore, we extended the method presented in [43] to collect independent probabilities p succ,j of success for each constraint j. These probabilities allow the determination of which boundary is more likely to be violated. We then reduced or increased the global P succ probability, used to adapt the step-size σ, following a simple heuristic: if the probability of success is lower than 50% for at least one boundary, the step-size should be reduced (as per Equation 2). The P succ probability is in this case reduced as:
Instead, whenever a viable solution is generated, the P succ and p succ,j probabilities are increased as follows:
In [43] , not adapting P succ on failure can lead to the use of outdated information for the step-size adaptation, whereas our heuristic tries to maintain and use only the most updated information, resulting in consistent performance gains on a set of unimodal constrained test functions [45] .
IV. MEMETIC VIABILITY EVOLUTION (MVIE)
Although the (1+1)-ViE-CMA-ES [45] showed good performance on unimodal constrained optimization problems, its capabilities of exploring the search space are limited by the use of a single offspring solution that is sampled at each iteration. This may strongly restrict its applicability on multi-modal landscapes or when disconnected feasible areas are present.
To overcome these limitations, we introduce here a memetic computing approach, called mViE, that couples multiple local search units, based on (1+1)-ViE, with a global search operator used to recombine locally learned information. The multiple local search units can independently explore the constrained landscape, as illustrated in Fig. 1a . When local search units sample solutions that violate viability boundaries, defined on the problem constraints, the search unit learns the direction of violation of the boundary [43] and adapts covariance matrix and step-size, as shown in Fig. 1b . The adaptation of the viability boundaries, tightened during the search until they match the actual problem constraints, coupled with covariance matrix and step-size adaptation (as seen in Section III-C), drives the local search units towards feasible areas (Fig. 1c) . To enable global search, we combine local search units by using operators inherited from Differential Evolution. We recombine the mean of the search distributions of the (1+1)-ViE-CMA-ES units by using rand/1 mutation and exponential crossover [97] . The search parameters of the new units (i.e., all the CMA-ES internal variables) are inherited from the closest of the search units participating in the rand/1 mutation, as illustrated in Fig. 1d . However, if the closest search unit has converged, the parameters of the offspring unit are reinitialized to their default values. Crucially for the performance of the method, an adaptive scheduler adjusts the allocation of function evaluations to local search units or to global search operators (Fig. 1e) .
The flowchart of our method, implementing the operations described in Fig. 1 , is presented in Fig. 2 . At the beginning of execution, mViE samples the desired number pop size of local search units and initializes internal variables that are used by the scheduler during the execution. At each iteration, the scheduler (Fig. 2 , block with thick green border, gray in print) allocates a function evaluation either to a local search unit ( If a local search step is executed, the most promising unit in the population is selected, by ranking the local search units by fitness and constraints violation and selecting the first active (non-converged) top-ranking search unit. The (1+1)-ViE local search unit is then allowed to perform a single function evaluation. Finally, the moving average P succ,local , i.e. the success probability of the local search units at improving the global best solution, is updated. To compare new candidate solutions with the current global best solution found, we employ the three feasibility rules presented in [26] . Each local A single search distribution is represented as an ellipsoid with its mean shown as a dot. b) Constraints can be described as viability boundaries (dashed gold lines, gray in print) and can be relaxed. By progressively tightening the boundaries, while adapting the search distribution to the viability boundary violations, it is possible to drive the search units within the feasible areas. c) When a search distribution samples a solution that violates the viability boundaries (left), the most-likely direction of boundary violation is learned and used to adapt the search distribution to reduce the likelihood of searching in that direction (right). d) Global search component. A new local search unit (dashed red ellipsoid, dark gray in print) is created by applying Differential Evolution mutation and crossover operators (solid arrows) on multiple search distributions. The parameters of the new distribution are inherited from the closest of the recombined search units (dashed arrow). e) The probability of improving solutions generated by local or global search operators are collected and used to adapt the activation frequencies of global or local search, either stepping a local search unit (left) or recombining information using a global search operator (right).
search unit maintains its viability boundaries and adapts them every time a better solution is sampled. The boundary on the objective is updated only when operating in the feasible area. Additional information on the probability of generating solutions that satisfy each constraint is maintained by each local search unit and used for updating the step-size, as described in Section III-C. After every execution of a local search unit, the unit is checked for convergence and disabled if one of the convergence criteria is met (see Section IV-B). On the other hand, when the global search step is executed, the search unit to be replaced is selected by picking two search units at random and choosing the worse one. The selected local search unit is then replaced if a better one is generated by means of Differential Evolution operators (applied to three randomly chosen search units).
After the local or global search steps are executed, the method collects statistics on the performance of the executed branch (Fig. 2 , variable updates marked by dashed boxes). More specifically, it collects the number of function evaluations N evals,{local,global} and the number of improvements to the global best solution N succ,{local,global} of each search step. To put into effect the different meanings of "success" for the local and global search steps, i.e. to weigh the relative "importance" of an improvement obtained by the two steps, the moving averaged probabilities of success of local and global search components are regulated by two additional parameters, c α and c β . In particular, when a solution better than the global best is found by a local search unit, the local step's probability of success is increased according to:
On the contrary, when a local search unit samples a solution that does not improve the global best, the probability is decreased according to:
However, if the solution violates boundaries defined on some constraints, to account for the function evaluations needed for adapting to the current boundaries, we discount the original c α coefficient by a factor β R , replacing it with a reduced coefficient c β = β R · c α .
As for the global search step, the probability P succ,global is increased in two conditions. When a solution better than the global best solution is found, the probability is modified with a rule similar to Equation 12:
The probability is also increased when a local search unit better than the parent unit is discovered, although this second increase is lower (we use the same coefficient c β ). In the other cases, the probability is decreased similar to Equation 13:
A. Scheduler for selection of local/global search operators
The efficient allocation of function evaluations to local ( Fig. 1a-c; Fig. 2 , left branch) or global ( Fig. 1d; Fig. 2 , right branch) search is ensured by the scheduler presented in Algorithm 1 ( Fig. 1e; Fig. 2 , block with thick green border, gray in print). The scheduler uses information collected during the search process, i.e. the moving average probability of success P succ,{local,global} , the total number of global best improvements N succ,{local,global} and the total number of function evaluations N evals,{local,global} allocated to the local and global search components.
During the first 100 × n function evaluations (empirically set during preliminary experiments) both components are always used to ensure an initial learning phase and avoid unbalancing the search towards local or global search because of initial evaluations. Then, the total probability of success P {local,global} = N succ,{local,global} N evals,{local,global} , which considers all the previous history of the evolutionary run, is computed. We aggregate this information about total probability of success with the information on the current probability of success (P succ,{local,global} ) by multiplication. To prevent the frequency of execution of one of the two components from falling to zero, therefore disabling the component until the end of the search process, we limit the minimum frequency of execution of one component to a relative fraction L of the other component's frequency. Thus, the frequency f of execution of the two components is always limited
In the case where all the local search units have converged, i.e. the number of active local search units C active,local is zero, the local search step is disabled and only global search is performed.
B. Termination conditions
Our method uses both local convergence conditions to disable local search units, and global convergence conditions to restart the algorithm. We disable a local search unit according to the standard stopping criteria for (1+1)-ViE, namely when: 1) the evolution path s multiplied by the step-size σ is smaller than 10 −12 ; if (N evals,local + N evals,global ) < 100 · n then return ⊲ Set for execution local and global search end if if N evals,local = 0 then
2) the maximum diagonal element on the covariance matrix multiplied by the step-size σ is larger than 10 8 ; 3) the condition number of the covariance matrix is larger than 10 14 .
After a local search unit has been disabled, it can only be replaced with another active local search unit by the global search operator. The algorithm is restarted when all the local search units have converged to the same solution. This check is performed by measuring the difference between the mean of the objective and constraint violations of the local search units and the best constraint violation objective of the best solution.
V. EXPERIMENTAL SETUP
To assess the performance of the proposed method, we selected all the optimization problems with only inequality constraints from the CEC 2006 benchmark [34] 3 . A summary of the tested benchmark functions, with their relative features (problem dimension, kinds of constraints, number of constraints active at the optimum) is reported in Table II   4 3 Although a newer CEC benchmark is available [35] , with some interesting features such as scalable functions, the CEC 2006 benchmark still represents the most popular tool for testing new constrained optimization algorithms, given the availability of results for several methods from the literature. 4 We should note that our algorithm is specifically designed for handling optimization problems with inequality constraints only. A more detailed analysis of the behaviour of mViE on problems including (also) equality constraints, together with the original MATLAB R source code of all our experiments, is available at http://lis.epfl.ch/mVIE.
As specified in [34] , we executed our algorithm for 500000 function evaluations on each test function. For each function, we measured the success rate (SR) over 25 runs of mViE the number of function evaluations (NFES) needed for solving the problem at the desired accuracy (set to 10 −4 ). Furthermore, we tested the method on a set of four engineering problems reported in Fig. 3 . The engineering problems were run for a maximum of 200000 function evaluations.
In the experiments, we set the algorithm's main parameters after performing a preliminary parameter analysis, reported in Appendix A. The identified parameter values, used in the rest of this paper, are c α = 0.1, β R = 0.05, L = 0.18, pop size = 40. For the DE operators, we used the standard values reported in the literature [97] , namely F = 0.5 and CR = 0.9. The parameters of the local search component, based on (1+1)-CMA-ES, are as set in [43] , reported in a  g01  13  9  0  6  g02  20  0  2  1  g04  5  0  6  2  g06  2  0  2  2  g07  10  3  5  6  g08  2  0  2  0  g09  7  0  4  2  g10  8  3  3  6  g12  3  0  1  0  g16  5  4  34  4  g18  9  0  13  6  g19  15  0  5  0  g24  2  0  2  2 VI. RESULTS
We first review the results on CEC 2006 problems, then we move forward to analyze the results on the engineering problems. Moreover, we show a more detailed analysis of few selected runs of mViE, to exemplify its behaviour on different fitness landscapes. Finally, we dissect the performance of mViE by assessing the contribution of each of its components.
A. CEC 2006 problems
On all the 25 runs of every CEC 2006 test problem with only inequality constraints, our method exhibited 100% success rate (SR), i.e. it could reach in every run the target fitness difference from the optimum (10 −4 ). The number of function evaluations (NFES) needed for reaching success is reported in Table III . Furthermore, in Appendix B we report the statistics on the error values, according to the CEC 2006 format [34] .
We compared mViE's SR and median NFES needed to solve the CEC 2006 problems against representative algorithms from the state-of-the-art in constrained optimization that do . Engineering problem benchmarks [3] , [50] . a) Welded beam design optimization to minimize fabrication cost. The beam is fabricated out of carbon steel and welded on a rigid supporting structure. The shear force P is loading the free tip of the beam. The dimensions of the beam (width t and thickness b) and the width h and length l of the welded joint have to be optimized subject to constraints on shear stress, bending stress, buckling load on the bar, deflection and geometric constraints. b) Minimization of fabrication cost of a pressure vessel. The thickness of the spherical head T h , the thickness of the spherical skin Ts, and the inner radius of the vessel have to be designed to comply with constraints derived from the ASME (American Society of Mechanical Engineers) standards on pressure vessels. c) Minimization of volume of a stepped cantilever. The cantilever is composed of five segments having variable cross-section, defined by the design variables w i and h i . The design is subject to constraints limiting the bending stress and aspect ratio of each beam segment, and the total deflection of the cantilever at the tip. d) Design of a tension compression spring. The weight of the spring must be minimized optimizing mean coil diameter D, wire diameter d and number of active coils n, subject to constraints on deflection, shear stress, surge frequency, and maximum size on the outside diameter. interesting to compare our method with other algorithms using similar logics. The two other groups (PSO-based methods and "others") were included to show how our method compares with other successful examples from the state-of-the-art that are inspired by different computational paradigms. Regardless of the underlying meta-heuristic, it is worth noting how each of the compared algorithms ranks feasible/infeasible solutions: with respect to this aspect, we can see from Table IV that the majority of the algorithms in the state-of-the-art use ε-ranking, three feasibility rules or (adaptive) penalty functions. Few methods use instead algorithm-specific methods, e.g. based on surrogate models or learning of the feasibility structure. Table V shows the comparison with all the aforementioned algorithms. As an additional comparison, the table also includes the aggregate best results obtained on each problem by all the algorithms presented at CEC 2006. For the reader's convenience, we report again (separately) the NFES and SR of mViE. For each problem, we also report the relative difference of NFES (labeled as ∆NFES%) between mViE and the best algorithm (underlined) from each group of algorithms, i.e.:
We calculate in a similar way the ∆NFES% w.r.t. the best results from CEC 2006. In the table, the symbol "-" indicates that the result of that algorithm for that problem is not available.
A closer examination at the comparison between mViE and the group of algorithms derived from DE reveals a strong performance advantage of mViE in finding optimal solutions. In only one problem out of the thirteen considered, g12, mViE needs about 3.17 times more function evaluations to reach the optimum. In all the other problems, mViE needs between 14.1% (g02) and 87.24% (g07) less evaluations than the best DE-based algorithm (but, it should also be noted that on g02 the SR of the best algorithm, namely MDE [57] , is 16%, while for mViE it is 100%).
Comparing mViE with the algorithms derived from CMA-ES highlights an even stronger performance gain. mViE is slower (in terms of NFES needed to reach the optimum) only in three problems g06, g08 and g10. It must be noted however that for g06 and g10 (both unimodal problems) the fastest algorithm is (1+1)-ViE, i.e. the same employed by our local search units, presented in our previous work [45] . It is therefore to be expected a somehow higher number of function evaluations, as in the method proposed here the global search component is also at work and may slow down the search for the optimum when the landscape is unimodal. On g08, mViE is also 1.38 times slower than APM-CMA-ES [39] , but given the already low NFES needed to solve this problem the performance decay in this case is not particularly relevant. In all other cases, mViE needs less evaluations (up to 95.4% less for g02) than the best algorithm in the group.
Notably, mViE outperforms, on all problems, also all the 
Algorithm
Ranking method Notes Eps-DE [56] ε-ranking Gradient-based mutations. Eps-RDE [69] ε-ranking Surrogate function is used in ε-ranking comparisons.
MPDE [98] Penalty Function (Near Feasibility Threshold [99] ) Uses multiple sub-populations to maintain diversity.
GDE [100]
Non dominated sorting Problem reformulated as multi-objective problem using sum of constraint violations as objective.
MDE [57]
Three feasibility rules A Modified DE mutation operator that considers the best and three other randomly selected individuals. Uses a diversity procedure based on stochastic ranking with probability modified during search.
DE JDE-2 [101]
Three feasibility rules B Adapts the F and CR parameters of DE during search.
(1+1)-aCMA [43] If offspring violates constraints, adapts covariance matrix, otherwise substitutes parent if better fitness.
(1+1)-ViE [45] As in (1+1)-aCMA Includes a mechanism for adapting the step-size based on information gathered on constraint violations. Relaxes constraints and uses them to drive the search towards feasible area. APM-CMA-ES [39] Adaptive penalty function Adapts tolerances on equality constraints during the search.
CMA-ES AP-CMA-ES [41]
Adaptive penalty function Aggregates the violation of all solutions in the current population. PSO [102] Three feasibility rules A COPSO [7] Three feasibility rules A Adapts tolerances on equality constraints during the search. Maintains an archive of solutions that are estimated to be close to constraint boundary. Applies local perturbation of best solutions found. PSO PESO+ [103] Three feasibility rules A Adapts tolerances on equality constraints during the search. Maintains an archive of solutions close to constraint boundary. Applies local perturbation of best solutions found.
ASRES [104]
Stochastic ranking performed using surrogate models of constraints and objectives.
ES (µ+λ)-CDE [90]
Adaptive trade-off model to select offspring for next generation that depends on population composition (only feasible, only infeasible or mixed).
(µ+λ)-DE. Selects adaptively among various DE mutation strategies.
ICDE [89] As in (µ+λ)-CDE (µ+λ)-DE. Uses an archiving strategy in the infeasible population case.
Others PCX [105] Three feasibility rules C Steady-state GA with PCX recombination operator. Adapts tolerances on equality constraints during the search.
A the error for infeasible solutions is computed as the sum of constraint violations B the error for infeasible solutions is computed as the mean of the constraint violations C the error for infeasible solutions is computed as the sum of constraint violations, the fitness is re-scaled according to special rules Algorithm Ranking method Notes SADE [58] Three feasibility rules A DE + SQP. Selects probabilistically among various DE mutation strategies.
DMS-PSO [106]
Uses one constraint (adaptively chosen) for each sub-population as objective.
PSO + SQP. Maintains multiple sub-populations.
GB-MA [91]
Over-penalize approach [107] : ranks first feasible solutions by objective, then infeasible ones by sum of constraint violations.
EDA + DONLP2
MA with NLP Techniques FSM [92] Neighborhood-modulated selection GA + SQP. Maintains a database of evaluated solutions. Uses Support Vector Machine to model the structure of the feasible region and choose which solutions are significant for local refinements.
A the error for infeasible solutions is computed as the mean of constraint violations, normalized by the maximum violation observed for each constraint PSO-based methods, as well as other algorithms not classifiable in any of the aforementioned groups (PCX [105] , ASRES [104] , and two DE-based memetic algorithms using an adaptive policy to rank solutions depending on the population composition, namely (µ+λ)-DE [90] and ICDE [89] ). In most cases, mViE needs around 10-20% (or less) NFES w.r.t. the best algorithm in the two groups. This result is confirmed when mViE is compared against the best aggregate results from CEC 2006: except g12 and g19, mViE is always able to solve the problem in less NFES.
Finally, to broaden our comparative analysis we considered some modern memetic algorithms that do make use of tra- ditional NLP techniques, see Table IV (bottom) for details. These are methods that combine a population-based algorithm (DE, PSO, EDA or GA) with programming techniques, e.g. SQP. As such, these algorithms i) assume that the objective and constraint functions are differentiable and ii) compute and use first (and second) order information on constraints or objectives. Although evolutionary algorithms (such as our proposed mViE) cannot be directly compared with these techniques, as they assume that no gradient information is available and are typically derivative-free, we deemed interesting to relate our method also with this part of the literature. Results of these comparisons can be found in Table VI . As expected, the methods that make use of gradient information have a clear advantage in terms of NFES needed to converge to the optimum: this is particularly evident when mViE is compared against FSM [92] : the comparison shows that FSM converges in a very limited NFES, as it benefits from the use of secondorder information in the SQP included in its memetic structure. On the other hand, it is remarkable that mViE, despite the lack of any information about the gradient, outperforms SADE [58] and DMS-PSO [106] (which both include SQP) on all problems but two (g12 and g19, respectively) and can exceed the performance of another powerful NLP-based memetic algorithm, GB-MA [91] , in four problems, namely g08, g10, g16, and g18.
B. Engineering problems
Given the particularly favorable results obtained by mViE on the CEC 2006 benchmark, we decided to test the method also on a group of well-known engineering problems. Specifically, we tested mViE on a welded beam design problem, the optimization of a pressure vessel, the design of a stepped cantilever (reference formulations for these three problems can be found in [3] ), and the design of a tension compression spring [50] .
For each engineering problem, we compared the median number of function evaluations needed by mViE to reach the optimum solution against the results reported in literature, as shown in Table VII (again, "-" indicates that the result is not available). We selected algorithms from the literature considering only those reporting the values for the best solution found. Furthermore, algorithms whose performance is completely dominated by other reported ones were ignored. Notably, the number of function evaluations needed to reach on average the best solution fitness value is normally not reported in papers dealing with engineering optimization. Therefore, in those cases we report the full budget of function evaluations given to the algorithm. On two out of four problems, mViE is capable of discovering the best known solution in the lowest number of function evaluations. Interestingly, in one problem, namely the design of a cantilever beam, mViE discovered a solution which is better than the known optimum reported in the literature. On the other hand, on the spring design problem mViE converges to the known optimal solution but is almost 2.8 times slower than the fastest algorithm, MBA [110] .
For completeness, we report in Table VIII for each problem the fitness value, the constraint violation, and the values of the design variables of the best solutions found, together with the median NFES to reach them (over 25 runs).
C. Sample algorithm runs
Overall, mViE compared very favorably on both the CEC 2006 benchmark problems and the four selected engineering problems. To provide an idea of the algorithm dynamics, we show in Fig. 4 the sample execution of our method on three selected problems, respectively g01, g02 and g10, where the latter one is unimodal. The convergence plots (Fig. 4a ) and the variables used by the scheduler (Fig. 4b-c) to make informed decisions on the frequency of selection of local versus global search are shown. We also display the actual probability of executing local/global search (Fig. 4d) and the total number of function evaluations performed by local and global search (Fig. 4e) . It is noticeable how on the unimodal problem (g10) a higher number of function evaluations are allocated to the local search units. Furthermore, problems characterized by the presence of distinct local optima (g02) present periods in which mViE tries to locally optimize a local optimum intertwined with phases of global exploration during which the algorithm is capable of escaping from local optima. In all the three cases, we should note that the limits imposed on the frequency of selection of the global/local steps are necessary to avoid the algorithm falling in a phase where only global or local search is used, without the possibility to switch.
D. Performance dissection
Finally, we conclude this section by showing the contribution of the algorithmic components (local search, global search and scheduler) to the overall performance of mViE. To assess this, we performed three separated experiments. First, in the condition mViE-L we enabled only the local 
Overall probability of success Current probability of succes , and g10. We show a) the distance from the optimum, b) the overall probability of success of local and global search, c) the moving average of the probability of success of the two components, and d) their resulting frequency of execution. Finally, panel e) shows the resulting allocation of function evaluations to local and global search.
search component. Multiple units (with restart) were still used, but without applying global search. Second, in the condition mViE-G no local search unit was stepped, and only the global search component (DE operators) was used to explore the search space. Finally, in the third condition mViE-R both local and global components were used, coordinated by a trivial scheduler that randomly chooses the execution of global or local search at each iteration. We executed the algorithms corresponding to the three conditions for 25 runs on the selected CEC 2006 benchmark problems. Results are reported in Fig. 5 , that shows the comparison of the three conditions against the fully-featured mViE.
A rather evident result is that the success rates of the local and global search component alone are lower than those of the algorithms using the two components together, as expected. Furthermore, the amount of function evaluations used to discover the optimum is very high in the mViE-L condition due to the high number of restarts used by the algorithm before discovering a successful solution. Remarkably, the use of the two components allows the discovery of the optimum most of the time, even using a random scheduler (mViE-R). However, the introduction of the adaptive scheduler allows a further ∼ 25% reduction in the number of function evaluations used. Total function evaluations 
VII. DISCUSSION AND CONCLUSIONS
In this paper we presented mViE, a novel memetic computing approach for constrained optimization based on Viability Evolution. The proposed method is composed of multiple (1+1)-CMA-ES acting as local optimizers, that are combined with a Differential Evolution scheme to perform global search.
In numerical experiments, our method displayed a particularly robust performance, solving a broad number of test functions (Tables III, V) and engineering design problems  (Tables VII, VIII) more efficiently than the state-of-the-art compared methods, both in terms of success rate and number of function evaluations needed to reach the optimum. mViE outperformed the DE-based methods in all the comparisons (except for one case, g12), as well as the CMA-ESbased algorithms (except for three cases, g06, g08 and g10), the variants of PSO (except in one case, g19) and all the other algorithms under consideration.
Interestingly, the few cases in which mViE was outperformed correspond to problems where either strongly explorative algorithms (favoring global search only) or strongly exploitative ones (favoring local search) perform well enough. For example, the comparison with the algorithm we proposed in our previous work [45] revealed that on fitness landscapes such as g06 and g10 a single local search unit performs more efficiently than multiple ones coordinated by DE (as in mViE). We believe that in these cases the additional overhead introduced by the initial learning phase is the cause of this performance decay. On the other hand, under the general assumption that there is no prior knowledge on the features of the landscape, a learning phase might be necessary. Also, most of the problems are actually characterized by fitness landscapes where a proper trade-off between global and local search has to be found, and these are the cases where mViE excel.
In our opinion, the reason for the success of mViE is twofold: first, in the local search units the modelling of constraints as viability boundaries allows the search to be driven towards the feasible space and its most promising areas; secondly, the adaptive scheduler coordinates both the local search units and global recombination, thus enabling a synergistic exploration of the constrained search space. We discuss in detail these two aspects below.
1) Modelling of constraints as viability boundaries:
as the local search units define viability boundaries separately on every constraint, they can collect additional information on each constraint. This information is therefore beneficial for a more fruitful and faster search, for example by adapting step-size and covariance matrix. On the contrary, approaches that combine constraints into the objective function or as a single constraint violation measure lose a potential source of information.
Dealing with constrained optimization problems without aggregating the constraints in the fitness function or in an aggregate constraint violation function unlocks additional information that is readily available to an evolutionary algorithm. Still, the large majority of approaches in the literature make use of some form of aggregation of constraints 5 . We therefore deemed useful to ask the question whether or not the current abstraction under which evolutionary algorithms operate is the most appropriate for optimization problems different from unconstrained ones. The logic behind most of the available constraint handling techniques, such as penalty functions, is in our view symptomatic of how the current evolutionary 5 We also aggregate the constraints into a single constraint violation function when applying global search operators and when comparing against the global best solution in the main algorithmic loop. In a future version of mViE it may be beneficial to remove as well this form of aggregation.
algorithms paradigm may be misleading in the design of novel algorithms. Under this traditional paradigm, algorithms are designed for having solutions in competition with each other based on their fitness function values. Solutions are therefore ranked and compared uniquely using this single value. Intuitively modelled on a very high-level abstraction of natural evolution, this paradigm may hinder the development of the field towards more comprehensive paradigms and thus more powerful algorithms. In fact, the current abstraction forces researchers and adopters into thinking an evolutionary process as naturally modelled using a single fitness function.
On the other hand, Viability Evolution models an evolutionary process as elimination of solutions that do not comply with certain viability criteria, defined on both problem objectives and constraints. By adapting these criteria during the search, it is possible to drive the solutions towards desired areas of search space, typically the global optimum or feasible regions.
A first direct implication of the Viability Evolution paradigm is that constraints and objectives are kept implicitly separated 6 . Also, the "fitness" of individuals is in this case a property measured a-posteriori and not defined a-priori as done by using a fitness function in the classic sense. Furthermore, the availability of statistics on the viability of solutions made possible by this different abstraction, e.g. the number of individuals satisfying specific viability criteria or the number of viable/non-viable individuals, leads to increased information available for evolutionary methods. Third, more emphasis on elimination of non-viable solutions rather than competition of solutions by a unique fitness score may lead to enhanced diversity in the evolving population [47] .
Here, we showed that by following the design principles of Viability Evolution it is possible to derive a very efficient method for constrained optimization. Overall our method models constraints separately and more importantly uses information about constraint violations (non-viability of individuals) for adapting the algorithm parameters during the search, without requiring a user to aggregate them.
2) Global recombination and memetic adaptation: a key element of mViE is the scheduler, that adaptively activates local or global search, providing a proper balance between the two regimes. An important advantage of this scheme is the fact that it has direct control over the budget assigned to both the global and local search operators. This feature makes our scheduler different from most of the existing credit assignment mechanisms used in memetic algorithms, which in general balance the budget assigned to different local search methods (memes), while they do not regulate directly the budget assigned to the global search operators, see e.g. [73] . One exception is the method presented in [75] , which uses a measure called local search intensity for allocating the budget assigned to each meme in a pool of local search methods. However, also in this case the control over the global search budget is implicit rather than explicit, 6 A similar shift in paradigm was observed in multi-objective evolutionary algorithms (MOEAs), when classic aggregation methods such as weighted summing of objectives were replaced by the use of Pareto optimality concepts. Such a shift led to radically novel MOEAs, eventually obtaining dramatic performance improvements.
i.e. global and local search are always executed at each step and only the number of function evaluations allotted to local search is adjusted. We believe, instead, that a direct control of both global and local search function evaluation budgets is of fundamental importance especially in constrained optimization scenarios, where it may be needed to adjust dynamically the exploration pressure. Overall, our algorithm provides two levels of adaptation: the first level is represented by our scheduler, whereas the second level consists of the use of self-adapting local search units, that learn their parameters during the search. Following the taxonomy provided in [74] , our method can be therefore classified as a self-adaptive algorithm (because multiple (1+1)-ViE units coevolve, adapting independently their parameters), with adaptation at both local and global level: our method employs in fact a mix of recent information on the performance of local and global search (the moving averages of the probabilities of success) and complete historical information (the absolute number of successes of each operator).
To conclude, the present work contributes to the field of constrained optimization and suggests a wide spectrum of possible research lines that are worth following, going in the direction of: 1) extending the viability concept to different classes of problems, such as large-scale, multi-objective, and dynamic optimization; 2) testing alternative recombination schemes, based for instance of swarm intelligence, to coordinate the multiple local search operators; and 3) applying the proposed method to real-world applications where a resource-efficient constrained optimization solver might be needed, for instance in various domains of engineering or computational biology.
APPENDIX A PARAMETER ANALYSIS
Given the impossibility of performing a full combinatorial exploration of the parameter space, we executed a preliminary tuning of the main parameters by following an iterative procedure. First, we set the initial parameters by empirically experimenting with the algorithm. We then analyzed the influence on the algorithmic performance varying each parameter, fixing the identified optimal parameter values in several steps. We investigated independently c α and β R , secondly L, F and CR, and finally pop size .
We evaluated the algorithm's performance by testing it on the full CEC 2006 benchmark (with inequalities only) for 25 runs. We allowed the algorithm to run for 150000 function evaluations. We measured the success rate (SR) for each function and the factor of number of function evaluations (NFES) with respect to the ones achieved by the best algorithm of the CEC 2006 competition to reach the optimum at the accuracy of 10 −4 . To obtain a more robust evaluation of the success rate, we tested each parameter combination 5 times, for a total of 5 repetitions × 25 runs × 13 benchmark problems. We aggregated SR and NFES factor across all problems: we summed the rank of a parameter configuration calculated considering the success rate (higher SR are assigned better ranks) and the NFES factor (lower NFES factors are assigned better ranks). To compute a single score for each parameter configuration, we summed the aggregate rank obtained by each parameter setting on all the tested problems.
The results of this parameter tuning procedure are shown in Fig. 6 . Success rate, mean factor of NFES and aggregate rank of each parameter combination are shown when varying c α and β R (Fig. 6a) , the minimum relative execution frequency limit L (Fig. 6b), F and CR (Fig. 6c) , and the population size (Fig.  6d) . The final identified parameter values are c α = 0.1, β R = 0.05, L = 0.18, F = 0.5, CR = 0.9, P size = 40. Although this may be a locally optimal combination of parameters and better parameter tuning may be achieved by a more thorough parameter exploration, we considered this procedure sufficient for our purposes. Also, we obtained an idea of how the method's performance is affected by changing its parameters.
More specifically, the first two parameters (c α and β R ), which regulate the way the success probability of global and local search is updated (which, in turn, affect the information used by the scheduler to allocate function evaluations to the two components), seem to have a large impact on the performance. We can see from Values lying at the intersection of these two regions, e.g. c α = 0.1 and β R = 0.05 (the values we chose in our experimentation), provide then among the highest SR. Interestingly, these values provide also the lowest NFES factor, and therefore the best rank. We further verified this setting looking at the performance on each single problem obtained with different values of c α and β R (plots are not reported here for brevity). Interestingly, the SR landscape has a completely flat surface for g1, g4, g6, g8, g12, g16 and g24. In the other cases, it has a plateau with maximum values on the borders and a pronounced valley towards the region c α > 0.3 and β R > 1. For almost all problems (apart from g19), the NFES factor landscape has a large plateau with maxima (for g1, g2 and g12) or minima (all other cases) at the border regions. Overall, the setting corresponding to values in [0.05, 0.1] for both c α and β R is considered the most robust and should be used in practical applications. Higher values for both parameters make the previous information on the success probability fade faster (see , thus reducing the effect of the learning for the scheduler and producing a less efficient switch between global and local search.
As seen in Fig. 6b , the limit L on the frequency of activation of global/local search has a very limited impact on the performance. For L ∈ [0, 0.4], the success rate is always between 0.98 and 0.99, while the NFES factor seems to be a bit lower for L ≥ 0.15. The combined ranking information does not show a clear pattern in this case. We chose the value L = 0.18 because it seems to provide the best trade-off SR-NFES. In general, we recommend using the setting L ∈ [0.15, 0.4], which should be relatively robust on different classes of problems. Values outside this range make the frequency of activation of either local or global search too low (L < 0.15) or too high (L > 0.4) thus unbalancing the NFES allocated to the two search regimes.
Considering F and CR, i.e. the two parameters involved in the DE-based global search operators, we know from the literature [97] that a generally recommended setting is F = 0.5 and CR = 0.9. Nevertheless, we verified this setting experimentally as seen in Fig. 6c . From the figure, we can observe that the SR landscape is characterized by a peak in the region F ∈ [0.4, 0.7] and CR ∈ [0.8, 1.0]. The NFES factor landscape has instead a large plateau with a small peak corresponding to F ∈ [0.2, 0.3] and CR ∈ [0.9, 1.0]. Finally, the rank landscape (aggregating the info on SR and NFES) suggests that the minimum rank (i.e., the best rank) is in the region around CR = 0.9 and F ∈ [0.5, 0.6]. Overall, our experiments confirm that the most robust setting corresponds to F = 0.5 and CR = 0.9. We believe that this setting should be used in all applications of our method. Using different values for either F or CR has the effect of making mutation and crossover too disruptive (or not effective enough). Finally, as for the population size (i.e., the number of local search units), we can see from Fig. 6d that the parameter value chosen, pop size = 40, guarantees the best trade-off SR-NFES for all problems. Indeed, the SR hits the maximum at pop size = 40, while the NFES factor has a minimum for pop size ∈ [30, 40] . Overall, we suggest using values in this range, which seem robust enough to handle all the problems. Intuitively, smaller populations have a more limited exploration and may fail on highly multi-modal landscapes. Also too large populations have in our case a limited advantage, as the initial probability of selecting one local search unit decreases with the number of units in the population, and in later stages it is likely that only few successful units are selected.
APPENDIX B CEC 2006 PROBLEM RESULTS -ERROR VALUES ACHIEVED
AT DIFFERENT LEVEL OF NFES Table IX reports the best, median, worst and mean error values, i.e. the difference between the known optimum fitness and the best fitness achieved by mViE, at different NFES. Furthermore, the number of violated constraints c and the average sum of constraint violationv at the median solution (at the end of each NFES level) are shown. . The standard deviation across the 5 repetitions is reported as a black bar for each parameter combination. We show mean success rate across the 13 benchmark functions and mean factor of function evaluations computed with respect to the best algorithm in the CEC 2006 competition. To select the best parameter combination for each of the parameters, we independently rank each parameter combination by success rate and mean factor of function evaluations. In the third column, we show the combined (summation) rank for each parameter combination. We report four parameter studies for a) parameters regulating the update rules of the success probability, cα and β R ; b) minimum global/local search execution frequency limit L; c) DE operators' parameters F and CR; and d) number of local search units, i.e. population size pop size . 
