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In this work, we investigate the Bell-Lavis model using entropic simulations for several values of the energy
parameters. The T × µ phase diagram and the ground state configurations are analyzed thoroughly. Besides,
we examine the particle density and specific heat behavior for different values of the chemical potential µ as
functions of temperature. We also obtain configurations that maximize the canonical probability for several val-
ues of chemical potential and temperature, enabling the identification of the low density (LDL) and high-density
liquid (HDL) phases, among others, in the critical regions. We found a second-order phase transition from the
LDL−HDL0 to LDL−HDL coexistence in the range of 0 < µ < 1.05503. In the 1.05503 < µ < 1.48024
range, the transition between the LDL−HDL0 and LDL−HDL0− empty coexistence presents discontinuous
and continuous transitions characteristics. Finally, for 1.48024 < µ < 1.5, the phase transition between LDL
and empty phases is of first-order.
I. INTRODUCTION
A phase transition can be considered a structural change
in the macroscopic state of a thermodynamic system through
changes in the external parameters [1–3]. Theoretically, they
can be identified as abrupt variations in thermodynamic quan-
tities of the system, such as energy, specific heat, order param-
eter, and susceptibility of the order parameter. However, look-
ing only at these quantities, it is not possible to identify which
configurations are present in the phase transition region.
A classical example of such a situation emerges from
the analysis of a magnetic system described by the two-
dimensional (2D) Ising model [4] in the absence of an external
magnetic field. It is well-known that for low temperatures, this
model is in an ordered state, with all spins up or down, and as
the temperature increases, the system undergoes a phase tran-
sition to the disordered phase evidenced by the value of the
magnetization per site going from one to zero. Commonly,
the ordered-phase is well characterized, while the disordered
one has a high degree of degeneration, which includes con-
figurations where the spins assemble magnetic domains and
paramagnetic structures. Hence, it is clear that the magnetiza-
tion itself does not allow ones to distinguish these structures,
having the same value in both cases. Failure to know to which
state the system undergoes a transition may lead to disagree-
ment between experiment and theoretical approaches. For the
2D Ising model case, the system passes through configura-
tions with magnetic domains when T ∼ Tc and to paramag-
netic configurations for T > Tc [5, 6], where Tc is the critical
temperature.
One way to circumvent this type of situation is to observe
the most probable configurations for a given temperature. If
the density of states of the system is known, we can calculate
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the partition function and the canonical probability given by
P(E,T ) =
g(E)e−β E
Z
, (1)
where Z is the partition function given by
Z = ∑
E ′
g(E ′)e−β E
′
, (2)
where β = 1/kBT , kB is the Boltzmann’s constant, T is the
absolute temperature, and E ′ runs over all possible energies
of the system.
One way to obtain the density of states is to carry out an
entropic Monte Carlo simulation [7–12], that have proven to
be a powerful tool to the study of phase transitions. With the
canonical probability, one can obtain the energy that maxi-
mizes it at a given temperature and thereby filter the config-
urations that satisfy the maximization condition, having an
overview of the configurations present at each temperature
and especially at the critical temperature [13, 14].
In its turn, the comprehension of the thermodynamic prop-
erties of water is a great challenge addressed both experimen-
tally and theoretically. It exhibits several different behaviors
from other substances, one of which is the maximum in the
particle density around 4 ◦C [15–17]. Theoretically, several
models were proposed, which include continuous [18–22] and
lattice models [23–26], which allow accessing regions of the
configurational space unattainable in experiments. One of the
simplest models to represent water was proposed by Bell and
Lavis [27], which takes into account the orientational charac-
teristic of hydrogen bonds and permits observing the maxi-
mum particle density.
The Bell-Lavis (BL) model was already studied using
mean-field approximations [27, 28], renormalization group
analysis [29, 30], cluster variation method [31] and Bethe cal-
culations for Husimi cactus [32]. Also, several authors used
Monte Carlo simulations in this context [33–35]. These works
show that in the region of the maximum particle density, the
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FIG. 1. a) The two types of molecules that can be in the lattice. b)
Example of a LDL configuration.
system is in a transition between two phases known as high-
density liquid (HDL) and low-density liquid (LDL). Nonethe-
less, the proper order parameter required to characterize these
two phases is still missing, which makes impossible the full
comprehension of this transition.
In view of the challenge of understanding the transition be-
tween the LDL and HDL phases in the Bell-Lavis model, we
use entropic simulations to obtain the thermodynamic proper-
ties of this system, as well as the configurations that maximize
the canonical probability at the critical temperature, in order
to characterize the phases throughwhich the system visits dur-
ing the phase transition. By means of this study we intend to
obtain the necessary information to propose an order parame-
ter for the transition between the phases LDL and HDL.
II. BELL-LAVIS MODEL
In 1970, Bell and Lavis [28] proposed a two-dimensional
model for liquid systems that takes into account the orienta-
tional characteristic of hydrogen bonds in a triangular lattice.
The lattice components are trimers whose interaction arms
are 120° from each other, so that there are only two types of
molecules, as can be seen in figure 1 a). Interactions between
first neighbors can occur in two ways: van der Waals potential
or hydrogen bonding, the latter type only occurring if the arms
of the neighboring trimers point towards each other, as shown
in figure 1 b). Each site occupied by a molecule has only three
possibilities of performing hydrogen bonding interactions and
directions, depending on its type. The open circle represents
the absence of a particle at the site. Such representation is
rather pictorial when compared to the real situation. Never-
theless, the physical characteristics to be considered here are
easily attained using this model.
The Hamiltonian of the system can be written as
H =− ∑
〈i, j〉
ηiη j
(
εvdW + εHτ
i j
i τ
ji
j
)
+ µ ∑
i
ηi, (3)
where ηi is a site occupation variable with 1(0) being occu-
pied (empty). εvdW and εH are the energetic parameters of the
two types of interaction. The τ i ji and τ
ji
j terms are responsi-
ble for the interaction directions of trimers, with τ i ji = 1(0)
in case the molecule at the i site has an arm that points to
j(otherwise), similarly to τ jij . The last term represents the in-
teraction due to the chemical potential µ . The first sum runs
a) b)
c) d)
FIG. 2. Some phases presented by the Bell-Lavis model. In a) LDL
configuration, b) HDL0 configuration, c) HDL configuration and d)
a possible interleaved phase.
over the first neighbors and the last over all sites in the lattice.
Fig. 2 shows some phases of the system (ordered configu-
rations). The phase represented in Fig. 2 a) is known as a low
density liquid (LDL). The phases 2 b) and 2 c) are called high
density liquid (HDL), and we will name the phase in Fig. 2 b)
HDL0. We have shown only two of these configurations, but
there are several others, for example, in Fig. 2 b) the centers of
the hexagons possess molecules of type I and II, but they can
be type I or II alone. Fig. 2 d) shows a possible phase without
interaction. An illustration of how these phases are arranged,
according to energy parameters, was obtained by Barbosa and
Henriques [32].
To characterize the different phases, we will use the particle
density given by
ρ =
1
L2
∑
i, j
(δ1,mi, j + δ2,mi, j), (4)
where mi, j is the type of molecule that occupies the i, j site
and the first index refers to the type of molecule. In particular,
we can define the type I and II particle densities, respectively,
as
n1 =
1
L2
∑
i, j
δ1,mi, j (5)
n2 =
1
L2
∑
i, j
δ2,mi, j . (6)
The density of hydrogen bonds is obtained by
eH =
1
L2
∑
〈i, j〉
ηiη jτ
i j
i τ
ji
j . (7)
In this model, we have three energy parameters εvdW - van
der Waals interaction energy, εH - hydrogen bonding energy,
and µ - chemical potential. In this work, we are interested
3in the transition between the LDL and HDL phases that occur
for various values of the energy parameters as represented by
the diagram of the reference [32], in particular εvdW = 0. In
this situation, with the variation of the chemical potential, we
can obtain the following ordered configurations: empty lat-
tice, LDL, and HDL. We will restrict our study to the case
εvdW = 0 so that we can rewrite the Hamiltonian as follows
H =−εHEH + µN, (8)
where
EH = ∑
i, j
ηiη jτ
i j
i τ
ji
j (9)
and
N =∑
i, j
(δ1,ni, j + δ2,ni, j) (10)
are the number of hydrogen bonds and the number of particles,
respectively.
III. COMPUTATIONAL DETAILS
To obtain the mean values of the quantities that characterize
the system, we carry out entropic simulations based on the
Wang-Landau method[7], which allows the estimation of the
joint density of states, making it possible to obtain canonical
averages as functions of temperature and energetic variables
[12]. This methodology has not yet been used to investigate
the Bell-Lavis model.
To perform the simulations, we use an isomorphic trans-
formation from a triangular lattice into a square one of L×L
sites [13]. The lattice sites can be in three possible states: 1 -
type I molecule, 2 - type II molecule, or 3 - empty. We only
count the hydrogen bond when two near-neighboring sites are
in different states 1 and 2. And the number of particles is the
sum of the number of sites in states 1 and 2.
We perform entropic simulations using the joint density of
states with two parameters g(EH ,N) related to the interaction
energies of the system. The simulation procedure is as fol-
lows. An attempt to change the configuration of the system is
made by changing the state of one site, chosen randomly, to
any other state, being accepted with a probability equal to
p(EH ,N → E
′
H ,N
′) =min
{
g(EH ,N)
g(E ′H ,N
′)
,1
}
(11)
where EH ,N, and E ′H ,N
′ are the hydrogen bond and particle
numbers of the current configuration and the tentative con-
figuration, respectively. The density of states and the energy
histogram are updated after a Monte Carlo step, that is, af-
ter L2 attempted changes [9]. The histogram is flat only if
H(EH ,N) > 0.8〈H〉 for all hydrogen bond numbers and par-
ticle numbers, where 〈H〉 is the average over all hydrogen
bonds and particles. The microcanonical averages of the par-
ticle densities of each molecule type are stored only after the
seventh WL level[9]. The simulation ends when it reaches the
sixteenth WL level f15.
The canonical average for a quantity X can be calculated as
X¯(β ,εH ,µ) =
∑EH ,N〈X〉EH ,Ng(EH ,N)e
−β (εH EH−µN)
∑EH ,N g(EH ,N)e
−β (εH EH−µN)
, (12)
where 〈X〉EH ,N is the microcanonical average accumulated
during the simulation.
With the density of states in hands, we can calculate any
thermodynamic quantity of the system for different values
of the energy parameters and temperature, among which we
highlight the canonical probability, Eq. 1, which can be
rewritten in terms of the joint density of states like
P(EH ,N,T ) =
g(EH ,N)e
−β (εH EH−µN)
∑EH ,N g(EH ,N)e
−β (εH EH−µN)
. (13)
This quantity indicates the probability of a configuration with
hydrogen bonding energy εH EH and chemical potential en-
ergy µN happening, at a temperature T , with εH and µ fixed.
In a continuous phase transition, P(EH ,N,T ) has a gaussian
shape and, as T increases, its goes from an acute width for
T < Tc to a wider one at T ∼ Tc, returning to its original shape
for T > Tc.
The Wang-Landau algorithm performs a random walk
through the energy space independent of temperature, making
it impossible to obtain the configurations as a function of tem-
perature. In the Metropolis algorithm[36], obtaining the con-
figurations for a given temperature is a simple task, since the
acceptance probability depends on the temperature. However,
these configurations may be conditioned to the path taken by
the algorithm, showing only some of the possible configura-
tions probable for that temperature. This fact can influence
the description of the phase transition.
Therefore, we propose an algorithm based on WL to ob-
tain the configurations as a function of temperature, using the
canonical probability to identify the values of EH and N that
maximize it, being possible to filter the configurations on the
random walk. The only requirement of the algorithm is to
know the density of states a priori, being calculated from a
previous simulation of WL.
To obtain the configurations that maximize the canonical
probability, we apply the following algorithm:
1. Set values for T0, εH and µ .
2. Adopt a previously simulated joint density of states.
3. Calculate the number of hydrogen bonds and the num-
ber of particles that maximize the energy probability,
EmaxH and N
max, using Eq. 13
4. Choose a new configuration by randomly changing the
state of a lattice site, whose acceptance probability is
given by
p(EH ,N → E
′
H ,N
′) =min
{
g˜(EH ,N)
g˜(E ′H ,N
′)
,1
}
, (14)
where g˜ is the previously simulated density of states.
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FIG. 3. Phase diagram and thermodynamic properties for the Bell-Lavis model using εvdW = 0 for L = 12. The maximum of the specific heat
is represented in the center depending on parameters εH and µ . Around it are represented the specific heat, the densities of empty sites, type
I molecules, and type II molecules, the energy density of the chemical potential and the density of hydrogen bonds for each of the regions
delimited by the phase outlines, the different colors shown in the figure. The values of (µ : εH) used to obtain the thermodynamic properties
were a) (−1.0 : 1.0), b) (0.5 : 1.0), c) (1.0 : 1.0), d) (1.5 :−1.0), e) (0.5 :−2.0), f) (0.0 :−1.5) g) (−0.75 :−1.5) and h) (−1.0 :−1.0).
5. If EH and N are equal to EmaxH and N
max of the maxi-
mum probability, save the configuration and finish the
algorithm. If not, return to step 4.
This algorithm allows us to obtain all the most probable
configurations, even if they are separated by a potential bar-
rier, as is the case of a discontinuous transition, where the en-
ergy probability presents a valley between the two most prob-
able configurations.
IV. RESULTS
With the joint density of states, we can obtain the thermody-
namic quantities for any values of εH , µ , and the temperature,
favoring the access to a huge amount of information. To facil-
itate the visualization of the system behavior, we have drawn
up a diagram in which we present the maximum of the specific
heat as a function of εH and µ , which is shown in the center of
Fig. 3. We are considering that changes in the system phases
are accompanied by an increase in energy fluctuations. In the
diagram, one can see that there are different regions, such that
in each of them the thermodynamic properties have the same
characteristics. Around this diagram, we show some of the
thermodynamic properties for each region, and then, we name
the regions concerning the phase present in the ground state.
The abbreviation NHB means no hydrogen bonds, while SM
stands for single-molecule.
In the HDL phase shown in Fig. 3 a), the density of empty
sites is zero, and the particle densities show that the lattice
possesses 50% of molecules of each type, at low tempera-
tures. The specific heat has two smooth maxima, with the first
related to the breakdown of hydrogen bonds and the second
to the release of particles from the lattice. This can be seen
in the behavior of the energy density of the chemical potential
and the energy density of the hydrogen bonds, which initiate
a slight increase at different temperatures.
In the LDL phase shown in Fig. 3 b) and c), the particle
densities and the empty site density start with the same value
1/3. The specific heat has a prominent maximum in the light-
5HDL LDL Empty NHB SM
FIG. 4. Phases found in the different regions of the phase diagram: HDL, LDL, Empty, NHB e SM
est region and two peaks in the darkest section. The first, the
softest, is related to the entry of particles into the lattice with-
out breaking the hydrogen bonds. The second maximum is
associated with the breakdown of the hydrogen bonds and is
more pronounced than the first. The energy density of the
chemical potential shows a maximum around the temperature
of the specific heat peak, showing that in this region, we have
a maximum in the particle density. This behavior suggests the
presence of a transition from a LDL phase to the HDL. The
intensity of the maximum specific heat in this region is related
to the abrupt change in the hydrogen bond energy density.
Fig. 3 d) shows the behavior of the quantities for the re-
gion that we are calling empty, in which at low temperature,
we have the lattice empty. This happens due to the signal of
the chemical potential that repels the particles from the lattice
sites. With increasing temperature, the particle entry favors
the variation of energy related to the chemical potential caus-
ing the maximum of the specific heat. This increase, in prin-
ciple, does not form hydrogen bonds, which only starts to be
relevant for temperatures above the temperature of the maxi-
mum of the specific heat. The formation of hydrogen bonds
occurs so smoothly that the second peak in heat specific is
imperceptible.
At the interface between the empty and non-hydrogen
bonded phases (NHB), Fig. 3 e), we see the presence of
two maxima. The first is more acute due to the abrupt en-
try of particles, and the second is smooth due to the hydrogen
bonds that start to happen. It is important to note that the first
peak occurs at extremely low temperatures, disappearing in
the NHB region, Fig. 3 f), whose ground state is formed by
molecules of types I and II interspersed with empty sites that
inhibit, at low temperatures, the formation of hydrogen bonds.
Finally, in the SM region shown in Fig. 3 g) and h) the con-
figurations at low temperatures are two, one with all sites with
type I molecules or fulfilled with type II molecules. In this
region, we have two distinct colors that are associated with
the maximum of the specific heat, which in the less intense
section, Fig. 3 g), presents two peaks, and in the most intense
region, Fig. 3 f), a single maximum resulting from the merg-
ing of the previous two. These maxima are related to particle
output and the formation of hydrogen bonds.
The identification of the ground state configurations for
each region was complemented by the acquisition of the con-
figuration that maximizes the canonical probability at low
temperatures. The result of this procedure can be seen in Fig.
4. Analyzing these configurations, one can see that the LDL
and empty phases have no degeneration. The SM phase is
doubly degenerate and, the HDL and NHB phases are highly
degenerate.
To carry out a more detailed analysis, we will restrict our
study to εH = 1. We are choosing this range due to the possi-
bility of comparing our results with previous works and be-
cause it contains the region that has the maximum particle
density.
A. System behavior for 0< µ < 1.5
To identify indications of finite-size effects in the specific
heat, for εH = 1 and −2 < µ < 2, we compared the maxima
of specific heats for sizes L = 12 and L = 24, which results
can be seen in Fig. 5. We realized that the only region that has
a finite-size effect in the specific heat is 0 < µ < 1.5. It does
not mean that in the other regions it cannot have phase transi-
tions, they are just not observed by the specific heat. The crit-
ical exponents for this region were obtained by Monte Carlo
simulations using Metropolis algorithm[34], where they used
two parameters of antiferromagnetic order, staggered magne-
tization and the difference between the particle and empty site
densities. They were interested in the transition between a
LDL configuration with some molecules inside the hexagons
and the disordered one, which is characterized by the sharpest
maximum of the specific heat. But, before we go-ahead to a
finite-size scaling analysis, let us look at the behavior of the
system in the region where this phenomenon occurs for the
specific heat.
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FIG. 5. Cut of the phase diagram for the maximum of the specific
heat at εH = 1 and εvdW = 0 for L = 12 and L = 24. The line rep-
resents the maximum for the highest temperature and the circles and
crosses for the lowest temperature.
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FIG. 6. Specific heat, particle density and particle density fluctuation
for L = 12 and L = 24 with εH = 1 and µ = 0.3.
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FIG. 7. Configurations that maximize the energy probability for
εH = 1 and µ = 0.3 with L = 12.
In this region, Fig. 6, we show the behavior of specific heat,
particle density and particle density fluctuation for L = 12 and
L = 24 with εH = 1 and µ = 0.3. We see in the specific heat
the presence of two maxima, and the finite-size effect occurs
only in the second. When we look at the particle density, we
notice that there are a smooth maximum and a finite-size ef-
fect next to it. When we calculate the particle density fluc-
tuation, we see the presence of three maxima, the last, be-
tween T = 0.6 and 1 is quite smooth. Such behavior indicates
that in the particle density curve, we have three plateaus, sug-
gesting the occurrence of three transitions. It seems that only
the second transition has a finite-size effect. This situation
is quite different from those found in the standard works that
deal with phase transitions in spin systems, where it is well
known which transition is taking place.
To understand what may be happening in the region of the
three maxima, we will analyze the configurations that max-
imize the canonical probability for εH = 1, µ = 0.3, and
L = 12. In Fig. 7 we show the configurations for T = 0.2, 0.4
and 1.00 corresponding to the maxima of the particle density
fluctuation. Here the ground state is the LDL configuration,
and as the temperature increases, at T = 0.2, the system un-
dergoes a transition to a HDL0, as shown in Fig. 2 b), both
phases start to coexist. Increasing the temperature a little
more, T = 0.4, we see the appearance of other HDL phases
that start to coexist with the previous two. Finally, this mix-
ture of phases gives way to the disordered phase.
Observing these configurations, we can assume that the first
transition occurs from a LDL to HDL0 phase. However, both
phases coexists, highlighted by the first maximum in specific
heat. Its behavior is known as a Schottky anomaly, having no
scaling effect. The finite-size effect observed on the fluctua-
tion of the particle density, signaling the appearance of differ-
ent HDL phases such as the zig-zag (as shown in Fig. 2 c)),
which also starts to coexist with the previous ones. This phase
has no long-range order and, the number of phases coexisting
can be confused with a disordered phase. However, when we
look at the phase that characterizes the third maximum in the
particle density fluctuation, we see a breakdown of the order
mentioned previously, showing that now the phase is in fact
disordered. We also emphasize that in these configurations
there are bubbles, e.g., clusters of empty sites.
By increasing the chemical potential, the three transitions
occur at temperatures closer to each other, increasing the en-
ergy fluctuation and the maximum of the specific heat. At
µ ∼ 1.5, the specific heat, the particle density, and the parti-
cle density fluctuation show typical phase transition behavior
found in standard models, as can be observed in Fig. 8, where
we show the results for µ = 1.48. We noticed that the behav-
ior of the particle density changed dramatically, not showing
the maximum, indicating the absence of transition LDL-HDL.
Now what we see is an abrupt decreasing in particle density
around T = 0.4, and then a smooth increase for ρ = 2/3. This
behaviour starts at µ ∼ 1.3. Since the maximumof the specific
heat does not show any signal for such behaviour, we have to
scrutiny the particle density changes while testing several val-
ues of µ .
The change in particle density is evident when we look at
the configurations around T = 0.4, Fig. 9. At T = 0.35, the
system still has the characteristics of the LDL ground state
with a few particles inside the hexagons and a fewmore empty
sites than the conventional one. At T = 0.4, the configuration
is different, being formed mostly by empty sites. Molecules
that remain in the lattice tend to form hydrogen bonds. This
abrupt variation is indicative that a discontinuous transition is
taking place.
At µ = 1.5, the system presents a degenerated ground state,
composed by the LDL configuration and the empty lattice.
Here the two phases do not coexist and the system is in one or
the other. However, both have the same probability of being
found in the ground state, contributing equally to the mean
density of particles, making it start at ρ = 1/3. For µ > 1.5,
the ground state is the empty lattice.
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FIG. 8. Specific heat, particle density and particle density fluctuation
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FIG. 9. Configurations that maximize P(EH ,N,T ) for εH = 1 and
µ = 1.48 with L = 12.
B. Finite-size analysis
So far, we have only discussed the behavior of the system
by analyzing which configurations are present in each region
and at the temperatures of the specific heat maxima and the
fluctuation of the particle density. No analysis of critical ex-
ponents was performed.
As we increase the chemical potential, from µ = 0, the tem-
perature of the peak of the specific heat increases until reach-
ing a maximum, Fig. 10 a), which indicates the coexistence
among the LDL, HDL and empty phases. After the maximum
in the temperature diagram, we do not see the presence of the
(LDL HDL0)−HDL transition. To identify this maximum,
we assume that the chemical potential obeys the power law
given by
µ(L) = µc + bL
−2, (15)
where µ(L) is obtained from the maximum of the plot of Tc as
a function of µ for each lattice size, µc the chemical potential
at the thermodynamic limit and b is a constant. The result of
the linear fitting for L= 12, 18, 21, 24 and 27 is shown in Fig.
10 b), whose chemical potential value for the coexistence of
the three phases is µc = 1.05503(20). This value is close to the
one reported by the reference [34], for which the maximum
susceptibility to staggered magnetization has a minimum as a
function of chemical potential. To determine the temperature
of the coexistence of the LDL, HDL and empty phases, we
assume that the maximum temperature of the T × µ diagram
is asymptotic at
Tc(L) = Tc + dL
−1/ν , (16)
where d is a constant and Tc(L) is the peak of curve Tc as
function µ . The result of this fitting is shown in the Fig. 10
c), getting Tc = 0.512173(46).
The order parameter must reflect the ordered state through
a physical quantity that ranges between zero in the disordered
phase and nonzero in the other. In the region 0< µ < 1.05503,
the system has several phase coexistences, making it difficult
to define such that parameter. Simenas et al. [34] concluded
that the phase transition occurred from the LDL−HDL0 co-
existence to the disorder, however, as shown, the maximum in
specific heat only presents a finite size effect when the transi-
tion from coexistence between LDL and HDL0 occurs to the
LDL−HDL coexistence. It is clear that at that time, they only
had the information of the order parameter named staggered
magnetization, making it impossible to identify the transition
that was taking place, a fact that does not refute the results
found but must be understood from a new point of view.
From µ > 1.05503, we start to observe significant changes
in the behavior of particle density, showing that a phase with
empty sites is emerging while increasing the temperature and
the closer to µ = 1.5 while approaching the new phase. In
this region, we expect three phases to coexist: LDL, HDL0,
and the empty one. It is not yet clear how we will distinguish
the transition to the disordered state. However, what we can
say is that the coexistence between the three phases disappears
for µ ∼ 1.48, leaving only the transition from an LDL phase to
an empty one, as can be seen in Fig. 9. Besides, as the temper-
ature rises, the system moves into a disordered configuration,
as can be seen in Fig. 9 T = 1.40.
To identify the temperature and chemical potential at which
the LDL−HDL0 transition ceases to occur, we observe the be-
havior of the peak of specific heat as a function of the chemi-
cal potential for L = 18, 21, 24 and 27, represented in Fig. 11
a). We realize that it has a maximum that we suppose to scale
according to the power-law given by Eq. 15. The result of the
linear fitting can be seen in Fig. 11 b), whose critical chem-
ical potential is µc = 1.48024(50). To determine the critical
temperature, we use the peak temperature of the maximum
specific heat that we assume to scale according to
Tc(L) = Tc + dL
−2, (17)
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where d is a constant. The result of the fitting for the crit-
ical temperature is shown in Fig. 11 c), whose value is
Tc = 0.3791(10). The values of Tc and µc are in agreement
with those found in Ref. [34]. Now the two scaling laws are
for a discontinuous transition.
To summarize all the information obtained by analyzing
the configurations and the finite-size scaling study, we made
a Tc × µ schematic diagram that is shown in Fig. 12. One
can see that it has several phase coexistences. Unlike what
is observed in the magnetic model, these coexistences are not
limited to a critical line, but they occupy an area of the phase
diagram. We use lines to delimit transitions between different
coexistences. The first to be cited here is the line that divides
the LDL phase from the LDL−HDL0 coexistence. It derives
from the temperature of the first maximum of the specific heat
and its continuation is made impossible by the fusion of its
two maxima. However, we can extrapolate the trend until we
find another line of transition, seen by the color difference.
This line has no finite-size effect, which is why we have not
assigned a phase transition order to it.
The transition between (LDL−HDL0)− (LDL−HDL) is
second order and the critical exponents were obtained by
Ref. [34]. It ends at the point, µc = 1.05503(20) and
Tc = 0.512173(46), marked by a square where the phases
LDL ,HDL, and empty coexist. The dotted line marks the
transition (LDL−HDL0)− (LDL−HDL0−empty). The or-
der of this transition is one of the targets of future studies since
we have the characteristics of two transitions occurring. This
type of transition has already been reported in the Baxter-
Wu model spin-1 [13]. The line ends at µc = 1.48024(50)
and Tc = 0.3791(10), marked by a circle, where we begin the
LDL−empty phase transition, which is first order and ends at
µ = 1.50.
The line interrupted by dots marks a first-order transition
that occurs when maintaining the temperature constant and
varying the chemical potential. It has different characteristics
from the LDL−empty transition found with increasing tem-
perature. Finally, the broken line delimits the empty phase of a
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FIG. 12. Schematic phase diagram Tc × µ in the region where the
finite-size effect occurs. The thicker continuous line represents a
continuous transition, the thinner one only demarcates the position
of the maxima of the first peak of the specific heat, which is related
to the LDL−HDL0 transition.
phase partially filled by molecules. We are unable to observe a
pattern of any phases in this region so that the transition takes
place from an empty phase to the disorder.
V. CONCLUSIONS
In this work, we investigated the Bell-Lavis model using
entropic simulations for different values of the energy parame-
ters. We have shown, through the phase diagram, the behavior
of the thermodynamic quantities in the five regions, compris-
ing HDL, LDL, empty, NHB and SM, corresponding to the
ground state in each of them. Further analysis showed that
for εH = 1, the only region that has a finite size effect is 0 <
µ < 1.5. It was divided according to the behavior of the par-
ticle density. For 0 < µ < 1.05503 the particle density has a
maximum, caused by the transition between the LDL−HDL0
and LDL−HDL coexistences. For 1.05503 < µ < 1.48024
the particle output from the lattice causes the maximum par-
ticle density to disappear, giving rise to a minimum, deeper
the greater the chemical potential. In this region, the observed
transition is between LDL−HDL0 and LDL−HDL0−empty
coexistence, with a discontinuous and continuous transition
characteristic. In the narrow region 1.48024< µ < 1.5 the dis-
continuous transition occurs from a LDL phase to the empty
lattice, without coexistence between the phases. We estimate
the value of the chemical potential and temperature for which
we have the coexistence LDL−HDL0−HDL−empty yield-
ing µc = 1.05503(20) and Tc = 0.512173(46). This point
marks the end of the LDL−HDL coexistence and the be-
ginning of a LDL−HDL0−empty coexistence. We also es-
timated the point where the LDL−HDL0−empty coexistence
ends up obtaining µc = 1.48024(50) and Tc = 0.3791(10). At
µ = 1.5 the LDL and empty phase have the same probability
at low temperatures, however, they do not coexist. The tran-
sition occurs from the LDL or empty phase to the disorder.
This situation is the same as in the 2D Ising model, where the
positive ferromagnetic phase has the same probability as the
negative ferromagnetic phase.
We note that the transition to disorder occurs at a temper-
ature higher than the transition temperatures observed in this
work and that the quantities analyzed here do not show this
transition. However, for µ > 1.5, the transition occurs from
the empty phase to the disorder and has no finite size effect.
Regarding the order parameter to observe the transition be-
tween the LDL and HDL phases, we see that the particle den-
sity and the specific heat can describe this transition, suggest-
ing that the results are given by Ref. [34] should be reinter-
preted.
Finally, we emphasize the need to visualize the most proba-
ble configurations for a set of energy and temperature param-
eters to determine the phases involved in the phase transition.
And that the algorithm proposed in this work allowed access
to such configurations, corroborating results obtained previ-
ously.
ACKNOWLEDGMENTS
We acknowledge the computer resources provided by LCC-
UFG. L. S. F. acknowledges the support by CAPES.
DATA AVAILABILITY
The data that support the findings of this study are available
from the corresponding author upon reasonable request.
[1] H. E. Stanley, Clarendon, Oxford , 9 (1971).
[2] L. Landau and E. Lifshitz, Statistical Physics, v. 5 (Pergamon
Press, 1980).
[3] N. Goldenfeld, Lectures on phase transitions and the renor-
malization group (Addison-Wesley, Advanced Book Program,
Reading, 1992).
[4] E. Ising, Zeitschrift für Physik A Hadrons and Nuclei 31, 253
(1925).
[5] K. Christensen and N. R. Moloney, Complexity and Criticality
(Imperial College Press, 2005) pp. 140–150.
[6] D. P. Landau and K. Binder, A guide to Monte Carlo simulations
in statistical physics (Cambridge university press, 2014).
[7] F. Wang and D. P. Landau, Phys. Rev. E 64, 056101 (2001).
[8] F. Wang and D. P. Landau, Phys. Rev. Lett. 86, 2050 (2001).
[9] A. A. Caparica and A. G. Cunha-Netto, Phys. Rev. E 85, 046702
(2012).
10
[10] A. A. Caparica, Phys. Rev. E 89, 043301 (2014).
[11] L. N. Jorge, L. S. Ferreira, S. A. Leão, and A. A. Caparica,
Brazilian Journal of Physics 46, 556 (2016).
[12] L. S. Ferreira, Álvaro A. Caparica, L. N. Jorge, and M. A. Neto,
Chemical Physics 517, 119 (2019).
[13] L. Jorge, L. Ferreira, and A. Caparica,
Physica A: Statistical Mechanics and its Applications , 123417 (2019).
[14] K. Nomura, T. Kaneko, J. Bai, J. S. Fran-
cisco, K. Yasuoka, and X. C. Zeng,
Proceedings of the National Academy of Sciences 114, 4066 (2017),
https://www.pnas.org/content/114/16/4066.full.pdf.
[15] O. Mishima and H. E. Stanley, Nature 396, 329 (1998).
[16] D. T. Limmer and D. Chandler,
J. Chem. Phys. 138, 214504 (2013).
[17] F. Perakis, K. Amann-Winkel, F. Lehmkühler, M. Sprung,
D. Mariedahl, J. A. Sellberg, H. Pathak, A. Späh,
F. Cavalca, D. Schlesinger, A. Ricci, A. Jain,
B. Massani, F. Aubree, C. J. Benmore, T. Loert-
ing, G. Grübel, L. G. M. Pettersson, and A. Nilsson,
Proceedings of the National Academy of Sciences (2017), 10.1073/pnas.1705303114,
https://www.pnas.org/content/early/2017/06/23/1705303114.full.pdf.
[18] E. A. Jagla, Phys. Rev. E 58, 1478 (1998).
[19] M. R. Sadr-Lahijany, A. Scala, S. V. Buldyrev, and H. E. Stan-
ley, Phys. Rev. E 60, 6714 (1999).
[20] A. Scala, M. Reza Sadr-Lahijany, N. Giovambattista, S. V.
Buldyrev, and H. E. Stanley, Phys. Rev. E 63, 041202 (2001).
[21] G. Franzese, G. Malescio, A. Skibinsky, S. V. Buldyrev, and
H. E. Stanley, Nature 409, 692 (2001).
[22] H. M. Gibson and N. B. Wilding,
Phys. Rev. E 73, 061507 (2006).
[23] V. B. Henriques and M. C. Barbosa,
Phys. Rev. E 71, 031504 (2005).
[24] T. M. Truskett and K. A. Dill, J. Chem. Phys. 117, 5101 (2002).
[25] F. L. Somer and J. Kovac, J. Chem. Phys. 102, 8995 (1995).
[26] K. A. T. Silverstein, A. D. J. Haymet, and K. A. Dill,
J. Chem. Phys. 111, 8000 (1999).
[27] D. A. Lavis, Journal of Physics C: Solid State Physics 6, 1530 (1973).
[28] G. Bell and D. Lavis, Journal of Physics A: General Physics 3,
568 (1970).
[29] A. P. Young and D. A. Lavis,
Journal of Physics A: Mathematical and General 12, 229 (1979).
[30] B. W. Southern and D. A. Lavis,
Journal of Physics A: Mathematical and General 13, 251 (1980).
[31] C. Buzano, E. De Stefanis, and M. Pretti,
J. Chem. Phys. 129, 024506 (2008).
[32] M. A. A. Barbosa and V. B. Henriques,
Phys. Rev. E 77, 051204 (2008).
[33] C. E. Fiore, M. M. Szortyka, M. C. Barbosa, and V. B. Hen-
riques, The Journal of Chemical Physics 131, 164506 (2009),
https://doi.org/10.1063/1.3253297.
[34] M. Šime˙nas, A. Ibenskas, and E. E. Tornau,
Phys. Rev. E 90, 042124 (2014).
[35] M. Šime˙nas, A. Ibenskas, and E. E.
Tornau, Phase Transitions 88, 833 (2015),
https://doi.org/10.1080/01411594.2014.983509.
[36] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H.
Teller, and E. Teller, The journal of chemical physics 21, 1087
(1953).
