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Abstract
In the case of certain nonlinear oscillators, both elapsed time t and the system’s primary state
variable θ may be thought of as periodic, meaning that the state space for the oscillator may be
projected on to a torus. Each orbit may therefore be characterised by a winding number.
Such systems exhibit a tendency to mode-lock: that is, to tend to orbits whose winding numbers
are the sums of rational multiples of the driving frequencies. Mode-locking is influenced by the
amplitudes of the components of such driving, and may be induced or suppressed by adjusting
these. The phenomenon of strange nonchaotic attractors is associated with mode-locking, and its
absence, in quasiperiodically driven oscillators.
Various driving regimes, such as harmonic (i.e. sinusoidal) driving, biharmonic quasiperiodic
driving (that is quasiperiodic driving consisting of superposition of two sinusoids), and biharmonic
periodic driving, give rise to systems belonging to the same family, for which a general method
of deploying second-order perturbation theory has been developed and applied. In all cases, the
shape of regions in parameter space associated with mode-locking may be approximated using Bessel
functions, or infinite sums that involve them. These results have been compared with numerical
findings resulting from simple boundary location using interval bisection.
Under certain conditions, all three of the types of driving exhibit “pinching”: regions in pa-
rameter space associated with mode-locking, themselves of positive measure, have zero width along
certain paths. At such points, the behaviour of these non-integrable systems becomes surprisingly
regular: in the case of periodic driving, for example, all orbits become, themselves, periodic (and
not merely asymptotically so).
Robust numerical evidence has been collected, using algorithms developed in Mathematica, for
the reality of pinching in some important regions of parameter space, but the phenomenon is also
very easy to break down (either by leaving such regions or through introducing certain kinds of
v
harmonic).
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• x: displacement of a linear oscillator
• ω0: natural angular frequency of a linear oscillator
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• φ: displacement variable in a nonlinear oscillator; angle of a pendulum, phase difference in
Josephson junction
• k: coefficient of φ in argument of sinusoidal restoring term
• f(t): time-dependent driving
• α: damping constant of a nonlinear oscillator
• β: restoring tendency of a nonlinear oscillator (that is, coefficient of the nonlinear term)
Applications
Note: here we have sought to follow the standard notation of each application. This has caused
two clashes of notation: the symbol H, here used to mean a Hamiltonian, is elsewhere used to
stand for the lift of a map, and the symbol x, which was first used to stand for the displacement
of a linear oscillator, is used here as the position variable in the Schro¨dinger equation.
• ν: angular velocity variable in pendulum
xv
• H(φ, ν): Hamiltonian of pendulum
• I: moment of inertia in a pendulum
• Re: Reynolds number
• u: velocity in Reynolds number calculation
• L: characteristic length in Reynolds number calculation
• v: kinematic viscosity in Reynolds number calculation
• IJ : superconducting component of Josephson junction current
• IC : critical current in Josephson junction
• IS : total current in Josephson junction
• C: capacitance of Josephson junction
• R: resistance of Josephson junction
• ~: reduced Planck constant, h/(2π)
• e: electron charge
• x: position in Schro¨dinger equation
• V (x): position-dependent potential in Schro¨dinger equation
• E: energy in time-independent Schro¨dinger equation
• ψ(x): wavefunction in time-independent Schro¨dinger equation
Rescaled nonlinear oscillator
• ω: frequency ratio in biharmonic quasiperiodic driving; usually given the value (√5 − 1)/2,
the Golden Mean
• r: frequency ratio in biharmonic periodic driving
xvi
• ω1, ω2: angular frequencies of biharmonic quasiperiodic driving (usually rescaled so that
ω1 = 1, ω2 = ω)
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• θ: displacement variable in rescaled nonlinear oscillator; angle in pendulum
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• B: amplitude of oscillatory components of harmonic driving (B is treated as a parameter)
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• B, rC: amplitudes of oscillatory components of biharmonic periodic driving (B and C are
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• : perturbation parameter in rescaled nonlinear oscillator
• p: coefficient of inertial term in rescaled nonlinear oscillator (p is treated as a parameter;
the case p = 0 is important)
Maps, flows, Poincare´ sections, lifts
• S: circle [0, 2π)
• T2: 2-torus, [0, 2π)× [0, 2π)
• h(θ) : S → S: circle map; Poincare´ map of a periodically driven oscillator
• H(θ) : R→ R: lift of h(θ)
• ι(θ) : S → S: identity map of the circle
• φ: additional state variable in discretisation of quasiperiodically driven oscillator (φ = ωt)
• h(θ, φ) : T2 → T2: skew product circle map; Poincare´ map of a quasiperiodically driven
oscillator
• H(θ, φ) : R2 → R2: lift of h(θ, φ)
xvii
• λθ: orbit of flow on a torus
• Λθ: lift of λθ to R2
• λ: flow on a torus
• Λ: lift of λ to R2
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• Hosc(θ) : R→ R: lift of hosc(θ)
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driven oscillator
• Hosc(θ, φ) : R2 → R: lift of hosc(θ, φ) to R
• H+,H−: the two lifts of a circle map h that together straddle the θ = 0 axis
• S+, s+: max and min of H+:
• S−, s−: max and min of H−:
Existing work on circle maps and skew product circle maps
Note: here, we follow the notation of Glendinning, 1998 and 1999 [20, 23]. This clashes in places
with the notation used in this thesis: in particular, the symbols α, β, g, G and γ have meanings
here quite distinct from those in other chapters.
• θ: main state variable in a circle map or a skew product circle map
• φ: additional state variable, incrementing at constant irrational rate, representing additional
driving
• α: winding part of a circle map or a skew product circle map
• β: amplitude of oscillatory part of a circle map or a skew product circle map
• γ: in a skew product circle map, amplitude of the contribution of the additional driving
xviii
• g: constant derived from perturbation calculation, whose existence in R indicates mode-
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• G(φ): function specifying invariant curves in (φ, θ)-space, whose existence indicates mode-
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• Fi(t): integral primitives of fi(t)
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• Mi: coefficients of the fi, treated as amplitude parameters
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• Mj : coefficient of j in an asymptotic expansion of the parameter vector M
• Mij : ith component of Mj
xix
• Jn: nth Bessel function of the first kind
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• < .. >: time averaging operation: lim
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• gˆ: g− < g >: that part of g that time-averages to zero
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Numerical calculations
• τ : duration of transient phase
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Chapter 1
Introduction: Mode-locking in driven
oscillators
1.1 Oscillators
1.1.1 Linear oscillators
An oscillator is a dynamical system that exhibits a restoring tendency: one in which displacement
of the system from a mean position is associated with a tendency to return to that mean position.
The simplest oscillators are those in which the second time-derivative of some scalar quantity
is directly proportional to the value of that quantity, with the constant of proportionality being
negative:
x¨ = −ω02x, ω0 > 0. (1.1)
Equation (1.1) is the equation of the one-dimensional linear oscillator. It is of course integrable,
with general solution
x = A cos(ω0t− α). (1.2)
(This sinusoidal solution is often called simple harmonic motion.)
A driven oscillator is one to whose equation of motion a non-homogenous term has been added,
representing a force, independent of displacement but usually varying in time, to which the system
is subjected. In the case of the linear oscillator, this is
x¨+ ω0
2x = f(t), ω0 > 0, (1.3)
where f is some unary scalar function, usually assumed to be at least Riemann-integrable.
A damped oscillator is one in which there is a force opposed to the system’s motion and depen-
dent in magnitude on the rate of that motion. The simplest case is that where this dependence is a
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simple proportionality; we call this linear damping. A driven, linearly damped, one-dimensional
linear oscillator has equation of motion
x¨+ 2kx˙+ ω0
2x = f(t), k, ω0 > 0. (1.4)
Subject to suitable conditions on f , this equation is integrable. Its dynamics consist of a persistent
response dependent on the driving, and a transient response dependent on the relative magnitudes
of the damping and restoring parameters k and ω0: specifically, on the sign of the discriminant
k2 − ω02. If the driving, f , is sinusoidal, then the persistent component of the dynamics will
also be sinusoidal, with the same period. If the driving consists of a sum of sinusoids of different
frequencies, then so will the persistent response.
The amplitude of the response depends, in a way that is slightly more complicated but still
perfectly well understood, on both the amplitudes and the frequencies of the driving sinusoids, this
amplitude being maximised when one of these frequencies coincides with the resonant frequency
of the system.
The dynamics of linear oscillators is fully understood, and the variation in the character of their
dynamical regimes very limited.
1.1.2 Nonlinear oscillators
Things become more interesting for the dynamicist when the oscillator is nonlinear: that is, when
either the damping depends nonlinearly on the rate of motion, or the restoring force depends
nonlinearly on the displacement, or both. The present work focuses on driven, linearly damped
oscillators in which the restoring force is proportional to a sinusoidal function of the displacement:
d2φ
dt2
+ α
dφ
dt
+ β sin kφ = F (t), α, β, k > 0. (1.5)
A physical motivation for the study of such systems is discussed below, but for the moment we
observe in passing that for k = 1 it corresponds to a simple pendulum in which the angular
displacement, φ, from the downward vertical is subject to a restoring torque proportional to its
sine. The linear character of the damping is somewhat unphysical for pendula, meaning that
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inferences cannot be drawn for such systems with any precision from the present work. However,
there is a strong qualitative similarity, and moreover the pendulum provides a useful intuitive model
for the dynamics here studied.
In the absence of damping and driving, equation (1.5) becomes
d2φ
dt2
+ β sin kφ = 0, β, k > 0. (1.6)
It is trivial to rescale so that k = 1, giving
d2φ
dt2
+ β sinφ = 0, β > 0, (1.7)
which corresponds to an undriven, undamped simple pendulum.
Though this equation is nonlinear and not integrable, the dynamics with which it is associated
is well understood via qualitative and numerical methods. The state of this second-order system
is represented by the vector (φ, φ˙)T . Clearly we can identify φ = 2π with φ = 0, meaning that the
dynamics can be thought of as taking place on a cylindrical manifold rather than the Euclidean
plane. If we set φ˙ = ν, and without loss of generality set β = 1, the second-order equation may be
recast as the coupled first-order equations
 φ˙
ν˙
 =
 ν
− sinφ
 . (1.8)
From this we derive the first-order equation
dν
dφ
= −sinφ
ν
, (1.9)
from which it follows trivially that
ν2
2
− cosφ = constant. (1.10)
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Figure 1.1: The simple pendulum: flow on a cylinder
In other words, all solutions of (1.8) are contours of the function
H(φ, ν) =
ν2
2
− cosφ. (1.11)
Figure 1.1 illustrates this flow on the cylindrical manifold. The grey arrows represent the vector
field (φ˙, ν˙)T ; their magnitude and direction therefore represent, respectvely, the rate and direction
of the flow. The thick lines represent solutions of (1.8) for different sets of initial conditions, or,
equivalently, different contours of H(φ, ν). The contours shown are H = 0.5 (short dashing), H = 1
(unbroken) and H = 1.5 (long dashing).
The H = 0.5 contour represents a single trajectory, in which the value of φ varies within set
bounds: that is, it is an oscillation. The H = 1.5 contour actually represents two trajectories, in
one of which φ increases monotonically and in the other of which φ decreases; these are circulatory.
The H = 1 contour, which separates these two regimes, also represents two trajectories, each of
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Figure 1.2: The simple pendulum flow: embedding in three dimensions. From left to right: sepa-
ratrix, oscillatory behaviour, circulatory behaviour. The wrapped-round horizontal axis represents
the pendulum angle and the vertical axis represents angular velocity. Above the horizontal axis,
motion is in the direction of increasing angle; below the horizontal axis, in the direction of decreas-
ing angle.
which takes an infinite time. So the dynamics may be divided into two regimes: oscillatory flow
and circulatory flow.
If we think of these dynamics as representing a simple pendulum, oscillatory flow corresponds
to a back-and-forth motion like that of a clock pendulum, whereas circulatory flow corresponds to
motion so fast that it “loops the loop” like a fairground ride. In terms of the cylindrical manifold,
it is clear that circular motion winds round the cylinder, whereas oscillatory motion does not.
The boundary between the two regimes is the contour H = 1. This is called the separatrix.
In pendulum terms, it represents motion so precisely judged that the pendulum comes to rest
pointing straight upwards, in unstable equilibrium (but taking infinite time to do so). In terms of
the cylindrical manifold, it is motion that winds round the cylinder, but only just (and again, in
infinite time).
Figure 1.2 shows the oscillatory, circulatory and separatrix contours on an embedding of the
cylinder in three dimensions. The separatrix solution is shown first, then, in order, a circulatory and
and an oscillatory solution, and finally all three. It is helpful to note the way that the circulatory
motion “winds round” the cylinder, as this idea is central to the phenomena here under study.
Figure 1.3 shows time-plots of actual solutions of (1.8) for initial conditions corresponding to
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Figure 1.3: Plots of orbits of the simple pendulum in R2
the three classes of motion; the same dashing conventions are used as in Figure 1.1. Note that in
this figure, the identification of φ = 0 and φ = 2π has not been performed, so that the monotonic
character of circulatory flow is clear.
(These solutions were obtained in Mathematica, which for non-stiff calculations uses a 4th-
order Adams-Bashforth-Moulton predictor-corrector method, switching to a Gear method when
the stiffness is high. For an account of this method and its robustness see Hoffman, 2001 [28].)
(If the oscillator is damped but not driven, the flow is of course dissipative, and all orbits
approach a stable fixed point at (0, 0). Figure 1.4 shows a typical such orbit, and Figure 1.5 shows
this orbit on an embedding of the cylinder in three dimensions.)
In the presence of both damping and driving, the same basic distinction may be drawn between
motion that winds round the cylinder and motion that does not. Moreover, if the driving is periodic,
and the motion circulatory, we can ask useful questions about the rate of circulation: specifically,
how many times the motion winds round the cylinder, asymptotically, for each cycle of the driving.
In the present work, we are interested in such periodic driving, but also in quasiperiodic
driving: that is, driving that consists of at least two periodic components with incommensurable
frequencies. In this case, we can identify at least two separate driving periods, and ask questions
analogous to the above about each.
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Figure 1.4: The damped simple pendulum: flow on a cylinder
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Figure 1.5: The damped simple pendulum flow: embedding in three dimensions. One typical
trajectory has been shown; this spirals in towards the fixed point at the origin.
8
1.2 Physical applications
1.2.1 The linearly damped, driven simple pendulum
A simple pendulum subject to linear damping and driven by a variable torque IF (t) (where I is
the pendulum’s moment of inertia) has equation of motion
d2φ
dt2
+ α
dφ
dt
+ β sinφ = F (t), (1.12)
where φ is the angle that the line joining the pivot to the centre of mass makes with the vertical,
α is a constant that depends on the strength of the damping and β is a constant that depends on
both the pendulum’s mass and the distance between the centre of mass and the pivot.
In practice, this equation would be valid only if the damping torque were directly proportional
to angular velocity. This is true in the idealised (Stokes) model of non-turbulent drag, which holds
approximately when the Reynolds number is less than 1, and is a very good approximation when
it is less than 0.5: see for example Batchelor, 1967 [8]. Now, the Reynolds number is given by
Re =
uL
v
, (1.13)
where u is the velocity, L is the characteristic length (for a spherical pendulum bob, this may be
considered to be the diameter) and v is the kinematic viscosity, which is a property of the medium.
For air at room temperature, the kinematic viscosity is of the order 10−5 square metres per second,
meaning that for the drag to be approximately linear throughout the motion of a pendulum, the
product of the bob diameter, in metres, and the bob’s maximum speed, in metres per second, would
have to be less than one ten thousandth. This will of course be false for most real pendula.
For high values of the Reynolds number, the Rayleigh model of drag becomes appropriate
instead; if we apply this, the damping torque is proportional not to the speed of the bob but to its
square. Transition between the two drag models is complicated, and inevitably part of the motion
will involve this transition. Moreover, as Atkinson, 1938 [6] points out, air resistance is only one
component of energy dissipation in real pendula. In the case of the seconds pendulum, Atkinson
identifies bending of the suspension spring and movement of the support as other mechanisms; the
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details in general will depend on the pendulum’s design.
All in all, it is clear that an assumption of linear damping is likely to give rise to quite a poor
quantitative model for most classes of pendula, although we can expect the qualitative behaviour
of such systems to be similar.
1.2.2 The Josephson junction
A Josephson junction is an ultrafast electronic switching device based on the phenomenon of
quantum electron tunnelling. The device consists of two superconducting films separated by an
insulating barrier thin enough to permit such tunnelling, and therefore to allow a current (the
Josephson current) to flow across the insulator. This effect was first predicted by Josephson,
1962 [32].
The dynamical behaviour of the Josephson junction is complex, but it is well described, for
junctions of small area operated at low frequencies, by a simple model developed separately by
Stewart, 1968 [62] and McCumber, 1968 [43]. We follow here the treatment of this model in Kautz,
1996 [36].
According to the Stewart-McCumber model, conduction through a Josephson junction may be
considered to consist of three independent components.
• Since the films on either side of the insulating layer are superconducting, electrons in these
films exist as bound Cooper pairs. Tunnelling of such pairs gives rise to the superconducting
component of the current across the junction.
• Independently of the superconducting current, there is a normal current arising from the
tunnelling of the quasiparticles associated with low-lying excited states of the weakly coupled
quantum system. As far as this component of the current is concerned, the junction may be
considered as behaving like an Ohmic resistor.
• Finally, the Josephson junction may be expected to possess a capacitance, giving rise to a
displacement current in circumstances where the p.d. has an alternating component.
Stewart and McCumber therefore model the Josephson junction as three components in parallel:
a resistor, a capacitor and an ideal Josephson component, across which there is only the supercon-
10
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Figure 1.6: The Stewart-McCumber model of the current-driven Josephson junction
ducting current. If the resistance is R ohms and the capacitance C farad, then the ideal Josephson
component can be characterised by a parameter known as the critical current, denoted by IC .
The circuit is shown in Figure 1.6.
A similar but more complicated system is treated in Feingold et al., 1988 [15].
In general, the wavefunctions describing the electrons in the two superconducting films are
weakly coupled, and will exhibit a difference in phase, which we denote by φ(t). According to the
Stewart-McCumber model, the potential difference V across the junction is related indirectly to
the superconducting component, IJ , of the current via the equations
IJ = IC sinφ, (1.14)
V =
~
2e
dφ
dt
, (1.15)
where ~ is the reduced Planck constant, h/(2π).
We therefore have that the total current, IS , is given by
IS(t) =
~C
2e
d2φ
dt2
+
~
2eR
dφ
dt
+ IC sinφ. (1.16)
For a given driving current, therefore, the dynamical behaviour of the device may be modelled by
the ordinary differential equation
d2φ
dt2
+ α
dφ
dt
+ β sinφ = F (t), (1.17)
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where F is a function of time.
For large areas, two spatial dimensions come into play, and the system must be modelled using
a partial differential equation. Moreover, at high driving frequencies, Cooper bonds in the two
superconducting films are broken, opening a new conduction channel for unbound electrons and
complicating the dynamics (this more complicated situation has been modelled by Werthamer,
1966 [64]). However, the Stewart-McCumber model performs very well in low-frequency conditions
and for devices of low surface area. In this respect, the Josephson junction perhaps constitutes a
better candidate for an application of the present work than does the damped, driven pendulum.
There exists a body of experimental and theoretical work in the Physics literature that explores
the dynamics of the Josephson device under different driving regimes. Where directly relevant to
the current work (where concerned with mode-locking, for example), this has been cited here; for
a more exhaustive bibliography, however, the reader should consult the comprehensive treatment
by Kautz, 1996 [36].
1.2.3 The time-independent Schro¨dinger equation
Bondeson et al., 1985 [10], Romeiras et al., 1987 [54] and MacKay and Tresser, 1986 [41], note
that there is an equivalence between the driven nonlinear oscillator and the time-independent
Schro¨dinger equation,
−d
2ψ
dx2
+ λV (x)ψ = Eψ. (1.18)
To show this equivalence, we first carry out a Pru¨fer transformation, setting
a = ψ′ + igψ,
b = ψ′ − igψ
and
eiφ(x) =
a
b
, (1.19)
where g is an arbitrary constant. It is easy to show that
a′ = i(pa− qb)
12
b′ = i(qa− pb),
where
p =
E − λV
2g
+
g
2
,
q =
E − λV
2g
− g
2
,
from which, by substituting a = beiφ, we obtain the differential equation
g
dφ
dx
= (g2 − [E − λV ]) cosφ+ (g2 + [E − λV ]). (1.20)
If we now set
2gx(t) = t+G(t) (1.21)
for some function G of t, and go on to set
E − λV (x(t)) = g2G
′(t) + 1
G′(t)− 1 , (1.22)
we obtain
dφ
dt
+ cosφ = G′(t), (1.23)
which, by a simple phase shift and a rescaling of t, can be expressed in the form
α
dφ
dt
+ β sinφ = F (t). (1.24)
This corresponds to our general oscillator equation with the second derivative term missing: a
special set of circumstances that is also relevant to the study of the pendulum and the Josephson
junction, and that is discussed extensively in the present work.
Bondeson et al. show that mode-locking in the oscillator corresponds to localisation in the
solutions of the Schro¨dinger equation.
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Figure 1.7: Harmonic, biharmonic (periodic) and biharmonic (quasiperiodic) driving regimes
1.3 The driven, damped oscillator
1.3.1 Driving regimes
We here consider the system with equation of motion (1.6):
d2φ
dt2
+ α
dφ
dt
+ β sin kφ = F (t), α, β, k > 0.
We are interested, for reasons that will become clear, in two broad classes of driving: periodic
and quasiperiodic.
Periodic driving is a familiar concept. In its simplest form, harmonic driving, it corresponds to
the assumption that F , above, is a sinusoidal function of time; more generally, F might be the sum
of two or more sinusoids whose frequencies stand in rational ratio to one another (we shall study
representatives of both classes.)
The driving function F is quasiperiodic if it consists of a finite number (two or more) periodic
components whose frequencies do not stand in a rational ratio to one another. In the simplest case,
biharmonic quasiperiodic driving,
F (t) = B sinω1t+ C sinω2t, (1.25)
where ω1/ω2 is irrational.
Figures 1.7a, 1.7b and 1.7c show, respectively, a simple sinusoid corresponding to harmonic
driving, a slightly more complicated periodic function involving a fundamental and a second har-
monic (biharmonic periodic driving), and a simple quasiperiodic function consisting of the sum of
two incommensurate sinusoids (biharmonic quasiperiodic driving).
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Figure 1.8: The toroidal manifold
1.3.2 Phase space for the flow
The full state space for the driven oscillator consists, of course, of the three variables φ, φ˙ and t.
It is sometimes useful, however, to project orbits on to a subspace.
The two-dimensional subspace (φ, φ˙), can (as with the undriven case), be thought of as cylin-
drical. As before, circulatory orbits wind round this cylinder. Another subspace of interest, for
reasons that will be explained, is is (t, φ). We may, if we wish, identify φ = 0 and φ = 2π. If we do
not, we think of the subspace (t, φ) as planar. If we do, it is cylindrical.
If the driving is periodic, with angular frequency ω, then we may identify t = 0 and t = 2π/ω,
meaning that both the t and the φ dimensions “wrap round”, making the subspace toroidal; see
Figure (1.8). In the case of quasiperiodic driving, this identification cannot, of course, be performed
in any obvious way. It turns out that an approach does exist that allows us to perform it, but we
defer discussion of this until after the treatment of discrete-time analogues in Chapter 2.
1.3.3 Lifts and the winding number
In general, any orbit of the damped, driven nonlinear oscillator will take the form of a dependency
of φ (and hence φ˙) upon t; in other words, by a unary differentiable function φ = φ(t). We have a
choice about whether to identify φ = 0 with φ = 2π ((t, φ)-space is cylindrical) or not ((t, φ)-space
is planar).
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With the following definition, we make more precise the correspondence between orbits on the
cylinder and orbits on the plane.
Definition 1.1 If φ(t) is a continuous curve on the cylinder R× [0, 2π) and if Φ(t) is a continuous
curve on R2, then Φ is a lift of φ if and only if
Φ(t) ≡ φ(t) mod 2π, (1.26)
for all t > 0.
Given a curve φ(t) on the cylinder, the lift is not strictly unique, but it is easy to show that if
Φ1(t) and Φ2(t) are lifts of φ(t) then for all t,
Φ1(t) = Φ2(t) + 2nπ, (1.27)
where n is an integer constant (this follows trivially from continuity of Φ1 and Φ2, and therefore
of Φ2 − Φ1).
As with the undamped, undriven nonlinear oscillator, an orbit of the dampled, driven oscillator
on the cylinder may or may not circulate: that is, wind round the cylinder. We may distinguish
orbits that circulate from orbits that do not circulate, and further distinguish among the former,
by reference to the orbit’s winding number.
Definition 1.2 Let φ(t) be a curve on the cylinder R × [0, 2π). Then the winding number (or
rotation number) of φ is defined to be
ρ(φ) = lim
t→∞
Φ(t)− Φ(0)
t
, (1.28)
where Φ is any lift of φ.
As discussed informally above, if the driving is periodic with angular frequency ω, then we may,
within the full state space (t, φ, φ˙), identify t = 0 and t = 2π/ω, meaning that the subspace
(t, φ) is toroidal (moreover, there is even an approach that allows us to do this if the driving is
quasiperiodic). If we make this identification then in general we lose uniqueness in the dependency
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Figure 1.9: Winding number 0 (cylindrical manifold)
of φ upon time; despite this disadvantage, it may still on occasion be instructive to do so. If we
suppose, without serious loss of generality, that ω = 1, then the value of an orbit’s winding number
is the answer to the question “How many times does the orbit wind round the cylinder for each
cycle of the driving?” In terms of the (t, φ)-torus, this is equivalent to “How many times does the
orbit wind round in the φ-direction for each time it winds round in the t-direction?” This question
has the virtue of being purely geometrical (indeed, in a certain sense, purely topological).
Figures 1.9 to 1.15 illustrate these ideas, using, for simplicity, curves representing orbits that
happen to be periodic on the cylinder. Note that the concept of winding number is valid for all
paths on the cylinder, but that it is most readily understood by looking at periodic ones. Note
also that these are not real orbits of the flow with which the present work is concerned, but curves
chosen for illustrative purposes only.
Figures 1.9 to 1.11 show orbits that are periodic on the cylinder; the difference is that in the
case of Figure 1.9, the orbit does not wrap round the cylinder at all, whereas in that of Figure 1.10,
the orbit wraps once round the cylinder every cycle of the driving, and in that of Figure 1.11, it
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Figure 1.10: Winding number 1 (cylindrical manifold)
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Figure 1.11: Winding number 3/2 (cylindrical manifold)
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Figure 1.12: Winding numbers 0, 1 and 3/2 (R2)
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Figure 1.13: Winding number 0 (toroidal manifold)
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Figure 1.14: Winding number 1 (toroidal manifold)
2
t
2
Figure 1.15: Winding number 3/2 (toroidal manifold)
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wraps three times round the cylinder for every two cycles of the driving. The winding numbers of
the orbits are 0, 1 and 3/2 respectively.
Figures 1.12a, 1.12b and 1.12c show lifts of these orbits on R2. From Figures 1.12b and 1.12c
we can see that the fact that an orbit is periodic on the cylinder does not necessarily imply that a
lift of this orbit is periodic on R2; indeed, no lift of a circulatory orbit can ever be periodic.
Figures 1.13 to 1.15 show the same orbits with t = 0 identified with t = 2π; that is, on the
torus. It will be seen from Figure 1.15 that on the torus, φ(t) is not in general uniquely defined. It
will also be seen that the first orbit wraps round the torus only in the t-direction (ρ = 0), whereas
the second wraps once around the torus in the φ-direction for each time in the t-direction (ρ = 1)
and the third wraps three times in the φ-direction for every twice in the t-direction (ρ = 3/2).
We stress again that orbits like these shown, which are periodic on the cylinder, are far from
typical for the damped, driven nonlinear oscillator. However, it will be shown below that orbits
that approach periodicity asymptotically occur very frequently, at least for periodic driving.
It will also be shown below that subject to appropriate assumptions, the winding number
of an orbit of the damped, driven nonlinear oscillator always exists (this is not obvious) and,
moreover, does not depend on initial conditions. It follows that subject to these assumptions, we
may legitimately speak of the winding number for an oscillator as well as for one of its orbits. The
value of the winding number will depend on the oscillator’s intrinsic parameters (the strength of
the damping and of the restoring tendency) as well as on parameters associated with the driving.
An exploration of these dependencies forms the main thrust of the present work.
1.4 Mode-locking
1.4.1 Motivation
There is no universally accepted definition of “chaos” in dynamical systems, and in fact what one
might call the chaotic “family” has at least two typical traits. On one hand there is sensitive
dependence on initial conditions; orbits that were initially close together diverge in a locally expo-
nential way. On the other, there is complicated limiting behaviour: orbits are attracted to limiting
sets that are geometrically complicated (that are nowhere differentiable, for example, or that have
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boundaries with this property). These limiting sets are sometimes called strange attractors.
It was for a time felt that these two properties could be associated with each other fairly reliably:
that the occurrence of one without the other was in some sense atypical. However, a few years
ago, several groups amassed strong numerical evidence that this is not so, and in particular that
for certain families of dynamical system, strange nonchaotic attractors could be found in regions
of parameter space with positive measure. This term was coined by Grebogi et al.,1984 [24], and
taken up in several subsequent papers.
These concerned nonlinear oscillators (or other nonlinear systems) with quasiperiodic driving
(chronologically, Sethna and Siggia, 1984 [59], Bondeson et al., 1985 [10], Romeiras et al.,1987
[54], Romeiras and Ott, 1987 [56], Romeiras et al.,1989 [55], Kapitaniak et al., 1990 [33], Pokorny
et al.,1996 [50], Yalc¸ınkaya and Lai, 1996 [65], Prasad et al, 2000. [51], Glendinning et al., 2002
[21], Neumann and Pikovsky, 2002 [46], Kim and Lim, 2004 [37], Feudel et al., 2006 [18]), and
their discrete-time analogues (chronologically, Grebogi et al., 1984 [24], Ding et al., 1989 [14],
Heagy and Hammell, 1994 [26], Chastell et al., 1995 [12], Feudel et al., 1995 [17], Kuznetsov et
al., 1995 [39], Nishizawa and Kaneko, 1996 [47], Glendinning, 1998 [20], Prasad et al., 2000 [51],
Kim and Lim, 2004 [37], Feudel et al., 2006 [18]). Much of the work on this subject concerns
the various bifurcation routes via which strange nonchaotic attractors can come into being. We
especially direct the reader’s attention to the comprehensive review of the work to date on strange
nonchaotic attractors by Prasad et al., 2000 [51], and to the recent monograph on the subject by
Feudel et al., 2006 [18].
For such systems, strange nonchaotic attractors occur for parameter values at or close to the
boundary of regions in parameter space associated with the phenomenon of mode-locking, which is
introduced in the next subsection. The present work consists largely of an attempt at a character-
isation of such regions, both for quasiperiodically driven oscillators and also for the simpler case in
which the driving is periodic.
1.4.2 Definition of mode-locking
Definition 1.3 An orbit of a damped, driven oscillator is said to be mode-locked when its
winding number is rationally related to the driving frequencies. For periodic driving, say f(t) =
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A+ ωB sinωt, mode-locking corresponds to a winding number
ρ = qω, (1.29)
where q is rational. For biharmonic quasiperiodic driving, say f(t) = A+ω1B sinω1t+ω2C sinω2t,
a mode-locked orbit is one for which the winding number ρ satisfies
ρ = q1ω1 + q2ω2, (1.30)
where q1 and q2 are rational.
Note that in expressions such as A+ω1B sinω1t+ω2C sinω2t, we have rendered the amplitudes
of the oscillatory components of the driving not simply as constants B and C but as ω1B and
ω2C respectively. We will generally do this, simply because in later chapters we will often use the
integrals of such expressions in calculations, and these calculations become more concise as a result.
Oscillators turn out to have a pronounced tendency to mode-lock, in the sense that although
the rationals, and indeed the set of numbers of the form q1ω1 + q2ω2, have measure zero on the
reals, the regions in parameter space associated with these values of the winding number together
have positive measure—and indeed it would appear that with certain exceptions, each has positive
measure. In the literature of this field, these statements have been made very precise for the
standard discrete-time analogues of oscillator flows, and it is to these that we now turn.
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Chapter 2
Discrete-time Analogues to Driven
Oscillators
2.1 Maps in place of flows
Insight into the structure of a trajectory on an n-dimensional manifold may sometimes be gained by
considering its intersection with an (n− 1)-dimensional submanifold. (More strictly, we generally
consider the sequence of points where the trajectory crosses the submanifold in a certain direction.)
This is called the trajectory’s Poincare´ section.
If the n-dimensional manifold is the state space of a flow, then each trajectory is entirely
determined by the initial values of the state variables. It follows that if
x0,x1,x2, . . .
is a sequence obtained from a flow trajectory using a Poincare´ section, then each xi is uniquely
determined by xi−1.
The flow on the original manifold thus induces a map on the submanifold. It is this observation
that motivates the study of maps within dynamical systems theory: by considering families of
maps, we can often gain insights into related families of ordinary differential equations in spaces
of higher dimension. Since maps are in general more computationally tractable than flows, and
since our intuition tends to be more reliable in spaces of lower dimension, this approach can offer
a number of advantages. The principle is illustrated in Figure 2.1, in which a flow in R3 can be
seen to induce a map on R2, obtained by sampling trajectories as they cross the plane x = 0 in a
positive direction.
In the case of the family of flows currently under consideration, for which the time dimension
may be considered to “wrap round” every 2π units of time, there is a “natural” Poincare´ section
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Figure 2.1: The Poincare´ section: a flow in R3 induces a map on R2
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Figure 2.2: The natural Poincare´ section for a time-periodic system: a flow on a 3D manifold with
“wrapping round” in the time dimension induces a map on R2
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that corresponds to sampling the flow once every cycle of the driving (or, in the case of quasiperiodic
driving, once every cycle of one of its periodic components). This is described in more detail in the
subsequent sections of this chapter. The principle is illustrated in Figure 2.2.
2.2 A rescaling of the equation of motion
Consider again the equation of motion for the damped, driven nonlinear oscillator, (1.5):
d2φ
dt2
+ α
dφ
dt
+ β sin kφ = F (t), α, β, k > 0.
Let us focus on the case where the driving is periodic, so that
F (t) = A+B sinωt. (2.1)
The rescaling
τ = ωt, θ = kφ (2.2)
gives us, after a little rearrangement,
dθ
dτ
=
k
αω
(A+B sin τ)− kβ
αω
(
ω2
kβ
d2θ
dτ2
+ sin θ
)
. (2.3)
If we now set
A′ =
kA
αω
, B′ =
kB
αω
,  =
kβ
αω
, p =
ω2
kβ
(2.4)
we obtain the following alternative parametrisation of the equation of motion:
dθ
dτ
= A′ +B′ sin τ − 
(
p
d2θ
dτ2
+ sin θ
)
. (2.5)
For convenience, we use A, B and t in place of A′, B′ and τ , giving
dθ
dt
= A+B sin t− 
(
p
d2θ
dt2
+ sin θ
)
. (2.6)
For the purposes of the discrete-time analogue, we make the assumption that the parameter p
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is very small, and may be neglected. This is equivalent to assuming that ω2 << kb. Conceived in
terms of the simple pendulum, this means that the driving cycle, 2π/ω, is extremely long compared
to 2π/
√
kb, which is the natural period of the oscillator for small oscillations in the absence of
damping (and provides a natural unit of time for the oscillator).
Note also that we have represented the quantity
kβ
αω
by the symbol . It will be necessary to assume, as we will see, that  is small. As a consequence,
if we assume that ω is also small, then α must be very large; that is, the damping must be very
strong.
The statement p = 0, then, corresponds to the statement that the system is strongly damped
and slowly driven. In physical terms, we can say that the combination of strong damping and slow
driving allows us to neglect the effect of inertia.
Note, however, that if we make the assumption p = 0, the differential equation becomes first-
order, reducing the dimension of the state space of the system. The literature of this field, in-
cluding the papers here cited, routinely claims or assumes that the discrete systems reported on
are analogous to damped oscillators. But this claim rests on the assumption that we can gain an
understanding of systems for which p is close to zero by examining systems for which p is equal to
zero: that the former will in important respects resemble the latter.
Now, as a general claim about differential equations, this is false: there are a number of examples
of differential equation problems in which the effect of letting a parameter approach zero is different
from the effect of setting it equal to zero; these singular perturbation problems have been extensively
studied (see for example Holmes, 1995 [29]). So the claim that underlies the work on discrete
analogues amounts to an assertion either that such problems do not arise in the case of this system
or that they may arise, but not in a way that is relevant to the study of mode-locking or strange
nonchaotic attractors.
Similar issues will arise in the present work when we perform perturbation calculations in the
continuous-time case; these involve considering small values of the parameter . We therefore treat
this problem more extensively at that point: see 3.3 below; for the moment, we leave this as a
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Figure 2.3: Gradient diagram and plot of the stroboscopic map for the slow-driven strongly damped
nonlinear oscillator
parenthetical comment.
Subject to the assumption p = 0, we have the first-order system
dθ
dt
= A+B sin t−  sin θ. (2.7)
Note that dθ/dt is periodic in both θ and t, meaning that this flow may be consdiered to be defined
on the torus.
2.3 The stroboscopic map
Figure 2.3a shows a gradient plot of this flow, for parameter values A = 0.2, B = 0.3,  = 0.1,
together with a sample orbit. It will readily be seen that for fixed values of the parameters A, B
and , the quantity θ1, the value of θ after one cycle (i.e. θ(2π)) depends only on θ0, the initial
value of θ. Similarly, θn+1 depends, in general, only on θn (and not, for example, on the value of
n).
We may say that
θn+1 = h(θn), (2.8)
where h is a scalar map of the circle [0, 2π).
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Because an orbit of h corresponds to sampling an orbit of the flow (2.7) once every cycle of the
driving, h is known as the stroboscopic map for the flow. It corresponds to the flow’s natural
Poincare´ section.
Figure 2.3b shows a plot of h(θ0) against θ0 for the parameter values A = 0.2, B = 0.3,  = 0.1,
(dots) together with a plot of the identity map ι(θ0) = θ0 (unbroken line).
2.3.1 Character of the stroboscopic map
The stroboscopic map maps [0, 2π) on to itself. The map is clearly also invertible, since the
its inverse is simply the stroboscopic map associated with the time-reversed flow on the 2-torus;
it is therefore bijective. Moreover, both h and its inverse are continuous, and h is therefore a
homeomorphism.
Finally, h is also what we term an orientation-preserving homeomorphism; that is, the image
of an anticlockwise sequence is an anticlockwise sequence. This is a consequence of the fact that
orbits of the flow may not cross one another, and therefore that their cyclic order is invariant
throughout the flow.
(Note that we may only safely assume that orbits do not cross if the flow is genuinely confined
to the 2-torus: that is, if the parameter p is genuinely equal to zero. If the true state space of
the flow also contains a θ˙ dimension, and we are merely projecting on to the 2-torus, then this
assumption is no longer entirely safe. Of course, in those circumstances, any map induced by a
Poincare´ section, and in particular the stroboscopic map, would be in any case be a 2-map. This
state of affairs is examined in more detail in subsection 4.3.2 below, and a discrete-time analogue
for the flow under these conditions is proposed in section 4.4.)
2.4 Theoretical background
2.4.1 The lift of a flow
In subsection 1.3.3, the notion was introduced of the lift, on R2, of an orbit on the cylinder. If we
make the simplifying assumptions of section 2.2, so that the equation of motion becomes first-order
(equation (2.7)), then it becomes possible to extend this definition from a single orbit to the entire
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flow, as follows.
A first-order flow may be specified either by its equation of motion (that is, by the dependence
of θ˙ on θ and t), or by the complete collection of its orbits (that is, by the dependence of θ(t) on
its value at some particular point).
Starting from the equation of motion, the lift is obtained simply by extending the right-hand-
side in the natural way to general values of θ and t. Equivalently, we may define the lift in terms
of the collection of orbits, in which case the lift of the collection of the orbits is, in effect, the
collection of the lifts of the orbits.
More formally, let
λθ(t)
be an orbit through the point (0, θ) on the 2-torus, and let
ΛΘ(t)
be an orbit through the point (0,Θ) on the plane. Let the flow λ be defined by
λ = {λθ, 0 ≤ θ < 2π}, (2.9)
and let the flow Λ be given by
Λ = {ΛΘ, Θ ∈ R}, (2.10)
Definition 2.1 The flow Λ on R2 is said to be a lift of the flow λ on the 2-torus if
Λθ+2nπ(t) ≡ λθ(t), mod 2π, (2.11)
for 0 ≤ t <∞ and integer n.
Figure 2.4 illustrates these ideas. Figure 2.4a shows a gradient field representing a flow on the
2-torus, together with two cycles of a sample orbit. Figure 2.4b shows, first, this gradient field
extended in the natural way to general t and θ and, secondly, two alternative lifts of the sample
orbit. It will readily be seen that in the sense here defined, the lift of a flow is unique (although
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Figure 2.4: The lift of a flow
lifts of individual orbits are not).
2.4.2 The lift of a map
The notion of the lift of an entire flow, as opposed to a single orbit, may be extended to maps in
an entirely natural way, though at some cost in uniqueness.
Definition 2.2 If h is a continuous map of the circle and if H is a continuous map of the real
line, then H is said to be a lift of h if and only if
H(θ + 2nπ) ≡ h(θ) mod 2π, (2.12)
for all θ ∈ [0, 2π) and integer n.
This is illustrated in Figure 2.5. Figure 2.5a shows the stroboscopic map from Figure 2.3a; Figure
2.5b shows two lifts of this map (the upper and lower dotted lines).
Note that the lift of a map is not unique; indeed, in general, if H is a lift of h then so is Hˉ,
where
Hˉ(θ) = H(θ) + 2nπ, n ∈ Z.
How may we reconcile the uniqueness of lifts of flows on the 2-torus with the non-uniqueness of lifts
of circle maps? Since we may associate a circle map with each flow on the 2-torus by “strobing”,
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Figure 2.5: The lift of a map
we might naively suppose that there is some inconsistency here.
The answer is simply that the relationship between a flow on the 2-torus and its stroboscopic
map is not invertible: two quite different flows may give rise to the same map. For example,
consider the flows
θ˙a = 0.2 + 0.3 sin t− 0.1 sin θa (2.13)
and
θ˙b = 1.2 + 0.3 sin t− 0.1 sin(θb − t). (2.14)
Now, consider the orbits of these two flows on the plane, through the point (0, θ0). It easy to show
that for all t ≥ 0,
θb(t) = θa(t) + t, (2.15)
and therefore that
θb(2π) = θa(2π) + 2π (2.16)
and hence that
θb(2π) ≡ θa(2π) mod 2π. (2.17)
On the 2-torus, then, θb(2π) and θa(2π) are equivalent, and therefore these flows, though quite
distinct, induce the same stroboscopic map on the circle.
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Figure 2.6: Non-invertibility of strobing
A treatment similar in its essentials to the above is applied to skew product maps in Herman,
1983 [27].
This is illustrated in Figure 2.6.
To summarise: the two flows have unique, distinct lifts, but are associated with the same
stroboscopic map. Consistency is preserved precisely because the lift of this map is unique only up
to equivalence modulo 2π.
2.4.3 Mode-locking
The notion of winding number may be extended in a natural way to maps of the circle.
Definition 2.3 For a given map h of the circle [0, 2π), let H be a lift of h. Then the winding
number of the point θ under H is given by
ρ(θ,H) = lim
n→∞
Hn(θ)− θ
2πn
. (2.18)
Winding numbers in circle maps are well understood, and a number of results are known about
them (see for example Rasband, 1990 [52] or Ott, 1993 [48]). It is known, for example, that this
limit always exists, and is independent of θ. It is also known that H has a fixed point if and only
if ρ(H) = 0.
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Figure 2.7: Staircase diagram for a circle map h1 with nonzero winding number
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Figure 2.8: For h1, behaviour of θn and ρn as n increases
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Figure 2.9: Staircase diagram for a circle map h2 with winding number zero
These ideas are illustrated in Figures 2.7 and 2.8. Figure 2.7 shows a staircase diagram for a
lift of certain circle map h1, known to have nonzero winding number. Figure 2.8a shows a plot of
the sequence
θ0, θ1, . . . θ40,
where θn = h1
n(θ0). From this figure, it can be seen that the orbit winds round the circle approx-
imately twice every forty iterations, suggesting that the winding number is about 0.05. In fact, it
is known to be approximately 0.0480; Figure 2.8b shows the behaviour of
ρn =
H1
n(θ)− θ
2πn
as n increases.
Figures 2.9 and 2.10 are the corresponding set of diagrams for the related circle map h2, which
is known to have winding number zero.
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Figure 2.10: For h2, behaviour of θn and ρn as n increases
Recall that the lift of a map is defined only up to reduction modulo 2π. That is to say, if Ha
and Hb are lifts of a circle map and if
Hb(θ) = Ha(θ) + 2π, (2.19)
then they are lifts of the same circle map. But note the following lemmas.
Lemma 2.1 If H is the lift of an orientation-preserving homeomorphism h of the circle [0, 2π),
then for all θ ∈ R,
H(θ + 2π) = H(θ) + 2π. (2.20)
Proof 2.1 Clearly
H(θ + 2π) = H(θ) + 2πn, (2.21)
for some n ∈ Z (this is an immediate corollary of the definition of a lift). Now, we consider four
cases: n < 0, n = 0, n > 1 and n = 1.
If n < 0 then H(θ + 2π) < H(θ), and H is not an increasing function, meaning that h is not
orientation-preserving.
If n = 0 then H is not monotonic, and again h cannot be orientation-preserving.
Suppose n > 1, and define
Δ(α) = H(θ + α)−H(θ). (2.22)
Clearly Δ(0) = 0, and by hypothesis, Δ(2π) > 2π. It follows from continuity of H that there exists
some θ′ in (0, 2π) for which Δ(θ′) = 2π. But then h(θ′) = h(0), and h is not a one-to-one map of
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the circle.
By elimination, it follows that n = 1, proving the result.
Lemma 2.2 For Ha and Hb as defined above, for all values of n,
Hb
n(θ)− θ
2πn
=
Ha
n(θ)− θ
2πn
+ 1. (2.23)
Proof 2.2 By induction on n. First, note that
Hb(θ)− θ
2π
=
Ha(θ) + 2π − θ
2π
=
Ha(θ)− θ
2π
+ 1.
Secondly, let us assume that
Hb
k(θ)− θ
2πk
=
Ha
k(θ)− θ
2πk
+ 1. (2.24)
It follows that
Hb
k(θ) = Ha
k(θ) + 2πk. (2.25)
Now,
Hb
k+1(θ) = Hb(Ha
k(θ) + 2πk)
= Ha(Ha
k(θ) + 2πk) + 2π.
By Lemma 2.1, this is equal to Ha(Ha
k(θ)) + 2π(k + 1), whence result.
It follows that the winding number of a circle map is unique only up to reduction modulo 1.
One corollary of this is that h has a fixed point if and only if there exists a lift H of h for which
ρ(H) is either 0 or any other integer. Moreover, since the composite of orientation-preserving
homeomorphisms of the circle is an orientation-preserving homeomorphism of the circle, we can
apply the same reasoning to hn, and deduce that h has a periodic point of period n if and only if
ρ(H) = m/n ∈ Q for some lift H of h.
Definition 2.4 We may extend the notion of mode-locking to circle maps in a natural way. An
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orbit of the circle map h is said to be mode-locked if its winding number is rational.
2.4.4 The form θ → θ + α +Hosc(θ)
The following series of lemmas will be useful both now and when we turn to the question of
“pinching” in Chapter 7 below.
Lemma 2.3 Let h be an orientation-preserving homeomorphism of the circle [0, 2π). Then h can
be expressed in the form
h : θ → θ + α+ hosc(θ) (reduced 2π), (2.26)
where −π < α ≤ π and
1. hosc is continuous;
2. hosc is periodic with period 2π;
3. maxhosc = −minhosc (= β ≥ 0, say).
Proof 2.3 Let H be any lift of h, and consider G(θ) = H(θ)− θ. Now, G(θ) is continuous. Also,
G(θ) is periodic with period 2π, since
G(θ + 2π) = H(θ + 2π)− (θ + 2π)
= H(θ) + 2π − θ − 2π since H is orientation-preserving
= H(θ)− θ
= G(θ).
Let maxG = S and minG = s, and set α = (S + s)/2. If we set Hosc(θ) = G(θ)− α then
maxHosc = −minHosc = S − s
2
,
and H(θ) = θ + α+Hosc(θ). Thus,
h(θ) = θ + α+Hosc(θ) (reduced mod 2π).
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We can set hosc(θ) = Hosc(θ) (or indeed, hosc(θ) = Hosc(θ) + 2nπ for any integer n).
We can think of α and hosc as being, respectively, the winding and oscillatory parts of the
circle map. Note, however, that we have made no further symmetry assumptions concerning hosc;
in particular, it need not have mean zero. Note too that α and β as used here, and subsequently
in discussions of maps and their lifts, have nothing to do with the parameter values in our original
form (1.5) of the flow equation.
Lemma 2.4 Let H be a map of the real line of the form
H(θ) = θ + α+Hosc(θ),
where Hosc has the characteristics outlined above. Then H has a fixed point if and only if |α| ≤ β.
Proof 2.4 By definition, H has a fixed point if and only if there exists θ′ such that H(θ′) = θ′:
that is, such that α+Hosc(θ
′) = 0. This can occur if and only if minFosc ≤ α ≤ maxHosc.
Lemma 2.5 Let h be an orientation-preserving homeomorphism of the circle. Then h may be
expressed in the form
h : θ → θ + α+ hosc(θ), (2.27)
where −π < α ≤ π. Moreover, if β = (maxhosc −minhosc)/2, then h has winding number zero if
any only if |α| < β.
Proof 2.5 Let H+(θ) be the lift of h with the property that
H+(0) = h(0),
where of course 0 ≤ h(0) ≤ 2π, and let H−(θ) be the alternative lift (H+(θ)− 2π).
Now, the map h has winding number zero if any only if all its lifts have integer winding number.
But in turn, this is true if and only if either H+ or H− have winding number zero; that is, if and
only if one or other of H+ or H− has a fixed point.
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Now, let
S+ = max(H+(θ)− θ),
s+ = min(H+(θ)− θ),
and similarly S− and s− for H−. Note that
h(0) ≤ S+ ≤ h(0) + 2π,
and
h(0)− 2π ≤ s+ ≤ h(0)
Then define
α+ = (S+ + s+)/2,
α− = (S− + s−)/2.
Note that
h(0)− π ≤ α+ ≤ h(0) + π,
and that α− = α+ − 2π. It follows that one or other of α+ and α− must satisfy −π < α ≤ π. Let
α be this value, let H be the corresponding lift of h, and set
β = (S+ − s+)/2 = (S− − s−)/2.
Then we have, as desired, that H has a fixed point, and that h has winding number zero, if and
only if |α| ≤ β.
2.4.5 The Arnol’d sine map
It has been established, in the foregoing, that
• A strongly-damped, slow-driven nonlinear oscillator may be represented by a flow on the
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2-torus.
• By “strobing”, a natural Poincare´ section may be set up, associating each flow on the 2-torus
to an orientation-preserving homeomorphism of the circle.
• Every orientation-preserving homeomorphism of the circle may be expressed in the form
θ → θ + α+ hosc(θ), where hosc is periodic and where max hosc = −minhosc = β, say.
• A map of this form has winding number zero if and only if |α| ≤ β.
These four observations together motivate the study of what we can now see is the simplest family
of orientation-preserving homeomorphisms of the circle, namely the maps of the form
h : θ → θ + α+ β sin θ, (2.28)
where −π < α ≤ π. This family is known collectively as the Arnol’d sine map. The connection
between periodically driven nonlinear oscillators and this family of maps is explored in Jensen at al.,
1984 [31], in which a study of the latter is used to illuminate the issues of chaos and mode-locking
in the former.
2.4.6 Arnol’d tongues
The winding number of an Arnol’d sine map is dependent on the values of the parameters α and
β. Note that 0 ≤ β ≤ 1; we know this because any lift H of h must be monotonic increasing, which
is equivalent to the statement that the derivative
H ′(θ) = 1 + β cos θ
is everywhere non-negative.
Note also that if β = 0, and
h(θ) = θ + α,
then the winding number is, as is easily demonstrated, given by
ρα,0 = α/(2π). (2.29)
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Figure 2.11: Transit of the ρ = 1/2 region in parameter space; Arnol’d sine map
Now, the condition that h have winding number 0 (or, equivalently, any integer) is simply the
condition that h has a fixed point, which is true for β ≤ |α|, as described above. If h has winding
number m/n, for m,n ∈ Z, then hn has integral winding number, or (equivalently) a fixed point.
It follows, for example, that whenever h has winding number 1/2, the graph of h2(θ)− θ intersects
or touches the horizontal axis.
This is illustrated in Figure 2.11. Figure 2.11a shows the graph of h2(θ) − θ against θ for
the parameter values α = 3.16, β = 0.2. Figure 2.11b shows what happens if we increase the
value of α slightly, to 3.1316, while holding β constant at 0.2: the curve becomes tangent to the
horizontal axis, and we have a fixed point, corresponding to a winding number of 1/2 for h. The
point (3.1316, 0.2) can be thought of as lying on the boundary of a region in parameter space
corresponding to winding number 1/2.
For the same value of β, and for values of α slightly greater than 3.1316, we are in the interior
of this ρ = 1/2 region, and the graph of h2(θ) − θ intersects the horizontal axis. This is shown
in Figure 2.11c, where α = 3.14. Finally, Figure 2.11d shows the graph of h2(θ) − θ at the upper
boundary of the ρ = 1/2 region, for β = 0.2 and α = 3.1516.
Briefly: we may locate the lower boundary of the ρ = 1/2 region in parameter space by locating
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those points outside the ρ = 0 region for which max(h2(θ)−θ) = 0; the upper boundary corresponds
in the same way to min(h2(θ)− θ) = 0. Similar observations can be made concerning other values
of ρ such as 1/3 and 2/3, with the caveat that these together correspond to there existing a fixed
point for h3.
These observations suggest an algorithm for locating the boundaries of regions in the param-
eter space for the Arnol’d sine map corresponding to particular winding numbers. Here, it is
implemented in Mathematica, taking advantage of that application’s built-in FindMinimum and
FindMaximum functions.
Part of the code for the algorithm is attached as Appendix A (the part for locating the lower
boundary of a region; that for locating the upper boundary differs in the obvious ways). In outline:
• We fix a value of β and choose two initial values of α: one for which the maximum value of
hn(θ)− θ is negative and another slightly greater, for which it is positive.
• We then use interval bisection to locate the value of α that corresponds, for that value of β,
to max[hn(θ)− θ] = 0.
• We increment β by a small amount, and choose initial values of α slightly on either side of
the final value from the previous step.
The initial choice of α-values, for β just greater than zero, is of course centred on 2πρ, where
ρ is the winding number under investigation (this choice is suggested by (2.29) above).
Using this algorithm, it is possible to characterise, to good approximation, the regions in (β, α)-
space corresponding to various values of the winding number. Some of these Arnol’d tongues
are shown in Figure 2.12.
Note first the equivalence of the ρ = 0 and ρ = 1 regions modulo 2π, as expected. Note also
that for all values of β greater than zero, the values of α for which the winding number is rational
form a set with positive measure. This fact is what motivates the use of the term mode-locking:
the system has a tendency to “lock in” to a rational winding number.
Schilder and Peckham, 2006 ([58], summarised in [57]) have implemented a sophisticated class
of algorithms for computing Arnol’d tongues, based on viewing them as projections of surfaces
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Figure 2.13: Variation of winding number ρ with the parameter α: the Devil’s Staircase
in higher-order spaces and using continuation methods in these spaces. The application of these
algorithms to the present work would be an interesting area of further study: see final chapter.
2.4.7 The Devil’s Staircase
It is the structure of the Arnol’d tongues that helps explain the way in which the value of the
winding number ρ varies with α for fixed β. If we consider the Arnol’d sine map (2.28),
h : θ → θ + α+ β sin θ,
we could reason naively that since β sin θ can be expected to average to zero as θ varies, the winding
number ought to be equal to the average fraction of the circle traversed at each iteration of the
map, namely α/(2π). In fact this is not the case, though it is easy to prove, by induction on the
lift, the weaker result that for fixed β, ρ is (at least weakly) increasing in α.
The actual form of the dependence of the winding number on α reflects the existence of mode-
locking and the structure of the Arnol’d tongues. For fixed non-zero β, as α increases, ρ is weakly
monotonic, but there is a countably infinite set of “plateaux”, dense on both the α-interval and
the ρ-interval, and each of non-zero measure on the α-interval. One each of these plateaux, ρ is
constant and rational: one such plateau exists, in fact, for each rational value of ρ.
This effect is most clearly observed when the Arnol’d tongues are at their widest, which of
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course occurs when β takes its maximum value of 1; Figure 2.13 shows the dependence of ρ on
α in this case. This distinctive class of curve, weakly increasing but constant on each of a dense,
countably infinite set of values, is known as the Devil’s Staircase.
2.5 Biharmonic quasiperiodic driving: reduction to a skew
product
2.5.1 Biharmonic quasiperiodic driving: increasing the dimension of the state
space
The simplest form of quasiperiodic driving, known as biharmonic, consists of two sinusoids whose
frequencies stand in an irrational ratio to one another. The irrationality of the frequency ratio
ensures that the driving is not periodic, yet of course it can be arbitrarily closely approximated by
periodic regimes consisting of a fundamental sinusoid and a rational harmonic, and therefore has
much in common with periodic driving.
There was in the 1990s a flurry of interest in quasiperiodically driven oscillators, motivated, as
outlined in subsection 1.4.1 above, by the fact that such systems often manifest the phenomenon
of strange nonchaotic attractors. Moreover, the dynamical regimes associated with such attractors
have been found by Feudel et al., 1995 [17] to occur at or near the boundaries of regions of parameter
spaces associated with mode-locking.
If we subject a nonlinear oscillator of the type here under study to a biharmonic quasiperiodic
driving regime, a trivial rescaling of time can ensure that the angular frequency of one of the
sinusoidal components is 1. If we call the other ω, we have a flow with equation of motion
dθ
dt
= A+B sin t+ ωC sinωt− 
(
p
d2θ
dt2
+ sin θ
)
, (2.30)
or (if we make, as before, the assumption that the driving is slow compared to the oscillator’s
natural frequency for small oscillations, and that the system is strongly damped)
dθ
dt
= A+B sin t+ ωC sinωt−  sin θ. (2.31)
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The parameters  and (if not assumed to be zero) p are intrinsic to the oscillator; the parameters
A, B and C characterise the driving.
Let us focus on the case p = 0. It was remarked above in subsection 1.3.2 that in the case
of periodic driving, we could naturally identify t = 0 with t = 2π, causing the t-dimension to
“wrap round” and making the state space toroidal. It was also remarked that it is less obvious
how this might be done with quasiperiodic driving, but that an approach existed that allowed this
identification to be made.
That approach is as follows. We introduce a third variable, φ, which we set equal to ωt. We
then have the system
dθ
dt
= A+B sin t+ ωC sinφ−  sin θ, (2.32)
dφ
dt
= ω. (2.33)
The natural state space for this non-homogeneous second-order system is the 3-torus (t, θ, φ), and
the subspace (t, θ), on which we may wish to project orbits, is the 2-torus.
This type of structure, in which one dimension of the flow depends on the other but not vice
versa, is called a skew product flow. More precisely, following Chossat and Lauterbach, 2000
[13], we may define a skew product flow as follows.
Consider two spaces V and W , and suppose there exists
• a flow χ(t, w) on W , where t ∈ R and w ∈W ;
• a parametrized family of flows ζ(t, v, λ) on V , where t ∈ R, v ∈ V and λ ∈W .
Then the skew product of these flows is the flow Ψ(t, v, w) on V ×W with the property that
Ψ(t, v, w) = (ζ(t, v, χ(t, w)), χ(t, w)). (2.34)
In the case under study, the two components of the skew product are the flows induced by,
respectively, the differential equations
dθ
dt
= A+B sin t+ ωC sin[φ(t)]−  sin θ, and
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dφ
dt
= ω.
If we do not assume slow driving and very strong damping, and set p to a value other than
zero, the state space also has a θ˙-dimension, and is the Cartesian product of the 3-torus with the
real line.
2.5.2 Reduction to a skew product map
The flow represented by equations 2.32 and 2.33 can be “strobed” in a similar way to that repre-
senting the periodically driven oscillator. The difference is that the value of θ at time t = 2(n+1)π
depends not only on its value at time t = 2nπ but also on the value of φ at that time. The
stroboscopic map, then, is a 2-map, with the following structure:
θ → h1(θ, φ) mod 2π, (2.35)
φ → φ+ 2πω mod2π. (2.36)
This is known as a skew product map over the irrational winding φ→ 2πω. In general, given
• manifolds X and Y ;
• an autodiffeomorphism R on X;
• a family of autodiffeomorphisms Sλ on Y ;
a skew product map is an autodiffeomorphism T on X × Y such that
T (x, y) = (R(x), Sx(y)). (2.37)
(See, for example, Herman, 1983 [27], p. 485.)
In the case under study, the skew product map maps the 2-torus on to itself. As with the
periodically driven case, it is instructive to focus on lifts of this map, defined on R2, which of
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course have the structure
θ → h(θ, φ) (2.38)
φ → φ+ 2πω. (2.39)
2.5.3 Lifts and the winding number
The lift of a map of the 2-torus may be defined in an exactly analogous way to that of a map of
the circle.
Definition 2.5 If h is a continuous map of the 2-torus and if H is a continuous map of R2, then
H is said to be a lift of h if and only if
H(θ + 2mπ, φ+ 2nπ) ≡ h(θ, φ) (mod 2π), (2.40)
for all (θ, φ) on the 2-torus and integers m,n.
Lemma 2.6 Let h be defined as in (2.38) above: that is, let f(θ, φ) be the stroboscopic map asso-
ciated with the biharmonic-quasiperiodically driven nonlinear oscillator, let F be a lift of f and let
h be the first component of F. Then h is periodic in φ with period 2π, and also
h(θ + 2π, φ) = h(θ, φ) + 2π. (2.41)
Proof 2.6 To prove that h is periodic in φ, consider the orbits (t, θ1(t), φ1(t)) and (t, θ2(t), φ2(t))
of the flow (2.32, 2.33) through the points (0, θ′, φ′) and (0, θ′, φ′ + 2π) respectively. It is clear that
θ1(0) = θ2(0), and that θ˙1 = θ˙2 throughout the flow; hence θ1(t) = θ2(t) for all t, and in particular
θ1(2π) = θ2(2π).
Similarly, to show that h(θ + 2π, φ) = h(θ, φ) + 2π, consider the orbits (t, θ1(t), φ1(t)) and
(t, θ3(t), φ3(t)) through, respectively, (0, θ
′, φ′) and (0, θ′+2π, φ′). We have that θ1(0) + 2π = θ3(0)
and that that θ˙1 = θ˙3 throughout the flow; hence θ1(2π) + 2π = θ3(2π).
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Figure 2.14: Dependence of θ1 − θ0 upon θ0 and φ0 for the biharmonic quasiperiodically driven
nonlinear oscillator (left figure), and comparison with the sum of sinusoidal functions of θ and φ
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Figure 2.15: Dependence of θ1 − θ0 upon θ0 and φ0 for the biharmonic quasiperiodically driven
nonlinear oscillator: slices through the surface. The dots represent the actual dependence, and the
unbroken lines represent the proposed model
2.5.4 A model
Analogously to the periodically driven case, we may represent the stroboscopic map by a skew
product of the form
θ → θ + hosc(θ, φ) mod 2π, (2.42)
φ → φ+ 2πω, mod2π. (2.43)
where hosc is periodic in both θ and φ.
Since hosc is a function of two variables, it is more difficult that it was in the analogous case for
periodic driving to characterise hosc(θ, φ) symmetrically in terms of its minimum and maximum.
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However, for many values of the driving parameters, hosc(θ, φ) may be approximated quite well by
the sum of a constant, a sinusoidal function of θ and a sinusoidal function of φ.
Figure 2.14 illustrates this. Figure 2.14a shows a plot of calculated values of hosc(θ, φ) for θ
and φ running between 0 and 2π, for the parameter values A = 0.3, B = C = 0.2,  = 0.1. Figure
2.14b shows a surface plot of the function
1.838 + 0.511 sin(θ + 4.280) + 0.370 sin(φ+ 1.947),
which is the least-squares best-fit function of the form
α+ β sin(θ + λ) + γ sin(φ+ μ).
(Best-fit calculated in Mathematica using the nonlinear Levenberg-Marquardt algorithm.)
Figures 2.15a and 2.15b show slices through the data plot, and the surface plot of the sum-of-
sinusoids model, for fixed values of, respectively, φ0 and θ0. From the former in particular, it can
be seen that the “sum of sinusoids” approximation is not perfect; nonetheless, this approximation
motivates the study of the family of skew product circle maps
θ → θ + α+ β sin θ + γ sinφ mod2π, (2.44)
φ → φ+ 2πω mod2π. (2.45)
A lift of the skew product circle map (2.44, 2.45) will take the form
Θ → Θ+ α′ + β sinΘ + γ sinΦ, (2.46)
Φ → Φ+ 2πω′, (2.47)
where α′ ≡ α modulo 2π and ω′ ≡ ω (modulo 1).
The skew product circle map (2.44, 2.45) winds around both the θ-dimension and the φ-
dimension. If {(Θn,Φn)} is an orbit of a lift of the map, then the winding numbers in the θ
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and φ dimensions are defined to be, respectively,
ρθ = lim
n→∞
Θn −Θ0
2πn
, (2.48)
and
ρφ = lim
n→∞
Φn − Φ0
2πn
. (2.49)
However, ρφ is, trivially, equal to ω (or, more strictly, equivalent to ω modulo 1) for all values of the
parameters, and it is on the winding number in the θ-dimension that we therefore focus attention;
this we shall simply call ρ. Herman, 1983 [27] has shown for skew product maps in general, and
Feudel et al., 1995 [17] have shown, using elementary methods, for maps of this type, that as long
as ω is irrational, ρ exists and is independent of initial conditions.
Herman’s approach, which is very general, is to posit a skew product
F : X × T1 → X × T1, (2.50)
where X is compact and metrisable. He then defines the rotation number in a more general form
than we have here, as a lim sup, which is sufficient to establish its existence for all initial conditions.
With these preliminaries, he first shows, using elementary analysis, that for fixed x ∈ X, the
“lim sup” version of the rotation number is independent of the initial value of θ, and moreover
that should the rotation number exist as a limit for any initial value of θ, it exists for all, and is
independent of this initial value.
He then goes on to show, using standard results in ergodic theory, that provided the map R
of the first fibre is uniquely ergodic, the limit exists for all initial values of both x and θ and is
independent of both.
The relevance of this result for the work here presented is that a rotation of the circle is uniquely
ergodic if and only if it is minimal: that is, if and only if the rotation angle is an irrational multiple
ω of 2π. Since this assumption underlies all our work on quasiperiodically driven systems, this
result of Herman applies to them all.
Feudel et al. approach the problem via rational approximations to the second driving frequency
ω. For finite values of the denominator N of the rational approximation, the rotation number can
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depend on the initial conditions: orbits may differ in their rotation number by ±1/N . However,as
this denominator tends to infinity in the limit as ω is approached, the differing rotation numbers
coalesce.
2.5.5 Mode-locking
Since ω is irrational, no projection of any orbit on to the φ-dimension may be periodic. It follows
that no orbit may itself be periodic, or eventually periodic, or asympotically periodic, and in
particular that there are no fixed points.
Less obviously, we may make similar observations about the projection of the map (2.44, 2.45)
on to the θ-dimension: this projection also lacks fixed points and periodic orbits.
Lemma 2.7 Let {θn, φn} be an orbit of the map (2.44, 2.45) for irrational ω, and suppose that
θn = θ0. Then θn+1 6= θ1.
Proof 2.7 Note that
θ1 = θ0 + α+ β sin θ0 + γ sinφ0, and
θn+1 = θn + α+ β sin θn + γ sin(φ0 + 2nπω)
= θ0 + α+ β sin θ0 + γ sin(φ0 + 2nπω).
If we assume that θn+1 = θ1, it therefore follows that
sin(φ0 + 2nπω) = sinφ0,
which contradicts the assumption that ω is irrational.
Despite the absence of periodic orbits, however, we may draw a distinction between two types of
dynamical behaviour that is almost directly analogous to the one we drew in the case of circle
maps. Recall that the parametrized family of maps (2.44, 2.45) represents a time-discretized model
of a nonlinear oscillator driven by two sinusoids with angular frequencies 1 and ω.
Definition 2.6 We therefore say that the dynamics of (2.44, 2.45) is mode-locked if the winding
number ρ is rationally related to the driving frequencies: that is, if ρ = q1 + q2ω, where q1, q2 ∈ Q.
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Figure 2.16: Breakup of invariant curves at the boundary of the ρ = 0 region: case β = 0.3
In the case of circle maps, we were able to identify mode-locked dynamics with asymptotic period-
icity of orbits; Lemma 2.7 shows that this is not possible with skew product circle maps. Instead,
numerical experiments carried out by Glendinning et al., 2000 [22] suggest that mode-locked dy-
namics with ρ = 0 corresponds to the existence of attracting invariant curves in (φ, θ)-space,
with each value of φ being associated, in the limit, with a unique value of θ.
Figure 2.16 illustrates this. Inside the ρ = 0 region of parameter space, an invariant curve is
well defined, and this is shown in Figure 2.16a. As the value of the parameter α is increased, and
we cross the boundary of this region and enter deeper into its exterior, intermittency sets in and
the invariant curve breaks down; this is shown in Figures 2.16b-d.
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Figure 2.17: Dependence of the winding number on the parameter α for the skew product circle
map, showing the sharpness of the boundary of the ρ = 0 and ρ = ω regions
An analogue of these figures, obtained directly from consideration of the biharmonic quasiperi-
odically driven nonlinear oscillator, appears below as Figure 5.1.
Glendinning, 1998 [20] has characterised this breakdown as the collision between the attracting
invariant curve and an unstable counterpart in a saddlenode bifurcation. For small values of the
parameter β, this collision is uniform; for larger values, a much more complicated bifurcation seems
to occur, in which at some points the two invariant curves collide but at others they are bounded
apart, creating highly complicated bifurcation behaviour.
Invariant curves are more complicated objects than fixed points, and this makes analytical ap-
proaches, perturbation methods and numerical investigations all harder to design and apply, but it
does not imply that phenomenon of mode-locking is absent; on the contrary, its presence has, over
the last few years, become well-attested. Glendinning et al., 2000 [22] have investigated the phe-
nomenon numerically, and have also obtained results based on first- and second-order perturbation
studies. We follow their treatment here.
2.5.6 Regions in parameter space: numerical investigation
It is relatively straightforward to test a one-dimensional circle map for mode-locking: one need
simply investigate the existence of fixed or periodic points for the map. In the case of skew product
circle maps, Lemma 2.7 implies that no analogous approach exists. An alternative that suggests
itself, but that may strike one as crude, is simply to calculate a truncation estimate of the winding
number and compare to the value of interest. It turns out that at least for certain values of ρ,
this approach is often perfectly serviceable. Figure 2.17 shows, for fixed values β = γ = 0.3, the
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Figure 2.18: Boundary of the ρ = 0 region in (γ, α)-space for fixed β (0.3 and 0.8): results of
interval bisection
dependence of ρ upon α, where ρ is estimated using the 5000th truncation
ρ5000 =
Θ5000 −Θ0
10000π
. (2.51)
Figure 2.17a shows the region around α = 0, ρ = 0, and Figure 2.17b that around α = 2πω, ρ = ω,
where ω has been given the value (
√
5− 1)/2. In each case, the sharpness of the boundary between
the mode-locked region and its exterior may be observed.
This gives us the basis of a simple numerical test for membership of the mode-locked region
corresponding to ρ = 0, which can be used as the basis of an interval bisection algorithm aimed at
locating this region’s boundary in parameter space. Figure 2.18 shows, again for ω = (
√
5− 1)/2,
the results of applying such an algorithm to the location of the boundary in (γ, α)-space for fixed
β: Figure 2.18a shows the result for β = 0.3, and Figure 2.18b that for β = 0.8. These figures
we created using an original implementation, in Mathematica, of the algorithm of Glendinning et
al; code for this implementation is attached as Appendix B. Figure 2.19 shows the corresponding
results for the region corresponding to ρ = ω, calculated using a similar algorithm.
2.5.7 Regions in parameter space: first-order perturbation
Glendinning et al., 2000 [22] have carried out a first-order perturbation calculation aimed at find-
ing, in symbolic form, an approximation to the “ρ = 0” region (and others) in parameter space;
Glendinning and Wiersig, 1999 [23] have extended this calculation to second order. We here present
a version of the argument from each paper, slightly amended in each case. The amendments have
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Figure 2.19: Boundary of the ρ = 1 region in (γ, α)-space for fixed β (0.3 and 0.8): results of
interval bisection
been made:
• in order to make the two papers more mutually consistent, and create a natural argumentative
flow between them;
• so that some additional observations can be made that resonate with some of the work that
is presented in later chapters.
For the purpose of the approximation, it is assumed that the parameters α and β are small and
γ of order 1 compared to β, and we set
α = α1 + 
2α2 + . . . ,
β = β1 + 
2β2 + . . . ,
γ = γ0 + γ1 + 
2γ2 + . . . ,
with 0 <  << 1. We may identify mode-locking with the existence of an attracting periodic
invariant curve
θ = G(φ), G(φ+ 2π) = G(φ). (2.52)
We expand G in an asymptotic series in , setting
G(φ) = G0(φ) + G1(φ) + 
2G2(φ) + . . . , (2.53)
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where each of the Gi is periodic in φ. We treat this as an Ansatz; substituting into the skew
product map equations and separately equating coefficients of 0, 1 and 2, we obtain
G0(φ+ 2πω) = G0(φ) + γ0 sinφ, (2.54)
G1(φ+ 2πω) = G1(φ) + α1 + β1 sinG0(φ) + γ1 sinφ, (2.55)
G2(φ+ 2πω) = G2(φ) + α2 + β2 sinG0(φ) + β1G1(φ) cosG0(φ) + γ2 sinφ. (2.56)
We solve (2.54) by reflecting that G is periodic, and posing
G(φ) = g + (a1 cosφ+ a2 cos 2φ) + (b1 sinφ+ b2 sin 2φ), (2.57)
where
g = g0 + g1 + 
2g2 + . . . ,
ai = ai0 + ai1 + 
2ai2 + . . . , i ≥ 1,
bi = bi0 + bi1 + 
2bi2 + . . . , i ≥ 1.
Substituting into (2.54), expanding and equating coefficients, we obtain
a10 cos 2πω + b10 sin 2πω = a10, (2.58)
−a10 sin 2πω + b10 cos 2πω = b10 + γ0. (2.59)
The constant g0 is arbitrary, and ai0 = bi0 = 0 for i ≥ 2, and we deduce that
G0(φ) = g0 − γ0
2
cos(φ− πω) cosecπω. (2.60)
It turns out that in order to make use of standard integrals, this is better expressed as
G0(φ) = g0 − γ0
2
sin(φ− π[ω − 1/2]) cosecπω. (2.61)
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Substituting into (2.55), we obtain
G1(φ+ 2πω) = G1(φ) + α1 + β1 sin[g0 − γ0 cosecπω
2
sin(φ− π[ω − 1/2])] (2.62)
+γ1 sinφ
= G1(φ) + α1 + β1 (sin g0 cos f0(φ)− cos g0 sin f0(φ)) + γ1 sinφ, (2.63)
where
f0(φ) =
γ0 cosecπω
2
sin(φ− π[ω − 1/2]).
Now clearly ∫ 2π
0
G0(φ+ 2πω) dφ =
∫ 2π
0
G0(φ) dφ,
and therefore ∫ 2π
0
[α1 + β1 (sin g0 cos f0(φ)− cos g0 sin f0(φ))] dφ = 0. (2.64)
Simple symmetry arguments, however, are enough to show that
∫ 2π
0
sin f0(φ) dφ =
∫ 2π
0
sin[
γ0 cosecπω
2
sin(φ− π[ω − 1/2])] dφ
=
∫ 2π
0
sin[
γ0 cosecπω
2
sinφ] dφ
= 0,
and we therefore have that
∫ 2π
0
[α1 + β1 sin g0 cos f0(φ)] dφ = 0. (2.65)
Now, using a standard result of Abramowitz and Stegun, 1972 [1],
∫ 2π
0
cos f0(φ) dφ =
∫ 2π
0
cos[
γ0 cosecπω
2
sin(φ− π[ω − 1/2])] dφ
=
∫ 2π
0
cos[
γ0 cosecπω
2
sinφ] dφ
= 2π J0
(γ0 cosecπω
2
)
,
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Figure 2.20: Boundary of the ρ = 0 region in (γ, α)-space for fixed β (0.3 and 0.8): comparison of
numerical and perturbation results
where J0 is the zeroth Bessel function of the first kind. From (2.65), then, we have that
2πα1 + 2πβ1(sin g0)J0
(γ0 cosecπω
2
)
= 0, (2.66)
or, equivalently to this order,
2πα+ 2πβ(sin g)J0
(γ cosecπω
2
)
= 0. (2.67)
Now, the condition that an invariant curve exist is, to this order in , simply the condition that
2.67 have a real solution in g. This reduces to the condition that
|α| ≤
∣∣∣β J0 (γ cosecπω
2
)∣∣∣ . (2.68)
Note that in the interior of the ρ = 0 region, (2.67) has two real solutions in g; these correspond
to the stable and the unstable invariant curves. At the boundary of the region we should expect
to find a saddlenode bifurcation.
Figure 2.20 shows a comparison between this perturbation result and the numerical results from
the last section, for β = 0.3 and β = 0.8. At first view, it looks as if this first-order perturbation
result performs very well for β = 0.3; however, if we magnify the region close to where the region
appears to “pinch off”, and where (according to the Bessel function approximation, it ought to
“pinch off”), we see clearly that according to our interval bisection results, it does not “pinch off”
at all (this is shown in Figure 2.21). Now, for this magnified section, a more accurate truncation
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Figure 2.21: Fine structure of the boundary of the ρ = 0 region close to a zero of the Bessel function
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Figure 2.22: Plot of 5 millionth truncation estimate of ρ against α at a zero of the Bessel function,
showing sharpness of the boundary of the ρ = 0 region
estimate has been used for ρ: the 50000th instead of the 5000th; it follows that we should not
lightly dismiss this deviation between the numerical data and the prediction from the first order
perturbation calculation. Figure 2.22, for which the 5 millionth truncation estimate has been used,
shows the variation of ρ with α for γ = 2ζ1 sinπω, where ζ1 is the the first zero of J0. The
perturbation calculation would lead us to expect “pinching” here; intead, we see once more the
sharpness of the boundary of the ρ = 0 region, and note that this boundary corresponds to a clearly
positive value of α. Figure 2.22b shows this effect for our familiar β-value, 0.3; Figure 2.22a shows
that it also occurs for β = 0.1.
It was observations like these that made the limitations of the first-order perturbation clear to
Glendinning at al., 2000 [22], and that motivated Glendinning and Wiersig, 1999 [23] to investigate
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Figure 2.23: Plot of first-order perturbation predictions for regions corresponding to ρ = nω,
n = 1, 2, . . . , 10
carrying through the calculation to second order in  (see the next subsection).
Similar perturbation calculations give us, for the region in parameter space corresponding to
ρ = nω (where n ∈ Z), the more general result
|α− 2πmod (nω, 1)| ≤
∣∣∣β Jn (γ cosecπω
2
)∣∣∣ . (2.69)
This general result is subject to the same limitations as the ρ = 0 case.
Glendinning et al. also investigated the regions in parameter space corresponding to ρ = 1/2
and to ρ = pω/q (where p, q ∈ Z), and found in each case that to this order in , α is simply
equal to 2πρ; if these regions have any width, then, or indeed if they deviate in any way from this
constant value of α, then this manifests itself only at second order or above in . This provides an
additional motivation for pushing the perturbation calculation through to second order.
Yet another limitation of these perturbation results, not remarked on by Glendinning et al. but
important nonetheless, is revealed when the perturbation predictions for multiple values of ρ are
plotted en masse. Figure 2.23 shows two such plots, each for the regions corresponding to ρ = nω,
n = 1, 2, . . . , 10; Figure 2.23a shows this for β = 0.3, and Figure 2.23b for β = 0.8. The problem
is apparent in the latter case, for which distinct regions appear to overlap; if this were really so, it
would of course contradict the result of Herman, 1983 [27] concerning the uniqueness of the winding
number for any given set of parameter values.
Similar “overlap” problems will arise when, in Chapters 4 and 5, we address non-time-discretised
oscillators. We shall there present a partial resolution of these problems in that context.
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2.5.8 Regions in parameter space: second-order perturbation
Motivated by some of the considerations in the above subsection, Glendinning and Wiersig, 1999
[23] have extended the perturbation analysis to second order in .
Before summarising this work, we make an observation that is not noted explicitly in the cited
paper, but that puts its main result in an interesting perspective, and has a counterpart in the
work presented in later chapters. We have already noted, following Glendinning et al., that to first
order in ,
2πα+ 2πβ(sin g)J0(z) = 0,
where
z =
γ cosecπω
2
.
Let us note that if we expand this equation asymptotically and equate coefficients of 2, we obtain
2πα2 + 2πβ2(sin g0)J0(z0) + 2πβ1(g1 cos g0)J0(z0)− 2πβ1(sin g0)z1J1(z0) = 0. (2.70)
It follows that if the first-order perturbation result were to retain its validity to second order in
, then we should expect (2.70) to hold. We may therefore legitimately compare and contrast the
result we actually obtain from the second-order perturbation analysis with this “naively expected”
version.
Recall that ρ = 0 corresponds to the existence of an attractive invariant curve θ = G(φ) on the
torus. If we expand G, and the parameters α and β asymptotically in , assuming α and β to be
small, we obtain (2.54, 2.55, 2.56):
G0(φ+ 2πω) = G0(φ) + γ0 sinφ,
G1(φ+ 2πω) = G1(φ) + α1 + β1 sinG0(φ) + γ1 sinφ,
G2(φ+ 2πω) = G2(φ) + α2 + β2 sinG0(φ) + β1G1(φ) cosG0(φ) + γ2 sinφ.
The zeroth order invariant curve, G0, may be written as
G0(φ) = g0 − γ0
2
cos(φ− πω) cosecπω,
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where g0 is an arbitrary constant, and g0 may be shown to have a value (and the equation to be,
therefore, solvable) if and only if
|α1| ≤
∣∣∣β1 J0 (γ0 cosecπω
2
)∣∣∣ .
Having expanded the periodic function G as a Fourier series, and having further expanded each
term asymptotically in , we pose
G1(φ) = g1 + (a11 cosφ+ a21 cos 2φ+ . . .) + (b11 sinφ+ b21 sin 2φ+ . . .), (2.71)
and deduce, after quite an involved calculation, that
a11 cos 2πω + b11 sin 2πω = a11 − 2β1 cos g0 J1(z0) cosπω, (2.72)
−a11 sin 2πω + b11 cos 2πω = b11 + γ1 − 2β1 cos g0 J1(z0) sinπω, (2.73)
where as before
z0 =
γ0
2
cosecπω.
This has solution
a11 = −1
2
cosecπω[γ1 cosπω − 2β1 cos g0J1(z0) sin 2πω], (2.74)
b11 = −1
2
cosecπω[γ1 sinπω + 2β1 cos g0J1(z0) cos 2πω]. (2.75)
Similar calculations give us, for n > 0:
 a2n,1
b2n,1
 = (−1)nβ1 sin g0 J2n(z0) cosec 2nπω
 − sin 4nπω
cos 4nπω
 (2.76)
and a2n+1,1
b2n+1,1
 = (−1)n+1β1 cos g0 J2n+1(z0) cosec (2n+ 1)πω
 − sin 2(2n+ 1)πω
cos 2(2n+ 1)πω
 , (2.77)
63
and hence
G1(φ) = g1 − γ1
2
cosecπω cos(φ− πω)
+β1 cos g0
∞∑
n=0
(−1)n+1J2n+1(z0)cosec [(2n+ 1)πω] sin[(2n+ 1)(φ− 2πω)] (2.78)
−β1 sin g0
∞∑
n=0
(−1)n+1J2n(z0)cosec (2nπω) sin[2n(φ− 2πω)].
Now, if we proceed as with the first-order calculation, and this time integrate (2.55) over an entire
cycle, we obtain
2πα2 + β2
∫ 2π
0
sinG0(φ) dφ+ β1
∫ 2π
0
G1(φ) cosG0(φ) dφ = 0, (2.79)
which we know reduces to
2πα2 + 2πβ2J0(z0) + β1
∫ 2π
0
G1(φ) cosG0(φ) dφ = 0. (2.80)
We already have an expansion for G1, and
cos(G0) = cos[g0 − z0 cos(φ− πω)]
= cos g0 cos[z0 cos(φ− πω)] + sin g0 sin[z0 cos(φ− πω)]
= cos g0
(
J0(z0) + 2
∞∑
n=0
(−1)nJ2n+1(z0) cos[(2n+ 1)(φ− πω)]
)
+2 sin g0
( ∞∑
n=0
(−1)nJ2n(z0) cos[2n(φ− πω)]
)
.
Standard orthogonality results (Abramowitz and Stegun, 1972 [1]) for the circular functions then
give us
∫ 2π
0
G1(φ) cosG0(φ) dφ = 2π(g1 cos g0)J0(z0)− 2πβ1(sin g0)z1J1(z0)
−πβ1 sin 2g0
( ∞∑
n=1
Jn(z0)
2
)
, (2.81)
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and hence
2πα2 + 2πβ2(sin g0)J0(z0) + 2πβ1(g1 cos g0)J0(z0)− 2πβ1(sin g0)z1J1(z0)
−πβ12 sin 2g0
∞∑
n=1
Jn(z0)
2 = 0. (2.82)
Comparing (2.70) and (2.82), we note the presence in the latter of the additional term
−πβ12 sin 2g0
∞∑
n=1
Jn(z0)
2.
This may be rewritten, following Glendinning and Wiersig, 1999 [23], as
−πβ1
2
2
sin 2g0(1− J0(z0)2).
Now, close to a zero of J0 we may set J0(z0) = 0, and the additional term is simply
−πβ1
2
2
sin 2g0,
and (2.82) becomes
2πα2 − 2πβ1(sin g0)z1J1(z0)− πβ1
2
2
sin 2g0 = 0, (2.83)
or
2α2
β1
2 sin g0
=
2z1
β1
J1(z0) + cos g0. (2.84)
We note at this point that this is equivalent, to this order, to
2α
β2 sin g
= 
(
2(z − ζ)
β
J1(ζ) + cos g
)
, (2.85)
where
z =
γ
2
cosecπω
as before and where ζ is the Bessel function zero whose vicinity we are considering. (Note that we
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are following Glendinning and Wiersig, 1999 [23] in identifying this zero ζ with
z0 =
γ0
2
cosecπω,
implying that
z − ζ = z1 + 2z2 + . . .)
As with the first-order perturbation, we are interested in the question “for which values of α, β
and γ does (2.85) have a real solution in g?” This question is rather harder to answer than it was
for the first-order case. Amazingly, experiments with Mathematica show that (2.85) can be solved
in closed form, but the solutions are vast and intractable nested surd expressions in the parameters,
so this is less of a breakthrough than one might wish.
We may make a number of observations, though. The first is not made explicitly by Glendinning
and Wiersig, but is germane to the present work: note that at a value of γ corresponding to a
“pinching point”, z is equal to ζ and therefore (2.85) becomes
2α
β2 sin g
=  cos g, (2.86)
or equivalently
4α
β2
=  sin 2g. (2.87)
This has real solutions provided
|α| ≤ β
2
4
. (2.88)
Comparison with the first-order result for “pinching points”, which is simply α = 0, helps to explain
why numerical investigations do not show pinching.
The second observation is implicit in Glendinning and Wiersig, 1999 [23], but we here bring it
to the foreground: note that if the numerical value of z − ζ is increased (that is, if we move away
from the Bessel function zero), the range of values of α corresponding to the existence of a real
solution increases. Figures 2.24a and 2.24b illustrate this. Each shows plots of the left-hand-side
and right-hand-side of (2.84) for particular values of the parameters. In Figure 2.24a, the thicker
line is a plot of the right-hand-side corresponding to z1 = 0 (that is, simply a plot of cos g0), and
66
2
3
2
2
g0
-2
-1.5
-1
-0.5
0.5
1
1.5
2
2
3
2
2
g0
-2
-1.5
-1
-0.5
0.5
1
1.5
2
Figure 2.24: Plots of the left-hand-side and right-hand side of (2.85) for various parameter values
Figure 2.25: Schematic representation of the ρ = 0 region for fixed β, showing the fine structure
near a zero of the Bessel function
the three thinner lines are plots of the left-hand-side for α2/β
2
1 equal to 1/8 (unbroken), 1/4 (long
dashing) and 3/8 (short dashing). The first of these lies lines within the region of parameter space
for which (2.84) has a real solution, the second lies on the boundary of this region and the third
lies outside it. In Figure 2.24b, in which z1 has been given a value differing slightly from 0, all
three of the thinner curves intersect with the thick curve, meaning that all three of these values of
α2/β
2 correspond to points within the region.
This lengthening of the α-interval corresponding to ρ = 0 as we vary γ away from a zero of the
Bessel function is, or course, precisely what is observed in numerical results. The third observation
is due to Glendinning and Wiersig, and is also visible in Figure 2.24. It is that, depending on the
values of the parameters, (2.85) may have either zero, two or four real solutions. This suggests a
complicated bifurcation behaviour, among stable and unstable invariant curves, close to “pinching
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points” in parameter space. Note further that the α-interval corresponding to four solutions actually
contracts as we move away from the Bessel function zero (in terms of Figure 2.24, for fixed β, as
we displace the cosine curve vertically, we reduce the range of values of α/β2 for which the thinner
curve intersects with it four times). This suggests that the four-solution phenomenon is local to
the vicinity of Bessel function zeros; the structure of the region may therefore be schematically
rendered as in Figure 2.25 (something first conjectured in Glendinning et al., 2000 [22]).
Note that there is a “bubble” in Figure 2.25; it is this that represents the region in parameter
space corresponding to the existence of four real solutions of (2.85). The vertical extent of this
bubble was calculated in (2.88) above. Its horizontal extent may be calculated by reflecting that
as α→ 0 in (2.85), the roots close to g = 0 and g = π persist for all values of z, whereas the other
two exist in this limit only if ∣∣∣∣2(z − ζ)β J1(ζ)
∣∣∣∣ ≤ 1.
Thus, the intersection of the bubble with the horizontal axis is the interval
ζ − β
2|J1(ζ)| ≤
γ
2
cosecπω ≤ ζ + β
2|J1(ζ)| . (2.89)
Figure 2.26a shows a set of two stable invariant curves close to a Bessel function zero. The
remaining figures show the breakdown of one of these curves as the value of γ is decreased; this
corresponds to moving horizontally to the left in the schematic diagram that forms Figire 2.25, and
therefore to leaving the “bubble” in which four invariant curves exist, and entering the main part
of ρ = 0 region in which there are just two (one stable, and one unstable). The complexity of one
of the attractors near the bubble boundary is apparent from the diagram.
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Figure 2.26: Breakup of second stable invariant curves at the boundary of the ρ = 0 region close
to a zero of the Bessel function: case β = 0.8
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Chapter 3
Methods of Investigation
3.1 Outline of aims and methods
3.1.1 Aims
The principal aim of the present work is to extend the work of Arnol’d on circle maps, and of
Glendinning et al. on skew product circle maps, into the study of the “parent” systems of which
these represent a time-discretised model: respectively, periodically and quasiperiodically driven
oscillators. One of the principal methods of study is perturbation theory: this approach was
suggested by Paul Glendinning [personal communication, 1999] the first-order perturbation study
of the ρ = 0 region for quasiperiodically driven oscillators that appears later in the present work is
partly due to him, though its various extensions and generalisations are original to this work.
First-order studies of this same region for periodically driven oscillators are also known in the
Physics literature (van Duzer and Turner, 1981 [63], Barone and Paterno`, 1982 [7], Rasmussen et
al., 1999 [53]). Here, we aim to do the following:
• extend these calculations to second order;
• develop a generally applicable algorithm for first- and second-order perturbation calculations
for the study of mode-locking in as broad as possible a class of flows, and for all values of the
winding number;
• apply this algorithm to obtain a full characterisation of all mode-locked regions in oscillators
with harmonic driving;
• apply the algorithm in a similar way to the case of biharmonic quasiperiodic driving;
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• in the case of periodic driving, investigate the effect of introducing a second, commensurable
harmonic;
• in all cases, carry out numerical investigations for purposes of comparison;
• reflect on the significance of any findings, and where necessary explore further, developing
such techniques as may be necessary;
• identify areas for future research.
3.1.2 Methods
The broad approach we have adopted to perturbation calculations is demonstrated below via a
particular example: the region in parameter space corresponding to winding number zero for bi-
harmonic quasiperiodic driving. We then show, and establish the general applicability of, a tech-
nique that allows us to investigate the regions corresponding to all values of the winding number,
for a relatively wide class of flows. This class includes nonlinear oscillators subjected to simple
harmonic driving, to driving consisting of quasiperiodic sums of incommensurable sinusoids and to
more complicated periodic driving functions containing several commensurable harmonics; all the
systems here treated therefore belong to it.
The results of these perturbation investigations are then compared with those from numerical
calculations. Two broad types of numerical algorithm have been developed for this purpose. Each
employs interval bisection to locate the boundary of a region in parameter space. In the case of
the first class, the simplest possible test is applied: the flow is integrated numerically over a large
number of cycles of the driving, in order to get rid of any transient component of the response,
and then (in effect), the winding number is estimated, and a decision made, on the basis of its
magnitude, about whether the parameter values lie inside or outside the region of interest.
The second class of algorithm is slightly more subtle. It uses Lemma 3.1 below, which allows us
to identify the region corresponding to winding number ρ for a given flow with that corresponding
to winding number 0 for another, related flow. In the case of periodic driving, to assert that a
flow’s winding number is zero is to assert that its stroboscopic map h has a fixed point; this can
be investigated by examining the extrema of h(θ)− θ.
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These two classes of algorithm each have advantages and disadvantages, which we discuss below.
As we shall see, our perturbation calculations and our numerical results both suggest that there
are points at which mode-locked regions in parameter space “pinch off” to zero width. The second
class of algorithm, based on an investigation of the stroboscopic map, allows us to investigate this
finding in more depth (in the case of periodic driving), and to locate such “pinching points” to
arbitrary precision using Mathematica.
3.2 Example: biharmonic quasiperiodic driving
3.2.1 First-order perturbation
Guided by Paul Glendinning, the present author carried out a first-order perturbation study of
biharmonic quasiperiodically driven oscillators which is here shown as an exemplar.
We consider a nonlinear oscillator with biharmonic quasiperiodic driving, first described in 5.3:
dθ
dt
= A+B sin t+ ωC sinωt− 
(
p
d2θ
dt2
+ sin θ
)
,
and seek to characterise the region in (B,C,A)-space corresponding to the winding number ρ = 0.
We pose
A = A0 + A1 + 
2A2 + . . . ,
B = B0 + B1 + 
2B2 + . . . ,
C = C0 + C1 + 
2C2 + . . . and
θ = θ0 + θ1 + 
2θ2 + . . . .
Considering zeroth order terms, we obtain
θ˙0 = A0 +B0 sin t+ ωC0 sinωt. (3.1)
Now, we may identify mode-locking, with ρ = 0, with θ’s being attracted to a quasiperiodic orbit.
Quasiperiodicity of θ requires quasiperiodicity of θ0, which in turn corresponds to A0 = 0, and thus
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to
θ0 = −B0 cos t− C0 cosωt+K0. (3.2)
Equating terms of order 1 in :
θ˙1 = A1 +B1 sin t+ ωC1 sinωt− pθ¨0 − sin θ0. (3.3)
Substituting for θ0:
θ˙1 = A1 +B1 sin t+ ωC1 sinωt− pB0 cos t− ω2pC0 cosωt
− sin(K0 −B0 cos t− C0 cosωt). (3.4)
For mode-locking with ρ = 0, we require that θ˙1 average to zero over time. Thus
A1 = lim
t→∞
∫ t
0
sin(K0 −B0 cos ξ − C0 cosωξ) dξ. (3.5)
where ξ is a dummy variable. Expanded, the integrand is
sinK0 cos(B0 cos ξ) cos(C0 cosωξ)
− cosK0 sin(B0 cos ξ) cos(C0 cosωξ)
− cosK0 cos(B0 cos ξ) sin(C0 cosωξ)
− sinK0 sin(B0 cos ξ) sin(C0 cosωξ). (3.6)
Each of the four terms in (3.6) can be further expanded as a product of infinite sums using the
standard relations (Abramowitz and Stegun, 1972 [1]):
cos(z cos θ) = J0(z) + 2
∞∑
k=1
J2k(z)(−1)k cos 2kθ, (3.7)
sin(z cos θ) = 2
∞∑
k=0
J2k+1(z)(−1)k cos(2k + 1)θ. (3.8)
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For example,
sinK0 cos(B0 cos ξ) cos(C0 cosωξ)
becomes
sinK0
(
J0(B0) + 2
∑∞
j=1(−1)jJ2j(B0) cos 2jξ
)
×(
J0(C0) + 2
∑∞
k=1(−1)kJ2k(C0) cos 2kωξ
)
.
The bracketed terms multiply out to give
J0(B0)J0(C0)
+ 2J0(B0)
∑∞
k=1(−1)kJ2k(C0) cos 2kωξ
+ 2J0(C0)
∑∞
j=1(−1)jJ2j(B0) cos 2jξ
+ 4
∑∞
j=1
∑∞
k=1(−1)j+kJ2j(B0)J2k(C0) cos 2jξ cos 2kωξ.
(3.9)
Most of these terms will quickly average to zero. However, J0(B0)J0(C0) is an obvious exception.
Less obviously, certain terms of the form
J2j(B0)J2k(C0) cos 2jξ cos 2kωξ
are also problematic. In our numerical work, following the standard practice in the field, we shall
assume that ω is equal to the Golden Ratio, (
√
5−1)/. For this value of ω, these problem cases are
those for which j and k are either successive terms of the Fibonacci sequence or equal multiples of
such successive terms. For example, if j = Fibr and k = Fibr+1 then
2 cos 2jξ cos 2kωξ = cos 2(Fibr + ωFibr+1)ξ + cos 2(Fibr − ωFibr+1)ξ. (3.10)
Now, cos 2(Fibr + ωFibr+1)ξ will quickly average to zero, but it is a well-known (and easily estab-
lished) property of the Fibonacci sequence that
Fibr − ωFibr+1 = (−ω)r+1. (3.11)
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By taking a sufficiently large value of r, therefore, the value of j−ωk can be made arbitrarily close
to zero. Given any time scale, then, there are infinitely many products of the form cos 2jξ cos 2kωξ
whose time-average over this scale is closer to 12 than 0. Potentially, this might cause the system
to behave like one whose driving is biharmonic periodic, for long enough to distort our numerical
findings.
Let us consider the coefficients of these products, namely the products of Bessel functions
J2Fibr(B0)J2Fibr+1(C0).
For values of B0 and C0 that are small compared with
√
1 + 2Fibr and
√
1 + 2Fibr+1 re-
spectively, a standard result (Bowman, 1958 [11]) states that J2Fibr(B0) and J2Fibr+1(C0) are
approximately equal to, respectively,
(B0/2)
Fibr
Fibr!
and
(C0/2)
Fibr+1
Fibr+1!
.
We can therefore expect the product coefficients to tend very rapidly to zero as r increases,
provided B0 and C0 are not large. For example, if B0 = C0 = 1, then the sequence of values of
J2Fibr(B0)J2Fibr+1(C0)
as r runs from 1 to 10 is
0.013, 0.00028, 5.2× 10−8, 5.5× 10−15, 1.9× 10−23,
2.6× 10−53, 5.9× 10−99, 2.2× 10−181, 6.5× 10−329, 2.0× 10−590.
This problem of “near-resonance”, then, may be safely neglected as long as only fairly small values
of B0 or C0 are being considered.
The asymptotics work very differently for very large values of B0 and C0, for which J2Fibr(B0)
is approximated by the product of
√
2/(B0π) and a sinusoid just whose phase depends on the value
of Fibr (Abramowitz and Stegun, 1972 [1]). We can see this if we set B0 = C0 = 10
6 and calculate
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Figure 3.1: “Near-resonant terms” in the perturbation calculation that take a long time to average
to zero, for small and large values of the driving amplitudes B0 and C0
once more the sequence of values of
J2Fibr(B0)J2Fibr+1(C0)
as r runs from 1 to 10. This sequence is
1.10× 10−7, −1.10× 10−7, −1.10× 10−7, 1.1× 10−7, −1.10× 10−7,
−1.10× 10−7, 1.10× 10−7, −1.10× 10−7, −1.12× 10−7, 1.14× 10−7.
The problem of “near-resonance” can therefore be expected to be much more serious under these
conditions, and the results of perturbation calculations therefore suspect. However, for very large
B0 and C0, these mode-locked regions can be expected to be very small in any case, and beyond
the limit of practical measurement in real applications such as the Josephson junction. The range
of application of our perturbation results is therefore in practice a very broad one, and we may be
fairly confident in them, for sufficiently small values of  and for values of B0 and C0 in what one
might characterise as the “normal range”.
Figure 3.1 shows a plot of the first ten “near-resonant” terms against ξ in the two cases high-
lighted above, namely (respectively) B0 = C0 = 1 and B0 = C0 = 10
6. It will be readily be seen
that in the former case, the terms that take a long time to average to zero may apparently be
neglected. In the latter case this is not so in a relative sense, but all the terms have low amplitude
in any case.
Ignoring the problem of “near-resonant terms”, we find that the requirement that θ˙0 average
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Figure 3.2: Form of the ρ = 0 region in parameter space for the biharmonic quasiperiodically driven
nonlinear oscillator: first order perturbation results
to zero gives us
A1 = J0(B0)J0(C0) sinK0, (3.12)
from which it follows that
|A1| ≤ |J0(B0)J0(C0)|. (3.13)
When combined with the result A0 = 0 this gives us, to first order in ,
|A| ≤ |J0(B)J0(C)|, (3.14)
as a descripton of the “ρ = 0” region of parameter space.
Figure 3.2 shows the form of this region in the quadrant B,C > 0; it is reproduced symmetrically
in the other quadrants.
Note that if the two driving frequencies were commensurate (that is, if ω were rational), there
would be exact resonances, and certain of the terms would survive the time-averaging process.
That, however, would not be a case of quasiperiodic forcing.
For values of ω other than the Golden Ratio, (
√
5 − 1)/2, the problem of near-resonance will
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arise in a slightly different way. In the case of the Golden Ratio, we observed that
Fibr − ωFibr+1
could be made arbitrarily close to zero, where Fibr and Fibr+1 are, respectively, the rth and
(r+1)th terms of the Fibonacci sequence. For general irrational ω, we can say more generally that
the quantity
ar − ωbr
can be made arbitrarily close to zero by choosing ar and br to be, respectively, the numerator and
denominator of the rth truncation of ω’s continued fraction (for ω equal to the Golden Ratio, these
are, precisely, successive terms of the Fibonacci sequence).
The reason the Golden Ratio, (
√
5− 1)/2, is such a good choice of irrational number is that its
continued fraction contains only 1s:
√
5− 1
2
= 0 +
1
1 + 1
1+ 1
1+ 11+∙∙∙
.
This is therefore the slowest to converge of all continued fractions. By contrast, consider the
continued fraction representation of π:
π = 3 +
1
7 + 1
15+ 1
1+ 1292+∙∙∙
.
Because 292 is a large denominator, this can be truncated as
π ≈ 3 + 1
7 + 1
15+ 1
1+0
=
355
113
,
meaning that the rational number 355/113 is a good approximation (error less than 10−6) of the
irrational number π, even though its denominator is quite small. An irrational number that can be
approximated by a rational number with a small denominator will potentially create real problems
in numerical investigations, because a system based on such a number can be expected to behave
very similarly to a system based on its nearby rational approximation (and indeed, the two may in
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some circumstances not be resolvable to machine accuracy).
As we shall see, this is directly relevant to the question of pinching: whether or not regions
of parameter space associated with mode-locking have points at which their width is zero: if the
driving is biharmonic quasiperiodic then we shall claim they do, whereas if it is biharmonic periodic
it will become clear that they do not.
Feudel et al, 2006 [18], take this problem of the “robustness of quasiperiodicity” quite seriously.
They observe that if an irrational driving frequency is approximated by an rational number p/q,
then the driving is actually periodic, but that it may be treated as quasiperiodic provided the
period exceeds the length of time for which the system is observed.
3.2.2 Second-order perturbation
It is possible, as with the time-discretised cases of Chapter 2, to carry the perturbation calculation
through to second order in , and this does not appear to have been done before.
Let us examine again our equation for θ˙1, (3.4). Substituting for A1, we obtain
θ˙1 = J0(B0)J0(C0) sinK0 +B1 sin t+ ωC1 sinωt− pB0 cos t
−ω2pC0 cosωt− sin(K0 −B0 cos t− C0 cosωt)
= J0(B0)J0(C0) sinK0 +B1 sin t+ ωC1 sinωt− pB0 cos t
−ω2pC0 cosωt
− (sinK0)(J0(B0) + P1)(J0(C0) +Q1) + (cosK0)P2(J0(C0) +Q1)
+ (cosK0)(J0(B0) + P1)Q2 + (sinK0)P2Q2, (3.15)
where
P1 = 2
∞∑
j=1
(−1)jJ2j(B0) cos 2jt, (3.16)
P2 = 2
∞∑
j=0
(−1)jJ2j+1(B0) cos(2j + 1)t, (3.17)
Q1 = 2
∞∑
k=1
(−1)kJ2k(C0) cos 2kωt, (3.18)
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Q2 = 2
∞∑
k=0
(−1)kJ2k+1(C0) cos(2k + 1)ωt. (3.19)
Now, note that each term of PiQj , i, j = 1, 2 is the product of two cosines, and can therefore be
written as the sum of two cosines. Moreover, each term of the form J0(B0)Qi, or PiJ0(C0), i = 1, 2
is a simple cosine. We deduce that
θ1 = −B1 cos t− C1 cosωt− pB0 sin t− ωpC0 sinωt+Σ+K1, (3.20)
where Σ is a sum of sines.
Focusing now on terms of the second order in  in the differential equation, we obtain
θ˙2 = A2 +B2 sin t+ ωC2 sinωt− pθ¨1 − θ1 cos θ0. (3.21)
Now,
cos θ0 = (cosK0)(J0(B0) + P1)(J0(C0) +Q1)
+ (sinK0)P2(J0(C0) +Q1)
+ (sinK0)(J0(B0) + P1)Q2 − (cosK0)P2Q2, (3.22)
where the Pi and Qi, i = 1, 2 are defined as in (3.16). Nearly all terms in θ1 cos θ0, therefore, are
the product of a sine and a cosine. If we ignore, as before, the effects of “near-resonances”, then
we can assume that all such terms average to zero over time.
The sole exceptions are provided by the terms
−B1 cos t and − C1 cosωt
(in θ1) and
2 sinK0J1(B0)J0(C0) cos t and 2 sinK0J0(B0)J1(C0) cosωt
(in cos θ0). These have an exact resonance, and the requirement that θ˙2 average to zero therefore
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reduces to
A2 = − [B1J1(B0)J0(C0) + J0(B0)C1J1(C0)] sinK0 + J0(B0)J0(C0)K1 cosK0. (3.23)
Our results so far are as follows:
A0 = 0,
A1 = J0(B0)J0(C0) sinK0,
A2 = − [B1J1(B0)J0(C0) + J0(B0)C1J1(C0)] sinK0 + J0(B0)J0(C0)K1 cosK0.
When combined , these give us
A =  [J0(B0)J0(C0)− B1J1(B0)J0(C0)− J0(B0)C1J1(C0)] sinK0
+J0(B0)J0(C0)K1 cosK0. (3.24)
Now, note that the derivative of J0(x) is −J1(x), and therefore that the right-hand side of the
above equation is simply a Taylor expansion of
J0(B)J0(C) sinK0.
It follows that to second order in  the region ρ = is given by
|A| ≤ |J0(B)J0(C)|.
Now, of course, this was exactly the result obtained from the first order perturbation. We find,
in other words, that in this case the second order analysis has added no fresh layers of structure: the
relation is unchanged at this order. We should therefore expect the results of numerical explorations
to be similar to those above: the region’s boundary should look like the product of two Bessel
functions, with any deviation from this pattern manifesting itself only at third order or above.
The “Bessel function” profile is therefore, it seems, a very good approximate description of the
shape of the mode-locked region.
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Now, this profile has zero thickness at the zeroes of J0, implying that the phenomenon of mode-
locking can be completely suppressed, simply by adjusting one or other of the amplitudes B and
C. This is slightly counterintuitive, and motivates an investigation of whether this “pinching off”
of the region is real, or merely true to second order. In Chapter 6, we shall show that in a sense the
effect is actually rather fragile, and can be destroyed by making quite small changes to the driving.
On the other hand, in Chapter 7, we describe some simple numerical evidence for the reality, and
the robustness as  increases, of “pinching” under certain assumptions concerning the system and
the driving.
Note that we have here a sharp difference from what was observed in the case of skew product
circle maps, where what appeared, to first order, to be “pinching” masked, in reality, a region of
parameter space rich in complicated bifurcation behaviour.
3.3 A general method
3.3.1 Reduction of problems to a standard form
The above calculation for biharmonic quasiperiodically driven oscillators is a particular case of
an argument that applies fairly generally. It turns out that the problem of finding the region in
parameter space associated with any value of ρ, in each of the three cases outlined above, can be
reduced, subject to certain assumptions, to a problem of a certain canonical, and often tractable,
form, namely:
Find the ρ = 0 region for the flow
dθ
dt
= A+M1f1(t) +M2f2(t) + . . .+MNfN (t)− g(θ, t), (3.25)
where
• A, M1, M2, . . ., MN are parameters;
• for each i, 1 ≤ i ≤ N , fi(t) is integrable;
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• for each i, 1 ≤ i ≤ N , fi(t) averages to zero over time: that is,
lim
T→∞
1
T
∫ T
0
fi(t) dt = 0. (3.26)
Note that, for simplicity, we have here made the assumption that the parameter p is equal
to zero and that there is no second derivative in the flow equation. This is a strong assumption,
because it decreases the dimension of the state space and therefore, potentially at least, restricts the
varieties of dynamical regime that are available. We therefore reintroduce this term and consider
its effects in subsection 3.3.5 below.
From now on, the notation < . . . > will be used to denote the time-average, so that, for example,
< fi(t) >= lim
T→∞
1
T
∫ T
0
fi(t) dt.
We shall use the usual notation M to stand for the vector (M1, . . . ,MN ) in Rn, and f for the
function (f1, . . . , fn) from R to Rn. As above, each of the constants is assumed to depend smoothly
on , so that
A = A0 + A1 + 
2A2 + . . .
M = M0 + M1 + 
2M2 + . . . .
We denote the ith component of the vector Mj by Mij (1 ≤ i ≤ N , j ≥ 0).
As above, θ(t) is also assumed to depend smoothly on , so that
θ = θ0 + θ1 + 
2θ2 + . . . .
For all flows of the form (3.25), the argument is the same in outline as that for the biharmonic
quasiperiodic case above. We begin by showing that A0 = 0, and then obtain an expression for
A1 in terms of M0 and K0, where K0 is a constant of integration. Moving on to second order, we
express A2 in terms of M0, M1, K0 and K1, where K1 is another constant of integration. On the
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basis of these calculations, we may conjecture an expression of the form
A = L(M,K), (3.27)
where
K = K0 + K1 + 
2K2 + . . . .
The range of L as K varies on the reals then gives us, for each M, a set of values of A. This
furnishes a description of the region in parameter space for which mode-locking may be expected.
3.3.2 First-order perturbation
The first stage of the argument consists of showing that A0 = 0. Consider the terms of zeroth
order in  in the flow equation (3.25):
θ˙0 = A0 +M10f1(t) + . . .+MN0fN (t). (3.28)
If we time-average throughout, and recall that by hypothesis < fi(t) >= 0 for 1 ≤ i ≤ N , then this
result is immediate from the observation that ρ = 0 requires < θ˙ >= 0.
It follows, therefore, that the function L in equation (3.27) above has no zeroth-order terms in
its -expansion. We may therefore state that
L(M,K) = L1(M,K) + 
2L2(M,K) + . . . . (3.29)
From a first-order perturbation calculation we may expect to obtain an expression for L1, which
will serve as a first-order approximation for L. By pushing the calculation through to second order,
we further obtain the second-order correction, L2. (In the biharmonic quasiperiodic case analysed
above, this correction is zero: the result of the second-order calculation is exactly the same as that
of the first-order one.)
For the general case we are now considering, our aim is to obtain expressions for L1 and L2
that depend on the function g(θ, t) in the flow equation (3.25). Before we do this, let us observe
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that if, in (3.29), we replace M and K by their expansions in , we obtain
A1 + 
2A2 = L1(M0 + M1,K0 + K1) + 
2L2(M0,K0) +O(
3), (3.30)
and thence, equating like terms,
A1 = L1(M0,K0), (3.31)
A2 = (M1,K1).∇L1(M0,K0) + L2(M0,K0), (3.32)
where ∇ signifies differentiation with respect to the augmented vector (M,K).
We now calculate an expression for L1, and hence a description of the mode-locked region that
is accurate to first order in . We begin by returning to the zeroth-order equation (3.28), with
A0 = 0. Integrating with respect to time, we obtain
θ0 =M10F1(t) + . . .+MN0FN (t) +K0, (3.33)
where F ′i (t) = fi(t), 1 ≤ i ≤ N . We now consider terms of the first order in the flow equation:
θ˙1 = A1 +M11f1(t) + . . .+MN1fN (t)− g(θ0(t), t). (3.34)
Time-averaging, we obtain
A1 = L1(M0,K0) =< g(M10F1(t) + . . .+MN0FN (t) +K0, t) > . (3.35)
Our first order approximation to the ρ = 0 region is therefore given by
A = L(M,K) =  < g(M ∙ F(t) +K, t) >, (3.36)
where K ∈ R.
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3.3.3 Second-order perturbation
We can now calculate an expression for L2, and hence a second-order correction to (3.36). We
define
gˆM1,...,MN ,K(t) = g(M ∙ F(t) +K, t)− < g(M ∙ F(t) +K, t) > .
Equation (3.34) then becomes
θ˙1 =M11f1(t) + . . .+MN1fN (t)− gˆM1,...,MN ,K(t). (3.37)
Integrating with respect to time, we obtain
θ1 =M11F1(t) + . . .+MN1FN (t)−GM10,...,MN0,K0(t) +K1, (3.38)
where G′ = gˆ. If we now consider terms of the second order in the flow equation, we obtain
θ˙2 = A2 +M12f1(t) + . . .+MN2fN (t)− θ1gθ(θ0, t). (3.39)
Time-averaging yields the result that A2 is equal to the the time-average of Xa +Xb, where
Xa = (M11F1(t) + . . .+MN1FN (t) +K1)
gθ(M10F1(t) + . . .+MN0FN (t) +K0, t), (3.40)
Xb = −GM10,...,MN0,K0(t)gθ(M10F1(t) + . . .+MN0FN (t) +K0, t). (3.41)
But < Xa > is, precisely, (M1,K1).∇L1(M0,K0). It follows that
L2(M0,K0) = −GM10,...,MN0,K0(t)gθ(M10F1(t) + . . .+MN0FN (t) +K0, t), (3.42)
and the second-order corrected expression for A is therefore
A =  < g(M ∙ F(t) +K, t) >
− 2 < GM1,...,MN ,K(t)gθ(M ∙ F(t) +K, t) > . (3.43)
86
where K ∈ R.
3.3.4 Non-uniqueness of G
Note that the function G, in (3.38) above, is not defined uniquely: the result holds for any integral
primitive of gˆ. This appears to introduces some arbitrariness into the main result (3.43), but
actually this is not the case. For consider two integral primitives, G and Gˉ, with Gˉ = G+ Kˉ.
If the expression for θ1 in G is as in (3.38), then that in Gˉ is
θ1 =M11F1(t) + . . .+MN1FN (t)− GˉM10,...,MN0,K0(t) +K1 + Kˉ, (3.44)
and the result (3.43) becomes
A =  < g(M ∙ F(t) +K + Kˉ, t) > −2 < GˉM1,...,MN ,K+Kˉ(t)gθ(M ∙ F(t) +K + Kˉ, t) > . (3.45)
To second order in , this is equivalent to
A =  < g(M ∙ F(t) +K, t) > +2 < Kˉgθ(M ∙ F(t) +K, t) >
−2 < (Kˉ +GM1,...,MN ,K(t))gθ(M ∙ F(t) +K, t) >, (3.46)
whose right-hand side simplifies to that of the original result (3.43).
The result, then, may be equivalently expressed in terms of any G whose derivative is gˆ, and
we may simply make the most convenient choice each time. In all the cases we study, the terms of
gˆ are all circular functions with canonical integral primitives, and these dictate the most natural
choice of G.
3.3.5 Effect of including the second derivative term
The flow equation for the general case was stated as equation (3.25) above. Actually, however,
this is an oversimplification, albeit a physically realistic one (at least in the case of Josephson
junctions), because it neglects entirely the second derivative (or inertial) term. The full form of
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the flow equation is
dθ
dt
= A+M1f1(t) +M2f2(t) + . . .+MNfN (t)− g(θ, t)− pd
2θ
dt2
. (3.47)
This makes no difference to the first-order perturbation calculation, but it introduces additional
complications into the second-order calculation, and an additional term appears in the second-order
correction.
Equation (3.38) above becomes
θ1 =M11F1(t) + . . .+MN1FN (t)−GM10,...,MN0,K0(t) +K1 − pθ˙0(t), (3.48)
and therefore to the time-averaging terms Xa and Xb in (3.40) and (3.41) above we must add a
third,
Xc = −p(M10f1(t) + . . .+MN0fN (t))gθ(M10F1(t) + . . .+MN0FN (t), t). (3.49)
This introduces an additional term into the second-order correction for A, and therefore into the
right-hand-side of (3.43) above, namely
−2p <M ∙ f(t)gθ(M.F(t) +K, t) > . (3.50)
Now, it frequently turns out that this additional term has the value zero, and therefore that the
presence of the second derivative does not affect the results of the second-order calculation. This
should not be taken to imply that it is immaterial whether p = 0 or not; common sense and
numerical results both imply that the opposite is the case.
However, it does imply that the effect of including a second-derivative term should be small
for small ; this in itself is counterintuitive enough to be noted, and it suggests that the additional
dimension of the state space is, at least asymptotically, radically underexplored by the dynamics.
In Chapters 4 and 5, we shall present evidence for the claim that the p 6= 0 case often resembles
the overdamped, p = 0 case, and shall also explore specific cases where it certainly does not.
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Singular perturbation issues
There is another potential difficulty with looking at cases in which we do not assume that the
parameter p is equal to zero; we touched on this difficulty above in section 2.2. The problem is that
we are implicitly assuming that the case in which the coefficient of the inertial term is zero can be
treated as the limit of cases in which it is small. This assumption arises in two quite distinct, but
equally important, ways. First, we assume that the case p = 0 is a good model for strong damping
and slow driving (which really imply only that p is small). Secondly, we assume that even when
the inertial term is present, we can still do perturbation calculations in , despite the fact that in
the zeroth order the dimension of the problem is reduced by one.
In informal terms, we assume that everything behaves well as p→ 0, and also as → 0, despite
the fact that each of these limits involves a reduction in dimension.
Unfortunately, as a general statement this would be false: there are certainly problems whose
nature changes, both qualitatively and quantitatively, as the coefficient of the highest derivative
becomes zero. It is worth discussing why this is unlikely to cause any difficulties in this case.
The study of problems of this type, whose dimension changes in some perturbation limit, is
known as singular perturbation theory. We use here an adaptation and extension of the treatment of
such problems in Holmes, 1995 [29]. Let us use as our example, once more, the case of biharmonic
quasiperiodic driving, and focus first on the limit as  → 0, for some value of p assumed to be
non-zero. The equation of interest is
θ˙ = A+B sin t+ ωC sinωt−  sin θ − pθ¨. (3.51)
First note that for  6= 0, any particular solution of this equation depends on two conditions,
whereas for  = 0 we require just one. A second order differential equation may be set up as a
boundary value problem, in which the values of the variable at two points are specified, or as an
initial value problem, in which the initial values of the variable and its derivative are specified. In
the case of a first order differential equation, however, specifying the value of the variable at one
point specifies both its derivative there and its value everywhere else. It is therefore not obvious
that the limit of a second order problem as → 0 is even a well-defined object.
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Figure 3.3: Solutions of a singular second order initial value problem that becomes first order in
the limit as → 0. Solutions for  6= 0 are shown as thin lines; the solution for  = 0 is shown as a
a thick line. The solutions shown correspond, in the case  6= 0, to the initial conditions θ(0) = 0.3,
θ˙(0) = −1.0. The solution for  = 0 corresponds to θ(0) = 0.3. The values of  corresponding to
the the “thin line” solutions are 0.5n, n = 1, . . . , 10.
The case of the initial value problem is on the face of it the more straightforward of the two:
we might reasonably guess that (in some sense) the limit as → 0 of the second order problem
{(3.51), θ(0) = k1, θ˙(0) = k2}
is simply the first order problem
{(3.51), θ(0) = k1}
(with  = 0).
Numerical explorations seem to bear out this intuition. Figure 3.3 shows numerically derived
plots of solutions corresponding to  = 0.5n, n = 1, . . . , 10 of the initial value problem
{(3.51), θ(0) = 0.3, θ˙(0) = −1.0}.
Also shown, as a thick line, is the solution, for  = 0, of the problem
{(3.51), θ(0) = 0.3}.
In all cases, A = 0.2 and B = C = p = 1.0. It looks as if this latter problem is, in some natural
and uniform sense, the limit of the second order initial value problem as  → 0. More precisely,
we may conjecture on the basis of explorations of this kind that the solutions of the second order
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initial value problems converge uniformly on any interval [0, T ) to that of the first order problem
(though quite clearly the same cannot be said of the gradient, which is −1 at zero in all the second
order cases, but not equal to −1 in the limit).
Following Holmes, 1995 [29], we will shortly apply the method of matched asymptotic expansions
in order to strengthen the evidence for the above conjecture. However, note first that for boundary
value problems the situation appears less clear-cut. Consider the problem
{(3.51), θ(0) = k1, θ(T ) = k2},
for some T > 0. To what, in the limit as  → 0, does the solution of this problem correspond? Is
this question even meaningful?
Again, numerical investigations shed light on the issue, while confirming that it is difficult.
Figure 3.4 shows numerically derived plots of solutions corresponding to  = 0.5n, n = 1, . . . , 10 of
the boundary value problem
{(3.51), θ(0) = 0.3, θ(2π) = −1.0}.
Also shown, as thick lines, are the solutions, for  = 0, of the problems
{(3.51), θ(0) = 0.3}
and
{(3.51), θ(2π) = 0.3};
these are, respectively, the upper and lower thick lines. In all cases, as before, A = 0.1 and
B = C = p = 1.0.
Note that solutions for small  seem to approach, as  → 0, the lower thick curve: that is, the
solution for  = 0 of
{(3.51), θ(2π) = 0.3}.
However, this convergence occurs only for t > 0, and is clearly non-uniform on any interval (0, T ).
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Figure 3.4: Solutions of a singular second order initial value problem that becomes first order in
the limit as  → 0. Solutions for  6= 0 are shown as thin lines; the two solutions for  = 0 is
shown as a a thick line. The solutions shown correspond, in the case  6= 0, to the initial conditions
θ(0) = 0.3, θ(2π) = 0.3. The solutions for  = 0 corresponds to θ(0) = 0.3 (upper thick line) and
θ(2π) = 0.3 (lower thick line). The values of  corresponding to the the “thin line” solutions are
0.5n, n = 1, . . . , 10.
The method of matched asymptotic expansions (Holmes, 1995 [29]) involves, first, using ortho-
dox perturbation methods to set up an “outer” solution that works for relatively high values of t.
We then perform a rescaling, and thus set up an “inner” solution that works close to t = 0; finally,
we reconcile (“match”) these two solutions to create a composite that is valid at both scales.
Let the outer solution be represented by θO. Then to lowest order in ,
θ˙O = A+B sin t+ ωC sinωt, (3.52)
and thus
θO = K +At−B cos t− C cosωt, (3.53)
where K is a constant. To lowest order, this will serve as our outer solution.
We then rescale time, letting τ = t/a, where a is a positive constant to be determined. Let
the inner solution be θI . Then
−a
dθI
dτ
= A+B sin(aτ) + ωC sin(aωτ)−  sin θI − 1−2apd
2θI
dτ2
. (3.54)
For the first and second derivative terms to match we require a = 1, and then to lowest order in 
p
d2θI
dτ2
+
dθI
dτ
= 0, (3.55)
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giving
θI = c1 + c2 e
−τ = c1 + c2 e−t/(p), (3.56)
where c1 and c2 are constants of integration.
We match the solutions by demanding that the inner edge of the outer solution coincide with
the outer edge of the inner one: that is, that
θO(0) = θI(∞).
This gives us
K −B − C = c1,
and hence (still to lowest order in )
θO = c1 +At+B(1− cos t) + C(1− cosωt),
θI = c2 + c2 e
−t/(p).
The composite solution is given by
θ = θO + θI − (common boundary),
giving in this case
θ = c1 +At+B(1− cos t) + C(1− cosωt) + c2 e−t/(p), (3.57)
to lowest order in .
We now apply our boundary or initial conditions. For the boundary value problem
{(3.51), θ(0) = k1, θ(T ) = k2},
we have first that
c1 + c2 = k1. (3.58)
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Figure 3.5: Comparison of lowest-order “matched asymptotic expansions” result (dashed) with
result of numerical integration for a boundary value problem.
For the second boundary condition, we assume that c2 e
−t/(p) is negligible, and obtain
c1 +AT +B(1− cosT ) + C(1− cosωT ) = k2, (3.59)
and thus
θ = k2 +A(t− T )−B(cos t− cosT )− C(cosωt− cosωT )
+[k1 − k2 +AT +B(1− cosT ) + C(1− cosωT )] e−t/(p). (3.60)
For comparison, simple integration gives the solution of
{(3.51), θ(T ) = k2}
for  = 0 as
θ = k2 +A(t− T )−B(cos t− cosT )− C(cosωt− cosωT ). (3.61)
Even to lowest order in , the result of applying the method of matched asymptotic expansions
matches quite well the result of numerical integration, as Figure 3.5, which compares these two
results with  = 0.1 for the above boundary value problem, illustrates. Moreover, the method can
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of course be pushed through to higher orders of , which will improve the accuracy still more.
The question that concerns us here, however, is whether anything has been added for our
purposes by using this method. It is clear that the additional term,
[k1 − k2 +AT +B(1− cosT ) + C(1− cosωT )] e−t/(p),
describes only the behaviour of the curve for very small values of t (were t a spatial variable we would
describe this region as a boundary layer). Can this be relevant to our calculations concerning
the winding number (which is, after all, an asymptotic quantity, reflecting the behaviour of the
solution only for very large values of t)?
The answer, we argue, is that this is problematic to the extent that the winding number depends
on the initial or boundary conditions. If the first order solutions represented by the upper and lower
thick lines in Figure 3.4 were to correspond to different winding numbers, then the perturbation
methods described in this section might be compromised, in that it is not immediately clear which
of these two values is being described. However, this is a problem for those methods quite gener-
ally: they can only really apply if the winding number is determined by the values of the various
parameters alone, as Feudel at al., 1995 [17] have shown to be the case in, for example, the case of
quasiperiodic driving. Even for systems of which this is not true, the issue of the singularity in the
inertial term as → 0 would not, we claim, introduce any additional problems.
The same applies to the singularity as p → 0, to which similar considerations apply. Unfor-
tunately, here the outer problem is not integrable to zeroth order in p, meaning that we cannot
exhibit explicit calculations along the lines of those for ; however, numerical investigations suggest
very similar “boundary layer” behaviour in the case of boundary value problems.
In fact, we have set up all numerical calculations as initial value problems, because the existence
of solutions to these is in general more reliable. For these, there is in general a boundary layer in
the gradient, but the value of θ itself converges uniformly to the “natural” first-order solution as 
(or indeed p) tends to zero.
Recall that in the  case our matched expansion is
θ = c1 +At+B(1− cos t) + C(1− cosωt) + c2 e−t/(p).
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Thus
θ˙ = A+B sin t+ ωC sinωt− c2
p
e−t/(p).
Let us assume the initial conditions
θ(0) = k1, θ˙(0) = k2.
We here use an adaptation of the method described in Holmes, 1995 [29]. As with the boundary
value problem, the first condition gives us
c1 + c2 = k1. (3.62)
From the second,
A− c2
p
= k2, (3.63)
and hence
θ = k1 +At+B(1− cos t) + C(1− cosωt)− p(k2 −A)(1− e−t/(p)). (3.64)
A comparison, for  = 0.1, θ(0) = 0.3, θ˙(0) = −1.0, between this and a numerical solution is shown
in Figure 3.6.
3.3.6 Applicability of the general method
Note that the general method described above applies only to regions in parameter space associated
with winding number zero. However, it turns out that it may be used much more generally, because
each region in parameter space corresponding to winding number ρ 6= 0 corresponds to a “winding
number zero” region for a related flow. Specifically:
Lemma 3.1 Let θ satisfy the flow equation
θ˙ = fn(t, θ), (3.65)
on the Euclidean plane (that is, the natural lift of the corresponding flow on the torus). Further,
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Figure 3.6: Comparison of lowest-order “matched asymptotic expansions” result (dashed) with
result of numerical integration for an initial value problem.
let
Θ(t) = θ(t)− qt (3.66)
for some real q. Then
1. Θ satisfies the flow equation
Θ˙ = −q + fn(t,Θ+ qt), (3.67)
and
2. the winding number for Θ is related to that for θ by
ρΘ = ρθ − q. (3.68)
Proof 3.1 The proof is elementary.
1.
Θ˙ = θ˙ − q
= −q + fn(t, θ)
97
= −q + fn(t,Θ+ qt).
2.
ρΘ = lim
t→0
Θ(t)−Θ(0)
t
= lim
t→0
θ(t)− qt− θ(0)
t
= ρθ − q.
Note that if (3.65) is any of the oscillator flows of interest in this thesis, then (3.67) is a member
of the category, described in equation (3.25), to which the above general method is applicable.
3.4 Numerical methods
3.4.1 Algorithm 1: magnitude of an estimate of the winding number
The simplest way to decide numerically whether a particular set of parameter values corresponds
to a particular value of the winding number is to estimate the actual value of the winding number
and ask whether or not this estimate lies sufficiently close to the value of interest. To do this,
we integrate the flow numerically over many cycles of the driving (let us call the duration of this
transient phase τ), then calculate the value of
θ(τ + T )− θ(τ)
T
for some appropriate value of T .
In the case of periodic driving, and of the ρ = 0 region, we may simply set T to be the driving
period, 2π. This is because those flows for which ρ = 0 are those flows whose orbits are attracted
to a stable periodic orbit, for which θ(t + 2π) = θ(t); it follows that within the region ρ = 0, and
only within this region, we may expect
Δθ(τ, 2π)
2π
=
θ(τ + 2π)− θ(τ)
2π
98
0.2 0.4 0.6 0.8 1 1.2
A
0.2
0.4
0.6
0.8
2
Figure 3.7: Variation of Δθ(10000π, 2π)/(2π) as the parameter A is increased from 0 to 1.2, for
fixed B = 1.0, in the case of periodic driving.
to return values close to 0.
Figure 3.7 illustrates this; it shows the change in the numerically calculated value of
Δθ(10000π, 2π)
(2π)
as the parameter A is increased from 0 to 1.2, for fixed B = 1.0, in the case of harmonic driving
F (t) = A+B sin t,
where the intrinsic parameters  and p have the values 0.1 and 0 respectively. At the apparent
point of transition across the boundary, the value of Δθ jumps from 4.66 × 10−10 to 0.02: a very
abrupt change, making it quite straightforward to identify the point of transition.
However, this is not the case with quasiperiodic driving, for which a winding number of zero no
longer corresponds to the existence of any kind of fixed point. For Figure 3.8, an exactly similar
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Figure 3.8: Variation of Δθ(10000π, 2π)/(2π) as the parameter A is increased from 0 to 1.2, for
fixed B = C = 1.0, in the case of biharmonic quasiperiodic driving.
numerical calculation has been performed, except that the driving function used has been
F (t) = A+B sin t+ ωC sinωt,
where ω = (
√
5 − 1)/2 , B = C = 1 (and, as before, A varies between 0 and 1.2). Here, as will
readily be seen, no such abrupt regime transition is present.
The choice of ω we have made, and which we make throughout, reflects the usual practice in
the literature of the numerical investigation of quasiperiodically driven systems, and is discussed
in section 3.2 above.
For biharmonic quasiperiodic driving, we must therefore calculate Δθ over a larger number
of cycles. Figures 3.9a and 3.9b show what happens when 100 and 1000 cycles, respectively, are
used. At the apparent transition point (between A = 0.54 and A = 0.55) we see, respectively, an
increase in Δθ/(2π) from −0.1 to 4.9, and an increase from 0.001 to 54.0; clearly both of these are
quite abrupt, especially the latter. This makes an algorithm based on the magnitude of Δθ quite
serviceable for such cases. The C++ code for such an algorithm is attached as Appendix C.
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Figure 3.9: Variation of Δθ(10000π, 200π)/(2π) and Δθ(10000π, 2000π)/(2π) as the parameter A
is increased from 0 to 1.2, for fixed B = C = 1.0, in the case of biharmonic quasiperiodic driving.
3.4.2 Algorithm 2: fixed points of the stroboscopic map
In subsection 2.4.6 above, an algorithm was used (attached as Appendix A) for locating the bound-
ary of mode-locked regions for the Arnol’d sine map. This algorithm exploits the fact that those
maps h with winding number zero are, precisely, those with fixed points or, equivalently, those
for which the graph of h(θ) − θ intersects with the horizontal axis. Accordingly, the algorithm
simply locates the lower boundary of the ρ = 0 region at the parameter values for which the global
maximum of h(θ)− θ is exactly zero, and its upper boundary where the global minimum is exactly
zero. The behaviour of h(θ) − θ as such a region is crossed is shown in Figure 2.11; the points of
transition may be located by interval bisection.
This approach may be adapted to the continuous-time case, as long as the flow being studied
has a Poincare´ section map in the form of an orientation-preserving homeomorphism of the circle.
Those flows for which this is the case are those involving periodic driving, with the second-derivative
coefficient p set at 0. For such flows, a version of the same algorithm may be used, and its results
compared with those from the simple C++ algorithm outlined above.
Figure 3.10 shows, in a similar way to Figure 2.11, the behaviour of h(θ) − θ (where h is the
stroboscopic map) as we transit the ρ = 0 region for the periodically driven oscillator. Here, the
intrinsic parameter  has fixed value 0.1, and the driving parameter B is fixed at 1.0. Figure 3.10a
shows the graph of h(θ) − θ for a value of A just below the ρ = 0 region; Figure 3.10b shows a
maximum of exactly 0 being attained at its boundary; Figure 3.10c shows a positive maximum but
a negative minimum, corresponding to the interior of the region; Figure 3.10d shows the graph for
parameter values at the region’s upper edge.
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Figure 3.10: Transit of the ρ = 0 region in parameter space; periodically driven oscillator
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Figure 3.11: Graph of h(θ)− θ for the periodically driven oscillator: A = 0, B = 0.2, p = 0,  = 1.0
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3.4.3 Comparison of the algorithms
The algorithm based on an estimate of the winding number is calculation-intensive, involving as it
does the integration of a flow over many cycles of the driving. This forces us to implement it in
a compiled language (in this case, C++), which in turn means that we are restricted to machine
precision only. By contrast, investigation of the stroboscopic map involves integration over just
one cycle, drastically reducing the number of calculations needed; this allows us to implement
the second class of algorithm in Mathematica, meaning that that system’s arbitrary precision is
available if wanted.
A more serious disadvantage of the first class of algorithm is that the criterion it uses for interval
bisection is, perforce, based on the magnitude of a quantity: namely, an estimate of the winding
number. (If that estimate is sufficiently close to a certain value, we are deemed to be inside the
region of interest; if not, outside.) Fortunately, the boundary between a mode-locked region and its
exterior is often, according to this criterion, quite sharply marked. However, there is an unavoidable
element of the arbitrary in setting the cut-off point, and the real risk exists (sometimes realised, as
we shall see) of artefacts being thus introduced into our findings. By contrast, the second class of
algorithm is based not on the magnitude of a quantity but on the signs of two quantities (namely,
the extrema of h(θ)− θ); this arbitrary cut-off is thereby avoided.
On the other hand, the first class of algorithm is very simple and robust, whereas the second
class is much more complicated and involved, and it is hard to make it work under all conditions.
Developing such an algorithm is made difficult by the problem of extremum-finding for h(θ) − θ;
the native extremum-finding algorithms in Mathematica, for example, only work for functions
expressed as algebraic expressions in closed form. Moreover, there are parameter values for which
the minimum and the maximum are attained at values of θ that are quite close to one another,
and separated by a steep section of the graph; such an example is shown in Figure 3.11; extremum-
finding is difficult in these circumstances too.
For these reasons, our algorithm for locating the boundary of mode-locked regions based on the
extrema of h(θ)− θ needs to be quite complicated; the full Mathematica code for it is attached as
Appendix D.
Moreover, since it is based on the stroboscopic map, it can only be used for periodic driving,
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and only to investigate rational values of the winding number. Furthermore, for much the same
reason, we cannot use it if the parameter p, the coefficient of the second derivative in the equation
of motion (2.6), is non-zero. Clearly, these constraints severely restrict the practical applicability
of the second class of algorithm; however, where it can be used, it is preferable.
3.4.4 Location of pinching points
A numerical algorithm was also developed in Mathematica for locating “pinching points” to arbi-
trary precision; this is described in section 7.2 below, shortly after “pinching” itself is discussed.
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Chapter 4
Harmonic Driving
4.1 Existence and uniqueness of the winding number
The general form of the flow we are studying is
dθ
dt
= A+B sin t− 
(
p
d2θ
dt2
+ sin θ
)
.
If we make the assumption p = 0, which means that the driving is very slow compared to the natural
frequency and that the system is very strongly damped, it is elementary to prove that the winding
number exists and is independent of initial conditions. This can be shown in at least two ways:
either as a corollary of the existence and uniqueness of the winding number of the stroboscopic
map, or as a simple consequence of the fact that on the 2-torus, two orbits with different winding
numbers may be shown to intersect, which is impossible.
However, in the absence of the assumption p = 0, these arguments for the existence and
uniqueness of the winding number do not apply. We consider an example of a second-order flow on
T2 × R for which the winding number depends on the initial conditions in subsection 4.3.2 below.
In practice, for periodically driven oscillators, we can often assume that the winding number is
unique, but the fact that this is not necessarily always the case should always be borne in mind;
we return to this issue later in this chapter.
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4.2 Perturbation calculations
4.2.1 Winding number 0
We can immediately apply the general result (3.43) to the the case of the periodically driven
oscillator with flow equation
dθ
dt
= A+B sin t−  sin θ. (4.1)
As before, we seek to characterise the region in parameter space corresponding to ρ = 0. Here,
M = (B),
f(t) = (sin t) and
g(θ, t) = sin θ.
(Note that the vector M of driving amplitudes, which for the purposes of our general method can
have any dimension, here has just one, as there is only one periodic component in the driving.)
The result to first order in  is
A =  < sin(K −B cos t) > . (4.2)
The expression in angled brackets expands to give
sinK cos(B cos t)− cosK sin(B cos t). (4.3)
From the Bessel expansion results (3.7) and (3.8), we obtain that
A =  < J0(B) sinK + gˆ(t) >, (4.4)
where
gˆ(t) = 2 sinK
∞∑
k=1
(−1)kJ2k(B) cos 2kt
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− 2 cosK
∞∑
k=0
(−1)kJ2k+1(B) cos(2k + 1)t. (4.5)
Now, the terms of gˆ(t) all average to zero, giving
A = J0(B) sinK. (4.6)
For the second order correction, we choose an integral primitive
G(t) = 2 sinK
∞∑
k=1
(−1)kJ2k(B)sin 2kt
2k
− 2 cosK
∞∑
k=0
(−1)kJ2k+1(B)sin(2k + 1)t
2k + 1
(4.7)
such that G′ = gˆ. Now, gθ(θ, t) is simply cos θ, and the expression
cos(K −B cos t)
may be expanded as
cosK cos(B cos t) + sinK sin(B cos t) (4.8)
Applying the Bessel function expansions (3.7) and (3.8), we see that
cos(K −B cos t)
may be expressed entirely as a sum of constant terms and cosines, and that its product with G
therefore averages to zero. In this case, therefore, there is no second-order correction, and the
result
A = J0(B) sinK
stands. Since K is arbitrary, this is equivalent to
|A| ≤ |J0(B)|. (4.9)
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Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional
term in the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
In this case,
M ∙ f(t) = B sin t,
gθ(M.F(t) +K, t) = cos(K −B cos t).
The first part of this product is a sine, and the second part expands, as stated above, into a sum of
constant terms and cosines. The product therefore averages to zero over time, and it follows that
there is no additional term in this case.
4.2.2 Non-integral winding number
From Lemma 3.1, it follows that the ρ = q region for the flow
θ˙ = A+B sin t−  sin θ
is, precisely, the ρ = 0 region for the flow
θ˙ = A− q +B sin t−  sin(θ + qt). (4.10)
In terms of our general method,
M = (B),
f(t) = (sin t)
g(θ, t) = sin(θ + qt) and
A → A− q.
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We make the assumption that the number q is non-integral, and if rational, that it is in its
lowest terms.
The result to first order in  is
A− q =  < sin(K −B cos t+ qt) > . (4.11)
The expression in angled brackets expands to give P1 + P2 + P3 + P4, where
P1 = sinK cos(B cos t) cos(qt), (4.12)
P2 = sinK sin(B cos t) sin(qt), (4.13)
P3 = − cosK sin(B cos t) cos(qt), (4.14)
P4 = cosK cos(B cos t) sin(qt). (4.15)
Using the Bessel expansion results (3.7) and (3.8), we obtain
cos(B cos t) = J0(B) + 2
∞∑
k=1
J2k(B)(−1)k cos 2kt, (4.16)
sin(B cos t) = 2
∞∑
k=0
J2k(B)(−1)k cos(2k + 1)t. (4.17)
Since, by hypothesis, q is non-integral, each of P1, P2, P3 and P4 is the product of unequal cosines,
and averages to zero. To first order, then, we have that
A− q = 0 or simply A = q. (4.18)
For the second-order correction, we observe that gˆ(t) = P1 + P2 + P3 + P4, where
P1 = sinK
{
J0(B) cos(qt) +
∞∑
k=1
J2k(B)(−1)k[cos(2k + q)t+ cos(2k − q)t]
}
, (4.19)
P2 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 + q)t− sin(2k + 1− q)t]
}
, (4.20)
109
P3 = − cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 + q)t+ cos(2k + 1− q)t]
}
, (4.21)
P4 = cosK
{
J0(B) sin(qt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k + q)t− sin(2k − q)t]
}
. (4.22)
We may therefore set G = Q1 +Q2 +Q3 +Q4, where
Q1 = sinK
{
J0(B)
sin(qt)
q
+
∞∑
k=1
J2k(B)(−1)k
[
sin(2k + q)t
2k + q
+
sin(2k − q)t
2kn−m
]}
, (4.23)
Q2 = − sinK
{ ∞∑
k=0
J2k+1(B)(−1)k
[
cos(2k + 1 + q)t
2k + 1 + q
− cos(2k + 1− q)t
2k + 1− q
]}
, (4.24)
Q3 = − cosK
{ ∞∑
k=0
J2k+1(B)(−1)k
[
sin(2k + 1 + q)t
2k + 1 + q
+
sin(2k + 1− q)t
2k + 1− q
]}
, (4.25)
Q4 = − cosK
{
J0(B)
cos(qt)
q
+
∞∑
k=1
J2k(B)(−1)k
[
cos(2k + q)t
2k + q
− cos(2k − q)t
2k − q
]}
. (4.26)
Note also that
gθ(θ, t) = cos(θ + qt)
and therefore that
gθ(K −B cos t, t) = cos(K −B cos t+ qt).
The right-hand-side can be expanded as R1 +R2 +R3 +R4, where
R1 = cosK
{
J0(B) cos(qt) +
∞∑
k=1
J2k(B)(−1)k[cos(2k + q)t+ cos(2k − q)t]
}
, (4.27)
R2 = cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 + q)t− sin(2k + 1− q)t]
}
, (4.28)
R3 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 + q)t+ cos(2k + 1− q)t]
}
, (4.29)
R4 = − sinK
{
J0(B) sin(qt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k + q)t− sin(2k − q)t]
}
. (4.30)
Most products of the form QiRj in the expression
G(t)gθ(K −B cos t, t)
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average to zero, with the following exceptions:
< Q1R4 > = − sin2K
{
J0(B)
2 1
2q
+
∞∑
k=1
J2k(B)
2 q
q2 − 4k2
}
, (4.31)
< Q2R3 > = − sin2K
{ ∞∑
k=0
J2k+1(B)
2 q
q2 − (2k + 1)2
}
, (4.32)
< Q3R2 > = − cos2K
{ ∞∑
k=0
J2k+1(B)
2 q
q2 − (2k + 1)2
}
, (4.33)
< Q4R1 > = − cos2K
{
J0(B)
2 1
2q
+
∞∑
k=1
J2k(B)
2 q
q2 − 4k2
}
. (4.34)
Overall, therefore, for non-integral ρ = q we have that
< Ggθ >= −
(
1
2q
J0(B)
2 +
∞∑
l=1
Jl(B)
2 q
q2 − l2
)
. (4.35)
To second order, then, we have, for rational non-integral ρ = q, that
A = q + 2
(
1
2q
J0(B)
2 +
∞∑
l=1
Jl(B)
2 q
q2 − l2
)
. (4.36)
To second order, the region ρ = q has zero thickness everywhere.
Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional
term in the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
In the case of rational, nonintegral ρ,
M ∙ f(t) = B sin t,
gθ(M.F(t) +K, t) = cos(K −B cos t+ qt).
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Let us expand cos(K −B cos t+ qt) to form R1 +R2 +R3 +R4 as above, and note that
R1 = cosK
{
J0(B) cos(qt) +
∞∑
k=1
J2k(B)(−1)k[cos(2k + q)t+ cos(2k − q)t]
}
, (4.37)
R2 = cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 + q)t− sin(2k + 1− q)t]
}
, (4.38)
R3 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 + q)t+ cos(2k + 1− q)t]
}
, (4.39)
R4 = − sinK
{
J0(B) sin(qt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k + q)t− sin(2k − q)t]
}
. (4.40)
Clearly, the product of B sin t with either of R1 or R3 averages to zero over time. Less obviously
perhaps, the same is also true of the products of B sin t with R2 and R4. This is because, since q
is by hypothesis non-integral, none of the coefficients of t in the sine terms in R2 or R4 is equal to
1. The entire product, therefore, averages to zero over time, and the result (4.36) is subject to no
alteration.
4.2.3 Non-zero integral winding number
The above argument can be adapted to cover non-zero integer rotation numbers, ρ = m.
Here, then
M = (B),
f(t) = (sin t),
g(θ, t) = sin(θ +mt) and
A → A−m.
The result to first order in  is
A−m =  < sin(K −B cos t+mt) > . (4.41)
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The expression in angled brackets expands to give P1 + P2 + P3 + P4, where
P1 = sinK cos(B cos t) cos(mt), (4.42)
P2 = sinK sin(B cos t) sin(mt), (4.43)
P3 = − cosK sin(B cos t) cos(mt), (4.44)
P4 = cosK cos(B cos t) sin(mt). (4.45)
Using the Bessel expansion results (3.7) and (3.8), we obtain
cos(B cos t) = J0(B) + 2
∞∑
k=1
J2k(B)(−1)k cos 2kt, (4.46)
sin(B cos t) = 2
∞∑
k=0
J2k(B)(−1)k cos(2k + 1)t. (4.47)
The details now depend on whether m is even or odd. If m is even, then
< P1 > = 2 sinKJm(B)(−1)m/2 < cos2mt >
= (−1)m/2Jm(B) sinK, (4.48)
< P2 > = 0, (4.49)
< P3 > = 0, (4.50)
< P4 > = 0. (4.51)
If m is odd, then
< P1 > = 0, (4.52)
< P2 > = 0, (4.53)
< P3 > = −2 cosKJm(B)(−1)(m−1)/2 < cos2mt >
= (−1)(m+1)/2Jm(B) cosK, (4.54)
< P4 > = 0. (4.55)
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Either way, we have, to first order
|A−m| ≤ |Jm(B)|. (4.56)
For the second-order correction, we must again consider the even and odd values of m separately.
For even m, we have that
gˆ(t) = P1 + P2 + P3 + P4 − (−1)m/2Jm(B) sinK.
Now, if we set P ′1(t) = P1 − (−1)m/2Jm(B) sinK, then
P ′1 = sinK
{
J0(B) + 2
∞∑
k=1
J2k(B)(−1)k cos 2kt
}
cosmt− (−1)m/2Jm(B) sinK
= sinK
J0(B) + 2 ∑
k 6=m/2
J2k(B)(−1)k cos 2kt
 cosmt
+(−1)m/2Jm(B) sinK(2 cos2mt− 1)
= sinK
J0(B) + 2 ∑
k 6=m/2
J2k(B)(−1)k cos 2kt
 cosmt
+(−1)m/2Jm(B) sinK cos 2mt
= sinK {J0(B) cosmt
+
∑
k 6=m/2
J2k(B)(−1)k[cos(2k +m)t+ cos(2k −m)t]
+Jm(B)(−1)m/2 cos 2mt
}
. (4.57)
More simply, we obtain
P2 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 +m)t− sin(2k + 1−m)t]
}
, (4.58)
P3 = − cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 +m)t+ cos(2k1 + 1−m)t]
}
, (4.59)
P4 = cosK
{
J0(B) sin(mt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k +m)t− sin(2k −m)t]
}
. (4.60)
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We may therefore set G = Q1 +Q2 +Q3 +Q4, where
Q1 = sinK
{
J0(B)
sin(mt)
m
+∑
k 6=m/2
J2k(B)(−1)k
[
sin(2k +m)t
2k +m
+
sin(2k −m)t
2k −m
]
+Jm(B)(−1)m/2 sin(2mt)
2m
}
, (4.61)
Q2 = − sinK
{ ∞∑
k=0
J2k+1(B)(−1)k
[
cos(2k + 1 +m)t
2k + 1 +m
− cos(2k + 1−m)t
2k + 1−m
]}
, (4.62)
Q3 = − cosK
{ ∞∑
k=0
J2k+1(B)(−1)k
[
sin(2k + 1 +m)t
2k + 1 +mq
+
sin(2k + 1−m)t
2k + 1−m
]}
, (4.63)
Q4 = − cosK
{
J0(B)
cos(mt)
m
+
∞∑
k 6=m/2
J2k(B)(−1)k
[
cos(2k +m)t
2k +m
− cos(2k −m)t
2k −m
]
+Jm(B)(−1)m/2 cos 2mt
2m
}
. (4.64)
Note also that
gθ(θ, t) = cos(θ +mt)
and therefore that
gθ(K −B cosnt, t) = cos(K −B cos t+mt).
The right-hand-side can be expanded as R1 +R2 +R3 +R4, where
R1 = cosK
{
J0(B) cos(mt) +
∞∑
k=1
J2k(B)(−1)k[cos(2k +m)t+ cos(2k −m)t]
}
, (4.65)
R2 = cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 +m)t− sin(2k + 1−m)t]
}
, (4.66)
R3 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 +m)t+ cos(2k + 1−m)t]
}
, (4.67)
R4 = − sinK
{
J0(B) sin(mt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k +m)t− sin(2k −m)t]
}
. (4.68)
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Most products of the form QiRj in the expression
G(t)gθ(K −B cosnt, t)
average to zero, with the following exceptions:
< Q1R4 > = − sin2K
J0(B)2 12m + 14mJm(B)2 + ∑
k 6=m/2
J2k(B)
2 m
m2 − 4k2
 , (4.69)
< Q2R3 > = − sin2K
{ ∞∑
k=0
J2k+1(B)
2 m
m2 − (2k + 1)2
}
, (4.70)
< Q3R2 > = − cos2K
{ ∞∑
k=0
J2k+1(B)
2 m
m2 − (2k + 1)2
}
, (4.71)
< Q4R1 > = − cos2K
J0(B)2 12m + 14mJm(B)2 + ∑
k 6=m/2
J2k(B)
2 m
m2 − 4k2
 . (4.72)
Overall, therefore,
< Ggθ >= −
 1
2m
J0(B)
2 +
1
4m
Jm(B)
2 +
∑
l 6=m
Jl(B)
2 m
m2 − l2
 . (4.73)
To second order, then, we have, for integral ρ = m, that
A = m+  sinK(−1)m/2Jm(B) + γ2, (4.74)
where
γ2 = 
2
 1
2m
J0(B)
2 +
1
4m
Jm(B)
2 +
∑
l 6=m
Jl(B)
2 m
m2 − l2
 . (4.75)
For odd m, the details of the calculation differ slightly, and the result is
A = m+  cosK(−1)(m+1)/2Jm(B) + γ2. (4.76)
Whether m is even or odd, then, the second order description of the region ρ = m close to a zero
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of Jm is given by
|A−m− γ2| ≤ |Jm(B)|, (4.77)
where
γ2 = 
2
 1
2m
J0(B)
2 +
1
4m
Jm(B)
2 +
∑
l 6=m
Jl(B)
2 m
m2 − l2
 . (4.78)
Effect of including the second derivative
In the case of integer ρ the inclusion of the second derivative term does make a certain amount of
difference that is detectable using this second-order perturbation technique, although this difference
is itself third-order in . This leaves open the possibility that it may be augmented, offset or
distorted by other higher-order effects that do not show up during the second-order perturbation
calculation; however, we include it here for completeness.
The expansion of
gθ(M.F(t) +K, t)
is, in this case, given by R1 +R2 +R3 +R4, where
R1 = cosK
{
J0(B) cos(mt) +
∞∑
k=1
J2k(B)(−1)k[cos(2k +m)t+ cos(2k −m)t]
}
, (4.79)
R2 = cosK
{ ∞∑
k=0
J2k+1(B)(−1)k[sin(2k + 1 +m)t− sin(2k + 1−m)t]
}
, (4.80)
R3 = sinK
{ ∞∑
k=0
J2k+1(B)(−1)k[cos(2k + 1 +m)t+ cos(2k + 1−m)t]
}
, (4.81)
R4 = − sinK
{
J0(B) sin(mt) +
∞∑
k=1
J2k(B)(−1)k[sin(2k +m)t− sin(2k −m)t]
}
. (4.82)
For even m, this introduces into (4.74) the correction term
−(−1)m/22pBJm+1(B) + Jm−1(B)
2
cosK. (4.83)
We now use the following well-known result (Abramowitz and Stegun, 1972 [1]) about Bessel
functions of the first kind:
Jm+1(x) + Jm−1(x)
2
=
Jm(x)
x
. (4.84)
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From (4.84), we deduce that we can rewrite (4.83) as
−(−1)m/22pJm(B) cosK. (4.85)
For odd m, we obtain, in similar fashion, the following correction to (4.76):
(−1)(m+1)/22pJm(B) sinK. (4.86)
In either case, the right-hand-side of (4.77) becomes
|Jm(B)|
√
1 + p22. (4.87)
One important consequence of this is that for non-zero p, the regions corresponding to non-zero
integral ρ should continue to exhibit a “pinching” effect.
4.2.4 Summary of perturbation results
We may summarise our results as follows. To first order in , the parameter set associated with
ρ = 0 is given by:
|A| ≤ |J0(B)|. (4.88)
That associated with non-integer rotation number q is given by:
A = q. (4.89)
Finally, that associated with non-zero integer rotation number m is given by:
|A−m| ≤ |Jm(B)|. (4.90)
To second order, the parameter set associated with ρ = 0 is given by:
|A| ≤ |J0(B)|. (4.91)
118
2 4 6 8 10 B
-0.5
0.5
1
1.5
2
A c: 0.7
2 4 6 8 10 B
-0.5
0.5
1
1.5
2
A d: 1.
2 4 6 8 10 B
-0.5
0.5
1
1.5
2
A a: 0.1
2 4 6 8 10 B
-0.5
0.5
1
1.5
2
A b: 0.4
Figure 4.1: Regions in parameter space corresponding to ρ = n/6, n ∈ Z: first order perturbation
results
That associated with non-integer rotation number q is given by:
A = q + 2
(
1
2q
J0(B)
2 +
∞∑
l=1
Jl(B)
2 q
q2 − l2
)
. (4.92)
Finally, that associated with non-zero integer rotation number m is given by:
|A−m− γ2| ≤ |Jm(B)|
√
1 + p22, (4.93)
where
γ2 = 
2
 1
2m
J0(B)
2 +
1
4m
Jm(B)
2 +
∑
l 6=m
Jl(B)
2 m
m2 − l2
 . (4.94)
Figure 4.1 shows the first order results, and Figure 4.2 the second order results. In each case,
p = 0 and the values of ρ shown are the integral multiples of 1/6. In each case, too, the values of
 in Figures a, b, c and d are, respectively, 0.1, 0.4, 0.7 and 1.0.
The limitations of the first-order results are clearly apparent in Figure 4.1. For all values of
 > 0, the regions associated with integer winding number appear to overlap with those associated
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Figure 4.2: Regions in parameter space corresponding to ρ = n/6, n ∈ Z: second order perturbation
results
with nearby non-integer rational winding number; for large enough ; these integer regions even
seem to overlap with one another. This is incompatible with the uniqueness of the winding number
for the case p = 0.
Figure 4.2 shows equally clearly that whereas the second order correction solves some of these
“overlap” problems, it creates newer and in some ways odder ones, as the non-integer regions
apparently invert their monotonic order for certain values of the parameter B.
These “overlap” problems are a sign of the limitations of the perturbation technique. They are
explored, and partly resolved, in the next two subsections.
4.2.5 The problem of overlapping regions
There is an apparent paradox concerning the form of the regions corresponding to non-integer
rational ρ. These are given by equation (4.36), which we here restate:
A = q + 2
(
1
2q
J0(B)
2 +
∞∑
l=1
Jl(B)
2 q
q2 − l2
)
. (4.95)
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Now, the rationals are dense in the reals, and in particular a rational may be found arbitrarily close
to any integer. The term
∞∑
l=1
Jl(B)
2 q
q2 − l2
is, therefore, unbounded as q varies in any neighbourhood of an integer l0. Similarly, the term
1
2q
J0(B)
2
is unbounded in a neighbourhood of 0.
The following lemma shows why this is problematic.
Lemma 4.1 Given a sufficiently small value of  > 0, we may always choose q1 and q2 with the
property that
• 0 < q1 < q2;
• for one value of B, A(q1) < A(q2);
• for another value of B, A(q1) > A(q2).
Proof 4.1 Given  > 0, choose q1 = q and q2 = 2q. Now, A(2q)−A(q) is equal to
q + 2
{
J0(B)
2
(
1
4q
− 1
2q
)
+
∞∑
l=1
Jl(B)
2
(
2q
4q2 − l2 −
q
q2 − l2
)}
.
It can easily be shown that as long as q < 1/2,
2q
4q2 − l2 −
q
q2 − l2
is negative for all values of l ≥ 1.
(Since 2q2 + l2 > 0, it follows that 4q2 − l2 > 2(q2 − l2) and therefore, since l ≥ 1, that
1
q2 − l2 >
2
4q2 − l2 ,
from which the result is immediate.)
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Figure 4.3: The “overlap problem” in the second-order perturbation results for periodic driving
If we choose B equal to a zero of J0, therefore, then
A(2q)−A(q) = q + 2
∞∑
l=1
Jl(B)
2
(
2q
4q2 − l2 −
q
q2 − l2
)
> q − 2
∞∑
l=1
(
q
q2 − l2 −
2q
4q2 − l2
)
= q − 
2
4q
(
2πq
sin 2πq
− 1
)
= q − 
2
4q
(
2π2q2
3
+O(q4)
)
= q
(
1− 
2π2
6
)
+O(q3).
Now, for  <
√
6/π, and for sufficiently small q, this is positive.
However, if we choose B = 0, then
A(2q)−A(q) = q − 
2
4q
.
For each  > 0, provided q < /2, this is negative; moreover, it is unbounded as q → 0.
A consequence of this lemma, and of the connectedness of each mode-locked region, is that the
ρ = q and ρ = 2q regions would appear, on the basis of (4.36), to intersect one another, as shown
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in Figure 4.3. (Here,  has been given the value 0.1, and q is 0.04. It can clearly be seen that
according to (4.36), A(2q) is greater than A(q) at B = ζ, where ζ is the first zero of J0, but that
A(q) is greater at B = 0.)
But this is actually impossible, because the rotation number is uniquely determined by the
parameter values. We may deduce that equation (4.36) is incorrect.
Now, of course, this is not surprising: we already know that the equation is incorrect, because
it is the result of a second-order perturbation calculation and is therefore only an approximation.
However, the finding is still a little unnerving, because it suggests that, for each  no matter how
small, there must be a higher-order effect that is large enough to counteract the unboundedness
described above.
4.2.6 Partial solution to this problem
Some clue about the form of this effect may be gleaned from the following observations, which offer
a partial resolution to this difficulty.
Consider the case B = 0 in our flow equation for the strongly damped oscillator, which becomes
dθ
dt
= A−  sin θ. (4.96)
Now, this flow is integrable, and it may easily be shown that the rotation number satisfies
ρ2 = A2 − 2, (4.97)
for A ≥  and ρ = 0 otherwise, giving
|A| =
√
ρ2 + 2 (4.98)
for rotation numbers other than ρ = 0 (which is characterised by |A| ≤ ). The full calculation
appears as Appendix E. On the other hand, our perturbation results, applied to this case, give,
for values of ρ other than zero,
|A| =
∣∣∣∣ρ+ 22ρ
∣∣∣∣ . (4.99)
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These results are equivalent to second order in , but the former is safely bounded as ρ→ 0. This
suggests the following modification to our results. The parameter set associated with ρ = 0 is given
by:
|A| ≤ |J0(B)|. (4.100)
That associated with non-integer rotation number q is given by:
|A| =
√√√√q2 + 2(J0(B)2 + ∞∑
l=1
Jl(B)2
2q2
q2 − l2
)
. (4.101)
Finally, that associated with non-zero integer rotation number m is given by:
∣∣∣A−√m2 + γˉ2∣∣∣ ≤ |Jm(B)|√1 + p22, (4.102)
where
γˉ2 = 
2(J0(B))
2 + 2
(Jm(B))
2
2
+ 2
∑
l 6=m
(Jl(B))
2 2m
2
m2 − l2 (4.103)
Figure 4.4 shows our results in this modified form. Note that the problem of overlapping regions
for ρ close to 0 has disappeared, though of course it remains for values of ρ close to other integers
(and it is not clear how to solve this problem).
4.3 Comparison with numerical results
4.3.1 The case p = 0
Figure 4.5 shows, for the boundary of the region ρ = 0, a comparison between the results of the
perturbation calculations of the last section and the numerical results obtained using the “extrema
of h(θ)−θ” algorithm attached at Appendix D. The second-derivative coefficient p is 0 throughout,
and the -values 0.1, 0.3, 0.5 and 0.7 have been studied. It will readily be seen that the agreement
appears very good even for relatively large . Even at these scales, however, the numerically
calculated boundary seems to lie slightly to the right of that predicted on the basis of perturbation
calculations; this effect seems to be dependent on .
This effect is more visible if we magnify a section of the boundary close to a zero of the Bessel
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Figure 4.4: Regions in parameter space corresponding to ρ = n/6, n ∈ Z: second order perturbation
results, revised version
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Figure 4.6: Boundary of the region ρ = 0 for p = 0: comparison between perturbation calculations
and numerical results obtained using the “extrema of h(θ)− θ” algorithm; magnification of section
close to a zero of the Bessel function
function, as in Figure 4.6. It also appears from this figure that the ρ = 0 region really does “pinch
off” to zero width, even though the location of these “pinching points” are, in general, not precisely
those that the perturbation calculation predicts (namely, at the zeroes of J0). In Chapter 7, the
phenomenon of “pinching”, and the dependence of the position of the “pinching point” on the value
of , are examined in more depth.
Figure 4.7 shows the results for ρ = 1; again, the value of p is zero and again, the “extrema”
algorithm has been used. Figure 4.8 shows a magnified section close to a zero of the relevant
Bessel function (in this case, of course, J1). Again, “pinching” seems real; again, the true location
of the each pinching point appears to be slightly to the right of that predicted by perturbation
calculations.
Agreement between the results of the “extrema of h(θ)−θ” algorithm and the cruder, but more
widely applicable, “magnitude of Δθ” algorithm is, for these regions corresponding to integral ρ,
extremely good. This gives us confidence in the accuracy of the cruder technique, for such regions,
in circumstances where the “extrema” algorithm is not applicable.
Recall that according to perturbation calculations, the regions of parameter space correspond-
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Figure 4.7: Boundary of the region ρ = 1 for p = 0: comparison between perturbation calculations
and numerical results obtained using the “extrema of h(θ)− θ” algorithm
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Figure 4.8: Boundary of the region ρ = 1 for p = 0: comparison between perturbation calculations
and numerical results obtained using the “extrema of h(θ)− θ” algorithm; magnification of section
close to a zero of the Bessel function
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Figure 4.9: Boundary of the region ρ = 1/2 for p = 0: comparison between perturbation calculations
and numerical results obtained using the “extrema of h(θ)− θ” algorithm
ing to non-integral winding number are curves (that is, sets of measure zero) rather than two-
dimensional regions. It follows that if we use a numerical boundary location algorithm, we should
find that the upper and lower boundaries of such regions coincide. In fact, this is exactly what
the more sophisticated “extrema” algorithm yields; the cruder “Δθ” algorithm can, if not tuned
carefully, suggest a slight “opening out” of this region for larger values of the parameter B. We
conjecture that this “opening out” effect, which is in any case slight, is probably an artefact, and
that the upper and lower boundaries of such regions, for the case p = 0, really do coincide. (What
happens for p 6= 0, for which the extrema algorithm fails, is treated in the next section.)
Figure 4.9 shows a comparison between the perturbation results and numerical findings in the
case ρ = 1/2. Note that the original form of the perturbation result, (4.36), has been used; for larger
values of , the limitations of this result for fractional winding number, especially for small values
of the parameter B, are clearly visible. We remarked on these limitations above in subsection 4.2.5,
in the discussion on the problem of overlapping regions; they are severe, and unfortunately only
partially resolvable. Luckily, they do not arise in the same way for integer values of the winding
number.
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Figure 4.10: Comparison between perturbation calculations and numerical results in the case p = 0
for ρ = 0, 1/6, 1/3, . . . , 5/6, 1. In each figure, the lowest region shown corresponds to ρ = 0, the
next lowest to ρ− 1/6, etc.
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Figure 4.11: Dependence of an estimate of the winding number on the value of the parameter A
for p = 0, B = 1,  = 0.1: periodic driving
Figure 4.10 shows a comparison between perturbation and numerical results for several values
of ρ, integral and fractional, in the case p = 0. Recall that the perturbation calculations, even as
amended, suggest that these regions intersect; this cannot be the case, and the numerical results
show non-intersecting regions and, for each value of B, a monotonic dependence of ρ upon A.
Figure 4.11 shows the nature of this dependence for  = 0.1. The plot shows the dependence of
an estimate of ρ (actually, Δθ(5000π, 2000π)/(2000π)) on the value of the parameter A for fixed
B = 1. Note that, in contrast to the dependence of ρ upon the parameters for circle maps, shown
in Figure 2.13, there is no “Devil’s staircase” structure evident here. This is consistent with the
finding that mode-locking seems only to occur for integral values of the winding number.
We shall see in Chapter 5 that the “Devil’s staircase” structure does manifest itself in the case of
biharmonic quasiperiodic driving; however, we shall also see that this is not because mode-locking
occurs for non-integer rational values of the winding number.
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4.3.2 The case p = 1
Recall (2.6), the flow equation for the damped, periodically driven nonlinear oscillator:
dθ
dt
= A+B sin t− 
(
p
d2θ
dt2
+ sin θ
)
.
Recall also that winding number can be proven to be independent of initial conditions if the flow
is reducible to a map of the the circle, but not in general otherwise. If we make the “slow driving
and strong damping” assumption p = 0, therefore, then the winding number, for given values of
the parameters, is unique. If p has any other value, however, this is not true in general, though it
may be true in particular cases.
For general values of p, the manifold on which the flow takes place is (t, θ, θ˙)-space with the first
two coordinates “wrapping round”: that is, T2 × R. To see that in general flows on this manifold
may exhibit a winding number that depends on the initial conditions, it suffices to consider the
trivial flow
θ¨ = 0, (4.104)
with general solution
θ = θ0 + αt, (4.105)
where θ0 and α are the initial values of θ and θ˙ respectively.
Each orbit of this flow is confined to the plane θ˙ = α, and in each case the projection onto T2
has winding number α. The winding number may thus be clearly seen to depend on the initial
conditions in this case.
We may generalise to the less trivial system
θ¨ + θ˙ cos θ = 0. (4.106)
Here, simple integration with respect to t yields
θ˙ = A−  sin θ, (4.107)
131
where A is a constant of integration. This is equivalent to a nonlinear oscillator subjected to
constant driving; as noted above and proved in Appendix E, this system has winding number ρA,
where for positive A
ρA =
 0, A ≤ ,√A2 − 2, A > , (4.108)
and symmetrically for negative A. Now, since A is constant we have, if θ(0) = θ0 and θ˙(0) = α as
before, that
A = α+  sin θ0. (4.109)
The winding number for this system is therefore given by
ρ(θ0, α) =
 0, α+  sin θ0 ≤ ,√(α+  sin θ0)2 − 2, α+  sin θ0 > , (4.110)
and thus clearly depends on the initial values both of θ and of θ˙.
It is also not difficult to construct flows on T2 × R for which the winding number is not even
well-defined: that is, for which the limit
lim
t→∞
θ(t)− θ(0)
t
does not exist. Consider, for example, the second-order differential equation
θ¨ cos t+ θ˙ sin t = 1 + cos2 t. (4.111)
The general solution of this differential equation is
θ = θ0 + (α+ t) sin t, (4.112)
where as before θ0 and α are the initial values of θ and α. Note that
θ(t)− θ(0)
t
=
(
1 +
α
t
)
sin t, (4.113)
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Figure 4.12: Attraction to a toroidal subspace for nonzero p: mode-locked and non-mode-locked
cases; three-dimensional plots
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Figure 4.13: Attraction to a toroidal subspace for nonzero p: mode-locked and non-mode-locked
cases; projection on to (t, θ) torus
which, as is trivial to prove, does not converge as t→∞.
In general, then, there is no guarantee, for flows on T2 × R, that the winding number in (t, θ)-
space exists and is independent of the initial conditions. In practice, for our system, this will
be true in all cases where the flow on the full 3-dimensional manifold is attracted to a 2-toroidal
subspace.
In most of the numerical experiments we carried out with the value of p set to 1, even for
large values of , changing the initial conditions most often seems to have no effect on calculated
long-term estimates of the winding number. In many regions of parameter space, therefore, our
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“mode-locked regions” seem well defined.
Figure 4.12 shows the long-term dynamics for p = 1 and  = 0.5, where the values of the param-
eters A and B have been chosen to illustrate, in Figure 4.12a, a mode-locked regime corresponding
to ρ = 1 and, in Figure 4.12b, a non-mode-locked regime. (The values used were A = 1.0, B = 1.0
and A = 0.75, B = 1.0 respectively.) Figure 4.13 shows the projection of these orbits on to the
(t, θ) torus.
Figure 4.14 shows a comparison, for p = 1, between what the perturbation calculations from
the last chapter predict about the regions in parameter space corresponding to various winding
numbers, and where numerical experiments suggest these regions lie.
There is an effect not predicted by the perturbation calculations that manifests itself with non-
zero p for relatively large values of . We have seen fairly good numerical evidence, and shall in
Chapter 7 see even better, that for p = 0, the regions in parameter space corresponding to integer
winding number have points where they “pinch off” to zero width parallel to the A-axis. However,
for non-zero values of p, the numerical evidence suggests that “pinching points” open out.
Figure 4.15a shows the behaviour of an estimate of ρ as A increases, for fixed B corresponding
to the narrowest point of the ρ = 0 region close to the first zero of J0; even at this narrowest point,
there is an interval of positive measure over which ρ seems to be zero. The value of  here is 0.5.
By contrast, Figure 4.15b shows, for the same value of  but for p = 0, good evidence that, at least
to this resolution, the region really does “pinch down” to zero width.
For the case p = 0, it was also observed that mode-locking only occurred for integral values
of the winding number, and not for fractional values; there was no “Devil’s staircase” structure.
However, for non-zero values of p, the regions of parameter space corresponding to fractional
winding number appear, on the basis of numerical investigations, to open out to nonzero width,
and the “Devil’s staircase” structure reasserts itself. Figure 4.16 shows a comparison between these
two cases. In each case,  has been set to 0.7 (the effect is of course most apparent for large )
and B to 1.0; the graphs show the dependence of a numerical estimate of the winding number
(Δθ(5000π, 2000π)/(2000π)) on the value of the parameter A. In Figure 4.16a, the value of p is
zero, and in Figure 4.16b, it is 1. There is clear numerical evidence for fractional-ρ mode-locking
in the latter case; for example, the estimate of ρ takes on the value 0.5, to three decimal places,
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Figure 4.14: Comparison between perturbation calculations and numerical results in the case p = 1
for ρ = 0, 1/6, 1/3, . . . , 5/6, 1
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Figure 4.15: Comparison between transitions of the ρ = 0 region for p = 1 and p = 0 respectively,
in each case at the narrowest point close to the first zero of J0;  = 0.5 in both cases
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Figure 4.16: Dependence of an estimate of the winding number on the value of the parameter A
for B = 1,  = 0.7: periodic driving: comparison between the cases p = 0 and p = 1
for 0.67 ≤ A ≤ 0.76.
Intervals of non-monotonicity
It also seems from Figure 4.16b that the dependence of the winding number on the parameter A is no
longer strictly monotonic; a small “dip” is observable around A = 0.63. Numerical investigations,
using different initial conditions and different time-intervals in the estimate of the winding number,
suggest that this phenomenon is robust, and not an artefact of the estimation procedure. Of course,
if p is nonzero then the state space for the flow has an additional dimension, meaning that the
monotonicity of ρ as A varies is no longer guaranteed. Numerical investigations of the kind shown
in Figure 4.16b suggest that intervals of non-monotonic dependence are nonetheless somewhat rare.
Figure 4.17 is a magnification of the non-monotonic region of the graph; it is clear that the
dependence is quite complicated. What seems to be happening is that two mode-locked regimes
are interfering with one another, namely ρ = 1/4 and ρ = 1/3.
Figure 4.18 shows how the dynamics of the flow evolves as this region is crossed. Figure 4.18
shows a stable orbit that winds round the torus once vertically for every three cycles of the driving,
corresponding to mode-locked dynamics with ρ = 1/3. Figures 4.18b and 4.18c show bifurcation
behaviour in this dynamics as the value of A increases. In Figure 4.18d, unexpectedly, there is a
collapse on to a stable orbit that winds once for every four cycles of the driving, corresponding to
ρ = 1/4. Figure 4.18e shows the dynamics after another bifurcation, and Figure 4.18f the return
of the ρ = 1/3 regime (the stable orbit winds twice for every six cycles of the driving).
It is not known whether non-monotonic behaviour of this kind is always associated with inter-
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Figure 4.17: Dependence of an estimate of the winding number on the value of the parameter
A for B = 1,  = 0.7, p = 1: magnification of the interval on which the dependence appears
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Figure 4.18: Non-monotonic dependence of the winding number on the value of the parameter A
for B = 1,  = 0.7, p = 1: plots of the dynamics
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Figure 4.19: The projection of an orbit on to the 2-torus intersects itself at points in parameter
space associated with non-monotonic dependence of ρ on A
fering mode-locked regimes.
Note that the orbit shown in Figure 4.18f appears to intersect itself; this is shown more clearly
in Figure 4.19a, where the sections that intersect are shown in bold, with one of them dashed.
Figure 4.19b makes clearer what is happening in the full three-dimensional state space; it is not,
of course, that the orbit self-intersects, but simply that its projection on to the 2-torus does.
This makes possible the kind of motion shown in Figure 4.18f, in which a fractional winding
number is associated with a path that winds round m times vertically and n times horizontally, with
m and n having a common factor greater than 1. This more complex mode-locked behaviour never
arises in the case p = 0, in which motion is confined to the 2-torus, or indeed in those parameter
regimes for non-zero p for which motion is attracted to a 2-torus, as the following lemma shows.
Lemma 4.2 Suppose there exists a closed orbit on the 2-torus [0, 1)× [0, 1) that does not intersect
itself and that winds m times vertically and n times horizontally, where m and n are non-zero
integers, without loss of generality assumed positive. Then m and n are coprime.
Proof 4.2 Without loss of generality suppose m ≤ n. Parametrise the path for 0 ≤ t <∞ by
x ≡ t (mod 1),
y ≡ φ(t) (mod 1),
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and consider the set
Y = {y(0), y(1), . . . , y(n− 1)}.
Define h : Y → Y by
h(y(t)) = y(t+ 1).
It is easy to show that h is a bijection, and that it preserves orientation.
Let (t0, t1, t2, . . . , tn−1) be an ordering of the set {0, 1, . . . , n− 1} with the property that
y(t0) < y(t1) < . . . < y(tn−1).
The map h is orientation-preserving, and exactly m of the n arcs of the orbit from ti → ti + 1,
for 0 ≤ i < n, wind round the torus. It follows that
h[y(t0)] = y(tm),
h[y(t1)] = y(tm+1),
h[y(t2)] = y(tm+2),
∙ ∙ ∙
h[y(tn−1)] = y(tn+m−1).
Thus
tm ≡ t0 + 1 (mod n),
tm+1 ≡ t1 + 1 (mod n),
and so on, whence
t0 − t0 ≡ 0 (mod n),
tm − t0 ≡ 1 (mod n),
∙ ∙ ∙
t2m − t0 ≡ 2 (mod n),
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. . .
t(n−1)m − t0 ≡ n− 1 (mod n).
It follows that the elements of the set
{tpm : 0 ≤ p < n}
are all distinct modulo n, and thus that m and n are coprime.
In summary: if we abandon the condition p = 0, this creates the possibility, in principle, that the
winding number might not be defined, or that it might be defined but might depend on the initial
conditions of the flow. Although for fairly small p these drastic effects seem rare, it is also possible
for the winding number to appear to exist, to be apparently independent of initial conditions and
to exhibit mode-locking, but for more complicated limiting orbits to exist. The projections of these
orbits on to the 2-torus self-intersect and transition through them seems to be associated with
non-monotonic dependence of the winding number on the constant component, A, of the driving.
These less drastic deviations from “p = 0” behaviour are fairly easy to find.
4.4 A discrete-time analogue when p 6= 0
In Chapter 2, we outlined an approach to the study of periodically-driven nonlinear oscillators
based on a discrete-time analogue. Starting with the flow
p
d2θ
dt2
+
dθ
dt
+ sinθ = A+B sin t,
the assumption was made that p = 0 (strong damping and slow driving), reducing the flow to
dθ
dt
+  sin θ = A+B sin t.
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Figure 4.20: For the stroboscopic map h(θ0, ω0) associated with the flow dθ/dt+ sin θ = A+B sin t,
surface plots of components h1(θ0, ω0) − θ0 and h2(θ0, ω0) of the strobe map: A = 0.1, B = 1.0,
 = 0.1, p = 1.0
The state variables for this flow are t and θ, and the state space is the 2-torus [0, 2π)× [0, 2π). The
stroboscopic map for the flow is an orientation-preserving homeomorphism of the circle, and this
motivates the study of a simple family of such maps, namely the Arnol’d circle maps
h(θ) = θ + α+ β sin θ.
If we do not make the assumption p = 0, then the state variables are t, θ and θ˙, and the state
space is the Cartesian product of the 2-torus with R. The stroboscopic map is from the cylindrical
(θ, θ˙)-space to itself: h(θ0, ω0) is defined to be the value of the 2-vector (θ(2π), θ˙(2π)) given the
initial conditions θ(0) = θ0, θ˙(0) = ω0.
Figure 4.20 shows what we shall call h1(θ0, ω0)− θ0 and h2(θ0, ω0); that is the first and second
components of the strobe map. Such surfaces typify what we have seen for small values of . It
will be seen that both surfaces have a component that is periodic in θ0, as well as mean, amplitude
and phase effects that depend on ω0.
Although the ω0-dependent phase and amplitude effects may be important, any discrete-time
analogue that incorporates them would be very cumbersome. We therefore tentatively propose the
following family of maps as perhaps worthy of study:
h(θ, ω) = (θ + α+ μω + β sin θ, γ + δ sin θ). (4.114)
141
1 2 3 4
0.1
0.2
0.3
0.4
0.5
0.6
Figure 4.21: For the map h(θ, ω) = (θ + α + μω + β sin θ, γ + δ sin θ), dependence of an estimate
of the winding number on α with all other parameters held constant: μ = 0.1, β = 1.0, γ = 0.55,
δ = 0.1
Here, the quantities α, μ, β, γ, δ are constant parameters, with |β| ≤ 1. Figure 4.21 shows clear
evidence for mode-locking in this family of maps, with a strong suggestion of a “Devil’s staircase”
structure. The figure shows the dependence of an estimate of the winding number,
(f2000)1(0.3, 0.5)− (f1000)1(0.3, 0.5)
2000π
,
on the value of the parameter α, with all the other parameters kept constant. given the initial
conditions θ(0) = θ0, θ˙(0) = ω0.
It is suggested that this family of maps might repay further study. It will be noted, however,
that for larger values of  the fit between this family and the stroboscopic map for the flow is
poor: Figure 4.22 shows this stroboscopic map for the parameter values A = 0.7, B = 1.0,  = 0.7,
p = 1.0.
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Figure 4.22: For the stroboscopic map h(θ0, ω0) associated with the flow dθ/dt+ sin θ = A+B sin t,
surface plots of h1(θ0, ω0)− θ0 and h2(θ0, ω0): A = 0.7, B = 1.0,  = 0.7, p = 1.0
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Chapter 5
Biharmonic Quasiperiodic Driving
5.1 Existence and uniqueness of the winding number
If we make the “strong damping and slow driving” assumption p = 0, the fact that the winding
number exists and is independent of the initial conditions is a consequence of the fact that this is
the case for skew product circle maps, which was discussed in section 2.5.3. If we do not make this
assumption, then the state space has an additional dimension and, as with the periodically driven
case, we can no longer be sure that the winding number is independent of initial conditions, though
in practice it often is. This should be borne in mind when reading this chapter.
5.2 Mode-locking and the stroboscopic map
As we saw in Section 2.5.4, the stroboscopic map for the biharmonic quasiperiodically driven
oscillator may be represented, for the case p = 0, by a skew product of the form
θ → θ + hosc(θ, φ) mod 2π, (5.1)
φ → φ+ 2πω, mod2π. (5.2)
where hosc is periodic in both θ and φ. It was observed in section 2.5.4, following Glendinning and
Wiersig, 1999 [23], that for such a map, mode-locking corresponds to the existence of an invariant
curve in (θ, φ) space of the form φ = G(θ). Figure 5.1, the direct analogue of Figure 2.16, shows the
breakup of such an invariant curve as the value of the parameter A is increased and the boundary
of the region ρ = 0 is crossed.
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Figure 5.1: Breakup of invariant curves at the boundary of the ρ = 0 region for the biharmonic
quasiperiodically driven oscillator: case B = C = 1,  = 0.1
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5.3 Perturbation calculations
5.3.1 Rotation number zero
We apply our general method of section (3.3) to the biharmonic quasiperiodically driven oscillator
with flow equation
dθ
dt
= A+B sin t+ ωC sinωt−  sin θ. (5.3)
Here,
M = (B,C),
f(t) = (sin t, ω sinωt) and
g(θ, t) = sin θ.
The result to first order in  is
A =  < sin(K −B cos t− C cosωt) > . (5.4)
The expression in angled brackets expands to give
sinK cos(B cos t) cos(C cosωt)
− cosK sin(B cos t) cos(C cosωt)
− cosK cos(B cos t) sin(C cosωt)
− sinK sin(B cos t) sin(C cosωt). (5.5)
If we now recall the Bessel expansion results (3.7) and (3.8), we obtain that
A =  < J0(B)J0(C) sinK + gˆ(t) >, (5.6)
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where the terms of gˆ(t) consist entirely of cosines and of products of cosines with incommensurable
frequencies, and which therefore all average to zero, giving
A = J0(B)J0(C) sinK. (5.7)
For the second order correction, we note that the product of two cosines may be written as the
difference of two cosines, and therefore that gˆ may be written as the sum of cosine terms. We may
choose an integral primitive G that is the sum of sine terms. Now, gθ(θ, t) is simply cos θ, and the
expression
cos(K −B cos t− C cosωt)
may be expanded as
cosK cos(B cos t) cos(C cosωt)
+ sinK sin(B cos t) cos(C cosωt)
+ sinK cos(B cos t) sin(C cosωt)
− cosK sin(B cos t) sin(C cosωt). (5.8)
Applying the Bessel function expansions (3.7) and (3.8), we see that
cos(K −B cos t− C cosωt)
may be expressed entirely as a sum of constant terms and cosines, and that its product with G
therefore averages to zero. In this case, therefore, there is no second-order correction, and the
result
A = J0(B)J0(C) sinK
stands. Since K is arbitrary, this is equivalent to
|A| ≤ |J0(B)J0(C)| (5.9)
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as above.
Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional
term in the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
In this case,
M ∙ f(t) = B sin t+ ωC sinωt,
gθ(M.F(t) +K, t) = cos(K −B cos t− C cosωt).
The first part of this product is a sum of sines, and the second part expands, as noted above, into
a sum of constant terms and cosines. The product therefore averages to zero over time, and it
follows that there is no additional term in this case.
5.3.2 Other rotation numbers
The calculations for rotation numbers other than zero appear as Appendix G. The results are
summarised below.
(i) ρ = 0
|A| ≤ |J0(B)J0(C)|. (5.10)
(ii) ρ = q, q 6∈ Z+ ωZ
A = q + 2
{
1
2q
J0(B)
2J0(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 q
q2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 q
q2 − s2ω2
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+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
q
q2 − (r + sω)2 +
q
q2 − (r − sω)2
)}
. (5.11)
(iii) ρ = n1 ∈ Z+
|A− ρ− γ2+0 | ≤ |Jn1(B)J0(C)|, (5.12)
where
γ2+0 = 
2
{
1
2n1
J0(B)
2J0(C)
2
+
1
4n1
Jn1(B)
2J0(C)
2
+
∑
r 6=n1
Jr(B)
2J0(C)
2 n1
n21 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1
n21 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n1
n21 − (r + sω)2
+
n1
n21 − (r − sω)2
)}
. (5.13)
(iv) ρ = −n1 ∈ Z−
|A− ρ− γ2−0 | ≤ |Jn1(B)J0(C)|, (5.14)
where γ2−0 = −γ2+0 .
(v) ρ = n2ω ∈ ωZ+
|A− ρ− γ20+ | ≤ |J0(B)Jn2(C)|, (5.15)
where
γ20+ = 
2
{
1
2n2ω
J0(B)
2J0(C)
2
+
1
4n2ω
J0(B)
2Jn2(C)
2
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+
∞∑
r=1
Jr(B)
2J0(C)
2 n2ω
n22ω
2 − r2
+
∑
s 6=n2
J0(B)
2Js(C)
2 n2ω
n22ω
2 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n2ω
n22ω
2 − (r + sω)2 +
n2ω
n22ω
2 − (r − sω)2
)}
. (5.16)
(vi) ρ = −n2ω ∈ ωZ−
|A− ρ− γ20− | ≤ |J0(B)Jn2(C)|, (5.17)
where γ20− = −γ20+ .
(vii) ρ = n1 + n2ω ∈ Z+ + ωZ+
|A− ρ− γ2++ | ≤ |Jn1(B)Jn2(C)|, (5.18)
where
γ2++ = 
2
{
1
2(n1 + n2ω)
J0(B)
2J0(C)
2
+
1
4(n1 + n2ω)
Jn1(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n1 + n2ω
(n1 + n2ω)2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1 + n2ω
(n1 + n2ω)2 − s2ω2
+
∑
(r,s) 6=(n1,n2)
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r + sω)2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r − sω)2
}
. (5.19)
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(viii) ρ = −n1 − n2ω ∈ Z− + ωZ−
|A− ρ− γ2−− | ≤ |Jn1(B)Jn2(C)|, (5.20)
where γ2−− = −γ2++ .
(ix) ρ = n1 − n2ω ∈ Z+ + ωZ−
|A− ρ− γ2+− | ≤ |Jn1(B)Jn2(C)|, (5.21)
where
γ2+− = 
2
{
1
2(n1 − n2ω)J0(B)
2J0(C)
2
+
1
4(n1 − n2ω)Jn1(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n1 − n2ω
(n1 − n2ω)2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1 − n2ω
(n1 − n2ω)2 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
n1 − n2ω
(n1 − n2ω)2 − (r + sω)2
+
∑
(r,s) 6=(n1,n2)
Jr(B)
2Js(C)
2
n1 − n2ω
(n1 − n2ω)2 − (r − sω)2
}
. (5.22)
(x) ρ = −n1 + n2ω ∈ Z− + ωZ+
|A− ρ− γ2−+ | ≤ |Jn1(B)Jn2(C)|, (5.23)
where γ2−+ = −γ2+− .
As with periodic driving, we can modify these results slightly to solve the problem of resonance
for values of ρ close to zero (though not the related problem of values of ρ close to other integer
values). For example,
|A− ρ− γ2+0 | ≤ |Jn1(B)J0(C)|,
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Figure 5.2: Regions in parameter space corresponding to ρ = m + nω, m,n ∈ Z: second order
perturbation results, revised version, p = 0
where
γ2+0 = 
2
{
1
2n1
J0(B)
2J0(C)
2
+
1
4n1
Jn1(B)
2J0(C)
2
+
∑
r 6=n1
Jr(B)
2J0(C)
2 n1
n21 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1
n21 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n1
n21 − (r + sω)2
+
n1
n21 − (r − sω)2
)}
becomes
|A−√ρ2 + γˉ2+0 | ≤ |Jn1(B)J0(C)|,
where
γˉ2+0 = 
2
{
J0(B)
2J0(C)
2
+
1
2
Jn1(B)
2J0(C)
2
+
∑
r 6=n1
Jr(B)
2J0(C)
2 2n1
2
n21 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 2n1
2
n21 − s2ω2
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+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
2n1
2
n21 − (r + sω)2
+
2n1
2
n21 − (r − sω)2
)}
.
Figures 5.2a and 5.2b illustrate these modified results, for p = 0 and C = 1.0, and for  = 0.1 and
 = 0.5 respectively. In each case, the regions shown are those corresponding to rotation numbers
with the values 0, 2− 3ω, 2ω − 1, 1− ω, ω, 2− 2ω, 3ω − 1 and 1 (note that every value of ρ may be
approximated arbitrarily closely by a sum of integer multiples of this type).
5.3.3 Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional
term in the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
The details of this calculation are included in Appendix G. The above results are modified as
follows:
(i) ρ = 0
Unchanged.
(ii) ρ = q, q 6∈ Z+ ωZ
Unchanged.
(iii) ρ = n1 ∈ Z+
|A− ρ− γ2+0 | ≤ |Jn1(B)J0(C)|
√
1 + p22. (5.24)
(iv) ρ = −n1 ∈ Z−
|A− ρ− γ2−0 | ≤ |Jn1(B)J0(C)|
√
1 + p22. (5.25)
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Figure 5.3: Regions in parameter space corresponding to ρ = m + nω, m,n ∈ Z: second order
perturbation results, revised version, p = 1
(v) ρ = n2ω ∈ ωZ+
|A− ρ− γ20+ | ≤ |J0(B)Jn2(C)|
√
1 + ω2p22. (5.26)
(vi) ρ = −n2ω ∈ ωZ−
|A− ρ− γ20− | ≤ |J0(B)Jn2(C)|
√
1 + ω2p22. (5.27)
(viii) ρ = −n1 − n2ω ∈ Z− + ωZ−
|A− ρ− γ2−− | ≤ |Jn1(B)Jn2(C)|
√
1 + (1 + ω)2p22. (5.28)
(ix) ρ = n1 − n2ω ∈ Z+ + ωZ−
|A− ρ− γ2+− | ≤ |Jn1(B)Jn2(C)|
√
1 + (1 + ω)2p22. (5.29)
(x) ρ = −n1 + n2ω ∈ Z− + ωZ+
|A− ρ− γ2−+ | ≤ |Jn1(B)Jn2(C)|
√
1 + (1 + ω)2p22. (5.30)
Figures 5.3a and 5.3b illustrate these results, for p = 1 and C = 1.0, and for  = 0.1 and  = 0.5
respectively.
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Figure 5.4: Regions in parameter space corresponding to ρ = m + nω, m,n ∈ Z: comparison
between perturbation and numerical results for p = 0; C = 1 throughout.
5.4 Numerical results
5.4.1 Results of Interval Bisection
Note from Figure 3.9 that even for the slowly driven, strongly damped case p = 0, the dependence
of ρ upon A appears to exhibit a “Devil’s staircase” structure; that is, there is a countable infinity
of intervals, each of positive width, and dense on the values of A, on each of which the value of
ρ is constant, these values themselves being dense. The perturbation results above predict this,
because they predict mode-locking for all values of ρ of the form m + nω, m,n ∈ Z, and these
values are dense in R.
Figures 5.4a and 5.4b show the results of interval bisection in the cases  = 0.1 and  = 0.5
respectively, compared with those predicted from perturbation calculations. Note that there is
good agreement over most of the range of values of B.
5.5 The effect of including the second derivative term
Very much as in the periodically driven case, for small , the agreement between the perturba-
tion results and those from interval bisection remains quite good even for non-zero values of the
parameter p. For larger , however, the agreement is rather poorer. This is illustrated in Figure
5.5.
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Chapter 6
Biharmonic Periodic Driving
6.1 Perturbation calculations
6.1.1 Rotation number zero
Although pinching of the “ρ = 0” region is strongly indicated in the simplest periodically driven
oscillators, it turns out that the effect can be destroyed by adding to the driving function certain
types of harmonic. First-order perturbation analysis of the equation
dθ
dt
= A+B sin t+ rC sin rt−  sin θ,
where r is a natural number greater than 1, suggests (unsurprisingly) that the shape of the region
depends upon the value of r, and in particular that whether it possesses pinching points or not
depends on whether r is odd or even. A sufficiently small odd harmonic will leave a given pinching
point intact, though moved along the B-axis; an even harmonic, of any amplitude, will destroy all
pinching thoughout the region.
The calculation runs as follows. We begin with the equation
dθ
dt
= A+B sin t+ rC sin rt−  sin θ, (6.1)
where r is a positive integer.
Here,
M = (B,C),
f(t) = (sin t, r sin rt) and
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g(θ, t) = sin θ.
The result to first order in  is
A =  < sin(K −B cos t− C cos rt) > . (6.2)
The expression in angled brackets expands to give P1 + P2 + P3 + P4, where
P1 = sinK cos(B cos t) cos(C cos rt) (6.3)
P2 = − sinK sin(B cos t) sin(C cos rt) (6.4)
P3 = − cosK sin(B cos t) cos(C cos rt) (6.5)
P4 = − cosK cos(B cos t) sin(C cos rt). (6.6)
We expand each of these parts of the integrand, one by one. First,
P1 = sin(K)
(
J0(B) + 2
∞∑
k=1
J2k(B)(−1)k cos 2kt
)
(
J0(C) + 2
∞∑
k=1
J2k(C)(−1)k cos 2krt
)
. (6.7)
Let gˆ1(t) stand for those terms that average to zero. We now have that
sinK
(
J0(B)J0(C) + 4J2r(B)J2(C)(−1)r+1 cos2 2rt
+ 4J4r(B)J4(C)(−1)2r+2 cos2 4rt+ ∙ ∙ ∙
)
+ gˆ1(t), (6.8)
where gˆ1(t) is a sum of cosines and products of unequal cosines. The whole expression averages to
sinK
(
J0(B)J0(C) + 2
∞∑
k=1
J2kr(B)J2k(C)(−1)k(r+1)
)
. (6.9)
Secondly,
P2 = − sinK
(
2
∞∑
k=0
J2k+1(B)(−1)k cos(2k + 1)t
)
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(
2
∞∑
k=0
J2k+1(C)(−1)k cos(2k + 1)rt
)
. (6.10)
For even r, this is equal to a sum of products of unequal cosines, and therefore averages to zero. If
r = 2s+ 1, we have
P2 = − sinK
(
4J2s+1(B)J1(C)(−1)s cos2(2s+ 1)t
+4J6s+3(B)J3(C)(−1)3s+2 cos2(6s+ 3)t+ ∙ ∙ ∙
)
+gˆ2(t), (6.11)
which averages to
2 sinK(−1)s+1
∞∑
k=0
J(2k+1)r(B)J2k+1(C), (6.12)
where r = 2s+ 1. The third component of the integrand, P3, is equal to
− cosK
(
2
∞∑
k=0
J2k+1(B)(−1)k cos(2k + 1)t
)
(
J0(C) + 2
∞∑
k=1
J2k(C)(−1)k cos 2krt
)
, (6.13)
which averages to zero for all r. Finally,
P4 = − cosK
(
J0(B) + 2
∞∑
k=1
J2k(B)(−1)k cos 2kt
)
(
2
∞∑
k=0
J2k+1(C)(−1)k cos(2k + 1)rt
)
. (6.14)
For odd r, this averages to zero. If r = 2s, we have
P4 = − cosK
(
4J2s(B)J1(C)(−1)s cos2 2st
+4J6s(B)J3(C)(−1)3s+1 cos2 6st+ ∙ ∙ ∙
)
+ gˆ4(t), (6.15)
where g4(t) is a sum of products of unequal cosines, and therefore averages to zero. The whole
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averages to
2 cosK(−1)s+1
∞∑
k=0
(−1)kJ(2k+1)r(B)J2k+1(C), (6.16)
where r = 2s.
In summary, we have that A = L(K), where
1. if r ≡ 0 (mod 4) then
L =  sinK
(
J0(B)J0(C) + 2
∞∑
k=1
(−1)kJ2kr(B)J2k(C)
)
−  cosK
(
2
∞∑
k=0
(−1)kJ(2k+1)r(B)J2k+1(C)
)
; (6.17)
2. if r ≡ 2 (mod 4) then
H =  sinK
(
J0(B)J0(C) + 2
∞∑
k=1
(−1)kJ2kr(B)J2k(C)
)
+  cosK
(
2
∞∑
k=0
(−1)kJ(2k+1)r(B)J2k+1(C)
)
; (6.18)
3. if r ≡ 1 (mod 4) then
H =  sinK
(
J0(B)J0(C) + 2
∞∑
l=1
(−1)lJlr(B)Jl(C)
)
; (6.19)
4. if r ≡ 3 (mod 4) then
H =  sinK
(
J0(B)J0(C) + 2
∞∑
l=1
Jlr(B)Jl(C)
)
; (6.20)
The form of the first-order boundary of the ρ = 0 region depends, then, on the index of the
harmonic: specifically, on its residue mod 4. If this residue is 1 or 3 we have, respectively, that
|A| ≤ 
∣∣∣∣∣J0(B)J0(C) + 2
∞∑
l=1
(−1)lJlr(B)Jl(C)
∣∣∣∣∣ or (6.21)
|A| ≤ 
∣∣∣∣∣J0(B)J0(C) + 2
∞∑
l=1
Jlr(B)Jl(C)
∣∣∣∣∣ . (6.22)
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If, on the other hand, r is even, then the boundary is given to first order, by
|A| ≤ 
{J0(B)J0(C) + 2 ∞∑
k=1
(−1)kJ2kr(B)J2k(C)
}2
+
{
2
∞∑
k=0
(−1)kJ(2k+1)r(B)J2k+1(C)
}2 12 . (6.23)
Note that, as with harmonic driving, the zero-averaging terms that make up gˆ(t) are all cosines,
and their integral primitives are therefore all sines. Note also that
gθ(θ, t) = cos(θ),
and therefore that
gθ(K −B cos t− C sin rt, t) = cos(K −B cos t− C sin rt).
Expanded using (3.7) and (3.8), this consists entirely of constant terms and cosines, and the product
G(t)gθ(K −B cos t− C sin rt, t)
therefore averages to zero. Once again, there is no second-order correction, and the above results
stand to second order in .
There is a fundamental qualitative difference between, on the one hand, the expressions in
(6.21) and (6.22) and, on the other, that in (6.23). In each case, setting C = 0 gives the “Bessel
function” boundary (|A| ≤ |J0(B)|) already familiar from our original perturbation analysis for
sinusoidal driving. However, in the former case (corresponding to odd r), adding a harmonic will
perturb the position of the zero but will not, if the amplitude of the harmonic is sufficiently small,
remove this zero entirely. By contrast, the addition of an even harmonic of any non-zero amplitude
will result in an expression that is everywhere positive.
The prediction of our second order perturbation analysis, then, is this. If odd harmonics are
added to the driving function then pinching will persist, provided these harmonics are of sufficiently
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small amplitude. However, the addition of even harmonics of any amplitude will open out all
pinching points. The former prediction depends on the absence of any significant higher-order
effects; we can be more confident about the latter.
If these predictions are correct, then in order for a periodic driving function f(t) to give rise
to pinching in the ρ = 0 region, it is necessary that f have no even terms in its Fourier series.
However, this condition on its own is probably not sufficient. The reason is that any one pinching
point can be opened out by the addition of a sufficiently large odd harmonic, and we may therefore
conjecture that adding infinitely many odd harmonics allows us to open them all out. If the decay
of the harmonic amplitudes in the Fourier series is sufficiently quick, however, we can expect some
pinching points will be left after all the harmonics have been added. It may be, for example, that a
continuity condition on f will force a sufficiently rapid decay to ensure that not all pinching points
are opened out.
Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional
term in the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
In this case,
M ∙ f(t) = B sin t+ rC sin rt,
gθ(M.F(t) +K, t) = cos(K −B cos t− C cos rt).
The first part of this product is a sum of sines, and the second part expands, as noted above, into
a sum of constant terms and cosines. The product therefore averages to zero over time, and it
follows that there is no additional term in this case.
162
Rational harmonics
Note that the above result can easily be adapted to harmonics that stand in a rational ratio to
the base driving frequency. If, instead of setting f(t) equal to (sin t, r sin rt), we set it equal to
(sin t, (c/b) sin(ct/b)), where b and c are coprime, we obtain, by an exactly similar argument, the
result that A = L(K), where
1. if b+ c ≡ 1 (mod 4) then
L =  sinK
(
J0(B)J0(C) + 2
∞∑
k=1
(−1)kJ2kc(B)J2kb(C)
)
−  cosK
(
2
∞∑
k=0
(−1)kJ(2k+1)c(B)J(2k+1)b(C)
)
; (6.24)
2. if b+ c ≡ 3 (mod 4) then
L =  sinK
(
J0(B)J0(C) + 2
∞∑
k=1
(−1)kJ2kc(B)J2kb(C)
)
+  cosK
(
2
∞∑
k=0
(−1)kJ(2k+1)c(B)J(2k+1)b(C)
)
; (6.25)
3. if b+ c ≡ 2 (mod 4) then
L =  sinK
(
J0(B)J0(C) + 2
∞∑
l=1
(−1)lJlc(B)Jlb(C)
)
; (6.26)
4. if b+ c ≡ 0 (mod 4) then
L =  sinK
(
J0(B)J0(C) + 2
∞∑
l=1
Jlc(B)Jlb(C)
)
; (6.27)
Once more, the inclusion of the second derivative does not affect the result.
We recall in this context, however, the observation of Herman, 1983 [27], enlarged on by Feudel
et al., 1995 [17], that when a circle map is driven by two frequencies whose ratio is a rational that is
not an integer, the rotation number may no longer be uniquely defined modulo 1, and may instead
depend on the initial state of the system. We may therefore not apply Herman’s result concerning
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the uniqueness of the rotation number to the case of rational harmonics in the driving.
6.1.2 Non-integer rotation number
We begin with the equation
dθ
dt
= A− q +B sin t+ rC sin rt−  sin(θ + qt), (6.28)
where r is a positive integer and q is non-integral.
Here,
M = (B,C),
f(t) = (sin t, r sin rt) and
g(θ, t) = sin(θ + qt).
The result to first order in  is
A− q =  < sin(K −B cos t− C cos rt+ qt) > . (6.29)
The expression in angled brackets expands to give P1 + P2 + P3 + P4 + P5 + P6 + P7 + P8, where
P1 = sinK cos(B cos t) cos(C cos rt) cos qt (6.30)
P2 = sinK cos(B cos t) sin(C cos rt) sin qt (6.31)
P3 = sinK sin(B cos t) cos(C cos rt) sin qt (6.32)
P4 = − sinK sin(B cos t) sin(C cos rt) cos qt (6.33)
P5 = cosK cos(B cos t) cos(C cos rt) sin qt (6.34)
P6 = − cosK cos(B cos t) sin(C cos rt) cos qt (6.35)
P7 = − cosK sin(B cos t) cos(C cos rt) cos qt (6.36)
P8 = − cosK sin(B cos t) sin(C cos rt) sin qt. (6.37)
Now, P1 is equal to cos qt multiplied by a sum of cosines with arguments of the form integer × t,
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and therefore averages to zero. So, similarly, do all the other terms, and we are left with the result,
to first order, that
A = q (6.38)
At this point, it would seem natural to push the calculation through to second order. However, this
turns out to be extremely complicated, and it is far from clear that the result is even expressible
in a useful and concise way. Some hint of the complications involved can be gleaned from the next
section, which is a first-order calculation for non-zero integer rotation number.
6.1.3 Non-zero integer rotation number
We begin with the equation
dθ
dt
= A−m+B sin t+ rC sin rt−  sin(θ +mt), (6.39)
where r is a positive integer and m is a non-zero integer.
Here,
M = (B,C),
f(t) = (sin t, r sin rt) and
g(θ, t) = sin(θ +mt).
The result to first order in  is
A−m =  < sin(K −B cos t− C cos rt+mt) > . (6.40)
The expression in angled brackets expands to give P1 + P2 + P3 + P4 + P5 + P6 + P7 + P8, where
P1 = sinK cos(B cos t) cos(C cos rt) cosmt (6.41)
P2 = sinK cos(B cos t) sin(C cos rt) sinmt (6.42)
P3 = sinK sin(B cos t) cos(C cos rt) sinmt (6.43)
P4 = − sinK sin(B cos t) sin(C cos rt) cosmt (6.44)
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P5 = cosK cos(B cos t) cos(C cos rt) sinmt (6.45)
P6 = − cosK cos(B cos t) sin(C cos rt) cosmt (6.46)
P7 = − cosK sin(B cos t) cos(C cos rt) cosmt (6.47)
P8 = − cosK sin(B cos t) sin(C cos rt) sinmt. (6.48)
Mow, P1 expands as follows.
P1 = sinK{J0(B)J0(C) cosmt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k +m)t+ cos(2k −m)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lr +m)t+ cos(2lr −m)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lr +m)t+ cos(2k + 2lr −m)t
+cos(2k − 2lr +m)t+ cos(2k − 2lr −m)t]}. (6.49)
There are a large number of terms in this expansion that, potentially, have non-zero time averages.
Fortunately, we can make the problem more tractable by recalling that
J−2n(x) = J2n(x) and (6.50)
J−(2n+1)(x) = −J2n+1(x), (6.51)
and recasting (6.49) as
P1 = sinK
∞∑
k=−∞
∞∑
l=−∞
J2k(B)J2l(C)(−1)k+l cos(2k + 2lr +m)t. (6.52)
This averages to zero if m is odd, and if m is even the average may be expressed as the following
infinite sum:
< P1 >= sinK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)m/2+l(r+1). (6.53)
We may deal with the other seven terms in the same way. P2, P3, P5 and P8 expand to give a
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sum of sines, and average to zero. However,
P4 = − sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lr + r +m)t+ cos(2k + 1 + 2lr + r −m)t
+cos(2k + 1− 2lr − r +m)t+ cos(2k + 1− 2lr − r −m)t]}, (6.54)
which may be rewritten as
P4 = − sinK
∞∑
k=−∞
∞∑
l=−∞
J2k+1(B)J2l+1(C)(−1)k+l cos(2k + 1 + 2lr + r +m)t. (6.55)
This averages to zero if (m+ r) is even. If (m+ r) is odd, the average is given by
< P4 >= sinK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)(m+r+1)/2+l(r+1). (6.56)
Furthermore, P6 and P7 may be rewritten as
P6 = − cosK
∞∑
k=−∞
∞∑
l=−∞
J2k(B)J2l+1(C)(−1)k+l cos(2k + 2lr + r +m)t, (6.57)
P7 = − cosK
∞∑
k=−∞
∞∑
l=−∞
J2k+1(B)J2l(C)(−1)k+l cos(2k + 1 + 2lr +m)t. (6.58)
The average of P6 is zero if (m+ r) is odd, and if (m+ r) is even it is given by
< P6 >= − cosK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)(m+r)/2+l(r+1). (6.59)
The average of P7 is zero if m is even, and if m is odd it is given by
< P7 >= cosK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)(m+1)/2+l(r+1). (6.60)
This gives us eight cases to consider.
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m even, r ≡ 1, (mod 4)
< P1 + . . .+ P8 >= (−1)m/2 sinK
∞∑
n=−∞
Jm+nr(B)Jn(C)(−1)n. (6.61)
m even, r ≡ 3, (mod 4)
< P1 + . . .+ P8 >= (−1)m/2 sinK
∞∑
n=−∞
Jm+nr(B)Jn(C). (6.62)
m even, r ≡ 0, (mod 4)
< P1 + . . .+ P8 > = (−1)m/2
(
sinK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)l
− cosK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)l
)
. (6.63)
m even, r ≡ 2, (mod 4)
< P1 + . . .+ P8 > = (−1)m/2
(
sinK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)l
+ cosK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)l
)
. (6.64)
m odd, r ≡ 1, (mod 4)
< P1 + . . .+ P8 >= (−1)(m+1)/2 cosK
∞∑
n=−∞
Jm+nr(B)Jn(C)(−1)n. (6.65)
m odd, r ≡ 3, (mod 4)
< P1 + . . .+ P8 >= (−1)(m+1)/2 cosK
∞∑
n=−∞
Jm+nr(B)Jn(C). (6.66)
m odd, r ≡ 0, (mod 4)
< P1 + . . .+ P8 > = (−1)(m+1)/2
(
cosK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)l
− sinK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)l
)
. (6.67)
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Figure 6.1: Regions in parameter space corresponding to ρ = 0, 1, first order perturbation results
for biharmonic periodic driving, p = 0,  = 0.1
m odd, r ≡ 2, (mod 4)
< P1 + . . .+ P8 > = (−1)(m+1)/2 1
2
(
cosK
∞∑
l=−∞
Jm+2lr(B)J2l(C)(−1)l
+ sinK
∞∑
l=−∞
Jm+(2l+1)r(B)J2l+1(C)(−1)l
)
. (6.68)
Overall, the results are exactly analogous to those for zero rotation number. If odd harmonics
are added to the driving function then pinching will persist, provided these harmonics are of
sufficiently small amplitude. However, the addition of even harmonics of any amplitude will open
out all pinching points. Once again, as will be readily appreciated this time, pushing the calculation
through to second order turns out to be extremely complicated, and it is far from clear that the
result is even expressible in a useful and concise way.
Figures 6.1 and 6.2 illustrate these results for, respectively,  = 0.1 and  = 0.5. For both figures,
a second, third, fourth and fifth harmonic has been investigated, in each case with amplitude 1.0.
In each pane of each figure, the regions ρ = 0 and ρ = 1 have been shown; no fractional values have
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Figure 6.2: Regions in parameter space corresponding to ρ = 0, 1, first order perturbation results
for biharmonic periodic driving, p = 0,  = 0.5
been included, as to first order in  these are not interesting.
The absence of pinching in the case of the even harmonics can be clearly seen in the figures, as
can its continued presence in the case of the odd ones.
6.2 Numerical results
6.2.1 Results of Interval Bisection
Figures 6.3 and 6.4 show the interval bisection results for biharmonic periodic, for  = 0.1 and
 = 0.5 respectively, compared with the predictions of the first order perturbation calculation in
the last section. As before, a second, third, fourth and fifth harmonic has been investigated, in
each case with amplitude 1.0, and in each pane, the regions ρ = 0 and ρ = 1 have been shown. The
absence of pinching for even harmonics, and its presence for odd ones, is confirmed.
Note that we have not been able to calculate a second-order correction for this region in the
case of biharmonic periodic driving. By analogy with the harmonic and biharmonic quasiperiodic
cases, we can expect such a correction to affect only the position of the centre of the region for each
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Figure 6.3: Regions in parameter space corresponding to ρ = 0, 1, comparison of numerical and
first order perturbation results for biharmonic periodic, p = 0,  = 0.1
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Figure 6.4: Regions in parameter space corresponding to ρ = 0, 1, comparison of numerical and
first order perturbation results for biharmonic periodic, p = 0,  = 0.5
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Figure 6.5: Width of the ρ = 1 region in parameter space, comparison of numerical and first order
perturbation results for periodic driving with a third harmonic, p = 0,  = 0.5
value of B, and not that region’s width. This is confirmed in Figure 6.5, in which the numerical
and perturbations are again compared, but this time only the width of the ρ = 1 is plotted against
B. This figure shows the results for the third harmonic, with p = 0, C = 1.0 and  = 0.5. The fit
between the predicted and the numerically calculated values is good, especially for large values of
B.
6.2.2 The effect of phase difference
Note that there is an important difference between the two types of biharmonic driving here studied:
quasiperiodic and periodic. Recall that in the former case, the differential equation is
dθ
dt
= A+B sin t+ ωC sinωt−  sin θ. (6.69)
Notice that the two harmonic components of the driving function, sin t and sinωt, begin in phase.
On the face of it, this seems to be a constraint; might our findings have been different, we might
ask, if we had included a phase angle, to give
dθ
dt
= A+B sin t+ ωC sin(ωt+ α)−  sin θ? (6.70)
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The answer is that they would not have been different. Because ω is irrational, the phase difference
between the two components of the driving changes anyway: after 2π time units, it is ωmod2π,
after 4π units it is 2ωmod2π, and so on—and the sequence
0, ωmod2π, 2ωmod2π . . .
is dense on [0, 2π).
However, in the case of periodic biharmonic driving, of the type we have been studying in this
chapter, this is false. If the ratio of the driving frequencies is rational, and even if it is not integral,
the corresponding sequence of phase differences is not only sparse but finite on [0, 2π). It follows
that our finding, that an even frequency ratio destroys pinching but that an odd frequency ratio
in general does not (and the analogous result for rational frequency ratios), can genuinely only be
said, on the basis of the above calculations, to apply when the initial phase difference is zero.
For this reason, it is worth considering the case in which the two components are, initially,
exactly out of phase: that is,
dθ
dt
= A+B sin t+ ωC cos(ωt+ α)−  sin θ (6.71)
instead of
dθ
dt
= A+B sin t+ ωC sin(ωt+ α)−  sin θ. (6.72)
In this case, a very similar calculation to that outlined in this chapter gives the result that an odd
frequency ratio destroys pinching, whereas an even frequency ratio in general does not.
We conjecture that for general initial phase difference, any integer frequency ratio will destroy
pinching; this general calculation seems intractable, however.
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Chapter 7
The Phenomenon of Pinching
7.1 Pinching
Consider the result for integer rotation number described above, namely
∣∣∣A−√m2 + γˉ2∣∣∣ ≤ |Jm(B)|√1 + p22, (7.1)
where
γˉ2 = 
2(J0(B))
2 + 2
(Jm(B))
2
2
+ 2
∑
l 6=m
(Jl(B))
2 2m
2
m2 − l2 (7.2)
Note that when the value of the parameter B is a zero of the mth Bessel function of the first
kind, Jm, the region in parameter space associated with rotation number ρ = m appears to have
thickness zero: to “pinch off” to zero width. The same is true for the region associated with ρ = 0.
In the case p = 0, magnifications of these regions, and other numerical investigation, bear this
out. In no case is the “pinching point” quite where the perturbation calculation says it ought to
be, which is of course unsurprising, given that this calculation is not exact. However, in all cases
(as long as p = 0) “pinching” appears to be a real phenomenon, and not one that is destroyed when
higher orders of  than 2 are taken into account.
The “offset” of the pinching point (that this, the amount by which its B-coordinate is displaced
from the Bessel function zero) depends on . Now, on the basis of our second-order perturbation
calculation, the mode-locked region of parameter space is given by
|A| < |J0(B)|.
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Figure 7.1: Dependence of the offset of the first ρ = 0 pinching point, and this offset’s square root,
on , indicating that this dependence is of order 2 and therefore that the offset effect is itself of
order 3
But the existence of the offset suggests that the true form ought instead to be something like
|A| < |J0(B + δB)|,
where δB is likely to depend on B.
Given that the offset is invisible to our second-order perturbation calculation, we would expect
it to appear only in terms in 3 or above in an expansion in  of |J0(B + δB)|. This is equivalent
to saying that in order for the offset effect to be consistent with the results of the perturbation
calculation, the offset itself, δB, ought to be second order or higher in , so that the difference
between J0(B + δB) and J0(B) is in turn second order.
That this is indeed the case is shown in Figure 7.1, in which the offset of the first pinching
point, and this offset’s square root, are shown plotted against .
The apparent existence, for p = 0, of points at which the mode-locked region pinches to zero
width may be contrasted both with the case of nonzero p and with the findings of Glendinning et
al. in the case of skew-product circle maps, reported on in Chapter 2. Moreover, there is evidence
in the Physics literature (Rasmussen et al., 1999 [53]) that at least for certain parameter regimes,
“pinching” does not occur. Finally, the reality of “pinching” would have certain consequences that
are on the face of it surprising; these we consider below.
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7.1.1 Results
Both the real evidence for pinching, and the slightly surprising consequences if it exists, depend on
a lemma concerning pinching points in families of circle maps and on its corollary, which is that at
a pinching point the stroboscopic map is the identity.
For the proof of this lemma, we recall a key result quoted in Chapter 2 concerning lifts of
orientation-preserving homeomorphisms of the circle, namely that such a map has winding number
zero if and only if it has at least one fixed point.
Consider a parametrized family {Hμ}, μ ∈ R of maps of R, such that each Hμ is a lift of an
orientation-preserving map of the circle. Let Fμ(x) be continuous in x and μ. For each value of μ,
let ρμ be the winding number of Hμ.
Lemma 7.1 Suppose there exists an interval (μ1, μ2), on which the winding number is monotonic
in μ, containing just one point μˉ at which it is zero. Then Hμˉ is the identity.
Proof 7.1 For μ ∈ (μ1, μ2) \ {μˉ}, the winding number is non-zero, and therefore Hμ has no fixed
points: that is, Hμ(x)− x 6= 0 for all x.
Since Hμ(x) is continuous in x, it follows that for each μ ∈ (μ1, μ2) \{μˉ}, either Hμ(x)−x < 0
for all x or Hμ(x)− x > 0 for all x.
Suppose, without loss of generality, that ρμ < 0 for μ ∈ (μ1, μˉ). Clearly, in this interval,
Hμ(x)− x < 0 for all x.
Similarly, for μ ∈ (μˉ, μ2), Hμ(x)− x > 0 for all x.
It is immediate from the continuity of Hμ(x) in μ that, at μ = μˉ, Hμ(x)− x = 0 for all x.
In the above lemma, the condition that the winding number be monotonic in μ on some interval
containing μˉ is essential. If we do not stipulate this, then it is possible for the winding number
to attain an extremal value of zero, without the map at that point being the identity. This is
illustrated in Figure 7.2.
This condition may be thought of as follows. Let {hμ} be the circle maps of which our {Hμ}
constitute lifts. Now, think of this not as a parametrized family but as a 2-map, T (x, μ), such that
T (x, μ) = (hμ(x), μ). (7.3)
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Figure 7.2: Without the condition that ρ be monotonic in the parameter, zero thickness of the
ρ = 0 region in parameter space does not, in general, imply that the map is the identity: the
counterexample hμ : x → x + 1 + (cosμ) sinx. The map h0 has a fixed point (and hence winding
number zero), but on either side of μ = 0 the map hμ does not. The map is never the identity.
x
Figure 7.3: Twist condition: a map of the finite cylinder rotates the top and bottom in opposite
directions, with continuity between.
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This 2-map is defined on the finite open cylinder
0 ≤ x < 2π, μ1 < μ < μ2,
where we identify x = 0 and x = 2π in the usual way. Now, the condition that ρμ be continuous
and either increasing or decreasing in μ may be thought of as a kind of twist condition on T , in
the sense of Birkhoff (see for example Moser and Zehnder, 2005 [45]). The condition amounts to
the requirement that T rotate the top and the bottom of this cylinder in opposite directions, with
continuous variation along the cylinder’s height. This is illustrated in Figure 7.3.
There are powerful fixed-point theorems concerning twist maps in general, of which Lemma 7.1
is a special case (see again Moser and Zehnder, 2005 [45]).
Note that if hμ is an orientation-preserving circle map, and if Hμ(x) is monotonic in μ (where
H is any lift of h), then (as is easy to show) the winding number is also monotonic in μ. Thus,
in the counterexample illustrated in Figure 7.2 (and in any such counterexample), the “pinching
point” coincides with a turning point not only for the winding number but also, for each fixed x,
for hμ(x) itself. The twist condition can thus be seen as a weak form of transversality condition (see
Kuznetsov, 2004 [40]): it is satisfied by all circle maps for which the dependence of any lift on μ, for
fixed x, does not happen to have a turning point that coincides with ρ = 0. Counterexamples such
as the above, which do not satisfy this weak transversality condition, are thus highly non-generic.
Consequences of Lemma 7.1
• An immediate corollary of Lemma 7.1 is this: Suppose {hμ} is a family of orientation-
preserving circle maps such that the winding number is equal to zero at just one μˉ in an
interval (μ1, μ2) on which it is monotonic. Then hμˉ is the identity map on the circle.
• The single real parameter μ can of course represent, as it varies, any path in some higher-
dimensional parameter space. So provided there exists some path in that parameter space
along which the winding number is monotonic, and containing just one point at which the
winding number is zero, then at that point the map is the identity.
• If we make the “slow driving, strong damping” assumption p = 0, then, as we have seen, the
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periodically driven oscillator induces a circle map via its natural section. This result therefore
applies to paths in the (B,A) parameter space for the flow
θ˙ +  sin θ = A+B sin t. (7.4)
To be more precise: if there is a path in this parameter space along which the winding number
varies monotonically, and if there is just one point at which this winding number is m ∈ Z,
then at that point the stroboscopic map for the flow is the identity.
• Note that this applies to any integer winding number, not just to zero: a flow with integer
winding number can always induce a stroboscopic map with winding number zero, since for
circle maps the winding number is only defined up to addition of an integer.
• Now, suppose that for some particular parameter value, the differential equation (7.4) has
the identity as its stroboscopic map on the θ-circle. This is the same as saying that every
orbit of the flow is periodic with period 2π on the (t, θ)-strip formed by identifying θ = 0 and
θ = 2π.
• We have already noted that for fixed B, the winding number for the flow (7.4) is monotonic
in A.
• Thus, if there exist points at which the ρ = m region has zero width along a path of constant
B in parameter space (where m ∈ Z), then at those “pinching points” all orbits are periodic
with period 2π.
• A similar argument shows that if there exist points at which the ρ = m/n region (where m/n
is a rational in its lowest terms) has zero width, than at those points, all orbits are periodic
with period 2nπ.
7.1.2 The implications of pinching
As discussed in the last section, at a pinching point in the “ρ = 0” region for a circle map, the map
is the identity, and saying that the flow’s stroboscopic section is the identity is equivalent to saying
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Figure 7.4: Periodic character of all orbits at a pinching point of the ρ = 0 region: A = 0,
B = 2.47635,  = 0.5
that every orbit in the flow is periodic, for any initial conditions. At a pinching point, therefore,
this family of flows becomes highly integrable, which is a counterintuitive state of affairs.
Nonetheless, this indeed appears to be the case. Figure 7.4 shows orbits of the flow at a
“pinching point”, located using the algorithm described in the next section, for a range of initial
values of θ: each of the orbits is indeed periodic.
Similarly, at a pinching point of the ρ = 1 region, all orbits on the 2-torus are periodic with
winding number 1, and the stroboscopic map is everywhere equal to id+1. This is shown in Figure
7.5.
It will be recalled that for the case p = 0, no mode-locking was found to occur for fractional
values of the winding number. In other words, the regions corresponding to ρ = m/n, where m
and n are coprime and n 6= 1, have zero thickness everywhere. If we strobe such motion every n
cycles of the driving, we ought to find that all orbits are periodic, wrapping exactly m times round
the 2-torus. This indeed seems to be the case, as is illustrated in 7.6 for the case ρ = 1/2.
7.2 Location of pinching points to arbitrary precision
In general, the stroboscopic map does not belong to the Arnol’d family. Figure 7.7 shows two
examples of the graph of h(θ)−θ, for parameter values well away from any possible pinching point.
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Figure 7.7: Behaviour of h(θ)− θ away from a pinching point for different parameter regimes
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Figure 7.9: Behaviour of h(θ)− θ away from a pinching point for different parameter regimes
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Figure 7.10: Behaviour of h(θ) − θ near to an apparent pinching point for different parameter
regimes
It will readily be seen that neither is sinusoidal; this is especially true when the value of  is high.
However, close to apparent pinching points, the stroboscopic map approximates very well to an
Arnol’d sine map with a simple phase shift. This can be seen in Figure 7.8. These observations can
be made more precise by looking, in all cases, at the discrete Fourier transform of an appropriate
data sample from the graph of h(θ)− θ. Figure 7.9 shows the Fourier transforms corresponding to
Figure 7.7, and Figure 7.10 those for Figure 7.8.
We have seen that close to a candidate for a pinching point, the oscillatory component of
the stroboscopic map seems to be approximately sinusoidal. This means that for the purpose
of identifying and locating such a pinching point, the values of α, the mean of the oscillatory
component and β, its amplitude, can be well estimated as, respectively, the mean and
√
2 times
the standard deviation, of h(θ)− θ over the interval [0, 2π).
Figure 7.11 shows numerically calculated graphs of h(θ)−θ on either side of a suspected pinching
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Figure 7.11: Amplitude inversion of h(θ) − θ as a pinching point of the ρ = 0 region is crossed,
along the line A = 0 in parameter space
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Figure 7.12: Behaviour of h(θ) − θ at a pinching point for ρ = 0:  = 0.1, A = 0, B =
2.4077321254256
point; that is, for fixed  = 0.1, the value A = 0 and values of B slightly above and below the
suspected position of the pinching point of the ρ = 0 region (B = 2.3 and B = 2.5 respectively).
The apparent amplitude inversion in the sinusoid gives a basis for an interval bisection in B; using
Mathematica, this can be made arbitrarily accurate.
The Mathematica code used for this purpose appears as Appendix F.
By means of this interval bisection, it was possible to find points where the estimates of α and
β are both less than 10−11, which is strongly suggestive of the existence of true pinching. Figure
7.12 shows the graph of h(θ)− θ at one such point, namely A = 0, B = 2.4077321254256. Here, no
“signal” is detectible in the noise from the numerical calculations, and estimates of α and β are,
respectively, 1.47× 10−15 and 2.33× 10−14.
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Figure 7.13: Path in (β, α)-space that corresponds to the horizontal axis in (B,A)-space; direction
shown is that of increasing B;  = 0.1
As noted above, we can, by assuming a single-sinusoid, Arnol’d-map model, associate each
point (B,A) in the parameter space for the flow to a point (β, α) in the parameter space for the
map. Figure 7.13 illustrates the path in (β, α)-space that corresponds to the horizontal axis in
(B,A)-space. Note the repeated returns to the origin as the path passes through pinching points.
7.3 Results from other studies
Rasmussen et al., 1999 [53] have found, using a version of first order perturbation together with
laboratory experimentation with Josephson, that what we here call “pinching” (called by them
“vanishing of the Shapiro steps”) is, in certain circumstances, not robust.
The parametrization system followed by Rasmussen et al. for the Josephson junction flow is
θ¨ + αθ˙ + sin θ = η + R sinΩt, (7.5)
which may be compared with our own
pθ¨ + θ˙ +  sin θ = A+B sin t. (7.6)
Note, first, that in order to follow the treatment by Rasmussen et al. we must stipulate that our
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own parameter p is not zero. It is not, therefore, a surprise that the above results concerning the
robustness of pinching do not apply, since they are based on the assumption that p = 0.
The transformation t→ αt, together with the substitutions p = Ω/α,  = 1/(αΩ), A = η/(αΩ),
B = R/(αΩ), converts (7.5) into (7.6). The non-robustness of pinching was found most clearly
experimentally by Rasmussen et al. for large values of Ω, which correspond in our system to
very large values of p. For example, if we set Ω = 30.0 and α = 0.1, this corresponds in our
parametrization to p = 300.0,  = 0.33; although this lies well inside the range for  for which
our analysis may be expected to be valid, it represents what by our standards is extremely high-
frequency driving and light damping.
This means that we may not assume that the motion is attracted to a 2-toroidal subspace, and
therefore that none of the cited studies based on time-discretization apply.
The “non-robustness of pinching” in Rasmussen et al. is separate from, and has a different
explanation from, the “non-robustness of pinching” found in the studies of maps cited in Chapter
2, since the latter effect is associated with the assumption p = 0.
If we do not make the assumption p = 0, then for each value of the parameter B the variation
of the winding number with A is expected, generically, to show a Devil’s staircase structure. This
would mean that every rational value of the winding number would be expected to correspond to
an interval of positive length along each line B = constant. We have firm evidence that this is not
true for p = 0, but of course this is a very degenerate case.
Feudel et al., 1995 [17] found evidence that, in skew product circle maps (the time-discretised
analogue of quasiperiodic driving in our system), the usual Devil’s Staircase structure can be
destroyed in those regions of parameter space, of positive measure, that correspond to strange
nonchaotic attractors. Some mode-locking still seems to occur, but for many rational values of the
winding number, it does not. This raises the possibility that there may be quasiperiodic driving
regimes for our oscillator in which the Devil’s Staircase structure is manifest only for certain
parameter values. What we have called “pinching” is one form that such a disruption of the Devil’s
Staircase might take.
Overall, our findings concerning pinching are as follows.
• For harmonic periodic driving, subject to the “strong damping, slow driving” assumption p =
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0, there is excellent evidence that regions in parameter space corresponding to integer winding
number have points at which they “pinch” to zero width, and that those corresponding to
non-integer rational winding number are of zero width everywhere.
• This has the slightly surprising consequence that for infinitely many sets of parameter values,
all orbits of this (in general non-integrable) system become periodic. This indeed seems to
be the case.
• This pinching phenomenon is, however, far from robust. It breaks down, for example, if we
do not make the assumption p = 0. It also seems to break down, generically, if the periodic
driving is biharmonic (though there are constraints on phase difference, frequency ratio and
amplitude that allow it to persist).
• For biharmonic quasiperiodic driving, again subject to the assumption p = 0, there is good
evidence (though not yet so strong as in the periodic case) to support the conjecture that
pinching occurs in regions corresponding to sums of integer multiples of the driving frequen-
cies, and that regions corresponding to rational multiples of the driving frequencies are of
zero width everywhere.
• We conjecture that this form of pinching is fragile in similar ways to those in which the
periodic-driving version is fragile. That is, we conjecture that it is destroyed if we do not set
p = 0, and that it is destroyed, generically, if additional harmonic components are added to
the driving with frequencies that are rational multiples of those already present.
• It is known from the literature on skew product circle maps that true “pinching” does not oc-
cur in those. This cannot have anything to do with non-zero values of p, since the assumption
p = 0 underlies the analogy between quasiperiodically driven oscillators and these discrete
systems. It may be related to the destruction of pinching when rationally related harmonic
components are introduced, though the nature of any such relationship is not yet clear.
• It is also known from this literature that the usual Devil’s Staircase structure can be destroyed
for certain parameter values; a phenomenon that has something in common with pinching.
We conjecture that there may be parameter regimes for quasiperidically driven oscillators,
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even with additional rational harmonics, in which this may also occur.
Broadly speaking, pinching is a slightly surprising but rather fragile and atypical phenomenon.
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Chapter 8
Possible Directions for Future
Research
8.1 Further exploration of harmonic driving
In the present work, it has been found possible to push a perturbation theory approach through to
second order in the case of nonlinear oscillators that are subject to harmonic driving or biharmonic
quasiperiodic driving. By comparison, the case of periodic driving with higher harmonics remains
underexplored, as only a first-order perturbation has been feasible, and the role of higher harmonics
in quasiperiodic driving has not been explored at all.
It seems unlikely that the techniques here developed and presented are readily adaptable to
these problems, as the calculations quickly become unmanageable. It may be, however, that further
refinements and simplifications are possible, and that the important effect on mode-locking of higher
harmonics in the driving can be further explored.
8.2 Time-discretization issues
A closely related question to the above is the relationship between the nonlinear oscillators here
studied and their discrete-time analogues. The latter have been rather more thoroughly explored
in the literature on strange nonchaotic attractors, and yet the relationship between the mode-
locked region in the continuous-time parameter space and that in its discrete-time analogue remains
somewhat poorly understood. This relationship was tentatively explored, in the cases of periodic
driving and circle maps, in Chapter 7 above, and in Figure 7.13 in particular. It is clear from this
work alone that we may expect that the stroboscopic map of a nonlinear oscillator with simple
periodic driving will not, in general, be a simple sinusoidal circle map. Similar caveats will apply
to the relationship between quasiperiodically driven oscillators and skew product circle maps.
189
This may be interpreted in two ways that are relevant for future research. First, it may be
interesting to develop more sophisticated closed-form approximants to stroboscopic maps, and
study mode-locking in these. Secondly, it may be useful to ask whether there are flows whose
Poincare section maps are simple circle maps or skew products.
In the latter case, it may be that the addition of some harmonics to the driving might create
flows with simple time-discretized analogues. If so, this might help illuminate why it is that the
structure of mode-locked regions in skew products seems to reveal, in lower-order perturbation
studies, more subtleties of fine structure than are apparent in the quasiperiodically driven flows
studied here. In particular, the “opening out” of pinching points in the discrete-time case might
be reconciled with the comparative robustness of the pinching phenomenon in flows.
8.3 Limitations of the approximation
As has been acknowledged, the “robustness of pinching” finding that is presented here has been
shown (using, for example, experiments with Josephson junctions) to be false if our parameter p
is non-zero and the effective dimension of the state space therefore higher. Future research might
possibly explore the boundary between this finding’s domain of validity and those regimes in which
it ceases to hold, and the pattern of breakdown of “pinching” as the damping is reduced.
Clearly, this question lends itself to numerical experimentation, as well as to laboratory work
with physical embodiments of the model. However, it may be that other symbolic approaches could
be developed that have a wider, or perhaps simply a different, domain of application in the full
parameter space for these systems.
8.4 General method for maps
A key element of the present work is the presentation of a general method for studying, using
perturbation theory, the question of mode-locking in oscillators. This method makes it clear, in
particular, how to identify and isolate genuine second-order effects. It would be instructive to seek
an analogue to this approach that could be used for the study of some super-category of map into
which circle maps and skew product circle maps both fall.
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8.5 Location of boundaries of mode-locked regions by direct
detection of saddlenode bifurcations
In Chapter 2, we report the well-known result (see for example Kuznetsov, 2004 [40]) that for circle
maps the boundary of a mode-locked region in parameter space corresponds to a simple saddlenode
bifurcation. We also report Glendinning, 1998 [20] to the effect that for quasiperiodic circle maps,
depending on the parameter regime, the boundary of a mode-locked region corresponds either to a
saddlenode bifurcation of invariant curves or to a more complicated process in which a saddlenode
bifurcation occurs in some places along the invariant curves while in others the stable and unstable
curve are bounded apart.
Analogous results hold in the continuous-time case. Within a mode-locked region, the periodi-
cally driven oscillator has a stable periodic orbit and an unstable counterpart, and at the boundary
of this region, these curves collide and annihilate in a saddlenode bifurcation. This is shown in
Figure 8.1, in which the amplitude, B, of the oscillatory component of the driving is given the fixed
value 1.0 and the value of A, the constant component, is gradually increased so that the boundary
of the mode-locked region is traversed (here,  has the value 0.1).
In terms of the Poincare´ map, this is simply the saddlenode bifurcation of stable and unstable
fixed points.
In the case of the quasiperiodically driven oscillator, as in the discrete-time case, what happens
depends on the parameter regime, and in particular on the value of the parameter .
For small values of , there appear to be stable and unstable quasiperiodic orbits which collide
in a saddlenode bifurcation; these are perhaps best represented as invariant curves of the Poincare´
map, as in Figure 8.2 (for which  = 0.1). As the boundary of a mode-locked region is approached
from the interior, these invariant curves collide uniformly in a smooth saddlenode bifurcation.
For larger values of , there can be much more complicated behaviour. Close to the boundary of
the mode-locked region, there are indeed invariant curves, but these are geometrically complicated
objects which approach one another only on a subset of the circle. This is shown in Figure 8.3 (for
which  = 1.0).
In all cases here illustrated, we have made the “slow driving, strong damping” assumption
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Figure 8.1: Saddlenode bifurcation at the boundary of a mode-locked region for the periodically
driven oscillator: stable and unstable periodic orbits collide and annihilate. Stable orbits are shown
as thick curves; unstable orbits as thin curves.
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Figure 8.2: Saddlenode bifurcation at the boundary of a mode-locked region for the quasiperiod-
ically driven oscillator; smooth bifurcation. Stable and unstable invariant curves of the Poincare´
map collide and annihilate. Stable curves are shown in black, unstable curves in grey.
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Figure 8.3: Saddlenode bifurcation at the boundary of a mode-locked region for the quasiperiod-
ically driven oscillator; nonsmooth bifurcation. Stable curves are shown in black, unstable curves
in grey.
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p = 0.
These observations raise the possibility of a third algorithm for locating the boundary of mode-
locked regions: namely, detecting the corresponding saddlenode bifurcation directly. Chastell et al.,
1995 [12] have explored the analogous approach in the discrete-time case, and this has been further
developed in Stark, 2000 [61]. In the periodically driven case (the circle map), the techniques
are standard (see for example Kuznetsov, 2004 [40]); in the quasiperiodically driven case (the
skew product circle map), it seems to be possible to make successive rational approximations to
the frequency ratio, for each of which the boundary of the mode-locked region corresponds to a
saddle-node bifurcation of a periodic orbit.
(Chastell et al. do voice some reservations about whether this approach is feasible for all
parameter regimes.)
For our continuous-time system, we must detect, even in the case of periodic driving, a bifurca-
tion in what is effectively a limit cycle. Alternatively, we can think in terms of the Poincare´ map;
the boundary of the ρ = 0 region corresponds to the simultaneous solution, for θ and for our active
parameter A, of the equations
hA(θ)− θ = 0, (8.1)
∂
∂θ
hA(θ)− 1 = 0, (8.2)
(where here hA is the Poincare´ map corresponding to the parameter value A).
Whether we think of it as the bifurcation of a limit cycle or as that of a Poincare´ map, detecting
the boundary of the mode-locked region is somewhat harder than in the discrete-time case, in
essence because the map is not explicit. However, an array of approaches exist, each involving
continuation from a known limit cycle in the interior of the region: see for example Kuznetsov,
2004 [40].
It would be interesting to use these approaches to explore a method of detecting the boundaries
of mode-locked regions in continuous-time systems that is analogous to that of Chastell et al. in the
discrete-time case. Even if such a method were to fail in certain circumstances (perhaps those where
the bifurcation is nonsmooth), it would be more widely applicable than the “extrema” algorithm
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described in Chapter 3, and thus a better and fairer test for the relatively crude “interval bisection”
algorithm also described there. It is likely to work, for example, in many cases for which the value
of the parameter p has not been set to zero (our “slow driving, strong damping” assumption).
8.6 More sophisticated algorithms
It would be interesting to see whether more light could be shone on certain of the phenomena
studied in the present work, such as the apparent reality and robustness of “pinching”, by the use of
sophisticated continuation algorithms along the lines of those developed by Schilder and Peckham,
2006 ([58], summarised in [57]). The case has here been made that the numerical evidence for
pinching is extremely good, based on our ability to locate pinching points to arbitrary precision
using Mathematica; it would be interesting to know whether (as we strongly conjecture) this is
borne out if more sophisticated and modern numerical algorithms are used.
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Appendix A
Mathematica code for locating the
boundaries of mode-locked regions for
the Arnol’d sine map
(* Definition of the Arnol’d sine map f, parametrized by alpha and beta *)
f[alpha_, beta_][theta_] = theta + alpha + beta Sin[theta];
(* The Arnol’d sine map, nested n times (f^n) *)
f[n_][alpha_, beta_][theta_] := Nest[f[alpha, beta], theta, n]
(* Locating the maximum of f^n-1 *)
maxf[n_][alpha_, beta_] :=
(Mod[
FindMaximum[f[n][alpha, beta][theta] - theta, {theta, 2},
PrecisionGoal -> 5,
AccuracyGoal -> 5,
MaxIterations ->30] + p, 2p] - p)[[1]]
(* Given two values of alpha,
one on either side of max(f^n-1) == 0, together with
the corresponding values of max(f^n-1), bisect this interval *)
nextMaxIterate[n_][beta_][{{alpha1_, alpha2_}, {max1_, max2_}}] :=
With[{max3 = maxf[n][(alpha1 + alpha2)/2, beta]},
If[max3 max1 < 0,
{{alpha1, (alpha1 + alpha2)/2}, {max1, max3}},
{{(alpha1 + alpha2)/2, alpha2}, {max3, max2}}]]
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(* Given an estimated value, centre,
for the value of alpha corresponding to max(f^n-1) = 0, take initial interval
boundaries on either side of this estimate, thus initialising the interval
bisection *)
maxIterate1[n_][beta_][centre_] :=
With[{max1 = centre - 0.1, max2 = centre + 0.1},
{{max1, max2}, {maxf[n][max1, beta], maxf[n][max2, beta]}}]
(* Given a known value of
alpha corresponding to max(f^n-1) = 0 for a particular value of beta, use
interval bisection to find the value of alpha corresponding to max(f^n-1) = 0
for a slightly greater value of beta *)
lowerBound[n_][betastep_][{beta_, centre_}] :=
{beta + betastep,
Nest[nextMaxIterate[n][beta + betastep],
maxIterate1[n][beta + betastep][centre], 40][[1]][[1]]}
(* Generate a set of data points in (beta, alpha)-space representing the line
max (f^n-1) = 0 *)
lowerBoundData[m, n_][step_] :=
lowerBoundData[m, n][step] =
NestList[lowerBound[n][step], {0, 2 m p/n}, Floor[1/step]]
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Appendix B
Mathematica code for locating the
boundaries of mode-locked regions for
the skew product circle map by
interval bisection
(* Definition of skew product circle map *)
skewproduct[omega_, alpha_, beta_, gamma_][{theta_, phi_}] :=
{alpha + theta + beta Sin[theta] + gamma Sin[phi], phi + 2Pi omega}
(* Definition of nth truncation estimate of winding number *)
rho[n_][omega_, alpha_, beta_, gamma_][{theta_, phi_}] :=
(Nest[
skewproduct[omega, alpha, beta, gamma],
{theta, phi},
n][[1]] - theta)/(2 Pi n)
(* Test, using 5000th truncation estimate of winding number, for whether a
point lies inside the "rho=0" region *)
insideQ[omega_, alpha_, beta_, gamma_] :=
TrueQ[Abs[rho[5000][omega, alpha, beta, gamma][{0.3, 0.3}]] < 0.001]
(* Iteration step in location of the boundary by interval bisection *)
alphaInterval[omega_, beta_, gamma_][{alpha1_, alpha2_}] :=
With[{midpoint = (alpha1 + alpha2)/2},
If[
insideQ[omega, midpoint, beta, gamma],
{midpoint, alpha2},
{alpha1, midpoint}
]
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](* Location of the boundary *)
alphaBoundary[omega_, beta_, gamma_] :=
With[
{int = Nest[alphaInterval[omega, beta, gamma], {0.0, 1.0}, 40]},
(int[[1]] + int[[2]])/2
]
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Appendix C
C++ code for locating the boundaries
of mode-locked regions by interval
bisection
/*
This code uses an interval bisection to locate the boundary
of the region in (C,B,A) space for which the rotation number
is zero, for the flow
phi’ = - epsilon * sin(phi) + A + B * sin(t) + omega * C * sin(omega * t).
The values of epsilon is set globally, and
the critical value of A/epsilon is found as we iterate through
values of B for a fixed value of C.
Data is stored in boundary.dat.
*/
#include <iostream.h>
#include <fstream.h>
#include <conio.h>
#include <math.h>
const double pi = 3.141592654;
//double epsilon;
//double logepsilon;
const double epsilon = 0.1;
const double n=1.0;
const double m=0.763932;
const int transient = 2500058;
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const int steady = 5000;
const double h = 0.1256637062;
const double x0 = 5.0;
const double omega = 0.618034;
const char *datafile = "C:/boundary.dat";//"C:/Users/Phil/PhD/Josephson/boundary.dat";
inline double FractionalPart(double x) {
return x - floor(x);
}
inline double Forcing(double A1overn, double B0, double C0, double t) {
return n*epsilon * A1overn + n* B0 * sin(n*t) + omega * n * C0 * sin(n * omega * t);
}
inline void Flow(double A1overn, double B0, double C0, double phi, double tau,
double &phiDot) {
phiDot = -n*epsilon * sin(phi+m*tau) + Forcing(A1overn, B0, C0, tau);
}
inline double twopiDifference(double A1overn, double B0, double C0) {
double tempx;
double t;
double a;
double b;
double c;
double d;
double x = x0;
t = 0.0;
int j;
for (j = 1; j <= transient; j += 1) {
Flow(A1overn,B0,C0,x, t, a);
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Flow(A1overn,B0,C0,x+0.5*h*a, t+0.5*h, b);
Flow(A1overn,B0,C0,x+0.5*h*b, t+0.5*h, c);
Flow(A1overn,B0,C0,x+h*c,t+h, d);
x += (h / 6.0) * (a + 2*b+ 2*c+d);
t += h;
}
tempx = x/(2*pi);
for (j = 1; j <= steady; j += 1) {
Flow(A1overn,B0,C0,x, t, a);
Flow(A1overn,B0,C0,x+0.5*h*a, t+0.5*h, b);
Flow(A1overn,B0,C0,x+0.5*h*b, t+0.5*h, c);
Flow(A1overn,B0,C0,x+h*c,t+h, d);
x += (h / 6.0) * (a + 2*b+ 2*c+d);
t += h;
}
return x/(2*pi)-tempx;
}
inline double Boundary(double B0, double C0, int n) {
double low;
double high;
double mid;
int i;
low = -1.1;
high = 1.1;
for (i=1; i <=n; i++) {
mid = (high + low)/2;
twopiDifference(mid,B0,C0)<0.3? low=mid : high=mid;
}
return mid;
}
/*The following main() method calculates twoPiDifference as we vary A for fixed
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values of B and C*/
/*void main() {
ofstream OutFile(datafile);
for (double A = -0.5; A <= 0.8; A +=0.01) {
double twopiD = twopiDifference(A,1.0,1.0);
OutFile << A << " " << twopiD << endl;
}
OutFile.close();
}*/
/*The following main() method locates the boundary of a mode-locked region by interval bisection on B, for a fixed value of C and for a value of A that is incremented */
void main () {
ofstream OutFile(datafile);
for (double B = 0.0; B <= 10.0; B +=0.2) {
double Acrit = Boundary(B,1.0,24);
OutFile << B << " " << Acrit << endl;
}
OutFile.close();
}
/*The following main() method investigates the dependence of the boundary on the
parameter epsilon, for fixed values of A and C*/
/*void main () {
ofstream OutFile(datafile);
for (epsilon = 0.001; epsilon <= 0.1; epsilon +=0.001) {
double Acrit = Boundary(0, 0.000001, 24);
OutFile << epsilon << " " << Acrit << endl;
}
OutFile.close();
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}*/
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Appendix D
Mathematica code for locating the
boundaries of mode-locked regions by
interval bisection
As noted above, it is difficult to write code that works in all circumstances and for all parameter values, and
the following code is representative rather than exhaustive.
(* The strobe map *)
strobeMap[n_?NumericQ, rho_?NumericQ]
[A_?NumericQ, B_?NumericQ, epsilon_?NumericQ]
[theta0_?NumericQ] :=
theta[2n Pi] /.
NDSolve[
{theta’[t] == A + B Sin[t] - epsilon Sin[theta[t] + rho t],
theta[0] == theta0},
theta,
{t, 0, 2n Pi},
MaxSteps -> 30000][[ 1]];
periodicPart[n_?NumericQ, rho_?NumericQ]
[A_?NumericQ, B_?NumericQ, epsilon_?NumericQ]
[theta0_?NumericQ] :=
strobeMap[n, rho][A, B, epsilon][theta0] - theta0;
(* Finding extrema of a non - explicit function *)
SetAttributes[gradientEstimate, HoldFirst];
SetAttributes[myFindMinimumNextIterate, HoldFirst];
SetAttributes[myFindMinimum, HoldFirst];
SetAttributes[myFindMaximum, HoldFirst];
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SetAttributes[nextGradientSignChangeInterval, HoldFirst];
SetAttributes[gradientSignChangeInterval, HoldFirst];
SetAttributes[minmaxIntervals, HoldFirst];
gradientEstimate[expr_,
{x_Symbol, x0_?NumericQ},
estimateTolerance_?NumericQ] :=
With[
{y1 = Release[Hold[expr] /. x -> (x0 + 0.5estimateTolerance)],
y0 = Release[Hold[expr] /. x -> (x0 - 0.5estimateTolerance)]},
(y1 - y0)/estimateTolerance];
myFindMinimumNextIterate[expr_, x_Symbol]
[{{x0_?NumericQ, x1_?NumericQ}, estimateTolerance_?NumericQ}] :=
Module[{midpoint = (x0 + x1)/2, midpointGradientEstimate},
(midpointGradientEstimate =
gradientEstimate[expr, {x, midpoint}, estimateTolerance];
{If[midpointGradientEstimate > 0, {x0, midpoint}, {midpoint, x1}],
estimateTolerance/2})];
myFindMinimum[expr_,
{x_Symbol, x0_?NumericQ, x1_?NumericQ},
estimateTolerance_?NumericQ, n_?NumericQ] :=
Module[{
finalInterval = Nest[
myFindMinimumNextIterate[expr, x],
{{x0, x1},
estimateTolerance},
n],
finalRule},
({{finalRule = Rule[x,
(finalInterval[[1]][[1]] + finalInterval[[1]][[2]])/2]},
Release[Hold[expr] /. finalRule]})];
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myFindMaximum[expr_,
{x_Symbol, x0_?NumericQ, x1_?NumericQ},
estimateTolerance_?NumericQ, n_?NumericQ] :=
With[{min = myFindMinimum[-expr, {x, x0, x1}, estimateTolerance, n]},
{min[[1]], -min[[2]]}];
nextGradientSignChangeInterval
[expr_, x_Symbol, estimateTolerance_?NumericQ, sampleWidth_?NumericQ]
[{x0_?NumericQ, x1_?NumericQ}] :=
Module[{grad0, grad1},
(grad0 = gradientEstimate[expr, {x, x0}, estimateTolerance];
grad1 = gradientEstimate[expr, {x, x1}, estimateTolerance];
If[grad0 grad1 < 0,
{x0, x1},
nextGradientSignChangeInterval[
expr, x, estimateTolerance, sampleWidth][{x0, x1 + sampleWidth}]])];
gradientSignChangeInterval
[expr_,
{x_Symbol, x0_?NumericQ},
estimateTolerance_?NumericQ,
sampleWidth_?NumericQ] :=
nextGradientSignChangeInterval[expr, x, estimateTolerance, sampleWidth]
[{x0, x0 + sampleWidth}];
minmaxIntervals
[expr_,
{x_Symbol,
x0_?NumericQ, x1_?NumericQ},
estimateTolerance_?NumericQ,
sampleWidth_?NumericQ] :=
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Module[{
grad0 = gradientEstimate[expr, {x, x0}, estimateTolerance],
gsci = gradientSignChangeInterval[expr, {x, x0}, estimateTolerance, sampleWidth]},
(If[grad0 < 0, {gsci, {gsci[[2]], x1}}, {{gsci[[2]], x1}, gsci}])];
(* Locating boundaries of mode - locked regions *)
upperBoundaryNextIterate[rho_?NumericQ, b_?NumericQ, epsilon_?NumericQ]
[{a0_?NumericQ, a1_?NumericQ}] :=
Module[{midpoint = (a0 + a1)/2, mmi, midpointMinimumValue},
(mmi = minmaxIntervals[
periodicPart[rho][midpoint, b, epsilon][theta0],
{theta0, 0., 2.Pi},
0.05, 0.1Pi];
midpointMinimumValue = myFindMinimum[
periodicPart[rho][midpoint, b, epsilon][theta0],
{theta0, mmi[[1]][[1]], mmi[[1]][[2]]},
(mmi[[1]][[2]] - mmi[[1]][[1]])/10,
20][[2]];
If[midpointMinimumValue > 0, {a0, midpoint}, {midpoint, a1}])];
lowerBoundaryNextIterate[rho_?NumericQ, b_?NumericQ, epsilon_?NumericQ]
[{a0_?NumericQ, a1_?NumericQ}] :=
Module[{midpoint = (a0 + a1)/2, mmi, midpointMaximumValue},
(mmi = minmaxIntervals[
periodicPart[rho][midpoint, b, epsilon][theta0],
{theta0, 0., 2.Pi},
0.05, 0.1Pi];
midpointMaximumValue = myFindMaximum[
periodicPart[rho][midpoint, b, epsilon][theta0],
{theta0, mmi[[1]][[1]], mmi[[1]][[2]]},
(mmi[[1]][[2]] - mmi[[1]][[1]])/10,
20][[2]];
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If[midpointMaximumValue > 0, {a0, midpoint}, {midpoint, a1}])];
upperBoundary[n_?NumericQ, m_Integer, b_?NumericQ, epsilon_?NumericQ] :=
With[{centre =
epsilon Abs[BesselJ[m, b]] + epsilon^2(BesselJ[0, b]^2/(2m) +
Sum[m BesselJ[r, b]^2/(m^2 - r^2), {r, 1, Abs[m] - 1}] +
1/(4m)BesselJ[Abs[m], b]^2 +
Sum[m BesselJ[r, b]^2/(m^2 - r^2), {r, Abs[m] + 1, 20}])},
Total[Nest[
upperBoundaryNextIterate[n, m, b, epsilon],
{centre - epsilon/5,
centre + epsilon/5}, 20]/2]];
lowerBoundary[n_?NumericQ, m_Integer, b_?NumericQ, epsilon_?NumericQ] :=
With[{centre =
-epsilon Abs[BesselJ[m, b]] + epsilon^2(BesselJ[0, b]^2/(2m) +
Sum[m BesselJ[r, b]^2/(m^2 - r^2), {r, 1, Abs[m] - 1}] +
1/(4m)BesselJ[Abs[m], b]^2 +
Sum[m BesselJ[r, b]^2/(m^2 - r^2), {r, Abs[m] + 1, 20}])},
Total[Nest[
lowerBoundaryNextIterate[n, m, b, epsilon],
{centre - epsilon/5,
centre + epsilon/5}, 20]/2]];
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Appendix E
Winding number for constant driving
Consider the flow
dθ
dt
= A−  sin θ. (E.1)
This is easily integrated by separation of variables. We obtain
∫
dθ
A−  sin θ =
∫
dt. (E.2)
The standard substitution τ = tan(θ/2) gives
∫
2dτ
τ2 − 2τ+A =
∫
dt. (E.3)
Here we must consider three cases. If A < , we get
tan(θ/2) = −
√
2 −A2 tanh(
√
2 −A2 (t/2) +K), (E.4)
where K is a constant of integration. The right-hand-side tends to the limit −√2 −A2 as t→∞, and it
follows that the rotation number is zero.
If A = , we get
tan(θ/2) = +
2
K − t , (E.5)
to which the same reasoning applies: ρ = 0 again.
If A > , the solution is
tan(θ/2) = +
√
A2 − 2 tan(
√
A2 − 2 (t/2) +K). (E.6)
It follows from this that tan(θ/2) performs one complete cycle, from −∞ to +∞, every 2π/√A2 − 2 time-
units. This corresponds to θ/2 going from −π/2 to π/2, and therefore to θ going through a complete cycle.
In other words, θ winds once round the torus for every 1/
√
A2 − 2 cycles of time, and it follows that the
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rotation number is
√
A2 − 2. In summary, then,
ρ =
 0, A ≤ ,√A2 − 2, A ≥ . (E.7)
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Appendix F
Mathematica code for locating
pinching points to arbitrary precision
F.1 The flow
flowEquation[rho_][epsilon_][A_,B_]=theta’[t]==
A+B Sin[t] - epsilon Sin[theta[t]+rho t]-rho
F.2 Orbits of the flow
orbit[rho_][epsilon_][A_,B_][theta0_]:=
NDSolve[{flowEquation[rho][epsilon][A,
B],theta[0]==theta0}, theta, {t, 0, 2Pi},
AccuracyGoal->14, PrecisionGoal->14,
WorkingPrecision->20][[1]][[1]]
F.3 The stroboscopic map
stroboscopicMap[rho_][epsilon_][A_,B_][theta0_]:=
stroboscopicMap[rho][epsilon][A,B][theta0]=
N[theta[2Pi]/.orbit[rho][epsilon][A,B][theta0],20]
stroboscopicMapData[rho_][epsilon_][A_,B_][n_]:=
Table[{N[theta0],
Mod[stroboscopicMap[rho][epsilon][A,B][theta0],
2Pi]},{theta0,0,2Pi-Pi/n,Pi/n}]
stroboscopicMapPlot[rho_][epsilon_][A_,B_][n_]:=
With[{plot1=
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ListPlot[stroboscopicMapData[rho][epsilon][A,B][n],
PlotStyle->AbsolutePointSize[3],
DisplayFunction->Identity],
plot2=Plot[theta,{theta,0,2Pi},
DisplayFunction->Identity]},
Show[{plot1,plot2},DisplayFunction->$DisplayFunction,
Ticks->{{{0,"0"},{Pi,"Pi"},{2Pi,"2Pi"}},{{0,
"0"},{Pi,"Pi"},{2Pi,"2Pi"}}},
TextStyle->{FontFamily->"Times",FontSize->7},
AspectRatio->Automatic,AxesLabel->{"theta","f(theta)"}]]
F.4 Non-identity component
nonIdentityComponentData[rho_][epsilon_][A_,B_][n_]:=
Map[{#[[1]],#[[2]]-#[[1]]}&,
Table[{N[theta0],
stroboscopicMap[rho][epsilon][A,B][theta0]},{theta0,0,
2Pi-Pi/n,Pi/n}]]
nonIdentityComponentPlot[rho_][epsilon_][A_,B_][n_]:=
ListPlot[nonIdentityComponentData[rho][epsilon][A,B][n],
AxesLabel->{"theta","f(theta)-theta"},
Ticks->{{{0,"0"},{Pi,"Pi"},{2Pi,"2Pi"}},Automatic},
TextStyle->{FontFamily->"Times",FontSize->7},
PlotRange->{{0,2Pi},Automatic}]
F.5 Circulation, oscillatory amplitude, oscillatory phase
circulatoryTerm[rho_][epsilon_][A_,B_][n_]:=
circulatoryTerm[rho][epsilon][A,B][n]=
With[{data=
Transpose[
nonIdentityComponentData[rho][epsilon][A,B][n]][[2]]},
Apply[Plus,data]/Length[data]]
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oscillatoryTermAmplitude[rho_][epsilon_][A_,B_][n_] :=
oscillatoryTermAmplitude[rho][epsilon][A, B][n] =
With[{data = Transpose[nonIdentityComponentData[rho][epsilon][A, B][n]][[2]] -
circulatoryTerm[rho][epsilon][A, B][n]},
Sqrt[2 Apply[Plus, Map[#\^2 &, data]]/Length[data]]]
oscillatoryTermPhase[rho_][epsilon_][A_,B_][n_]:=
oscillatoryTermPhase[rho][epsilon][A,B][n]=
With[{data=nonIdentityComponentData[rho][epsilon][A,B][n]},
data[[Position[Transpose[data][[2]],
Apply[Max,Transpose[data][[2]]]][[1]][[1]]]]][[1]]-3Pi/2
F.6 Location of pinching points by interval bisection
nextIterate[rho_][epsilon_][A_][n_][{{B1_, B2_}, {phase1_, phase2_}}] :=
N[With[{midPhase = oscillatoryTermPhase[rho][epsilon][A, (B1 + B2)/2][n]},
If[midPhase*phase1 < 0,
{{B1, (B1 + B2)/2}, {phase1, midPhase}},
{{(B1 + B2)/2, B2}, {midPhase, phase2}}]], 20]
oscillatoryTermPhase[0][0.1][0,2.6][20]
firstIterate={{2.0,2.8},{oscillatoryTermPhase[0][0.1][0,2.0][20],
oscillatoryTermPhase[0][0.1][0,2.8][20]}}
FixedPoint[
nextIterate[0][0.1][0][20],
firstIterate,
SameTest -> (Abs[#[[1]][[1]] - #[[1]][[2]]] < 10^(-15) &)]
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Appendix G
Perturbation calculations for
biharmonic quasiperiodic driving
G.1 Rotation number integrally unrelated to the driving
frequencies
We seek to characterise the region in (B,C,A) parameter space for which the flow 5.3 has rotation number
q, where q is not a member of the set Z+ ωZ. Equivalently, we characterize the region for which the flow
θ˙ = A− q +B sin t+ ωC sinωt−  sin(θ + qt) (G.1)
has rotation number zero.
G.1.1 First order calculation
To first order, we have that
A− q

=< sin(K −B cos t− C cosωt+ qt) >, (G.2)
where < . . . > represents time-averaging. Now
sin(K −B cos t− C cosωt+ qt) = P1 + P2 + . . .+ P8,
where
P1 = sinK cos(B cos t) cos(C cosωt) cos qt, (G.3)
P2 = sinK cos(B cos t) sin(C cosωt) sin qt, (G.4)
P3 = sinK sin(B cos t) cos(C cosωt) sin qt, (G.5)
P4 = − sinK sin(B cos t) sin(C cosωt) cos qt, (G.6)
P5 = cosK cos(B cos t) cos(C cosωt) sin qt, (G.7)
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P6 = − cosK cos(B cos t) sin(C cosωt) cos qt, (G.8)
P7 = − cosK cos(B cos t) cos(C cosωt) cos qt, (G.9)
P8 = − cosK cos(B cos t) sin(C cosωt) sin qt. (G.10)
Expanding,
P1 = sinK{J0(B)J0(C) cos qt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k + q)t+ cos(2k − q)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + q)t+ cos(2lω − q)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + q)t+ cos(2k + 2lω − q)t
+cos(2k − 2lω + q)t+ cos(2k − 2lω − q)t]}, (G.11)
P2 = sinK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[sin(2lω + ω + q)t− sin(2lω + ω − q)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[sin(2k + 2lω + ω + q)t− sin(2k + 2lω + ω − q)t
+sin(2k − 2lω − ω + q)t− sin(2k − 2lω − ω − q)t]}, (G.12)
P3 = sinK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[sin(2k + 1 + q)t− sin(2k + 1− q)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[sin(2k + 1 + 2lω + q)t− sin(2k + 1 + 2lω − q)t
+sin(2k + 1− 2lω + q)t− sin(2k + 1− 2lω − q)t]}, (G.13)
P4 = − sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lω + ω + q)t+ cos(2k + 1 + 2lω + ω − q)t
+cos(2k + 1− 2lω − ω + q)t+ cos(2k + 1− 2lω − ω − q)t]}, (G.14)
P5 = cosK{J0(B)J0(C) sin qt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[sin(2k + q)t− sin(2k − q)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[sin(2lω + q)t− sin(2lω − q)t]
221
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[sin(2k + 2lω + q)t− sin(2k + 2lω − q)t
+sin(2k − 2lω + q)t− sin(2k − 2lω − q)t]}, (G.15)
P6 = − cosK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[cos(2lω + ω + q)t+ cos(2lω + ω − q)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[cos(2k + 2lω + ω + q)t+ cos(2k + 2lω + ω − q)t
+cos(2k − 2lω − ω + q)t+ cos(2k − 2lω − ω − q)t]}, (G.16)
P7 = − cosK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[cos(2k + 1 + q)t+ cos(2k + 1− q)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[cos(2k + 1 + 2lω + q)t+ cos(2k + 1 + 2lω − q)t
+cos(2k + 1− 2lω + q)t+ cos(2k + 1− 2lω − q)t]}, (G.17)
P8 = − cosK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[sin(2k + 1 + 2lω + ω + q)t− sin(2k + 1 + 2lω + ω − q)t
+sin(2k + 1− 2lω − ω + q)t− sin(2k + 1− 2lω − ω − q)t]}. (G.18)
It is clear that each of P1, . . . , P8 averages to zero over time, and therefore to first order in , A = q.
G.1.2 Second order correction
We find integral primitives for each of P1, . . . P8: respectively Q1, . . . , Q8 where
Q1 = sinK
{
J0(B)J0(C)
sin qt
q
+
∞∑
k=1
J2k(B)J0(C)(−1)k
[
sin(2k + q)t
2k + q
+
sin(2k − q)t
2k − q
]
+
∞∑
l=1
J0(B)J2l(C)(−1)l
[
sin(2lω + q)t
2lω + q
+
sin(2lω − q)t
2lω − q
]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l[
sin(2k + 2lω + q)t
2k + 2lω + q
+
sin(2k + 2lω − q)t
2k + 2lω − q
+
sin(2k − 2lω + q)t
2k − 2lω + q +
sin(2k − 2lω − q)t
2k − 2lω − q
]}
, (G.19)
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Q2 = sinK
{ ∞∑
l=0
J0(B)J2l+1(C)(−1)l
[
−cos(2lω + ω + q)t
2lω + ω + q
+
cos(2lω + ω − q)t
2lω + ω − q
]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l[
−cos(2k + 2lω + ω + q)t
2k + 2lω + ω + q
+
cos(2k + 2lω + ω − q)t
2k + 2lω − q
−cos(2k − 2lω − ω + q)t
2k − 2lω − ω + q +
cos(2k − 2lω − ω − q)t
2k − 2lω − ω − q
]}
, (G.20)
Q3 = sinK
{ ∞∑
k=0
J2k+1(B)J0(C)(−1)l
[
−cos(2k + 1 + q)t
2k + 1 + q
+
cos(2k + 1− q)t
2k + 1− q
]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l[
−cos(2k + 1 + 2lω + q)t
2k + 1 + 2lω + q
+
cos(2k + 1 + 2lω − q)t
2k + 1 + 2lω − q
−cos(2k + 1− 2lω + q)t
2k + 1− 2lω + q +
cos(2k + 1− 2lω − q)t
2k + 1− 2lω − q
]}
, (G.21)
Q4 = − sinK
{ ∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l[
sin(2k + 1 + 2lω + ω + q)t
2k + 1 + 2lω + ω + q
+
sin(2k + 1 + 2lω + ω − q)t
2k + 1 + 2lω + ω − q
+
sin(2k + 1− 2lω − ω + q)t
2k + 1− 2lω − ω + q +
sin(2k + 1− 2lω − ω − q)t
2k + 1− 2lω − ω − q
]}
, (G.22)
Q5 = cosK
{
−J0(B)J0(C)cos qt
q
+
∞∑
k=1
J2k(B)J0(C)(−1)k
[
−cos(2k + q)t
2k + q
+
cos(2k − q)t
2k − q
]
+
∞∑
l=1
J0(B)J2l(C)(−1)l
[
−cos(2lω + q)t
2lω + q
+
cos(2lω − q)t
2lω − q
]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l[
−cos(2k + 2lω + q)t
2k + 2lω + q
+
cos(2k + 2lω − q)t
2k + 2lω − q
−cos(2k − 2lω + q)t
2k − 2lω + q +
cos(2k − 2lω − q)t
2k − 2lω − q
]}
, (G.23)
Q6 = − cosK
{ ∞∑
l=0
J0(B)J2l+1(C)(−1)l
[
sin(2lω + ω + q)t
2lω + ω + q
+
sin(2lω + ω − q)t
2lω + ω − q
]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l[
sin(2k + 2lω + ω + q)t
2k + 2lω + ω + q
+
sin(2k + 2lω + ω − q)t
2k + 2lω − q
+
sin(2k − 2lω − ω + q)t
2k − 2lω − ω + q +
sin(2k − 2lω − ω − q)t
2k − 2lω − ω − q
]}
, (G.24)
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Q7 = − cosK
{ ∞∑
k=0
J2k+1(B)J0(C)(−1)l
[
sin(2k + 1 + q)t
2k + 1 + q
+
sin(2k + 1− q)t
2k + 1− q
]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l[
sin(2k + 1 + 2lω + q)t
2k + 1 + 2lω + q
+
sin(2k + 1 + 2lω − q)t
2k + 1 + 2lω − q
+
sin(2k + 1− 2lω + q)t
2k + 1− 2lω + q +
sin(2k + 1− 2lω − q)t
2k + 1− 2lω − q
]}
, (G.25)
Q8 = − cosK
{ ∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l[
−cos(2k + 1 + 2lω + ω + q)t
2k + 1 + 2lω + ω + q
+
cos(2k + 1 + 2lω + ω − q)t
2k + 1 + 2lω + ω − q
−cos(2k + 1− 2lω − ω + q)t
2k + 1− 2lω − ω + q +
cos(2k + 1− 2lω − ω − q)t
2k + 1− 2lω − ω − q
]}
. (G.26)
Now,
cos(K −B cos t− C cosωt+ qt) = R1 + . . .+R8,
where
R1 = cosK{J0(B)J0(C) cos qt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k + q)t+ cos(2k − q)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + q)t+ cos(2lω − q)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + q)t+ cos(2k + 2lω − q)t
+cos(2k − 2lω + q)t+ cos(2k − 2lω − q)t]}, (G.27)
R2 = cosK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[sin(2lω + ω + q)t− sin(2lω + ω − q)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[sin(2k + 2lω + ω + q)t− sin(2k + 2lω + ω − q)t
+sin(2k − 2lω − ω + q)t− sin(2k − 2lω − ω − q)t]}, (G.28)
R3 = cosK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[sin(2k + 1 + q)t− sin(2k + 1− q)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
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[sin(2k + 1 + 2lω + q)t− sin(2k + 1 + 2lω − q)t
+sin(2k + 1− 2lω + q)t− sin(2k + 1− 2lω − q)t]}, (G.29)
R4 = − cosK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lω + ω + q)t+ cos(2k + 1 + 2lω + ω − q)t
+cos(2k + 1− 2lω − ω + q)t+ cos(2k + 1− 2lω − ω − q)t]}, (G.30)
R5 = − sinK{J0(B)J0(C) sin qt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[sin(2k + q)t− sin(2k − q)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[sin(2lω + q)t− sin(2lω − q)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[sin(2k + 2lω + q)t− sin(2k + 2lω − q)t
+sin(2k − 2lω + q)t− sin(2k − 2lω − q)t]}, (G.31)
R6 = sinK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[cos(2lω + ω + q)t+ cos(2lω + ω − q)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[cos(2k + 2lω + ω + q)t+ cos(2k + 2lω + ω − q)t
+cos(2k − 2lω − ω + q)t+ cos(2k − 2lω − ω − q)t]}, (G.32)
R7 = sinK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[cos(2k + 1 + q)t+ cos(2k + 1− q)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[cos(2k + 1 + 2lω + q)t+ cos(2k + 1 + 2lω − q)t
+cos(2k + 1− 2lω + q)t+ cos(2k + 1− 2lω − q)t]}, (G.33)
R8 = sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[sin(2k + 1 + 2lω + ω + q)t− sin(2k + 1 + 2lω + ω − q)t
+sin(2k + 1− 2lω − ω + q)t− sin(2k + 1− 2lω − ω − q)t]}. (G.34)
The non-zero time-averages of G cos(K −B cos t− C cosωt+ qt) are as follows:
< Q1R5 > = − sin2K
{
J0(B)
2J0(C)
2
2q
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+
∞∑
k=1
J2k(B)
2J0(C)
2
2
[
1
2k + q
− 1
2k − q
]
+
∞∑
l=1
J0(B)
2J2l(C)
2
2
[
1
2lω + q
− 1
2lω − q
]
+
∞∑
k=1
∞∑
l=1
J2k(B)
2J2l(C)
2
2[
1
2k + 2lω + q
− 1
2k + 2lω − q
+
1
2k − 2lω + q −
1
2k − 2lω − q
]}
, (G.35)
< Q2R6 > = − sin2K
{ ∞∑
l=0
J0(B)
2J2l+1(C)
2
2
[
1
2lω + ω + q
− 1
2lω + ω − q
]
+
∞∑
k=1
∞∑
l=0
J2k(B)
2J2l+1(C)
2
2[
1
2k + 2lω + ω + q
− 1
2k + 2lω + ω − q
+
1
2k − 2lω − ω + q −
1
2k − 2lω − ω − q
]}
, (G.36)
< Q3R7 > = − sin2K
{ ∞∑
k=0
J2k+1(B)
2J0(C)
2
2
[
1
2k + 1 + q
− 1
2k + 1− q
]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)
2J2l(C)
2
2[
1
2k + 1 + 2lω + q
− 1
2k + 1 + 2lω − q
+
1
2k + 1− 2lω + q −
1
2k + 1− 2lω − q
]}
, (G.37)
< Q4R8 > = − sin2K
{ ∞∑
k=0
∞∑
l=0
J2k+1(B)
2J2l+1(C)
2
2[
1
2k + 1 + 2lω + ω + q
− 1
2k + 1 + 2lω + ω − q
+
1
2k + 1− 2lω − ω + q −
1
2k + 1− 2lω − ω − q
]}
, (G.38)
and similarly for, respectively, < Q5R1 >, < Q6R2 >, < Q7R3 > and < Q8R4 >, with − cos2K replacing
− sin2K throughout. The total second-order correction can therefore be written
− < Ggθ > = 1
2q
J0(B)
2J0(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 q
q2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 q
q2 − s2ω2
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+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
q
q2 − (r + sω)2 +
q
q2 − (r − sω)2
)
. (G.39)
G.2 Integer rotation number
We seek to characterise the region in (B,C,A) parameter space for which the flow (5.3) has rotation number
n1, where n1 is a positive integer. Equivalently, we characterize the region for which the flow
θ˙ = A− n1 +B sin t+ ωC sinωt−  sin(θ + n1t) (G.40)
has rotation number zero.
G.2.1 First order calculation
To first order, we have that
A− n1

=< sin(K −B cos t− C cosωt+ n1t) >, (G.41)
where < . . . > represents time-averaging. Now
sin(K −B cos t− C cosωt+ n1t) = P1 + P2 + . . .+ P8,
where
P1 = sinK cos(B cos t) cos(C cosωt) cosn1t, (G.42)
P2 = sinK cos(B cos t) sin(C cosωt) sinn1t, (G.43)
P3 = sinK sin(B cos t) cos(C cosωt) sinn1t, (G.44)
P4 = − sinK sin(B cos t) sin(C cosωt) cosn1t, (G.45)
P5 = cosK cos(B cos t) cos(C cosωt) sinn1t, (G.46)
P6 = − cosK cos(B cos t) sin(C cosωt) cosn1t, (G.47)
P7 = − cosK cos(B cos t) cos(C cosωt) cosn1t, (G.48)
P8 = − cosK cos(B cos t) sin(C cosωt) sinn1t. (G.49)
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Expanding,
P1 = sinK{J0(B)J0(C) cosn1t
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k + n1)t+ cos(2k − n1)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + n1)t+ cos(2lω − n1)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + n1)t+ cos(2k + 2lω − n1)t
+cos(2k − 2lω + n1)t+ cos(2k − 2lω − n1)t]}, (G.50)
P2 = sinK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[sin(2lω + ω + n1)t− sin(2lω + ω − n1)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[sin(2k + 2lω + ω + n1)t− sin(2k + 2lω + ω − n1)t
+sin(2k − 2lω − ω + n1)t− sin(2k − 2lω − ω − n1)t]}, (G.51)
P3 = sinK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[sin(2k + 1 + n1)t− sin(2k + 1− n1)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[sin(2k + 1 + 2lω + n1)t− sin(2k + 1 + 2lω − n1)t
+sin(2k + 1− 2lω + n1)t− sin(2k + 1− 2lω − n1)t]}, (G.52)
P4 = − sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lω + ω + n1)t+ cos(2k + 1 + 2lω + ω − n1)t
+cos(2k + 1− 2lω − ω + n1)t+ cos(2k + 1− 2lω − ω − n1)t]}, (G.53)
P5 = cosK{J0(B)J0(C) sinn1t
+
∞∑
k=1
J2k(B)J0(C)(−1)k[sin(2k + n1)t− sin(2k − n1)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[sin(2lω + n1)t− sin(2lω − n1)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[sin(2k + 2lω + n1)t− sin(2k + 2lω − n1)t
+sin(2k − 2lω + n1)t− sin(2k − 2lω − n1)t]}, (G.54)
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P6 = − cosK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[cos(2lω + ω + n1)t+ cos(2lω + ω − n1)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[cos(2k + 2lω + ω + n1)t+ cos(2k + 2lω + ω − n1)t
+cos(2k − 2lω − ω + n1)t+ cos(2k − 2lω − ω − n1)t]}, (G.55)
P7 = − cosK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[cos(2k + 1 + n1)t+ cos(2k + 1− n1)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[cos(2k + 1 + 2lω + n1)t+ cos(2k + 1 + 2lω − n1)t
+cos(2k + 1− 2lω + n1)t+ cos(2k + 1− 2lω − n1)t]}, (G.56)
P8 = − cosK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[sin(2k + 1 + 2lω + ω + n1)t− sin(2k + 1 + 2lω + ω − n1)t
+sin(2k + 1− 2lω − ω + n1)t− sin(2k + 1− 2lω − ω − n1)t]}. (G.57)
Now, if n1 is even, P1 averages over time to
(−1)n1/2 sinKJn1(B)J0(C),
otherwise zero. Similarly, if n1 is odd, P7 averages over time to
(−1)(n1+1)/2 cosKJn1(B)J0(C),
otherwise zero. All other terms average to zero for all values of n1, It follows that whether n1 is even or
odd, the region is characterised to first order by
|A− n1| ≤ |Jn1(B)J0C|. (G.58)
G.2.2 Second order correction
Suppose n1 is even (n1 = 2m). Then P1 − (1)m sinKJ2m(B)J0(C) is equal to
sinK{J0(B)J0(C) cosn1t
+
∑
k 6=m
J2k(B)J0(C)(−1)k[cos(2k + n1)t+ cos(2k − n1)t]
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+ J2m(B)J0(C)(−1)m(2 cos2 2mt− 1)
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + n1)t+ cos(2lω − n1)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + n1)t+ cos(2k + 2lω − n1)t
+cos(2k − 2lω + n1)t+ cos(2k − 2lω − n1)t]}. (G.59)
(G.60)
(Note that 2 cos2 2mt − 1 = cos 4mt). We find an integral primitive Q1 for P1 − (1)m sinKJ2m(B)J0(C),
and primtives Q2, Q3, . . . , Q8 for each of P2, P3, . . . P8: respectively:
Q1 = sinK
{
J0(B)J0(C)
sinn1t
n1
+
∑
k 6=m
J2k(B)J0(C)(−1)k
[
sin(2k + n1)t
2k + n1
+
sin(2k − n1)t
2k − n1
]
+Jm(B)J0(C)(01)
m sin 4mt
4m
+
∞∑
l=1
J0(B)J2l(C)(−1)l
[
sin(2lω + n1)t
2lω + n1
+
sin(2lω − n1)t
2lω − n1
]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l[
sin(2k + 2lω + n1)t
2k + 2lω + n1
+
sin(2k + 2lω − n1)t
2k + 2lω − n1
+
sin(2k − 2lω + n1)t
2k − 2lω + n1 +
sin(2k − 2lω − n1)t
2k − 2lω − n1
]}
, (G.61)
Q2 = sinK
{ ∞∑
l=0
J0(B)J2l+1(C)(−1)l
[
−cos(2lω + ω + n1)t
2lω + ω + n1
+
cos(2lω + ω − n1)t
2lω + ω − n1
]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l[
−cos(2k + 2lω + ω + n1)t
2k + 2lω + ω + n1
+
cos(2k + 2lω + ω − n1)t
2k + 2lω − n1
−cos(2k − 2lω − ω + n1)t
2k − 2lω − ω + n1 +
cos(2k − 2lω − ω − n1)t
2k − 2lω − ω − n1
]}
, (G.62)
Q3 = sinK
{ ∞∑
k=0
J2k+1(B)J0(C)(−1)l
[
−cos(2k + 1 + n1)t
2k + 1 + n1
+
cos(2k + 1− n1)t
2k + 1− n1
]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l[
−cos(2k + 1 + 2lω + n1)t
2k + 1 + 2lω + n1
+
cos(2k + 1 + 2lω − n1)t
2k + 1 + 2lω − n1
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−cos(2k + 1− 2lω + n1)t
2k + 1− 2lω + n1 +
cos(2k + 1− 2lω − n1)t
2k + 1− 2lω − n1
]}
, (G.63)
Q4 = − sinK
{ ∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l[
sin(2k + 1 + 2lω + ω + n1)t
2k + 1 + 2lω + ω + n1
+
sin(2k + 1 + 2lω + ω − n1)t
2k + 1 + 2lω + ω − n1
+
sin(2k + 1− 2lω − ω + n1)t
2k + 1− 2lω − ω + n1 +
sin(2k + 1− 2lω − ω − n1)t
2k + 1− 2lω − ω − n1
]}
, (G.64)
Q5 = cosK
{
−J0(B)J0(C)cosn1t
n1
+
∞∑
k 6=m
J2k(B)J0(C)(−1)k
[
−cos(2k + n1)t
2k + n1
+
cos(2k − n1)t
2k − n1
]
−J2m(B)J0(C)(1)m cos 4mt
4m
+
∞∑
l=1
J0(B)J2l(C)(−1)l
[
−cos(2lω + n1)t
2lω + n1
+
cos(2lω − n1)t
2lω − n1
]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l[
−cos(2k + 2lω + n1)t
2k + 2lω + n1
+
cos(2k + 2lω − n1)t
2k + 2lω − n1
−cos(2k − 2lω + n1)t
2k − 2lω + n1 +
cos(2k − 2lω − n1)t
2k − 2lω − n1
]}
, (G.65)
Q6 = − cosK
{ ∞∑
l=0
J0(B)J2l+1(C)(−1)l
[
sin(2lω + ω + n1)t
2lω + ω + n1
+
sin(2lω + ω − n1)t
2lω + ω − n1
]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l[
sin(2k + 2lω + ω + n1)t
2k + 2lω + ω + n1
+
sin(2k + 2lω + ω − n1)t
2k + 2lω − n1
+
sin(2k − 2lω − ω + n1)t
2k − 2lω − ω + n1 +
sin(2k − 2lω − ω − n1)t
2k − 2lω − ω − n1
]}
, (G.66)
Q7 = − cosK
{ ∞∑
k=0
J2k+1(B)J0(C)(−1)l
[
sin(2k + 1 + n1)t
2k + 1 + n1
+
sin(2k + 1− n1)t
2k + 1− n1
]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l[
sin(2k + 1 + 2lω + n1)t
2k + 1 + 2lω + n1
+
sin(2k + 1 + 2lω − n1)t
2k + 1 + 2lω − n1
+
sin(2k + 1− 2lω + n1)t
2k + 1− 2lω + n1 +
sin(2k + 1− 2lω − n1)t
2k + 1− 2lω − n1
]}
, (G.67)
Q8 = − cosK
{ ∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l[
−cos(2k + 1 + 2lω + ω + n1)t
2k + 1 + 2lω + ω + n1
+
cos(2k + 1 + 2lω + ω − n1)t
2k + 1 + 2lω + ω − n1
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−cos(2k + 1− 2lω − ω + n1)t
2k + 1− 2lω − ω + n1 +
cos(2k + 1− 2lω − ω − n1)t
2k + 1− 2lω − ω − n1
]}
. (G.68)
Now,
cos(K −B cos t− C cosωt+ n1t) = R1 + . . .+R8,
where
R1 = cosK{J0(B)J0(C) cosn1t
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k + n1)t+ cos(2k − n1)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + n1)t+ cos(2lω − n1)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + n1)t+ cos(2k + 2lω − n1)t
+cos(2k − 2lω + n1)t+ cos(2k − 2lω − n1)t]}, (G.69)
R2 = cosK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[sin(2lω + ω + n1)t− sin(2lω + ω − n1)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[sin(2k + 2lω + ω + n1)t− sin(2k + 2lω + ω − n1)t
+sin(2k − 2lω − ω + n1)t− sin(2k − 2lω − ω − n1)t]}, (G.70)
R3 = cosK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[sin(2k + 1 + n1)t− sin(2k + 1− n1)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[sin(2k + 1 + 2lω + n1)t− sin(2k + 1 + 2lω − n1)t
+sin(2k + 1− 2lω + n1)t− sin(2k + 1− 2lω − n1)t]}, (G.71)
R4 = − cosK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lω + ω + n1)t+ cos(2k + 1 + 2lω + ω − n1)t
+cos(2k + 1− 2lω − ω + n1)t+ cos(2k + 1− 2lω − ω − n1)t]}, (G.72)
R5 = − sinK{J0(B)J0(C) sinn1t
+
∞∑
k=1
J2k(B)J0(C)(−1)k[sin(2k + n1)t− sin(2k − n1)t]
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+
∞∑
l=1
J0(B)J2l(C)(−1)l[sin(2lω + n1)t− sin(2lω − n1)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[sin(2k + 2lω + n1)t− sin(2k + 2lω − n1)t
+sin(2k − 2lω + n1)t− sin(2k − 2lω − n1)t]}, (G.73)
R6 = sinK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[cos(2lω + ω + n1)t+ cos(2lω + ω − n1)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[cos(2k + 2lω + ω + n1)t+ cos(2k + 2lω + ω − n1)t
+cos(2k − 2lω − ω + n1)t+ cos(2k − 2lω − ω − n1)t]}, (G.74)
R7 = sinK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[cos(2k + 1 + n1)t+ cos(2k + 1− n1)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[cos(2k + 1 + 2lω + n1)t+ cos(2k + 1 + 2lω − n1)t
+cos(2k + 1− 2lω + n1)t+ cos(2k + 1− 2lω − n1)t]}, (G.75)
R8 = sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[sin(2k + 1 + 2lω + ω + n1)t− sin(2k + 1 + 2lω + ω − n1)t
+sin(2k + 1− 2lω − ω + n1)t− sin(2k + 1− 2lω − ω − n1)t]}. (G.76)
The non-zero time-averages of G cos(K − B cos t − C cosωt + n1t) are all exactly as for the rationally
unrelated case, except for < Q1R5 > and < Q5R1 >. The former is given by
< Q1R5 > = − sin2K
{
J0(B)
2J0(C)
2
2n1
+
∞∑
k 6=m
J2k(B)
2J0(C)
2
2
[
1
2k + n1
− 1
2k − n1
]
+
Jn1(B)
2J0(C)
2
4n1
+
∞∑
l=1
J0(B)
2J2l(C)
2
2
[
1
2lω + n1
− 1
2lω − n1
]
+
∞∑
k=1
∞∑
l=1
J2k(B)
2J2l(C)
2
2[
1
2k + 2lω + n1
− 1
2k + 2lω − n1
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+
1
2k − 2lω + n1 −
1
2k − 2lω − n1
]}
, (G.77)
with the latter being the same except that − sin2K is replaced by − cos2K. The total second-order correction
can therefore be written
− < Ggθ > = 1
2n1
J0(B)
2J0(C)
2
+
1
4n1
Jn1(B)
2J0(C)
2
+
∑
r 6=n1
Jr(B)
2J0(C)
2 n1
n21 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1
n21 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n1
n21 − (r + sω)2
+
n1
n21 − (r − sω)2
)
. (G.78)
It is not hard to show, using the same technique, that the above result also holds if n1 is odd.
G.3 Rotation number an integer multiple of ω
We seek to characterise the region in (B,C,A) parameter space for which the flow (5.3) has rotation number
n2ω, where n2 is a positive integer. Equivalently, we characterize the region for which the flow
θ˙ = A− n2ω +B sin t+ ωC sinωt−  sin(θ + n2ωt) (G.79)
has rotation number zero. It is not hard to show, using the same technique as above, that to first order this
region is characterised by
|A− n2ω| ≤ |J0(B)Jn2C|, (G.80)
and that the second-order correction is given by
− < Ggθ > = 1
2n2ω
J0(B)
2J0(C)
2
+
1
4n2ω
J0(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n2ω
n22ω
2 − r2
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+
∑
s 6=n2
J0(B)
2Js(C)
2 n2ω
n22ω
2 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n2ω
n22ω
2 − (r + sω)2 +
n2ω
n22ω
2 − (r − sω)2
)
. (G.81)
G.4 Rotation number the sum of an integer and an integer
multiple of ω
We seek to characterise the region in (B,C,A) parameter space for which the flow (5.3) has rotation number
n1 + n2ω, where n1 and n2 are positive integers. Equivalently, we characterize the region for which the flow
θ˙ = A− n1 − n2ω +B sin t+ ωC sinωt−  sin(θ + n1 + n2ωt) (G.82)
has rotation number zero. It is not hard to show, using the same technique as above, that to first order this
region is characterised by
|A− n1 − n2ω| ≤ |Jn1(B)Jn2C|, (G.83)
and that the second-order correction is given by
− < Ggθ > = 1
2(n1 + n2ω)
J0(B)
2J0(C)
2
+
1
4(n1 + n2ω)
J0(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n1 + n2ω
(n1 + n2ω)2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1 + n2ω
(n1 + n2ω)2 − s2ω2
+
∑
(r,s) 6=(n1,n2)
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r + sω)2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r − sω)2 . (G.84)
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G.5 Effect of including the second derivative
As noted in subsection 3.3.5 above, if we include the term pθ¨ in the flow we obtain an additional term in
the second order expression for A, namely
−2pM ∙ f(t)gθ(M.F(t) +K, t).
In this case,
M ∙ f(t) = B sin t+ ωC sinωt,
gθ(M.F(t) +K, t) = cos(K −B cos t− C cosωt+ ρt).
Now,
cos(K −B cos t− C cosωt+ ρt) = R1 + . . .+R8,
where
R1 = cosK{J0(B)J0(C) cos ρt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[cos(2k + ρ)t+ cos(2k − ρ)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[cos(2lω + ρ)t+ cos(2lω − ρ)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[cos(2k + 2lω + ρ)t+ cos(2k + 2lω − ρ)t
+cos(2k − 2lω + ρ)t+ cos(2k − 2lω − ρ)t]}, (G.85)
R2 = cosK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[sin(2lω + ω + ρ)t− sin(2lω + ω − ρ)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[sin(2k + 2lω + ω + ρ)t− sin(2k + 2lω + ω − ρ)t
+sin(2k − 2lω − ω + ρ)t− sin(2k − 2lω − ω − ρ)t]}, (G.86)
R3 = cosK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[sin(2k + 1 + ρ)t− sin(2k + 1− ρ)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[sin(2k + 1 + 2lω + ρ)t− sin(2k + 1 + 2lω − ρ)t
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+sin(2k + 1− 2lω + ρ)t− sin(2k + 1− 2lω − ρ)t]}, (G.87)
R4 = − cosK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[cos(2k + 1 + 2lω + ω + ρ)t+ cos(2k + 1 + 2lω + ω − ρ)t
+cos(2k + 1− 2lω − ω + ρ)t+ cos(2k + 1− 2lω − ω − ρ)t]}, (G.88)
R5 = − sinK{J0(B)J0(C) sin ρt
+
∞∑
k=1
J2k(B)J0(C)(−1)k[sin(2k + ρ)t− sin(2k − ρ)t]
+
∞∑
l=1
J0(B)J2l(C)(−1)l[sin(2lω + ρ)t− sin(2lω − ρ)t]
+
∞∑
k=1
∞∑
l=1
J2k(B)J2l(C)(−1)k+l
[sin(2k + 2lω + ρ)t− sin(2k + 2lω − ρ)t
+sin(2k − 2lω + ρ)t− sin(2k − 2lω − ρ)t]}, (G.89)
R6 = sinK{
∞∑
l=0
J0(B)J2l+1(C)(−1)l[cos(2lω + ω + ρ)t+ cos(2lω + ω − ρ)t]
+
∞∑
k=1
∞∑
l=0
J2k(B)J2l+1(C)(−1)k+l
[cos(2k + 2lω + ω + ρ)t+ cos(2k + 2lω + ω − ρ)t
+cos(2k − 2lω − ω + ρ)t+ cos(2k − 2lω − ω − ρ)t]}, (G.90)
R7 = sinK{
∞∑
k=1
J2k+1(B)J0(C)(−1)l[cos(2k + 1 + ρ)t+ cos(2k + 1− ρ)t]
+
∞∑
k=0
∞∑
l=1
J2k+1(B)J2l(C)(−1)k+l
[cos(2k + 1 + 2lω + ρ)t+ cos(2k + 1 + 2lω − ρ)t
+cos(2k + 1− 2lω + ρ)t+ cos(2k + 1− 2lω − ρ)t]}, (G.91)
R8 = sinK{
∞∑
k=0
∞∑
l=0
J2k+1(B)J2l+1(C)(−1)k+l
[sin(2k + 1 + 2lω + ω + ρ)t− sin(2k + 1 + 2lω + ω − ρ)t
+sin(2k + 1− 2lω − ω + ρ)t− sin(2k + 1− 2lω − ω − ρ)t]}. (G.92)
Since R1, R4, R6 and R7 are the sums of cosines, the product of each of them with B sin t + ωC sinωt
averages to zero.
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G.5.1 ρ outside Z+ ωZ
If ρ is not an element of Z + ωZ, then the remaining Ri also average to zero when multiplied by B sin t +
ωC sinωt. This is because although each is the sum of sines, the coefficients are unequal at all points in the
sum.
G.5.2 ρ = n1
If, however, ρ = n1 ∈ Z+, then there are a number of terms that do not average to zero. For even n1, there
are two such terms in R2, namely
• − sin(2k + 2lω + ω − n1) for 2k = n1 and 2l = 0;
• − sin(2k − 2lω − ω − n1) for 2k = n1 and 2l = 0.
It follows that
<M ∙ fR2 > = cosKJn1(B)J1(C)(−1)n1/2 < (− sinωt+ sinωt)× ωC sinωt >
= 0. (G.93)
Also for even n1, there are two such terms in R3, namely
• − sin(2k + 1− n1) for 2k = n1;
• − sin(2k + 1− n1) for 2k = n1 − 2.
It follows that
<M ∙ fR3 > = −(−1)n1/2 cosKB
2
(Jn1+1(B) + Jn1−1(B))J0(C)
= −(−1)n1/2 cosKJn1(B)J0(C). (G.94)
For odd n1, the terms that do not average to zero occur in R5 and R8; the final results are quite similar.
Overall, we have that
<M ∙ fR5 > = (−1)(n1+1)/2 sinKB
2
(Jn1+1(B) + Jn1−1(B))J0(C)
= (−1)(n1+1)/2 sinKJn1(B)J0(C), (G.95)
and
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<M ∙ fR8 > = − sinKJn1(B)J1(C)(−1)(n1+1)/2 < (− sinωt+ sinωt)× ωC sinωt >
= 0. (G.96)
In either case, we have, instead of
|A− ρ− γ2+0 | ≤ |Jn1(B)J0(C)|, (G.97)
that
|A− ρ− γ2+0 | ≤ |Jn1(B)J0(C)|
√
1 + p22, (G.98)
where, as before,
γ2+0 = 
2
{
1
2n1
J0(B)
2J0(C)
2
+
1
4n1
Jn1(B)
2J0(C)
2
+
∑
r 6=n1
Jr(B)
2J0(C)
2 n1
n21 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1
n21 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n1
n21 − (r + sω)2
+
n1
n21 − (r − sω)2
)}
. (G.99)
Similar calculations can be carried out for negative integer ρ.
G.5.3 ρ = n2ω
In the case ρ = n2ω where n2 ∈ Z+, we have, for even n2, that
<M ∙ fR2 > = −(−1)n2/2 cosKJ0(B)ωC
2
(Jn2+1(C) + Jn2−1(C))
= −(−1)n2/2ω cosKJ0(B)Jn2(C), (G.100)
and
<M ∙ fR3 > = cosKJ(B)Jn2(C)(−1)n1/2 < (− sin t+ sin t)×B sin t >
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= 0. (G.101)
For odd n2,
<M ∙ fR5 > = (−1)(n2+1)/2 sinKJ0(B)ωC
2
(Jn2+1(C) + Jn2−1(C))
= (−1)(n2+1)/2ω sinKJ0(B)Jn2(C), (G.102)
and
<M ∙ fR8 > = − sinKJ1(B)Jn2(C)(−1)(n2+1)/2 < (− sin t+ sin t)×B sin t >
= 0. (G.103)
In either case, we have, instead of
|A− ρ− γ20+ | ≤ |J0(B)Jn2(C)|, (G.104)
that
|A− ρ− γ20+ | ≤ |J0(B)Jn2(C)|
√
1 + ω2p22, (G.105)
where, as before,
γ20+ = 
2
{
1
2n2ω
J0(B)
2J0(C)
2
+
1
4n2ω
J0(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n2ω
n22ω
2 − r2
+
∑
s 6=n2
J0(B)
2Js(C)
2 n2ω
n22ω
2 − s2ω2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
(
n2ω
n22ω
2 − (r + sω)2 +
n2ω
n22ω
2 − (r − sω)2
)}
. (G.106)
Similar calculations can be done for the case n2 < 0, with directly analogous results.
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G.5.4 ρ = n1 + n2ω
In the case ρ = n1 + n2ω where n1, n2 ∈ Z+, we have, for n1 and n2 both odd, that
<M ∙ fR2 > = −(−1)(n1+n2)/2 cosKB
2
(Jn1+1(B) + Jn1−1(B))Jn2(C)
= −(−1)(n1+n2)/2 cosKJn1(B)Jn2(C). (G.107)
If n1 abd n2 are both even, we have
<M ∙ fR2 > = −(−1)(n1+n2)/2 cosKJn1(B)
ωC
2
(Jn2+1(C) + Jn2−1(C))
= −(−1)(n1+n2)/2ω cosKJn1(B)Jn2(C). (G.108)
Similarly, for n1 and n2 both odd, that
<M ∙ fR3 > = −(−1)(n1+n2)/2 cosKJn1(B)
ωC
2
(Jn2+1(C) + Jn2−1(C))
= −(−1)(n1+n2)/2ω cosKJn1(B)Jn2(C). (G.109)
If n1 abd n2 are both even, we have
<M ∙ fR3 > = −(−1)(n1+n2)/2 cosKB
2
(Jn1+1(B) + Jn1−1(B))Jn2(C)
= −(−1)(n1+n2)/2 cosKJn1(B)Jn2(C). (G.110)
If n1 is odd and n2 even, then
<M ∙ fR5 > = (−1)(n1+n2+1)/2 sinKB
2
(Jn1+1(B) + Jn1−1(B))Jn2(C)
= (−1)(n1+n2+1)/2 sinKJn1(B)Jn2(C), (G.111)
whereas if n1 is even and n2 odd, then
<M ∙ fR5 > = (−1)(n1+n2+1)/2 sinKJn1(B)
ωC
2
(Jn2+1(C) + Jn2−1(C))
= (−1)(n1+n2+1)/2ω sinKJn1(B)Jn2(C). (G.112)
Similarly, if n1 is odd and n2 even, then
<M ∙ fR8 > = (−1)(n1+n2+1)/2 sinKJn1(B)
ωC
2
(Jn2+1(C) + Jn2−1(C))
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= (−1)(n1+n2+1)/2ω sinKJn1(B)Jn2(C), (G.113)
whereas if n1 is even and n2 odd, then
<M ∙ fR8 > = (−1)(n1+n2+1)/2 sinKB
2
(Jn1+1(B) + Jn1−1(B))Jn2(C)
= (−1)(n1+n2+1)/2 sinKJn1(B)Jn2(C). (G.114)
Overall, for all combinations, instead of
|A− ρ− γ2++ | ≤ |Jn1(B)Jn2(C)|, (G.115)
we have that
|A− ρ− γ2++ | ≤ |Jn1(B)Jn2(C)|
√
1 + p22(1 + ω)2, (G.116)
where, as before,
γ2++ = 
2
{
1
2(n1 + n2ω)
J0(B)
2J0(C)
2
+
1
4(n1 + n2ω)
Jn1(B)
2Jn2(C)
2
+
∞∑
r=1
Jr(B)
2J0(C)
2 n1 + n2ω
(n1 + n2ω)2 − r2
+
∞∑
s=1
J0(B)
2Js(C)
2 n1 + n2ω
(n1 + n2ω)2 − s2ω2
+
∑
(r,s) 6=(n1,n2)
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r + sω)2
+
∞∑
r=1
∞∑
s=1
Jr(B)
2Js(C)
2
n1 + n2ω
(n1 + n2ω)2 − (r − sω)2
}
. (G.117)
Consideration of negative n1, n2 or both leads to predictable results.
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