In non-linear regression models, such as probit or logit models, coefficients cannot be interpreted as partial effects. The partial effects are usually non-linear combinations of all regressors and regression coefficients of the model. We derive the partial effects in such models with a triple dummy variable interaction term. The formulae derived here are implemented in the Stata program inteff3. The program applies the delta method in order to also compute the standard errors of the partial effects. We illustrate the use of the program by an empirical application, analyzing how the gender gap in labor market participation is affected by the presence of children and a university degree. We find that the presence of children increases the gender gap in labor market participation, but that this increase is smaller for more highly educated individuals.
Introduction
Regression analysis usually aims at estimating the partial effect of a regressor on the outcome variable, holding effects of other regressors constant. The partial effect of a continuous regressor is given by the partial derivative of the expected value of the outcome variable with respect to that regressor. For discrete regressors the effect is usually computed by the difference in predicted values for a given change in the regressor. In the linear regression model, the partial effect of a regressor is given by the regression coefficient. In non-linear regression models, such as probit and logit models, the partial effects are more complicated: they are usually non-linear combinations of all regressors and regression coefficients of the model.
When an interaction term of two variables is included in the model, the interaction effect of the two variables is given by the cross-partial derivative (or difference, in the case of discrete regressors) of the expectation of the dependent variable with respect to the two interacted variables. In a linear model this is simply the coefficient on the interaction term.
In a non-linear model, the cross-derivative or difference is usually a non-linear combination of all regressors and all coefficients of the model. Ai and Norton (2003) and Norton et al. (2004) derive the formulae of interaction effects of two interacted variables in a logit and probit model.
In this paper we look at the case of probit and logit models, in which three dummy variables are included alongside with their pairwise interactions and their triple interaction. This case occurs when the effect of a binary regressor on a binary dependent variable is allowed to vary over combinations of two sub-groups. For example, one may be interested in the way a university degree and the presence of children affect the gender difference in labor market participation. To this effect, one may run a binary choice model of labor market participation including dummies for female, university degree and presence of children, as well as their pairwise and triple interaction terms 1 .
We present the partial effects in an analogous way as Ai and Norton (2003) and Norton et al. (2004) . The standard errors of the partial effects can be computed using the delta method (see e.g. Davidson/MacKinnon 2004, p.202) . We implemented the computation of 1 A similar application of a probit or logit model with a triple dummy variable interaction term is the difference-in-difference-in-differences estimator with a binary dependent variable (Gruber 1994, Gruber and Poterba 1994) . However, Puhani (2008) argues that the treatment effect in non-linear difference-indifferences models is not given by the interaction effectà la Ai and Norton (2003) . In fact, computing the interaction effectà la Ai and Norton (2003) would not ensure that the difference-in-differences treatment effect is bounded between 0 and 1.
the partial effects and their standard errors in a companion Stata program inteff3. The program is available by typing net search inteff3 in Stata, and requires at least Stata version 9. It covers partial effects in probit and logit models, but only treats interactions of dummy variables, not of continuous variables.
The paper proceeds as follows. Section 2 derives the partial effects of the three dummy variables and their interactions in probit and logit models. Section 3 describes the Stata ado-file inteff3 and presents a short empirical application. Section 4 concludes.
2 The partial interaction effects in probit and logit models with a triple dummy variable interaction term
The model with a triple dummy variable interaction term is
where subscripts for observations are dropped for simplicity, y is the binary dependent variable, x 1 , x 2 and x 3 are dummy variables to be interacted, β j are the associated coefficients, andxβ denotes the linear combination of all remaining explanatory variables and coefficients. In the case of a probit model, F is the standard normal cumulative density function. In the case of a logit model, it is the cumulative density function of the logistic distribution.
For continuous variables, partial effects are usually computed as the derivative of the dependent variable with respect to the regressor of interest. As the dummies x 1 , x 2 and x 3
and their interactions are discrete variables, their partial effects are more appropriately derived by partial differences rather than partial derivatives. The partial effect of the dummy variable x 1 is then the change in the predicted probability of y = 1 when x 1 changes from 0 to 1 and all other variables are held constant at specific values:
The effects of of the dummies x 2 and x 3 can be derived analogously.
The interaction effect of x 1 and x 2 captures how x 2 affects the effect of x 1 on y. This is a second difference, or cross difference, i.e. it is the change of the (first) difference given in (2), for a change of x 2 from 0 to 1:
The interaction effects of x 1 and x 3 and of x 2 and x 3 can be derived in the same way.
The triple interaction effect is a third difference. It is the change of the second difference in (3) when x 3 changes from 0 to 1 and all other variables are held constant at specific values:
With given estimates of the coefficients of the non-linear model,β, equations like (2)- (4) can be used to derive estimates of the partial effects. As the partial effects are nonlinear functions of the underlying parameters estimatesβ, their standard errors can be computed using the delta method (see e.g. Davidson/MacKinnon 2004, p.202) . Let g(β)
be a column vector of k partial effects g i , (i = 1, . . . , k). Then, for the given estimated covariance matrix of the regression coefficients,V(β), the covariance matrix of g, can be estimated according to the delta method bŷ Hence, the method requires the derivatives of the partial effects (of the type shown in (2)- (4)) with respect to the underlying regression coefficients β. As an example, the derivatives of the effect (2) with respect to β 1 , β 12 , β 123 and a coefficient β j (part of xβ)
are represented in the appendix.
We have implemented the computation of the partial effects and their standard errors in the Stata program inteff3. The program computes partial effects at means, at values specified by the user, or the average partial effects, which are computed by averaging over the partial effects for each observation in the sample.
3 The Stata ado-file inteff3 and an empirical application
We illustrate the use of inteff3 by means of a probit regression of labor market participa-
Ideally we would present an empirical application using data from the German Socio Economic Panel (GSOEP), a representative household panel data set. As the GSOEP data is subject to data protection rules that do not allow users to disseminate the data to third parties, using it would not allow us to submit the data we used to generate the output in this paper. We therefore present an empirical example with simulated data. The simulation, however, is based on the real GSOEP data.
We start by extracting the following data from the GSOEP waves 2000 to 2006: a dummy for labor market participation (particip) as the dependent variable; dummies for female gender (female), university degree (uni) and the presence of children (child) as the main explanatory variables. From this we generate the following interaction terms:
gen fem_child=female*child gen fem_uni=female*uni gen child_uni=child*uni gen fem_chi_uni=female*child*uni.
As control variables we also extract variables for age and its square (age, age_sq), a dummy for German nationality (german), six year dummies (year*) and 15 state dummies (state*).
We then include all explanatory variables into a probit regression of labor force participation which we run on the GSOEP data covering roughly 87,000 observations. After that, we reduce the sample size to 2000 and replace all explanatory variables by random variables with the same mean as the variables observed in the data. Based on these sim-ulated random variables, we predict the linear combination x β of the estimated probit model and add an error term e to it, drawn from a normal distribution with mean zero and standard deviation .8. We create a simulated dependent variable for labor market participation that is 1 if x β + e > 0 and 0 otherwise. All output produced in the following is based on this simulated data, but we will also mention the results obtained with the real data, to show that the simulated data reproduces those results reasonably well.
The probit model followed by inteff3 gives the following results:
. probit particip female child uni fem_child fem_uni child_uni fem_chi_uni age > age_sq german year2 year3 year4 year5 year6 year7 state1 state2 state3 state4 > state6 state7 state8 state9 state10 state11 state12 state13 state14 state15 > state16 ----------------------------------------------------------------------------- 
Marginal effect at means of probit estimation sample: 
The effect of the variable female shows that the probablity of women to participate in the labor market is about 15 percentage points lower than that of men. The default of inteff3 is to compute partial effects at means. Hence, the gender difference of 15 percentage points applies to a hypothetical average individual with mean values for all regressors. Having a child is associated with a 4 percentage points lower participation rate, and having a university degree with a 13 percentage points higher participation rate for average individuals.
For the two-fold interaction terms there are two possible interpretations. The interaction effect -.22 of female and children (fem_child) means that (i) the gender difference is 22 percentage points larger for average individuals with children compared to similar individuals without children, or that (ii) the negative effect of having a child on participation is by 22 percentage points stronger for females than it is for males 3 .
The effect for fem_uni shows that (i) for university graduates the gender difference is 14 percentage points smaller than for non-graduates, or (ii) for women the positive effect of a university degree on participation is 14 percentage points stronger than it is for men.
The insignificant effect of child_uni implies that (i) the effect of children on participation does not seem to depend on the university degree of the parents, or (ii) the effect of the university degree on participation does not seem to depend on the presence of children.
One possible interpretation of the triple interaction term is as follows. The effect of children on the gender difference in participation is by about 23 percentage points weaker for women with a university degree compared to women without such a degree. While the presence of children does increase the gender gap in participation (fem_child), it does less so for more highly educated women (fem_chi_uni). This empirical result makes sense economically, because more highly educated women usually have higher opportunity costs (higher wages, more interesting jobs) from not participating in the labor market 4 .
When not using the simulated but the real data set the partial effects are qualitatively similar but different in size. They are -.21 for female, -.11 for child, .16 for uni, -.38 for fem_child, .03 for fem_uni, .006 for child_uni and .07 for fem_chi_uni.
Next we compare the output of inteff3 after probit with that of a linear probability model.
. reg particip female child uni fem_child fem_uni child_uni fem_chi_uni age > age_sq german year2 year3 year4 year5 year6 year7 state1 state2 state3 state4 > state6 state7 state8 state9 state10 state11 state12 state13 state14 state15 > state16
Source | SS df MS Number of obs = Here we have chosen to interpret the triple interaction term by asking how a university degree changes our interpretation (i) of the coefficient fem_child. But there are all together 6 possibilities of interpreting the triple interaction term, because for each possible interpretation of a pairwise interaction term we can ask how it changes with the remaining dummy variable. For example, we could have asked how the presence of children affects the interpretation (ii) of fem_uni. Interpretation (ii) of fem_uni was that the positive effect of a university degree on participation is about 14 percentage points stronger for women than it is for men. The triple interaction term then means that this male-female difference in the effect of a university degree is stronger by 23 percentage points if children are present than if they are not present. ------------+--------------------------------------------------------------- 
-------------+-----------------------------

-------------+------------------------------
------------------------------------------------------------------------------ particip | Coef. Std. Err. t P>|t| [95% Conf. Interval] -
------------------------------------------------------------------------------
In the linear regression, the coefficient on female is the partial effect for those individuals for whom all variables interacted with female take on a value of zero. Hence -.01 is the partial gender effect for individuals without university degree and without children.
The gender effect for individuals with children but without university degree is obtained by summing up coefficients on female and fem_child. It is -.01-.36 = -.37. The gender effect for individuals with children and with university degree is -.01-.36-.03+.19 = -.21.
The effect of -.15 of the previous inteff3 output lies somewhere in between these values. This is normal, as we expect the effect for an average individual computed by inteff3 to be some weighted average of -.01, -.37 and -.21.
If we wanted to use inteff3 to compute the gender effect for individuals without children and without university degree, and with mean values on all other regressors, then we have to set the regressor values in inteff3 manually: 
Here we get -.015 for the effect of female, which is close to the OLS coefficient in the earlier linear regression.
A naive approach to computing the interaction effects might be using mfx after probit, or dprobit. However, these commands do not deliver the desired interaction effects:
. dprobit particip female child uni fem_child fem_uni child_uni fem_chi_uni > age age_sq german year2 year3 year4 year5 year6 year7 state1 state2 state3 > state4 state6 state7 state8 state9 state10 state11 state12 state13 state14 > state15 state16 For example, here the effect associated with the triple interaction is .06 and it is not statistically significant. Such a result would have suggested the conclusion that the increase of the gender difference in participation due to the presence of children does not depend on education. The command dprobit computes
In the empirical example we were interested in the interaction effect given in (4). The effect in (6) is very different. In general there is no guarantee that (4) and (6) are of equal
Above we demonstrated the use of inteff3 to compute effects at means or at certain regressor values. The program also allows to compute the partial effects for each individual in the sample and to average these effects. According to Greene (2003, p. 668) this is more advisable than just computing the effect at means. This is possible with inteff3 by specifying:
. inteff3, average pex1(pe1) pex1x2x3(pe123) Dummies and Interactions: female, child, uni, fem_child, fem_uni, child_uni, fem_chi_uni. Control variable: age age_sq german year2 year3 year4 year5 year6 year7 state1 state2 > state3 state4 state6 state7 state8 state9 state10 state11 state12 state13 state14 > state15 state16, constant term. 
Average marginal effect: ------------------------------------------------------------------------------
------------+---------------------------------------------------------------
.2058 ------------------------------------------------------------------------------
The estimates now differ to some extent from those computed at means 6 .
A more complete description of the sample distribution of the estimated effects, than just reporting the average, would be to report quantiles or to graph the distribution of the effects. The options pex1() and pex1x2x3() used here save the individual effects of equations (2) and (4) as variables and allow to describe or graph their distribution. The histograms for the effects saved as pe1 (partial effect of female) and pe123 (partial effect of fem_chi_uni) uncover a large amount of heterogeneity:
histogram pe1 histogram pe123
Conclusion
This paper has derived the partial effects in probit and logit models with three interacted dummy variables. The computation of the partial effects and their standard errors has been implemented in the Stata program inteff3 which applies the delta method to compute the standard errors of the partial effects. We have demonstrated the use of inteff3 by means of a probit regression of labor market participation. We have included dummies for female gender, university degree, presence of children, as well as their pairwise and triple interaction terms. This allows to analyse the way a university degree and the presence of children affect the gender difference in labor market participation. We find evidence consistent with the idea that the presence of children increases the gender gap in labor market participation, but that this increase is smaller for more highly educated individuals.
In an analogous way as presented here and as presented in Ai and Norton (2003) and Norton et al. (2004) , the effects can be computed for the case of an interaction of three continuous variables or for a mixture of continuous and dummy variables.
