ABSTRACT Predicting students' grades has emerged as a major area of investigation in education due to the desire to identify the underlying factors that influence academic performance. Because of limited success in predicting the grade point average (GPA), most of the prior research has focused on predicting grades in a specific set of classes based on students' prior performances. The issues associated with data-driven models of GPA prediction are further amplified by a small sample size and a relatively large dimensionality of observations in an experiment. In this paper, we utilize the state-of-the-art machine learning techniques to construct and validate a predictive model of GPA solely based on a set of self-regulatory learning behaviors determined in a relatively small-sample experiment. We quantify the predictability of each constituents of the constructed model and discuss its relevance. Ultimately, the goal of grade prediction in similar experiments is to use the constructed models for the design of intervention strategies aimed at helping students at risk of academic failure. In this regard, we lay the mathematical groundwork for defining and detecting probably helpful interventions using a probabilistic predictive model of GPA. We demonstrate the application of this framework by defining basic interventions and detecting those interventions that are probably helpful to students with a low GPA. The use of self-regulatory behaviors is warranted, because the proposed interventions can be easily practiced by students.
I. INTRODUCTION
Accurate prediction of students' academic performance in the context of higher education has become a fundamental instrument used to design effective strategies for student recruitment, admission, retention, and individualized educational support throughout a student's studies. However, numerous factors affect the student's performance. Identifying those factors and using them as predictors of success remains a complex problem.
Predictors of academic performance can be organized into three domains. First, traditional predictors of academic performance in university students include standardized intelligence and achievement test scores and academic performance in high school [1] - [3] . Second, student demographic characteristics such as age, gender, and socio-economic status are also among those factors that contribute to student success [4] . Third, during the last decades, increasing attention has been paid to the predictive ability of psychological factors on academic performance, including personality, motivation, and others [5] . In this context, the study and identification of cognitive and metacognitive self-regulatory learning strategies such as rehearsal, elaboration, concentration, help seeking, and time/study management, has proven particularly important in predicting academic performance and improving student learning [2] , [6] .
In parallel with the growing number of literature on academic performance predictors, research activities have progressively incorporated computational approaches using educational data. Different techniques and models have been applied, such as neural networks [7] - [11] , Bayesian networks [12] - [16] , rule-based systems [17] - [19] , regression [20] - [24] , and correlation analysis [25] , [26] .
These methods, which identify the major factors that influence and predict the overall student performance, differ in accuracy, complexity, and sample size requirements.
As a measure of academic performance, one may use either class-specific grades or grade point average (GPA). Although GPA seems to be a more reliable measure of academic performance, its prediction depends heavily on the reliability and uniformity of its constituents, i.e., the class-specific grades that form GPA [27] . In other words, large differences in grading standards coupled with the amount of elective courses that students can take complicates further the already difficult problem of GPA prediction.
The issues associated with data-driven models of GPA prediction are further amplified by a small sample size and a relatively large dimensionality of observations in an experiment. Several recent works have discussed the effect of having a small sample size in educational studies. For example, data collected in a few review studies [28] - [30] shows that 82 out of 185 studies evaluating a mathematics program have a sample participant size of between 30 and 200. Although a sample size of 200 might be sufficient to study the effect of one single factor, that small of a sample size would not be generally adequate when using traditional statistical methods to study the multivariate effect of, say, 50 factors.
Vapnik, one of the pioneers in machine learning, refers to situations wherein the ratio of sample size (n) to the number of variables in the study (p) is less than 20, i.e., n/p < 20 (see [31, p. 11] ). A small-sample setting is not the place to rely on intuition nor classical statistical techniques [32] - [34] . Primarily, the classical notion of statistical consistency, which guarantees the performance of many classical statistical techniques, falters because this notion guarantees the performance of a method in scenarios where the number of observations unboundedly increases (n → ∞) for a fixed p. In a finite sample regime, this implies that in order to expect an acceptable performance from a statistical technique, we need to have many more sample points than variables. In other words, one needs to either construct his own statistical learning methods that generalize classical statistical consistency (e.g., Girko G-estimation [35] ), or use simplified assumptions on the model (e.g., assumption of model sparsity, variable independence, or first-order dependence tree).
In this work, we are primarily interested in predicting a student's GPA through the multivariate effect of self-regulatory learning behaviors. For this purpose, we conducted a questionnaire survey with 20 questions that reflect various learning strategies of students. Based on the relatively small number of collected samples, we constructed a predictive model of GPA using a maximum-weight first-order dependence tree (MWDT) structure. In this structure, the assumption is that each variable directly depends on only one other variable, commonly referred to as the parent. Such simplified assumptions are warranted in small sample situations because the number of sample points is very limited compared to the complexity of a joint distribution and estimating the full joint distribution from data leads to inaccurate results.
When the joint distribution is approximated by the first-order tree dependence, we only need to estimate a series of secondorder distributions.
Chow and Liu [36] laid down the groundwork for approximating and estimating the joint probability distribution of several variables based on the first-order dependence tree structure. Thus far, this model and its variant form, known as the ''Tree Augmented Naive Bayes (TAN)'' [37] , have been used for classification purposes in various applications, including the classification of hand-printed numerals [36] , software fault prediction [38] , clinical decision support [39] , and various speech and image processing applications [40] - [43] . Several empirical studies have shown that, in many settings, MWDT classifiers can outperform other wellknown classifiers such as naive Bayes, which is constructed based on an assumption of variable independence [36] , [37] , [44] . At the same time, the graphical representation provided by this model shows the interaction and any existing synergy among predictors. In order to validate our predictive model and at the same time remove the effect of the so-called selection bias in small-sample, we utilize a cross-validation procedure external to feature selection. This procedure simulates real scenarios where independent data would need to be classified after the classifier is built. We further quantify the predictability of each variable in the constructed model of GPA prediction. Last, we lay the mathematical groundwork for defining interventions and detecting those interventions that are probably helpful to students with a low GPA. This paper is organized as follows. Section II describes the maximum-weight dependence trees. Section III introduces the feature selection and model assessment. Section IV presents the questionnaire and data collection procedure. Section V presents the constructed data-driven graphical model for GPA prediction. Section VI discusses efficacy of each factor in predicting GPA. In Section VII, we formulate the concept of an intervention using our constructed model and detect those interventions that are probably helpful to students with low GPA. Finally, concluding remarks are presented in Section VIII.
II. MAXIMUM-WEIGHT DEPENDENCE TREES (MWDT)
First-order dependence tree of maximum weight is proposed initially by Chow and Liu [36] and further discussed and extended in [37] . To understand the working principle of firstorder dependence tree, consider a vector of random variables x = [x 1 , x 2 , . . . , x p ] with the probability distribution p(x). In this framework, p(x), is approximated by a treedependence distribution p Tree (x) that is obtained by product of p − 1 pairwise conditional probability distributions [36] considered the information theoretic distance measure, the Kullback-Leibler cross-entropy for discrete variables, to assess the goodness of approximating p(x) by p Tree (x). In this regard, they attempted to find the tree dependence structure τ such that
where T p is the set of all possible tree dependence structures of p nodes such that m i < i, i = 2, 3, . . . , p, and
In [36] , it is proved that τ , the solution of the minimization problem (2) , is the tree that has the maximum weight among all trees in T p where the weight of each branch is determined by the mutual information of variables attached to that branch; to wit,
where I (x i , x m i ) is the mutual information between x i and x m i defined as
In a two-class classification problem, we can define an auxiliary ''class'' random variable C with states ''H'' (high GPA) and ''L'' (low GPA) to measure the amount of information between variables given the class variable. In this case, the MWDT becomes the tree with the maximum
, where the class variable is constantly one of the two parents of every other variable, resulting in a tree-augmented structure. Figure 1 provides an example of a tree-augmented structure (when the same tree structure is trained on both classes) approximating a joint distribution of six variables conditional on the class variable. For an observation of unknown class then, one assigns a label H to the observation, if
III. FEATURE SELECTION AND MODEL ASSESSMENT
Perhaps the most important aspect of any classifier is its generalization error, defined as the probability of misclassification, since it quantifies the predictive capacity of the 
. Each node indicates a variable and an edge from one node (parent) to another (child) represents the conditional probability distribution of the child node given the state of its parent(s).
classifier. If samples are large, then part of the data can be held out for error estimation. However, when the number of available sample points is comparable in magnitude to the number of potential variables that can be used in the classifier, both the classification and error estimation rules are applied to the same set of training data-a situation that we faced in the current study. At the same time, it is the general consensus that the performance of a constructed classifier does not keep improving as more features (variables) are added to the model. This phenomenon is known as the curse of dimensionality, or the peaking phenomenon [45] , [46] . This phenomenon enforces the procedure of the feature selection to be applied. Once a feature selection procedure is applied, it is essential to evaluate the performance of each feature subset. In this regard, cross-validation (CV) is a common assessment strategy. However, to avoid bias selection, which results in an optimistic prediction error of the final constructed classifier [47] , it is essential to apply the cross-validation procedure external to the feature-selection step [48] . In this work, we have applied this procedure to obtain a realistic view of prediction error (see Fig. 2 for a schematic description of the procedure).
IV. QUESTIONNAIRE, DATA COLLECTION, AND PREPROCESSING
Goldman and Slaughter [27] argued that since students in a specific department mostly take classes within their own major fields, the GPA level of students enrolled in different departments can have a different scale. In other words, some departments may give higher grades than others do even for the same level of performance-a scenario that can potentially undermines the validity of the GPA metric. In order to avoid this problem, we prepared and distributed a 20-question survey among second-to fourth-year students enrolled only in the electrical engineering program at Nazarbayev University. The survey was conducted for one week using Qualtrics, where 82 students responded. The collected data and the distribution of responses are presented in the Supplementary  Table S1 and Table S2 , respectively.
For the survey, we adopted and customized eighteen questions from [49] that in our opinion deal most directly with 
FIGURE 2.
A schematic diagram of the cross-validation procedure external to the wrapper feature selection. S H and S L denote the full training data from the high and low GPA groups, respectively. We have used 10-fold cross-validation both external and internal to the feature selection process. Without having an external cross-validation the process of feature selection results in selection bias, which results in an optimistic generalization error of the constructed classifier. TP, TN, FP, and FN denote true positive, true negative, false positive, and false negative, respectively. students' personal learning strategies. These questions cover different aspects of self-regulatory learning behaviors such as time management, study environment, test taking/preparation skills, note-taking skills, reading and writing skills (see Table 1 ).Questions 19 and 20 were added to collect information on students' study time and their cumulative GPA, respectively. The students were asked to indicate their extent of agreement with each question: I) always; II) most of the time; III) sometimes; IV) rarely. For only Q 19 , the available choices were the following: I) 0:00-6:00, II) 6:01-12:00, III) 12:01-18:00, or IV) 18:01-23:59.
In our study, the entire set of questions in the questionnaire, i.e., Q 1 to Q 19 , form the set of potential random variables that can be used in the structure of the final constructed predictive model (through feature-selection process); to wit, each x i in (1) is one of the questions among Q 1 to Q 19 . This set of questions as a group take on values in a finite state of b = 4 19 > 2×10 11 possible states. At the same time, an upper bound on the number of states with an available measurement in our dataset is only 82 (responders) × 4 (options) = 328. Comparing the potential number of possible states to the observed states implies the sparsity of the search space. To reduce the potential dimensionality of the search space, we combine the categories ''always'' and ''most of the time'' to a single group ''always or most of the time'' (hereafter, denoted by A), and similarly, the remaining response alternatives to a single category ''sometimes or rarely'' (hereafter, denoted by B). The same procedure has been applied to Q 19 to combine study hours 0:00-6:00 with 6:01-12:00 (to form group A), and combine hours 12:01-18:00 with 18:01-23:59 (to form group B).
In order to convert the problem into a classification problem and at the same time avoid overfitting, we dichotomized the GPA response variable based on a threshold that was determined independently from the set of collected data. According to the latest statistics (as of 2013) available from [50] , the average GPA of students across many public and private four-year colleges and universities in the United States is 3.15. We have set this value as our threshold and classified any GPA value above or below that as a high or low GPA, respectively. 
V. MODEL CONSTRUCTION AND VALIDATION
We applied an exhaustive search using a wrapper approach for feature subset selection [51] . In this regard, the predictive ability of all 2 19 − 1 = 524, 288 possible feature subsets is evaluated using the MWDT structure and a 10-fold cross-validation. The final constructed MWDT structure is the classifier with the highest accuracy among all subsets of features. This classifier, which is depicted in Figure 3 , is fully characterized by the conditional probabilities between nodes presented in the Supplementary Table S3 . Out of 19 potential variables that were part of our survey (see Table 1 ), the constructed classifier employs 10 variables identified by Q 2 , Q 7 , Q 9 , Q 10 , Q 12 , Q 13 , Q 15 , Q 17 , Q 18 , and Q 19 . Denoting true positive, true negative, false positive, and false negative, by TP, TN, FP, and FN, respectively, the confusion matrix obtained by resubstitution accuracy estimator is presented in Figure 4a . In this case, the accuracy of the model measured by TP+TN TP+TN+FP+FN is 82%. However, this measure of accuracy is an over optimistic estimator. To have a realistic view of the predictive accuracy of the model, we applied the external cross-validation procedure detailed in Section III. Figure 4b 
VI. EFFICACY OF EACH VARIABLE IN DISCRIMINATING A HIGH AND LOW GPA
In this section, we seek to rank the factors that are parts of our ''GPA network'' based on their predictability. To formalize the idea, let Q i , ψ F |F , , andε(ψ F |F ), denote a variable, the classifier constructed with the set of variables F out of initial set of variables F in the dataset, the classification rule (here wrapper feature selection with MWDT) applied to an initial set of variables F, and the accuracy estimate of the classifier ψ F |F , respectively. In other words, ψ F |F is a result of applying to the dataset. Note that when F contains only one single variable, e.g., F = {Q i }, the constructed MWDT network on the dataset with variables F reduces to discrete histogram rule [52] -there is no other variable to be used in conjunction with Q i in the tree structure. The coefficient of determination (CoD) has been extended to and used in classification [53] , [54] to find and rank variable(s):
whereε(ψ Q i |F ) is the accuracy of histogram rule constructed using Q i andε(ψ 0|F ) is the accuracy of classification with no variable. Note that without any predictor, the classifier reduces to the majority vote; thus, in our case,ε(ψ 0|F ) = 44/82 = 53.65%. The CoD as defined in (7), measures the relative increase in the classification accuracy from using the variable Q i in comparison with classifying the target in the absence of any predictor. Therefore, the higher the CoD for a variable, the greater the predictive capacity of the variable. As indicated in [53] , the CoD in the optimal sense (i.e., in sense where we have the full knowledge of class conditional densities) is a measure between 0 and 1 indicating the usefulness of a variable or a set of variables in filtering or classification. Nevertheless, estimating the CoD in practice even for variables that are part of the constructed classifier (here, the GPA network) may simply result in negative values including even values less than −1. Having a negative CoD is eventually in contrary to the fact that the variable has been part of the final constructed classifier. In [53] and [55] the negative values of estimated CoD from data has been simply defined to be 0 but then the question which remains is what would be the contribution of those variables that are part of the classifier and have a CoD of zero. As described in [53] , having a negative CoD in practice is due to estimation in finite sample setting. For a very large sample size (compared to dimensionality of observation), we may not expect such a behavior because we can estimate the full distribution with a reasonable accuracy. Nevertheless, an inherent problem with CoD whether estimated or determined in an optimal sense is that it does not take into account the multivariate relationship of a variable of interest with other contributing variables used in classification rule .
To resolve the aforementioned issues associated with the use of CoD in ranking and quantifying usefulness of variables, we reform the CoD and introduce the following new metric to which we refer as the Coefficient of Predictability (CoP):
CoP measures the relative increase in the classification accuracy by using the full set F in comparison with the set F − Q i obtained by omitting Q i from F. In order to find ψ F |F , we apply the classification rule to the set of variables F, which generally results in a classifier constructed on a lower dimensional space F . Instead, to construct ψ F i |F −Q i , we apply the same classification rule to the set of variables F −Q i , which results in a classifier constructed generally on a different set of variables than F , namely, F i . In order to avoid overfitting, we assume we are blind to the set of variables selected as part of the GPA network. In other words, we assume F is the full set of variables in the original dataset. That is to say, in our case,
and each time we remove a variable from F, we apply the full external cross-validation (as described in Section III) to assess the performance of a newly constructed classifier ψ F i |F −Q i . At the same time, applying an exhaustive wrapper feature selection procedure, as we have done in Section III, guarantees that
which leads to CoP ≥ 0. The inequality (11) holds because the initial feature set F to construct ψ F |F contains one more feature than the initial set of features F − Q i that leads to ψ F i |F −Q i . Therefore, using an exhaustive search leads to a an equal or smaller error of ψ F |F than ψ F i |F −Q i . The accuracy of the GPA network depicted in Fig. 3, i.e.,ε(ψ F |F ) = 65.85%, is also an upper bound on ε(ψ F i |F −Q i ), ∀i, and as a result we have 0 ≤ CoP ≤ 1. In order to calculate CoD and CoP, we employ crossvalidation procedure, which is essentially an error-counting scheme and can potentially result in (relatively many) ties in ranks. To resolve this issue, we employ a Bayesian inferential scheme as a tie-breaker. In this regard, we define the Sum of absolute Difference between Posterior (SDP) probabilities of class variable given an evidence (the state of variable Q i ) as follows:
where A and B are the newly formed categories of answers as described in Section IV. In order to find the posterior probabilities we adapt the bucket elimination algorithm [56] . Interpretation of SDP in terms of predictive capacity of each factor is not straightforward. Instead, SDP gives a relative difference in posterior probabilities of class variable conditioned on the state of each variable, which in turn accounts for the efficacy of each variable in discriminating a high and low GPA. Nevertheless, we are primarily interested in the predictive capacity of each factor and, in this regard, we utilize CoP as the main ranking metric and SDP as the tie-breaker. Table 2 presents the efficacy of each variable in discriminating a high and low GPA. The 10 variables (Q 2 , Q 7 , Q 9 , Q 10 , Q 12 , Q 13 , Q 15 , Q 17 , Q 18 , and Q 19 ) that contribute to the model in Fig. 3 can be associated with five self-regulatory learning behaviors from the literature [57] . The first selfregulatory learning behavior with a substantial predictive capacity on GPA is goal setting and planning, represented by Q 7 , which is defined as student's ability to set goals, plan and organize their own learning. The second self-regulatory learning behavior with a discriminant capacity from the questionnaire relates to information seeking, or the ability to seek relevant information from nonsocial sources-like teachers or other students-when undertaking an assignment or test. This learning strategy is represented by the variables Q 9 , Q 13 , and Q 12 .
Thirdly, keeping records and monitoring also contribute to the model. This refers to student-initiated efforts to take notes and keep records about important information, events or results and is represented by variable Q 15 . Fourthly, the ability to rearrange instructional materials and strategies to improve learning, labeled organization and transformation, also demonstrates predictive capacity on students' GPA. This learning strategy is represented by the variables Q 18 , Q 2 , and Q 10 . Finally, rehearsing or student-initiated efforts to memorize material by overt or covert practice, represented by variable Q 17 , also evidenced predictive capacity to discriminate student GPA. These results are in line with previous studies which show that students who exhibit higher academic achievements use more of these self-regulatory learning behaviors than those who exhibit lower academic achievements [58] .
Interestingly, none of the variables related to the ability of students to select and arrange the physical setting to make learning easier (Q 4 , Q 5 ) are included in our predictive model. This means that in our study these variables have no or negligible influence on predicting GPA when compared to the multivariate influence of other variables that are part of the network. Nonetheless, this observation does not align well with previous research, which evidenced the importance of the learning environment in the academic performance of university students (e.g., [59] ), and further research needs to be conducted to verify and quantify the effect of these variables on GPA, if any.
VII. INTERVENTION STRATEGY
Although Table 2 provides an insight to the efficacy of each factor in discriminating a high and a low GPA, it does not provide us with an intervention strategy. An advantage of using the MWDT structure, which is essentially a Bayesian network suited for learning in small-sample situations, is its translatability into intervention strategies. In order to mathematically formalize an intervention strategy, we define an observed set of evidence e O to be a set of answers given by a student to a set of questions from the GPA model,
where F is the set of all variables in the classifier (in our case obtained from (9)), and A and B are the reformed categories of answers as described in Section IV. Similarly, let e T be a set of testable evidence based on the set of questions in e O that might help the student to improve the GPA,
Assuming the student has a low GPA given e O (otherwise, we assume there is no need for intervention), we define the Fold change in the Posterior Probability (FPP) of a high GPA given e T compared to a low GPA given e O as follows:
Definition 1: Given two sets of e T and e O and assuming the student has a low GPA given e O , an intervention is defined to be the relative complement of e T in e O defined as
To mathematically characterize whether an intervention defined in (16) is helpful in terms of improving a student's GPA, we define the concept of a helpful intervention. Nevertheless, due to the probabilistic nature of our framework, we refer to such an intervention as ''probably'' a helpful one. (14) , implies that |e O | = |e T | so the cardinality of e T is implicit in this definition.
Example: As an example, suppose the set of observed evidence for a student is
and the set of testable evidence is
In this case,
which is an intervention of the order 2 4. Note that depending on the set of observed evidence, testable evidence, and a predictive network of GPA, there could be potentially many interventions. Note that the cardinality of set F (the number of variables in the GPA network) restricts the order of interventions, i.e., possible values of m and n in the following lemma (see Definition 3).
Lemma 1: For a GPA network of p variables (excluding the class variable) with each variable having two possible states, there are (2 2n −2 n ) potential interventions and the result follows.
In our case where the GPA network includes 10 variables (see Fig. 3 ), Lemma 1 suggests the existence of 1,396,054 possible interventions. A detailed characterization and description of these many interventions is not simply TABLE 3. The set of probably helpful interventions (PHIs) of order 1 1 determined from the GPA network in Fig. 3 . Note that the results of even rows can be obtained from the results of odd rows (see Lemma 2 and its proof). Note that from Definition 1, intervention Int e T |e O is defined only when a student has a low GPA given e O .
feasible. Nevertheless, in order to demonstrate the application of the aforementioned framework to define and detect the set of probably helpful interventions, we only consider the set of interventions of order 1 1. Lemma 2 characterizes an interesting property of interventions of order 1 1.
Lemma 2: Assume each variable in the GPA network has only two possible states A and B. For 1 ≤ i ≤ p, an intervention {(Q i , A → B)} of order 1 1 is a PHI if and only if {(Q i , B → A)} is a PHI.
Proof: If {(Q i , A, B)} is a PHI, then
At the same time, note that we have,
Using (21) in (20) yields,
Similarly, we can prove that if the left side of (20) is less than 1, then the left side of (22) is less than 1 and the result follows. Table 3 presents the set of PHIs of order 1 1 determined from the GPA network in Fig. 3 . These results suggest three areas to consider when designing an intervention to improve the academic performance of students in higher education. First, educators should pay attention to the way students use the time between classes (Q 7 ). Studying between classes seems to help students to achieve high academic performance. This is probably due to the fact that planning and using time effectively help students to achieve their goals and to close the gap between goal setting and its realization, as has been suggested in other studies [60] , [61] . Some students, on the other hand, do not seem to benefit from this behavior, i.e., studying between classes does not increase those students' chances of obtaining a high GPA, so a more appropriate strategy for them might be to recommend that they rest and devote their time to other nonacademic activities between classes.
Second, the ability and disposition to learn about the types of questions that will be on a test (Q 9 ) also affect a university student's academic performance and, therefore, should be considered when designing an educational intervention in this direction. The contribution of this behavior to academic performance appears to be determined by the student's perception of whether seeking information about the characteristics of the test will preserve his/her sense of self-esteem. Thus, if a student believes that seeking information about the types of questions that will be included on the test will preserve or improve his/her sense of self-esteem, students will be more likely to engage in this behavior; on the other hand, if he/she considers that this behavior will have negative consequences for their self-esteem, then the student will be less likely to engage in seeking for this type of information [62] . Accordingly, encouraging students to seek information about tests and assignments in class and facilitating the access of relevant information about the format, number of questions, duration, assessment criteria, and scoring of a test (i.e., the value of particular questions or sections) seem to be successful intervention strategies that will increase students' academic achievement. VOLUME 5, 2017 Third, the results evidenced that the time of day when students actually study should be also subject of consideration in an intervention targeted to improve increase students academic achievement in higher education. More specifically, students should have opportunities to explore their preferences associated with morning or evening activities (i.e., chorotype) and learn what time of the day they perform better to adjust, whenever possible, their study patterns to these dispositions, since synchronizing chorotype and study behaviors has shown to be positively related to student performance [63] .
VIII. CONCLUSION
Predictive mathematical modeling of a student's performance is an imperative step in moving education in the direction of a predictive science. There is a large body of work on predicting students' academic performance as measured either by GPA or by class-specific grades based on a student's prior performance. Nevertheless, the problem of GPA prediction has proven to be a far more complicated process given the inherent limitations associated with the GPA metric. These problems are further amplified by a small experimental sample size, which is commonplace in educational studies.
The underlying hypothesis of this investigation is that a set of cognitive and metacognitive self-regulatory behaviors can influence the academic performance of students as measured by GPA. In this regard, we studied the possibility of predicting GPA solely based on students' self-regulatory behaviors rather than using their prior performance as in many previous studies-for instance, see [7] , [11] , [16] , [64] , [65] , to just cite a few articles. Using a relatively small-sample cohort, we constructed a data-driven model for classifying low and high GPA students. Although the constructed model differentiates the set of training data with an accuracy of 82%, a more realistic view of the accuracy of the model, i.e., 65.85%, is achieved by a cross-validation procedure conducted externally to the feature-selection. This type of cross-validation simulates real scenarios where independent data would need to be classified after the classifier is built. The obtained accuracy is well above the baseline accuracy of 53.6% that one would obtain when always predicting a test sample by the majority class. We believe that a higher accuracy in predicting GPA is achieved by inclusion of extraneous variables that were not part of the designed questionnaire. Developing a broader questionnaire that includes a more comprehensive set of selfregulatory factors, conducting new data collection experiments, and constructing new predictive models need further research and we have left them for future investigations.
Ultimately, the main purpose of identifying the set of selfregulatory learning behaviors with a predictive capacity is to help students who demonstrate poor performance improve their performance. To achieve this ultimate goal, we laid the theoretical groundwork upon which we formulated the concept of helpful interventions and used our constructed model to nominate basic intervention strategies. The focus of our study is essentially warranted because it can be potentially used to nominate intervention targets and help to match students with the prevention and intervention strategies most likely to work for them. This line of research has also important implications on how teachers can interact with students based on their personality and behavior. In the future, we also investigate the possibility of combining students' self-regulatory behaviors with their prior performance (e.g., high-school grades) to improve the accuracy of constructed predictive models. Such investigations may also enable the possibility of proposing intervention strategies based on a joint combination of self-regulatory factors and students' prior performance.
