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Abstract. Slack and margin rescaling are variants of the structured
output SVM, which is frequently applied to problems in computer vision
such as image segmentation, object localization, and learning parts based
object models. They define convex surrogates to task specific loss functions,
which, when specialized to non-additive loss functions for multi-label
problems, yield extensions to increasing set functions. We demonstrate
in this paper that we may use these concepts to define polynomial time
convex extensions of arbitrary supermodular functions, providing an
analysis framework for the tightness of these surrogates. This analysis
framework shows that, while neither margin nor slack rescaling dominate
the other, known bounds on supermodular functions can be used to derive
extensions that dominate both of these, indicating possible directions for
defining novel structured output prediction surrogates. In addition to
the analysis of structured prediction loss functions, these results imply
an approach to supermodular minimization in which margin rescaling
is combined with non-polynomial time convex extensions to compute a
sequence of LP relaxations reminiscent of a cutting plane method. This
approach is applied to the problem of selecting representative exemplars
from a set of images, validating our theoretical contributions.
1 Introduction
Structured output support vector machines [16] are commonly applied to a range
of structured prediction problems in computer vision. A key open question is
the tightness of the loss surrogate, with negative results from statistical learning
theory indicating that neither slack rescaling nor margin rescaling variants lead to
statistical consistency [13]. Nevertheless, due to their good empirical performance,
they are frequently applied in practice, indicating the importance of the analysis
of these surrogates.
In this work, we explore strategies analogous to margin and slack rescaling
in structured output support vector machines [16] for set function minimization
in general, and substantially advance the theory of supermodular set function
minimization as well as provide insights into possible improvements to structured
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Fig. 1: A summary of the main theoretical contributions in this paper. C denotes
the convex closure, J1 and J2 are extensions based on known modular upper
bounds to supermodular functions [8,6], and M and S indicate variants of
extensions derived from margin rescaling and slack rescaling, directed edges
indicate that the parent dominates the child, and red undirected edges indicate
that there is no ordering between a pair of nodes.Mγ is the only convex extension
whose computation always corresponds to a supermodular maximization and is
therefore known to be polynomial time computable.
output support vector machines. In particular, we advance the theory of convex
extensions of supermodular extensions by showing an explicit form for the closest
convex extension to the convex closure within a specific multiplicative family
(Proposition 6), and an additive family (Proposition 15). We prove that extension
operators derived from modular upper bounds [8,6] on submodular functions
dominate both slack and margin rescaling, but computation of these tighter
convex extensions do not correspond with supermodular maximization problems.
This in general suggests a trade-off between the tightness of the extension and
the tractability of its computation, with only margin rescaling demonstrated
to be polynomial time computable. We develop a minimization strategy where
the computation of margin rescaling is used to optimize other surrogates for
which polynomial time algorithms are unknown. We summarize key theoretical
contributions in Figure 1 through a partial ordering over convex extensions of
set functions considered in this paper using the notion of restricted operator
inequality (Definition 5). If a fixed finite set of convex extensions does not have a
total ordering, the pointwise maximum of these extensions is a convex extension
that dominates them all.
Supermodular minimization (submodular maximization) has been widely
studied both in the context of relaxations as well as for fully combinatorial
approximation algorithms [10]. Notable contributions include a 1/2-approximation
algorithm for unconstrained non-negative submodular maximization [1] and the
multi-linear extension [17,18], which, although non-convex, has been used in an
approximate minimization framework. A large amount of work has been done
on relaxations approximate energy minimization in the context of random field
models with low maximal clique size [11], including roof duality [9], or by making
additional assumptions on the structure of the graph such as balancedness [19].
The connection between the structured output SVM [16] and convex extensions
of set functions seems to be due to [20]. The comparative difficulty of optimizing
slack rescaling vs. margin rescaling is known, and an interesting approach to
the optimization of slack rescaling via multiple margin rescaling operations can
be found in [2]. In the sequel, we first develop basic definitions and results for
supermodular set functions and LP relaxations (Section 2), we then provide the
main theoretical analysis in Section 3 before demonstrating empirical results
consistent with the theory (Section 4).
2 Mathematical Preliminaries
Definition 1 (Set function). A set function ` is a mapping from the power
set of a base set V to the reals:
` : P(V ) 7→ R. (1)
We will assume wlog that `(∅) = 0 for all set functions in the sequel.
Definition 2 (Extension). An extension of a set function is an operator that
yields a continuous function over the p-dimensional unit cube (where p = |V |)
such that the function value on each vertex x of the unit cube is equal to `(A) for
A such that xi = 1 ⇐⇒ i ∈ A.
Definition 3 (Submodular set function). A set function f is said to be
submodular if for all A ⊆ B ⊂ V and x ∈ V \B,
f(A ∪ {x})− f(A) ≥ f(B ∪ {x})− f(B). (2)
A set function is said to be supermodular if its negative is submodular, and
a function is said to be modular if it is both submodular and supermodular.
We denote the set of all submodular functions S, the set of all supermodular
functions G := {g|−g ∈ S}, and G+ := {g|g(S) ≥ 0, ∀S ⊆ V }∩G denotes the set
of all non-negative supermodular functions. Additional properties of submodular
functions can be found in [5].
Lemma 1. Any g ∈ G such that g({x}) ≥ 0, ∀x ∈ V is an increasing function,
i.e. g(A ∪ {x}) ≥ g(A), ∀A ⊂ V, x ∈ V \A.
Proof. We have that g(∅) = 0 and g({x}) ≥ 0, ∀x ∈ V by assumption. From the
supermodularity of g, ∀A ⊂ V, x ∈ V \A,
g(A) +
≥0︷ ︸︸ ︷
g({x}) ≤ g(A ∪ {x}) +
=0︷ ︸︸ ︷
g(A ∩ {x}) =⇒ g(A) ≤ g(A ∪ {x}) (3)
uunionsq
Corollary 1. Any g ∈ G+ is an increasing function.
Definition 4 (Convex closure). The convex closure of a set function C` is
defined for all x ∈ [0, 1]|V | as
C`(x) := min
α∈R2|V |
∑
A⊆V
αA`(A), s.t.
∑
A⊆V
αA1A = x,
∑
A⊆V
αA = 1, αA ≥ 0 ∀A ⊆ V,
(4)
where 1A denotes the binary vector of length |V | whose entries indexed by the
elements in A are 1.
In general, the convex closure is not polynomial time solvable, with the notable
exception of the Lovász extension for submodular functions [5,12].
Definition 5 (Restricted operator inequality). For two convex extensions
A and B, we write A < B (analogously A ≤ B) if A`(x) < B`(x) ∀`, x ∈ [0, 1]p.
We may subscript the inequality sign with a class of set functions (e.g. B ≤S L)
if the inequality holds for all set functions in that class.
Proposition 1 (Transitivity of restricted operator inequality). For two
function sets A and B and three operators F, G, and H,
F ≤A G ≤B H =⇒ F ≤A∩B H. (5)
Proposition 2. B ≤ C for all convex extensions B.
Proof. Assume that there exists some convex extension B` such that B`(x) >
C`(x) for some x in the p-dimensional unit cube. If we map all A ⊆ V to vertices
of the p-dimensional unit cube, and identify ` with 2p distinct points in {0, 1}p×R,
then the convex closure is the lower hull of these points taken with respect to
the dimension corresponding to the function value. As each of the 2p points
corresponding to the function are vertices of this lower hull, any B` that has a
point greater than a corresponding point of C` is not a lower hull and cannot
contain all of these vertices, which contradicts the definition of a set function
extension. uunionsq
Definition 6 ([8,6]). The following two operators yield convex extensions for
g ∈ G, but the argmax does not correspond to submodular maximization in
general:
J1g(x) = argmax
A⊆V
g(A) +
∑
i∈V \A
xi (g(A ∪ {i})− g(A)) (6)
−
∑
i∈A
(1− xi) (g(V )− g(V \ {i})) ,
J2g(x) = argmax
A⊆V
g(A) +
∑
i∈V \A
xig({i})−
∑
i∈A
(1− xi) (g(A)− g(A \ {i})) . (7)
2.1 LP relaxations
One of the key applications of convex set function extensions is their application
to (approximate) minimization of set functions through LP relaxations. If a
relaxation is a convex extension, we have the useful result that an integral
minimizer of the relaxation is guaranteed to be an optimal solution to the orignal
discrete optimization problem. In Proposition 3 we formalize the unsurprising but
important result that dominating convex extensions result in integral solutions
to LP relaxations with higher probability. For some set S ⊆ Rd, we denote
int(S) := [S ∩ {0, 1}d 6= ∅], where we have used Iverson bracket notation.
Proposition 3. For two operators that yield convex extensions for all set func-
tions ` ∈ A, F ≤A G ≤A C, and for all distributions p : A 7→ R+,
E`∼p
{
int
(
arg min
x∈[0,1]|V |
F`(x)
)}
≤ E`∼p
{
int
(
arg min
x∈[0,1]|V |
G`(x)
)}
, (8)
where argmin is defined as a map to the set of minimizers of an expression.
Proof. It is sufficient to demonstrate that
int
(
arg min
x∈[0,1]|V |
F`(x)
)
⇐= int
(
arg min
x∈[0,1]|V |
G`(x)
)
. (9)
Denote x∗ an integral optimum of argminx∈[0,1]|V | C`(x), As C`(x) is total
dual integral [4, Section 4.6], we have that C`(x∗) = minA⊆V `(A). If `(x∗) =
G`(x∗) 6= minx∈[0,1]|V | G`(x), there must be a negative directional gradient
∇vG`(x∗) for some v ∈ R|V | pointing into the unit cube from x∗. From the
definition of set function extensions and the fact that F ≤A G, we have that
0 > ∇vG`(x∗) ≥ ∇vF`(x∗) and therefore x∗ /∈ argminx∈[0,1]|V | F`(x). uunionsq
3 Slack and margin rescaling
In these sections we develop two convex extensions of increasing set functions
that are based on the surrogate loss functions of two variants of the structured
output support vector machine [16]. Their relationship to convex extensions of
set functions is due to [20], which developed results analogous to Prop. 5, and 11.
3.1 Slack rescaling
Definition 7 (Slack rescaling for increasing set functions [16,20,21]).
For an increasing set function `,
S+`(x) = max
A⊆V
`(A)
(
1− |A|+
∑
i∈A
xi
)
. (10)
Proposition 4. Computation of S+`(x) corresponds to a non-supermodular
maximization problem for x ∈ [0, 1]|V | and supermodular increasing `.
Proof. To show that the optimization is not in general a supermodular maximiza-
tion, we may consider the following counterexample: V = {a, b}, `(∅) = `({a}) =
`({b}) = 0, `({a, b}) = ε. For ε > 0 this is strictly supermodular. Denote
˜`(A) := `(A)
(
1− |A|+
∑
i∈A
xi
)
(11)
For x = 0, we have that ˜`(∅) = ˜`({a}) = ˜`({b}) = 0 and ˜`({a, b}) = ε(1−2+0) =
−ε, but this indicates that ` = −˜` and as ` is not modular they cannot both be
supermodular. uunionsq
Proposition 5 (Proposition 1 of [20]). Definition 7 yields a convex extension
for all increasing `.
Proof. Equation (10) is convex: The r.h.s. is a maximum over linear functions of
x, and is therefore convex in x.
Equation (10) is an extension: We will use the notation set : {0, 1}|V | →
P(V ) to denote the set associated with an indicator vector. We must have that
S+`(x) = `(A) whenever x ∈ {0, 1}|V | and set(x) = A. For set(x) = A
`(A)(1− |A|+
=|A|︷ ︸︸ ︷∑
i∈A
xi ) = `(A). (12)
We now must show that when set(x) = A
`(A) ≥ `(B)
(
1− |B|+
∑
i∈B
xi
)
= `(B) (1− |B|+ |A ∩B|) . (13)
For any B * A:
≥0︷︸︸︷
`(B)
≤0︷ ︸︸ ︷
(1− |B|+ |A ∩B|) ≤ 0 ≤ `(A), and for any B ⊆ A
≤`(A)︷︸︸︷
`(B)
=1︷ ︸︸ ︷
(1− |B|+ |A ∩B|) ≤ `(A). uunionsq
An example of the extension is shown in Figure 2.
We can see that Definition 7 is an instance of a general strategy for multi-
plicative extensions of increasing functions:
B`(x) = max
A⊆V
`(A) · h×(x,A) (14)
where h× : [0, 1]|V |×P(V ) 7→ R is a function convex in x. We require h×(x,A) ≤
`(set(x))
`(A) for integral x and all A in order to ensure that `(A)h×(x,A) ≤ `(set(x)),
which is the general form of the inequality in Equation (13). This strategy is
quite general if h× can have a dependency on ` as the convex closure is recovered
simply by setting h×(x,A) =
C`(x)
`(A) ; In Proposition 6 we will limit ourselves to
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Fig. 2: An example of the convex extension achieved with Definition 7 applied to
the set function `(∅) = 0, `({a}) = 0.5, `({b}) = 1.5, `({a, b}) = 4.
h× that have no explicit dependency on ` beyond that it is an increasing function.
For increasing `, `(set(x))`(A) is bounded below by 1 for all A ⊆ set(x) and is bounded
below by 0 for all A * set(x). If we additionally assume that ` ∈ G+, these
bounds remain unchanged. If we take these bounds with respect to all increasing
`, or indeed all g ∈ G+, the bounds are sharp.
Proposition 6. h×(x,A) =
(
1− |A|+∑i∈A xi)+ is the largest possible con-
vex function over the unit cube satisfying the constraints that for integral x,
h×(x,A) ≤ 1 ∀A ⊆ set(x), h×(x,A) ≤ 0 ∀A * set(x), and h×(x, set(x)) = 1,
where (·)+ = max(0, ·).
Proof. Each constraint is an equality constraint or an upper bound, and the
values of the function are constrained only at the vertices of the unit cube, so
the maximum convex function satisfying the bounds must be the lower hull of
the constraint points, that is h×(x,A) = C[A ⊆ ·](x), where we have employed
Iverson bracket notation in our definition of the function to which we apply C:
C[A ⊆ ·](x) = min
α∈R2|V |
∑
B⊆V
αB [A ⊆ B] = min
α∈R2|V |
∑
B⊇A
αB (15)
s.t.
∑
B⊆V
αB1B = x,
∑
B⊆V
αB = 1, αB ≥ 0 ∀B. (16)
For all |V | ∈ Z+ and A ⊆ V , we have that
C[A ⊆ ·](x) = 0, ∀x ∈ conv
(
{y ∈ {0, 1}|V || set(y) + A}
)
. (17)
For x ∈ conv ({y ∈ {0, 1}|V || set(y) ⊇ A ∨ ∃i ∈ V, set(y) ∪ {i} ⊇ A}), we must
have a linear function that interpolates between 0 at all integral points x such
that set(x) + A and 1 at points such that set(x) ⊇ A. This linear function is
exactly 1− |A|+∑i∈A xi. uunionsq
In practice, we do not need to threshold h× at zero (i.e. we do not need to
apply the (·)+ operation above) as this is redundant with the maximization in
Equation (14) being achieved by A = ∅.
Remark 1. The constraints in Proposition 6 are necessary and sufficient conditions
on h for this multiplicative family to yield a convex extension for all increasing `.
They are also necessary and sufficient to yield a convex extension for all g ∈ G+.
Corollary 2 (S+ dominates the multiplicative family of extensions).
For all B that can be written as in Equation (14) and h having no oracle access
to `,
B ≤+ S+. (18)
Definition 8 (m g). For a set function g, we may construct a modular function
m such that
m({x}) = g({x}), ∀x ∈ V, (19)
and denote this function m g.
For non-increasing supermodular g, we may extend the definition of slack
rescaling as follows:
Definition 9 (Slack rescaling for all supermodular g). Assume g ∈ G. For
a modular function m, we will denote vec(m) ∈ R|V | the vectorization of m, and
we define
Sg(x) = 〈vec(m g), x〉+max
A⊆V
(g(A)−m g(A))
(
1− |A|+
∑
i∈A
xi
)
. (20)
Examples of the convex extension achieved by Definition 9 are given in Figure 3.
We now show that not only does S yield an extension for non-increasing su-
permodular functions, it yields a tighter extension for increasing supermodular
functions:
Proposition 7. S+ ≤G+ S.
Proof. For g ∈ G+,
Sg(x)− S+g(x) =max
A⊆V
(
〈vec(m g), x〉+ (g(A)−m g(A))
(
1− |A|+
∑
i∈A
xi
))
(21)
−max
A⊆V
g(A)
(
1− |A|+
∑
i∈A
xi
)
.
To show that this difference is greater than zero, we will demonstrate that the
difference of each element indexed by A ⊆ V is greater than zero.
〈vec(m g), x〉+ (g(A)−m g(A))
(
1− |A|+
∑
i∈A
xi
)
− g(A)
(
1− |A|+
∑
i∈A
xi
)
=
∑
i∈V
g({i})xi −
∑
i∈A
g({i}) +
∑
i∈A
(1− xi)g({i})
(22)
+
=ξ≥0︷ ︸︸ ︷∑
i∈A
∑
j∈A
g({i})(1− xj)−
∑
i∈A
(1− xi)g({i}) =
∑
i∈V \A
g({i})xi + ξ ≥ 0
(23)
uunionsq
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(a) `(∅) = 0, `({a}) = 0.5, `({b}) = 1.5,
`({a, b}) = 4.
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Fig. 3: An example of the convex extension achieved with Definition 9 applied
to positive and non-positive supermodular functions. In this special case where
|V | = 2, the extension achieves the convex closure.
Proposition 8. Slack rescaling is invariant to scaling of g:
Sg = γ−1S(γg), ∀γ > 0. (24)
Proof.
γ−1S(γg)(x) =
1
γ
(
〈vec(m γg), x〉+max
A⊆V
(γg(A)−m γg(A))
(
1−
∑
i∈A
(1− xi)
))
(25)
=Sg(x) (26)
uunionsq
Proposition 9. J2 ≥G S.
Proof. We first add a modular function to g ∈ G such that it is increasing. The
difference between each of the corresponding argmax elements in the definition
of J2 and S, respectively, is
∑
i∈V \A xg({i}) +
∑
i∈A(1− xi)g(A \ {i}). Each of
these terms is non-negative by assumption. uunionsq
Proposition 10. J1 G S, S G J1.
Proof. For g increasing supermodular with g({i}) = 0 ∀i ∈ V , the difference
between each of the corresponding argmax elements in the definition of S and
J1, respectively, is
∑
i∈A(1− xi)(g(V )− g(V \ {i})− g(A))−
∑
j∈V \A xj(g(A ∪
{j})− g(A)).
S G J1: Each of the terms in the second sum is non-negative, meaning that
the second term is non-positive. Setting xi = 1 for all i ∈ A, xj > 0 for all
j ∈ V \A gives the result.
J1 G S: Set xj = 0 for all j ∈ V \ A. For the difference to be positive, we
need to find an increasing g ∈ G such that g(V ) > g(A) + g(V \ {i}) for some
A ⊂ V and i ∈ V . Consider the function g(A) = 0, ∀A ⊂ V , g(V ) = 1. uunionsq
3.2 Margin rescaling
We may similarly define the following convex extension based on margin rescaling:
Definition 10 (Margin rescaling for supermodular g [16,20]).
Mg(x) := 〈vec(m), x〉+max
A⊆V
g(A)−m(A)− |A|+
∑
i∈A
xi. (27)
It has been demonstrated that up to a strictly positive scale factor, margin
rescaling yields an extension in the convex surrogate loss setting [20, Proposition
2]. We prove this next and in doing so show necessary and sufficient conditions
on the scaling of the loss function for M to yield an extension.
Proposition 11 (Proposition 2 of [20]). For every increasing function `,
there exists a scalar γ > 0 such that γ−1M(γ`) is an extension of `. We will
denote Mγ := γ−1M(γ ·) for short.
Proof. Wlog, we may assume that `({i}) = 0, ∀i ∈ V . For Mγ to yield an
extension, we need that for all A,B ⊆ V , set(x) = A,
γg(A) ≥ γg(B)− |B|+
∑
i∈B
xi = γg(B)− |B|+ |A ∩B|. (28)
γ(g(A)− g(B)) + |B| − |A ∩B| ≥ 0 (29)
⇐⇒ γ ≤ |B| − |A ∩B|
g(B)− g(A) ∀(A,B) s.t. g(A) < g(B) (30)
where the restriction to g(A) < g(B) is due to the fact that g(B) < g(A) reverses
the direction of the inequality as we multiply both sides by 1g(B)−g(A) . As g is
increasing, we cannot simultaneously have that |A∩B| = |B| and g(A) < g(B) so
the numerator is strictly positive and the ratio is therefore strictly positive. uunionsq
Proposition 12. For 0 < γ1 < γ2 both satisfying the conditions in Equa-
tion (30), Mγ1 ≤+ Mγ2 .
Proof. Wlog, we will assume that g ∈ G+ and ignore the modular transformation
in Definition 10.
0 ≤ 1
γ2
max
A⊆V
(
γ2g(A)− |A|+
∑
i∈A
xi
)
− 1
γ1
max
A⊆V
(
γ1g(A)− |A|+
∑
i∈A
xi
)
(31)
⇐= 0 ≤ 1
γ2
(
γ2g(A)− |A|+
∑
i∈A
xi
)
− 1
γ1
(
γ1g(A)− |A|+
∑
i∈A
xi
)
(32)
=
(
1
γ2
− 1
γ1
)
︸ ︷︷ ︸
<0
(
−|A|+
∑
i∈A
xi
)
︸ ︷︷ ︸
≤0
(33)
uunionsq
Proposition 13. For g ∈ G+, the optimal γ satisfying Equation (30) is
min
A,B⊆V,g(B)>g(A)
|B| − |A ∩B|
g(B)− g(A) =
(
g(V )−min
i∈V
g(V \ {i})
)−1
. (34)
Proof. For a given B in Eq. (34), we may show by induction that A must be
B\{i} for i that maximizes g(B)−g(A). The inductive step can be shown from the
property that by supermodularity g(B \{i})−g(B \{i, j}) ≤ g(B)−g(B \{j}) ≤
g(B) − g(B \ {i}) =⇒ g(B) − g(B \ {i}) ≥ g(B \ {i}) − g(B \ {i, j}). This
implies g(B)− g(B \ {i, j}) ≤ 2(g(B)− g(B \ {i}), so any A smaller than |B| − 1
will increase |B| − |A ∩ B| more than the increase in the denominator. From
supermodularity, the maximum of g(B)− g(B \ {i}) is achieved for B = V . uunionsq
Remark 2. We note that Equation (34) bears a strong similarity to the notion
of submodular curvature [3,7,18], and connections to curvature are interesting
directions for future research.
Proposition 14. Mγg(x) is polynomial time computable for g ∈ G polynomial
time computable and x ∈ [0, 1]|V |.
Proof. Computation of m g and γ require a linear number of calls to g. The
argmax in the definition of Mγ is a maximization of the sum of supermodular
and modular functions. uunionsq
As in Equation (14), we may view margin rescaling as a special case of an
additive strategy for computing convex extensions in which
B`(x) =
1
γ
max
A⊆V
(γ`(A) + h+(x,A)) (35)
where as in Equation (14), h+ is some convex function. We have seen from
Proposition 11 that γ is necessary to guarantee that the operator yields an
extension for members of this family. We again restrict ourselves to h+ that
do not have access to ` except the assumption that it is an increasing function
satisfying scaling constraints.
Proposition 15. Margin rescaling, Mγ , dominates the family of additive exten-
sions following Equation (35), where h+(x,A) has no oracle access to `.
Proof. For Equation (35) to yield an extension, we require that γ`(A)+h+(x,A) ≥
γ`(set(x)) for integral x ∈ [0, 1]|V |, which is satisfied for h+(x,A) ≥ γ(`(set(x))−
`(A)). For increasing `, γ(`(set(x)) − `(A)) is bounded below by 0 for all A ⊆
set(x), and for A * set(x) we have from Equation (28) that γ(`(set(x)) −
`(A)) ≥ −|A|+ | set(x) ∩A|. These yield a set of constraints similar to those in
Proposition 6 but shifted downwards by one, and without thresholding to zero.
In Proposition 6 the maximal convex function satisfying the constraints had the
form
(
1− |A|+∑i∈A xi)+, and we may conclude that the optimal function for
the additive family of extensions is achieved by h+(x,A) = −|A|+
∑
i∈A xi. This
indicates that Mγ` with maximal γ satisfying Equation (30) (Proposition 12) is
the additive convex extension closest to the convex closure of `. uunionsq
Proposition 16. J1 ≥G Mγ .
Proof. For g increasing supermodular with g({i}) = 0 ∀i ∈ V and scaling satis-
fying Proposition 13, the difference between each of the corresponding argmax ele-
ments in the definition ofM and J1, respectively, is−
∑
i∈V \A xi (g(A ∪ {i})− g(A))+∑
i∈A(1 − xi) (g(V )− g(V \ {i})− 1). The first summation is non-positive as
xi ≥ 0 and g is increasing. The second term is non-positive as g(V )−g(V \{i}) ≤ 1
from Proposition 13. uunionsq
Proposition 17. J2 ≥G Mγ .
Proof. For g increasing supermodular and appropriately scaled, the difference
between each of the corresponding argmax elements in the definition of M
and J2, respectively, is
∑
i∈A(1− xi)(g(A)− g(A \ {i})− 1)−
∑
j∈V \A xjg({i}).
The second term is clearly non-positive, and the first term is non-positive if
g(A)−g(A\{i}) ≤ 1, which follows from Proposition 13 and the supermodularity
of g. uunionsq
We next demonstrate that neither margin rescaling nor slack rescaling dom-
inate the other, and neither is guaranteed to be closer to the convex closure
everywhere in the unit cube.
margin LP bound
margin LP discretized
LP bound
LP discretized
Nemhauser et al. greedy
Greedy bound
random
0 50 100 150
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0
Fig. 4: Empirical results optimizing Equation (36) on a sample of 400 images,
where the horizontal axis represents the budget C.
Proposition 18. Neither slack rescaling nor margin rescaling dominates the
other: Mγ G S, S G Mγ .
Proof. Define g to be a symmetric set function with V = {a, b, c, d} and g(∅) =
0, g({a}) = −0.5, g({a, b}) = − 23 , g({a, b, c}) = −0.5, g({a, b, c, d}) = 0. It is
straightforward to show numerically that Sg(x) >Mγg(x) in the neighborhoods
around where | set(x)| = 2, and that Mγg(x) > Sg(x) in the neighborhood
around where | set(x)| = 4. uunionsq
4 Experimental validation
In this section, we validate the theoretical results by optimizing an objective for
exemplar selection from a set of images. The objective to be optimized is
arg min
A⊆V
−
∑
i∈V
[
min
j∈A
‖yi − yj‖ ≤ ε
]
, s.t. |A| ≤ C, (36)
which is supermodular as it is simply the negative of a coverage function. We
have optimized this objective for a random subsample of images from [15], where
ε was set to the 90% percentile of all pairwise distances. For the LP relaxations,
the discrete constraint |A| ≤ C was relaxed to ‖x‖1 ≤ C. Discretization of LP
relaxations was achieved by setting A to contain the C largest indices of x. LP
relaxations began with the tightest budget constraint, and each increased budget
was initialized with the cutting planes of the previous iteration. Results are
shown in Figure 4. The margin rescaling LP bound is very loose, at a budget of
C = 160 the bound is −8195.7 although the minimum of the coverage objective
is −400. By contrast, the LP that incorporates the constraints from Definition 6
gives very tight optimality bounds close to the empirical performance of the
Nemhauser et al. greedy algorithm, and a huge improvement over the known
(1− 1/e) multiplicative offline bound [14]. Minimization for a single budget took
a few seconds on a MacBook Pro for the LP incorporating constraints from J1
and J2, while a single budget could take tens of minutes for minimization of Mγ .
5 Discussion and Conclusions
In this work, we have formally analyzed slack and margin rescaling as convex
extensions of supermodular set functions. Although they were originally devel-
oped for empirical risk minimization of (increasing) functions, we show that
supermodularity can be exploited to first transform a set function into an in-
creasing function with a linear number of accesses to the loss function. We have
shown that neither slack rescaling nor margin rescaling dominates the other in
the sense that it is strictly closer to the convex closure. However, computation of
slack rescaling for a supermodular function corresponds to a non-supermodular
maximization problem. Margin rescaling, by contrast, remains tractable. We have
further shown that margin and slack rescaling correspond to optimal additive
and multiplicative extensions, respectively, given a computational budget of one
oracle access to the loss function. Still, slack and margin rescaling are dominated
by extensions derived from known modular bounds on submodular functions
(Definition 6). Empirically, incorporating cutting planes from these extensions
gives nearly optimal bounds on an objective that measures coverage on a budget,
indicating that this approach may be of wider interest for obtaining very tight
empirical optimality guarantees for submodular maximization. At the same time,
this indicates that novel structured prediction algorithms with improved perfor-
mance over structured output SVMs may be developed based on the extensions in
Definition 6. Complete source code for the experiments is available for download
from https://github.com/blaschko/supermodularLP.
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