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In this paper we prove that, if A is a symmetric non-negative matrix, 
then A has total support if and only if there exists a diagonal matrix D 
such that DAD is doubly stochastic. The proof is based on the fact that, 
if A is an irreducible symmetric non-negative matrix with total support, 
then either A is fully indecomposable, or else there exists a permutation 
matrix P such that 
where B is fully indecomposable and 0 is a matrix of zeros. These results 
were stated in [4], and a proof based on the Perron-Frobenius theorem is 
given in [5]. The proof in the present paper is of a combinatorial nature 
and does not use the Perron-Frobenius theorem. 
A square matrix A = (aij) of order n has total support if A has at least 
one non-zero entry and for each a,, # 0 there exists a permutation u of 
the first n natural numbers, such that j = u(i) and ny=, ai,ci) # 0. 
A non-negative matrix is doubly stochastic if its row and column sums are 
all equal to 1. It is well known that a matrix A has total support if and 
only if there exists a doubly stochastic matrix of the same size as A having 
the same pattern as A (see, e.g., [9] and [2]). 
Let A be a symmetric non-negative matrix. Marcus and Newman 
proved [7] that, if A is strictly positive or if A is positive semidefinite 
without a zero row, then there exists a diagonal matrix D such that DAD 
is doubly stochastic. Brualdi, Parter, and Schneider [l] proved the existence 
of D under the weaker condition that A has a strictly positive main 
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diagonal, while Marshall and Olkin [8] gave the still weaker condition 
that A is strictly copositive. The matrix 
A= 0 1’ 
/I /I 1 0 
illustrates that none of the above conditions is necessary for the existence 
ofaD. 
A square matrix A is partly decomposable if there exist permutation 
matrices P and Q such that 
PAQ = 
where B and C are square matrices and 0 is a matrix of zeros. A square 
matrix is fully indecomposable if it is not partly decomposable. A matrix A 
is reducible if there exists a permutation matrix P such that 
where B, C, and 0 are as above. If A has total support then so do PAQ 
and PAP= in the above definitions. Hence in both cases E is a matrix of 
zeros. A chain in the matrix A is a sequence s of non-zero places of A such 
that any two consecutive points but no three consecutive points of s are 
in the same row or column. The matrix A is connected (chainable) if any 
two of its non-zero places can be connected by a chain in A. More 
precisely, A is connected if, for each pair (i, j) and (p, q) of non-zero places 
of A, there exists a chain in A starting with (i,j) and ending in (p, q). 
It can be shown that a matrix with total support is fully indecomposable 
if and only if it is connected [6,11]. In the next lemma and in the proof of 
Theorem 1, iUk denotes the submatrix of the matrix M formed by its first k 
rows and columns, and 0 denotes a matrix of zeros. 
LEMMA 1. Let A be an irreducible symmetric non-negative matrix of 
order n. If there exists a permutation matrix P such that (PAP=), is 
connected, without a zero row, for some k 2 1, then A is connected. 
prooj: Let P and k be as in the statement of the lemma with k being 
maximal. It suffices to show that k = n. Let US assume that 1 < k < n 
and 
PAPT = /I $ E” //, 
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where B = (PAPT)k . We cannot have C = 0 for this would contradict 
the irreducibility of A. Let (i,j) be a non-zero place of PAP= such that 
i > k andj < k. We may assume without loss of generality that i = k + 1. 
But then (PAPT)k+l is connected, without a zero row, contradicting the 
maximality of k. Hence we must have k = n, and A is connected. 
THEOREM 1. Let A be an irreducible symmetric matrix with total 
support. Then either A is fully indecomposable or else there exists a 
permutation matrix P such that 
where B is fully indecomposable. 
Remark. A proof based on the Perron-Frobenius theorem is given 
in [S]. The following proof is based solely on elementary combinatorial 
considerations. 
Proof. Let us assume that A is partly decomposable. Then A is dis- 
connected. The main diagonal of A is identically zero, for a positive entry 
would imply the connectedness of A (Lemma 1). We may assume without 
loss of generality that (I, 2) is a non-zero place of A. Then 
where x indicates a positive entry. Let k 2 1 be the largest number such 
that for some permutation matrix P, 
U’-~P=)~K = /I s “El\, 
where B is a connected k-square matrix, without a zero row or column. 
We will prove that k = n/2. Let us assume on the contrary that k < n/2 
and let P be as above. Let us write 
We must have C = E = 0, for otherwise (PAPT),, would be connected 
and the connectedness of A would follow from Lemma 1, a contradiction. 
Since A has total support, either F = H = 0 or else F # 0 and H # 0. 
(Remark. If, say, H = 0 then the cover consisting of the k rows, tist k 
58za/n/r-Io 
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columns, and last n - 2k columns illustrates that (i,j) is a cross-point 
with respect to the pattern of PAPT for 
i = 1, 2,..., k; j = 2k + 1, 2k + 2 ,..., n. 
This implies F = 0 since the pattern of PAPT is restricted (see [2] and [3]).) 
We cannot have F = H = 0, for this would imply the reducibility of A. 
Hence F # 0 and H # 0. Let (i,j) and (p, q) be non-zero places of PAPT 
such that i > 2k, j < k, p > 2k, and k < q < 2k. We may assume 
without loss of generality that i = 2k + 1. We must have i # p, for, if 
i = p = 2k + 1, then (PAP)T),,+, is connected, without a zero row, and 
Lemma 1 implies the connectedness of A. Since i # p, we can assume 
without loss of generality that p = 2k + 2. Let u be the permutation 
u = (k + 1, k f 2,..., 2k + 2) and let Q be the permutation matrix for 
which the non-zero places of QP’ are (u(i),(i)) i = 1,2,..., n. Then 
(QAQT)m+z contradicts the maximality of k. Hence k = n/2 and it follows 
that 
where B is a connected k-square matrix. Since A has total support so 
does B and therefore B is fully indecomposable. 
As a corollary of Theorem 1 we obtain the following: 
THEOREM 2. Let A be a symmetric non-negative matrix with total 
support. Then there exists a permutation matrix P such that PAPT is the 
direct sum of matrices A, , A, ,..., Al, where each Ai is either fully indecom- 
posable or else if of the form 
where Bi is fully indecomposable and 0 is a matrix of zeros. 
The following theorem was first porved by Brualdi, Parter, and 
Schneider [ 1 ] and independently by Sinkhorn and Knopp [lo]: 
THEOREM 3. Let A be a non-negative square matrix. Then there exist 
non-negative diagonal matrices D, and D, such that D,AD, is doubly 
stochastic tf and only tf A has total support. If A is fully indecomposable, 
then D, and D, are unqiue, up to a scalar factor. 
LEMMA 2. Let A be a fully indecomposable symmetric matrix. Then there 
exists a diagonal matrix D such that DAD is doubly stochastic. 
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Proof. Let D, and D, be non-negative diagonal matrices such that 
D,DA, is doubly stochastic. Then (D,AD,)= = D,AD, is also doubly 
stochastic and hence D, = CXD, for some 01 > 0. Let D = fiDl. Then 
DAD is doubly stochastic. 
LEMMA 3. Let A be an irreducible matrix with total support such that 
Then there exists a diagonal matrix D such that DAD is doubly stochastic. 
Proof. Since A has total support, B must be a square matrix with 
total support. Let D, and D, be diagonal matrices such that B,BD, is 
doubly stochastic and let D = D, @ D, (direct sum). Then DAD is 
doubly stochastic. 
THEOREM 4. Let A be a symmetric non-negative matrix, Then there 
exists a diagonal matrix D such that DAD is doubly stochastic if and only if 
A has total support. 
Proof. The necessity follows from Theorem 3. Let 
PAP= = A,@A,@--@A,, 
where P, A, and the Ai are as in Theorem 2. It follows from Lemma 2 and 
Lemma 3 that for each Ai there exists a diagonal matrix Di such that 
DiAiDi is doubly stochastic. Let 
and let D = PTD’P. Then D is diagonal and DAD is doubly stochastic. 
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