Abstract-In this paper, a new approach to evaluate the response time in Ethernet-based automation systems using client server protocols, is presented. It is based on modeling the behaviour of the system using timed event graphs and the resulting state representation in Max-Plus algebra. First, an algorithm for tracking the frames in the architecture and giving the response time relative to any occurring event is explicated. Subsequently, analytical formulas for direct calculus of this delay are obtained. Finally, experimental measurements taken on a laboratory platform are used to check the validity of the method. Hence, the interest and effectiveness of our results become obvious. They can be used a posteriori to assess the delays in an existing architecture or a priori during the design phase to fulfill the time requirements of a control system.
I. INTRODUCTION
thernet as a fieldbus in automation architectures is an attractive alternative. Indeed, it offers many advantages either economic with low costs and interoperability or technical with high throughputs reaching many gigabytes per second. Moreover, since the introduction of switches instead of hubs, the problem of collisions due to the medium access method CSMA/CD is solved. This protocol is non determinist and the frames can be affected with variable and even infinite theoretical delays. An unacceptable constraint that prevented the use of Ethernet at factory level even it has well established itself at the organization level of companies. Nowadays, Ethernet is more and more used in automation architectures and many suppliers developed their own protocols. Generally, all the solutions with advantages and disadvantages are more adequate for a specific application and it is difficult to put them in rank order [1] . In this study, we are interested in switched Ethernet networks that use the client server protocols like Modbus TCP/IP. It is a simple open standard protocol and overall compatible with standard Ethernet networks. It is an important feature that allows communication between the standard components of the architecture. Therefore, the integration of high level functions like monitoring or diagnostics in the control system is made easier. So far, such solution seems to be very satisfactory for many control applications. However, the presence of switches in the network makes it difficult to evaluate the architecture performances. Because of the arrival of parallel flows to the shared resources, it is not obvious to predict the delay a message suffers in a node of the network. Different works are made to assess these delays by the use of network calculus with worst case policy [2] and simulation [3] . Like the majority of studies, these works focus on the end-to-end delay of the network and ignore both the PLCs (programmable logic controllers) and the RIOMs (remote input output modules). The fact that the modules of the PLC are not synchronized and RIOMs shared by many applications, leads to considerable delays that have to be taken into account. To our knowledge, the studies that consider the whole architecture are so far, often based on simulation or direct measurements [4] . For instance, a method based on exhaustive state space exploration and model-checking [5] - [6] - [7] , is used to assess the maximal bound of delay. This method does not provide distribution of response time and the computing limits are quickly reached because of the state explosion problem. Another approach relies upon modeling using hierarchical timed colored Petri nets and simulation with CPNTools [8] - [9] . It provides good evaluation of the delays but is onerous of time and the critical states are not surely scanned. In our case study, we propose an analytic method to assess the bounds and distribution of response time. This paper is organized as follows. We begin by giving some recalls about timed event graphs (TEGs) and Max-Plus algebra in section II. Then in section III.A, an architecture with one PLC and one RIOM is presented before to move on to a more complex architecture in section III.B. The TEGs model and the resulting Max-Plus equations are developed in sections III.A.1. After, an algorithm and analytic formulae for response time calculus are obtained in sections III.A.2 and III.A.3. Finally in section IV, measurements taken on the laboratory platform PRISME [10] are used to check the validity of the new approach we present in this work. The timed graph of the example leads to the equation:
II. TIMED EVENT GRAPHS AND MAX-PLUS
which is a linear equation in the Max-Plus algebra. Indeed, a new algebraic structure emerged around two laws. The classical max noted indifferently in our study "max or ⊕ " with a neutral element ε = −∞ and the classical addition noted "+ or " with a neutral element . More details are available in [11] . So, the equation (1) can be rewritten:
In general, the behaviour of a TEG can be expressed using the following Max-Plus linear equations system: described by the equation: A . The last formulations permit to point out that the behaviour of a TEG is determinist, depending only on the source transitions and the initial conditions [12] .
III. SYSTEM MODELING AND RESPONSE TIME EVALUATION
In our study, the automation architecture works according to client server protocol. The communication module of the PLC is the client and the RIOMs are the servers. The considered PLC is modular, with a CPU module (central processing unit) to execute the user program and an Ethernet board (ETHb) to send requests (combined requests: read and write data) to the RIOMs. Both modules work cyclically but without synchronization. The CPU accomplishes periodically the tasks: reading inputs, user program execution and updating outputs. In parallel, the ETHb sends requests to the RIOMs and waits for the answers. Once all the answers arrived, it stays waiting until the cycle time elapses to begin a new cycle. In our study, frames loss is not considered and no time-out has to be taken into account.
In this paper, two main cases are considered. A first architecture with one PLC and one RIOM as in Fig. 2 and a more complex one is studied later in the other case. 
A. Case 1: one PLC and one module RIOM
The response time is the delay between the occurrence of an event on the plant and the arrival of the reaction event issued from the controller, on the process (Fig. 2) . Two cases are to be considered in control systems. It may be, for instance, the delay between the detection of a danger and the triggering of an alarm. In this case the evaluation of the maximal bound of reaction time is of top priority. However, if the control concerns for example the speed of a motor, it is distribution rather than bounds of the response time that is more important to assess. In our work, we consider the general case, regardless of the events consequences. 
1) TEGs Model and Max-Plus linear equations
According to the client server protocol described previously, we got to the architecture model of Fig. 3 . It comprises two independent TEGs: one at the left that models the CPU and the other at the right for the rest of the system. This model enables only to know the current step of the cyclical applications. It makes abstraction of the meaning of the tokens in circulation in the TEGs. Indeed, the link between the CPU and the ETHb is hidden. It is clarified later by the fusion of the equations of the two TEGs. So, our modeling is firstly graphical and subsequently analytical.
The places , and with delays At the end, it puts the answer in its output buffer . The grey arrows represent the source (data coming from sensors) and output (data toward actuators). They are not considered since the system is not constrained and data are available at the output of the sensor as long as it is functional.
By applying the method of section II to the model with the initial conditions on Fig. 3 , we got to the equations: 
The systems (6) and (7) are linear in Max-Plus algebra and can be rewritten in the form (4). We assigned them different indexes (k and l) to mean that they are not synchronized, exactly like the CPU and the Ethernet board. It is the additional and the main difficulty of this study.
2) Equations Resolution and simulation algorithm:
The resolution of the linear systems (6) and (7) leads to: 
In these solutions, only the equations representing the following events interest us:
--Reading and beginning of processing in the CPU ( 1 θ ).
--End of processing in the CPU and writing ( 2 θ ).
--Beginning of scanning and sending a request ( 4 θ ).
--Reception of an answer in the shared memory ( 10 θ ).
Indeed, they are the events that link the CPU and the Ethernet board. When an answer arrives ( 10 θ ), it is taken into account in the next beginning of the CPU cycle ( 1 θ ). It is read and used in the calculus in the CPU. Once the processing finishes, the result is written in the memory of the Ethernet board ( 2 θ ). It is taken into account on the next beginning of the scanning cycle ( 4 θ ) and sent to the RIOM.
Let us put the time to wait for the reception of an answer: 
At the scanning cycle, the answer is received at time 
The delay is minimal if the data coming from the sensor are used in processing in the RIOM immediately after they are generated. So the minimal delay (not global minimum) for the event is:
where d f is the delay due to the data filtering in the RIOM. On the contrary, the delay is maximal if the data arrived immediately after the beginning of the RIOM processing relative to the previous scanning cycle. Thus, it is given by:
This delay is always valid and it is the case if the frequency of update of the sensor output is smaller than the frequency of scanning. Else, some events may be erased and not used in any processing. This case is not considered in study even the formula (12) is not limitative and all what is necessary for calculus is the state of the system and the times of occurrence of the events.
Hence, we have an algorithm to evaluate the response time of the architecture relative to any occurring event. It is fast and easily implemented. The delays and the features of the components of the system are introduced as parameters. So, it is flexible for use for different configurations of the architecture. Simulations of this algorithm are used to check the validity of the formulas, obtained later in this study.
• Lemma
In the architecture, we have two cyclical applications but not synchronized. Despite of this constraint, the global system remains cyclical with a period that verifies: 
This period is minimal if and are prime numbers.
1 n 2 n We can conclude that the algorithm is formal and all possible states of the system are scanned if the simulation length is over the period .
CR T 3) Analytical Calculus of response time
We use the results (9), (10) 
Rewritten:
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Finally:
In practice the condition C 1 is often respected and the results (22) are valid since the scanning period is by far longer than the period of the CPU. The results are very interesting since the calculated bounds are constant and therefore global extrema. Indeed, the network and the RIOM processing delays are constant. It is not the case in architectures with acyclic traffic. This is out of our study.
The results (22) are easily generalized for a condition:
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We have also:
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From (*), we deduce: 1 
In this general case, we point out that the optimality condition ( 
In the second configuration, we are interested in the causality delay between an event generated on the input of the RIOM R4 and its consequence on the output of the RIOM R5. The histograms of Fig. 5 represent a series of 10,000 measurements and simulations of the algorithm for this configuration. This architecture is more general than those of the study (two switches). This is made to show the possibility to extend the results to more complex systems.
The CPU period is set up to 5 ms and scanning to 10 ms with a jitter of 15%. The jitter is considered in the algorithm and the formulas. We obtained the results of the table (I).
In both cases, we already can conclude about the validity of the formulas because the max delays are greater than all others and the min delays are smaller than all. As expected, the results of the simulation and formulas are exactly the same in all cases. Indeed, they are based on the same principle. The gaps of delays, with respect to measurements, are in all cases smaller than 3.27% for analytical formulas and simulations. This gap is in both cases, smaller than 2.01% in the calculus of the mean of responses times. A random event generator is used in simulation to obtain realistic distribution of delays (to offset effects of the jitter). Thus, the shapes of the measurements and simulations histograms are very similar (Fig. 5) .
If we compare the results of both configurations, we note that there is about a difference of 0.25 ms between the maximal bounds (also for minimal bounds). It is exactly the value of transmission time of a frame and since the switches are very fast, the considered configurations are very similar. The main difference is the use of a RIOM for event source and another for consequence destination with a difference of one in order (R4 and R5). This result consolidates the general formulas of section III.B. 
V. CONCLUSION
In this work, we presented a new approach to evaluate time performances in Ethernet automation architectures using client server protocols. A formal algorithm and analytical formulas for trivial evaluation of the response time are developed. The comparison of the results with experimental measurements, allowed us to check the validity of both the algorithm and the formulas. Thus, by the use of these interesting formulae, it is easy to choose the adequate configuration of the components of an architecture to fulfil the desired requirements. For further studies, it would be interesting to consider more general automation architectures with many PLCs and acyclic traffic. Finally, a study of a control system over an Ethernet network with quality of service is prospected. 
