Abstract-Automatically detecting different styles of play in human-robot interaction is a key challenge towards adaptive robots, i.e. robots that are able to regulate the interactions and adapt to different interaction styles of the robot users. In this paper we present a novel algorithm for pattern recognition in human-robot interaction, the Cascaded Information Bottleneck Method. We apply it to real-time autonomous recognition of human-robot interaction styles. This method uses an information theoretic approach and enables to progressively extract relevant information from time series. It relies on a cascade of bottlenecks, the bottlenecks being trained one after the other according to the existing Agglomerative Information Bottleneck Algorithm. We show that a structure for the bottleneck states along the cascade emerges and we introduce a measure to extrapolate unseen data. We apply this method to real-time recognition of Human-Robot Interaction Styles by a robot in a detailed case study. The algorithm has been implemented for real interactions between humans and a real robot. We demonstrate that the algorithm, which is designed to operate real time, is capable of classifying interaction styles, with a good accuracy and a very acceptable delay. Our future work will evaluate this method in scenarios on robot-assisted therapy for children with autism.
I. INTRODUCTION
This study is part of the Aurora project [1] , an ongoing long-term project investigating the potential use of robots as a therapeutic toy for children with autism. One main stream of this project focuses on developing methods enabling the robot to analyze in real time the interaction styles and adapt its own behaviour appropriately with respect to a child's specific needs and abilities
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This paper presents a novel method for time series analysis, the Cascaded Information Bottleneck Method, which we apply to the real-time recognition of human-robot interaction styles. This method, which enables time-filtering, is based on the concept of Information as introduced by Shannon [2] and builds upon from the "Information Bottleneck Method" developed by 1We consider the child's abilities as they are expressed through interaction with the robot, resulting in different play styles.
978-1-4244-2822-9/08/$25.00 ©2008 IEEE Tishby et al. in [3] . Importantly, this work goes beyond prior work that either classified and characterized interactions off-line, i.e. after the interactions had taken place, or relied on explicit criteria tuned by hand (vs. automated training phase of the recognition algorithm). It also goes beyond previous work of the authors which enabled real-time recognition of interaction styles with respect to one criterion, the gentleness, using a different method, based on self-organizing maps [4] . The Cascaded Information Bottleneck Method is entirely generic for applications with socially interactive robots; in particular, it can be applied to humanoid-human interaction.
The remainder of the paper is structured as follows. Section II introduces related work. Section III summarizes some background on the Information Bottleneck Method developed by Tishby et al. in [3] . Section IV presents the Cascaded Information Bottleneck Method. The application to the recognition of Human-Robot Interaction Styles is explained in the two following sections, with details on the implementation and description of the trials in Section V and presentation of the results in Section VI. Section VII discusses the results and future work. Conclusion closes the paper (Section VIII).
II. RELATED WORK
The role of tactile human-robot interaction in educational and therapeutic applications has been well highlighted by longterm studies with the seal robot Paro which have proven that specific everyday life situations exist in which human-robot interaction can have a positive effect on the well-being of human beings [5] and even playa role in a therapeutic context of cognitive and physical rehabilitation [6] . The Huggable robot, a teddy-bear like robot, equipped with a full body sense of touch, has proven to be a promising support to investigate the quantitative characterisation of the social affective content of touch [7] . Offline characterisation of interaction styles in general, moreover, has been investigated recently with diverse approaches. In [8] , Scassellati focused on providing quantitative and objective measurements to assist in the diagnosis of autism. Measurements refer to the position in the room, vocal prosody and gaze pattern -whose characterisation relies on linear discriminant analysis which is a clustering technique used for linearly separable data. Kanda et al. conducted a study [9] that highlighted the feasibility to link quantitative robot's and human's data characterizing body movements with a subjective evaluation made by the participant. Later, in [10] Salter et al. showed the possibility, in the context of child-robot interaction, to reflect some traits of personality of the children with an offline clustering technique based on the empirical probability distribution of the activation of the sensors.
Concerning real-time classification of interaction styles, in [11], Salter et al. have presented a real-time simple recognition algorithm for four interaction styles ('alone', 'interacting', 'carrying' and 'spinning') using the robotic platform Roball. The algorithm is based on a decision tree whose conditions are set up manually, by visual inspection of sensor data. In [12] , Derakhshan et al. present an interesting real-time classification algorithm of interaction styles for children playing on an adaptive playground that is made of tiles equipped with sensors. The algorithm relies on a multi-agent system approach of BDI (Belief-Desire-Intention) in combination with neural networks using supervised learning. It shall be further noted that in the slightly different context of gesture recognition, Hidden Markov Models (HMMs) have been largely used for real-time recognition [13] . An HMM is defined by its number of hidden states and the two following probability matrices: the transition matrix, describing the conditional probabilities, given the state S at time step t, to be in the state Sf at time t + 1, and the emission matrix, defining the conditional probability of emitting a signal 0, given the state S. Those matrices are static, i.e. for a given HMM, those values are fixed in time. Classifying an observation with HMMs consists in finding, among all the different HMMs 2 the one which has the highest probability of emitting this observation [14] .
III. BACKGROUND: THE INFORMATION BOTTLENECK

METHOD
The Information Bottleneck Method [3] is a clustering method based on an information theoretic approach [2] whose purpose is to extract the relevant information 3 in a signal
x E X that is, extract features of a random variable (r.v.) X that are relevant to the prediction of Y. This problem is modeled by the following Bayesian network with Markov condition: X~X~Y where X is the variable that extracts information about Y through X.
This method provides an alternative to 'rate distortion theory' techniques which constitute a standard analysis of lossy source compression. In the Information Bottleneck method, the relevance is not addressed through distortion but directly through a new variational principle. The rationale is that the best trade-off between the compression of the signal and the preservation of the relevant information is the one that keeps a fixed amount of relevant information about the relevant signal 20ne HMM per class to distinguish. 3In this context, the relevant information is defined as the information that the signal x E X provides about another signal y E Y. We take k and SEN, with I k * S, such that x can be divided into S disjoined parts of cardinality k, x s , s = 0, ... , (8 -1) in the following way:
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The Cascaded Information Bottleneck method relies on the principle that the relevant information can be progressively extracted from the time series with a cascade of successive bottlenecks sharing the same cardinality of bottleneck states but trained independently. The agglomerative information bottleneck algorithm is applied to each bottleneck successively, the first one being trained in the standard way while the next ones depend on the previous bottleneck states, as the following graph shows: 4for more details on the notion of mutual information, please refer to [15] , [16] It can happen that at a specific step s of the cascade, t~e pair (xs-I, x s ) for which we need to find the equivalent X s has never been encountered during the training process of this bottleneck. This pair is called an unseen pair. In the case of an unseen pair (xs-I, X s) at step s, the cascade can a priori make no inference on Xs because there is no preexisting default continuation of the cascade, due to the fact that the bottlenecks have been trained independently. In other words, for each pair (xs-I, x s ) which was not part of the training set data, p(xsl(xs-I,x s )) is a priori undefined, whatever X s we take. For such cases, it is necessary to introduce a 'default' way leading from X s -1 to X s , i.e. we have to introduce an artificial identification of the bottleneck states which consists in matching out two bottleneck states (one at step s -1 and one at step s). Therefore we apply a reorganisation of the bottleneck states at each possible step s (i.e. a oneto-one mapping of the bottleneck states at step s -1 and the ones at step s which we call a permutation). For this purpose, we introduce the following measure d(s-l,s) allowing to directly compare the reorganised bottl~neck states from step s with those from step s -1. Let X s -1 (respectively X s ) be the set of bottleneck states Xs-l (respectively xs) and P(Xs-l) (respectively p(x s ) the empiricC!,1 probability; for each permutation r of the bottleneck states X s :
Note that if the conditional probability p(Xs r(xs-I)
is 00. The logarithm measures the~npredictability of the next case (i.e. the unpredictability of X s given Xs-l). We want to choose r to minimize that unpredictability and weight for the probability that the state XS-l actually happens (because there is no sense in penalizing a deviation if the state does not happen.). We call this permutation R(s -1, s).
The permutation of the bottleneck states that extracts the most similarity between bottleneck states at step s -1 and those at step s is given by:
We consider R(s -1, s) as the 'default' path between X s -1 and X s , i.e. as the criteria for extrapolating an unseen event at step s.
V. ApPLICATION TO THE RECOGNITION OF HUMAN-ROBOT INTERACTION STYLES: EXPERIMENTS
In this section we present an application of the Cascaded Information Bottleneck Method with real data: the automatic recognition of tactile interaction styles in the context of human-robot interaction. We conducted two series of trials, the first one under laboratory conditions and the second one in a school where several children could interact (one child at a time) freely with the robot. In all experiments the robot is the Sony Aibo and we focus on characterizing the tactile interactions according to two criteria, namely the gentleness and the frequency ofthe interaction. An interaction is classified as 'gentle' (respectively 'strong') if the participant strokes the robot gently, without signs of force (respectively with signs of force). The frequency of interaction is categorized into four classes 8 i , i == 0.. 
A. Implementation
1) Preprocessing:
Each criterion (gentleness and frequency of the interaction) is studied independently. In each case, the time series studied is the quantitatively binned sum of the normalized sensors values 6 involved in the type of interaction.
2) Extra-conditions for the training: a) for the criterion 'gentleness', the algorithm does not learn null samples (i.e. samples made of null events only), b) for the frequency of interaction, the system deals only with samples whose first component is not null. In both cases, a sliding window proceeds on the sensor data time series.
3) Postprocessing:
The postprocessing relies on a 'winner takes all' principle: The selected (winner state) is defined by argmaxyEY p(yIXS-l).
B. Features of the trained cascade
The mutual information is 0.8 bit for the criteria gentle/strong and 1.9 bits for th~freq~ency of the interaction.
The conditional entropy H(Xs+1IX s ) (Fig. 1) is globally decreasing over the cascade, pretty quickly, which suggests that a structure is progressively and rapidly eme~ging~ver the cascade. For the frequency of interaction, H(Xs+1IX s ) has some small local peaks though, both at the very beginning 5The typical periodicity represents the elapsed time between two successive strokes of the robot. 6The robot's sensor data are updated every 32ms. of the cascade and at the very end 7 , which suggest that at these steps s, the input data X s may influence a bit more -1, s) ) is equal to, respectively, for Gentle/Strong, 0.037 bits, and, for the frequency of interaction 0.129 bits). In this study, the algorithm will extrapolate between step 5 and 24 (respectively 5 and 216) of the cascade for the gentleness (respectively frequency of interaction).
C. Experiments
The experiments aim at assessing statistically: a) the soundness of the recognition of interaction styles by our algorithm, i.e.: i) for the criterion 'gentleness', whether a behaviour that has been classified as gentle (respectively strong) by a human is indeed going to be classified as gentle (respectively strong) by our algorithm, ii) for the frequency of interaction, whether a frequency of interaction that has been tagged by a human is indeed going to be correctly recognised by the algorithm. b) the delay for the recognition of local events (i.e. short-term time scale events). Importantly, the criterion 'gentle/strong' characterizes local events, and the algorithm should be able to recognise each specific event 'gentle' or 'strong' within a short delay. In contrast, the criterion 'frequency of the interaction' requires the algorithm to classify mid-term time scale events. This 7Note that the small local peaks at the end of the cascade may reflect the importance of the last steps for distinguishing the classes So and Sl. 356 study deliberately focuses on such different criteria in order to show the flexibility of the algorithm.
1) Experimental setup under laboratory conditions: These trials are used as a first step in the statistical assessment of the soundness of the recognition of the interaction styles. They involve one participant at a time who is asked to interact with the robot for a few minutes in a predefined wa.v which is one of the following:
• for the 'frequency of the interaction': only 'pure styles of interaction', i.e. one class 8 exclusively.
for the criterion 'Gentle/Strong': In a first step, It IS pure styles exclusively9. In a second step, the participant is asked to alternate gentle and strong behaviour and, just before generating the first event of the new class, he/she must name the style (i.e. "gentle" or "strong"). All the sessions are video recorded and this tagging enables to determine very precisely the transitions for a further measure of the delay of the recognition process.
2) Experimental setup in school:
A further step in the validation of the algorithm is the testing with data· obtained under natural situations of Human-Robot interaction. These experiments took place in a small classroom dedicated to the study, one child at a time being present in the room. Each child was invited to play freely for several minutes with the robot (the duration of play depended on the child's needs and abilities) in an unconstrained environment.
D. Measures
The experiments were all video-recorded and sensor data were stored. Note that the validation of the algorithm must be assessed offline but the recognition algorithm is designed to operate real time.
1) Samples excluding transitions from one class to another:
The profile of the classification by the algorithm can be analysed with a confusion matrix which displays the probability distribution that events from class Si are recognised by the algorithm as events of class S~(i == 0 or 1 for gentle/strong, i == 0...3 for the frequency of interaction).
2) Samples with transitionsfor the criterion gentle/strong: These samples enable us to test the ability of the algorithm to recognise a transition and reach, after a short transition phase, a new equilibrium phase. One can model this process by a temporal curve that would indicate the state of the system for a transition happening at time to. Three typical domains can be identified: for t < to the curve is constant, indicating a stable state; from t == to, the curve's value alternates to indicate an hesitation between the two possible states (thus identifying a change in the behaviour observed); from t == to + T the curve would keep the same value (the new state). Ideally, the second phase should be very short (i.e. T is very small). We will study three typical measures here: a) the number of transitions recognised by the algorithm; b) the time elapsed to reach the new equilibrium state, c) the ratio of errors made within this new equilibrium state. Note that a transition will be considered broadly as either a transition from a gentle (respectively strong) behaviour to a strong (respectively gentle) one, or from a state where no classification occurred (i.e. no interaction occurred during the past 1.6 seconds) to gentle or strong.
3) Samples with hybrid behaviours for the frequency of interaction: Because this criterion is based on a mid-term time scale analysis, some samples generated in school can be hybrid, i.e. contain a mix of features from different classes. In order to encapsulate hybrid behaviours, the human classifies the behaviours on a 'two choices' basis, i.e. he/she can select the two styles characterising the hybridity. In this case, the algorithm's classification is successful if it agrees with one of the two choices made by visual inspection.
Practically, the video and graphs of the temporal global variable are first manually tagged. In a second step, the classifications Si resulting from the manual tagging are compared with the classifications S~made by the algorithm.
VI. ApPLICATION TO THE RECOGNITION OF HUMAN-ROBOT INTERACTION STYLES: RESULTS
We present the results for each criterion (gentleness and frequency of the interaction) successively. Note that here we will refer to the samples of data that were classified without using the extrapolation, i.e. the samples that contained no unseen cases at any step of the cascade, as samples classified without extrapolation. In contrast, the samples of data that required an extrapolation at one or more steps of the cascade, i.e. the samples for which there were unseen cases to extrapolate (i.e. cases that had not been encountered during the training phase of the algorithm), will be referred to as samples class(fied lvith extrapolation.
A. Criterion: Gentle/Strong
J) Training set of data: The 20,018 samples used for the training were classified by the algorithm with an overall success of 97.82% and, respectively, for gentle and strong, 96.83% and 98.81 %.
2) Samples excluding transitions (cross-validation):
They constitute 1 hour 2 minutes 49 seconds of interaction. 100,111 samples have been classified with a ratio of success for correct classification of 0.948. 97.7% of samples were classified without extrapolation with 95.22% of success while the samples classified with extrapolation (3.3%) were well classified in 75.54% of cases which, considering that it results from an extrapolation, is quite a good result. Note that the parameters of the Cascaded Information Bottleneck Method were chosen in such a way to have a good balance between the extrapolation and the precision, which is reflected here in the low percentage of cases extrapolated.
3) Samples with transitions under laboratory conditions (cross-validation):
The four runs constitute 19 minutes and 40 seconds of interaction to analyse. They contain 53, 192 samples to classify and 0.01 % of the samples were not classified because they could not be extrapolated by the algorithm 10. 212 transitions were to be recognised, 99.1 % of which were indeed well classified by the algorithm 11 with an average delay of 0.17 seconds. The cumulative probability distribution of the delay is displayed in Fig. 2 . The curve grows very rapidly, thus showing that most of the delays are very small. Transitions recognised without any delay occur particularly in the case of a transition from no event to classify to any event to classify. The longest delay is 2.05 seconds, which we consider very acceptable for human-robot interaction kinesics. The average error ratio in the equilibrium phase is 0.02 and the cumulative probability distribution is displayed in Fig. 3 . Here again, the curve grows rapidly and shows that the probability of the highest error ratio is very low and remains acceptable for real human-robot interaction. delay in seconds Fig. 2 . Cumulative probability distribution of the delay for recognising the transition. We display the probability that an event is recognised within (less or equal) n seconds for a given n. The delay corresponds to the length of the transition phase when a transition occurs.
Cumulative probability distribution of the error ratio in the equilibrium phasẽ 1'---:--::;;~~"""'~='::FIilIIIIIJII""~~---+-0 Cumulative probability distribution of the error ratio for the equilibrium phase. The ratio measures the number of errors of classification made during a phase of equilibrium divided by the number of samples to classify during this phase. The figures displayed give, for a given r, the probability that the error ratio is inferior or equal to r.
4) Samples generated by the children in the school (crossvalidation):
Videos from five different children were analysed, which constitute 12 minutes and 52 seconds of interaction. These runs contain 6,660 samples to classify: 97.49% of these samples have been classified by the algorithm. These samples contain 45 transitions. 91.1 % of these transitions were indeed well classified by the algorithm within an average delay of 10these samples had to be extrapolated outside thc range of stcps considered for the extrapolation.
11 A transition is considered as wrongly classified if the transition phase is very long compared to the new equilibrium phase. 0.17 seconds. The cumulative probability distribution of the delay is represented in Fig. 2 . The curve grows very rapidly, thus showing that most of the delays are very low. Transitions recognised without any delay occur, and, at the far end, the highest delay is 1.54 seconds, which is very acceptable for human-robot interaction kinesics. The mean error ratio in the equilibrium phase is 0.1 and the cumulative probability distribution of this ratio is displayed in Fig. 3 . Here again, the curve grows rapidly. It is worthy of note that the highest value obtained is 0.44 and the second one is much lower (0.26) which indicates that the first highest value can be seen as an extraordinary case. Looking at the sequential classification of the results, it appears that this highest error ratio was obtained while a child interacted in a very instable way that is, within 1.76 seconds three successive transitions were observed that are 1) no event to gentle (gentle phase lasted 1.37 seconds), 2) gentle to strong (the phase with strong style lasted only 0.26 seconds), 3) strong to gentle. It is the strong phase, after the transition from gentle to strong behaviour that was recognised with the highest error ratio (0.44), but it lasted for such a short time that it is not really a concern here (0.26 seconds is very low compared to the typical time for humanrobot interaction which usually lasts a few seconds). Therefore, we can consider to omit this highest value in the probability distribution and looking at the resulting values, the results are good and comparable to the results obtained in the laboratory. 
2) Samples generated under laboratory conditions (crossvalidation):
They constitute 51 minutes 44 seconds of interaction and contain 5,395 samples to classify (respectively 1,017 for 8 0 , 855 for 8t, 1,933 for 8 2 and 1,590 for 8 3 ) 91.16% of which were classified with an overall ratio of success of 0.922. 99.4% of the samples not extrapolated were well classified, and 76.41% of samples classified through extrapolation were well classified. Fig. 5 displays the confusion matrices.
3) Samples generated by the children in the school (crossvalidation): Three runs of interaction were used for the validation of the frequency of interaction in a real situation, from three different children. They constitute 14 minutes 41 seconds of interaction and contain 5, 288 samples to classify. 91 % were classified (including 26.81% that had to be extrapolated) and Confusion Matrices for pure sets of data for, respectively, non extrapolated and extrapolated data. Non extrapolated samples are samples which were classified without the need to use the extrapolation, because none of the cases were unseen cases (relatively to the training set samples). The results for those samples are provided in the table with mention No extrapolation. On the contrary, extrapolated samples are samples that used the extrapolation at least once in the cascade (those samples contained at least one unseen case in the cascade, i.e. a case that had not been encountered during the training). The results for those samples are provided in the table with the mention Extrapolation. See Fig. 4 for more details on the notion of confusion matrix.
93% were classified correctly. Among samples classified with no extrapolation, the ratio of success for a sound classification was 0.96. while for samples classified with extrapolation, it was 0.84.
VII. DISCUSSION AND FUTURE WORK
The algorithm has proven sound for the recognition of the two criteria of interaction. Concerning the criterion gentle/strong, results show that the two classes are well recognised and the delays very acceptable for human-robot interaction. The extrapolation works well, which shows the capability of the system to make a sound decision in case of unseen events. These results can be compared with a previous study of ours where we used Self-Organizing Maps to classify this criterion of interaction [4] , whereby the average delay to recognize transitions was much higher and the postprocessing required more effort. Importantly, one might wish to define the styles slightly differently to the definition given here, such as, for instance, focusing on more details (in order to describe substyles for instance). This can be easily done by adjusting relevant parameters, mainly the number of bottleneck states, the binning and the training sets which condition the learning.
The algorithm has also proved very capable of classifying real data over a mid-term time scale (cf. the criterion frequency of the interaction) which illustrates the ability of the method to make a powerful exploitation of an existing temporal structure not only of short-term time scales but also mid-term ones. This ability is empowered by the use of different bottlenecks (thus different mappings) over the cascade. In contrast, as explained in the section on Related Work, with HMMs the mapping would be the same all over the time series, and, by trying to squeeze all temporal information into one flat transition structure, it might actually prevent HMMs from an efficient making use of an existing temporal structure of the data. This hypothesis should be investigated in future work which will include a comparison of our method with HMMs in these scenarios. The problem with a cascade of bottlenecks trained independently could be here that the system has too many degrees of freedom and could overlearn. The extrapolation with the measure that we have introduced is a first step in the control of the degrees of freedom of the system. In addition, the overlearning can be tightly controlled by penalizing the intake of novel information. For this, we would have to move from the agglomerative model where f3 == 00 to a model with a finite f3 that would control the information intake per step. This shows how the Cascaded Information Bottleneck method is transparent and gives fine-grained control over how much and what new information is taken at which step in the cascade.
This method is designed for real-time use during natural human-robot interaction and little research had been done so far on real-time recognition of tactile interaction styles. Salter et al. 's adaptation algorithm [11] was a first important step towards real adaptation. Yet, this system did not learn its own categorisation, which was completely described by a handtuned decision tree. In the present study, the recognition and the decision are made algorithmically, after a real learning phase and a capacity to extrapolate unseen events, with very small delays. Furthermore, our method is very easy to use and can be tuned easily to adapt to other criteria of interaction.
VIII. CONCLUSION
In this paper, we have presented a novel method for time series analysis for detecting interaction styles in the context of Human-Robot Interaction. This method, namely the Cascaded Information Bottleneck Method relies on a cascade of bottlenecks trained independently, the first one being trained in a standard way [3] while the next ones depend on the previous bottleneck states. This notably facilitates a powerful exploitation of the temporal structure of the data. Besides, a structure progressively emerges through the cascade and we introduced a measure to extrapolate unseen cases.
We have applied our method to real-time recognition of human-robot interaction styles, in a detailed case study, by implementing the algorithm for real interactions with a real robot. The testing of the method had to be done offline, i.e. after the interactions had taken place, but the algorithm is designed to operate real time in order to enable real-time adaptation of robots to the interaction styles.
We have shown the soundness of the method through extensive experiments, using successively samples of data generated under laboratory conditions and samples from natural situations of child-robot interaction in a school for children with autism. The algorithm was able to recognize short term events very well within and average delay of 0.17 seconds (the highest delay being 2.07 seconds). It was also able to recognise mid-term time scale events very well (the percentage of events correctly classified was 92% under laboratory conditions and 93% with data from the child-robot interactions).
This study has shown the soundness of the method for pattern recognition and illustrated its capability of time-filtering on real data. Besides, the method is transparent and enables a fine-grained control over how much and what new information is taken at which step of the cascade. Finally, this method is entirely generic for applications with socially interactive (humanoid and non-humanoid) robots.
Our own future work will focus on the application of the method in autism therapy where we find a strong need for socially adaptive robots. The ability of a robot to classify in real time human-robot interaction styles is a first step towards the challenging goal of enabling an autonomous robot to influence positively children's interaction styles to guide him/her progressively towards different therapeutically relevant levels of interaction.
