ABSTRACT Like other machine learning paradigms, multi-label learning also suffers from the curse of dimensionality problem. Multi-label dimensionality reduction can alleviate the problem but they generally ask for sufficient labeled samples. Nevertheless, we often may only have scarce labeled samples and abundant unlabeled samples. In this paper, we propose a Semi-supervised M ulti-label Dimensionality Reduction based on dependence maximization approach (SMDRdm in short). SDMRdm assumes the semantic similarity and feature similarity of multi-label samples are inter-depended. SMDRdm first applies label propagation on a neighborhood graph composed with labeled and unlabeled samples to obtain the soft labels of unlabeled samples, and then measures the semantic similarity between all the training samples (including unlabeled ones) based on these soft labels and available labels of labeled samples. Next, it measures the feature similarity between samples in the subspace projected by the target projective matrix, instead of the original high-dimensional feature space. After that, it maximizes the dependence between these two types of similarities and incorporates the dependence into linear discriminant analysis to optimize the target projective matrix. Experiments on publicly accessible multi-label data sets demonstrate that SMDRdm achieves more prominent results than other related approaches across various evaluation metrics. In addition, the empirical study also shows the semantic similarity between samples derived from soft labels works better than that derived from scarce available labels.
I. INTRODUCTION
In traditional supervised learning, each instance is associated with only one label that indicates it concept class belongingness and characterizes its semantics [1] , [2] . However, one sample usually contains more than one semantic label in many practical cases. For example, an image can be simultaneously annotated with multiple labels, such as sun, water and bird; a web page about basketball can be tagged with several predefined topics, such as sports, economy, health and so on. One label per sample cannot well model such scenarios. Therefore, multi-label learning, which can take into account the multiple semantics of samples and simultaneously assign a set of labels to a sample, has been attracting increasing attentions [2] .
Multi-label samples are often characterized by highdimensional feature space to encode multiple semantics.
Curse of dimensionality problem [3] is a major obstacle for various pattern recognition and machine learning tasks on high-dimensional data. Directly learning on the rapidly accumulated high-dimensional data is time-consuming and often with low quality [4] , [5] . Dimensionality reduction is a fundamental pre-processing step for mining on highdimensional samples and it can boost the follow-up learning tasks [6] - [8] . Some multi-label dimensionality reduction methods have been developed in the past decade [7] , [9] - [12] . Different from traditional dimensionality reduction methods that assume mutually exclusive labels of samples, labels of multi-label samples are inter-correlated.
Based on whether utilizing unlabeled samples or not, current multi-label dimensionality reduction methods can be categorized into supervised and semi-supervised ones. Majority multi-label dimensionality reduction methods are supervised, they ask for sufficient labeled training samples [7] , [10] , [12] , [13] . These supervised methods ignore the reality that sufficient labeled samples is fairly expensive or even infeasible to obtain in many practical situations. On the contrary, unlabeled samples is readily available and abundant. Abundant unlabeled samples together with a limited amount of labeled samples should be effectively leveraged to improve the learning performance. To reach this target, some semi-supervised learning methods has been suggested [9] , [11] , [14] . These semi-supervised methods generally make use of k nearest neighborhood (kNN) graph to explore the geometric structure among labeled and unlabeled samples. For example, MLDA-LC [11] extends multi-label linear discriminant analysis (MLDA) [7] into a semi-supervised version by incorporating a manifold regularization term [15] on the kNN graph; SSMLDR [16] applies label propagation on the kNN graph to obtain soft labels to unlabeled samples, it then resorts to MLDA with the between-class and within-class scatter matrices of samples derived from these soft labels for dimensionality reduction. Since the kNN graph is defined in the high-dimensional feature space, the underlying neighborhood relationship between samples maybe not well approximated as in the low-dimensional space [17] . Furthermore, the soft labels are not so reliable as the available labels of labeled samples.
To bypass these obstacles and leverage scare labeled samples and sufficient unlabeled samples, we introduce a Semisupervised M ulti-label Dimensionality Reduction based on dependence maximization method (SMDRdm). Traditional dependence maximization needs sufficient labeled samples [12] , [18] and ignores the reality that scarce labeled samples can not accurately measure dependence. Given that, SMDRdm firstly obtains the soft labels of unlabeled samples via attracting labels of labeled samples through a special label propagation method [9] , [19] . Next, it makes use of the knowledge that the semantic similarity derived from labels of multi-label samples are positively correlated with the feature similarity of respective samples [16] , [20] , [21] . After that, it maximizes the dependence between the feature similarity derived from samples in the projected space and the semantic similarity derived from soft labels of samples, and incorporates the dependence term into the MLDA framework. Empirical study on publicly accessible multilabel datasets shows that SMDRdm achieves more prominent performance than supervised multi-label dimensionality reduction methods (MLDA [7] , MDDM [12] , ML-LS [10] and CCA [13] ), and semi-supervised counterparts (MLDA-LC [11] and SSMLDR [9] ) across various evaluation metrics. SMDRdm is also generally robust to input parameters.
The rest of the paper is organized as follows. In Section II, we briefly review related multi-label dimensionality reduction methods. We elaborate on the proposed SMDRdm in Section III. Section IV provides the experimental setup and results analysis, followed with conclusions and future work in Section V.
II. RELATED WORKS
Dimensionality reducation has been studied for several decades [22] - [25] . By exploring and exploiting the geometric structure of samples, various unsupervised dimensionality reduction methods were proposed [26] . Principal Component Analysis (PCA) is a representative unsupervised method [27] , it aims to seek a subspace with the global variance among samples maximally perserved. Locally linear embedding (LLE) [22] and its variants [23] - [25] , [28] seek the low-dimensional embedding of high-dimensional samples by preserving the local geometric structure of samples. To make use of valuable labeled samples, some supervised or semi-supervised dimensionality reduction methods have also been introduced [6] , [26] , [29] - [31] . Linear Discriminant Analysis (LDA) [32] is a classical supervised method, it uses label information of samples to define the between-class and within-class scatter matrices, and then maximizes the ratio between these two matrices to seek a projective matrix and to make samples of the same class being close whilst samples of different classes being faraway from each other in the projected subspace.
Supervised dimensionality reduction methods have also been extended for multi-label samples [33] . Wang et al. [7] proposed the Multi-label Linear Discriminative Analysis (MLDA) method by incorporating the correlation between labels into LDA. The label correlation generally can boost the learning performance of multi-label learning [2] , [12] . Zhang and Zhou [12] proposed the Multi-label Dimensionality reduction via Dependence Maximization (MDDM) method to seek a low-dimensional subspace. MDDM adopts the Hilbert-Schmidt Independence Criterion (HSIC) [18] to measure the dependence between labels and projected features of samples. Ji et al. [10] proposed a multi-label learning framework called Multi-Label Least Square (ML-LS) to extract a shared subspace within multi-labels. Sun et al. [34] extended Canonical Correlation Analysis (CCA) [13] for multi-label dimensionality reduction. CCA is a conventional method to seek the correlations among two sets of variables. This extended CCA maximizes the correlation between two sets of variables, one set is from class labels, and the other set is derived from the subspace projected by a target projective matrix. These supervised multi-label methods generally assume that there are abundant labeled multi-label data, which is not the case in many practical scenarios. In contrast, abundant unlabeled samples are often readily available. To obtain more prominent results, these unlabeled samples should be utilized together with labeled samples, since scarce labeled samples can not well reflect the structure of highdimensional samples in the ambient space.
Several semi-supervised multi-label dimensionality reduction methods have also introduced to leverage labeled and unlabeled multi-label samples in the past decade. Qian and Davidson [14] proposed the semi-supervised dimension reduction for multi-label classification method, which alternatively optimizes the similarity matrix of samples and the low dimensional embedding of samples in a unified objective function. This unified method suffers from long runtime cost and can not guarantee to converge. Yuan et al. [11] proposed a Multi-label Linear Discriminant Analysis with Locality Consistency (MLDA-LC) method. MLDA-LC employs a kNN graph based manifold regularized term [15] to capture the local structure of samples. After that, it incorporates this term into the framework of MLDA for dimensionality reduction. However, it is difficult to define a well-structured kNN graph on high-dimensional samples [17] , [35] . Guo et al. [9] proposed the SemiSupervised Multi-Label Dimensionality Reduction (SSMLDR) method. SSMLDR firstly assigns soft labels to unlabeled samples by propagating labels of labeled samples to unlabeled ones in a kNN graph. It then optimizes the projective matrix based on MLDA with the scatter matrices defined based on soft labels of labeled and unlabeled samples. SSMLDR heavily depends on the quality of soft labels, which are in essence dependent on the adopted kNN graph.
To mitigate the issues suffered by these semi-supervised multi-label dimensionality reduction methods, we introduce the SMDRdm approach. Different from the dependence term adopted by MDDM [12] , which only uses labeled samples to measure the semantic similarity and feature similarity of these samples, SMDRdm measures the dependence between the semantic similarity derived from soft labels of all samples (including the unlabeled ones) and feature similarity of all these samples. To avoid heavily depending on the soft labels and kNN graph as these semi-supervised counterparts, SMDRdm only uses the soft labels to measure the semantic similarity of samples and takes the dependence term as a plugin of MLDA to seek the target projective matrix, instead of completely depending on these soft labels. Experimental results on high-dimensional multi-label datasets from different domains show that SMDRdm significantly outperforms these aforementioned multi-label dimensionality reduction approaches across various evaluation metrics.
III. THE SMDRdm METHOD
In this section, for problem analysis we first briefly review MLDA [7] and then elaborate on the proposed SMDRdm method.
be a set of multi-label samples, where x i ∈ R D represents the i-th sample and y i ∈ {0, 1} C denotes the class label vector of x i . If x i is a member of the c-th class, y ic = 1; otherwise y ic = 0. Similar to classical LDA [32] , MLDA aims to find a projective matrix
Classical LDA handles single-label samples, whereas MLDA deals with multi-label samples, which can be annotated with different class labels at the same time. So the within-class and between-class scatter matrices of multilabel samples can not simply defined as classical LDA. MLDA defines the within-class and between-class scatter matrices as follows:
where S c b and S c w are the class-wise between-class and withinclass scatter matrices for the c-th class label, S b and S w are the corresponding scatter matrices for all the class labels. m c is the centroid of the c-th class and m is the global centroid of labeled samples, they are computed as:
To make use of label correlation, MLDA firstly measures the pairwise correlation between class labels c1 and c2 as:
where
is the c1-th column of Y that encodes all the member samples of c1-th label. To make use of label correlation encoded by C ∈ R C×C , MLDA substitutes Y in the above equations withỸ = YC. After defining the scatter matrices, MLDA optimizes the projective matrix P to make samples of the same class being close and samples of different classes being faraway from each other via the following equation:
where tr(·) is the matrix trace operator. Eq. (5) is a Rayleigh quotient problem and the optimal P is composed with C − 1 eigenvectors of the largest C − 1 eigenvalues with respect to the eigen-decomposition problem S b P = λS w P, since the rank of S b is no more than C − 1.
B. OBTAINING SOFT LABELS OF UNLABELED SAMPLES
The semantic similarity between multi-label samples are positively correlated with the feature similarity of respective samples [16] , [20] , [36] . The semantic similarity between samples can be derived from semantic labels of multi-label samples. However, the semantic similarity between samples can not be well evaluated based on scarce labeled samples.
To bypass this issue, we apply a label propagation technique to probabilistically assign labels to unlabeled samples, and then measure the semantic similarity between samples based on these probabilistic labels. Hereinafter, we call these probabilistic labels as soft labels. Label propagation can propagate the label information of labeled samples to the unlabeled samples according to the distribution of labeled and unlabeled samples [19] , [37] - [39] . Nie et al. [19] introduced a general label propagation framework to obtain soft labels, and Zhao et al. [39] found the obtained soft labels can be directly VOLUME 5, 2017 worked with LDA to achieve more prominent performance than using scarce labeled samples alone. However, this framework just targets for single-label samples. Guo et al. [9] extended this framework for multi-label samples. We adopt this extended solution to obtain soft labels of unlabeled samples.
be training samples, X l stores the l labeled samples and X u records the u unlabeled samples, N = l + u. To detect the outliers, an extra label (C + 1) is appended into the label set to represent the outlier. Suppose the predicted likelihood label matrix is
are row vectors and 0 F ic 1. F l denotes the predicted labels of labeled samples and F u denotes the predicted labels of unlabeled samples. 
1) NEIGHBORHOOD GRAPH CONSTRUCTION
To accomplish label propagation, a neighborhood graph composed with labeled and unlabeled samples is usually constructed to explore the local geometric structure of these samples. Here, we use a kNN graph over N samples to approximate the local geometric structure of samples. The weighted adjacency matrix W of the kNN graph is defined as:
where x i ∈ kNN(x j ) stands for x i is one of the k nearest neighbors of x j , and the neighborhood relationship between instances is determined by Euclidean distance. We simply use 0−1 weight in Eq. (6) for its simplicity and wide application. Other settings of W (i.e., Gaussian heat kernel) and distance metrics can also be used.
To ensure the summed transitional probability from i to other nodes of the graph equal to 1, W is normalized as follows:
W ij . W ij represents the probability that a random walk jumps from i to j.
2) LABEL PROPAGATION
Different from single-label (including multi-class and binary-class) learning that assumes the labels of samples are exclusive with each other, labels of multi-label samples are inter-correlated. To ensure convergency of the iterative label propagation, we also normalize the initial label matrix as The probability that sample i belongs to the c-th class label is updated as follows:
From Eq. (8), we can find the probability that the c-th class label associated with x i is partly propagated from its neighbors, and the rest is received from itself. For problem analysis and presentation, we can represent W, Y and F in block-wise matrix form as follows:
For the l labeled samples, we fix F l = Y l and λ l = 0. As to unlabeled samples, we can update the above iterative function as:
where I u ∈ R u×u is an identify matrix and λ u ∈ R u×u is a diagonal matrix with diagonal entries spanned with λ u . Let
Since 0 ≤ W ≤ 1 and ( λ u W uu ) (t+1) approximates to zeros as t increasing, F (t+1) u is a ratio equal sequence and will be converged after a finite number of iterations. F u converges to:
It is easy to find that the sum of each row of F u is equal to 1. F ic can be viewed as the posterior probability of x i belonging to the c-th class. When c = C+1, F ic represents the probability of x i belonging to the extra class. We then truncate the (C + 1)-th column of F. Multi-label samples provide a new opportunity to improve classification accuracy through proper utilization of label correlations, which are absent in single-label samples [7] . Eq. (4) only uses labels of labeled samples to measure the correlation between labels, it is limited by scarce labeled samples. Since the soft labels of unlabeled samples are available, we measure the label correlation between the c1-th label and c2-th label as follows:
After that, we normalize C via C(c1, c2) = C(c1, c2)/ C c=1 C(c1, c). C(c1, c2) can be viewed as the conditional probability that a sample to be annotated with c2 given the sample already annotated with c1. This label correlation is widely adopted in multi-label learning to replenish missing label of partially labeled samples [40] , [41] and to boost the performance of multi-label classification [42] - [44] .
From Eq. (8), we can see that the adopted label propagation technique separately treats each label and does not make concrete use of label correlation during classification. To make use of label correlation, we update F u into F u as follows:
We then take F u as the soft labels of these unlabeled samples and to measure the semantic similarity between these samples.
C. OBJECTIVE FUNCTION OF SMDRdm
It is widely recognized that semantic labels of samples depend on the feature information of the samples. Given that, the feature similarity of samples and semantic similarity derived from labels of these samples are inter-related. Wang et al. [21] and Tan et al. [20] integrated the semantic similarity with feature similarity for multi-label classification and obtained improved performance than using feature similarity alone. MDDM [12] maximizes the dependence between feature similarity derived from projected samples in the subspace and semantic similarity derived from respective labeled samples. It adopts the Hilbert-Schmidt Independence Criterion (HSIC) [18] to quantitatively measure the dependence. HSIC computes the square norm of cross-covariance operator over feature and label space in the Reproducing kernel Hilbert space, it has been successfully used for image annotation [45] , dimensionality reduction [12] and protein function prediction [40] . The empirical measure of HSIC is computed as follows:
N . K and L are the kernel functions in the feature space and label space, respectively. δ ij = 1 if i = j; δ ij = 0 otherwise. MDDM approximates K with XP T PX T and L with YY T , and then seeks the target projective matrix P by maximizing Eq. (15) .
From Eq. (15) and the approximation used by MDDM, we can observe that sufficient labeled samples are required to confidently estimate the dependence between X and Y, since L can not be reliably measured based on scarce labeled samples. To avoid being restricted by limited labeled samples,
Here, L is approximated with soft labels of unlabeled samples and available labels of labeled samples, it numerically measures the semantic similarity between N training samples, instead of l labeled samples only. To this end, we update the dependence between feature similarity and semantic similarity of N samples as follows:
Eq. (16) only focuses on the local geometric of N samples, since F is obtained via the local geometric structure of these samples. The global discriminant structure of samples can also boost the performance of dimensionality reduction and classification [7] , [29] . Given that, we take advantage of the between-class and within-class scatter matrices of labeled samples to capture the discriminant structure of samples, and take the dependence term as a plugin of the linear discriminant analysis framework as follows:
where I D ∈ R D×D is an identity matrix, α > 0 is a scalar parameter to balance the between-class scatter information of labeled samples and the dependence with respect to all samples. hold for two conformable matrices (A and B). To avoid P being an matrix with all entries as zeros, the constraint PP T = I D is added. The minimization of the above equation is to make samples of the same class being close whilst samples of different classes being faraway from each other in the projected subspace, and to maximize the dependence between labels and projected features of these samples. Eq. (17) is a generalized Rayleigh quotient problem, we can seek the optimal P via a generalized eigen-decomposition problem as follows:
P is spanned with d eigenvectors corresponding to the d smallest eigenvalues of the above problem. Although the rank of S b is C − 1, both the rank of S w and that of (S b + αX T HFF T HX) are larger than C − 1 (as long as α > 0), so the target dimensionality d of SMDRdm can be larger than C − 1, whereas that of MLDA, SSMLDR and MLDA-LC is at most C − 1. SSMLDR uses the soft labels of all training samples to update the within-class scatter and between-class scatter matrices, and then directly employs Eq. (5) to seek the projective matrix P. Thus it is heavily dependent on the quality of these soft labels. In essence, these soft labels depend on the labels of labeled samples and the geometric structure of samples encoded by the kNN graph, which is constructed in the original space. However, it is challenging to construct a well-structured graph on high-dimensional samples [17] , [35] . MLDA-LC utilizes a manifold regularization term on the kNN graph to explore and exploit the local geometric of samples. Both SSMLDR and MLDA-LC rely on the quality of the kNN graph. Although SMDRdm also employs the kNN graph to obtain soft labels, it additionally makes use of discriminant information of labeled samples and does not solely depend on these soft labels. In addition, it measures the feature similarity of samples in the projected subspace instead of the original space, and maximizes dependence between feature similarity and semantic similarity to synergize label information and the projected feature information. Given that, SMDRdm is less impacted by the adopted kNN graph. Our following experimental results also show that SMDRdm performs significantly better than these semi-supervised counterparts across various evaluation metrics, and it is more robust to the input value of k than them.
SMDRdm takes O(N 2 D) to construct a kNN graph and O(NC 2 ) to compute the label correlations. Obtaining the soft labels takes about O(N 2 C). Similar to MLDA, SMDRdm performs SVD on X and the complexity of SVD is O(NDd).
Finally, it takes O(N 3 ) to compute the dependence term adopted by SMDRdm. Thus, the overall complexity of SMDRdm is O (N 2 D + N 3 ) . In fact, since the neighborhood graph and the data matrix X are often both sparse, the overall complexity can be significantly reduced.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP 1) DATASETS
We conduct experiments on six publicly available real-world datasets to quantitatively evaluate the performance of the proposed SMDRdm. The statistics of these datasets are listed in Table 1 . These datasets are from three different domains with different dimensions and number of samples, they were used to evaluate the performance of multi-label dimensionality reduction methods [7] , [9] , [11] , [12] . Emotions is a multi-label music dataset, Scene and Corel5k are multilabel image datasets, Medical, Science and Tmc2007-500 are multi-label text datasets. Science is a subset of Yahoo dataset from Mulan. These six datasets can be downloaded from Mulan (http://mulan.sourceforge.net/datasets-mlc.html http://mulan.sourceforge.net/datasets-mlc.html).
TABLE 1. Statistics of datasets used for experiments.
N is the number of samples, D is the dimensionality of samples, C is the number of distinct labels of these samples, LC (Label Cardinality) is the average number of labels per sample.
2) COMPARING METHODS
To comparatively evaluate the performance of SMDRdm, we compare it against six related and representative multilabel dimensionality reduction methods. SSMLDR [9] , MLDA-LC [11] , MLDA [7] , MDDM [12] , ML-LS [10] and CCA [13] . The first two are semi-supervised multi-label dimensionality reduction methods and the last four are supervised ones. These comparing methods were introduced in Related work II. We first apply these dimensionality reduction methods to project the high-dimensional samples into a low-dimensional subspace. After that, the widely-adopted ML-kNN [46] classifier is applied to classify the samples in the subspace.
In the experiments, we specify (or optimize) the input parameters of these comparing methods as the authors suggested in the original papers. As to SMDRdm, k = 10 is used to construct the kNN graph and for ML-kNN, α is fixed as 0.01, and λ u is set as 0.99 for unlabeled samples. The sensitivity of k for these kNN graph based methods (SMDRdm, SSMLDR and MLDA-LC), λ u for unlabeled samples and α for the dependence term will be studied later.
3) EVALUATION METRICS
To evaluate the performance of different dimensionality reduction methods, we adopt six popular multi-label classification metrics [2] : RankingLoss (RankLoss),
RankLoss counts the average number of times that irrelevant labels are ranked ahead of relevant ones of the sample. The smaller the value of RankLoss, the better the performance is. Its formal definition is:
where f (x i ) ∈ R C is the ML-kNN predicted likelihood of x i with respect to C class labels and N t is the number of testing samples. 1 ≤ c1, c2 ≤ C,Ȳ i is the complementary set of Y i and Y i is the known label set of the i-th sample, and N is the number of test samples. AvgPrec evaluates the average fraction of relevant labels ranked ahead of a particular relevant label of the sample. The larger the value of AvgPrec, the better the performance is. Its formal definition is:
rank(x i , c1) returns the rank (from largest to lowest) of c1 in f (x i ). MacroAvgF1 firstly computes the F1 measure (harmonic mean of precision and recall) of each label and then takes the average F1 measure of all labels. MicroAvgF1 calculates the F1 measure on the predictions of different labels as a whole, it evaluates both micro average of precision and micro average of recall with equal importance. Its formal definition is:
OneError measures the frequency that most plausible predicted label of a sample does not belong to its actual label set. The smaller the value of One-Error, the better the performance is. Its formal definition is:
AvgAUC firstly computes the area under receiver operating curve of each label, and then takes the average values of all labels.
MacroAvgF1 and MicroAvgF1 require the predicted label likelihood vector f (x) ∈ R C made by ML-kNN to be a binary one, we consider the q most plausible labels as the relevant labels of a sample and q is equal to the average label cardinality (round to next integer) of labeled samples. The other four metrics directly work on the likelihood vectors. To be consistent with other evaluation metrics, we report 1-RankLoss and 1-OneError, instead of RankLoss and OneError. We want to remark that these metrics evaluate the performance of dimensionality reduction from different viewpoints, one method often can not consistently perform better than another one across all these metrics.
B. RESULTS ON DIFFERENT DATASETS
To investigate the performance of these comparing methods on different datasets, we randomly partition 70% samples into the training set and 30% samples into the test set, whose label information is only used for validation. For the training set, we randomly select 20% samples as the labeled samples and take others as unlabeled samples to learn the projective matrix P. After that, we use P to project the training and testing samples into the subspace, and then apply ML-kNN to classify testing samples. The target dimensionality (d) is fixed as C − 1, namely 5, 44, 5, 259, 21 and 21 for Emotions, Medical, Scene, Corel5k, Science and Tmc2007-500. To study the advantage of dimensionality reduction, we also directly apply ML-kNN in the original feature space of these datasets. To avoid random effect, we independently and randomly repeat the partition and selection 10 rounds for each comparing method on each dataset. Table 2 shows the average results of SMDRdm and comparing methods with respect to six evaluation metrics on respective datasets. From Table 2 , we can find that SMDRdm outperforms other comparing methods across all the evaluation metrics in most cases. Dimensionality reduction methods generally boost the performance of ML-kNN and semi-supervised methods often outperform supervised ones. That is because semi-supervised methods leverage labeled and unlabeled samples to more well explore the geometric structure of samples. In contrast, supervised methods only use a few labeled samples to explore the geometric structure of samples. MLDA frequently performs better than other supervised methods, since it explicitly utilizes label correlation to improve the performance of multi-label dimensionality reduction.
MLDA sometimes even works better than its semisupervised variants (MLDA-LC and SSMLDR). This observation indicates the local geometric structure of highdimensional samples can not well-captured by kNN graph. In fact, SMDRdm also adopts the kNN graph for label propagation and to obtain soft labels of unlabeled samples. Since SMDRdm takes dependence term with respect to soft labels of samples and to projected features of these samples as a plugin of linear discriminant analysis, it is less dependent on the kNN graph than the other two semi-supervised counterparts and frequently outperforms MLDA. MDDM also adopts a dependence term, but the dependence term is not so reliable, since it is derived from only labeled samples. So MDDM almost always loses to SMDRdm. SSMLDR also incorporates soft labels into MLDA, it often obtains comparable performance with MLDA-LC. But it sometimes loses to MLDA and says nothing of SMDRdm. That is because the soft labels obtained from label propagation on the kNN graph are not reliable as anticipated and SSMLDR solely utilizes these soft labels for discriminant analysis.
One interesting observation is that ML-kNN often gets the highest 1-OneError than other comparing methods. That is principally because 1-OneError is defined with respect to the first plausible label only and ML-kNN is a votingbased method, which prefers to assign the most frequent label of neighborhood samples of a sample to this sample. For this preference, it often has lower performance than other comparing methods with respect to other evaluation metrics, which focus on the predicted label set of a sample. We want to remark that these six adopted evaluation metrics measure the quality of multi-label dimensionality reduction and classification from different aspects, and it is rather difficult for an approach always performing better than others.
In addition, we study the performance of our proposed method against other comparing methods with much less labeled samples on these six datasets. Follow the similar experimental protocol as with 20% labeled samples, we randomly select 10% labeled samples of the training set (70%) and report the average experiment results of 10 independent runs in Table 3 . Beside paired Student's t-test, we also apply signed-rank test [47] , [48] to assess the statistical difference between SMDRdm and other seven comparing methods, all the p-values are smaller than 10 −4 . Similar to the observations with 20% labeled samples of the training set, SMDRdm generally outperforms other comparing methods across these evaluation metrics and datasets. This comparison show that SMDRdm is also effective with less labeled samples.
We further study the performance of these comparing methods (except CCA and ML-LS, since they restrict d ≤C) under other target dimensionalities (d) and reveal the results with respect to 1-RankLoss and AvgPrec in Fig. 1 and Fig. 2 , respectively. From these two figures, we can see that SMDRdm almost always achieves more prominent subspaces than these comparing methods across different datasets. In practice, the results with respect to other evaluation metrics also show the same trends as these figures. These results further demonstrate the advantage of SMDRdm for multi-label dimensionality reduction. d = C − 1 generally gives the best results for SMDRdm, SSMLDR, MLDA-LC and MLDA, since these methods all work under the linear discriminant analysis framework. Based on the results in these figures, we suggest to set d = C − 1 for experiments.
In summary, the performance margin between SMDRdm and SSMLDR (MLDA-LC, MLDA) corroborates the advantage of SMDRdm. These experimental results also justify our motivation to maximize the dependence between feature similarity of projected samples and semantic similarity derived from soft labels of these samples, and to take this dependence term as a plugin term for multi-label linear discriminant analysis.
C. BENEFITS OF USING SOFT LABELS
To study the benefit of utilizing soft labels to measure the semantic similarity between samples, we introduce a variant of SMDRdm named as SMDRdm-L, which only uses the labeled samples to measure the semantic similarity between samples. In other words, SMDRdm-L approximates L by YY T and then employs Eq. (17) for multi-label dimensionality reduction. Table 4 shows the experiment results of SMDRdm-L and SMDRdm with d = C − 1. Beside paired Student's t-test, we also apply signed-rank test [47] , [48] to assess the difference between SMDRdm and SMDRdm-L, and the p-value is smaller than 10 −6 . From these comparisons between SMDRdm and SMDRdm-L, we can conclude that SMDRdm-L is significantly outperformed by SMDRdm, which measures the semantic similarity between samples using soft labels of all training samples, instead of limited labels of labeled samples. This fact corroborates that the semantic similarity can not be reliably measured by limited labeled samples, and it also answers why SMDRdm works better than MDDM.
D. PARAMETER SENSITIVITY ANALYSIS
SMDRdm, SSMLDR and MLDA-LC make use of kNN graph for dimensionality reduction or label propagation. To study the sensitivity of these methods to the input value of k, we increase k from 3 to 10 and report the 1-RankLoss and AvgPrec in Fig. 3 and Fig. 4 of them under each input value of k.
From these figures. we can find the 1-RankLoss and AvgPrec of these methods have some fluctuations but SMDRdm generally gets better performance than the other two methods in most cases. In addition, SMDRdm is generally more stable than other two methods under different input values of k, and it can more easily select an effective input value of k than them. The reason is accountable. MLDA-LC adopts the kNN graph constructed in the original high-dimensional space to explore the local geometric structure of samples. It directly defines a manifold regularization term to capture the local geometric structure and incorporates the term into linear discriminant analysis for dimensionality reduction. Given the limited amount of labeled samples, MLDA-LC is heavily dependent on the quality of kNN graph, whereas it is rather difficult to construct a faithful kNN graph on highdimensional samples. SSMLDR employs label propagation on the kNN graph to assign soft labels to unlabeled samples. Since soft labels occupy much more than the labels of labeled samples, SSMLDR is heavily affected by these soft labels and the kNN graph. In practice, SMDRdm also uses the same technique as SSMLDR to obtain soft labels of unlabeled samples. However, it takes advantage of the dependence term to synergize these soft labels and projected feature information of samples, and then takes the dependence term as a plugin of multi-label discriminant analysis. Given that, it is less affected by these soft labels. The performance gap between SMDRdm and MLDA-LC suggests the adopted dependency term is more effective than the local manifold regularization term adopted by MLDA-LC.
We also conduct additional experiments to study the parameter sensitivity of λ u . Follow the same experimental protocol in Subsection IV-A, we independently repeat SMDRdm and SSMLDR 10 rounds under each input value of λ u ∈ {0.1, 0.2, 0.4, 0.8, 0.99} and report the average results of each method in Fig. 5 (1-RankLoss) and Fig. 6 (AvgPrec). From these two figures, we can clearly see that SMDRdm is robust to the input values of λ u and SSMLDR is sensitive to the input values of λ u . That is because λ u affects the predicted soft labels and SSMLDR is heavily dependent on the quality of soft labels. Although SMDRdm utilizes the same soft labels as those of SSMLDR, it makes use of these soft labels for dependence measurement and takes the dependence term as a plugin of linear discriminant analysis. The sensitivity analysis with respect to λ u further justifies our motivation to take advantage of soft labels for dependence measurement and to maximize dependence for dimensionality reduction. In addition, we also investigate the sensitivity of α (see Eq. (17)), which balances the between-class scatter information of labeled samples and the dependence term with respect to all samples. We vary α in {10 −6 , 10 −5 , · · · , 1, 10}. The experimental results on six datasets are shown in Fig. 7 (1-RankLoss) and Fig. 8 (AvgPrec). From these two figures, we can see that SMDRdm achieves stable and good performance for a wide range of α. Here, we want to remind that when α = 0, SMDRdm is degenerated to MLDA. By referring to the results in Table 2 and Figs. 1-2 , we can conclude that by incorporating the dependence term, SMDRdm significantly improves the performance of MLDA.
From these parameter sensitivity analysis, we can also conclude that SMDRdm is robust to the input parameters.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a Semi-supervised Multi-label Dimensionality Reduction based on dependence maximization (SMDRdm) method. To avoid the issue suffered by traditional approaches that only maximizes dependence between feature similarity and semantic similarity of labeled samples. SMDRdm assigns soft labels to unlabeled samples by a label propagation technique and maximizes the dependence with respect to all the samples, including unlabeled ones. Extensive experimental results and comparisons on publicly accessible multi-label datasets not only show that SMDRdm obtains more prominent performance than other related comparing methods, but also suggest the dependence term derived from soft labels and projected features of samples is an effective alternative dependence term. In the future, we would like to explore multi-label classification oriented label propagation techniques and other semantic similarity metrics to further improve the performance of SMDRdm.
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