Abstract. Weighted anisotropic Triebel-Lizorkin spaces are introduced and studied with the use of discrete wavelet transforms. This study extends the isotropic methods of dyadic ϕ-transforms of Jawerth (1985, 1989) to non-isotropic settings associated with general expansive matrix dilations and A ∞ weights.
Introduction and statements of main results
Many function spaces arising in harmonic analysis admit decompositions into simpler building blocks, often called atoms or molecules, that have some additional desirable properties. Perhaps the best known is the atomic decomposition of the Hardy spaces H p (R n ), 0 < p ≤ 1, which was first shown by Coifman [17] and was later extended to many other directions by a number of authors [19, 24, 29, 38] .
One of the possible directions, where decomposition techniques are very useful, is the study of a large class of general Triebel-Lizorkin spacesḞ The atomic and molecular decomposition results for isotropic Triebel-Lizorkin spaces were first obtained by Frazier and Jawerth [27] with the help of the ϕ-transforms, which are now more often called discrete wavelet transforms.
The other possible direction of extending classical function spaces arising in harmonic analysis is the study of Euclidean spaces equipped with non-isotropic dilation structures. One of the first studies of this sort was accomplished by Calderón and
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Torchinsky [14, 15] who introduced and studied parabolic Hardy spaces associated with certain one parameter groups of dilations on R n . Folland and Stein [24] extended this study to Hardy spaces defined on a class of homogeneous groups, which includes an important example of the Heisenberg group, where non-isotropic characteristics come naturally due to non-commutativity of a group action.
The non-isotropic variants of Triebel-Lizorkin and Besov spaces have been studied by Besov, Il'in, and Nikol'skiȋ [4] and Schmeisser and Triebel [39, 42] . These studies were concerned mostly with Euclidean spaces associated with one-parameter groups of diagonal dilations of the form ⎛ ⎜ ⎜ ⎝ where t ∈ R and a = (a 1 , . . . , a n ) is a given anisotropy. More recently, Farkas [21] obtained atomic decomposition for Besov and Triebel-Lizorkin spaces associated with the above anisotropy. Furthermore, Berkolaȋko and Novikov [2, 3] constructed interesting Meyer-type wavelets adapted to any given anisotropy a = (a 1 , . . . , a n ) and showed that the constructed wavelets form unconditional bases for the corresponding classes of Besov and Triebel-Lizorkin spaces. Finally, there is also significant interest in the study of weighted function spaces associated with general A ∞ weights. This direction of research was carried over by Bui, Paluszyński, and Taibleson [8, 9, 11, 12] for Besov and Triebel-Lizorkin spaces. The weighted Hardy spaces were studied by Strömberg and Torchinsky [40] .
The goal of this work is to combine these developments into one coherent theory of weighted anisotropic Triebel-Lizorkin spaces on Euclidean spaces with the use of the discrete ϕ-transforms of Frazier and Jawerth. The main novelty of our approach is that we allow a fairly general discrete group of dilations, motivated by their role in the multidimensional theory of wavelets. More precisely, we introduce and study Triebel-Lizorkin spaces associated with an expansive dilation A, that is, an n × n real matrix all of whose eigenvalues λ satisfy |λ| > 1. Our formulation includes the previously-studied classes of Triebel-Lizorkin spaces that corresponded to diagonal dilations. In what follows we summarize the results obtained in this work.
The starting point in the theory of discrete ϕ-transforms of Frazier and Jawerth is a basic representation formula for tempered distributions f = Q f, ϕ Q ψ Q , where the sum runs over all dyadic cubes Q in R n , and ϕ Q and ψ Q are translates and dilates of ϕ and ψ localized to a dyadic cube Q. Lemma 2.8 generalizes this formula to a non-isotropic setting, where the dyadic cubes Q are replaced by a collection of dilated cubes
adapted to the action of a dilation A. Naturally, the functions ϕ and ψ have to satisfy support conditions (2.9) and the Calderón reproducing formula (2.10). In particular,φ andψ have to be smooth and compactly supported. Following Frazier and Jawerth, we then define the ϕ-transform, which maps the distribution f to the sequence of its wavelet coefficients S ϕ f = { f, ϕ Q } Q∈Q . For any sequence s = {s Q } Q∈Q of complex numbers, we formally define the inverse ϕ-transform, which maps s to a distribution T ψ s = Q∈Q s Q ψ Q . To guarantee meaningfulness and boundedness of these transforms, we need to introduce quantitative assumptions on distributions f and sequences s. We will assume that f belongs to anisotropic Triebel-Lizorkin spaceḞ α,q p and s belongs to its discrete variantḟ α,q p . Given α ∈ R, 0 < p < ∞, 0 < q ≤ ∞, and a dilation A, we introduce the anisotropic Triebel-Lizorkin spaceḞ α,q p as the collection of all tempered distributions f (modulo polynomials) such that
where ϕ ∈ S(R n ) satisfies certain support conditions (3.2) and (3.3), and ϕ j (x) = | det A| j ϕ(A j x). In Corollary 3.7 we show that this definition is independent of the choice of ϕ in a more general weighted setting, where L p (R n ) is replaced by L p (R n , wdx) with a weight w in the Muckenhoupt A ∞ class. In the standard dyadic case A = 2Id we have det A = 2 n and the factor | det A| jα in the above definition would be 2 jαn instead of the usual 2 jα . Thus, our convention amounts to rescaling the smoothness index α, which in the traditional case is thought of as the number of derivatives.
The discrete Triebel-Lizorkin sequence space,ḟ as it was done in [27] . This is because theḟ α,q p norm is generally easier to work with, since it is discrete and depends only on the magnitude of the sequence elements. Therefore, following the approach of Frazier and Jawerth, we will study operators onḞ is the almost diagonal condition studied in great detail in [27] . We extend this notion to a non-isotropic setting and we show that the expected boundedness result, Theorem 4.1, holds for anisotropic Triebel-Lizorkin spaces.
In Section 5 we introduce the notion of smooth molecules for anisotropic TriebelLizorkin spaces extending familiar isotropic molecules introduced in [27] . A smooth molecule supported near the dilated cube Q ∈ Q must satisfy appropriate smoothness, decay, and vanishing moments properties. In Theorem 5. , where a Q 's are smooth atoms. That is, each a Q is compactly supported near the dilated cube Q and satisfies appropriate smoothness and vanishing moments conditions. This result is again an extension of [27] to the weighted anisotropic Triebel-Lizorkin spaces.
Finally, we also study inhomogeneous anisotropic Triebel-Lizorkin spaces F α,q p and we outline analogous decomposition results for these spaces. Section 6 includes the proofs of some of more technical and longer auxiliary results needed in this work.
Some background tools
We start by recalling basic definitions and properties of non-isotropic spaces associated with general expansive dilations.
Basic facts about expansive dilations and A p weights.
A real n × n matrix A is an expansive matrix, sometimes called shortly a dilation, if min λ∈σ(A) |λ|>1, where σ(A) is the set of all eigenvalues (the spectrum) of A. A basic notion in our study is a quasi-norm ρ A associated with A, which induces a quasi-distance making R n a space of homogeneous type. For rudimentary facts about spaces of homogeneous type we refer the reader to [18, 19, 29] . Definition 2.1. A quasi-norm associated with an expansive matrix A is a measurable mapping ρ A :
where H ≥ 1 is a constant.
In the standard dyadic case A = 2Id, a quasi-norm ρ A satisfies ρ A (2x) = 2 n ρ A (x) instead of the usual scalar homogeneity. In particular, ρ A (x) = |x| n is an example for a quasi-norm for A = 2Id, where | · | represent the Euclidean norm in R n . For a list of properties of quasi-norms associated with expansive dilations we refer the reader to [6, 32] . Here, we only recall a few basic facts needed in this work. One can show that all quasi-norms associated to a fixed dilation A are equivalent; see [6, Lemma 2.4] . Moreover, there always exists a quasi-norm ρ A , which is C ∞ on R n except the origin; see [33] . However, for our purposes it is enough to restrict to a quasi-norm ρ A given by
where
, and B(0, 1) = {x ∈ R n : |x| < 1} is the unit ball. Equivalently,
for x = 0 and ρ A (x) = 0 for x = 0. It is then clear that ρ A given by (2.2) satisfies (2.1) with the constant H = | det A| j 0 , where j 0 is the smallest integer such that 0, 1) ). Moreover, one can show that the above quasinorm satisfies (2.4) |{x ∈ R n : ρ A (x) < r}| ≈ r for any r > 0.
Since all quasi-norms associated to a fixed dilation A are equivalent, (2.4) holds for any quasi-norm ρ A associated with A. It should be remarked that the quasi-norm ρ A given by (2.2) might produce ρ A -balls {x ∈ R n : ρ A (x) < r}, which are not convex. Despite this, it is possible to modify the above construction to guarantee that ρ A -balls are convex. To achieve this, one must replace the ball B(0, 1) in (2.3) by an appropriate ellipsoid ∆ satisfying ∆ ⊂ r∆ ⊂ A∆ for some r > 1. For more details, we refer to [6, p. 5] . Therefore, we will simply assume that ρ A -balls are convex.
We also need the following basic facts about the quasi-norm ρ A ; see [6, 33] .
Proposition 2.1. For any expansive matrix A, there exists a constant
Consequently, for any > 0, 
Then for any quasi-norm ρ A there exists a constant C such that
Furthermore, if A is diagonalizable over C, then we may take λ − = min λ∈σ(A) |λ| and λ + = max λ∈σ(A) |λ|.
We will also need the following easy estimates 
For any locally integrable function f on R n , we define the Hardy-Littlewood maximal operator M ρ A to be
where B is the collection of all ρ A -balls B.
We will use the following two standard results on weighted norm inequalities. [29, Chapter IV] or [38, Chapter V] . In fact, Theorem 2.4 is a special case of a more general Theorem 2.5, which is the FeffermanStein vector-valued inequality [22] in the weighted setting. Theorem 2.5. Suppose that 1 < p < ∞, 1 < q ≤ ∞, and w ∈ A p . Then there exists a constant C such that
For a direct proof of this result for R n with the usual isotropic distance metric we refer to [1] ; see also [29, 
where A * is the adjoint (transpose) of A. Here, suppφ = {ξ ∈ R n :φ(ξ) = 0}, and the Fourier transform of f iŝ
be the dilated cube, and x Q j,k = A −j k be its "lower-left corner". Let
It is not hard to show that the conditions (2.9), (2.10) imply that the wavelet systems {ϕ Q : Q ∈ Q} and {ψ Q : Q ∈ Q} form a pair of dual frames in L 2 (R n ). This means that {ϕ Q : Q ∈ Q} and {ψ Q : Q ∈ Q} are Bessel sequences, i.e., there exists a constant C > 0 such that
and
where the above series converges unconditionally in L 2 . Indeed, using (2.9) and a standard periodization argument (see for example [5, Lemma 3.1]), it is not hard to show that
and the similar identity for ψ. This together with (2.9) shows (2.11). Applying analogous periodization arguments such as [5, Theorem 3.2 and Theorem 4.2] and using (2.10) yields (2.12). We remark that (2.12) also follows from more general considerations in [16] . Since our interest lies beyond L 2 theory of wavelet decompositions, we will need the following two lemmas providing basic reproducing identities (2.14) and (2.23) used subsequently in the study of ϕ transform. Lemma 2.6 shows that any distribution f admits a kind of Littlewood-Paley decomposition adapted to an expansive dilation A, whereas Lemma 2.8 provides the fundamental reproducing identity for distributions by means of discrete wavelet transforms. Both of these results are anisotropic modifications of their well-known dyadic analogues; see [25, 27, 28] .
Lemma 2.6. Suppose that A is an expansive matrix and ϕ ∈ S(R
and suppφ is compact and bounded away from the origin. Then for any f ∈ S (R n ), 
where the convergence is in S .
To show Lemma 2.6 we will need to use the following proposition, which is of independent interest. 
Proposition 2.7 is probably a folklore fact; see [36, p. 53 ]. Since we could not find its proof in the literature, we include the proof of Proposition 2.7 in Section 6.
Proof of Lemma 2.6. Take any f ∈ S and suppose thatf has order ≤ m. This means that there exists an integer l ≥ 0 and a constant C such that
where ||φ|| α,β = sup x∈R n |x α ||∂ β φ(x)| denotes the usual semi-norm in S(R n ) for multi-indices α and β. Suppose that ϕ ∈ S satisfies the hypothesis of Lemma 2.6. In particular, there exists a constant c > 0 such that (2.17) suppφ ⊂ {ξ ∈ R n : 1/c < |ξ| < c}.
We will first show that the series j≥0 ϕ j * f converges in S . Since the Fourier transform is an isomorphism of S , this is equivalent to saying that j≥0 ϕ jf converges in S . By (2.16)
, by applying the chain rule we have
Since the norms ||(A * ) −j || are uniformly bounded for all j ≥ 0 by the expansiveness of A * , we have by (2.17) 
where in the last two steps we used (2.8) and (λ + /λ − ) j < 1 for j < 0, respectively. To clarify (2.21), we note that 0 ≤ k ≤ d + 1 represents the number of derivatives that fall on the term ξ γ when applying the Leibniz rule for ∂ β (ξ γ ϕ j φ). Therefore, by (2.16) and (2.21) for any |γ| = d + 1 we have
By (2.13) it is clear that supp(f −f 0 ) = {0} by testing against φ ∈ S with 0 ∈ supp φ. Therefore, there exists a polynomial P such that f = f 0 + P , which completes the proof of Lemma 2.6.
Lemma 2.8. Suppose that A is an expansive matrix. If
with convergence in S . Consequently, if ϕ, ψ ∈ S (R n ) satisfy (2.9), (2.10), then 
with convergence in S .
Proof. The proof of Lemma 2.8 is a straightforward adaptation of [28, Lemma 6.10], which is included for completeness. Since g ∈ S (R n ) has compact support in the Fourier domain, g is regular. More precisely, the distribution g is a slowly increasing (at most polynomially fast) and infinitely differentiable function. Hence, g(A −j k) is well defined for each k ∈ Z, and the integral defining (g * h)(x) converges absolutely since h ∈ S(R n ). First, we suppose that g ∈ S(R n ) and expandĝ in the Fourier orthonormal basis
Sinceĝ is supported in (A
n by R n in the above integral so that we havê
by the Fourier inversion formula. Since suppĥ
n , we can replaceĝ by its periodic extension without altering the productĝĥ. Using g * h = (ĝĥ), we obtain
The case of a general g ∈ S is obtained from the result just proved by the standard regularization argument.
Using the Lebesgue Dominated Convergence Theorem and taking the limit as δ → 0, we obtain (2.22). It is clear that the series (2.22) converges pointwise and in S . Finally, to show (2.23), take any j ∈ Z.
Combining Lemma 2.6, (2.9), (2.10), and summing the above over j ∈ Z, yields (2.23).
Triebel-Lizorkin spaces
In this section we define the weighted anisotropic Triebel-Lizorkin spaces using the Littlewood-Paley decomposition associated with general expansive dilation matrices.
Homogeneous Triebel-Lizorkin spaces.
Motivated by the classical definition of Triebel-Lizorkin spaces by Triebel [42, 43] , Frazier, Jawerth and Weiss [27, 28] , and their weighted counterparts by Bui [8, 10] , we define anisotropic Triebel-Lizorkin spaces as follows.
where ϕ ∈ S(R n ) satisfies (3.2) and (3.3),
To emphasize the dependence on ϕ we will use the notationḞ α,q p (R n , A, wdx)(ϕ) for (3.1). Later we will show that this definition is independent of ϕ.
The sequence spaceḟ
For the basic properties of S /P, we refer to [42, Section 5.1]. Here, we only recall that S /P can be identified with the space of all continuous functionals on the closed subspace S 0 (R n ) of the Schwartz class S(R n ) given by
Equivalently, S 0 (R n ) is defined as a collection of φ ∈ S such that semi-norms
Moreover, semi-norms || · || M generate a topology of a locally convex space on S 0 (R n ). We will make an extensive use of the following technical lemma. The proof of Lemma 3.1 can be found in Section 6.
for all f ∈ S with suppf ⊂ K. Proof. The continuity of the inclusion map is shown most easily for ϕ satisfying (2.13) in addition to (3.2) . It is a consequence of Lemma 3.1 applied for compact sets K j = (A * ) j suppφ, j ∈ Z, together with the observation that the constants C = C(K j ) in (3.5) are uniformly bounded for j < 0 and they grow at most as
Using techniques similar to the proof of Lemma 2.6, it is then not very difficult to show that there exists M > 0 and s 2 > 0 such that
where ||φ|| M is given by (3.4). Indeed, the idea behind showing (3.7) is as follows. Choose h ∈ S(R n ) such thatĥ(ξ) = 1 for all ξ ∈ suppφ and suppĥ ⊂ {ξ : 1/r < |ξ < r} for some r > 0. Then using f * ϕ j , φ = f * ϕ j , h j * φ one can replace the semi-norms ||φ|| β,γ , where |β| ≤ n + 1 and |γ| ≤ N , by ||ĥ((A * ) −j ·)φ(·)|| β,γ in (3.6). Then techniques from the proof of Lemma 2.6 can be used to show (3.7). For more details about deriving (3.7), we refer the reader to [7, Proposition 3.3] .
Thus, (3.7) and Lemma 2.6 yield
which shows that i :Ḟ In the case when ϕ satisfies only (3.2) and (3.3), one must use a variant of Lemma 2.6, where (2.14) is replaced by
where ψ is as in Lemma 3.6 andψ(x) = ψ(−x). This completes the proof of Proposition 3.2.
Wavelet transforms forḞ
such that suppφ, suppψ are compact and bounded away from the origin.
Definition 3.2.
The ϕ-transform S ϕ , often called the analysis transform, is the map taking each f ∈ S (R n )/P to the sequence
This is well defined, since x γ ϕ Q (x)dx = 0 for any multi-index γ. Here, we follow the pairing convention which is consistent with the usual scalar product in L 2 (R n ), i.e., f, ϕ = f (ϕ) for f ∈ S and ϕ ∈ S. The inverse ϕ-transform, T ψ , often called the synthesis transform, is the map taking the sequence
We will show later that T ψ s is well defined for s ∈ḟ α,q p . Given a sequence s = {s Q } Q , 0 < r < ∞, and λ > 0, define the sequence
Clearly, we always have |s Q | ≤ (s * r,λ ) Q for any Q ∈ Q. In order to prove the boundedness of S ϕ and T ψ , we need the following two lemmas. for all s = {s Q } Q .
Lemma 3.4 (Anisotropic Peetre's inequality). Let K be a compact subset of R n and r > 0. Then there exist constants C 1 , C 2 > 0 such that for any g ∈ S (R n ) with suppĝ ⊂ K, we have
The proofs of the above results can be found in Section 6. The next result is a generalization of the fundamental result of Frazier and Jawerth saying that the following diagram is commutative for ϕ and ψ satisfying (2.9) and (2.10): 
Proof. We will only prove the case of q < ∞ and leave details of the easier case q = ∞ to the reader.
To prove the boundedness of T ψ , take any s = {s Q } Q ∈ḟ α,q p . We will show that f = T ψ s = Q s Q ψ Q converges inḞ α,q p and consequently in S /P. Assume momentarily that s = {s Q } is finitely supported. Since the supports ofφ andψ are bounded and bounded away from the origin, there is an integer M such that supp ϕ j ∩ supp ψ i = ∅ for |i − j| > M. Therefore,
Since the functions ϕ l * ψ, l = −M, −M +1, . . . , M all belong to S(R n ), the functions ϕ j * ψ P are uniformly localized on the dilated cubes P ∈ Q, |P | = | det A| −i , with |i − j| ≤ M , by the identity
In particular, for any λ > 1, there is a constant C = C(λ) > 0 such that
By choosing λ > max(1, 1/q, p 0 /p), Lemma 3.3 yields
To show that the same estimate holds for arbitrary s ∈ḟ α,q p , we apply the above argument for some special ϕ additionally satisfying (2.13) and (3.2). Then, by the above estimate and Proposition 3.2, T ψ s = Q s Q ψ Q is a well-defined element of S /P, since sequences with finite support are dense inḟ α,q p for p, q < ∞. Hence, by a limiting argument, the above estimate must also hold for arbitrary s ∈ḟ α,q p , which shows the boundedness of T ψ .
To prove the boundedness of S ϕ , suppose that f ∈Ḟ α,q p (R n , A, wdx)(φ). Then, for any x ∈ R n , j ∈ Z, and r > 0, we have a pointwise estimate
and Lemma 3.4 (Peetre's inequality), since suppĝ is compact and it is (independently of j ∈ Z) contained in supp φ. By the Fefferman-Stein vector-valued inequality with 0 < r < min(p/p 0 , q), we have 
Define ψ, byψ(ξ) =φ(ξ)/h(ξ). An instant verification shows that the Calderón condition (2.10) holds and ψ ∈ S, sinceψ is C ∞ on R n and suppψ = suppφ ⊂ [−π, π] n \ {0}. 
, by the boundedness of Sφ2 and Tψ 2 , since the pairφ 2 ,ψ 2 satisfies (2.9) and (2.10).
Reversing the roles of ϕ 1 and ϕ 2 yields (3.9). 
Let N >0 be the constant guaranteed by Lemma 3.1 for K = j<0 (A * ) j (supp ϕ 1 ). Then, for any j < 0 and a multi-index β, by Remark 3.1 and Lemma 3.1,
Here, we used that for any ϕ ∈ S and a multi-index β, there exists a constant C > 0 such that for all j ≥ 0, we have
This follows from the chain rule and the estimate ||A j || |γ| ≤ C(λ − ) j|γ| for j ≤ 0; see also [6, 1 ∈ S such that (3.10) holds. To show (3.11), let ϕ 2 be another function satisfying hypotheses of Proposition 3.8, and let g 2 ∈ S be the corresponding limit of (3.10) for some sequence of polynomials {P
. Then, by a simple support argument and (2.13), (3.14) supp
Let ϕ ∈ S be given by
To check that ϕ ∈ S, note that for every ξ ∈ R n , only a finite number of terms in (3.15) are non-zero and henceφ is C ∞ . The support ofφ is bounded and bounded away from the origin, sinceφ(ξ) = 0 for all ξ ∈ K, by (2.13). Equivalently, ϕ can be defined as
where the series converges pointwise for all x ∈ R n \ {0}. However, the above series does not converge for x = 0 (unless ϕ 1 (0) = ϕ 2 (0)) and (3.15) is needed to show that ϕ ∈ S.
We claim that
where the series converges in S . Indeed, by (3.15)
Hence, by (3.12) and (3.16), for any φ ∈ S and |β| > L,
This shows (3.11) and completes the proof of Proposition 3.8.
As an immediate corollary of Lemma 2.8 and Proposition 3.8, we have and we briefly describe some of their basic properties. In general, it is much easier to prove results for inhomogeneous than homogeneous spaces, since all technical issues involving convergence in S /P, which preoccupied much of our attention, are nonexistent in the inhomogeneous case. Moreover, all results for inhomogeneous spaces considered here are generally straightforward modifications of the corresponding homogeneous results and therefore we will only outline required changes. as the collection of all f ∈ S such that
where Φ ∈ S(R n ) and ϕ ∈ S(R n ) satisfy (3.2), (3.18), and (3.19),
As in the homogeneous case, we will see that this definition is independent of Φ and ϕ as above.
Let Q 0 = {Q ∈ Q : |Q| ≤ 1}. The sequence space, f
, is the collection of all complex-valued sequences s = {s Q } Q∈Q 0 such that
< ∞, We can also define ϕ-transform S ϕ and the inverse ϕ-transform T ψ corresponding to the inhomogeneous setting.
Definition 3.4. Suppose that Φ, Ψ ∈ S(R
3), and (3.19) . Define the inhomogeneous ϕ-transform S ϕ = S Φ,ϕ to be the map taking each f ∈ S (R n ) to the sequence
The inhomogeneous inverse ϕ-transform T ψ = T Ψ,ψ is the map taking the sequence
Given a pair Φ, ϕ ∈ S satisfying (3.2), (3.18), and (3.19) one can show that there exists another pair Ψ, ψ ∈ S satisfying the same properties such that
Indeed, to show (3.20) , notice that (3.18) and (3.19) imply that ϕ satisfies (3.3). By Lemma 3.6, there exists ψ ∈ S such that (2.9) and (2.10) hold andφ(ξ)ψ(ξ) ≥ 0 for all ξ ∈ R n . Hence, by a compactness argument and (3.19), it is easy to find a required Ψ ∈ S such that (3.20) holds. Moreover, as in Lemma 2.8, we have the representation formula
for any f ∈ S (R n ) with convergence in S . 
Almost diagonal operators
In this section we study the class of almost diagonal operators onḟ α,q p (A, wdx), which was introduced in the dyadic case by Frazier and Jawerth [27] . The interest of these operators onḟ α,q p arises from their close connection to operators on function spaces.
For a quasi-Banach space X, let L(X) be the algebra of bounded linear operators on X with the operator norm. Define the bounded operators S *
Repeating verbatim the arguments in [27, Section 3] and using Theorem 3.5 we have the following commutative diagram: 
It is easy to see that B satisfies the almost diagonal condition (4.1) with α = 0.
Let
which reduces the theorem to the case α = 0. First, we consider the case r = min(p/r 0 , q) > 1, which implies that J = 1 in Definition 4.1. Let A be an almost diagonal operator onḟ 0,q p with matrix {a QP } Q,P satisfying condition (4.1). We write A = A 0 + A 1 , with
, and x ∈ Q, we have
using Lemma 6.2. Hence, we have
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Therefore,
, by Minkowski's inequality. By the Fefferman-Stein vector-valued inequality we conclude that
To show the corresponding estimate for A 1 , we apply the same argument as for A 0 using the condition
Therefore, both A 0 and A 1 are bounded onḟ 0,q p and, hence, A is also bounded. The case r = min(p/r 0 , q) ≤ 1 is a simple consequence of the case r > 1. Indeed, we remark that A = {a QP } Q,P being almost diagonal onḟ 0,q p , i.e., (4.1) holds for some > 0, is equivalent to
being almost diagonal onḟ 0,q/r p/r , i.e., (4.1) holds for {a QP } Q,P and = r . Hence, we can pick anr < r so close to r that the almost diagonal condition (4.1) still holds with r = min(p/r 0 , q) replaced byr. This means that p/(r 0r ) > 1, q/r > 1, and that the matrix
satisfies the almost diagonal condition (4.1) onḟ 0,q/r p/r for a smaller value of˜ than = r , sinceJ = max(1, r 0r /p,r/q) = 1. Indeed, we have
|P | |Q|
By ther-inequality, we have
Hence, 5. Atomic and molecular decompositions 5.1. Smooth molecules. We are ready to introduce the notions of smooth molecules adapted to anisotropic setting of expansive dilation matrices considered in this work. Our definition is motivated by smooth molecules associated with the usual dyadic dilations and studied in [27, Section 3] . However, for the sake of clarity, we have decided to use a slightly simplified version of smooth molecules, where the condition on differences of partial derivatives of the highest orders is incorporated into the corresponding decay conditions on partial derivatives of one higher order. This enables us to reduce the number of conditions defining smooth molecules in [27] from 4 to 3. Moreover, this reduction is further justified by the observation that in the non-isotropic setting one generally needs to assume the appropriate decay and smoothness conditions of higher orders than in the isotropic setting. Indeed, in the usual dyadic situation ζ − = ζ + = 1/n and Definition 5.1 is equivalent (modulo the above-mentioned reduction) to the Frazier and Jawerth notion of smooth molecules. However, if a dilation matrix A is non-isotropic, then 0 < ζ − ≤ 1/n ≤ ζ + < 1 and we have different growth rates of a quasi-norm ρ A (x) in different directions. To compensate for this we ought to require more smoothness and decay conditions to have meaningful notion of smooth molecules. These are reflected in conditions (5.1)-(5.6). We say that Ψ Q (x) is a smooth synthesis molecule forḞ
We say that a collection {Ψ Q } Q∈Q is a family of smooth synthesis molecules, if each Ψ Q is a smooth synthesis molecule supported near Q.
We say that Φ Q (x) is a smooth analysis molecule forḞ
We say that {Φ Q } Q∈Q is a family of smooth analysis molecules if each Φ Q is a smooth analysis molecule supported near Q.
The following comments may clarify the above definitions. 
The elementary, but tedious proof of Lemma 5.1 can be found in Section 6. As an immediate consequence we obtain the following two corollaries. 
We will also need the following elementary result, which provides an approximation of smooth molecules by elements of the Schwartz class S. We will present the argument for a smooth analysis molecule Φ; the other case is identical. First, we will show that Φ can be approximated by a sequence
, and h = 1. Suppose that Φ is a smooth analysis molecule for some Q ∈ Q; the other case is analogous. Then, we claim that
, and h k = 1, it is not hard to check that cφ k satisfies (5.4) and (5.5) for sufficiently small c > 0. It is also obvious that φ k ∈ C ∞ satisfies (5.6) and φ k (x) → Φ(x) uniformly as k → ∞. Therefore, by the diagonal argument, we can assume that Φ ∈ C ∞ . Let g be a C ∞ function such that g(x) = 1 for x ∈ B(0, 1), and supp g ⊂ B(0, 2). For every multi-index β, let φ β ∈ S be such that x γ φ β (x)dx = δ β,γ . For example, take
. Then, we claim that 
Proof. By Lemma 2.8, we can write Ψ P = Q Ψ P , ϕ Q ψ Q with the convergence in S /P. By Theorem 4.1 and Corollary 5.2, A given by the matrix {a QP } Q,P = { Ψ P , ϕ Q } Q,P is a bounded operator onḟ α,q p (A, wdx). Since
then by Theorem 3.5, 
The main technical difficulty in the proof of the above theorem is to justify the meaningfulness of the pairing f, Φ Q . Indeed, f ∈Ḟ α,q p is an equivalence class in S /P, and Φ Q may not even belong to S, and consequently, it may not be clear how to understand f, Φ Q . More than that, even when Φ Q happens to be in S, then f, Φ Q may still not be well defined, since it is necessary to choose an appropriate representative of f in S in its equivalence class in S /P for f, Φ Q to be understood as the usual pairing of a tempered distribution f ∈ S with a test function Φ Q ∈ S. Therefore, we need a precise pairing procedure provided by Lemma 5.7. 
converges absolutely and its value is independent of the choice of ϕ and ψ satisfying (2.9) and (2.10).
Proof. First, note that for any f ∈Ḟ α,q p , there exists a matrix {b QP } Q,P ∈Q such that b QP ≥ 0 and To show independence of the choice of ϕ and ψ, let {φ l } ∞ l=1 ⊂ S be the sequence of (constant multiples of) smooth analysis molecules supported near Q and converging uniformly to Φ Q guaranteed by Lemma 5.4. By Proposition 3.8 and Corollary 3.9, there exists a sequence of polynomials
since the above series converges absolutely by (5.8). Moreover, by (3.11) in Proposition 3.8 and (5.6), this definition does not depend on the choice of ϕ and ψ. Since ψ P , φ l → ψ P , Φ Q as l → ∞, by (5.7) and the Lebesgue Dominated Convergence Theorem,
By the above reasoning, this limit is independent of ϕ and ψ satisfying (2.9) and (2.10). This shows that f, Φ Q is well defined by (5.7) and completes the proof of Lemma 5.7. 
Using the representation formula
the rest of the proof of Theorem 5.11 is analogous to that of Theorem 5.8.
Proofs of auxiliary results

Proof of Proposition 2.7.
To show Proposition 2.7 we will need the following lemma.
Then there exists a collection {T γ } |γ|=d+1 of continuous linear maps
Sketch of the proof. Lemma 6.1 is trivial in one dimension, since
(d+1)! , x = 0, is a continuous linear map. Indeed, this is a consequence of the Taylor remainder theorem.
To show Lemma 6.1 in higher dimensions we will proceed by induction. Assume it is true in all dimension < n for all d ≥ 0.
Pick any φ ∈ S d (R n ). For any (x 2 , . . . , x n ) ∈ R n we expand φ in the Taylor polynomial of order d at the point (0, x 2 , . . . , x n ), but only in x 1 variable
where the remainder satisfies
with all its partial derivatives decaying polynomially fast at ∞.
Moreover, since
. . , x n ) : −1 < x 1 < 1} of the hyperplane x 1 = 0, by the Taylor remainder theorem it follows that T γ 0 φ is also C ∞ in U with all its partial derivatives decaying polynomially fast as |(x 2 , . . . , x n )| → ∞. Furthermore, it is not hard to see that the map T γ 0 is continuous. Therefore, by (6.3) and (6.4) (6.5)
Applying the induction hypothesis, for every 0 ≤ j ≤ d we can decompose the function ∂ Since φ ∈ S d (R n ), it admits the decomposition (6.1). Therefore,
On the other hand,
Since ϕ ∈ S is arbitrary and the operators T γ , |γ| = d+1, are continuous by Lemma 6.1, the modified sequence {f i − |α|≤d a i,α ∂ α δ} converges in S as i → ∞.
Proof of Lemma 3.1.
Proof of Lemma 3.1. Lemma 3.1 holds under a weaker hypothesis than w ∈ A ∞ . We only need to require that there is N 0 > 0 and s 0 > 0 such that (6.6)
It is not hard to see that w ∈ A ∞ implies (6.6). Indeed, since w ∈ A ∞ , we can find 1 < p 0 < ∞ such that w ∈ A p 0 , and by duality, w −p 0 /p 0 ∈ A p 0 , where 1/p 0 + 1/p 0 = 1. Hence, if we let s 0 = p 0 /p 0 , then w −s 0 is in A ∞ and thus it satisfies the doubling condition with respect to ρ A . That is, there is a constant D > 0 such that for all x ∈ R n and r > 0 Suppose that K ⊂ R n is compact, 0 < p < ∞ and w satisfies (6.7). Let η ∈ S be such thatη(ξ) = 1 for all ξ ∈ K. Initially, we will show that (3.5) holds for all f ∈ S with suppf ⊂ K. (6.6) , then combining (6.6), (6.8) , and (6.9) yields (3.5) with N = N 1 . Finally, to remove the assumption that f ∈ S, we use the standard regularization technique as in Lemma 3.4. Let h ∈ S satisfy suppĥ ⊂ B(0, 1),ĥ(ξ) ≥ 0, and h(0) = 1. By the Fourier Inversion Formula, |h(x)| ≤ 1 for all x ∈ R n . Given an arbitrary f ∈ S with suppf ⊂ K, we let f δ (x) = f (x)h(δx) for 0 < δ < 1. Then suppf δ ⊂ K + B(0, 1), f δ ∈ S, |f δ (x)| ≤ |f (x)| for all x, and f δ (x) → f (x) uniformly on compact sets as δ → 0. Applying (3.5) to f δ and letting δ → 0, we obtain (3.5) for a general f ∈ S with suppf ⊂ K. This completes the proof of Lemma 3.1.
Finally, we remark that an alternative proof of Lemma 3.1, which also works for doubling measures with respect to ρ A (hence, a larger class than A ∞ weights), can be found in [7] . for any x ∈ Q ⊂B. Summing over k ≥ 0, yields (6.10).
In the second case i > j, we redefine for k ≥ 1, 
