We investigate the embeddings of the value group and residue field of a real closed valued field A in A eq via quantifier elimination in a three sorted language. We classify the one types of field elements in a real closed valued field. Finally, we investigate some of the linear structure in A eq induced by the valuation ring V and introduce the geometric sorts. In a subsequent paper we show that the theory of real closed valued fields has elimination of imaginaries to these geometric sorts.
Introduction
This paper is a precursor to a subsequent paper with similar title. The main goal of the project is to show elimination of imaginaries to suitable sorts for the theory of real closed valued fields. This is a real closed field expanded by, for example a predicate naming a (non trivial) convex valuation ring. A more useful language is the expansion of the language of ordered rings by a binary predicate | interpreted so that a|b iff ab −1 is in the valuation ring. In [1] , it is shown that the theory of real closed valued fields has quantifier elimination in this language. In [5] and [6] , the definable sets were studied. It was also shown that the theory does not have elimination to the field sort, or even to the sorts of Field, Value group, and Residue field. It was conjectured that one could show elimination of imaginaries to sorts coding balls.
We shall show elimination of imaginaries to the geometric sorts in the second paper. This uses several ideas, and the main theorem from [3] . We shall also present a proof that these sorts are in some sense optimal. In particular one can show that one does not have elimination of imaginaries to the ball sorts. This paper provides us with many of the tools we shall need in the second paper. We show quantifier elimination for real closed valued fields in three sorts, in an appropriate language. We investigate the embedding of the algebraic closure of a real closed valued field, in the original structure. We get a good understanding of one types. Finally we develop a picture of the geometric sorts.
Contents
The remainder of this section is used to collate notation, definitions and previous results. In section two we introduce the notion of left (and right) generic types for weakly o-minimal structures. We go on to show that algebraic closure and definable closure coincide on C eq for weakly o-minimal C. Section three is quantifier elimination in three sorts which leads us to strong results concerning the embedding of the value group and the residue field of a real closed valued field (as a group and field respectively) in A eq . Section four classifies and describes the properties of 1-types of field elements in a real closed valued field. Section five proves some basic facts about V -torsors, that is definable cosets of V -submodules of K n . In particular we outline a certain set of uniformly definable V -torsors, and define this collection as the geometric sorts.
Notation and conventions
Let L R+V be the language of rings augmented by a unary predicate V . An L R+V -structure is an algebraically closed valued field of characteristic 0 iff as a field it is algebraically closed, with characteristic zero, and V interprets the (non trivial) valuation ring whose residue has characteristic zero. This class is elementary, and we call the (complete) theory ACV F 0 . Let L OR+V be the language or ordered rings with a unary predicate V . An L OR+V -structure is a real closed valued field iff as an ordered field it is real closed and V interprets a convex (see definition 1) valuation ring. Then the class of real closed valued fields is elementary in this language, and we call its (complete) theory RCV F . Let L OR+DIV be the language of ordered rings augmented by a binary relation |. Let T RCV F +DIV be the L OR+DIV -theory of a real closed valued field where the relation | is interpreted so that x|y iff x −1 y ∈ V .
In this paper A will refer to a real closed valued field in some appropriate language (this can be taken to be L OR+V , except in section 3 when it is L 3 ). The symbol B will refer to a sufficiently saturated model. The symbols K, Γ, k,K will denote the field, value group, residue field and algebraic closure as sorts of D eq for some monster model D. The valuation ring shall be denoted V and the maximal ideal µ as ∅-definable subsets of K. The valuation is denoted v : K → Γ ∪ {∞}. The residue map is denoted res : V → V /µ.
If U = {x : v(x − a) ≥ γ} for some a ∈ K and γ ∈ Γ, then we say U is the closed ball center a radius γ, and denote it = B cl (a, γ). Then B cl denotes the set of closed balls. Similarly if U = {x : v(x − a) > γ} then U is called the open ball center a and radius γ. It is denoted B op (a, γ) and the set of all such balls is denoted B op .
The symbol C will denote an arbitrary first order structure. If S is a subset of C n defined by the formula ψ(x, a) then we use the notation S ψ to denote {a : C |= ∀x(ψ(x, a) ↔ ψ(x, a ))} as a member of C eq .
Note: If S is defined by ψ(x, a) and φ(x, b) then A |= ∀x(ψ(x, a) ↔ φ(x, b)) thus if σ is an automorphism of A we have A |= ∀x(ψ(x, σ(a)) ↔ φ(x, σ(b))). Thus any automorphism fixes S ψ iff it fixes S φ , i.e. they are interdefinable. Thus we will suppress the superscripts and just write S to be S ψ for some ψ which defines S (over some parameters).
If L is a multi sorted language, and F is a sort from L we say that a formula ψ is in F iff all the relations that appear in ψ are relations on F n (for some n). The word type here shall always mean complete type, and definable will always mean definable with parameters.
Given any subset S of K n and any subset of natural numbers R ⊆ n let π R (S) : Athbf P (K n ) → K |R| denote the projection of S onto the coordinates named in R considered as a subset of K |R| .
Initial definitions
Definition 1 Let S be an ordered set.
(1) We say D ⊆ S is convex iff whenever a, b ∈ D and c ∈ S with a < c < b we have c ∈ D. (2) An interval in S is a convex set with endpoints, that is a supremum and an infimum in C ∪ {+∞, −∞}. (3) We say the ordered structure C is o-minimal iff every definable set D ⊆ C is a finite union of intervals. (4) Let C be an ordered structure. Then C is weakly o-minimal iff every definable set D ⊆ C is a finite union of convex sets. (5) Let C be a structure and let C ⊆ C eq be a definable set with a total order < C definable (in C eq ). Then we say C is o-minimal iff for every definable D ⊆ C we have that D ∩ C is a finite union of intervals with respect to < C . (6) A theory T is weakly o-minimal (resp. o-minimal) iff every model of T is weakly o-minimal (resp. o-minimal). (7) Let C a weakly o-minimal structure. Let D be a definable subset of C.
Then a subset D is called a convex component of D iff it is a maximal convex subset of D.
Note that in item 6. it is equivalent to define a theory to be o-minimal iff some model is o-minimal. This is not the case for the condition of weakly o-minimality, see [9] .
We shall be considering the residue field and the value group in detail as interpretable structures in the language of ordered rings and ordered groups respectively. The third structure that crops up here, and in the subsequent paper, is the algebraic closure of K as a valued field. It is a definable structure living on K 2 .
For any real closed field K, one defines addition and multiplication on K
2 ) ≥ 0}. Now we can defineK as the L R+V -structure with domain K 2 in the obvious way.
Note that if A is a real closed field members ofĀ eq can also be considered as members of A eq and A embeds intoĀ. However the definability relation is weaker inK eq . To avoid confusion, we shall write a ∈ dcl A (B) if there is some formula ψ from the language of A eq and parameters b from B so that
shall mean there is a formula ψ from the language ofĀ eq and b from B so thatĀ eq |= ∀x(ψ(x, b) ↔ x = a).
Proposition 2 Let i be a root of
. Then both the following hold.
PROOF. It is trivial to show that v + extends v. We must only check that v + is a valuation. This is a simple calculation, which can be found in [10] . 2 Corollary 3 The theory of K as an L R+V structure is ACV F 0 . Further the valuation on K extends the valuation on the embedding of K into K 2 given by x → (x, 0).
PROOF. K is constructed from K in the same way as C is constructed from R, soK is clearly an algebraically closed field of characteristic zero. Also V is a valuation ring by the previous proposition. It is clear that if (n, 0) ∈μ for some n ∈ N then n ∈ µ so the residue field has characteristic zero. 2 Definition 4 Let L, L be languages. Let C be an L-structure. Let S ⊂ C eq be a C-definable set. Suppose for each n-ary function or relation symbol f in L there is an C-definable n-ary function or relation f on S. Then we consider S as an L -structure by interpreting the symbol f by the function or relation f .
• We say that the L -structure S is canonically embedded in C iff for every C ⊆ C eq which is ∅-definable in L and for every n we have that C ∩ S n is ∅-definable in L . (i.e. there is some formula ψ in L so that for any a ∈ S n we have S |= ψ(a) iff a ∈ C.) • We say that the set S is stably embedded in C iff for every subset S of S n definable over C eq in the language L we have that S is definable over S in L.
• We say that the L -structure S is fully embedded in C iff both · the set S is stably embedded in C and · the L -structure S is canonically embedded in C.
Previous Results
In [6] Holly showed a canonical form for definable subsets of a real closed valued field K in terms of disc cuts. That theorem follows this definition.
Definition 5 • A cut in a totally ordered set S is a subset S so that for all x ∈ S and any y ∈ S with y ≤ x we have y ∈ S .
• Let U be a ball or a singleton field element in a model A. Define ζ 1 (U ) := {x ∈ A : x < U } and ζ 2 (U ) := {x ∈ A : x < U ∨ x ∈ U }. Any such cut will be called a disc cut, and we also include the cut A.
Theorem 6 Let A be a real closed valued field. Then any non empty Adefinable subset of A is a boolean combination of a finite set of disc cuts.
Note that the value group and the residue field are clearly interpretable structures, for example V = {x : 1|x} is ∅-definable. Quantifier elimination is proved for T RCV F +DIV in the important paper [1] by Cherlin and Dickmann.
In [2] the concept of a weakly o-minimal structure and theory was defined and Dickmann proved that T RCV F +DIV is weakly o-minimal. One can see that this is an easy consequence of Jan Holly's theorem above as cuts are convex sets.
In [5] Holly showed that one does not have elimination of imaginaries for real closed valued fields to the field sort. In particular there is in general no U -definable element of U for a closed ball U .
In [12] van den Dries considers the value group of an expansion of an o-minimal field by a convex subring. In particular, he investigates the definable structure inherited from the whole field by the value group. A language L vg is defined so that for every ∅-definable relation R on Γ n , L vg contains an n-ary relation symbol R. The theory T vg is the theory of Γ considered as an L vg -structure (so that every relation symbol R is interpreted by R ).
Theorem 7 T vg is a definitional expansion of the theory of (Q, +, −, 0, <). In particular T vg is o-minimal (see definition 1). This is Theorem 4.4 from [12] . It shows that (Γ, +, −, 0, >) is canonically embedded in K. Note that the fact that the value group is o-minimal allows to define for any definable set S ⊆ K the radius of S, |S| := inf{v(x − y) : x, y ∈ S}.
Some simple results
Proposition 8 (1) Every ball is convex. (2) If a > 0 and b > 0 then v(a + b) = min{v(a), v(b)}.
PROOF.
(1) If U := B cl (a, γ) then pick some c so that v(c) = γ. Then the function f : U → V given by f (x) = (x − a)/c is an order preserving bijection. Thus every closed ball is convex. Now suppose U is open and contains a and b. For any c so that a < c < b we have c ∈ W := B cl (a, v(a − b)), now |W | < |U | so it is a proper subset and thus c ∈ U . 
Corollary 9
There is no definable injection from an infinite subset of k to Γ.
PROOF. Suppose there were some counterexample f : S → Γ for S ⊆ k. Then there would be some open interval in the domain of f . Given any interval I from k we can put this in definable bijection with k. This is by the triangulation theorem for o-minimal fields (see for example [13] ) because k and I both have dimension 1 and Euler characteristic −1. Thus we can define field structure on an infinite subset of Γ. Then from 7 the field structure is locally definable in (Q, +, −, 0, <). This contradicts quantifier elimination. 2 Definition 10 Let U be a ball in K. We let U + denote the algebraic extension of U to a ball in K(i) defined as follows. If U is closed then
Similarly if U + is a ball in K then let
.
We could equivalently define 
PROOF.
(1) We show the first part as the second is similar. Firstly note that a ∈ U . For any b ∈ U , there is some c ∈ K so that (b, c)
Generic types
In [3] the notion of a generic type of a ball in an algebraically closed field K is defined. Suppose U is a closed ball in K. The residue field k is strongly minimal, and definably isomorphic to the set of maximal open subballs red(U ) of U . Thus, by analogy with strongly minimal sets, the generic type of U over the parameters B is the set of all formulas ψ(x, b) where b is a sequence from B and {W ∈ red(U ) :
Let U be an open ball inK and S a B-definable subset of U . Then either S is contained in a smaller closed subball of U or U \ S is. Thus there is again a unique generic type {ψ(x, b) : |ψ(K, b) ∩ U | > |U |}. An element that realizes such a type is said to be a generic element over B.
Now let K be a real closed valued field, U a ball (open or closed), p x ∈ U a type and parameter set A . We define, by analogy, that p is a generic type of U over B iff for any proper B-definable subball W of U , we have p x ∈ W . We shall show that there is not a unique generic type of a ball in general. A more useful definition is that of left (and right) generic types which can be phrased for any weakly o-minimal structure.
Proposition 12 Let C be a weakly o-minimal structure. Let B be a parameter set. Let p be a set of formulas so that for every B-definable convex set C, exactly one of the formulas x ∈ C, ∀y ∈ C(x < y), ∀y ∈ C(x > y) is in p. Suppose p is consistent. Then p is a complete 1-type over B.
PROOF. Let φ(x, b) be any formula with b ∈ B. Then φ(C) is a union of B-definable convex components C 1 , . . . , C n (ordered so that every member of C i is less that every member of C i+1 ). Suppose for one of these sets p x ∈ C i . Then p φ(x, b). If for every i we have p x ∈ C i then for each C i we have p x < C i or p x > C i . Suppose that for some i we have p x > C i ∧ x < C i+1 . The set C := {x : x > C i ∧x < C i+1 } is a convex component of ¬φ(x, b), and p x ∈ C so p ¬φ(x, b). We proceed similarly if
Definition 13 Let (C, <) be an ordered structure. Let C be a convex set. Then
Two convex sets are coinitial iff each is initial on the other. We define final and cofinal analogously.
Let C be weakly o-minimal. Let C, A be a definable subsets of C. Suppose C is infinite with no least member. Then C and A are finite unions of convex sets. Thus exactly one of the following holds:
Also if A is finite then A is not initial with C and if A is not initial on C and A ⊆ A then A is not initial on C. We define the left generic type of C over C as the set of all formulas (with parameters from C) which define sets which are initial on C. • For any B-definable α greater than 0, we have 0 < δ < α • u is generic in U over B.
PROOF. ⇒ Suppose u is not generic. Then there is some B-definable ball
Definition 16 Let U be a B-definable closed ball. We define red(M ) B to be the set of B-definable open subballs W of U so that |W | = |U |. We use red(M ) without a subscript to mean the definable set in the monster model.
Note that red B (M ) is totally ordered as different members are disjoint convex sets.
Proposition 17 Let U be a B-definable closed ball. Let u ∈ U be generic in
In particular if u is -generic in U over B for ∈ {0, 1} then so is a.
} which is a union of a convex set of balls S from red(U ).
Firstly suppose u ∈ C. Then u ∈ C + , so W 0 ⊂ C + and then a ∈ C + . If a ∈ C then W 0 is coinitial or cofinal with C + as C is convex, but then W 0 is B-definable. Thus a ∈ C. Similarly if a ∈ C then u ∈ C. Now suppose u < C then u ∈ {x : x < C} which is B-definable, so as above we have a ∈ {x : x < C} and a < C. We proceed similarly to show that u < C iff a < C, and u > C iff a > C. Now for any definable convex set C , a < C iff either U < C or a < C ∩ U , and similar conditions hold for a > C and a ∈ C . Thus we can apply proposition 12 to get the required result. 2
This proof highlights that if u is generic in
op (u, γ) as a subset. In fact we can see that there is some infinite convex subset C of red(U ) so that ∪C ⊂ P as B op (u, γ) is not B-definable. In chapter three of [10] a good understanding of the image of balls and of generic elements of balls under polynomial maps is obtained. The work there is quite extensive, covering images of multivariable polynomials on cartesian products of balls. Here however we extract only what is needed. I include the working for closed balls that allows us to prove proposition 25 for that case. A similar analysis must be carried out for open balls. The starting point is proposition 15. When we write f = fc it indicates that the polynomial f has coefficientsc.
Definition 18 For any
We may write β(f, γ) when f = f c , to mean β(c, γ). Let
Proposition 19 Let U = B cl (0, γ) be a B-definable ball. Suppose i = j and one of c i and c j is non zero. Then v(c i r i ) = v(c j r j ) for r right generic of
PROOF. r ∈ U , so v(r) < γ, but r is right generic over B, so its value is closer to γ than any B-definable value. If v(c i r
Corollary 20 Let U = B cl (0, γ) be a B-definable ball. Let f be a B-definable polynomial. Let r be a right generic of {x :
PROOF. Note that a right generic r of the set {x : x < U } has image below Q by proposition 20. We now show that any left generic l of U has image in Q:
Now f is increasing on the convex set
The image of this set is convex, and has elements below and inside Q. Therefore f (D) is initial on Q, and the left generics of Q are images of elements of D.
The left generic type of U includes ¬φ(f (x)), so f does not map any left generic of U to φ(A). Also f does not map any right generic of {x :
PROOF. Let W := B cl (0, γ). As u is left generic in U , u − a is left generic in W over B. The polynomial g is strictly increasing on an initial part of W . By lemma 21
Proposition 23 Let B be a parameter set, let U be a closed B-definable ball, with |U | = γ. Let f (X, b) be a B-definable polynomial with roots a 1 , a 2 , . . . , a n ∈ K. Let Q ⊂ U be an open subball with |Q| = γ. Suppose that there is some a ∈ Q + a root of f in acl(K). Then for any real closed field automorphism σ of K fixing B, σ(Q) = Q.
PROOF. Q
+ contains a root of f which is B-definable, so σ(Q + ) must contain a root of f . Let
Now f has finitely many roots, and so |S| is finite. Any automorphism fixing B must fix S, and preserve the total order on S. So σ fixes each ball in S setwise and σ(Q) = Q. 2
Proposition 24 Let B be a parameter set, let U be a closed B-definable ball,
• If
Thus the v(f (u)) is minimum in U for generic u. 2
Proposition 25 Let δ ∈ {op, cl} and U := B δ (a, γ). Suppose that U, a, γ are all B-definable, and let g(x) ∈ K[x] be a B-definable polynomial. Let l be left generic in U over B and r right generic in U over B. Then there is a unique ball Q with all the following:
PROOF. Define g(x) := f (x + a).
(1) If df /dx(l) > 0 then f (l) is left generic in Q by corollary 22 and a similar argument for open balls.
for all x, and f (l) is right generic in Q.
The final two cases are analogous. 2
One can think of a generic type, in any of the settings described above, as the intersection of the negations of formulas defining small subsets E of C, where small means either finite (strongly minimal), contained in a finite collection of proper subballs (ACV F 0 ), or non coinitial (weakly o-minimal). Suppose that c defines C and that for each A ∈ E the orbit of A over Aut(C/ C ) viewed as a subset of C eq is c-definable. Then p the generic type of C is c-definable. This applies to all the examples above, including left generics of a weakly o-minimal structure, but establishing the criterion is technical. Instead we can directly show that left generic types are definable.
Proposition 26 Let C be an weakly o-minimal structure, B be a set of parameters, and p = p(z) a 1-type over B. Consider the following properties.
(1) There is some convex B-definable subset C of C, and p is the left or right generic type of C over C. (2) p is B-definable.
Then 1 ⇒ 2, and whenever Th(C) is weakly o-minimal and B is a model we have 2 ⇒ 1.
PROOF. 1 ⇒ 2: Suppose without loss of generality that p is the left generic type of C. Let φ(z, y) be any L-formula. Then for any m ∈ C ln(y) we have φ(z, m) ∈ p iff C |= ∀y ∈ C∃x ∈ C(x ≤ y ∧ φ(x, m)).
2 ⇒ 1 We may suppose that p = p(z) is not realized in the model C := B as if it were it is isolated over its realization. As p is definable, we have some defining schema, let ξ(z, x) be the formula x < z, with defining formula ψ < (z, a). Similarly we let ψ > (x, a) be the defining formula for x > z. Then ψ < (C, a) and ψ > (C, a) is a definable partition of C into definable convex sets. Let C be some elementary extension of C containing some b |= p. Then exactly one of a) . Then for any definable set φ(C, c) ⊆ C exactly one of the following holds:
Thus p is the left generic type of C and is a-definable by proposition 26.
Similarly if p ψ < (z, a) then p is the right generic type of ψ < (C, a). 2
Now we show that definable closure and algebraic closure coincide in C eq for C a weakly o-minimal structure. Firstly we exhibit a total order < T on the set con(C) of convex subsets of C. Note that this ordering is different from the usual order where C < C iff for every x ∈ C and y ∈ D we have x < y.
Definition 27 Define a binary relation < T on con(C) as S 1 < T S 2 iff either (1) S 2 is not initial on S 1 , i.e. ∃x ∈ S 1 ∀y ∈ S 2 (x < y) or (2) S 1 and S 2 are co-initial and S 1 is not final on S 2 , i.e.
Let D(C) denote the set of definable subsets of C. We extend < T to D(C) in the following way: As C is weakly o-minimal we can definably partition each S i into its convex components S i = C i,1 ∪C i,2 ∪. . .∪C i,n i with C i,1 < C i,2 < . . . < C i,n i . Then we put S 1 < T S 2 iff one of the following holds.
• There is some j ≤ min{n 1 , n 2 } so that for every l < j we have C 1,l = C 2,l and C 1,j < T C 2,j .
• For every j ≤ min{n 1 , n 2 } we have C 1,j = C 2,j and n 2 > n 1 .
Proposition 28 < T is an irreflexive total order on D(C).
PROOF. We show that it is a strict order on the convex sets and then the extension to D(C) is clear. Thus let S 1 , S 2 be definable convex sets. Suppose S 1 < T S 2 and S 2 < T S 3 . If both are witnessed by case 1 or case 2 then transitivity is obvious. Suppose S 1 < T S 2 is witnessed by case 1 and S 2 < T S 3 is witnessed by case 2. Then S 1 < T S 3 via case 1. Suppose S 1 < T S 2 is witnessed by case 2 and S 2 < T S 3 is witnessed by case 1. Then S 1 < T S 3 via case 1.
We show that for any S 1 , S 2 we have exactly one of S 1 < T S 2 or S 1 > T S 2 or S 1 = S 2 . Firstly if S 1 = S 2 then we cannot have S 1 < T S 2 or vice versa as neither condition 1 or 2 can hold in the definition. Now suppose that S 1 < T S 2 by property one from the definition. Then we can not have S 2 < T S 1 as property 1 and 2 fail. Suppose that S 1 < T S 2 is witnesses by case 2. Then we cannot have S 2 < T S 1 either by case 1 or case 2.
Suppose that S 1 < T S 2 and S 2 < T S 1 . Then let x ∈ S 1 . There is some y ∈ S 2 so that y < x as we do not have S 1 < T S 2 case 1. Similarly there is some y ∈ S 2 so that y > x as we do not have S 1 < T S 2 from case 2. Now y < x < y so x ∈ S 2 . Thus
This is defined using a first order formula, so for any definable subset J of D(C), we have that < T | J is a definable order. Thus if d ∈ D(C) is algebraic over B, it is definable over B. We now extend this result to the whole of C eq .
Lemma 29 Let C be any weakly o-minimal structure. Then algebraic closure and definable closure coincide on C eq .
PROOF. Fix some B ⊆ C eq . We must show that for any B-definable equivalence relation E on C n with finitely many classes e 1 , e 2 , e 3 , . . . , e m each e i is B-definable.
We use a double induction. Fix some (n, m) ∈ ω 2 and suppose
• For each B-definable equivalence relation R on C n−1 with finitely many classes, each equivalence class is B-definable.
• For all definable equivalence relations R on C n with fewer than m classes, each class is B-definable.
The base for the induction is m = n = 1 so there is nothing to prove.
Let E be a B-definable equivalence relation on C n with m classes. Let e 1 , e 2 , . . . , e m be the classes. Consider the projections of the classes onto the first coordinate.
• Suppose there are two classes with different projections to the first coordinate, and there are two classes with the same projection to the first coordi-nate. Then the equivalence relation given by
has fewer than m classes and so each is B-definable. For any one of these E classes C we can define E restricted to this class which has fewer than m classes so each is B C -definable so B-definable. Let e i be any E class then it is for some E class C a class of E| C , thus it is B-definable.
• Suppose that no two classes have the same projections to the first coordinate. Then we can order the classes by these projections and each is B-definable by proposition 28.
• Now suppose that each class has the same projection to the first coordinate, call this P . Then P is certainly B-definable.
Pick a left generic a in P over C. Let p = tp(a/C). Then a is in some elementary extension B. Consider the equivalence relation E on K n−1 , given for (
. Thus E is not just Badefinable but B-definable and by the induction hypothesis each class of E is B-definable. Any automorphism of C fixing B fixes each E -class. Thus it fixes each E class. Thus as the E classes are definable objects, they are B-definable.
One should note here that we have not required B to be weakly o-minimal. Indeed, C satisfies a sentence stating that on a convex set initial with P , E has less than m classes.
Thus the classes of E are definable. By induction the classes of all C-definable equivalence relations with m classes on C n are C-definable for all m. Again by induction we can extend this result to any n. 2
Quantifier elimination in three sorts
We prove a quantifier elimination result for real closed valued fields in three sorts (K, k, Γ). We shall use quantifier elimination for real closed valued fields due to Cherlin and Dickmann [1] and real closed fields which is due to Tarski. We also use that the theory of ordered divisible abelian groups has quantifier elimination in the language of ordered groups (with −) again due to Tarski.
Definition 30 Suppose S is a substructure of some model C. For any a ∈ A \ S, we let S[a] be the substructure of C generated by S and a.
Lemma 31 Let A be a real closed valued field. Let S be a parameter set from A. Let u be generic in an S-definable closed ball U over S. Then dcl(S[u])∩Γ = dcl(S) ∩ Γ.
PROOF. Suppose not for a contradiction. Let γ := |U |. Let P := {x : tp(x/S) = tp(u/S)}. Then there is some formula ψ(x, y) over S so that ψ(u, A) = {α} for some α ∈ dcl(S) (i) Suppose δ m is S-definable, then pick some δ right generic in {x : x < δ m } over S. The preimage of δ in ∩C is then a definable set, but its intersection with each Q ∈ C for an infinite subset C of C is a proper subset of Q. This contradicts weak o-minimality of A. (ii) Suppose δ m is not S-definable, then there is some S-definable C ⊂ C containing P and some function f * : C → Γ so that f * (U ) := sup{f (x) : x ∈ U } with infinite range. This contradicts corollary 9 (b) Suppose I is not coinitial with Γ. Let δ m be the infimum of I: then this is S W -definable. Then as above this gives a contradiction. (c) Suppose I = Γ. Then pick any δ ∈ Γ, the preimage of δ is a definable set and as above is not a finite union of convex sets so contradicting weak o-minimality. (2) Suppose f (W ) is finite and let δ be the least member. If |f (W )| = 1 then there is an infinite subset C of red(U ) containing P so that {x : ∃Q ∈ C (x ∈ Q ∧ f (x) = min(f (Q)} and its complement each intersect every ball of C contradicting weak o-minimality. Thus |f (W )| = 1. Now δ is S W -definable. If δ is not S-definable then we can construct a function that contradicts 9. Thus δ is S-definable, and f is constant on W and so f (u) = δ which is the required contradiction. 2
Let L 3 be the following three sorted language:
(1) (K, +, −, ., 0, 1, <)
with the additional functions
Let T 3 be the L 3 theory which proves
. This is a more powerful function than the usual residue function. Compare this to the language used in [1] , where the divisibility relation has a similar strength.
We now show quantifier elimination for T 3 . Fix any saturated model A of T 3 . Let S be any small substructure of A. Let B be a saturated model of T 3 , and suppose σ : S → B is an isomorphic embedding. We wish to show that for any a ∈ A \ S we can extend σ as an isomorphism from S[a], the substructure generated by S and a.
We shall consider the canonical extension of σ to polynomials in one variable over S for f ∈ S[x] with coefficients c. Write σ(f ) to denote the polynomial with coefficients σ(c).
Note that any quantifier free formula over S with one field variable is a boolean combination of formulas of the following forms: g 1 (x) ), . . . , Res(f n (x), g n (x))) > r where each f i and g i is a polynomial over S ∩ K, r ∈ S ∩ k, and p is a polynomial over S ∩ k, and • f (x) > 0 where f is a polynomial over S ∩ K.
Given some substructure S of a model A we say that G is the value group of S ∩ K iff it is the completion with respect to + and − of the image of S ∩ K under v. Given a subgroup G of a divisible group H, the divisible hull of G is the smallest divisible subgroup of H containing G. In particular if H is the value group of some real closed valued field A |= T 3 and G is the value group of some substructure S of A, then any element of the divisible hull of the value group of S ∩ K is definable over S ∩ K. 
PROOF.
(1) First take a ∈ S ∩Γ. By quantifier elimination for ordered divisible groups there is some a ∈ B so that the following holds: For any formula ψ(s, x) of the form i q i s i + rx > 0 for r and the q i from Q and the s i from S ∩ Γ we have A |= ψ(s, a) iff B |= ψ(σ(s), a ).
There are no functions from Γ to k ∪ K in L 3 , so the only atomic formulas we need to check are ones of the above form. (2) Now suppose a ∈ S ∩ k. By quantifier elimination for real closed fields there is some a ∈ B so that the following holds: For any formula ψ(s, x) of the form f (x) > 0 where
There are no functions from k to Γ ∪ K in L 3 , so the only atomic formulas we need to check are ones of the above form. 2 Lemma 34 Let γ ∈ S ∩ Γ \ (dcl(S ∩ K) ∩ Γ). Let u be generic in an Sdefinable closed ball U radius γ over S. Let f be a polynomial over S ∩ K of degree n. Then there is some m ≤ n and some α ∈ dcl(S ∩ K) ∩ Γ so that v(f (u)) = α + mγ.
Further α and n are determined by the quantifier free type of γ over dcl(S ∩ K) ∩ Γ.
PROOF. Let f have roots r 1 , . . . , r n in the algebraic closure of S ∩ K. Then for each i ≤ n, r i times its complex conjugate r c i is an S-definable element of K. Thus v(r i ) = v(r i r c i )/2 is definable over S ∩ K. Recall that in proposition 2 we defined the extension v + of v to the algebraic closure of K. Now v + ((a, 0)−
+ (r i )} and the first part of the lemma follows. The second part is as min{γ, v + (r i )} = γ iff γ < v + (r i ) which is a quantifier free formula in γ over dcl(S ∩ K) ∩ Γ. 2 Theorem 35 Let K 1 , K 2 be fields. Let K 2 |K 1 be a normal algebraic extension of finite degree. Let v be a valuation of K 1 . Let v 1 , v 2 be extensions of v to K 2 . Then there is some valued field automorphism σ of K 2 so that σ(v 1 ) = v 2 .
PROOF. This is part of Theorem 2 from section 4.2 page 119 of [11] . 2 Proposition 36 Suppose a ∈ A is in the field generated by S ∩ K. Then we can extend σ to an isomorphism S[a] → B.
PROOF. We show that the field generated by S ∩ K does not add to Γ or k. Let b ∈ S ∩ K be non zero and let σ(b) = b . Then we can extend σ to a field isomorphism taking 1/b to 1/b by quantifier elimination for real closed fields. Then for any polynomials f c over S ∩ K we have
Let f c , g d be polynomials from S ∩ K. Suppose without loss of generality that the degree n g of g is greater than the degree n f of f . Then
which is a term in b. Thus for any residue field formula ψ(1/b) over S, b −1 we can find an A-equivalent quantifier free residue field formula ψ (b) over S, b (and so over S as b ∈ S). Thus as above these formula are preserved. 2
From now on we assume that S ∩ K is a field, and S ∩ k is a field. Also from proposition 33 we can arrange that S ∩ Γ contains dcl(S ∩ K) ∩ Γ.
Proposition 37 Suppose γ is not in the divisible hull of the value group of S ∩ K. Then 
• Suppose Res(f (a), g(a)) = 0. We have v(f (a)) = min{v(c i a i )} and similarly
) as Res(f (a), g(a)) = 0. We have for some l (which depends only on γ)
In the following we apply proposition 32, as for each i, v(c i a i g(a)) ≥ 0 and
which is the required result.
• Now suppose that Res(f (a), g(a)) = 0. Then Res(g(a), f (a)) = 0 and we can proceed as above. We get Res(f (a), g(a)) = 0 ∈ S ∩ k for any a with v(a) = γ. 2
It should be noted that results like this appear in [8] though the setting and proofs are slightly different. We shall now add elements to S∩K so that S∩Γ = dcl(S∩K)∩Γ. Recall that we have already arranged that dcl(S∩K)∩Γ ⊆ S∩Γ via proposition 33.
Proposition 38 Suppose γ ∈ S ∩ Γ is not in the divisible hull of the value group of S ∩ K. Let a ∈ A be left generic in B cl (0, γ) over S, γ, and let a ∈ B be left generic in B cl (0, σ(γ)) over σ(S), σ(γ). Then PROOF.
(1) Consider the value group formula v(f (x)) > δ. Then by proposition 34 we have that v(f (a)) = α + nγ for some α ∈ dcl(S ∩ K) and some natural number n.
By proposition 34 as n and α depend only on the quantifier free type of γ over dcl(S ∩ K) ∩ Γ which we have ensured is contained in S ∩ Γ. Now we consider the residue formula
Let {c i , d i : i ≤ n} witness the conclusion of proposition 37 part 1. applied to Res(f i (a), g i (a)). Then
Now we must consider atomic formulas in the field. We must show that for any polynomial f over S ∩ K, A |= f (a) > 0 iff B |= σ(f )(a ).
We use induction on the degree of f . The result is trivial for degree zero polynomials as σ is an isomorphism from S to B. Suppose as an inductive hypothesis that for all polynomials f of degree n with image polynomial f (under σ) we have A |= f (a) > 0 iff B |= σ(f )(a ) > 0. Let g have degree n + 1, and let f be its derivative. Then
by proposition 25
by inductive hypothesis and the previous parts of the proof ⇔ B |= σ(g)(a ) > 0 by proposition 25.
(2) This is a direct consequence of proposition 31. 2
Now we can be assured that the divisible hull of the value group of S ∩ K contains S ∩ Γ. By the second part of this proposition we have not altered the fact that dcl(S ∩ K) ∩ Γ is contained in S ∩ Γ. Thus dcl(S ∩ K) ∩ Γ contains the divisible hull of the value group of S ∩ K which contains S ∩ Γ which contains dcl(S ∩ K) ∩ Γ. Thus the divisible hull of the value group of S ∩ K equals dcl(S ∩ K) ∩ Γ = S ∩ Γ.
Proposition 39 Let r ∈ S ∩ k. Suppose there is some element a ∈ A ∩ K so that a ∈ rcl(S ∩ K) and Res(a, 1) = r. Then there is some a ∈ B so that we can extend σ to an isomorphism S[a] → B taking a to a .
As a ∈ rcl(S ∩ K) there is some minimum degree polynomial f c ∈ S[x] so that f (a) = g(x) has a root with residue r iff res(g)(r) = 0 as A is henselian iff σ(res(g)(σ(r)) = 0 as σ is an isomorphism iff σ(g)(x) has a root with residue in σ(r) as B is henselian.
Thus σ(g)(x) has a root a with residue σ(r). Extend σ by putting a → a . Now as f was irreducible, σ| S[a]∩K is a field isomorphism.
By theorem 35, σ preserves value group formulas with parameters from S ∩ K. Consider an arbitrary value group formula with parameters from S, say v(f (x)) > γ with f a polynomial over S ∩ K and γ ∈ S. We have arranged via propositions 33 and 38 that S ∩ Γ is the divisible hull of the value group of S ∩ K. Thus there is some n ∈ N and some s ∈ S ∩ K so that A |= v(s) = nγ. Also as σ is an isomorphism from S we have B |= v(σ(s)) = nσ(γ). Now:
Thus value group formulas are preserved.
Consider an arbitrary atomic formula in the residue field. It is of the following form where the g i and h i are polynomials over S ∩ K, p is a polynomial over S ∩ k, and s is an element of S ∩ k:
For each i we let d i be an element of least value from the set of coefficients of g i together with the coefficients of h i . Then d i g i denotes the polynomial which takes x → d i g i (x) and so res(d i g i ) is defined, and similarly for d i h i . Now
This is a quantifier free formula over S (as S ∩ k is a field) and so is preserved. 2
Proposition 40 Let r ∈ S ∩k. Suppose r contains no element b in rcl(S ∩K).
Then there is some a ∈ A with Res(a, 1) = r and a ∈ B so that we can extend σ to an isomorphism S[a] → B taking a to a .
Pick an arbitrary a with Res(a, 1) = r and an arbitrary a with Res(a , 1) = σ(r). We consider each atomic formula, starting with formulas in the value group. Firstly note that r considered as a subset of K is an open ball in A.
Let q be a polynomial over S ∩ V . Then suppose q has roots α 1 , α 2 , . . . , α n in the algebraic closure of K. Suppose for a contradiction that for some i,
, recalling the notation meaning definable in the sense ofĀ eq . Now by proposition 11 as (a, 0) ∈ U + we have U := real(U + ) is an open ball in A. It is fixed by automorphisms fixing R and so is R-definable. Thus U is a ball in the model R, and so contains some element from R. We have that U = r again by proposition 11. This contradicts the assumptions of the proposition.
Thus for every polynomial
All quantifier free formulas in the value group can be reduced to inequalities between sums of such terms and elements of S ∩ Γ (note that if f is a polynomial over S ∩ K we can locate a coefficient d with minimum value; then a) ) where g is a polynomial over S ∩ V as S ∩ K is a field). Thus all value group formulas are preserved.
Residue field formulas can be handled exactly as in the proof of proposition 39.
We now consider formulas in the field sort. Let q(x) be a polynomial over S ∩ K. Let q(x) := i c i x i . For some j we have v(c j ) = min{v(c i )}, suppose c j witnesses this minimum. Then f (x) := i c −1 j c i x i is a polynomial over S ∩ V (as S ∩ K is a field). Thus v(f (a)) = 0, and q(a) > 0 iff either c j > 0 and Res(f (a), 1) > 0 or c j < 0 and Res(f (a), 1) > 0. So by the last paragraph it follows that q(a) > 0 iff σ(q)(a ) > 0. 2
We may now assume that elements of S ∩ k are the image of Res(x, 1)| S . Let g 1 , g 2 , . . . , g n , h 1 , h 2 , . . . , h n be polynomials over S ∩ K and let p be a polynomial over S ∩ k. Let a ∈ A ∩ K. Then (1) Suppose Res(g 1 (a), h 1 (a)) = 0 = Res(g 2 (a), h 2 (a)). Then
Proposition 41
There is a boolean combination of atomic formulas A(S, a) over S, a in the field and value group sorts so that we have
PROOF. 1. and 2. are trivial from the definition.
To prove 3. let p − be the sum of the monomials from p where the exponent of
We can repeatedly use part 1 so that p − is linear, and we can arrange that the coefficients of p − are 1 as S ∩ k is the image of S ∩ K under Res(x, 1). Now one can use part 2 to produce the atomic formulas in K and Γ. 2
Proposition 42 Let a ∈ rcl(S∩K). Then we can extend σ to an isomorphism from S[a].
PROOF. By quantifier elimination for real closed fields we can find some a ∈ B so that when we extend σ so that σ(a) = a atomic formulas with relations in the field are preserved. Theorem 35 gives us that atomic formulas in the value group are preserved (via a similar argument to that used in proposition 39 as we have that S ∩ Γ = dcl(S ∩ K) ∩ Γ). For an atomic formula in the residue field we can find by proposition 41 some A-equivalent boolean combination of atomic formulas in K and Γ, so we are done. 2 Lemma 43 T 3 has elimination of quantifiers.
PROOF. Let S be a substructure of A and σ an isomorphic embedding to the |S| + |-saturated structure B. Let a ∈ A \ S. Then we must show we can extend σ to an isomorphism from S [a] . By the previous propositions we may suppose that we have extended σ so that (1) S ∩ K is a real closed field (2) The divisible hull of the value group of S ∩ K equals S ∩ Γ (3) S ∩ k is the residue field of S ∩ K. Now 1. gives us that the value group of S ∩ K is divisible, so 2. gives us that S ∩ Γ is the value group of S ∩ K. Thus we can ensure S is a model (by proposition 33 we can ensure that the valuation is non trivial). By quantifier elimination for real closed valued fields in L OR+DIV there is some a so that we can extend σ so that σ(a) = a and σ preserves any atomic formulas in this language.
Consider an arbitrary formula in the value group say v(f (a)) > γ. Then there is some s ∈ S so that γ = v(s) and then
For an atomic formula in the residue field we can find as above by proposition 41 some A-equivalent boolean combination of atomic formulas in K and Γ, so we are done. 2
Lemma 44 Let C be a real closed valued field in the language L 3 . The value group as an ordered group is fully embedded in C eq PROOF. Suppose A ⊆ C eq is ∅-definable in C eq . Then A ∩ Γ n is ∅-definable quantifier free in L 3 by lemma 43. We show that for each atomic formula ψ in L 3 which defines a subset of Γ n there is some ψ in the language of ordered groups so that ψ(C n ) = ψ (Γ n ). This is trivial as the only atomic formulas without parameters which define proper non trivial subsets of Γ are atomic formulas in the value group sort. Thus Γ is canonically embedded. Now suppose that A ⊆ Γ n is definable, then it is definable from some c from K. Then it is c-definable quantifier free in L 3 again by lemma 43.
We show that for every atomic formula ψ(c, x) ∈ L 3 (c) that defines a proper non trivial subset of Γ n there is some ψ (y, x) and some γ from Γ so that ψ(c, C n ) = ψ (γ, C n ). We can suppose that each of the parameters in c is in K as if they are in Γ we have no work, if they are in k then there is no atomic formula defining a proper non trivial subset of Γ involving them.
Thus suppose
Lemma 45 Let C be a real closed valued field. The residue field as an ordered field is fully embedded in C.
PROOF. As above this follows from Q.E. for T 3 . 2
Corollary 46 Let C be a model of T 3 , then Γ and k are o-minimal (as defined in definition 1).
PROOF. Each is fully embedded in C by lemma 45. For example in k, every definable subset of k is definable in the language of real closed fields by parameters from k, thus a finite union of intervals and points. A similar result holds for the value group by noting that ordered divisible groups are o-minimal (which follows from quantifier elimination). 2
As quoted earlier o-minimality and canonical embedding of the value group is show in [12] in a much more general setting.
One types in Real Closed Valued Fields
In this section we consider the properties of 1-types of field elements of a real closed valued fields, leading to a classification.
Automorphism invariant types
We now introduce a weakening of the notion of a definable type.
Definition 47 Let C be an L-structure and B ⊂ C eq a parameter set. Let p ∈ S 1 (C). Then we say p is Aut(C/B)-invariant iff for every σ ∈ Aut(C/B), every ψ(x, y) ∈ L and every b ∈ C n we have p ψ(x, b) ⇔ p ψ(x, σ(b)).
PROOF. Let σ ∈ Aut(C/B). Suppose dψ(c, y) is the defining formula for ψ(x, y), so c ∈ B. Then for any a ∈ C n we have
Definition 49 Let B be a parameter set from a weakly o-minimal structure C. Let {C j : j ∈ J} be a sequence of B-definable convex sets decreasing by inclusion. Suppose there is no B-definable set coinitial with ∩ j C j . Let p be the set of formulas containing x ∈ C j for each i but x < A for every B-definable set A contained in each C j . Then we say p is the left generic type of ∩ j C j over B.. The right generic type of ∩ j C j over B is defined analogously.
It should be noted that if p x ∈ A for every A as above, then p must prove that x < A for every such A or that x > A for any such A. This is because the smallest convex set containing A 1 and A 2 is B-definable if A 1 and A 2 are Bdefinable. We show now that such a collection is indeed a type and that this is a generalization of the notion of the left generic type of a definable set (indeed if there were a B-definable set A coinitial with ∩ j C j then p defined above would be the left generic type of A). We also prove a weaker generalization of proposition 26.
Proposition 50 Assume the setting of definition 49. Let p be the left generic type of {C i : i ∈ I}. Then (1) p is a complete type and (2) p is Aut(C/B)-invariant.
PROOF.
(1) We use proposition 12. Let A be a B-definable convex set. Then either (a) there is some i ∈ I so that for all j > i we have A ∩ C j coinitial with C j or (b) there is some i ∈ I so that for all j > i we have A ∩ C j not coinitial on C j . In this case one of the following holds: (i) for each j > i, for every x ∈ C j and every y ∈ A we have y < x or (ii) for each j > i, there is some x ∈ C j such that for all y ∈ A we have x < y. Case (a) gives p x < {y : y > A} ∧ x > {y : y < A} thus p x ∈ A as A is convex. Case (b) i. gives us p A < x directly and (b) ii. gives us that {y : y < A} is coinitial with each C i so p x ∈ {y : y < A} thus p x < A. (2) Let ψ(x, a) ∈ p, and let σ ∈ Aut(C/B). Then, by the proof of 1. there is some i ∈ I so that for all j > i, ψ(C, a) is initial with C i . As σ is an order automorphism ψ(C, σ(a)) is coinitial with σ(C j ) for each j > i.
However σ(C j ) = C j as C j is B-definable, so again by the proof of 1. we have p ψ(x, σ(a)). 2
Definition 51 A type p over B is valuational iff for any a |= p we have
Similarly a type p is residual iff it definably increases the residue field. A type is immediate iff it is neither valuational or residual.
Classification of field 1-types
We give a classification of the field 1-types over the parameter set B in A eq for a real closed valued field A, and discuss some of their properties.
We use the following notation for the definable types. Suppose S is a definable set. Then ilt(S) (interior lower) is the left generic type of S and iut(S) (interior upper) is the right generic type of S. Also elt(S) (exterior lower type) is the right generic type of {x : x < S} and eut(S) is the left generic of {x : x > S}. Also a + , a − , ∞ + , and ∞ − refer to ilt({x : x > a}), iut({x : x < a}), iut(K) and ilt(K) respectively.
Proposition 52 If p is a definable (non isolated) type over the model A then p is
for some k or U .
PROOF. This is direct from lemma 26. 2
For each p ∈ S K 1 (B), we define
Note that D(p) is totally ordered under inclusion. We will say D(p) is unbounded if the radii of its members are unbounded upwards in dcl Γ (B). We also define
is bounded. Firstly note that D(p) has a smallest member U iff p is a generic type of U .
Proposition 53 Suppose there is a least member U of D(p) (under inclusion), and that U is open. Then p is an order generic type of U .
PROOF. We prove the contra positive. Suppose there were some S 1 ≤ u ≤ S 2 with S 1 , S 2 both B-definable subsets of U that witness that u is not order generic in U . Let S := {z : S 1 < x < S 2 }, then u ∈ S. Let s 1 ∈ S 1 and s 2 ∈ S 2 . Then W := B cl (s 1 , v(s 1 − s 2 )) is B-definable and contains S and so contains u. As U is open v(s 1 − s 2 ) > |U | and so W is a proper subball. 2
then either w 1 < w 2 for all w 1 ∈ W 1 and w 2 ∈ W 2 or the opposite as each W i is convex by proposition 8. Thus red B (U ) is a totally ordered set.
Proposition 54 Let U be a closed ball. Any cut ζ in red B (U ) determines a complete type p over B where U is the least member of D(p). If ζ is a definable cut then there is some W ∈ red B (U ) so that p is either left generic in {x : x > W } or right generic in {x : x < W }.
PROOF. Trivial by proposition 12. 2
Proposition 55 Suppose there is no least member of D(p), but there is some greatest member U of E(p). Then U is closed, and p is either left generic in {x : x > U } or right generic in {x : x < U }.
PROOF.
Suppose U is open. Then either it or the closed ball of same radius containing it would be the least member of D(p) contrary to the hypothesis. Thus U is closed. Now (x ∈ U ) ∈ p so suppose (x < U ) ∈ p. For any Adefinable convex set C we have that
Proposition 56 Suppose D(p) has no least member and E(p) has no greatest member. Let (U i ) i∈I be any cofinal sequence of D(p). Then p is the left or right generic type of i∈I U i .
PROOF. By assumption p x ∈ U i for every i ∈ I. Let C be any Bdefinable set so that C ⊂ U i for every i ∈ I. We must show that p x ∈ C, by the comment under definition 49. Note that W := B cl (C, |C|) is B-definable, so suppose W ∈ D(p). Then there is some i ∈ I so that |U i | > |C|. Thus there exists some c ∈ C \ U i which is a contradiction. Thus W ∈ E(p) and
PROOF. Suppose there is some a ∈ dcl K (B) with a ∈ U for each U ∈ D(p). Then (v(x − a) > γ) ∈ p for each γ ∈ dcl Γ (B). Suppose x > a ∈ p then for any a ∈ dcl K (B) with a > a we have that v(a − a) ∈ dcl Γ (B) so x < a and p = a + . Similarly if p x < a then p = a − . 2
Thus if p is a non definable type over B, either
• T1: p determines a cut in red B (U ) for some closed ball U , or • T2: p is an order generic type of some increasing chain of balls (U i ) i∈I
We can see from proposition 50 that those of class 2 are Aut(A/B)-invariant types.
Proposition 58 Let p be a non definable type over a model A.
(1) If p is T1 then p is residual. (2) If p is T2, then p is valuational.
PROOF. The first assertion is clear because red A is definably isomorphic to k. The second is model completeness applied to an instance of a theorem from [7] . 2 Proposition 59 Let p be a 1-type in K over the real closed valued field A. Then:
(1) If p is residual iff it is of one of the following forms:
• ilt(U ) or iut(U ) for closed ball U ,
2) p is valuational iff it is of one of the following forms:
PROOF. The third clause follows from the fact that all other non isolated types appear in the first and second clauses. To see for example that the interior lower type of an open ball U is valuational, note that the ball contains an element a as A is a model, and for any x left generic in U we have v(x−a) ∈ A ∩ Γ by proposition 15. Also the set of realizations of the left generic type of U is bijective with the set of realizations of the left generic type of U − a. Thus by proposition 37 this type is not residual. We work similarly with the other forms of types using proposition 37, using propositions 24 and 15. 2
We note that the valuational types of sort elt(U ) and eut(U ) for closed U are again the left and right generic type of the intersection of closed balls containing U , and a similar result holds for elt({a}), eut({a}), ilt(K) or iut(K). Thus we can characterize all non residual non isolated types as either the left or right generic type of an open ball or the left (or right) generic type of a chain of closed balls that is not coinitial (respectively cofinal) with any A-definable set.
• g is a module homomorphism from M (T 1 ) to M (T 2 ).
• c : T 1 → T 2 .
• For every t ∈ T 1 and every m ∈ M (T 1 ) we have c(t + m) = g(m) + c(t).
Let Aff(T 1 , T 2 ) be the set of affine homomorphisms from T 1 to T 2 .
Note that Θ 1 , the set of definable subtorsors of K is equal to
Proposition 62 Let (g 1 , c) and (g 2 , c ) be affine homomorphisms from T 1 to
Proposition 63 Let (g, c) be an affine homomorphism
PROOF. We have that g(M (T 1 )) is a submodule of M (T 2 ) by definition as g is a homomorphism. Now let t ∈ c(T 1 ). We show that for any u ∈ c(T 1 ) we have t−u ∈ g(M (T 1 )) thus c(T 1 ) = g(M (T 1 ))+t. There is by assumption some t and some u so that c(t ) = t and c(u ) = u. Now let r :
Proposition 64 Let T ∈ Θ n and let R ⊂ n. Then π R (T ) ∈ Θ |R| . PROOF. We must show both the conditions given in proposition 60. Let t 1 , t 2 , t 3 ∈ π R (T ). These are subsequences formed from taking the R coordinates from some s 1 , s 2 , s 3 ∈ T . Thus s 1 + s 2 − s 3 ∈ T so t 1 + t 2 − t 3 ∈ π R (T ). Also ks 1 − (k − 1)s 2 ∈ T fulfilling the second condition for any k ∈ K. 2 Let T 1 and T 2 be torsors, with T 2 a subtorsor of K n . Let (g 1 , c 1 ) and (g 2 , c 2 ) be from Aff(T 1 , T 2 ). Then we define the functions c 1 + c 2 :
If T 1 and T 2 are modules then (g 1 + g 2 , c 1 + c 2 ) ∈ Aff(T 1 , T 2 ). Similarly we can define multiplication by ring elements so for a ∈ V we put (a(g, c))(t + m) := ag(t) + ac(m). And again if T 1 , T 2 are modules then Aff(T 1 , T 2 ) is closed under scalar multiplication. Thus we have described a natural module structure on Aff(M 1 , M 2 ) (for modules M 1 , M 2 ). For arbitrary torsors T 1 , T 2 we find that Aff(T 1 , T 2 ) is a torsor, by defining subtraction in the natural way as the inverse of addition.
Proposition 65 Let T 1 , T 2 be torsors. Then
where
The function (g, m) → (g, c) is one to one trivially and onto as its inverse function takes (g, c) to (g, c(0)).
We show that this map preserves the module structure. Let (
2 and let (m 1 , m 2 ) ∈ (M (T 2 )) 2 . Let g 3 = g 1 + g 2 and m 3 = m 1 + m 2 . Then for any t ∈ M (T 1 ) and r ∈ M (T 1 ) we have
Also for a ∈ V we have Q(a(g, m))(t + r) = Q(ag, am)(t + r) = ag(t) + ac m (r) = a(g(t) + c m (r)) = a(Q(g, m))(t + r).
(2) We check the conditions from proposition 60. Let
It is trivial to show that g 1 + g 2 − g 3 ∈ Hom(M (T 1 ), M (T 2 )). We have
Also for any x ∈ T 1 and m ∈ M (T 1 ) we have (c 1 + c 2 − c 3 )(x + m) = (g 1 +g 2 −g 3 )(m)+(c 1 +c 2 −c 3 )(x). We can show similarly that the second condition holds. 2 Definition 66 Let T be a subtorsor of K n . Then define fiber : π 1 (T ) → π 2,...,n (T ) to be the function given by fiber(x) := {y ∈ K n−1 : (x, y) ∈ T }.
Proposition 67 Let T be a torsor. Let x, y both be in π 1 (T ). Then
(1) fiber(x) and fiber(y) are torsors and (2) M (fiber(x)) = M (fiber(y)).
PROOF.
(1) Let d 1 , d 2 , d 3 ∈ fiber(x). Then:
• Also for any a ∈ V we have Definition 68 Let T be a definable torsor. Define the characteristic module M T of T to be M (fiber(x)) for any x ∈ π 1 (T ).
The characteristic module of T is obviously T -definable in K eq .
Proposition 69 Let T be a V -subtorsor of K n . Then the pair of functions (g, c) with g : M (π 1 (T )) → {M T } and c : π 1 (T ) → π 2,...,n (T )/M T , defined so that g : x → M T and c : y → fiber(y) is an affine homomorphism.
PROOF. It is trivial to check the conditions from the definition. 2
We complete the correspondence with the following:
Proposition 70 Let T 1 be a subtorsor of K n 1 . Let T 2 be a subtorsor of K n 2 . Let H be an affine homomorphism H : T 1 → T 2 . Then the graph of H is a subtorsor of K n 1 +n 2 .
PROOF. We writeH as the module homomorphism of H so for any t ∈ T 1 and m ∈ M (T 1 ) we have H(t + m) = H(t) +H(m). Let b be an arbitrary element of T 1 . For any x 1 , x 2 and x 3 in T 1 , and any a ∈ V . Firstly Thus a(x 1 , H(x 1 )) − (a − 1)(x 2 , H(x 2 )) is in the graph of H. 2
We now exhibit a similar correspondence between modules and module homomorphisms.
Proposition 71 (1) Let H : M 1 → M 2 be a module homomorphism Then the graph of H is a module. (2) Let R be a module. Then fib: π 1 (R) → K n /M R is a module homomorphism.
PROOF.
(1) This follows from the fact it is a torsor and contains 0. (2) Again this is because R contains 0.
2
Lemma 72 (1) Let M be a definable V -submodule of K n . Then there is a definable subtorsor T of K n−1 and some γ ∈ Γ so that M is interdefinable with the pair ( T , γ).
(2) Let T be a definable subtorsor of K n−1 . Then there is a definable Vsubmodule M of K n so that T and M are interdefinable.
PROOF. The proof is identical to that in [3] . The proof requires that the field is maximal (no proper immediate extensions) and is model complete. This allows us to find field elements over which the isomorphism is definable. For algebraically closed valued fields this was proved by Robinson, but follows for real closed valued fields by quantifier elimination in [1] . 2
The geometric sorts
Definition 73 Let n < ω. Let A := {a 1 , a 2 , . . . , a n } ⊆ K n . Define M(A), the module generated by A as M(A) := {x ∈ K n : ∃(y 1 , y 2 , . . . , y n ) ∈ V n (x = 1≤i≤n y i a i )}.
Here y i a i is interpreted by scalar multiplication of a i as an element of the module K n . This is obviously a definable submodule of K n . Suppose that we have ∀(y 1 , y 2 , . . . , y n ) ∈ V n   1≤j≤n y j a j = 0 → 1≤j≤n y j = 0   then we say A is V -linearly independent and M(A) is a V -lattice of K n . For each n < ω we define S n to be the set of V -lattices of K n .
One can see that S n is bijective with the set of equivalence classes of V -linearly independent size n subsets of K n under the equivalence relation A ≡ A iff M(A) = M(A ). Thus S n is a uniformly definable family of subsets of K n and is a natural sort in K eq .
Definition 74 For any n < ω, for any M ∈ S n we define red(M ) := M/µM , and we let R n := {red(M ) : M ∈ S n }. Finally define τ n : R n → S n by τ n (z) = M iff there is some a ∈ M so that z = a + µM .
Proposition 75 Let M ∈ S n . Then
(1) There is some definable module isomorphism σ : M → V n . (2) red(M ) is definably isomorphic to k n . (3) If n = 1 then M = B cl (0, γ) for some γ ∈ Γ.
(1) M ∈ S n so M = M({a 1 , a 2 , . . . , a n }) for some V -linearly independent {a 1 , a 2 , . . . , a n }. For each i ≤ n let σ(a i ) = e i the ith coordinate vector of K n . Now σ extends to an isomorphism of M as {a 1 , a 2 , . . . , a n } is linearly independent, and σ is obviously onto V n . Note that this is not a canonical isomorphism as {a 1 , . . . , a n } is not a canonical basis. In particular, σ will not generally be M -definable. (2) We use σ as in (2) . Define f (x + µM ) = σ(x) + µV n . Then if z 1 + µM = z 2 + µM we have f (z 1 + µM ) = f (z 2 + µM ) as σ is an isomorphism so f is well defined. Also f is a vector space isomorphism as σ is a module isomorphism. (3) M ∈ S 1 so M = M({a}) for some a. Let γ := v(a), then it is trivial to check M = B cl (0, γ). 2
Proposition 76 Let M be a V -lattice in K n . Let I ⊂ {1, . . . , n} and recall π I (M ) is the projection onto the coordinates contained in I. Then π I (M ) is a V -lattice in K |I| .
PROOF. This follows from a similar argument to that given in [3] lemma 2.2.7 and so is omitted. 2
The geometric sorts are G := K ∪ Γ ∪ k ∪ {S i } i<ω ∪ {R i } i<ω . In the next paper we use these results to show elimination of imaginaries for real closed valued fields to the geometric sorts.
