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Proof of Time’s Arrow with Perfectly Chaotic Superdiffusion
Ken-ichi Okubo∗ and Ken Umeno†
Department of Applied Mathematics and Physics,
Graduate School of Informatics, Kyoto University
(Dated: July 24, 2018)
The problem of Time’s Arrow is rigorously solved in a certain microscopic system associated with a
Hamiltonian using only information about the microscopic system. This microscopic system obeys an
equation with time reversal symmetry. In detail, we prove that a symplectic map with time reversal
symmetry is an Anosov diffeomorphism. This result guarantees that any initial density function
defined except for a zero volume set converges to the unique invariant density (uniform distribution)
in the sense of mixing. In addition, we discover that there is a mathematical structure which
connects Time’s Arrow (Anosov diffeomorphism) with superdiffusion in our system. In particular,
the mechanism of this superdiffusion in our system is different from those previously found.
PACS numbers: 05.45.-a, 05.70.Ln,05.40.Fb
2Introduction The problem of Time’s Arrow is known to be a controversial issue that a unidirectional time evolution
occurs in a macroscopic scale although a microscopic system obeys an equation with time reversal symmetry. In
discussion about time irreversibility, it is important to specify time scales and which quantity evolves irreversibly.
In the 19’th century, Boltzmann clarified irreversible behavior of an H-function by assuming the molecular chaos
hypothesis [1, 2]. On Boltzmann’s H-theorem, Loschmidt [3] claimed in a system with time reversal symmetry, that
the time derivative of the entropy would be negative in a backward motion. In addition, Zermelo [4] asserted that
the value of the entropy would return to the initial value by quoting Poincare´’s Recurrence Theorem. In 1970’s, for
nonequilibrium systems in stationary and chaotic states, the idea of the SRB distribution was proposed by Sinai, Ruelle
and Bowen using mixing Anosov diffeomorphisms, in which it was proved that there is a unique ergodic distribution
[2, 5]. If one proves that a dynamical system has a SRB measure, then it is guaranteed that initial density functions
converge to the SRB density function (unique ergodic density function)[2, 6] in the sense of mixing.
As an example of physical model having a SRB measure (a mixing invariant density function), Sinai [7, 8] proved
the hyperbolicity, mixing property and ergodicity of a dynamical system with scatters (Sinai billiards)[9]. As another
example, the Lorentz gas is known where a periodic continuation of Sinai billiards’ boundary is applied without any
walls [10].
The Sinai billiards and Lorentz gas are known as famous chaotic and mixing dynamical models which have scatters.
In these models, the properties of the dynamical systems such as mixing are caused by the existence of obstacles,
scatters, their shape and their position. Then, how about dynamical systems without obstacles, scatters or walls? For
symplectic maps, the Sawtooth map [11, 12], Arnold’s cat map and (multi) Baker’s map [14, 15] have been known as
mixing symplectic maps without scatters. However, their Jacobians are constant for any points and the maps are too
ideal compared with the tangent map [13] and the standard map [12, 16–18]. Furthermore, all the symplectic maps
above do not have time reversal symmetry in the sense of an operator R1 discussed in Supplemental material.
The standard map is the most famous chaotic model associated with a classical Hamiltonian system in which one
can observe the coexistence of the chaotic sea and KAM tori for a finite parameter range [16]. Then, the standard map
is not ergodic for the whole domain [17]. It means that the measure of sets of points is less than unity in which chaos
occurs. From the viewpoint of the time evolution, lots of works reported that superdiffusion occurs in the standard
map due to the coexistence of chaotic regions and KAM tori [12, 16–18]. This phenomenon is referred to be, not
perfectly chaotic superdiffusion [18]. Here superdiffusion is a phenomenon which cannot be explained by the Central
Limit Theorem and can be observed in various physical systems such as astrophysics [19], rotating flow [20], hydrogen
in Vanadium [21], dense granular media [22] and ultracold atoms [23]. From the viewpoint of the spacial structure,
the standard map has a periodic potential and Hamiltonians with periodic potential appear in solid surfaces [27] and
quantum chaos [26].
In this paper, a “macroscopic unidirection” is defined by the convergence of initial density functions to the uniform
distribution in the time scale of dynamical systems. We propose a noble model with time reversal symmetry derived
from a Hamiltonian without scatters. In our model, we prove that any initial density function defined except for
a zero volume set relaxes uniquely to the uniform distribution and that the system is mixing for certain parameter
ranges using only information about the microscopic dynamical system [24]. In proving the convergence, we show that
the maps are Anosov diffeomorphisms. We also prove that perfectly chaotic superdiffusion occurs for the parameter
ranges, which means that for almost all initial points superdiffusion occurs. This does not occur in the other maps
discussed above. That is, in our model, we discover that there is a mathematical structure that connects an Anosov
diffeomorphism (Time’s Arrow) with perfectly chaotic superdiffusion.
Mechanics Let us introduce our Hamiltonian
H(p1, p2, q1, q2)
def
=
p21
2
+
p22
2
+ V (q1, q2), (1)
V (q1, q2)
def
= − ε
pi
log |cos {pi(q1 − q2)}| . (2)
where ε ∈ R is a perturbation parameter, p1, p2 ∈ R and q1, q2 ∈ IδN def=
(− 12 + δNpi , 12 − δNpi ]. On IδN , we identify
− 12 + δNpi with 12 − δNpi . We choose δN > 0 such as
|2 (1− 2δN
pi
)
+ tan
(
pi
2 − δN
)− tan (−pi2 + δN) |(
1− 2δN
pi
) = N ∈ N. (3)
Figure 1 shows the shape of the potential V (q1, q2) when δN is small enough. Then we consider the following map
Tε,∆τ that is obtained by the leap frog method for the canonical equations of motion associated with (1) (second order
3time reversal symmetric symplectic integrator).
Tε,∆τ : R
2 × I2δN \Γ → R2 × I2δN \Γ, (4)

p1(n+ 1)
p2(n+ 1)
q1(n+ 1)
q2(n+ 1)
 =

p1(n)− ε∆τ tan
[
pi
{
q1(n) +
∆τ
2 p1(n)− q2(n)− ∆τ2 p2(n)
}]
p2(n) + ε∆τ tan
[
pi
{
q1(n) +
∆τ
2 p1(n)− q2(n)− ∆τ2 p2(n)
}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
q1(n) +
∆τ
2 p1(n)− q2(n)− ∆τ2 p2(n)
}]
mod IδN
q2(n) + p2(n)∆τ +
ε(∆τ)2
2 tan
[
pi
{
q1(n) +
∆τ
2 p1(n)− q2(n)− ∆τ2 p2(n)
}]
mod IδN
 , (5)
where ∆τ represents a step size. Let Γ be a set {(p1, p2, q1, q2)} such that there exists an integer n such that
T nε,∆τ (p1, p2, q1, q2) = (p
′
1, p
′
2, q
′
1, q
′
2), where q
′
1 + (∆τ/2)p
′
1 − q′2 − (∆τ/2)p′2 = (2m + 1)/2,m ∈ Z. It then turns out
that the Lebesgue measure of Γ is zero.
The map Tε,∆τ has the relations C
def
= p1(0) + p2(0) = · · · = p1(n) + p2(n) and q1(n) + q2(n) = q0 + nC∆τ , where
q0
def
= q1(0)+q2(0). The definition of “ mod IδN ” and the proof of time reversal symmetry of Tε,∆τ are in Supplemental
material.
To prove the existence of Time’s Arrow (convergence of the initial density functions), we have to show that the
dynamical system is an Anosov system [2]. To this end, we construct other forms of the symplectic map denoted
as T̂ε,∆τ , T̂
∗
ε,∆τ , T∗ and T˜ε,∆τ derived from Tε,∆τ to make the proof shorten. The explicit form and time reversal
symmetry of T̂ε,∆τ and T̂
∗
ε,∆τ are shown in Supplemental material. Then the map T˜ε,∆τ is obtained from T̂ε,∆τ using
the homeomorphism H defined by
H : R× IδN \Γ ′ ∋ (p1(n), q1(n)) 7→ (sn, tn) ∈ I2δN ,(
sn
tn
)
=
(
∆τp1(n) + 2q1(n)− q0 − C∆τ (n+ 1/2) mod IδN
J(p1(n), q1(n))− q0 − C∆τ (n+ 3/2) mod IδN
)
,
as
T˜ε,∆τ : xn 7−→ xn+1 = T˜ε,∆τxn, xn def= (sn, tn) ∈ I2δN ,(
sn+1
tn+1
)
=
(
tn
2tn − 2ε(∆τ)2 tan(pitn)− sn mod IδN
)
, (6)
where J(p1(n), q1(n))
def
= ∆τp1(n+ 1) + 2q1(n+ 1). Let Γ
′ be a set {(p1(n), q1(n))} such that there exists an integer
k such that T̂ kε,∆τ(p1(n), q1(n)) = (p1(n+ k), q1(n+ k)), where 2q1(n+ k) + ∆τp1(n+ k)− q0 − C∆τ
(
n+ k + 12
)
=
(2m+ 1)/2,m ∈ Z. The Lebesgue measure of Γ ′ is zero.
Notice that the Jacobian of the map T˜ε,∆τ is given by
J(xn) =
(
0 1
−1 2− 2piε(∆τ)2cos2(pitn)
)
(7)
and it is not a constant matrix, and the case of constant matrices was studied in [25]. The linear instability con-
dition (for at least one eigenvalue of the Jacobian, its absolute value is larger than unity) for the map T˜ε,∆τ is
straightforwardly obtained as
ε < 0 or
2
pi(∆τ)2
< ε. (8)
and this condition is related to the condition that the map is an Anosov diffeomorphism (Anosov system).
Since the map T˜ε,∆τ is symplectic, T˜ε,∆τ preserves the Lebesgue measure µ on I
2
δN
. In the following, we identify the
manifold M with I2δN .
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FIG. 1. Shape of the periodic potential V (q1, q2) for ε = 2.0 (Top, repulsive force occurs) and ε = −2.0 (Bottom, attractive
force occurs).
5Mixing Anosov diffeomorphism According to [2, 14, 25], an Anosov diffeomorphism is defined as below.
Definition 1 (Anosov diffeomorphism). Let M∗ be a compact manifold and f be a diffeomorphism f :M∗ →M∗.
Consider the tangent space TxM∗ at each point x ∈ M∗. If f satisfies all of the following conditions
(I) There exist the subspaces Eux and E
s
x, where TxM∗ = Eux ⊕ Esx,
(II) (Dxf)E
u
x = E
u
f(x), (Dxf)E
s
x = E
s
f(x),
(III) There exist K > 0 and 0 < λ < 1 determined by x and neither by ξ nor by n such that
ξ ∈ Eux =⇒ ‖(Dxfn)ξ‖ ≥ K
(
1
λ
)n
‖ξ‖, (9)
ξ ∈ Esx =⇒ ‖(Dxfn)ξ‖ ≤ Kλn‖ξ‖, (10)
then f is called an Anosov diffeomorphism. Here ‖ · ‖ is defined by ‖ξ‖ def=
√
ξ21 + · · ·+ ξ2n.
The following theorems give the proofs of Time’s Arrow for certain parameter ranges.
Theorem 2. If the linear stability condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, then the map T˜ε,∆τ on I
2
δN
is an Anosov
diffeomorphism.
Theorem 3. If the linear stability condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, then the map T̂
∗
ε,∆τ on M
′
∗ × IδN is an
Anosov diffeomorphism, where M ′∗ represents (R ∪ {“∞”})× IδN .
Proofs are written in Supplemental material. These theorems yield that chaotic hypothesis [2] is satisfied for the
dynamical systems when the linear instability condition is satisfied. According to [14], all Anosov diffeomorphisms
are K-systems thus, have the mixing property. Therefore the dynamical systems defined as the triplet (M, T˜ε,∆τ , µ)
and (M ′∗, T̂
∗
ε,∆τ , µ) have the mixing property where µ corresponds to the Lebesgue measure. In general, the mixing
property yields a relaxation process. Then we adapt this general scenario to our case.
According to [2], an Anosov diffeomorphism T˜ε,∆τ or T̂
∗
ε,∆τ has a unique probability distribution (SRB distribution)
on phase space M or M ′∗, respectively. The Lebesgue measure µ is an invariant measure for T˜ε,∆τ on M and for
T̂ ∗ε,∆τ on M
′
∗. In addition, it is obvious that for every measurable partition ζ subordinate to unstable manifold, the
conditional measures of the Lebesgue measure {µζx} is absolutely continuous with respect to the Lebesgue measure.
Then the uniform distribution derived from the Lebesgue measure is the SRB distribution [28].
A convergence to the uniform distribution is proven for (M, T˜ε,∆τ , µ) and (M
′
∗, T̂
∗
ε,∆τ , µ) as described above for any
initial density function defined except for a zero volume set [24] when the linear instability condition (8) is satisfied.
In particular, the map T̂ ∗ε,∆τ has time reversal symmetry.
In addition to this, correlation functions decay exponentially [2, 6, 29, 30]. In other words in the regime, relaxation
occurs, such that
ρ(s, t) ≃ η(s)η(t) (11)
where ρ represents a density function onM and η represents the one dimensional uniform distribution defined on IδN .
For any orbit {(p1(n), q1(n))}n∈Z of T̂ε,∆τ , there exists at least one corresponding orbit {(sn, tn)}n∈Z of T˜ε,∆τ since
the map T˜ε,∆τ is topologically semi-conjugate with T̂ε,∆τ . Then, for the corresponding orbit {(p1(n), q1(n))}n∈Z,
time series {ε∆τ tan(pisn)}n∈Z obey the Cauchy distribution when {(sn, tn)}n∈Z obey the uniform distribution with
probability unity and have mixing property. According to [34], in the dynamical system (M ′, T̂ε,∆τ , µ), any initial
density function with p1 defined except for a zero volume set converges to a stable law. In addition from Theorem 3,
any initial density function relaxes to the uniform distribution defined on ∗R
def
= R ∪ {“∞”}.
Lyapunov exponent Let us discuss the Lyapunov exponent of T˜ε,∆τ . In the following, we consider the case in
which N is large enough so that one can identify IδN as
(− 12 , 12] and the case in which the linear instability condition
is satisfied. Since the Lebesgue measure is the SRB measure for ε < 0, 2
pi(∆τ)2 < ε where T˜ε,∆τ is an Anosov
diffeomorphism, one can obtain from the Pesin identity the Kolmogorov-Sinai (KS) entropy hKS(T˜ε,∆τ ) (entropy per
unit time) [31] for almost all initial points as
hKS(T˜ε,∆τ ) =
∫∫
M
log
∣∣∣det(DT˜ε,∆τ |Eu)∣∣∣µ(dx), (12)
6where hKS(T˜ε,∆τ ) is positive. In calculating hKS(T˜ε,∆τ ), one needs the eigenvalue corresponding to the unstable
direction expressed by γ(t), t ∈ IδN with
γ(t) =
{
γ−(t), when ε >
2
pi(∆τ)2 ,
γ+(t), when ε < 0,
(13)
γ±(t) = 1− piε(∆τ)
2
cos2(pit)
±
√(
1− piε(∆τ)
2
cos2(pit)
)2
− 1, (14)
where hKS(T˜ε,∆τ ) is equivalent to the positive Lyapunov exponent λ(ε,∆τ) due to the Pesin identity. To obtain an
explicit formula of the Lyapunov exponent, one substitutes (14) into det
(
DT˜ε,∆τ |Eu
)
. Since it is not necessarily that
such an expression is simple enough, we assume the following so that an explicit expression is analytically obtained.
(Assumption): one can obtain the equivalent value of (12) if one substitutes
〈
cos2(pit)
〉
= 1/2 into cos2(pit).
Under this assumption, Equation (12) can be integrated as,
λ(ε,∆τ) ≃

log
[
2piε(∆τ)2 − 1 + 2√4piε(∆τ)2 {piε(∆τ)2 − 1}+ √4piε(∆τ)2{piε(∆τ)2−1}2piε(∆τ)2−1 ] , ε > 2pi(∆τ)2 ,
log
[
1− 2piε(∆τ)2 + 2√4piε(∆τ)2 {piε(∆τ)2 − 1}+ √4piε(∆τ)2{piε(∆τ)2−1}1−2piε(∆τ)2 ] , ε < 0. (15)
Figure 2 shows the comparison between the numerical result and the analytical formula of the Lyapunov exponent.
One sees that the numerical result is consistent with the analytical formula.
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FIG. 2. Numerical calculation of Lyapunov exponent (red circle) and analytical formula (solid line and broken line) in the case
of ∆τ = 1. A solid line corresponds to λ(ε,∆τ ) for ε < 0 and a broken line corresponds to ε > 2
pi
. The iteration number is 104,
the initial deviation vector is vs =
1√
2
, vt =
1√
2
and initial point is (s, t) = (
√
2−1
2
,
√
3−1
2
). A vertical line corresponds to ε = 2
pi
.
7Distribution yielding superdiffusion Next we discuss the mathematical structure which connects an Anosov diffeo-
morphism with superdiffusion. In what follows, we focus on the map Tε,∆τ or T̂ε,∆τ and on the distribution of the
momentum p1. It will be shown that p1 is represented by the sum of variables obeying the Cauchy distribution. For
the Cauchy distribution the variance diverges and this is the evidence of superdiffusion.
In detail, since the map T˜ε,∆τ is topologically semi-conjugate with T̂ε,∆τ , for any orbit {(p1(n), q1(n))}n∈Z, there is
at least one corresponding orbit {(sn, tn)}n∈Z. In addition since points {sn}n∈Z obey the uniform distribution and
have mixing property, points {uk = −ε(∆τ) tan(pisk)}k∈Z obey the Cauchy distribution [32, 33]
f(u) =
1
pi
|ε∆τ |
(ε∆τ)2 + u2
, (16)
and also have the mixing property. From (16), we can obtain a distribution of p1 as follows. Since the momentum p1
is expressed by p1(n) = p1(0) +
n∑
k=1
uk, the density function of {p1(n)} uniquely converges to a stable law [34]. For a
fixed n, if {uk}nk=1 are independent when the number of ensemble me is infinity, then {p1(n)}ensemble def= {p1(n, i)}mei=1
obey the distribution
f(p1(n)) =
1
pi
|γn|
γ2n + p
2
1(n)
(17)
where i is an index of each initial point and γn satisfies γn = |n(ε∆τ)|. Consider the case that me is finite. With
(17), one has that {y def= p1(n)/√σn,me}ensemble obey
g(y) =
1
pi
|γn|√σn,me
γ2n + (
√
σn,mey)
2
, (18)
where
√
σn,me is a variance obtained from the finite number of ensemble data {p1(n, i)}mei=1. Figure 3 shows the
density function g(y) and the numerically obtained density function G(y) at ∆τ = 1, ε = 0.65 > 2
pi
, where y represents
{yi = p1(100, i)/√σ100,me}mei=1. The number of initial points is me = 106. Fitting g(y) to the data using least square
method, one obtains a fitted parameter γ̂ as γ̂ = 68.1 ≃ 0.65× 100. If {uk} are independent, then γ̂ = 65. Therefore,
for ε < 0, 2
pi(∆τ)2 < ε one can see that {p1}ensemble nearly obeys the Cauchy distribution in the sense that {uk} are
almost independent.
Superdiffusion Since {p1(n)} nearly obey the Cauchy distribution for finite time n (see the Figure 3), one can see
that superdiffusion occurs. Figure 4 shows the log-log plot with numerically simulated time evolution of mean square
displacement (MSD) with p1 and q1 at ∆τ = 1, ε = 0.68 >
2
pi
, where the number of initial points is m′e = 2.5 × 105.
The order of MSD(n; p1) and MSD(n; q1) against n is
MSD(n; q1) =
{
nνq1,S , νq1,S ≃ 2, for n . tc,
nνq1,L , νq1,L ≃ 4, for n & tc,
MSD(n; p1) = n
νp1 , νp1 ≃ 2,
where tc ≃ 101.3. From Fig. 4, we observe that
νq1,S ≃ νp1 ,
νq1,L ≃ νp1 + 2. (19)
Equation (19) is consistent with that found in [18]. The time tc is considered to be a relaxation time when correlation
functions decay almost completely. It should be emphasized that perfectly chaotic superdiffusion occurs in our model,
namely for almost all initial points chaotic superdiffusion occurs. According to the previous works [12, 16, 17, 35, 36],
the cause of superdiffusion is considered to be the coexistence of chaotic regions and KAM tori. In particular it has
been believed that normal diffusion and superdiffusion coexist in standard map. In our model however, superdiffusion
occurs with probability unity, i.e. phase space is solely filled with chaotic region. Then, from our analysis we propose
a new mechanism of superdiffusion.
Conclusion In the microscopic scale, it has been proven that the map T̂ ∗ε,∆τ which has time reversal symmetry
without scatters, is an Anosov diffeomorphism for ε < 0 or 2
pi(∆τ)2 < ε, namely the dynamical system derived from
the Hamiltonian without scatters has the mixing property (ergodic).
In the macroscopic scale, in the sense of distribution functions, we also have proven that the Kolmogorov-Sinai entropy
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FIG. 3. Density function g(y) and G(y) of y = p1(100)/
√
σ100,me . The density function G(y) is numerically obtained. Initial
points {(p1, p2, q1, q2)} are uniformly distributed on
(− 1
2
, 1
2
)4
. The number of initial points is me = 10
6. The moment
p1 at n = 100 is obtained by p1(100) = p1(0) − ε
99∑
i=0
tan(pisi). The parameter γ̂ obtained by the least square method is
γ̂ = 68.1 ≃ 100× 0.65. The values of the variance for finite number of data {p1(100, i)}mei=1 is
√
σ100,me = 2.99 × 104.
is positive for almost all initial points and the Lebesgue measure is a unique SRB measure in the parameter ranges.
Then, this has indicated that a density function converges into the uniform distribution in the sense of mixing.
The result has assured that one deals with the dynamical system probabilistic or statistic one using the uniform
distribution. In addition, we have shown that the momentum nearly obeys the Cauchy distribution if the time n is
finite, which causes perfectly chaotic superdiffusion.
In summary, the existence of Time’s Arrow is certainly proven to exist rigorously in our model derived from the
Hamiltonian system with time reversal symmetry for the parameter ranges ε < 0 or 2
pi(∆τ)2 < ε. In addition, the
relaxation occurs with perfectly chaotic superdiffusion in the whole sets of chaotic region. From these results, it can be
claimed that Time’s Arrow (convergence of initial density functions) is compatible with microscopic time reversibility.
Thus, from our analysis, Time’s Arrow can be generated by internally chaotic mechanism in Hamiltonian dynamical
systems with time reversal symmetry even though the systems do not have external artifacts such as the walls,
collisions and scatters.
One of the authors Ken-ichi Okubo thanks Dr. Yoshiyuki Y. Yamaguchi for his suggestive advice and instructive
discussion, also thanks Dr. Shin-itiro Goto as a careful reader of this paper and for his suggestive advice.
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FIG. 4. Mean square displacement (MSD) of p1 and q1 for the map Tε,∆τ at ε = 0.68 and m
′
e = 2.5 × 105 (solid lines). The
broken lines increase in the order of log10 n
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4. One can see there occurs superdiffusion for p1 and q1. In terms of the
MSD of q1, there are two regimes. In the first regime, the inclination of MSD of q1 is about 2 and in the second regime, one is
about 4. As initial conditions, p1 and p2 are distributed obeying to the Cauchy distribution whose scale parameter is 0.68 and
q1 = q2 = 0. In [37], under similar initial conditions, superdiffusion was studied.
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Supplemental Material
In this Supplemental material it is shown that
1. the maps Tε,∆τ , T̂ε,∆τ and T̂
∗
ε,∆τ have time reversal symmetry,
2. the domainM ′∗
def
= (R∪{“∞”})× IδN = ∗R× IδN is compact and the map T̂ ∗ε,∆τ is a diffeomorphism onM ′∗ and
the domain M
def
= I2δN is compact and the map T˜ε,∆τ is a diffeomorphism on M ,
3. the maps T˜ε,∆τ , T̂
∗
ε,∆τ and T∗ are Anosov diffeomorphisms for ε < 0,
2
pi(∆τ)2 < ε, and
4. the dynamical systems
(
I2δN , T˜ε,∆τ , µ
)
and
(
M ′∗, T̂
∗
ε,∆τ , µ
)
are K-systems for ε < 0, 2(∆τ)2 < ε.
The definitions of Tˆε,∆τ , T̂
∗
ε,∆τ , T∗ are written in the first section.
Another symplectic maps and domain
In this section, symplectic maps T̂ε,∆τ , T̂
∗
ε,∆τ , T˜ε,∆τ and T∗ derived from Tε,∆τ are introduced and their properties
are discussed. The maps T˜ε,∆τ , T̂
∗
ε,∆τ and T∗ will be used for the proof that the dynamical systems with such maps
have a unique SRB measure (convergence to the uniform distribution). Let us begin with the definition of a domain
IδN .
Definition 4. The domain
(− 12 + δNpi , 12 − δNpi ] with the identification specified below is called IδN , where − 12 + δNpi is
identified with 12 − δNpi with δN satisfying
|2 (1− 2δN
pi
)
+ tan
(
pi
2 − δN
)− tan (−pi2 + δN) |(
1− 2δN
pi
) = N ∈ N. (S1)
Definition 5 (mod IδN ). The operation mod IδN : R→ IδN is defined such that
x mod IδN
def
= x− n
(
1− 2
pi
δN
)
, (S2)
where − 1
2
+
δN
pi
+ n
(
1− 2
pi
δN
)
< x ≤ 1
2
− δN
pi
+ n
(
1− 2
pi
δN
)
, n ∈ Z.
Definition 6 (T̂ε,∆τ ). The symplectic map T̂ε,∆τ : (R× IδN ) \Γ ′ → (R× IδN ) \Γ ′ is defined to be(
p1(n+ 1)
q1(n+ 1)
)
=
(
p1(n)− ε(∆τ) tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
mod IδN
)
.
(S3)
where Γ ′ represents a set {(p1(n), q1(n))} such that there exists an integer k which satisfies the condition that
T̂ kε,∆τ (p1(n), q1(n)) = (p1(n+ k), q1(n+ k)),
where 2q1(n+ k) + ∆τp1(n+ k)− q0 − C∆τ
(
n+ k + 12
)
= 2m+12 , m ∈ Z.
(S4)
One can reconstruct the map Tε,∆τ using T̂ε,∆τ and the following relations{
p1(n) + p2(n) = C
def
= p1(0) + p2(0),
q1(n) + q2(n) = q0 + nC,
(S5)
where q0
def
= q1(0) + q2(0).
Expanding the domain of T̂ε,∆τ , one can define a symplectic map T̂
∗
ε,∆τ as follows.
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Definition 7 (T̂ ∗ε,∆τ ). The map T̂
∗
ε,∆τ :
∗
R× IδN → ∗R× IδN is defined to be(
p1(n+ 1)
q1(n+ 1)
)
=
(
p1(n)− ε(∆τ) tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
mod IδN
)
,
(S6)
where ∗R
def
= R ∪ {“∞”}. Here, {∞} and {−∞} are identified with {“∞”}.
In the following, manifolds M , M ′ and M ′∗ represent I
2
δN
, R× IδN and ∗R× IδN , respectively.
Definition 8 (Critical set and images on them). The set Am,n are defined to be
Am,n
def
=
{
(p1(n), q1(n)); 2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+
1
2
)
=
2m+ 1
2
, n,m ∈ Z
}
. (S7)
Also the set A′m,n+1 are defined to be
A′m,n+1
def
=
{
(p1(n+ 1), q1(n+ 1)); 2q1(n+ 1)−∆τp1(n+ 1)− q0 − C∆τ
(
n+
1
2
)
=
2m+ 1
2
, n,m ∈ Z
}
. (S8)
The set S is defined to be
S
def
=
{
(p1, q1);
∃k ∈ Z s.t. T̂ kε,∆τ (p1, q1) ∈
{
(“∞”, q1) ∪ {Am,n}m,n ∪ {A′m,n+1}m,n
}}
(S9)
and identify all the points on S with a single point (p∗1, q
∗
1) ∈ S.
The set S is mapped onto S by T̂ ∗ε,∆τ . Then the map T̂
∗
ε,∆τ is rewritten as
T̂ ∗ε,∆τ :
{
(∗R× IδN ) \S → (∗R× IδN ) \S,
S → S. (S10)
With respect to the Lebesgue measure, the measure of S is zero.
Definition 9 (T∗ and ϕ). The diffeomorphism ϕ :
∗
R× IδN → arctan (∗R)× IδN , and the map T∗ = ϕ ◦ T̂ ∗ε,∆τ ◦ϕ−1 :
(z(n), q1(n)) 7→ (z(n+ 1), q1(n+ 1)) where (z, q1) ∈
(−pi2 , pi2 ]× IδN , are defined to be
ϕ(p1(n), q1(n)) = (arctan {p1(n)} , q1(n)), (S11)
{
z(n+ 1) = arctan
[
tan z(n)− ε(∆τ ) tan [pi {2q1(n) + ∆τ tan z(n)− q0 −C∆τ (n+ 12)}]] ,
q1(n+ 1) = q1(n) + ∆τ tan z(n)− ε(∆τ)
2
2
tan
[
pi
{
2q1(n) + ∆τ tan z(n)− q0 −C∆τ
(
n+ 1
2
)}]
mod IδN ,{
z(n) = arctan
[
tan z(n+ 1) + ε(∆τ ) tan
[
pi
{
2q1(n+ 1)−∆τ tan z(n+ 1)− q0 − C∆τ
(
n+ 1
2
)}]]
,
q1(n) = q1(n+ 1)−∆τ tan z(n+ 1)− ε(∆τ)
2
2
tan
[
pi
{
2q1(n+ 1) −∆τ tan z(n+ 1) − q0 − C∆τ
(
n+ 1
2
)}]
mod IδN .
The set s is defined to be
s
def
=
{
(z(n), q1(n))
∣∣∣(tan z(n), q1(n)) ∈ S} (S12)
and identify all the point on s with a point (z∗, q∗1).
Then the map is rewritten as
T∗ :
{
(ϕM ′∗)\(ϕS) → (ϕM ′∗)\(ϕS),
(ϕS) → (ϕS). (S13)
Definition 10 (T˜ε,∆τ ). The symplectic map T˜ε,∆τ :M →M is defined to be(
sn+1,
tn+1
)
=
(
g(tn)
h(sn, tn)
)
=
(
tn
2tn − sn + 2ε(∆τ)2 tan(pitn) mod IδN
)
. (S14)
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The symplectic map T˜ε,∆τ is topologically semi-conjugate with T̂ε,∆τ using a homeomorphism H defined by(
sn
tn
)
= H
(
p1(n)
q1(n)
)
=
(
∆τp1(n) + 2q1(n)− q0 − C∆τ (n+ 1/2) mod IδN
J(p1(n), q1(n))− q0 − C∆τ (n+ 3/2) mod IδN
)
(S15)
where J(p1(n), q1(n))
def
= ∆τp1(n+ 1) + 2q1(n+ 1).
For the symplectic maps Tε,∆τ , T̂ε,∆τ , T̂
∗
ε,∆τ , T˜ε,∆τ and T∗ the following diagram commutes:
R
2 × I2δN
Tε,∆τ−−−−→ R2 × I2δN
R× IδN
T̂ε,∆τ−−−−→ R× IδN
H
y xH−1
I2δN
T˜ε,∆τ−−−−→ I2δN
∗
R× IδN
T̂∗ε,∆τ−−−−→ ∗R× IδN
ϕ
y xϕ−1
arctan(∗R)× IδN T∗−−−−→ arctan(∗R)× IδN
Time reversal symmetry
In this section, it is shown that the symplectic maps Tε,∆τ and T̂ε,∆τ used in the main text have time reversal
symmetry.
Definition 11. Let M be either R2 × I2δN or M ′ and f : M → M be a map. It is said that the map f has time
reversal symmetry when there exists an operator R such that
R ◦ f = f−1 ◦R. (S16)
In the case of Tε,∆τ , choose an operator R1 as R [1] such that
R1(p, q) = (−p, q) ∈ R2 × I2δN . (S17)
When an operator R is R1, the form of f
−1 is equivalent to that of f , so that any orbit obtained by f−1 is also one
obtained by f .
For any point (p(n), q(n)), it holds that
R1 ◦ Tε,∆τ

p1(n)
p2(n)
q1(n)
q2(n)
 =

−p1(n) + ε∆τ tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
−p2(n)− ε∆τ tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
mod IδN
q2(n) + p2(n)∆τ +
ε(∆τ)2
2 tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
mod IδN
 .
(S18)
One can also have
T−1ε,∆τ ◦R1

p1(n)
p2(n)
q1(n)
q2(n)
 =

−p1(n) + ε∆τ tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
−p2(n)− ε∆τ tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
mod IδN
q2(n) + p2(n)∆τ +
ε(∆τ)2
2 tan
[
pi
{
q1(n)− ∆τ2 p1(n)− q2(n) + ∆τ2 p2(n)
}]
mod IδN
 .
(S19)
Therefore, it holds from Definition 11, (S18) and (S19), that the map Tε,∆τ has time reversal symmetry.
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In the case of T̂ε,∆τ , the inverse T̂
−1
ε,∆τ is defined by
T̂−1ε,∆τ
(
p1(n+ 1)
q1(n+ 1)
)
=
(
p1(n+ 1) + ε∆τ tan
[
pi
{
2q1(n+ 1)−∆τp1(n+ 1)− q0 − C∆τ
(
n+ 12
)}]
,
q1(n+ 1)− p1(n+ 1)∆τ − ε(∆τ)
2
2 tan
[
pi
{
2q1(n+ 1)−∆τp1(n+ 1)− q0 − C∆τ
(
n+ 12
)}] ) .
(S20)
Then, it holds that
R1 ◦ T̂ε,∆τ
(
p1(n)
q1(n)
)
=
(
−p1(n) + ε(∆τ) tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}] ) . (S21)
One can also have
T̂−1ε,∆τ ◦R1
(
p1(n)
q1(n)
)
=
(
−p1(n) + ε(∆τ) tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}]
q1(n) + p1(n)∆τ − ε(∆τ)
2
2 tan
[
pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}] ) . (S22)
Therefore, it holds from Definition 11, (S21) and (S22), that the map T̂ε,∆τ has time reversal symmetry. The map
T̂ ∗ε,∆τ also has time reversal symmetry.
Compactness and Diffeomorphism
In this section, it is shown that
• the domain (ϕM ′∗) is compact and T∗ is a diffeomorphism on (ϕM ′∗), and
• the domain M is compact and T˜ε,∆τ is a diffeomorphism on M .
The set ∗R
def
= R ∪ {“∞”} is the one-point compactification of R, so that ∗R is compact. Due to the continuity of
arctan, arctan (∗R) is compact. The domain IδN is homeomorphic to the circle S since we identify − 12 + δNpi with
1
2 − δNpi . Then the domains (ϕM ′∗) and M are topologically conjugate with a torus T2 so that (ϕM ′∗) and M are
compact.
Next, we show that the map T∗ is a diffeomorphism on (ϕM
′
∗) and that the map T˜ε,∆τ is a diffeomorphism on M .
To this end, one needs to show that the maps T∗ and T˜ε,∆τ are surjective, injective, smooth and its inverses are
continuous.
• In the case of T∗
(Proof of surjective): For any point (z(n+1), q1(n+1)) ∈ (ϕM ′∗)\ (ϕS), there is a point (z(n), q1(n)) ∈ (ϕM ′∗)\ (ϕS)
as{
z(n) = arctan
[
tan z(n+ 1) + ε(∆τ ) tan
[
pi
{
2q1(n+ 1)−∆τ tan z(n+ 1)− q0 − C∆τ
(
n+ 1
2
)}]]
,
q1(n) = q1(n+ 1)−∆τ tan z(n+ 1)− ε(∆τ)
2
2
tan
[
pi
{
2q1(n+ 1) −∆τ tan z(n+ 1) − q0 − C∆τ
(
n+ 1
2
)}]
mod IδN .
(S23)
Thus, the map T∗ is surjective.
(Proof of injective): We show that the map T∗ is injective by contradiction. Let (z(n), q1(n)) and (z
′(n), q′1(n)) be two
points which cannot be identified. One assumes that the image (z(n+1), q1(n+1)) is identified with (z
′(n+1), q′1(n+1)).
i) In the case of (z(n+1), q1(n+1)) ∈ (ϕM ′∗)\ (ϕS), by simple calculation, one sees that (z(n), q1(n)) = (z′(n), q′1(n)).
It is contradiction to the condition that (z(n), q1(n)) 6= (z′(n), q′1(n)).
ii) In the case of (z(n + 1), q1(n + 1)) ∈ (ϕS), by the assumption it holds that (z(n), q1(n)) = (z′(n), q′1(n)). It is
contradiction to the condition that (z(n), q1(n)) 6= (z′(n), q′1(n)).
iii) In the case of (z(n + 1), q1(n + 1)) ∈ (ϕM ′∗)\ (ϕS) and (z′(n + 1), q′1(n + 1)) ∈ (ϕS), it is contradiction to the
condition that {(ϕM ′∗)\ (ϕS)} ∩ {(ϕS)} = ∅.
From i), ii) and iii), the map T∗ is injective.
(Proof of smoothness): It is obvious that T∗ is smooth on (ϕM
′
∗)\ (ϕS). In order to discuss the continuity on (ϕS),
let us define open set on ϕM ′∗. We call a subset U ⊂ (ϕM ′∗) is an open set of (ϕM ′∗) when at least one condition
below is satisfied [2].
1. For ϕS /∈ U , U is an open set of (ϕM ′∗)\ (ϕS).
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2. For ϕS ∈ U , (ϕM ′∗)\U is compact and a closed set of (ϕM ′∗)\ (ϕS).
For any open set ω = (ϕS) ∪ Ω where Ω ⊂ ((ϕM ′∗)\ϕS), it holds that
(ϕM ′∗)\ ((ϕS) ∪ Ω) = ((ϕM ′∗)\ϕS) \Ω. (S24)
Then, ((ϕM ′∗)\ϕS) \Ω is a closed set of (ϕM ′∗)\ϕS and compact. Thus, the set Ω is an open set of (ϕM ′∗)\ϕS. The
set T−1∗ Ω is an open set since the map T∗ is a smooth on (ϕM
′
∗)\ϕS. Then, for any open set ω = (ϕS) ∪ Ω, it holds
that
(ϕM ′∗)\
(
T−1∗ ω
)
= (ϕM ′∗)\T−1∗ (ϕS ∪Ω) ,
= (ϕM ′∗)\
(
T−1∗ ϕS ∪ T−1∗ Ω
)
,
= (ϕM ′∗)\
(
ϕS ∪ T−1∗ Ω
)
,
= ((ϕM ′∗)\ϕS) ∪ T−1∗ Ω.
Then, (ϕM ′∗)\
(
T−1∗ ω
)
is closed in finite space and compact. Thus, T−1∗ ω is a open set. Therefore T∗ is continuous.
The Jacobian on (ϕS) denoted as J((z∗(n), q∗1(n))) is constant, so that T∗ is smooth on ϕS.
Therefore, the map T∗ is a diffeomorphism.
• In the case of T˜ε,∆τ
(Proof of surjective): For any point (sn+1, tn+1) ∈M , there is a point (sn, tn) ∈M such that{
sn = 2sn+1 + 2ε(∆τ)
2 tan(pisn+1)− tn+1 mod IδN ,
tn = sn+1.
(S25)
Thus, the map T˜ε,∆τ is surjective.
(Proof of injective): We show that the map T˜ε,∆τ is injective by contradiction. Let (sn, tn) and (s
′
n, t
′
n) be two points
which cannot be identified on M . If one assumes that the image (sn+1, tn+1) is identified with (s
′
n+1, t
′
n+1), then it
holds that
sn+1 = s
′
n+1,
Thus, tn = t
′
n. (S26)
Using 2t + 2ε(∆τ)2 tan(pit) is finite for t ∈ IδN and (S26), one obtains the relation sn = s′n. These results are in
contradiction to the condition that (sn, tn) 6= (s′n, t′n). Therefore, the map T˜ε,∆τ is injective.
(Proof of smoothness): It is obvious that g, h, ∂g
∂t
, ∂h
∂s
and ∂h
∂t
defined in (S14) are continuous on M except for (s, t)
where s = 12 − δNpi or t = 12 − δNpi . Then let us discuss the smoothness at 12 − δNpi . It is obvious that g(t) = t and ∂g∂t are
continuous at t = 12 − δNpi and that h(s, t) = 2t+ 2ε(∆τ)2 tan(pit)− s and ∂h∂s are continuous at s = 12 − δNpi similarly.
Then, let us discuss the continuity of h(s, t) and that of ∂h
∂t
at t = 12 − δNpi . From the definition of δN , one obtains∣∣∣∣h(s,−12 + δNpi
)
− h
(
s,
1
2
− δN
pi
)∣∣∣∣ = N (1− 2δNpi
)
,
Thus,
∣∣∣∣h(s,−12 + δNpi
)
− h
(
s,
1
2
− δN
pi
)∣∣∣∣ mod IδN = 0.
Then, h(s, t) is continuous at t = 12 − δNpi on torus M . Since h(s, t) is an odd function with t, one obtains
∂h
∂t
(
s,− 12 + δNpi
)
= ∂h
∂t
(
s, 12 − δNpi
)
. Thus ∂h
∂s
is continuous at t = 12 − δNpi . The map T˜−1ε,∆τ is also continuous on
M .
Therefore, the map T˜ε,∆τ is a diffeomorphism on M .
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Anosov diffeomorphism and Mixing property I
In this section, we prove that the map T˜ε,∆τ defined by (S14) is an Anosov diffeomorphism for ε < 0,
2
pi(∆τ)2 < ε.
A point (sn, tn) of M is denoted as xn = (sn, tn). The Jacobian of the map T˜ε,∆τ is given by
J(xn) =
(
0 1
−1 2− 2piε(∆τ)2cos2(pitn)
)
, (S27)
where components of the Jacobian J(xn) are on R. According to [3–6], an Anosov diffeomorphism is defined below.
Definition 12 (Anosov diffeomorphism). Let M∗ be a compact manifold, ‖ · ‖ be a norm and f : M∗ → M∗ be
a diffeomorphism. Consider the tangent space TxM∗ at each point x ∈ M∗. If f satisfies the all of the following
conditions
(I) There exist the subspaces Eux and E
s
x, such that TxM∗ = Eux ⊕ Esx,
(II) (Dxf)E
u
x = E
u
f(x), (Dxf)E
s
x = E
s
f(x),
(III) There exist K > 0 and 0 < λ < 1 determined by x and neither by ξ nor by n such that
ξ ∈ Eux =⇒ ‖(Dxfn)ξ‖ ≥ K
(
1
λ
)n
‖ξ‖, (S28)
ξ ∈ Esx =⇒ ‖(Dxfn)ξ‖ ≤ Kλn‖ξ‖, (S29)
then f is called an Anosov diffeomorphism.
The linear instability condition (for at least one eigenvalue of the matrix (S27), its absolute value is larger than unity)
for the map T˜ε,∆τ is
ε < 0, or
2
pi(∆τ)2
< ε. (S30)
The linear instability condition is related to the condition that the map T˜ε,∆τ is an Anosov diffeomorphism for the
map T˜ε,∆τ .
We will prove that the map T˜ε,∆τ is an Anosov diffeomorphism for ε < 0,
2
pi(∆τ)2 < ε. This proof is based on the idea
used in [7]. To prove this, all the conditions (I), (II) and (III) in Definition 12 should be satisfied. To do so, we first
introduce definitions of cones L+ and L− and, then we have to show the following Lemmas.
Definition 13. For any two dimensional non-zero vector on TxnM,xn ∈M,n ∈ Z
an = (a1(n), a2(n)) 6= O,
the cones L+ and L− are defined to be
L+(xn) = {(a1(n), a2(n)); ‖J(xn)an‖ > ‖an‖},
L−(xn) = {(a1(n), a2(n)); ‖J(xn)an‖ < ‖an‖},
where ‖ · ‖ represents ‖a(n)‖ ≡
√
a21(n) + a
2
2(n).
Lemma 14. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, it holds that
J(xn)an ∈ L+(T˜ε,∆τxn), ∀an ∈ L+(xn), (S31)
This Lemma corresponds to the condition (II).
Proof. It follows from a simple calculation that an /∈ L+(xn) and an /∈ L−(xn), when a2(n) = 0. Then consider the
case where a2(n) 6= 0. The condition that an ∈ L+(xn) in (S31) is expressed by
an ∈ L+(xn)⇔
{
a1(n)
a2(n)
> 1− piε(∆τ)2cos2(pitn) , ε > 2pi(∆τ)2 ,
a1(n)
a2(n)
< 1− piε(∆τ)2cos2(pitn) , ε < 0.
(S32)
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Choosing an+1 as J(xn)an = (a1(n+ 1), a2(n+1)), one can rewrite the condition that an+1 ∈ L+(T˜ε,∆τxn) in (S31)
is expressed as
an+1 ∈ L+(T˜ε,∆τxn) = L+(xn+1)⇔
{
a1(n+1)
a2(n+1)
> 1− piε(∆τ)2cos2(pitn+1) , ε > 2pi(∆τ)2 ,
a1(n+1)
a2(n+1)
< 1− piε(∆τ)2cos2(pitn+1) , ε < 0.
(S33)
To prove (S31), we show below that (S32) implies (S33).
Substituting a1(n+ 1) = a2(n) and a2(n+ 1) = −a1(n) + 2
(
1− piε(∆τ)2cos2(pitn)
)
a2(n), into (S33), one has
a1(n+ 1)
a2(n+ 1)
=
a2(n)
−a1(n) + 2
(
1− piε(∆τ)2cos2(pitn)
)
a2(n)
=
1
−a1(n)
a2(n)
+ 2
(
1− piε(∆τ)2cos2(pitn)
) . (S34)
Then, when the condition (S32) is satisfied, the condition (S33) holds since it holds that inductively{
1− piε(∆τ)2cos2(pitk) <
a1(k)
a2(k)
< 0, ∀k ≥ n+ 1, ε > 2
pi(∆τ)2 ,
0 < a1(k)
a2(k)
< 1− piε(∆τ)2cos2(pitk) , ∀k ≥ n+ 1, ε < 0.
Therefore the condition (S31) holds.
Lemma 15. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, it holds that
J(xn−1)
−1an ∈ L−(T˜−1ε,∆τxn), ∀an ∈ L−(xn). (S35)
Proof. The conditions an ∈ L−(xn) and J(xn−1)−1an ∈ L−(T˜−1ε,∆τxn) in (S35) are expressed as
an ∈ L−(xn)⇔
{
a1(n)
a2(n)
< 1− piε(∆τ)2cos2(pitn) , for ε > 2pi(∆τ)2 ,
a1(n)
a2(n)
> 1− piε(∆τ)2cos2(pitn) , for ε < 0,
(S36)
and
an−1
def
= J(xn−1)
−1an ∈ L−(T˜−1ε,∆τxn) = L−(xn−1)⇔
{
a1(n−1)
a2(n−1)
< 1− piε(∆τ)2cos2(pitn−1) , for ε > 2pi(∆τ)2 ,
a1(n−1)
a2(n−1)
> 1− piε(∆τ)2cos2(pitn−1) , for ε < 0.
(S37)
Substituting a1(n− 1) = 2
(
1− piε(∆τ)2cos2(piqn−1)
)
a1(n)−a2(n) and a2(n− 1) = a1(n) into (S37), one can see the condition
(S37) holds when condition (S36) holds.
Lemma 16. For any point xn and for any integer k ∈ Z ≥ n, there exists a deviation vector an such that
k∏
i=n
J(xi)an ∈ L−(xk), an ∈ L−(xn). (S38)
Proof. We prove it by contradiction. We assume that
∃yn,
∃k′ ∈ Z ≥ n, ∀an ∈ L−(yn) s.t.
k′∏
i=n
J(yi)an /∈ L−(yk′). (S39)
One can obtain an orbit {ym} including yn and yn′ where n′ > k′ ≥ n. For all points, there exists the cone L−, so
that there exists a vector An′ ∈ L−(yn′). Then one chooses Ak′ and An as
Ak′
def
=
k′∏
i=n′−1
J−1(yi)An′ ∈ L−(yk′ ) ∵ (S35),
An
def
=
n∏
i=n′−1
J−1(yi)An′ ∈ L−(yn),
Thus,
k′∏
i=n
J(yi)An ∈ L−(yk′ ). (S40)
18
Equation (S40) is contradictory to the (S39). Therefore, Lemma 16 holds.
From Lemmas 14, 15 and 16, define LL−(xn) and LL
+(xn) as follows in order to prove that conditions (I), (II) and
(III) are satisfied.
Definition 17. The subset LL−(xn) of L
−(xn) is defined to be
LL−(xn)
def
=
{
(a1(n), a2(n));
k∏
i=n
J(xi)an ∈ L−(xk), ∀k ≥ n
}
. (S41)
From Lemma 16 one can see that
J(xn)an ∈ LL−(xn+1), ∀an ∈ LL−(xn). (S42)
Definition 18. The subset LL+(xn) of L
+(xn) is defined to be
LL+(xn)
def
=

{
(a1(n), a2(n)); 1 − piε(∆τ)
2
cos2(pitn)
< a1(n)
a2(n)
< 0
}
for ε > 2
pi(∆τ)2 ,{
(a1(n), a2(n)); 0 <
a1(n)
a2(n)
< 1− piε(∆τ)2cos2(pitn)
}
for ε < 0.
(S43)
From a simple calculation, it holds that
J(xn)an ∈ LL+(xn+1), ∀an ∈ LL+(xn). (S44)
Lemma 19. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, the conditions (I) and (II) are satisfied.
Proof. One can choose any eigenvector spaces Eux and E
s
x in LL
+(xn) and LL
−(xn), respectively so that combining
(S41) and (S43):
Euxn ⊂ LL+(xn), Esxn ⊂ LL−(xn). (S45)
Combining (S42), (S44) and (S45), one has that J(xn)E
u
xn
⊂ LL+(xn+1) and J(xn)Esxn ⊂ LL−(xn+1). Then, one
can choose Euxn+1, E
s
xn+1
inductively by
Euxn+1
def
= J(xn)E
u
xn
, Esxn+1
def
= J(xn)E
s
xn
. (S46)
The subspaces Euxn and E
s
xn
are linearly independent by definition, from which it holds that
TxnM = E
u
xn
⊕ Esxn .
Lemma 20. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, the condition (III) is satisfied.
Proof. Let us define αn
def
=
(
1− piε(∆τ)2cos2(pitn)
)
and the stretching rate σ(xn,an)
def
= ‖J(xn)an‖
2
‖an‖2
which can be rewritten as
σ(xn,an) =
a21 + a
2
2 − 4αna1a2 + 4α2na22
a21 + a
2
2
,
= 1− 4αn a1a2
a21 + a
2
2
+ 4α2n
a22
a21 + a
2
2
,
= 1 + 4αn
(
αn sin
2 φn − sinφn cosφn
)
,
where φn is defined such that sin
2 φn =
a22(n)
a21(n)+a
2
2(n)
and sinφn cosφn =
a1(n)a2(n)
a21(n)+a
2
2(n)
, − pi < φ ≤ pi. Then, if
an ∈ LL+(Xn), then it holds that
F (φn)
def
= αn sin
2 φn − sinφn cosφn
{
< 0, ε > 2
pi(∆τ)2 ,
> 0, ε < 0.
(S47)
There are two cases for ε. The minimum value of σ for each case is calculated as follows.
(i) Case of ε > 2
pi(∆τ)2 ,
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From the condition that an ∈ LL+(Xn)⇔ αn < a1(n)a2(n) = cotφn < 0, φn is defined in the range
pi
2
< φn < ψn,−pi
2
< φn < ψn − pi, (S48)
where ψn is defined by the formula cotψn = αn. Since F
′(φ) = sin(2φ) (αn − cot(2φ)) is positive in this range, it
follows that
F (φn) < F (ψn) =
2αn
1 + α2n
< 0,
∴ σ(Xn,an) > 1 + 4αn
2αn
1 + α2n
≥ 1 + 8(1− piε(∆τ)
2)2
1 + (1− piε(∆τ)2)2 .
Then by choosing K = 1,
1
λ
=
√
1 +
8(1− piε(∆τ)2)2
1 + (1− piε(∆τ)2)2 > 1, one sees that condition (S28) is satisfied.
(ii) Case of ε < 0,
For 0 < cotφn < αn, the domain of φn is
ψn < φn <
pi
2
and ψn − pi < φn < −pi
2
. (S49)
Since g′(φ) is positive in this range, one has that
F (φn) > F (ψn) =
2αn
1 + α2n
> 0,
∴ σ(Xn,an) > 1 + 4αn
2αn
1 + α2n
≥ 1 + 8(1− piε(∆τ)
2)2
1 + (1− piε(∆τ)2)2 .
Then by choosing K = 1,
1
λ
=
√
1 +
8(1− piε(∆τ)2)2
1 + (1 − piε(∆τ)2)2 > 1, one sees that condition (S28) is satisfied. For a
symplectic map, since the shrinking rate is an inverse of stretching rate, condition (S29) holds.
We now arrive at the position to state the first main theorem in this Appendix.
Theorem 21. Suppose that the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied. The map T˜ε,∆τ on M is an Anosov
diffeomorphism.
Proof. From Lemma 19 and Lemma 20, the map T˜ε,∆τ on M is an Anosov diffeomorphism.
According to [3], if maps are Anosov diffeomorphisms, then the corresponding dynamical systems are K-systems.
Therefore Corollary below holds.
Corollary 22. Suppose that the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied. Then the dynamical system (M, T˜ε,∆τ , µ) is
a K-system with µ being the Lebesgue measure. In addition, (M, T˜ε,∆τ , µ) has a mixing property.
Anosov diffeomorphism and Mixing property II
In this section, we prove that the map T̂ ∗ε,∆τ defined by (S6) is an Anosov diffeomorphism for ε < 0 or
2
pi(∆τ)2 < ε.
At the beginning, we show that the map T̂ε,∆τ is uniformly hyperbolic. A point (p1(n), q1(n)) on M
′ is denoted as
Xn = (p1(n), q1(n)). The Jacobian of the map T̂ε,∆τ is then given by
J(Xn) =
(
1− piε(∆τ)2cos2 θn −
2piε(∆τ)
cos2 θn
∆τ − piε(∆τ)32 cos2 θn 1−
piε(∆τ)2
cos2 θn
)
, (S50)
where θn
def
= pi
{
2q1(n) + ∆τp1(n)− q0 − C∆τ
(
n+ 12
)}
. The linear instability condition for the map T̂ε,∆τ is the
same as that in (S30).
Let us introduce a vector on TXnM
′ as follows.
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Definition 23. For any two dimensional non-zero vector on TXnM
′, Xn ∈M ′, n ∈ Z
a′n = (a
′
1(n), a
′
2(n)) 6= O, (S51)
The cones l+ and l− are defined to be
l+(Xn) = {(a′1(n), a′2(n)); ‖J(Xn)a′n‖ > ‖a′n‖},
l−(Xn) = {(a′1(n), a′2(n)); ‖J(Xn)a′n‖ < ‖a′n‖},
where ‖ · ‖ represents ‖a′n‖ ≡
√
a′21 (n) + a
′2
2 (n).
To prove that the map T̂ε,∆τ is uniformly hyperbolic, we have to show the following Lemmas.
Lemma 24. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, there is a subset ll
+(Xn) of l
+(Xn) such that
J(Xn)a
′
n ∈ ll+(T̂ε,∆τXn), ∀a′n ∈ ll+(Xn) (S52)
Proof. Let us consider a vector a′n such that a
′
2(n) 6= 0. The condition that a′n ∈ l+(Xn) is expressed by
a′n ∈ l+(Xn)⇔ An
(
a′1(n)
a′2(n)
)2
+Bn
(
a′1(n)
a′2(n)
)
+ Cn > 0, (S53)
where An, Bn and Cn are defined as
An
def
=
(
1− piε(∆τ)
2
cos2 θn
)2
+ (∆τ)2
(
1− piε(∆τ)
2
2 cos2 θn
)2
− 1,
Bn
def
=
(
1− piε(∆τ)
2
cos2 θn
){
−4piε(∆τ)
cos2 θn
+ 2∆τ
(
1− piε(∆τ)
2
2 cos2 θn
)}
,
Cn
def
=
{
{2piε(∆τ)}2
cos4 θn
+
(
1− piε(∆τ)
2
cos2 θn
)2
− 1
}
.
(S54)
For any n ∈ Z and Xn ∈M ′, if (S30) is satisfied, then it holds that
An > 0, Bn > 0, Cn > 0, (S55)
B2n − 4AnCn ≥ 0. (S56)
In this case, the condition (S53) is rewritten as
a′n(Xn) ∈ l+(Xn)⇔
a′1(n)
a′2(n)
<
−Bn −
√
B2n − 4AnCn
2An
,
−Bn +
√
B2n − 4AnCn
2An
<
a′1(n)
a′2(n)
(S57)
where
−Bn−
√
B2n−4AnCn
2An
<
−Bn+
√
B2n−4AnCn
2An
< 0.
Choosing a′n+1 as J(Xn)a
′
n+1 = (a1(n + 1), a2(n + 1)), one sees that the condition that a
′
n+1 ∈ l+(T̂ε,∆τXn) is
expressed as
a′n+1 ∈ l+(T̂ε,∆τXn) = l+(Xn+1)
⇔ a
′
1(n+ 1)
a′2(n+ 1)
<
−Bn+1 −
√
B2n+1 − 4An+1Cn+1
2An+1
,
−Bn+1 +
√
B2n+1 − 4An+1Cn+1
2An+1
<
a′1(n+ 1)
a′2(n+ 1)
(S58)
where
−Bn+1−
√
B2
n+1
−4An+1Cn+1
2An+1
<
−Bn+1+
√
B2
n+1
−4An+1Cn+1
2An+1
< 0.
To prove (S52), we show below that (S57) implies (S58). Choosing a subset ll+(Xn) of l
+(Xn) as
ll+(Xn) =
{
(a′1(n), a
′
2(n));
a′1(n)
a′2(n)
> 0
}
, (S59)
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and assuming that a′2(n+ 1) = 0 and a
′
n ∈ ll+(Xn), one has that
a′2(n+ 1) = ∆τ
(
1− piε(∆τ)
2
2 cos2 θn
)
a′1(n) +
(
1− piε(∆τ)
2
cos2 θn
)
a′2(n+ 1) = 0,
a′1(n)
a′2(n)
= −
(
1− piε(∆τ)2cos2 θn
)
(
1− piε(∆τ)22 cos2 θn
) < 0.
This is contradictory to
a′1(n)
a′2(n)
> 0. Then if a′n ∈ ll+(Xn), then a′2(n+ 1) 6= 0. Substituting
a′1(n+ 1) =
(
1− piε(∆τ)
2
cos2 θn
)
a′1(n)−
2piε(∆τ)
cos2 θn
a′2(n), (S60)
a′2(n+ 1) = ∆τ
(
1− piε(∆τ)
2
2 cos2 θn
)
a′1(n) +
(
1− piε(∆τ)
2
cos2 θn
)
a′2(n) (S61)
into
a′1(n+1)
a′2(n+1)
, one obtains
a′1(n+ 1)
a′2(n+ 1)
=
(
1− piε(∆τ)2cos2 θn
)
a′1(n)− 2piε(∆τ)cos2 θn a′2(n)
∆τ
(
1− piε(∆τ)22 cos2 θn
)
a′1(n) +
(
1− piε(∆τ)2cos2 θn
)
a′2(n)
,
=
(
1− piε(∆τ)2cos2 θn
)
a′1(n)
a′2(n)
− 2piε(∆τ)cos2 θn
∆τ
(
1− piε(∆τ)22 cos2 θn
)
a′1(n)
a′2(n)
+
(
1− piε(∆τ)2cos2 θn
) (S62)
Here, if the condition that
a′1(n)
a′2(n)
> 0⇔ a′n ∈ ll+(Xn) ⊂ l+(Xn) holds, then it holds that for ε < 0, 2pi(∆τ)2 < ε
a′1(n+ 1)
a′2(n+ 1)
=
(
1− piε(∆τ)2cos2 θn
)
a′1(n)
a′2(n)
− 2piε(∆τ)cos2 θn
∆τ
(
1− piε(∆τ)22 cos2 θn
)
a′1(n)
a′2(n)
+
(
1− piε(∆τ)2cos2 θn
) > 0⇒ a′n+1 ∈ ll+(Xn+1) ⊂ l+(Xn+1).
Then, if a′n ∈ ll+(Xn) ⊂ l+(Xn), then a′n+1 ∈ ll+(Xn+1) ⊂ l+(Xn+1).
Lemma 25. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, there is a subset l
−
∗ (Xn) of l
−(Xn) such that
J(Xn−1)
−1a′n ∈ l−∗ (T̂−1ε,∆τXn), ∀a′n ∈ l−∗ (Xn). (S63)
Proof. Let us consider a vector a′n such that a
′
2(n) 6= 0. The condition a′n ∈ l−(Xn) in (S63) is expressed as
a′n ∈ l−(Xn)⇔ ‖a′n+1‖2 − ‖a′n‖2 < 0,
⇔ −Bn −
√
B2n − 4AnCn
2An
<
a′1(n)
a′2(n)
<
−Bn +
√
B2n − 4AnCn
2An
< 0. (S64)
The condition J(Xn−1)
−1a′n ∈ l−(T̂−1ε,∆τXn) in (S63) is expressed as
a′n−1
def
= J(Xn−1)
−1a′n ∈ l−(T̂−1ε,∆τXn),
⇔ ‖a′n−1‖2 − ‖a′n‖2 > 0,
⇔ a
′
1(n)
a′2(n)
<
Bn−1 −
√
B2n−1 − 4An−1Cn−1
2An−1
or
Bn−1 +
√
B2n−1 − 4An−1Cn−1
2An−1
<
a′1(n)
a′2(n)
, (S65)
where
Bn−2+
√
B2
n−2
−4An−2Cn−2
2An−2
>
Bn−2−
√
B2
n−2
−4An−2Cn−2
2An−2
> 0. Thus, if a′n satisfies (S64), then a
′
n also satisfies
(S65). It is obvious that for a′n ∈ l−∗ (Xn), it holds that a′2(n− 1) 6= 0 as follows. If a′n ∈ l−∗ (Xn), then substituting
a′1(n− 1) =
(
1− piε(∆τ)
2
cos2 θn−1
)
a′1(n) +
2piε(∆τ)
cos2 θn−1
a′2(n), (S66)
a′2(n− 1) = −∆τ
(
1− piε(∆τ)
2
2 cos2 θn−1
)
a′1(n) +
(
1− piε(∆τ)
2
cos2 θn−1
)
a′2(n) (S67)
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into a′1(n− 1) and a′2(n− 1), one obtains
a′1(n− 1)
a′2(n− 1)
=
(
1− piε(∆τ)2cos2 θn−1
)
a′1(n)
a′2(n)
+ 2piε(∆τ)cos2 θn−1
−∆τ
(
1− piε(∆τ)22 cos2 θn−1
)
a′1(n)
a′2(n)
+
(
1− piε(∆τ)2cos2 θn−1
) < 0⇒ a′2(n− 1) 6= 0. (S68)
Therefore, it holds that a′n ∈ l−∗ (Xn) ⊂ l−(Xn)⇒ J(Xn−1)−1a′n = a′n−1 ∈ l−∗ (Xn−1) ⊂ l−(Xn−1).
Lemma 26. For any point Xn and for any integer k ∈ Z ≥ n, there exists a deviation vector a′n such that
k∏
i=n
J(Xi)a
′
n ∈ l−∗ (Xk), a′n ∈ l−∗ (Xn). (S69)
Proof. We prove it by contradiction. We assume that
∃Yn,
∃k′ ∈ Z ≥ n, ∀a′n ∈ l−∗ (Yn) s.t.
k′∏
i=n
J(Yi)an /∈ l−∗ (Yk′ ). (S70)
One can obtain an orbit {Ym} including Yn and Yn′ where n′ ≥ k′ ≥ n. For all points, there exists the cone l−∗ , so
that there exists a vector A′n′ ∈ l−∗ (Yn′). Then one chooses A′k′ and A′n as
A′k′
def
=
k′∏
i=n′−1
J−1(Yi)A
′
n′ ∈ l−∗ (Yk′ ) ∵ (S63),
A′n
def
=
n∏
i=n′−1
J−1(Yi)A
′
n′ ,
Thus,
k∏
i=n
J(Yi)A
′
n ∈ l−∗ (Yk′ ). (S71)
Equation (S71) is contradictory to the (S70). Therefore, Lemma 26 holds.
From Lemmas 24, 25 and 26, define ll−(Xn) and ll
+(Xn) as follows in order to prove that the conditions (I), (II) and
(III) are satisfied.
Definition 27. The subset ll−(Xn) of l
−
∗ (Xn) is defined to be
ll−(Xn)
def
=
{
(a′1(n), a
′
2(n));
k∏
i=n
J(Xi)an ∈ l−∗ (Xk), ∀k ≥ n
}
. (S72)
From Lemma 26 one can see that
J(Xn)a
′
n ∈ ll−(Xn+1), ∀an ∈ ll−(Xn). (S73)
Definition 28. The subset ll+(Xn) of l
+(Xn) is defined to be
ll+(Xn)
def
=
{
(a′1(n), a
′
2(n));
a′1(n)
a′2(n)
> 0
}
. (S74)
From a simple calculation, one sees that
J(Xn)a
′
n ∈ ll+(Xn+1), ∀a′n ∈ ll+(Xn). (S75)
Lemma 29. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, the conditions (I) and (II) are satisfied.
Proof. One can choose any eigenvector spaces EuX and E
s
X in ll
+(Xn) and ll
−(Xn), respectively so that combining
(S72) and (S74):
EuXn ⊂ ll+(Xn), EsXn ⊂ ll−(Xn). (S76)
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Combining (S73), (S75) and (S76), one has that J(Xn)E
u
Xn
⊂ ll+(Xn+1) and J(Xn)EsXn ⊂ ll−(Xn+1). Then, one
can choose EuXn+1 , E
s
Xn+1
inductively by
EuXn+1
def
= J(Xn)E
u
Xn
, EsXn+1
def
= J(Xn)E
s
Xn
. (S77)
The subspaces EuXn and E
s
Xn
are linearly independent by definition, from which it holds that
TXnM = E
u
Xn
⊕ EsXn .
Lemma 30. When the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied, the condition (III) is satisfied.
Proof. Let us define the stretching rate σ(Xn,a
′
n)
def
=
‖J(Xn)a
′
n‖
2
‖a′n‖
2 which can be rewritten as
σ(Xn,a
′
n) =
a21 + a
2
2 + (An + 1)a
′2
1 +Bna
′
1a
′
2 + (Cn + 1)a
′2
2
a′21 + a
′2
2
,
= 1 + (An + 1)
a′21
a′21 + a
′2
2
+Bn
a′1a
′
2
a′21 + a
′2
2
+ (Cn + 1)
a′22
a′21 + a
′2
2
,
= 1 + (An + 1) cos
2 φ˜n +Bn sin φ˜n cos φ˜n + (Cn + 1) sin
2 φ˜n,
where φ˜n is defined such that cos
2 φ˜n =
a′21 (n)
a′21 (n)+a
′2
2 (n)
, sin2 φ˜n =
a′22 (n)
a′21 (n)+a
′2
2 (n)
and sin φ˜n cos φ˜n =
a′1(n)a
′
2(n)
a′21 (n)+a
′2
2 (n)
, − pi <
φ˜ ≤ pi. Then, if a′n ∈ ll+(Xn), then
F (φ˜n)
def
= (An + 1) cos
2 φ˜n +Bn sin φ˜n cos φ˜n + (Cn + 1) sin
2 φ˜n > 0, ε < 0,
2
pi(∆τ)2
< ε (S78)
and since
a′1(n)
a′2(n)
> 0, the variable φ˜ is defined on (−pi,−pi2 ) ∪ (0, pi2 ). There are two cases for Xn. The minimum value
of σ for each case is calculated as follows.
The derivative of F (φ˜) is rewritten in
F ′(φ˜n) = (Cn −An) sin 2φ˜n +Bn cos 2φ˜n,
=
[
(Cn −An)2 +B2n
] [ Cn −An
(Cn −An)2B2n
sin 2φ˜n +
Bn
(Cn −An)2 −Bn cos 2φ˜n
]
,
=
[
(Cn −An)2 +B2n
] [
pn sin 2φ˜n + qn cos 2φ˜n
]
,
=
[
(Cn −An)2 +B2n
] [
sin
(
2φ˜n + ψ˜n
)]
where Pn, Qn and ψ˜ are defined by
Pn
def
=
Cn −An
(Cn −An)2 +B2n
, (S79)
Qn
def
=
Bn
(Cn −An)2 +B2n
, (S80)
tan ψ˜n =
Pn
Qn
, ψ˜n ∈
(
−pi
2
,
pi
2
)
. (S81)
(i) Case of Pn ≥ 0⇔ Cn ≥ An,
It holds that
tan ψ˜n =
Pn
Qn
> 0⇒ 0 ≤ ψ˜n < pi
2
. (S82)
The variable ψ˜n depends on Xn not on a
′
n. In this case, F (φ˜n) increases monotonously for −pi < φ˜n < −pi+ψ˜n2 and for
0 < φ˜n <
pi−ψ˜n
2 and decreases monotonously for −pi+ψ˜n2 < φ˜n < −pi2 and for pi−ψ˜n2 < φ˜n < pi2 . Then the candidates
for the minimal value of F (φ˜n) for −pi < φ˜n < −pi2 and 0 < φ˜n < pi2 are
F (−pi) = F (0) = An + 1, (S83)
F
(
−pi
2
)
= F
(pi
2
)
= Cn + 1. (S84)
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In this case, Cn + 1 > An + 1 > 1. Then, the minimal value of σ(Xn,a
′
n) by varying the vector a
′
n is obtained as√
2 +An. With this minimal value and An > 0, one has
σ(Xn,a
′
n) ≥
√
2 +An >
√
2. (S85)
Then by choosing K = 1, 1
λ
=
√
2, one sees that condition (S28) is satisfied.
(ii) Case of Pn < 0⇔ Cn < An,
It holds that
tan ψ˜n =
Pn
Qn
< 0⇒ −pi
2
< ψ˜n < 0. (S86)
In this case, F (φ˜n) decreases monotonously for −pi < φ˜n < −pi − ψ˜n2 and 0 < φ˜n < − ψ˜n2 and increases monotonously
for −pi − ψ˜n2 < φ˜ < −pi2 and − ψ˜n2 < φ˜n < pi2 . Then the candidates for the minimal value of F (φ˜n) for −pi < φ˜n < −pi2
and 0 < φ˜n <
pi
2 are
F
(
−pi − ψ˜n
2
)
= F
(
− ψ˜n
2
)
= (An + 1) cos
2 ψ˜n
2
−Bn sin ψ˜n
2
cos
ψ˜n
2
+ (Cn + 1) sin
2 ψ˜n
2
.
From An > Cn > 0, it holds that
F
(
−pi − ψ˜n
2
)
> (Cn + 1)−Bn sin ψ˜n
2
cos
ψ˜n
2
> Cn + 1, ∵ sin ψ˜n < 0, Bn > 0. (S87)
Then, the minimal value of σ(Xn,a
′
n) by varying the vector a
′
n is obtained as
√
2 + Cn. With this minimal value and
Cn > 0, one has
σ(Xn,a
′
n) ≥
√
2 + Cn >
√
2. (S88)
Thus by choosing K = 1, 1
λ
=
√
2, one sees that condition (S28) is satisfied. For a symplectic map, since the shrinking
rate is an inverse of stretching rate, condition (S29) holds.
The domain of T̂ε,∆τ is not compact. Then we expand the domain to M
′
∗, which is compact. The map T̂
∗
ε,∆τ is also
uniformly hyperbolic for ε < 0, 2
pi(∆τ)2 < ε. In order to show that the map T̂
∗
ε,∆τ is an Anosov diffeomorphism, we
introduce a map T∗ which is topologically conjugate with T̂
∗
ε,∆τ as follows. Consider a homeomorphism ϕ defined by
ϕ : (p1, q1) 7−→ (z, q1), (S89)
z = arctan(p1). (S90)
The homeomorphism T∗
def
= ϕ ◦ T̂ ∗ε,∆τ ◦ϕ−1 is a diffeomorphism proven above. Due to the topological conjugacy with
T̂ ∗ε,∆τ , the map T̂
∗
ε,∆τ is a diffeomorphism. Therefore the diffeomorphism T̂
∗
ε,∆τ is an Anosov diffeomorphism. We now
arrive at the position to state the second main theorem in this Appendix.
Theorem 31. Suppose that the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied. The map T̂
∗
ε,∆τ on M
′
∗ is an Anosov
diffeomorphism.
Proof. From Lemma 29 and Lemma 30, the map T̂ε,∆τ and T̂
∗
ε,∆τ are uniformly hyperbolic and T̂
∗
ε,∆τ is a diffeomor-
phism on M ′∗, where M
′
∗ is compact. Therefore the map T̂
∗
ε,∆τ is an Anosov diffeomorphism.
Similar to the case of T˜ε,∆τ , Corollary below holds.
Corollary 32. Suppose that the condition ε < 0, 2
pi(∆τ)2 < ε is satisfied. Then the dynamical system (M
′
∗, T̂
∗
ε,∆τ , µ)
is a K-system with µ being the Lebesgue measure. In addition, (M ′∗, T̂
∗
ε,∆τ , µ) has a mixing property.
A possible physical interpretation is as follows. The Lebesgue measure on ∗R is an infinite measure and not a
probability measure. We believe that the behavior of density function for the dynamical system (M ′∗, T˜
∗
ε,∆τ , µ) is the
same as that for the dynamical system (M, T˜ε,∆τ , µ) at the long-time limit, n→∞.
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