




Cette contribution est l'aboutissement d'une recherche
portant sur les études consacrées, dans la littérature spécia-
lisée, auxfondements théoriques des langages d'indexation.
Plus d'une centaine de références ont été rassemblées, que
l'on trouvera toutes à la fin de cet article. Après avoir
présenté sa méthode d'investigation, l'auteur examine ici, en
une synthèse des travaux recensés, révolution depuis une
quarantaine d'années des principes théoriques présidant à la
conception des classifications, des langages d'indexation en
chaîne et des thésaurus, ainsi que rapport des théories
linguistiques et mathématiques aux langages d'indexation.
D'après certains auteurs (1), lesétudes théoriques sur les fon-dements des langages d'in-dexation (LI) n'ont pas retenu
suffisamment l'attention des cher-
cheurs. Les considérant comme de
simples outils, on pense habituelle-
ment que de tels langages se justi-
fient par leur seule efficacité. La litté-
rature est très abondante en manuels
pratiques sur la construction des lan-
gages d'indexation ainsi qu'en éva-
luations de leurs performances, alors
que les textes en exposant les princi-
pes théoriques sont moins nombreux
et moins connus. Ce serait déjà une
raison suffisante pour chercher à les
rassembler. De plus, il apparaît claire-
ment à la lecture de ces textes qu'une
meilleure connaissance interne des
langages d'indexation conduit sou-
vent à améliorer leur conception.
Cet article fait suite à un DESS en informatique
documentaire préparé et soutenu à l'Université
de Lyon 1 sous la direction de Richard Bouché.
Alexis Rivier est responsable du projet d'informa-
tisation de la Bibliothèque cantonale du Valais,
9 rue des Vergers, CH
-
1951 Sion, tél. 027 /
21 6321.
Méthode de recherche
Terminologie. Préciser les termes
de notre étude a son sens dans la
mesure où cela permet de justifier et
de réitérer la recherche bibliographi-
que effectuée. Celle-ci porte sur les
aspects théoriques des langages
d'indexation. Cet intitulé contient
deux mots appartenant à des réalités
différentes. Le terme de langage d'in-
dexation a un sens très précis dans le
domaine des sciences de l'informa-
tion (2). Théorie, au contraire, relève
du langage courant et est commun à
(1) Par exemple J. Maniez [65 : 133].
(2) «Science qui étudie la communication de
l'information» selon Yves Le Coadic (Bulletindes
bibliothèques de France, 1984, vol. 29, n° 2,p. 168-171). Cet article situe la science de
l'informationcommeune « interdiscipline» entre
les sciences humaines et les sciences pures.
(3) Nous choisissons ce terme parmi beaucoup
de synonymes (<< langages documentaires »,
etc.). Il recouvre également les nombreux équiva-
lents anglais: indexing languages, documentary
languages, information retrievallanguages, etc.
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toutes les disciplines scientifiques,
d'où sa plurivocité.
Les langages d'indexation (3) sont
des langages artificiels - c'est-à-dire
construits à l'aide d'un ensemble de
règles données - servant à la repré-
sentation abrégée du contenu d'un
document. Mais tous les langages
d'indexation ne sont pas aussi rigou-
reusement codifiés: il y a des degrés.
En nous inspirant de J. Maniez [17],
nous pouvons les représenter selon
deux axes: celui de la coordination et
celui du contrôle (voir encadré page
suivante).
A vrai dire, les LI peu contrôlés
(comme les descripteurs choisis li-
brement pour représenter le contenu
d'un document) se rapprochent des
langages naturels (LN). Nous nous
intéressons au contraire aux LI les
plus contrôlés, car c'est précisément
un trait qui les différencie nettement
de la langue naturelle. Il s'agit des LI
postcoordonnés (la combinaison des
descripteurs se fait au moment de la
recherche documentaire) comme les
thésaurus; ainsi que des LI précoor-
donnés (la combinaison des termes
est fixée au moment de l'indexation)
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comme les classifications, et surtout
les langages en chaîne (PRECIS,
SYNTOL, POPSI, etc.), dotés d'une
syntaxe contraignante.
Quant au terme théorie, il a le sens de
construction intellectuelle ou spé-
culative. Il s'oppose bien sûr à prati-
que. Un type important de démarche
théorique qui a guidé notre recherche
est la modélisation. Le modèle est un
outil intellectuel servant de principe
explicatif d'un domaine de la connais-
sance. Ainsi beaucoup de modèles
linguistiques ou mathématiques ont
été employés pour représenter la
structure des langages d'indexation.
Délimitations. Notre travail ne vise
pas l'exhaustivité, mais se veut une
synthèse. La littérature est parfois
redondante. Les textes ont été sélec-
tionnés pour leur valeur novatrice,
leur importance pour la recherche
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synthetic and analytical relations
of concepts
Notre recherche portant sur des
aspects théoriques, une sélection
selon la date des documents est
secondaire. Au contraire des prati-
ques et des techniques (nous pen-
sons bien sûr au bouleversement
apporté par l'informatique dans la
documentation), l'intérêt des théories
des LI n'est pas mise en cause avec
le temps. La bibliographie qui est
(4) Certains titres anglo-saxons sont même des
traductions de revues soviétiques, commeAuto-
matic documentation and mathematicallinguis-
tics ou International forum on information and
documentation.
(5) Pour les indications pratiques, cf. le Réper-
toire des banques de données professionnelles.

















Représentation des langages d'indexation
en fonction de leurs degrés de coordination et de contrôle
présentée ici aura donc une dimen-
sion rétrospective.
Nous limitons notre recherche aux
langues suivantes: allemand, an-
glais, français. Elles regroupent l'es-
sentiel de la littérature occidentale.
L'importante production des pays de
l'Est nous est donc connue dans la
mesure où elle est traduite (4).
Instruments. Cette recherche biblio-
graphique a été menée à la fois par
consultation de répertoires imprimés
et de banques de données.
Les instruments que nous avons utili-
sés pour la recherche manuelle sont
présentés en encadré, selon l'ordre
d'élaboration intellectuelle des types
de sources: bibliographies couran-
tes et rétrospectives, bibliographies
thématiques, synthèses bibliographi-
ques.
Pour ce qui concerne la recherche
automatisée, quatre banques de don-
nées ont été interrogées : PASCAL,
INSPEC, LISA et ISA (5). La grande
difficulté avec l'interrogation des ban-
ques de données réside dans la
LE RENOUVELLEMENT
DES CLASSIFICATIONS
manière d'établir les équations de
recherche. Ainsi le concept aspect
théorique se traduit très mal en des-
cripteurs et le terme théorie est utilisé
~e manière très extensive par les
Indexeurs. Les banques de données
consultées ont donné pour cette rai-
son des taux de pertinence assez
f~ible~. Nous indiquons ci-après les
equations de recherche utilisées.
PASCAL (Questel+) . 1. LIM
SCIENCE INFORMATION/FG, 2.
(LANGAGE DOCUMENTAIRE OU
INDEXATION OU THESAUR+/t OU
CLASSIFICATION) ET THEORI+/
DE/T, 3. 2 ET (FRE/LA OU GER/LA
OU ENG/LA).
INSPEC (Questel+) : 1. LIM CT72+/
CC/T, 2. (INFORMATION ANAL YSIS
OU THESAUR/+/DE/T) ET (THEORY
OU THEORIES OU MODEL? /T).
LISA et ISA (Dialog) : 51. INDEXING(w) LANGUAGE OR THESAUR?, 52.
SI AND (THEORY OR THEORIES
OR MODEL ?), 53. S2/ENG OR (S2




Après 1945 surtout, les insuffisances
des classifications traditionnelles de-
viennent de plus en plus évidentes.
Même s'il n'est pas encore question
d'ordinateurs, une gestion plus ra-
tionnelle de fonds documentaires
croissants s'impose dans les pays
industrialisés. En Amérique du Nord,
les recherches se tournent résolu-
ment vers d'autres méthodes, comme
l'indexation coordonnée [23] qui con-
duira aux thésaurus. En Europe, on
e&saie plutôt de fonder les classifica-
tions sur de nouvelles bases.
En 1948 est fondé à Londres le Clas-
sification research group (CRG). Un
de ses membres, D.J. Foskett [5],
dresse le panorama des thèmes
abordés par ce groupe jusqu'en
1970. La classification n'est plus
considérée comme le seul range-
ment physique de livres sur des
rayons, mais comme un authentique
langage dont le but est la recherche
documentaire.
Les théories de S.R. Ranganathan en
Inde ont eu une influence considéra-
ble sur le CRG et de manière géné-
rale sur la plupart des chercheurs en
sciences de l'information jusqu'à nos
jours. Sa méthode de classification
analytico-synthétique [18 : 109] con-
siste à analyser le sujet en différents
points de vue ou facettes, puis à le
resynthétiser par l'arrangement des
facettes obtenues selon une sé-
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Du côté de l'Europe de l'Est
VA. Schreider [53, 54] pose une
question épistémologique fondamen-
tale: l'ordre est-il une forme impri-
mée par l'homme au chaos ou est-il
une propriété des choses mêmes ?
La logique et la classification aristoté-
liciennes offrent une base de ré-
flexion. Une notion peut être décrite
en extension ou en intension. Lexten-
sion est la classe des objets détermi-
nés par la notion (appelée taxon par
l'auteur). Lintension (ou compréhen-
sion) est l'ensemble des caractéristi-
ques de la notion (appelées mérons).
La classification repose sur une dua-
lité d'approches: la taxonomie, où les
objets sont représentés sur la base
de leurs similarités, et la méronomie,
soit l'identification des caractéristi-




Lindexation en chaine consiste à
analyser un sujet en une suite linéaire
et rigide de termes dans le but de
construire des index alphabétiques
manuels.
J.O. Kaiser, S.R. Ranganathan et EJ.
Coates sont à différents titres les
précurseurs d'une technique qui s'est
développée surtout à la fin des
années soixante. En 1960, le système
KWIC de H.P. Luhn est le premier
index entièrement mécanisé.
Les anglo-saxons [B.w. Mineur, 86]
distinguent volontiers, en les oppo-
sant, chain indexing qui se fonde sur
la procédure en chaine de S.R. Ran-
ganathan, et string indexing qui dési-
gne les systèmes modernes.
Louvrage de T.C. Craven [84] est une
synthèse actuelle décrivant un grand
nombre de systèmes.
En 1968, la British nationallibrary, qui
produit la British national bibliography
(BNB), décide de remplacer la pro-
duction d'index au moyen de la pro-
cédure en chaîne par une nouvelle
technique, en liaison avec le projet
UK-MARC. Dès 1971, un prototype
de PRECIS est testé.
A la même époque l' « école in-
dienne" avec G. Bhattacharyya
lance POPSI. Dans les années
soixante-dix, d'autres langages ap-
parurent: NEPHIS et LlPHIS de T.C.
Craven.
Récemment, des comparaisons de
ces langages ont été menées [A.
Cheti, 94]. J.EL. Farradane [85] com-
pare PRECIS, POPSI et NEPHIS
avec son indexation relationnelle.
Des surveys font le point des études
consacrées à PRECIS [M. Mahapa-
tra; S.C. Biswas, 96] ou à POPSI
[S.C. Biswas, 93].
Ces LI sont de type précoordonné.
Comme ils servent à l'édition d'index
imprimés traditionnels, chaque terme
doit apparaître en tête de chaîne pour
être accessible. Deux problèmes doi-
vent alors être résolus: celui de l'or-
dre de succession des termes (une
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« grammaire ,,) et celui des règles de
permutation des termes.
Ordre des termes
Lindexation systématique de J.O.
Kaiser [1 04 ; E. Svenonius, 106] con-
siste à analyser tous les sujets selon
deux grandes catégories : les con-
crets (ou objets) et les processus (ou
actions). Syntaxiquement, les con-
crets précèdent toujours les proces-
sus.
S.R. Ranganathan formule des règles
syntaxiques très précises pour dispo-
ser les facettes d'un sujet en une
séquence fixe, comme par exemple
le fameux wall-picture principle [18 :
425].
Plus tard, EJ. Coates [61], reprenant
Kaiser, cherche à fonder psychologi-
quement la préséance de la notion la
plus « claire" afin de mieux suivre
l'attente de l'utilisateur: ainsi les cho-
ses (stables et déterminées) précé-
dent les matériaux (stables mais non
déterminés) et les actions (instables
et dynamiques).
G. Bhattacharyya reprend les princi-
pes de S.R. Ranganathan [91, 92]
qu'il appelle postulats (d'où le nom de
POPS~. La séquence fondamentale
est celle de la base (catégorie élé-
mentaire ou discipline) et du noyau
(core) des concepts se rapportant à
cette base.
Dans PRECIS, l'ordre est déterminé
par le principe de dépendance con-
textuelle (context dependency) [90].
Chaque terme suit et précise le terme
qui représente son contexte (<< Asie -
Inde
",
par exemple). La chaîne syn-
tagmatique est renforcée par l'attribu-
tion d'opérateurs de rôle à chaque
terme. Le système est conçu astu-
cieusement de telle sorte que l'ordre
de citation des opérateurs associés
aux termes conduit automatiquement
à une chaîne de dépendances con-
textuelles.
B.W. Mineur [86] cependant critique
PRECIS parce qu'il privilégie un ordre
de base unique en occultant toutes
les relations secondaires entre les
termes non contigus dans la chaîne.
En ce sens, l'indexation relationnelle
de J.EL. Farradane, bien qu'appa-
rentée, n'est pas un langage d'in-
dexation en chaîne puisque les ana-
lets peuvent avoir une structure bi-
dimensionnelle.
Face à des systèmes formalisés
comme POPSI et PRECIS, NEPHIS
[98] apparaît très empirique. Le sujet
est analysé en expressions simples
et complexes embOÎtées (nested) à
plusieurs niveaux les unes dans les
autres. Le système structure donc
ces éléments dans une arbores-
cence. Pour certains sujets, une telle
simplification n'est pas judicieuse.
C'est pourquoi LlPHIS, une version
améliorée du système, donne juste-
ment la possibilité de lier (Iink) latéra-
lement les éléments d'un sujet dont la
structure ne peut se réduire à une
pure hiérarchie [99].
Permutation des termes
A partir d'une chaîne source, il faut
déterminer les chaînes dérivées qui
mettront en position d'accès chacun
des termes qui la composent. Plu-
sieurs solutions formelles sont possi-
bles [W.J. Hutchins, 34 : ch. 6].
La procédure en chaîne de S.R. Ran-
ganathan consiste à retrancher suc-
cessivement les termes de gauche. A
partir d'une chaîne ABCD, on déri-
vera BCD, CD et D. Chaque terme est
bien en position d'accès, mais il n'est
suivi que d'une partie des autres
termes représentant le sujet. Le
défaut du système est qu'un sujet
spécifique (ABCD) figurera sous des
entrées trop générales (CD, D). Ce
problème est celui de la chaine dis-
paraissante (disappearing chain)
[S.C. Biswas, 93], et c'est une des
raisons de l'abandon de cette techni-
que utilisée de 1950 jusque vers 1970
par la BNB.
De même JE Armitage et M.F. Lynch
[81] formalisent la production d'index
matières articulés par permutation
d'éléments syntaxiquement liés dans
la langue naturelle par des préposi-
tions, sans introduire d'ambigunés.
La permutation des termes permet de
respecter le principe de spécificité.
Mais elle multiplie les entrées et dis-
perse l'ordre et les relations de la
chaîne source.
Les systèmes mécanisés de type
KWIC sont des rotations de mots-clés
dans une phrase. PRECIS utilise la
rotation et dispose la chaîne dérivée
sur deux lignes, de façon que la
chaîne source et ses relations puis-
sent toujours être virtuellement re-
construites.
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DÉVELOPPEMENT DES THÉSAURUS
Le terme de thésaurus choisi pour
désigner un type de LI contrôlé fait
référence au Thesaurus of english
word and phrases (1852) de P.M.
Roget [J. Maniez, 65]. A l'inverse des
dictionnaires de langue habituels où
l'on part d'un terme pour découvrir sa
définition (donc son sens), Roget part
du sens (les concepts) pour en don-
ner tous les termes qui le représen-
tent, sans définitions. Le but des thé-
saurus modernes est également de
représenter d'abord des concepts,
mais aussi de préciser leurs rela-
tions.
Le thésaurus
en Amérique du Nord
Aux Etats-Unis, les chercheurs ont
rapidement développé de nouvelles
techniques documentaires visant à
remplacer les méthodes classificatoi-
res traditionnelles.
Dès les années cinquante, M. Taube
[23, 58] élabore son indexation coor-
donnée (aujourd'hui nous dirions plu-
tôt « indexation postcoordonnée »).
Chaque mot-clé ou uniterme d'un
sujet est la vedette d'une fiche sur
laquelle sont inscrits les numéros de
référence de tous les documents per-
tinents. A la recherche, l'utilisateur tire
les fiches qui correspondent à sa
demande et détecte les numéros
communs. Par ce moyen, le nombre
de combinaisons possibles est très
grand, l'utilisateur n'a pas besoin de
connaître l'ordre des éléments d'un
sujet complexe, et les renvois devien-
nent superflus.
L'avènement des ordinateurs a per-
mis de faciliter la manipulation de
l'indexation postcoordonnée, avec le
succès que l'on sait. Comme les
unitermes de M. Taube étaient choisis
de manière encore empirique, le con-
trôle du vocabulaire et le traitement
des relations paradigmatiques (sur-
tout la synonymie) ont vite été ressen-
tis comme une nécessité.
Selon F.w. Lancaster [14], auteur
d'une étude générale sur les LI
contrôlés, le premier thésaurus mo-
derne a été publié en 1959 par la
société Dupont de Nemours. A la
même époque, les notions de préci-
sion et de rappel apparaissent en
relation avec les performances de la
recherche.
Durant les années soixante, des
améliorations ont constamment été
apportées aux thésaurus.
Du fait que les relations syntaxiques
étaient absentes des thésaurus, il en
résultait à la recherche de mauvaises
coordinations. L'Engineers joint coun-
cil présente en 1964 le premier thé-
saurus avec indicateurs de rôle per-
mettant d'indiquer à chaque descrip-
teur une fonction. J.C. Costello [78]
compare ce procédé avec les lan-
gues naturelles à déclinaisons (latin,
r.u~se, allema~d) comme moyen de
liaison syntaxique. Mais de même
que d'autres LN utilisent des moyens
différents de représenter la syntaxe
(ord~e ~es termes, prépositions, etc.),
les indicateurs de rôle ne sont bien
sûr pas les seuls contrôles syntaxi-
ques possibles des LI.
J. Aitchinson présente en 1969 un
thésaurus d'un genre nouveau : le
thesaurofacet [77]. Ce nouveau con-
cept intègre en un seul système les
avantages de la présentation systé-
matique des termes par l'analyse
d'un domaine en facettes, et ceux des
thésaurus alphabétiques. Le thesau-
rofacet est un outil universel qui peut
aussi bien servir de LI précoordonné
dans la production de chaînes pour
un index, que de système postcoor-
donné de recherche. Deux traditions
d'indexation très différentes (améri-
caine et « indo-européenne »)se re-
joignent ainsi.
Etude critique
des thésaurus en Europe
Après 1970, les spécialistes prennent
conscience d'inconvénients plus fon-
damentaux. L'accroissement des
fonds documentaires, la parcellisa-
tion des savoirs gonflent le lexique et
posent le problème des mises à jour.
L'arrangement alphabétique est inca-
pable de bien représenter les rela-
tions utiles entre les termes. Le thé-
saurus et la nature du processus
d'indexation sont repensés.
Dans le cadre d'une recherche fon-
damentale sur les langages d'indexa-
tion, R. Fugmann [7] définit de nouvel-
les notions en rapport avec la tâche
même de l'indexeur. La précision
avec laquelle le terme le plus appro-
prié sera choisi dépend de l'ordre
dans lequel les termes sont disponi-
bles. L'ordre alphabétique disperse
les termes de sens proche qui ne sont
que virtuellement reliés par les ren-
vois. Plus le terme approprié est diffi-
cile à trouver (il l'est d'autant plus que
la liste s'allonge), plus sa prévisibilité
(predictability) est faible. En s'inspi-
rant de la méthode de Ranganathan
un LI doit analyser les termes (afin dè
limiter le lexique) mais aussi les
resynthétiser afin de préserver les
liens entre eux.
Sur ces bases théoriques, R. Fug-
mann a développé un système d'in-
dexation bidimensionnel appelé
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CONSTRUCTION DES LANGAGES D'INDEXATION
TOSAR, utilisé pour la documentation
automatisée en chimie [103].
Comme aide à l'indexation, les thé-
saurus traditionnels proposaient des
schémas fléchés (arrowgraphs) re-
présentant les descripteurs et leurs
relations sémantiques. TOSAR va
beaucoup plus loin. Le système
exploite la structure et les propriétés
de la théorie des graphes: un graphe
est un ensemble de points appelés
sommets et reliés par des arcs. On
peut alors définir des notions d'orien-
tation, de distance entre sommets,
etc.
Dans les applications documentaires,
un sujet se présente par un tel gra-
phe. Les termes sont les sommets, et
les relations (analytiques ou synthéti-
ques) sont les arcs. Les paramètres
de la demande sont aussi formulés
par un graphe dont sommets et arcs
sont plus ou moins précisés. A la
recherche, un programme compare
le graphe de la demande avec les
graphes des documents enregistrés
en mémoire et retiendra ceux qui ont
la même structure.
La méthode TOSAR a été décrite
formellement au moyen de la logique
des prédicats par H. et 1. Nickelsen
[105].
Récemment R. Fugmann [10] a syn-
thétisé sa théorie sous la forme de
cinq axiomes ou postulats de l'in-
dexation. Une dimension éthique est
apportée avec le concept d'indexa-
tion impérative (mandatory inde-
xing) : l'indexeur est contraint à choi-
sir « le» terme le plus approprié,
contrairement à l'indexation simple-
ment contrôlée qui laisse toujours la
possibilité de choisir plusieurs termes
à peu près adéquats.
D. Soergel [74] définit de façon géné-
rale un LI comme un ensemble de
descripteurs, de relations et de règles
pour la formation d'expressions. Le
thésaurus contient en plus un voca-
bulaire de non-descripteurs qui con-
duisent (Iead-in vocabulary) vers les
termes reconnus. Les utilisateurs
étant différents, l'indexation doit être
multimodèle: des contextes, des
approches différents doivent amener
au même descripteur. L'analyse des
sujets par facettes - ou points de vue,
précisément - est un exemple d'in-
dexation multimodèle.
De nombreuses études considèrent
des aspects particuliers des thésau-
rus. M. Willets [67] compare l'usage
de différents types de relations dans
plusieurs thésaurus. En prenant pour
modèle les catégories générales du
CRG et les neuf opérateurs de J.E.L.
Farradane, elle étudie tout particuliè-
rement les relations dites affinitives.
Ce type regroupe habituellement tou-
tes sortes de relations que les cher-




R. Jansen [72] montre l'utilité d'un
nouveau type de relation appelée
relation d'appartenance (ZugehOrig-
keitsrelation), à ne pas confondre
avec les relations hiérarchiques. Elle
met en rapport un terme avec tous les
descripteurs précoordonnés dans le-
quel il entre en composition.
A. Ghose et A.J. Dawle en Inde [71]
proposent une technique pragmati-
que (dérivée de la méthode des
amas) de structuration d'un lexique
en sciences humaines au moyen de
questions posées à des experts dans
une discipline.
Pour C. Kim [36], le processus du
dictionnaire (des mots vers les con-
cepts exprimés) et celui du thésaurus
de P.M. Roget (des concepts vers les
mots) sont utiles dans l'élaboration et
la mise à jour des thésaurus. En effet,
la signification d'un mot ne dépend
pas seulement de la notion ou de
l'objet qu'il représente (théorie réfé-
rentielle), mais aussi des relations
qu'il entretient avec les autres mots




Les raisons qui ont poussé les do-
cumentalistes à s'intéresser aux
théories linguistiques sont nombreu-
ses. Les propriétés des LI ressem-
blent beaucoup à celles des langa-
ges naturels et certains en dérivent
plus ou moins profondément. Il est
donc naturel de se demander si la
linguistique ne serait pas adéquate à
les décrire, voire à les formaliser.
Comme les LI sont appliqués princi-
palement - mais non exclusivement-
à des textes exprimés en LN, le
problème du passage d'un langage à
l'autre se pose.
Dans les années soixante, certains
chercheurs fondèrent beaucoup
d'espoir dans l'automatisation des
traitements documentaires. Pour
cela, ils durent analyser sérieuse-
ment les entités qu'ils manipulent:
mots, phrases, résumés, descrip-
teurs, etc. Cette période est marquée
par la multiplication des études lin-
guistiques des LI.
K. Sparck Jones et M. Kay [41] font le
point des travaux menés entre 1965
et 1973, orientés particulièrement
vers les procédures d'automatisa-
tion.
En France, la thèse de M. Coyaud
[30] est une description et comparai-
son de nombreux LI particuliers. L'ef-
fort théorique se situe dans l'élabora-
tion d'une grille d'analyse uniforme
dont les constituants sont empruntés
à la terminologie linguistique: les
monèmes (plus petites unités décom-
posables) sont les lexèmes (termes)
et morphèmes (relations). La syntaxe
comporte le mot (un lexème et un
morphème), le syntagme (plusieurs
mots en relation), etc. L'intérêt de
cette méthode est de permettre le
rapprochement structurel de LI appa-
remment différents.
L'ouvrage de w.J. Hutchins [34] est
une bonne introduction aux structu-
res linguistiques générales des lan-
gages d'indexation : il les compare
sous tous les aspects (formels, sé-
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J:'"Maniez soulève dans la première
partie de sa thèse [80] une question
générale : quelles sont les différen-
ces et les ressemblances nécessai-
res entre LN et LI ? Pour lui, l'élément
commun est l'universalité de la fonc-
tion référentielle, c'est-à-dire la na-
ture symbolique du signe. L'usager ne
cherche pas des termes d'indexation
pour eux-mêmes mais pour les do-
cuments dont ils représentent le sujet.
La structure des LI est d'ailleurs cal-
quée (mais « appauvrie ») sur celle
des LN.
J.-CI. Gardin [32] nomme analyse
documentaire l'extraction de la signi-
fication de documents. Elle regroupe
plusieurs traitements possibles (ré-
sumé, indexation, etc.) plus ou moins
élaborés. Par rapport aux LN, les LI
sont qualifiés de métalangage, soit un
langage ou système de symboles
adéquats utilisés pour exprimer le
contenu d'un document rédigé en
LN.
R. Fugmann [31] considère les LI et
les LN comme complémentaires, uti-
les aussi bien les uns que les autres
dans l'indexation, suivant le genre de
concepts auxquels on a affaire. Les
concepts individuels référant à un
seul objet sont exprimés en LN par
une seule expression lexicale. Par
contre les concepts généraux réfé-
rant à une multitude d'objets sont
souvent rendus en LN par plusieurs
expressions lexicales (synonymes),
voire par des expressions non lexica-
les (périphrases), surtout dans le do-
maine scientifique où la terminologie
est en retard sur les notions. Dans ce
cas, un LI contrôlé est plus avanta-
geux que les LN, car il a précisément
pour tâche de ne faire correspondre
qu'une seule expression à un con-
cept.
A contrario, J.E.L. Farradane [102]
estime que l'approche linguistique
n'offre aucun intérêt pour les théories
de l'indexation. La linguistique n'est
qu'un outil pour exprimer des idées et
ne peut, à l'inverse de la psychologie,
nous éclairer sur les relations effecti-
vement en jeu dans le processus
même de la connaissance.
Les deux axes
de références
Au début de ce siècle, le linguiste
F. de Saussure distingue l'axe syn-
tagmatique qui met en relation in
praesentia deux termes de l'énoncé,
alors que l'axe associatif (nous di-
rions aujourd'hui « paradigmatique »)
lie in absentia un terme de l'énoncé
avec une « série virtuelle» de syno-
nymes, termes génériques, etc.
J. Maniez [80] précise que les rela-
tions syntagmatiques appartiennent
au discours et sont en jeu dans le
processus de la création d'une
phrase, alors que les relations para-
digmatiques appartiennent à la lan-
gue et existent hors de tout contexte.
Dès le début des années soixante,
J.-CI. Gardin [3] a clairement intégré
cette opposition essentielle dans la
construction d'un nouveau LI. Le
SYNTOL est un « modèle général »,
car applicable à n'importe quel do-
maine scientifique. Le terme de lan-
gage est justifié par l'importance qu'il
donne à la syntaxe dont l'élément de
base est le syntagme: couple de
mots-clés liés par une relation et noté
Ri(x,y). Les relations sont limitées au
nombre de trois. Des règles formelles
permettent de les manipuler et de les
composer.
Ces deux axes permettent encore à
J.-CI. Gardin [32] de classer les LI (ou
métalangages) selon qu'ils compor-
tent une structuresyntagmatique (les
relations de J.E.L. Farradane), une
structure paradigmatique(les thésau-
rus), ou ne comportent ni l'une ni
l'autre parce qu'ils sont complète-
ment« inorganisés» (les unitermes). Il
montre le caractère fondamental du
syntagme Ri(x,y) qui met en évidence
l'identité structurelle des procédés
syntaxiques tels que les opérateurs
de rôle ou les relateurs de Farradane.
Par combinaison de syntagmes, des
relations à 3, 4, ..., n places sont
représentées.
Dans le cas du thésaurus, KT. Bivins
[29] insiste sur l'influence de l'axe
paradigmatique matérialisé par la
structure syndétique (le jeu des ren-
vois) dans le résultat de la recher-
che.
Les thésaurus contiennent pourtant
des relations qui ne sont pas linguisti-
ques, ni paradigmatiques, ni syntag-
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matiques et que J. Maniez [65] ap-
pelle relations extra-sémantiques :
elles relient des termes et des faits
réels, et correspondent à certaines
relations dites habituellement « asso-
ciatives ».
Le triangle sémantique
Le triangle sémantique des linguistes
C.K. Ogden et I.A. Richards est cons-
titué des expressions (ou signifiants),
des concepts (ou signifiés) et des
objets (ou référents), ainsi que de
leurs relations.
Ce modèle est très important en do-
cumentation. Pour R. Fugmann [10],
le pôle central de la recherche est le
concept, non l'objet ou l'expression.
Deux documents peuvent être perti-
nents à une demande même si leurs
titres sont distincts. Il rappelle que
S.R. Ranganathan distinguait déjà le
niveau des idées (idea plane) du
niveau verbal (verbal plane).
B. Long [37] modifie un peu le modèle
en distinguant encore le signifiant
graphique et le signifiant phonologi-
que. Son étude consiste alors à pas-
ser en revue systématiquement tou-
tes les relations à partir de ces quatre
pôles. La face sémantique est prédo-
minante en documentation.
Les universaux du langage
Dans les années soixante, la linguisti-
que structuraliste (N. Chomsky, C.J.
Fillmore, B. Pottiers, J. Lyons, etc.) a
cherché à modéliser une structure
profonde qui.. permet de rendre
compte des structures de surface
aussi diverses que sont les langues
naturelles que nous connaissons.
L'intérêt pour les sciences de l'infor-
mation consiste à se demander si ces
modèles ne seraient pas suffisam-
ment fondamentaux pour expliquer
aussi la structure des langages artifi-
ciels comme les LI.
Plus spécialement, des documenta-
listes ont compté sur ces travaux -
par exemple la grammaire des cas de
C.J. Fillmore - pour leur fournir une
liste des catégories fondamentales
utilisables pour la syntaxe des LI
(J. Maniez, [80] ; w.J. Hutchins, [34]).
J. Sorensen et D. Austin [97] s'inté-
ressent aux structures profondes des
linguistes et les comparent avec l'in-
dexation dans PRECIS. En démon-
trant que celui-ci se situe déjà à un
niveau de généralité élevé, il devient
logiquement possible de l'employer
dans un « contexte multilingue » pour
l'indexation en chaîne avec d'autres
langues que l'anglais.
Les documentalistes ont entrepris, de
leur côté, la recherche des univer-
saux des LI. Les facettes de Ranga-
nathan en sont un exemple. G. Bhat-
tacharyya [91 , 92] décrit une structure
de base qui permet de dériver plu-
sieurs SIL (subject indexing lan-
guage) réels : indexation systémati-
que, CC, DDC, etc. C'est à partir de ce
modèle qu'il tire les structures profon-
des de POPSI.
C'est pourquoi F.J. Devadason [95]
peut envisager l'utilisation de POPSI
comme d'un métalangage permettant
de générer automatiquement des
thésaurus. Des chaînes formées en
POPSI et enrichies de codes spé-
ciaux sont introduites, et l'ordinateur
produit le lexique du thésaurus avec
sa structure syndétique.
La terminologie
W. Nedobity [39] oppose linguistique
et terminologie. La linguistique est
réduite à l'étude des LN qui sont des
langues floues et dont la signification
des termes dépend beaucoup du
contexte. La terminologie au contraire
attribue au terme un concept distinct
et défini. Elle est ainsi plus utile pour
les sciences de l'information qui s'oc-
cupent de langages spécialisés.
Le but du terminologue (G. Wersig
[25]) est de rationaliser le processus
de la communication. Son travail res-
semble à celui de l'élaboration d'un
thésaurus: dans un champ du savoir,
il doit identifier d'abord les concepts,
puis leur attribuer un terme (dans une
ou plusieurs langues) tout en contrô-
lant leurs relations de synonymie,
homonymie, etc. En plus, selon une
méthode déductive, il donne une défi-
nition rigoureuse de chaque concept,
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tel celui de thésaurus que Wersig
prend comme exemple.
Le problème du sujet
Les tendances les plus récentes
semblent tourner autour de cette no-
tion que les anglo-saxons nomment
aboutness, littéralement le « de quoi »
un texte parle, c'est-à-dire son sujet
J. Maniez [17], dans un ouvrage de
synthèse récent, part de l'opposition
que les linguistes structuralistes font
entre thème et rhème (ou commen-
taire), soit ce dont on parle et ce que
l'on en dit. La thématisationau moyen
des LI est une activité essentielle en
documentation. Par opposition à
l'énonciation, elle n'a pas de valeur
informative, ce qui se remarque par
l'absence de verbe.
De même pour KP. Jones [13] l'in-
dexation consiste à identifier l'about-
ness du document en question. Ce
sujet peut être appréhendé en plu-
sieurs niveaux d'analyse (selon les
besoins), dont l'un est la structure
textuelle.
C. Beghtol [28] traite en détail les
implications linguistiques de l'about-
ness. Traditionnellement, la linguisti-
que a considéré la phrase comme
l'unité de base. Mais pour élucider les
mécanismes de compréhension du
sujet, une linguistiquetextuelleconsi-
dérant la totalité des phrases d'un
document est nécessaire. Dans le
cas d'une documentation idéale, un
texte, son résumé et son indexation




L'intérêt de la modélisation mathéma-
tique est de fournir des bases solides
aux LI, en définissant rigoureuse-
ment, pas à pas, les termes em-
ployés : descripteurs, classes, rela-
tions.
Le genre de mathématiques employé
est très souvent la théorie des en-
sembles, dont la terminologie res-
semble parlois à celle des LI. Le
niveau de connaissance requis pour
suivre ces études est variable. Celles
de G. Beling [45], de V Diodato [46] et
de C.N. Mooers [48] sont très acces-
sibles. De même le degré de formali-
sation est plus ou moins poussé.
Le domaine modélisé peut être très
général et recouvrir tous les LI, voire
le système général d'information ; ou
bien un type de LI, voire un aspect
précis de ceux-ci. B.C. Vickery [24]
recense quelques-uns de ces modè-
les.
Documentaliste, vol. 27, n° 6, novembre-décembre 1990
Modèles généraux
Un des premiers modèles, celui de
J.w. Perry et A. Kent [49], est la partie
théorique d'une étude consacrée à la
réalisation pratique d'un système do-
cumentaire. Il s'agit en fait d'un
« modèle réduit». Un lexique limité
de termes répartis en catégories, ou
facettes, est donné au départ. Par
simulation, les propriétés de ce sys-
tème fermé et facile à manipuler sont
observées. Par exemple, il est aisé de
montrer que n facettes permettent de
définir n ! classifications hiérarchi-
ques différentes. De nouvelles
notions sont définie : le degré de
caractère générique d'une classe
(rapport du nombre de descripteurs
subordonnés au nombre total de des-
cripteurs), le degré de synonymie,
etc.
A la même époque, C.N. Mooers [48]
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définit un modèle pouvant représen-
ter un grand nombre de systèmes
d'indexation et permettant même de
déduire logiquement des systèmes
possibles, meilleurs, mais non exis-
tants. Le problème de l'indexation est
posé au niveau de l'utilisateur: com-
ment fournir à une demande le « bon»
sous-ensemble de documents parmi
tous les documents du système ?
Mathématiquement, le système d'in-
dexation s'exprime par une transfor-
mation entre l'ensemble des termes
de la demande et l'ensemble des
documents disponibles. Le modèle
distingue alors plusieurs familles dif-
férentes.
D. Soergel [55] fournit un modèle pour
tous les LI. Parallèlement à la recher-
che des universaux linguistiques, il
décrit une base logico-mathématique
générale. L'étude consiste en la
construction d'un système formel. Le
métalangage mathématique et le lan-
gage du champ de la documentation
qu'il représente sont bien distingués.
Le lien entre l'un et l'autre est l'inter-
prétation ou la signification du mo-
dèle. Au niveau du métalangage, on
se donne un lexique et des règles de
formation d'expressions. Des théorè-
mes en sont déduits. En restreignant
le modèle à des cas particuliers, on
peut décrire les LI réels.
S. Reball [50] constate que les LN
sont expressifs par leur richesse sé-
mantique mais peu formalisés; alors
que les LI sont au contraire formali-
sés, mais peu expressifs. Au moyen
de la logique des prédicats, il cons-
truit un modèle de LI cumulant ces
deux qualités.
L'étude de V Diodato [46] présente de
manière didactique les principaux
concepts généralement utilisés pour
représenter la structure syndétique
des LI. La relation de synonymie entre
deux descripteurs est mathématique-
ment une relation d'équivalence.
Tous les synonymes d'un concept
forment alors une classe d'équiva-
lence. Les renvois d'un terme à l'autre
sont représentés par des applications
et les relations hiérarchiques par des
relations d'ordre partiel. De la même
façon G. Beling [45] étudie la struc-
ture des classifications. M.S. Sridhar
[56] détaille les caractéristiques ma-
thématiques de ces relations dans les
thésaurus.
Modèles spécifiques
En Europe de l'Est surtout, des études
plus ponctuelles ont été menées, par-
ticuièrement sur les thésaurus.
VD. Sydorchenko [57, 75] définit le
descripteur d'un thésaurus comme la
classe d'équivalence de termes sy-
nonymes en LN. L'efficacité d'un LI
dépend de sa puissance sémantique
(semantic power), qui est le nombre
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d'expressions bien formées non
synonymes qu'il permet de cons-
truire. Par la souplesse de leur combi-
natoire, les LI postcoordonnés ont
une puissance sémantique supé-
rieure aux LI précoordonnés.
W.M. Turski [59] donne un modèle de
thésaurus compris comme un en-
semble,de descripteurs et d' as-
cripteurs liés par des relations de
synonymie.
NA Stokolova [42] approfondit les
aspects sémantiques. La pertinence
d'un système d'information se me-
sure en comparant la signification de
deux textes : celle de la demande et
celle du document. L'objet des LI est
de représenter cette signification. La
pertinence stricte est une relation
d'équivalence entre deux textes. Des
degrés de pertinence sont aussi défi-
nis. Dans un autre travail [43], le
même auteur prend en considération
les différents outils syntaxiques (liens,
rôles...) et mesure mathématique-
ment leur influence sur la puissance
sémantique du LI.
En France, A. Dewèze [69] formalise
la représentation des relations sé-
mantiques. Dans la perspective de
construire des thésaurus multilin-
gues, il adopte une théorie sémanti-
que extra-lexicale qui se situe à un
niveau supérieur de celui des LN. Un
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signifié est défini comme un ensem-
ble de sèmes (obtenus par une ana-
lyse dont S.R. Ranganathan a montré
la voie), et auxquels on peut ultérieu-
rement attribuer des étiquettes lexi-
cales en plusieurs langues. Les rela-
tions d'un LI sont décrites en étudiant,
au moyen de graphes, les rapports
entre ces configurations sémiques.
Par exemple, un niveau dans une
monohiérarchie aura dans sa confi-
guration sémique un sème de plus
que le niveau qui lui est immédiate-
ment supérieur.
Récemment, R. Schaüble [52] a pro-
posé une nouvelle structure de l'infor-
mation: l'espace conceptuel (con-
cept space). Celui-ci permet de
construire une théorie du thésaurus
exposée comme un système formel.
*
* *
Cette étude montre la vitalité des
recherches théoriques sur les langa-
ges d'indexation menées depuis une
quarantaine d'années dans les pays
anglo-saxons, en Europe de l'Est et
en Inde, beaucoup plus que dans les
pays francophones dont on aura re-
marqué la modeste contribution d'un
point de vue quantitatif. L'augmenta-
tion du rythme d'accroissement des
publications - fait qu'il devient banal
de souligner - a certes stimulé les
façons de considérer l'indexation, clé
d'accès à la documentation.
Comme preuve, il est significatif de
constater que, durant cette période,
tous les langages d'indexation tradi-
tionnels (classifications, vedettes-
matière...) ont été systématiquemènt
remis en question, et que même les
nouveaux venus (thésaurus) n'ont
pas échappé aux critiques.
Mars 1990
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