El método LCB y la estabilización de sistemas subactuados by Salomone, Leandro Martín
Universidad Nacional de La Plata
Facultad de Ciencias Exactas
Departamento deMatemática
Tesis presentada para optar al grado de Doctor de la Facultad de
Ciencias Exactas
Elmétodo LCB y la estabilización
de sistemas subactuados
Autor:Mgter. Leandro Martín Salomone
Director:Dr. Sergio Daniel Grillo Codirectora:Dra. Marcela Zuccalli
2017

Índice general
Gracias ix
Introducción y organización de la tesis xv
1. Conceptos preliminares 1
1.1. Notación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Conexiones afines sobre un fibrado vectorial y el isomorfismo β . . . . . . . . . . . . 3
1.3. Sistemas dinámicos y estabilización tipo Lyapunov . . . . . . . . . . . . . . . . . . . 9
1.3.1. Estabilidad asintótica y el Principio de invariancia de LaSalle . . . . . . . . . . 11
1.3.2. Sistemas Hamiltonianos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4. El método de estabilización basado en el vínculo de Lyapunov . . . . . . . . . . . . . 13
1.4.1. Sistemas a lazo cerrado y sistemas con vínculos de segundo orden . . . . . . . 13
1.4.2. El Vínculo de Lyapunov y el método LCB . . . . . . . . . . . . . . . . . . . . . 15
2. Equivalencia demétodos de estabilización ymaximalidad delmétodo LCB 21
2.1. Métodos de estabilización y equivalencia de métodos . . . . . . . . . . . . . . . . . . 23
2.2. El método energy shaping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1. El método de los Hamiltonianos controlados . . . . . . . . . . . . . . . . . . 24
2.2.2. Una versión particular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3. Las condiciones de matching cinéticas y potenciales . . . . . . . . . . . . . . 27
2.2.4. Condiciones de matching simples . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3. El método LCB revisitado: maximalidad del LCB . . . . . . . . . . . . . . . . . . . . . 34
2.4. El método LCB para funciones simples . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.1. Las ecuaciones cinéticas y potenciales . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.2. El método LCB simple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.3. Maximalidad y equivalencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
iii
ÍNDICE GENERAL
3. Estabilizabilidad asintótica de sistemas con dos grados de libertad 43
3.1. Ecuaciones cinéticas y potenciales para sistemas regularmente actuados . . . . . . . 45
3.2. Estabilizabilidad de sistemas 1-subactuados . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.1. Las ecuaciones cinéticas y potenciales para sistemas 1-subactuados . . . . . . 50
3.2.2. Una condición suficiente para la estabilizabilidadmediante elmétodo LCB simple 51
3.2.3. Una condición necesaria para la existencia de una función de Lyapunov simple 59
3.2.4. Sistemas con dos grados de libertad . . . . . . . . . . . . . . . . . . . . . . . 60
3.3. Estabilizabilidad asintótica local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.1. Sistemas con dos grados de libertad . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.2. Ejemplo: péndulo con disco invertido . . . . . . . . . . . . . . . . . . . . . . 68
4. Soluciones por cuadraturas de las ecuaciones cinéticas y potenciales para sistemas
1-subactuados 71
4.1. Nueva expresión de las ecuaciones cinéticas y potenciales a partir de un cambio de va-
riables dependientes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1.1. Ecuaciones cinéticas y potenciales en las variables (δ, γ, l) . . . . . . . . . . . 77
4.1.2. Expresiones en coordenadas . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2. Integración por cuadraturas de las ecuaciones potenciales: actuación arbitraria . . . . 82
4.2.1. Elección del morfismo γ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.2. Condiciones de integrabilidad de las ecuaciones potenciales . . . . . . . . . . 84
4.2.3. Condiciones de positividad . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.4. Construcción por cuadraturas de soluciones locales . . . . . . . . . . . . . . . 87
4.3. Soluciones por cuadraturas de las ecuaciones cinéticas para sistemas 1-subactuados . 89
4.3.1. Positividad de las soluciones por cuadraturas para sistemas 1-subactuados . . 90
4.3.2. Coordenadas que rectificanW . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5. Soluciones explícitas para sistemas 1-subactuados con simetría 97
5.1. Soluciones explícitas de las ecuaciones potenciales para una clase de sistemas
m-subactuados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.1.1. Una expresión alternativa de las ecuaciones potenciales . . . . . . . . . . . . 98
5.1.2. Condiciones de integrabilidad local . . . . . . . . . . . . . . . . . . . . . . . 99
5.1.3. Condiciones de positividad para las soluciones de las ecuaciones potenciales . 100
5.1.4. Construcción de soluciones explícitas de las ecuaciones potenciales . . . . . . 101
5.2. Sistemas 1-subactuados con simetría . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2.1. Acciones de Grupos de Lie e invariancia . . . . . . . . . . . . . . . . . . . . . 103
5.2.2. Cartas coordenadasG-adaptadas . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3. Soluciones explícitas para sistemas con simetría . . . . . . . . . . . . . . . . . . . . . 107
5.3.1. Soluciones de las ecuaciones cinéticas . . . . . . . . . . . . . . . . . . . . . . 107
iv
ÍNDICE GENERAL
5.3.2. Soluciones de las ecuaciones potenciales . . . . . . . . . . . . . . . . . . . . . 109
5.4. Ejemplo: péndulo doble invertido . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.1. Sistemas con dos grados de libertad . . . . . . . . . . . . . . . . . . . . . . . 113
5.4.2. El ejemplo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
Apéndice 119
v



Gracias
Es sábado. Me desperté hace unas tres horas y encendí la computadora. Preparé un mate y puse la
radio, ansioso por terminar de escribir esta tesis que lleva ya 2163 días y contando. Después de varias
correcciones, de comas que sobran, de puntos que faltan, de ecuaciones numeradas y no numeradas;
sólo falta decir gracias. Acá va.
AMarcela y Sergio, gracias por la confianza, la contención y la libertad creativa. A Santiago, gracias
por compartir parte de su tiempo y de su trabajo y por recibirme cada vez que fui a Bahía. Al Departa-
mento de Matemática (FCE-UNLP), por prestarme un rincón para escribir.
Gracias Nico, por escuchar una y otra vez mis angustias, por pensar conmigo la manera en la que
transitamos esta parte de nuestras vidas y por compartir todas las experiencias que nos atraviesan des-
de que nos sentamos diariamente a cinco metros de distancia.
Gracias Dani, Noe yMarian; por ayudarme constantemente a sobrellevarmi ineptitud burocrática,
por acompañarme todos los almuerzos de los últimos años y por ceder la oreja de cuando en vez.
GraciasMaribel, por hacer quemi aterrizaje a la facultad fuese tan lindo, por compartir largas horas
de charla y de planificaciones. Por sermi amiga. Pero, por sobre todo, gracias por los abrazos, por poner
el cuerpo y la risa.
Gracias Pochi, Vale y Marian; porque están desde el comienzo y por acompañar, quizá sin saberlo,
todo este proceso. Por los carnavales, los sikus y los almuerzos. Por el amor y la amistad.
Gracias Juli por el aguante del último año, por ser la desconexión y el agite, por el riesgo de saltar
sin conocer, por los abrazos rompehuesos y fundamentalmente por estar.
Gracias familia, por las visitas, por los llamados, por los besos y abrazos a la distancia y por el aguan-
te incondicional.GraciasMarian, porquedealgunamanera compartimosun lugardepertenencia, y eso
se siente y nos une.
A todos, porque esto que termina es una parte mía y por lo tanto parte suya. Salud!
ix

Resumen
Elmétodobasado en el Vínculo de Lyapunov (ométodoLCBpor su sigla en inglés) es unmétodo
no lineal global para la estabilización asintótica de puntos de equilibrios no estables de sistemas
mecánicos subactuados. Este método está basado en la imposición de un vínculo cinemático
sobre el sistema no actuado, obteniéndose la señal de control para estabilizar al sistema como
la fuerza de vínculo asociada a dicho vínculo. El método tiene la ventaja adicional de producir
una funciónde Lyapunovpara el sistema a lazo cerrado, probandode estamanera la estabilidad
(asintótica) del sistema. Si nos restringimos a sistemas conHamiltonianos simples (es decir, de
la forma término cinético más término potencial) y si buscamos funciones de Lyapunov tam-
bién simples, el método puede reducirse a resolver un sistema de ecuaciones diferenciales en
derivadas parciales, llamadas ecuaciones cinéticas y ecuaciones potenciales, cuya incógnita es
la función de Lyapunov mencionada anteriormente.
Este trabajo tiene tres objetivos distintos. En primer lugar, establecer la relación del méto-
do LCB con otros métodos de estabilización conocidos. En segundo lugar, explotar el contexto
del método LCB para extender un resultado relacionado con la estabilizabilidad asintótica de
sistemas condos gradosde libertad. Finalmente, dar unaprescripción concreta yútil para cons-
truir soluciones locales de las ecuaciones cinéticas y potenciales y, por consiguiente, la señal de
control buscada.

Abstract
The Lyapunov constraint-based method (or LCB method for short) is a recent global non-linear met-
hod for the asymptotic stabilization of unstable equilibria of underactuated mechanical systems. It is
based on the imposition of a kinematic constraint on the unactuated system, where the control law to
stabilize the system is obtained as the related constraint force. The method has the additional advan-
tage of producing a Lyapunov function for the closed-loop system, proving the (asymptotic) stability.
If we restrict to simple Hamiltonian functions (meaning kinetic plus potential terms) and if we seek
for simple Lyapunov functions as well, themethod can be reduced to solving a set of partial differential
equations, called the kinetic equations and the potential equations, whose unknown is the aforemen-
tioned Lyapunov function.
This work has three separate goals. First, to establish the relation between the LCB method and
other well-known stabilization procedures. Second, to exploit the framework of the LCBmethod to im-
prove a result concerning the asymptotic stabilizability of systemswith twodegrees of freedom. Finally,
to give a concrete and useful prescription to construct explicit solutions of the kinetic and potential
equations and, consequently, the control law.

Introducción y organización de la tesis
En la Referencia [19], fue presentado unmétodo no lineal global para la estabilización de puntos de
equilibrio inestables de sistemas mecánicos subactuados, el método basado en el Vínculo de Lyapunov (o
método LCB). La estrategia general del método se basa en imponer un vínculo cinemático para lograr
la estabilización del sistema considerado. Esta idea de “estabilización mediante vínculos” no es propia
del LCB, sino que ya ha aparecido en otros trabajos (ver, por ejemplo, [21, 32, 37]) y en pocas palabras
funciona de la siguiente manera: se busca un conjunto de vínculos cinemáticos para lograr un deter-
minado comportamiento en las trayectorias del sistema. Luego, se obtiene la señal de control buscada
como la fuerza de vínculo asociada.
Enel casodel LCB, el vínculoutilizadoes el denominadoVínculo de Lyapunov [19].Dicho vínculo tiene
la particularidad de producir una función de Lyapunov V para el sistema a lazo cerrado, lo cual explica
su nombre. El corazón del método consiste en encontrar la fuerza que implementa dicho vínculo.
A partir de su aparición, elmétodo LCBha sido desarrollado conmayor detalle en [22] y fue extendi-
do para sistemas con efectos impulsivos en [10]. En [22] se estudian, entre otros, sistemas con fricción
y sistemas Hamiltonianos con un único actuador y cuya función HamiltonianaH y función de Lyapu-
nov V son ambas simples, i.e. funciones que pueden expresarse como la suma de un término cinético
k y una función potencial v. Para este último tipo de sistemas, los autores prueban que una condición
necesaria y suficiente para la existencia y unicidad de fuerzas de vínculo se reduce a resolver un siste-
ma de ecuaciones diferenciales en derivadas parciales (PDEs) para la función V . Más aun, puede verse
que dicho sistema se divide en dos conjuntos de PDEs, uno que tiene como incógnita al término ciné-
tico de V , consecuentemente llamadas ecuaciones cinéticas y otro que tiene como incógnita al término
potencial, las llamadas ecuaciones potenciales (una vez que se fija una solución de las primeras). Vale la
pena mencionar que las soluciones buscadas deben ser definidas positivas. En el mismo artículo, se
presentan varios ejemplos en los cuales se encuentran soluciones para estas ecuaciones. Sin embargo,
no se realiza un estudio sistemático de existencia de soluciones.
Existen en la literatura otrosmétodos no lineales globales para la estabilización asintótica de siste-
mas subactuados que también consisten en resolver un sistema de PDEs. Entre ellos está, por ejemplo,
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la familia demétodos englobadas bajo el nombre de energy shaping [2, 4, 5, 6, 7, 15, 28, 35, 36, 38, 39], tam-
bién conocido genéricamente con el nombre de IDA-PBC o método de los Hamiltonianos controlados
[11, 35] (o su contraparte lagrangiana, el método de los Lagrangianos controlados [6, 7]). Dicho método
se basa, a diferencia del LCB, en la idea de equivalencia por feedback de sistemas mecánicos. En este
caso, las incógnitas de las PDEs características son los términos cinético y potencial de un nuevo Ha-
miltoniano (llamado Hamiltoniano controlado) y puede verse que las mismas también se dividen en
dos conjuntos: las llamadas condiciones de matching cinéticas, cuya incógnita es el término cinético y las
condiciones de matching potenciales, cuya incógnita es el término potencial (una vez que se fija una solu-
ción de la primera). En la referencia [22], se demuestra que éste método puede ser visto como un caso
particular del método basado en el vínculo de Lyapunov.
Dado que las condiciones de matching cinéticas tienen como incógnita únicamente al término ci-
nético, una estrategia posible es estudiar primero esta ecuación y luego las condiciones de matching
potenciales pensando que el término cinético es un dato de la segunda. Esta idea es trabajada en [30],
donde se encuentran condiciones de integrabilidad para las condiciones dematching potenciales utili-
zando la teoría de integrablidad deGoldschmidt [17]. Como consecuencia, si las funciones involucradas
en las ecuaciones son analíticas y si se cumplen estas condiciones de integrabilidad, este resultado di-
ce que existen soluciones (analíticas) para las ecuaciones. Sin embargo, no se estudia la positividad de
dichas soluciones.
Casi simultáneamente con la apariciónde [22], unamejora del energy shaping para sistemas subac-
tuados, definidos por funciones Lagrangianas oHamiltonianas simples, fue introducida por Chang en
[12, 13, 14]. Tal mejora consiste en una importante simplificación de las condiciones de matching. Gra-
cias a esta simplificación, Chang logra probar condiciones suficientes para la estabilizaciónde sistemas
con n− 1 actuadores y n grados de libertad. Adicionalmente, en [13], muestra dos condiciones adicio-
nales bajo las cuales un sistema subactuado con dos grados de libertad es asintóticamente estable.
Tanto en los trabajos de Chang, como en la referencia [30], el estudio de existencia de las soluciones
dematching se hace desde un punto de vista teórico, i.e. no se expone un procedimiento concreto para
la construcción de lasmismas, sino que dichas soluciones se construyen en ejemplos específicos. Dicho
procedimiento es de vital importancia en las aplicaciones a control automático, puesto que lo que se
busca es la señal de control que realice la estabilización. Esta señal se construye, a su vez, a partir de
soluciones de las condiciones dematching (en el caso del energy shaping) y de las ecuaciones cinéticas
y potenciales (en el caso del LCB).
En términos generales, algunos objetivos de esta tesis son:
Estudiar la relación del LCB con otrosmétodos de estabilización no lineal global en general y con
el energy shaping en particular.
Mostrar ejemplos de aplicación del método LCB para alcanzar estabilización asintótica de algu-
nos sistemas subactuados
Construir procedimientos concretos que permitan encontrar soluciones locales definidas posi-
tivas de las ecuaciones cinéticas y potenciales.
A continuación damos una breve descripción de la organización de la tesis y de las contribuciones
de la misma por cada capítulo:
Capítulo 1: En este capítulo introduciremos los conceptos que estaránpresentes a lo largode la tesis. Estable-
ceremos la notación que utilizaremos en el resto del trabajo y recordaremos algunas definiciones
básicas de Geometría Diferencial. También repasaremos algunas ideas de control de sistemas
(sub)actuados. En particular nos interesará una subclase de estos sistemas: los sistemas Hamil-
tonianos subactuados. Por último presentaremos la idea de estabilización mediante vínculos y
nos concentraremos en el método LCB. Para ellos tendremos que definir la noción de sistema
Hamiltoniano con vínculos de segundo orden.
Capítulo 2: En primera instancia, precisaremos la idea de “método de estabilización”. A partir de esta defini-
ción podremos introducir una relación de orden entre dichos objetos que nos permitirá, a su vez,
hablar de equivalencia entre métodos. A partir de esta definición, mostraremos que el LCB es un
métodomaximal, respecto de dicha relación de orden. A nuestro entender, estas definiciones no
aparecen en ninguna literatura previa.
Luego, daremos un breve resumen del método energy shaping, en particular, de la versión desa-
rrollada por Chang. Optamos por dar una descripción distinta de la tradicional (y por tanto no-
vedosa) porque facilitará su comparación con el LCB. En el transcurso de esta descripción mos-
traremos la forma general de las fuerzas giroscópicas y disipativas, que incluyen a las utilizadas
por Chang en [15] y daremos un algoritmo para construirlas. Este punto es crucial para probar la
equivalencia con el método LCB simple.
Por último, extenderemos el estudio delmétodo LCB (para funciones simples) y de sus PDEs aso-
ciadas a sistemas subactuados con más de un actuador y mostraremos además que este método
es tambiénmaximal. Seguidamente, probaremos que las condiciones deMatching de Chang son
exactamente las ecuaciones cinéticas y potenciales del LCB. Esto nos permitirá probar el resultado
más importante del capítulo, a saber, que el método LCB para funciones simples es equivalente a
la versión de Chang del energy shaping.
Capítulo 3: En la Referencia [12], D.E. Chang encontró condiciones suficientes que aseguran la estabiliza-
bilidad de un sistema con n grados de libertad y n − 1 actuadores, por medio de la existencia
de una función de Lyapunov (simple). Tal resultado se obtuvo estudiando la existencia de solu-
ciones locales de las condiciones de matching. Además, en [13] se presentaron dos condiciones
adicionales que garantizan que la estabilidad es asintótica si n = 1.
En este capítulo vamos a presentar una derivación alternativa de este resultado estudiando la
existencia de soluciones locales de las ecuaciones cinéticas y potenciales del LCB. Más aun, debi-
do a la equivalencia de ambos métodos y a la maximalidad del LCB, mostraremos que tales con-
diciones son de hecho necesarias si se pretende exhibir una función de Lyapunov simple para el
sistema a lazo cerrado.
Para realizar este estudio introduciremos un cambio de variable dependiente que resultará en
una simplifación importante de las ecuaciones cinéticas y potenciales.
Adicionalmente probaremos que, en el caso de sistemas con dos grados de libertad, la condición
hallada en [12] no solamente asegura estabilizabilidad, sino también estabilizabilidad asintótica.
En otras palabras, no es necesaria una condición adicional, además de la hallada en [12], para es-
tabilizar asintóticamente un sistemaHamiltoniano subactuado con dos grados de libertad. Este
es el resultado principal de este capítulo.
Capítulo 4: Como notamos anteriormente, no existe a nuestro entender un procedimiento sistemático que
permita construir una solución explícita de las ecuaciones cinéticas y potenciales (o bien de las
condiciones de matching). Este punto no es menor, puesto que el objetivo último de un método
de estabilización es construir la señal de control que estabilice al sistema.
En este capítulo, presentaremos dos técnicas para encontrar explícitamente soluciones locales.
Previamente, generalizaremos el cambio de variables dependientes del Capítulo 3 para simpli-
ficar las ecuaciones en el caso de sistemas con número arbitrario de actuadores.
El primer resultado de construcción da un procedimiento para hallar soluciones locales de las
ecuaciones potenciales suponiendo que contamos con una solución de las ecuaciones cinéticas
que además cumple con una condición de integrabilidad. Como dijimos antes, esta idea es tam-
bién utilizada en [30]. Nuestro procedimiento, a diferencia de la referencia recién citada, es váli-
do en la categoríaC∞. Más aun, la solución puede computarse por cuadraturas (i.e. resolviendo
integrales ordinarias) y, adicionalmente, mostramos una condición necesaria y suficiente para
que la solución construida sea definida positiva.
El segundo resultado de construcción da un procedimiento para hallar soluciones de las ecua-
ciones cinéticas y potenciales para un subconjunto de sistemas con n grados de libertad y n− 1
actuadores que cumplen las restricciones del Capítulo 3. Para ello, mostramos cómo construir
soluciones por cuadraturas de las ecuaciones cinéticas y luego aplicamos el resultadomenciona-
do en el párrafo anterior para hallar soluciones de las ecuaciones potenciales. Esto nos permite
dar un conjunto completo de instrucciones para construir soluciones locales de las ecuaciones
cinéticas y potenciales, ambas computables por cuadraturas.
Capítulo 5: En este capítulo desarrollaremos un procedimiento para hallar soluciones explícitas de las ecua-
ciones cinéticas y potenciales para sistemas subactuados que presentan una simetría frente a la
acción de un grupo de LieG que precisaremos más adelante.
En primer lugar, suponiendo que contamos con una solución de las ecuaciones cinéticas, traba-
jaremos con las ecuaciones potenciales para un sistema subactuado arbitrario. Suponiendo que
cierto subfibrado vectorial del espacio de fases es integrable, encontraremos condiciones de inte-
grabilidad que aseguran la existencia de soluciones locales de estas ecuaciones en las coordena-
das que rectifican dicho subfibrado. Más aun, estas soluciones podrán ser calculadas computan-
do integrales ordinarias en esas coordenadas. Además, estudiaremos bajo qué condiciones dichas
soluciones son definidas positivas. Al final condensamos estos resultados en un procedimiento
para construir soluciones.
En segundo lugar, trabajamos con sistemas 1-subactuados que presentan una simetría frente a
la acción de un grupo de Lie. Para estos sistemas, demostramos que existen coordenadas en las
cuales el término cinético delHamiltoniano depende de unaúnica coordenada, lo quenos permi-
te hallar soluciones de las ecuaciones cinéticas con las mismas características, i.e. que dependen
únicamente de esa coordenada. Seguidamente, mostramos que es posible combinar estos resul-
tados con el procedimientomencionado en el párrafo anterior para dar un conjunto completo de
instrucciones para construir soluciones explícitas de las ecuaciones cinéticas y potenciales. En
particular, mostramos un cambio de coordenadas específico que vincula ambas construcciones
y hace posible esta combinación.
Por último, ilustramos estos resultados con un ejemplo: el péndulo doble invertido.

K Capítulo 1 k
Conceptos preliminares
En este capítulo introduciremos los conceptos que estarán presentes a lo largo de la tesis. Enprimer lugar, estableceremos la notación que utilizaremos en el resto del trabajo y recordare-mos algunas definiciones básicas de Geometría Diferencial. En segundo lugar, repasaremos
ideas de control de sistemas (sub)actuados. Enparticular nos interesará una subclase de estos sistemas:
los sistemasHamiltonianos subactuados. Por último presentaremos la idea de estabilizaciónmediante
vínculos, para lo cual tendremos que definir la noción de sistemaHamiltoniano con vínculos de segun-
do orden.
Aclaración: En este trabajo supondremos que el lector posee conocimientos previos de Geometría
Diferencial y Geometría Simpléctica [8, 29].
1.1. Notación
De ahora en adelante y salvo que se indique lo contrario, denotaremos porQ a una variedad dife-
renciable1 y conexa de dimensión n. El fibrado tangente asociado aQ será denotado τQ : TQ → Q o
simplemente τ , cuando no exista riesgo de confusión. De manera similar, el fibrado cotangente será
denotado piQ : T ∗Q → Q, o simplemente pi. Como es usual, denotaremos por 〈·, ·〉 a la contracción
natural entre TqQ y T ∗qQ en cada q ∈ Q y porX (Q) y Ω1 (Q) a los haces de secciones de τ y pi, respec-
tivamente. También denotaremos por Ωk(Q) al conjunto de k-formas diferenciales sobreQ y escribi-
remos Ω•(Q) = ⊕n∈NΩn(Q). El elemento neutro de cada espacio vectorial TqQ y T ∗qQ será denotado
por 0q .
Denotaremos por ω a la forma simpléctica canónica de la variedad simpléctica T ∗Q. A partir de ω,
el corchete de Poisson canónico sobre T ∗Q es la asignación bilineal y antisimétrica {, } : C∞(T ∗Q)×
1Las palabras “diferenciable” y “suave” serán usadas como sinónimos en toda la tesis. Alternativamente diremos que un
objeto diferenciable es de claseC∞ (o simplemente que el objeto esC∞).
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C∞(T ∗Q)→ C∞(T ∗Q) dada por
{f, g} = ω( df, dg),
donde f, g ∈ C∞(T ∗Q).
Una distribución sobre Q consistirá en una asignación ∆ : q 7→ ∆q , donde ∆q es un subespacio
vectorial de TqQ para cada q ∈ Q. Diremos que una distribución es suave (oC∞ o regular) si es local-
mente generada por secciones suaves de TQ. Si dim∆q es independiente de q, diremos que ∆ tiene
rango constante. Del mismomodo, entenderemos por una codistribuciónΣ sobreQ al concepto canó-
nicamente dual. Dado un campo vectorialX ∈ X(Q) tal queX(q) ∈ ∆q para todo q ∈ Q, diremos que
X toma valores en ∆ y escribiremosX ⊂ ∆ (usaremos una notación análoga en el caso de una forma
diferencial ω ∈ Ω1(Q) y una codistribución Σ).
Si P es otra variedad diferenciable de dimensión m y f : Q → P es una función diferenciable
entre Q y P , denotaremos f∗ : TQ → TP y f∗ : T ∗P → T ∗Q a la aplicación tangente de f y su
transpuesta, respectivamente. En el caso de funciones a valores reales, usaremos también la notación
f∗ = df . Dado q ∈ Q, la notación f∗q será utilizada para la aplicación lineal que resulta de restringir
f∗ al espacio vectorial TqQ, i.e.
f∗q = f∗|TqQ : TqQ→ Tf(q)P.
Un par (P, ω), donde P es una variedad diferenciable y ω es una 2-forma diferencial cerrada que
es no degenerada en cada punto p ∈ P se denomina variedad simpléctica.
Dado q ∈ Q yunconjuntoU ⊆ Q, diremosqueU esunentornode q siU es abierto y además q ∈ U .
También usaremos el término q-entorno para referirnos al conjuntoU . Dada una función f ∈ C∞(Q),
decimos que f es definida positiva alrededor de q0 ∈ Q si existe un q0-entorno U tal que f(q0) = 0 y
f(q) > 0 para todo q ∈ U \ {q0}.
Si (U,ϕ) es una carta coordenada de Q, optaremos por escribir ϕ(q) = (ϕ1(q), . . . , ϕn(q)) para
cualquier punto q ∈ Q. Sobre las variedadesTQ yT ∗Q tenemos coordenadas asociadas a (U,ϕ) dadas
por (TU,ϕ∗) y (T ∗U,ϕ−1
∗
), donde TU = τ−1(U) y T ∗U = pi−1(U). En particular, en el contexto de
sistemas Hamiltonianos y Lagrangianos, usaremos la notación
ϕ(q) = (q1, . . . , qn)
o simplemente
q = (q1, . . . , qn)
para denotar coordenadas de un punto q en Q. De manera similar, dados X ∈ TqQ y ξ ∈ T ∗qQ con
q ∈ U , escribiremos
ϕ∗(X) = (q1, . . . , qn, q˙1, . . . , q˙n) = (q, q˙) y (ϕ∗)−1 (ξ) = (q1, . . . , qn, p1, . . . , pn) = (q,p)
o simplemente
ϕ∗,q(X) = q˙ y
(
ϕ∗q
)−1
(ξ) = p.
2
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Una curva suave γ en una variedad Q es una aplicación diferenciable γ : (−ε, ε) → Q, donde
(−ε, ε) ⊂ R. El vector tangente a una curva γ sobre un punto γ(t) de la misma es
γ˙(t) = γ∗
(
d
ds
∣∣∣∣
s=t
)
∈ Tγ(t)Q.
Si (U,ϕ) es una carta coordenada deQ, denotaremos
γi(t) = ϕi(γ(t)) y γ˙i(t) = ϕi∗(γ˙(t))
para todo t tal que γ(t) ∈ U .
Dado (U ,Π, Q) un fibrado vectorial de rangom, podemos considerar el fibrado vectorial S2(U∗),
i.e. el fibrado vectorial sobreQ cuya fibra en q es el producto tensorial simétrico de U∗q con sí mismo. A
su vez,S2+(U∗) ⊂ S2(U∗) es el conjunto de todos los
(
2
0
)
-tensores simétricos y definidos positivos. Puede
verse que dicho conjunto es un subfibrado (no vectorial) de S2(U∗). Una sección φ ∈ Γ(S2+(U∗)) es
una forma bilineal simétrica y definida positiva sobre U . Asociada a esta forma bilineal, tenemos el
morfismo de fibrados vectoriales φ] : U → U∗ dado por〈
φ](α), β
〉
= φ(α, β), ∀β ∈ U∗Π(α). (1.1)
El hecho de que φ es definida positiva implica que el morfismo φ] es de hecho un isomorfismo de fibra-
dos vectoriales. Denotaremos la inversa como φ[ : U∗ → U .
Dado un entorno abierto U ⊆ Q, un marco local (o frame local) {E1, . . . , Em} sobre U para el
fibradoU , es un conjunto dem secciones locales sobreU tales queUq = span{E1(q), . . . , Em(q)}para
todo q enU . Dado unmarco {E1, . . . , Em} de U , es posible ver que existe unmarco {E1, . . . , Em} en
el fibrado dual U∗, llamadomarco dual, que satisface〈
Ei(q), Ej(q)
〉
= δij , ∀ q ∈ U,
donde δij es el símbolo de Kronecker. Si (U,ϕ) es una carta sobreQ, el conjunto {∂/∂q1, . . . , ∂/∂qn}
(respectivamente { dq1, . . . , dqn}) define unmarco local sobreU para el fibradoTQ (respectivamente
un marco local sobre U para el fibrado T ∗Q), denominado marco coordenado (respectivamente co-
marco coordenado). Dichos marcos son duales entre sí.
Por último, en los cálculos que involucren contracciones entre tensores covariantes y contravarian-
tes utilizaremos la convención de suma sobre índices repetidos para no recargar la notación.
1.2. Conexiones afines sobre un fibrado vectorial y el isomorfismo β
Dado un fibrado vectorial (U ,Π, Q), una conexión afin para Π es una aplicación ∇ : X(Q) ×
Γ(U)→ Γ(U) cumpliendo
i ∇X1+fX2Y1 = ∇X1Y1 + f∇X2Y1
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ii ∇X1(Y1 + Y2) = ∇X1Y1 +∇X1Y2
iii ∇X1(fY1) = X1(f)Y1 + f∇X1Y1
para todoX1, X2 ∈ X(Q), Y1, Y2 ∈ Γ(U) y f ∈ C∞(U).
Tomando coordenadas (U,ϕ) paraQ, un marco {E1, . . . , En} de U definido sobre U y un marco
{F1, . . . , Fn} de TQ sobreU , podemos definir los símbolos de Christoffel Γkij de la siguiente manera:
∇FiEk = ΓkijEj . (1.2)
Cabe destacar que los símbolos de Christoffel dependen, no sólo de las coordenadas locales, sino tam-
bién del marco escogido.
Fijemos una conexión afin∇ : X(Q)× Γ (U)→ Γ (U) sobre el fibrado (U ,Π, Q). A partir de estos
datos podemos definir un difeomorfismo β : TU → U ⊕ TQ ⊕ U de la siguiente manera (ver Ref.
[18]). Dado un elemento V ∈ TU , consideremos la curvaW : (−ε, ε) → U que pasa por τU (V ) con
velocidad V en s = 0, i.e.W∗ ( d/ ds|0) = V . Definamos entonces
β (V ) := τU (V )⊕Π∗ (V )⊕ D
Ds
W (0) ,
donde D/Ds denota la derivada covariante asociada a ∇. Fijando q ∈ Q y un vector X ∈ Uq (i.e.
Π (X) = q), tenemos isomorfismos lineales
βX : TXU → TqQ⊕ Uq y β−1X : TqQ⊕ Uq → TXU , (1.3)
dados por
βX (V ) := Π∗ (V )⊕ D
Ds
W (0) y β−1X (Y ⊕ Z) := W∗ ( d/ ds|0) , (1.4)
respectivamente, dondeW en la segunda ecuación es una curva en U tal que
W (0) = X, (Π ◦W )∗ ( d/ds|0) = Y y
D
Ds
W (0) = Z.
Asociados a estos isomorfismos están sus aplicaciones transpuestas
β∗X : T
∗
qQ⊕ U∗q → T ∗XU y β∗−1X : T ∗XU → T ∗qQ⊕ U∗q . (1.5)
En términos de β, los subfibrados horizontal y vertical asociados a∇ en un puntoX ∈ Uq son, respec-
tivamente,
HorX := β
−1
X (TqQ⊕ 0) y VerX := ker Π∗X = β−1X (0⊕ Uq) .
Es posible mostrar que la aplicación levantamiento vertical dada por
vliftX : Uq → ker Π∗X : Z 7−→ d
ds
∣∣∣∣
0
(X + sZ) (1.6)
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es un isomorfismo y está relacionado con β−1X mediante la fórmula
2
vliftX (Z) = β
−1
X (0⊕ Z) . (1.7)
Supongamos ahora que U = T ∗Q y Π = piQ = pi. El difeomorfismo asociado
β : TT ∗Q→ T ∗Q⊕ TQ⊕ T ∗Q (1.8)
está dado por
β(V ) = α⊕ pi∗(V )⊕ D
Ds
w(0), ∀α ∈ T ∗Q, V ∈ TαT ∗Q, (1.9)
dondew : (−ε, ε)→ T ∗Q es una curva que pasa por α en s = 0 con velocidad V . Tomando una carta
local (U,ϕ) deQ, es fácil mostrar que(
ϕ∗−1 × ϕ∗ × ϕ∗−1
) ◦ β ◦ (ϕ∗)∗ (q,p, q˙, p˙) = (q,p)⊕ (q, q˙)⊕ (q, p˙+ Γ (p, q˙)) ,
obien, omitiendo las funciones coordenadasϕ (comoharemos siempre y cuandonogenere confusión),
β(q,p, q˙, p˙) = (q,p)⊕ (q, q˙)⊕ (q, p˙+ Γ (q,p, q˙)) , (1.10)
donde Γ (q,p, q˙) son los símbolos de Christoffel Γkil (q) de∇ respecto de los marcos definidos por los
campos vectoriales y formas coordenadas, i.e.
Γi (q,p, q˙) = Γ
k
il (q) pk q˙
l.
Por otro lado, utilizando la relación entre el levantamiento vertical vliftα : T ∗pi(α)Q → kerpi∗α y el
isomorfismo lineal βα : TαT ∗Q → Tpi(α)Q ⊕ T ∗pi(α)Q [ver Ecs. (1.3), (1.4) y (1.7)], todo vector vertical
Yα ∈ TαT ∗Q puede identificarse con un único covector yα ∈ T ∗pi(α)Q de la siguiente manera:
Yα = vliftα (yα) = β
−1
α (0⊕ yα) = β−1(α⊕ 0⊕ yα). (1.11)
En consecuencia, todo campo vectorial vertical Y : T ∗Q → TT ∗Q está determinado por un único
morfismo de fibrados y : T ∗Q→ T ∗Q tal que
Y (α) = vliftα (y (α)) = β
−1(α⊕ 0⊕ y (α)). (1.12)
Definición 1.1. Dada una función F : U → R, definimos la derivada a lo largo de la fibra y la derivada
a lo largo de la base de F como las aplicaciones fibra a fibra FF : U → U∗ yBF : U → T ∗Q dadas por
〈FF (X) , Z〉 = d
ds
F (X + sZ)
∣∣∣∣
s=0
(1.13)
y
〈BF (X) , Y 〉 = d
ds
F (W (s))
∣∣∣∣
s=0
,
respectivamente, dondeW : (−ε, ε)→ U es una curva horizontal tal que
W (0) = X, (Π ◦W )∗ ( d/ ds|0) = Y y
D
Ds
W (s) = 0. (1.14)
2Esto es cierto independientemente de la conexión∇.
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Notemos que FF es independiente de la conexión, pero BF no lo es.
Observación 1.1. De acuerdo con (1.6) y (1.7),
〈FF (X) , Z〉 = 〈 dF (X) , vliftX (Z)〉 =
〈
dF (X) , β−1X (0⊕ Z)
〉
=
〈
β∗−1X ( dF (X)) , 0⊕ Z
〉
.
En la Proposición 1.2 (ver más adelante), también encontraremos una relación entre la derivada a lo
largo de la base de F y su diferencial dF . N
Tomemos ahora el caso del fibrado cotangente sobre Q. Dada una función suave F : T ∗Q → R,
las derivadas a lo largo de la fibra y de la base de F son los morfismos de fibrados FF : T ∗Q → TQ y
BF : T ∗Q→ T ∗Q, respectivamente, que en coordenadas locales se escriben
(FF (q,p))i =
∂F
∂pi
(q,p) (1.15)
y
(BF (q,p))i =
∂F
∂qi
(q,p) + Γkil (q)
∂F
∂pl
(q,p) pk. (1.16)
Proposición 1.1. Si F : U → R es una función básica, i.e. una función para la cual existe f : Q → R tal que
F = f ◦Π, entonces
FF = 0 y BF = df ◦Π. (1.17)
Demostración. DadosX,Z ∈ Uq para algún q ∈ Q, i.e. Π (X) = Π (Z) = q, tenemos que
〈FF (X) , Z〉 = d
ds
F (X + sZ)
∣∣∣∣
s=0
=
d
ds
(f ◦Π) (X + sZ)
∣∣∣∣
s=0
=
d
ds
f (q)
∣∣∣∣
s=0
= 0.
Por otro lado, tomando Y ∈ TqQ y una curvaW cumpliendo (1.14),
〈BF (X) , Y 〉 = d
ds
F (W (s))
∣∣∣∣
s=0
=
d
ds
f (Π (W (s)))
∣∣∣∣
s=0
= 〈df (Π (X)) , Y 〉 ,
como queríamos probar. 
Los isomorfismos β∗−1X [ver Ec. (1.5)] dan origen a su vez al difeomorfismo
β˜ : T ∗U → U ⊕ T ∗Q⊕ U∗,
siendo β˜ (Σ) = β∗−1X (Σ), para todoX ∈ U y Σ ∈ T ∗XU . En el caso del fibrado cotangente, tenemos el
difeomorfismo
β˜ : T ∗T ∗Q→ T ∗Q⊕ T ∗Q⊕ TQ. (1.18)
Proposición 1.2. DadaF : U → R yX ∈ U ,
β˜ ( dF (X)) = X ⊕ BF (X)⊕ FF (X) . (1.19)
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Demostración. Tenemos que probar que, para todo q ∈ Q, Y ∈ TqQ yZ ∈ Uq ,〈
β∗−1X ( dF (X)) , Y ⊕ Z
〉
= 〈BF (X) , Y 〉+ 〈FF (X) , Z〉 ,
o equivalentemente,
〈 dF (X) , V 〉 = 〈BF (X) , Y 〉+ 〈FF (X) , Z〉 , para V = β−1X (Y ⊕ Z) .
SeanW1 : (−ε, ε) → U una curva cumpliendo (1.14) yW2 : (−ε, ε) → U tal queW2 (s) := X + sZ.
Dado que
βX ((W1)∗ ( d/ ds|0)) = Y ⊕ 0 y βX ((W2)∗ ( d/ ds|0)) = 0⊕ Z,
tenemos que (W1)∗ ( d/ds|0) + (W2)∗ ( d/ ds|0) = V . En consecuencia,
〈 dF (X) , V 〉 = d
ds
F (W1 (s))
∣∣∣∣
s=0
+
d
ds
F (X + sZ)
∣∣∣∣
s=0
,
lo que concluye la prueba. 
Sea ω la forma simpléctica canónica sobre T ∗Q.
Proposición 1.3. Dadosα ∈ T ∗Q yV1, V2 ∈ TαT ∗Q, y escribiendoβα (V1) = v1⊕σ1 yβα (V2) = v2⊕σ2,
tenemos que
ω (V1, V2) = 〈σ2, v1〉 − 〈σ1, v2〉+ 〈α, T (v1, v2)〉 ,
donde T denota la torsión de∇.
Demostración. Fijando una carta coordenada local (U,ϕ) que contenga a q = pi (α) y escribiendo
ϕ∗−1 (α) = (q, p) y
(
ϕ∗−1
)
∗ (Vγ) = (q, p, q˙γ , p˙γ) , γ = 1, 2,
es sabido que ω (V1, V2) = (p˙2)i (q˙1)
i − (p˙1)i (q˙2)i. Por otra parte, dado que
β (q, p, q˙γ , p˙γ) = (q, p)⊕ (q, q˙γ)⊕ (q, p˙γ + Γ (p, q˙γ))
[ver (1.10)], tenemos que ϕ∗ (vγ) = (q, q˙γ) y ϕ∗−1 (σγ) = (q, p˙γ + Γ (p, q˙γ)), y en consecuencia
〈σ2, v1〉 − 〈σ1, v2〉+ 〈α, T (v1, v2)〉 = (p˙2 + Γ (q, p, q˙2))i (q˙1)i
− (p˙1 + Γ (q, p, q˙1))i ( q˙2)i + pi T i (q, q˙1, q˙2) .
Luego, sólo debemos probar que
(p˙2)i (q˙1)
i − (p˙1)i (q˙2)i = (p˙2 + Γ (q, p, q˙2))i (q˙1)i
− (p˙1 + Γ (q, p, q˙1))i ( q˙2)i + pi T i (q, q˙1, q˙2) ,
o equivalentemente, Γi (q, p, q˙2) (q˙1)i − Γi (q, p, q˙1) (q˙2)i = −pi T i (q, q˙1, q˙2). Pero
T i (q, q˙1, q˙2) = Γ
i
kl (q) (q˙1)
k (q˙2)
l − Γikl (q) (q˙2)k (q˙1)l ,
de donde se sigue de manera sencilla el resultado que queríamos probar. 
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De ahora en adelante, supongamos que∇ no tiene torsión. En términos de los difeomorfismos β y
β˜ tenemos el siguiente resultado.
Proposición 1.4. Para todo v ∈ TQ, α, σ ∈ T ∗Q, sobre el mismo punto base,
β ◦ ω] ◦ β˜−1 (α⊕ σ ⊕ v) = α⊕ v ⊕ (−σ) . (1.20)
Demostración. Siguiendo con la notación introducida en al proposición anterior, dado que T = 0 (∇ es
sin torsión), tenemos que
ω
(
β−1α (v1 ⊕ σ1) , β−1α (v2 ⊕ σ2)
)
= 〈σ2, v1〉 − 〈σ1, v2〉 ,
o equivalentemente〈(
β∗−1α ◦ ω[ ◦ β−1α
)
(v1 ⊕ σ1) , (v2 ⊕ σ2)
〉
= 〈σ2, v1〉 − 〈σ1, v2〉 .
Esto implica que
(
β∗−1α ◦ ω[ ◦ β−1α
)
(v ⊕ σ) = −σ ⊕ v para todo v, σ sobre el mismo punto base de α.
Finalmente, utilizando la identidad(
β∗−1α ◦ ω[ ◦ β−1α
)−1
= βα ◦ ω] ◦ β∗α,
la prueba concluye. 
Dado que el corchete de Poisson canónico sobre T ∗Q está dado por la fórmula
{F,G}(α) =
〈
dF (α), ω] ( dG(α))
〉
, ∀F,G ∈ C∞ (T ∗Q) ,
usando la última proposición y la Ec. (1.19) es fácil encontrar que
{F,G}(α) = 〈BF (α),FG(α)〉 − 〈BG(α),FF (α)〉 . (1.21)
Consideremos ahora la suma deWhitney de k copias de U , que denotaremos U × · · · × U . Fijando
una conexión afin sobre Π, existe una conexión inducida de manera natural por la que fijamos sobre
U . Luego, dada una función F : U × · · · × U → R, sus derivadas a lo largo de la fibra y de la base
FF : U × · · · × U → U∗ × · · · × U∗ y BF : U × · · · × U → T ∗Q
estarán dadas por las fórmulas
〈FF (X1, . . . , Xk) , (Z1, . . . , Zk)〉 = d
ds
F (X1 + sZ1, . . . , Xk + sZk)
∣∣∣∣
s=0
(1.22)
y
〈BF (X1, . . . , Xk) , Y 〉 = d
ds
F (W1 (s) , . . . ,Wk (s))
∣∣∣∣
s=0
, (1.23)
respectivamente, donde cadaWi : (−ε, ε)→ U es una curva horizontal tal que
Wi (0) = Xi, (Π ◦Wi)∗ ( d/ ds|0) = Y y
D
Ds
Wi (s) = 0.
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Observación 1.2. Como de costumbre, un tensor sobre U es una función T : U × · · · × U → R, sobre
la suma de Whitney de copias de U , que es multilineal cuando se restringe a cada fibra. Cuando escri-
bamos T (X1, . . . , Xk), dejaremos implícito que todos losXi’s están contenidos en la misma fibra de
U . N
Consideremos ahora un tensor b : T ∗Q× T ∗Q→ R y su forma cuadrática asociada
q : T ∗Q→ R : α 7−→ b (α, α) . (1.24)
Proposición 1.5. Para todo α, σ ∈ T ∗Q,
〈Fb (α, α) , (σ, σ)〉 = 〈Fq (α) , σ〉 y Bb (α, α) = Bq (α) . (1.25)
Demostración. De acuerdo con (1.22) y (1.24),
〈Fb (α, α) , (σ, σ)〉 = d
ds
b (α+ s σ, α+ s σ)
∣∣∣∣
s=0
=
d
ds
q (α+ s σ)
∣∣∣∣
s=0
= 〈Fq (α) , σ〉 .
Por otro lado, dados α ∈ T ∗qQ y v ∈ TqQ, consideremos una curva horizontal w tal que w(0) = α y
(pi ◦ w)∗ ( d/ds|0) = v. Usando (1.23) y (1.24), tenemos que
〈Bb (α, α) , v〉 = d
ds
b (w (s) , w (s))
∣∣∣∣
s=0
=
d
ds
q (w (s))
∣∣∣∣
s=0
= 〈Bq (α) , v〉 ,
lo cual prueba la segunda parte de (1.25). 
1.3. Sistemas dinámicos y estabilización tipo Lyapunov
Engeneral, entenderemospor sistemadinámico aun sistema físico cuyos estados evolucionanenel
tiempo siguiendo alguna ley bien definida. Para nosotros, un estado estará representado por un punto
en alguna variedad diferenciable P que supondremos conexa, de manera que la evolución temporal
estará dada por una curva suave γ : (−ε, ε) → P , parametrizada por el tiempo t ∈ (−ε, ε) y que
cumpla la ley de evolución de nuestro sistema dinámico. Dicha ley estará determinada por un campo
vectorial suaveX ∈ X(P ) en el siguiente sentido: γ(t) es evolución temporal del sistema dinámico si
y sólo si satisface
γ˙(t) = X(γ(t)). (1.26)
Las soluciones de estas ecuaciones se denominan trayectorias del sistema. Dicho de otra forma, las
trayectorias del sistema dinámico son las curvas integrales del campo vectorialX .
Observación 1.3. Más precisamente, estos sistemas se denominan autónomos, pues el campo vectorial
X no depende explícitamente del tiempo. N
La siguiente definición formaliza y resume los conceptos presentados en los párrafos anteriores.
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Definición 1.2. Un sistemadinámico es un par (P,X), dondeP es una variedad suave y conexa yX ∈
X(P ) es un campo vectorial suave sobre P . Una trayectoria γ(t) del sistema dinámico (P,X) es una
curva integral deX .
Dado un sistema dinámico (P,X), un estado α¯ ∈ P tal que X(α¯) = 0 se denomina punto de
equilibrio del sistema pues la única trayectoria pasando por α¯ es la curva constante γ(t) = α¯. Alter-
nativamente, también diremos que α¯ es un punto crítico del campo X . Dado un punto de equilibrio
α¯ del sistema, nos interesa saber si trayectorias que comienzan cercanas a α¯ se mantienen cercanas a
medida transcurre el tiempo. Más aún, nos interesa saber si existen trayectorias que se acerquen inde-
finidamente a α¯. Estas ideas están plasmadas en la siguiente
Definición 1.3. Un punto de equilibrio α¯ de (P,X) es
a) estable si para todo α¯-entornoU , existe un α¯-entorno V tal que, si γ(t) es una trayectoria del siste-
ma, vale que
γ(0) ∈ V ⇒ γ(t) ∈ U, ∀ t ≥ 0,
b) inestable si no es estable,
c) localmente3 asintóticamente estable si es estable y para toda trayectoria γ : (−ε,∞) → P , V
puede escogerse de manera tal que
γ(0) ∈ V ⇒ l´ım
t→∞ γ(t) = α¯.
Engeneral, probar que unpunto de equilibrio es (asintóticamente) estable puede ser una tareamuy
complicada. No obstante, existe un resultado debido a Lyapunov que da una condición suficiente para
determinar la estabilidad de unpunto de equilibrio. Dicho resultado está basado en la existencia de una
función diferenciable que introducimos en la siguiente definición.
Definición 1.4. Dados un punto de equilibrio α¯ de (P,X) y un dominio D ⊂ P que contiene a α¯,
una función de Lyapunov para α¯ y X es una función suave V : D → P cumpliendo las siguientes
propiedades:
L1: V (α¯) = 0 y V (α) > 0 enD − {α¯},
L2: 〈dV (γ(t)), γ˙(t)〉 ≤ 0, para toda trayectoria γ(t) y todo tiempo t tales que γ(t) ∈ D.
Teorema 1.1 (Lyapunov∼1892). Sea α¯ un punto de equilibrio del sistema dinámico (P,X). Entonces, si existe
una función de Lyapunov V para α¯ yX , el punto α¯ es estable.
Más aún, si la desigualdad en L2 es estricta, i.e.
〈dV (γ(t)), γ˙(t)〉 < 0 enD − {α¯}, (1.27)
entonces α¯ resulta localmente asintóticamente estable.
Para la demostración ver [27].
3El punto de equilibrio se dice globalmente asintóticamente estable si puede tomarse V = P .
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1.3.1. Estabilidad asintótica y el Principio de invariancia de LaSalle
Como mencionamos al final de la sección anterior, el Teorema 1.1 es una poderosa herramienta
para determinar el tipo de estabilidad de un punto de equilibrio. Si en particular queremos utilizar
este resultado para probar estabilidad asintótica, es preciso encontrar una función de Lyapunov que
cumpla (1.27). Sin embargo, esto no siempre es posible. Por suerte, existen otros criterios que nos per-
mitirán estudiar este tipo de estabilidad. Entre ellos está el Principio de Invariancia de LaSalle, el cual
permite determinar si un punto de equilibrio es asintóticamente estable estudiando los subconjuntos
X-invariantes de P .
Definición 1.5. Un subconjuntoM ⊂ P se dice invariante porX oX-invariante si para toda trayec-
toria γ(t) se cumple
γ(0) ∈M ⇒ γ(t) ∈M ∀ t ∈ R.
Observación 1.4. Vale la pena notar que, en el caso en queM es una subvariedad inmersa de P ,M es
X-invariante si y sólo siX(α) ∈ TαM para todo α ∈M . N
Teorema 1.2 (Principio de Invariancia de LaSalle). Sean α¯ un punto de equilibrio de (P,X) y V : D → R
una función de Lyapunov para α¯ yX y denotemos
S0 := {α ∈ D | 〈dV (α), X(α)〉 = 0}.
Luego, si el conjunto unitario {α¯} es el mayor subconjuntoX-invariante de S0, el punto de equilibrio α¯ resulta
localmente asintóticamente estable.
En realidad, el Principio de Invariancia puede enunciarse en un contexto más general, sin necesi-
dad de contar con una función de Lyapunov. Sin embargo, este resultado es suficiente para los argu-
mentos que presentaremos a lo largo de la tesis.
A continuación, introduciremos un algoritmo que permite encontrar el mayor subconjunto inva-
riante de S0 y por lo tanto, via el Principio de Invariancia, nos ayudará a determinar si un dado punto
de equilibrio es asintóticamente estable o no.
Lema 1.1. Sea α¯ un punto de equilibrio de (P,X) y sea V : D → R una función de Lyapunov para α¯ yX . Sea
S0 := {α ∈ D | 〈dV (α), X(α)〉 = 0}, (1.28)
y supongamos que S0 es una subvariedad deP , la llamaremos subvariedad de LaSalle. Sean los conjuntos
Sn := {α ∈ Sn−1 : X(α) ∈ TSn−1}, n ∈ N, (1.29)
para los cuales supondremos que cadaSn es una subvariedad deSn−1. Luego, el mayor subconjuntoX-invariante
I de S0 cumple
{α¯} ⊂ I ⊂
⋂
n∈N
Sn.
En particular, si Sk = {α¯} para algún k ∈ N, entonces I = {α¯}.
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La demostración de este lema es una consecuencia directa de la Observación 1.4.
En la siguiente sección introduciremos los sistemas que nos interesarán en el transcurso de la tesis,
los sistemas Hamiltonianos.
1.3.2. SistemasHamiltonianos
Los sistemas dinámicos en los que estamos interesados se denominan sistemas Hamiltonianos. Ta-
les sistemas se obtienen al considerar que P es una variedad simpléctica con forma simpléctica ω. En
particular, el caso que nos interesa es aquél en el queP = T ∗Q, dondeQ es una variedad diferenciable
de dimensión n y ω es la forma simpléctica canónica en T ∗Q. En este caso, el campo vectorialX está
asociado a una función diferenciableH : T ∗Q → R, denominada función Hamiltoniana del sistema
o simplementeHamiltoniano del sistema y se obtiene mediante la asignación [ver (1.1)]
X = XH = ω
] ◦ dH.
El vectorXH recibe el nombre de campovectorialHamiltoniano. Por lo dicho hasta aquí, es común de-
notar a estos sistemas por un par (Q,H) antes que (T ∗Q,XH), y así lo haremos de ahora en adelante.
Como es bien conocido, alrededor de cualquier punto α ∈ T ∗Q es posible hallar funciones coordena-
das4 (q, p) en las cuales ω = dqi ∧ dpi. Utilizando las coordenadas inducidas en TT ∗Q, es inmediato
queXH admite la siguiente escritura
XH(q,p) =
∂H
∂pi
(q,p)
∂
∂qi
− ∂H
∂qi
(q,p)
∂
∂pi
=
(
∂H
∂p1
(q,p), . . . ,
∂H
∂pn
(q,p),−∂H
∂q1
(q,p), . . . ,−∂H
∂qn
(q,p)
)
.
En el contexto de los sistemas Hamiltonianos, las ecuaciones (1.26) se conocen como ecuaciones de
Hamilton. Utilizando el corchete canónico podemos expresar de una manera alternativa la acción del
campo vectorial HamiltonianoXH sobre una función suave f del siguiente modo
XH(f) = 〈 df,XH〉 = 〈 df, ω] ◦ dH〉 = {f,H}.
Dentro de los sistemas Hamiltonianos se encuentran los sistemas Hamiltonianos simples. Estos
son sistemas en los cuales el Hamiltoniano adopta la forma
H(α) =
1
2
〈
α, ρ](α)
〉
+ (h ◦ piQ)(α),
donde ρ es una métrica Riemanniana y h ∈ C∞(Q). El primer término se conoce como término ciné-
ticomientras que el segundo se denomina término potencial.
Una revisión completa sobre sistemasHamiltonianos y sus conceptos relacionados queda fuera del
alcance de esta tesis. Nos limitaremos a referir al lector a las Referencias [1, 34] para una descripción
más detallada de estos temas. No obstante, usaremos los resultados conocidos para estos sistemas sin
mención específica.
4En el contexto más general de geometría simpléctica estas coordenadas son las llamadas coordenadas deDarboux.
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1.4. Elmétodo de estabilización basado en el vínculo de Lyapunov
En esta sección vamos a presentar un método global de estabilización no lineal que apareció por
primera vez en [19] y fue desarrollado con más detalle en [22], llamado método de estabilización ba-
sado en el Vínculo de Lyapunov ométodo LCB por su nombre en inglés. Este método utiliza una idea
relativamente reciente en la que la estabilización de sistemas subactuados se obtiene como consecuen-
cia de la implementación de vínculos cinemáticos [22, 32, 33, 37]. La idea central de este tipo demétodos
es construir una señal de control que estabilice un sistema mecánico dado que surja a su vez como la
fuerza de vínculo asociada a un vínculo cinemático (escogido apropiadamente). En el caso del LCB, el
vínculo en cuestión es el denominado Vínculo de Lyapunov [19, 22] y puede verse [22] que, para siste-
mas Hamiltonianos simples, dichométodo se reduce a resolver un sistema de ecuaciones en derivadas
parciales, cuya función incógnita es una función de Lyapunov que asegura la estabilidad del sistema.
Estas ecuaciones son el objeto de estudio principal de este trabajo y serán presentadas hacia el final de
la sección.
Para comenzar, definiremos dos tipos de sistemas que dan el marco teórico necesario para descri-
bir el método LCB: los sistemas Hamiltonianos con vínculos de segundo orden y los sistemas a lazo
cerrado. Si bien muchas de estos tópicos admiten una descripción más general, en nuestra exposición
nos restringiremos únicamente a los sistemas Hamiltonianos que presentamos en la sección anterior.
1.4.1. Sistemas a lazo cerrado y sistemas con vínculos de segundo orden
Consideremos la siguiente definición.
Definición 1.6. Dados un sistema Hamiltoniano (Q,H) y una distribución verticalW sobre T ∗Q, la
familia de sistemas dinámicos dada por (T ∗Q,XH + Y ), donde Y es un campo vectorial (la fuerza
externa) que satisface
Y ⊂ W, (1.30)
se denomina sistemaHamiltoniano actuado sobreQ o sistemaHamiltoniano externamente forzado
sobre Q o simplemente sistema actuado sobre Q. Denotaremos a estos sistemas por un par (H,W).
Una trayectoria de (H,W) es una trayectoria de alguno de dichos sistemas dinámicos, i.e. una curva
integral del campoXH + Y tal que Y cumple (1.30).
La distribuciónW recibe el nombre de espacio de actuación. En los casos en los que la dimensión
de las fibras k deW sea estrictamente menor que n, diremos que el sistema es subactuado. Diremos
también que k es el grado de actuación (respectivamente n − k es el grado de subactuación) y que el
sistema es k-actuado (respectivamente (n− k)-subactuado).
El término “actuación” proviene del contexto deTeoría deControl y se refiere a la acciónque ejercen
ciertos dispositivos sobre un sistemamecánico para conseguir que sus trayectorias tengan un compor-
tamiento determinado. Tales dispositivos reciben el nombre de actuadores y el espacio de actuación
definido en 1.6 representa las direcciones posibles en las que éstos pueden ejercer fuerzas.
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Existenmuchos comportamientos de interés que se pueden lograr sobre las trayectorias de un sis-
tema mecánico mediante la implementación de actuadores sobre el mismo. Entre ellas se encuentra,
por ejemplo, la estabilización asintótica de estados de equilibrio inestables. En este caso se busca que
los actuadores produzcan una fuerza externa Y , de manera tal que las trayectorias del sistema diná-
mico dado por el par (T ∗Q,XH + Y ) sean asintóticamente estables en dicho estado. La fuerza Y se
denomina señal de control o bien ley de control y el diseño de lamisma es un problemamuy estudiado
dentro de la Teoría de Control.
Definición 1.7 (CLMS). Dado un sistema Hamiltoniano actuado (H,W) con espacio de actuaciónW
y un campo vectorial Y ⊂ W , el sistemamecánico a lazo cerrado (CLMS) con señal de control Y es el
sistema dinámico dado por el par (T ∗Q,XH + Y ). Denotaremos a estos sistemas por el par (H,Y ) o
(H,Y )W cuando queramos enfatizar el espacio de actuación involucrado.
Para una descripciónmás completa sobre sistemas a lazo cerrado y otros sistemas de interés dentro
de la Teoría de Control, recomendamos consultar la referencia [9].
Otro tipo de sistemas dinámicos que nos interesarán son los sistemas mecánicos con vínculos ci-
nemáticos de segundo orden. Estos son un caso particular de los sistemas Hamiltonianos con vínculos
cinemáticos de orden superior oHOCS (ver [19]). Como veremos enseguida, estos sistemas están estre-
chamente relacionados con los CLMS y son el punto de partida de la estrategia de control que da origen
al método LCB.
Definición 1.8 (SOCS). Dado un sistema Hamiltoniano (Q,H), una subvariedad P ⊂ TT ∗Q y una
distribución verticalW sobre T ∗Q, la familia de sistemas dinámicos dada por (T ∗Q,X), dondeX es
un campo vectorial que satisface
X ⊂ P y X −XH ⊂ W, (1.31)
se denomina sistema mecánico con vínculos cinemáticos de segundo orden o simplemente sistema
con vínculos de segundo orden (SOCS). Denotaremos a estos sistemas por la terna (H,P,W). Una
trayectoria de (H,P,W) es una curva integral de una soluciónX de (1.31).
La subvariedadP se denomina subvariedaddevínculos yW es el subespaciode fuerzasdevínculo.
El campo vectorial Y = X −XH se denomina fuerza de vínculo asociada aX .
Observación 1.5. Si (q, p) son coordenadas locales enT ∗Q y tomamos las coordenadas inducidas corres-
pondientes (q, p, q˙, p˙) en TT ∗Q, sabemos que, al menos localmente, existen funciones F 1, . . . , F r ∈
C∞(R4n) tales queP está descripta por
F i(q,p, q˙, p˙) = 0, ∀ i = 1, . . . , r.
En otras palabras, la definición de la subvariedad de vínculosP involucra restricciones en las derivadas
del momento p˙, lo cual justifica el nombre de vínculos de segundo orden. N
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Observación 1.6. Notemos queX es una solución de (1.31) si y sólo si Y = X −XH es solución de
XH + Y ⊂ P y Y ⊂ W. (1.32)
N
Observación 1.7. Siguiendo la Ec. (1.11), una distribución verticalW puede ser descripta por
Wα = β−1α (0⊕Wα), (1.33)
dondeWα es un subespacio lineal de T ∗pi(α)Q. N
Como comentamos anteriormente, los sistemas a lazo cerrado están estrechamente relacionados
con los sistemas con vínculos. Hagamos explícita esta relación.
Tomemos un SOCS dado por una terna (H,P,W) y supongamos que existe único campo vectorial
X cumpliendo (1.31). Gracias a la Observación 1.6, esto es equivalente a decir que existe un único cam-
po vectorial Y cumpliendo (1.32). Este es el caso, por ejemplo, de un SOCS normal (ver [20]). Luego, las
trayectorias de (H,P,W) son las curvas integrales del campo vectorialX = XH + Y , donde Y ⊂ W
es la fuerza de vínculo asociada aX . De estamanera, las trayectorias de (H,P,W) reproducen el com-
portamiento del CLMS (H,Y )W , pues las trayectorias de este CLMS son también las curvas integrales
del campoXH + Y . El campo vectorial Y , por otra parte, juega dos roles distintos: por un lado, es la
fuerza de vínculo asociada al vínculo cinemático. Por el otro, es la señal de control del sistema a lazo
cerrado. Así, el SOCS (H,P,W) da origen al CLMS (H,X − XH)W . Esto nos dice que es posible di-
señar estretegias de control para estabilizar sistemas subactuados a partir de sistemas con vínculos,
i.e. podemos imponer sobre el sistema un conjunto apropiado de vínculos cinemáticos para lograr un
comportamiento determinado, y obtener la señal de control como la fuerza de vínculo asociada.
En la referencia [20] semuestra que todoCLMSpuede ser construido de estamanera, i.e. toda señal
de control puede verse como la fuerza de vínculo de un conjunto de vínculos de segundo orden. Más
precisamente, dada una señal de control de un sistema subactuado, existe un conjunto de vínculos de
segundo orden tal que dicha señal es la fuerza de vínculo asociada. Este resultado revela una profun-
da conexión entre los CLMS y los sistemas con vínculos. Desde el punto de vista de las aplicaciones a
control automático, este resultado dice que, a la hora de producir una ley de control para un sistema
subactuado dado, siempre es posible “pensar en vínculos” (sin pérdida de generalidad).
1.4.2. El Vínculo de Lyapunov y elmétodo LCB
Como presentamos en la Sección §1.3.1, unamanera de probar la estabilidad asintótica de un punto
de equilibrio α¯ de un sistema dinámico (P,X) es asegurando la existencia de una función de Lyapunov
paraX y α¯. Introduciendo una función no negativaµ : P → R tal queµ(α¯) = 0, la ecuación del punto
L2 de la Definición 1.4 puede reescribirse
〈dV (γ(t)), γ˙(t)〉 = −µ(γ(t)). (1.34)
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En consecuencia, la condición L2 puede ser interpretada como un vínculo cinemático sobre el sis-
tema. Siguiendo esta idea, si queremos estabilizar asintóticamente un sistema dinámico, podemos im-
poner la ecuación (1.34) como vínculo cinemático sobre el sistema, para funciones apropiadas V y µ, y
obtener la señal de control que estabiliza al sistema como la fuerza de vínculo asociada (en este sen-
tido y siguiendo con la idea presentada al final de la sección anterior, estamos controlando al sistema
mediante la imposición de vínculos). Llamaremos a esta ecuación Vínculo de Lyapunov. Dado que la
Ecuación (1.34) es una condición sobre las trayectorias del sistema, la misma se puede escribir en tér-
minos del campoX como
〈 dV (γ(t)), X(γ(t))〉 = −µ(γ(t)). (1.35)
Regresemos ahora a los sistemas Hamiltonianos, i.e. tomemos P = T ∗Q y consideremos un Ha-
miltonianoH . Tomando funciones no negativas V, µ : T ∗Q→ R, impongamos el vínculo (1.34) sobre
nuestro sistema. En otras palabras, definamos la subvariedad
P := {w ∈ TT ∗Q : 〈dV (τT ∗Q(w)), w〉 = −µ(τT ∗Q(w))} ,
e impongamos el vínculo γ˙(t) ∈ P sobre las trayectorias.
Observación 1.8. Si (qi, pi) denotan coordenadas locales sobreT ∗Q, la subvariedadP puede ser descrip-
ta localmente mediante la ecuación
∂V
∂qi
(q,p)q˙i +
∂V
∂pi
(q,p)p˙i = −µ(q,p).
N
Supongamos ahora que queremos implementar este vínculo ejerciendo fuerzas en las direcciones
de una distribución verticalW ⊂ TT ∗Q. De este modo queda definido un SOCS (H,P,W). Supon-
gamos ahora que este SOCS admite una soluciónX (no necesariamente única) de (1.31), o equivalen-
temente, admite una fuerza de vínculo Y cumpliendo (1.32) (En otras palabras, supongamos que el
Vínculo de Lyapunov puese ser implementado por una fuerza de vínculo Y ⊂ W). Esto es equivalente
a decir que [ver Ec. (1.35) conX = XH + Y ]
〈 dV (α), XH(α) + Y (α)〉 = −µ(α) e Y (α) ∈ W, (1.36)
o bien,
iXH+Y dV = −µ e Y ⊂ W. (1.37)
Dado que µ es no negativa, es claro que 〈dV (α), XH(α) + Y (α)〉 ≤ 0, i.e. V satisface la condición L2
de la Definición 1.4. Si además se cumple queXH(α¯)+Y (α¯) = 0 yV satisface también la condición L1
para α¯, entonces V resulta ser una función de Lyapunov para α¯ yXH +Y . En consecuencia, el sistema
subactuado (H,W) puede ser estabilizado en α¯mediante la ley de control Y .
Observación 1.9. De esta manera, como vimos en la sección anterior, construímos un CLMS (H,Y )W a
partir del SOCS (H,P,W). N
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En conclusión, si existe una solución Y de la Ecuación (1.36), para algún par de funciones V y µ, es
posible concluir diferentes cosas sobre la estabilizabilidad del sistema subactuado (H,W) alrededor
de α¯ [ver (1.27)], dependiendo de las características de las funciones V y µ.
Observación 1.10. Vale notar que, si U ⊂ Q es un abierto deQ y pi−1(U) ⊂ T ∗Q contiene al estado α¯,
podemos hacer una afirmación análoga para una solución local Y de (1.36), i.e. una solución a lo largo
de pi−1(U). N
A partir del análsis efectuado en los párrafos anteriores podemos definir un método de estabiliza-
ción (asintótica) de sistemas subactuados.
Definición 1.9. Dado un sistema subactuado (H,W) sobre Q y un punto crítico α¯ ∈ T ∗Q deXH , el
método basado en el Vínculo de Lyapunov (LCB) consiste en hallar dos funciones V, µ : T ∗Q → R y
un campo vectorial Y ∈ X(T ∗Q) que cumplan la Ecuación (1.36) y tales que V resulte definida positiva
alrededor de α¯, µ sea no negativa e Y (α¯) = 0.
DadoqueelVínculodeLyapunovestádeterminadoporunaúnica ecuación, es suficiente considerar
una distribuciónW de rango 1 para generar la fuerza de vínculo asociada. En principio, esto quiere
decir que es posible utilizar el método LCB para estabilizar un sistema subactuado con un grado de
actuación únicamente. De aquí en adelante, y por el resto de este capítulo, supondremos entonces que
W1: Wα = span {Ω(α)}, donde Ω es un campo vectorial vertical nunca nulo sobre T ∗Q.
Además, dado que en la mayoría de las aplicaciones las direcciones de actuación no dependen de
los momentos, también es razonable considerar
W2: Ω(α) = β−1α (0⊕ ξ(pi(α))) [ver Ecs. (1.9) y (1.11)], con ξ : Q→ T ∗Q.
Observación 1.11. Las suposicionesW1 yW2dicenqueW puede identificarse conun subfibrado vectorial
W ⊂ T ∗Q de rango constante. Más precisamente, tenemos que [ver Ec. (1.33)]
Wα = β−1α (0⊕Wpi(α)),
dondeWq = span {ξ(q)} ⊂ T ∗Q. N
Suponiendo queW cumple las condicionesW1 yW2, podemos escribir Y = λΩ para alguna fun-
ción λ ∈ C∞(T ∗Q), de manera que la Ecuación (1.36) toma la forma
〈 dV (α), XH(α) + λ(α)Ω(α)〉 = −µ(α) ∀α ∈ T ∗Q.
Luego, usando
〈 dV (α), XH(α)〉 = {V,H}(α)
y
〈 dV (α),Ω(α)〉 = 〈ξ(pi(α)),FV (α)〉 ,
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tenemos que
λ(α) = −µ(α) + {V,H}(α)〈ξ(pi(α)),FV (α)〉 . (1.38)
Por lo tanto, si existe una solución Y de (1.36), ésta está determinada completamente por Y = λΩ o
bien, usando el difeomorfismo β,
Y (α) = λ(α)β−1α (0⊕ ξ(pi(α))),
dondeλ estádefinidapor laEc. (1.38). Es claroque la existenciadeY está relacionadaconel subconjunto
C = {α ∈ T ∗Q : 〈ξ(pi(α)),FV (α)〉 = 0}.
Por ejemplo, una condición necesaria para que λ esté bien definida es
µ(α) + {V,H}(α) = 0 ∀α ∈ C.
Supongamos ahora que el HamiltonianoH es simple, i.e. está dado por
H(α) =
1
2
〈
α, ρ](α)
〉
+ (h ◦ piQ)(α), (1.39)
donde ρ es una métrica Riemanniana sobreQ y h ∈ C∞(Q). El primer término deH se conoce como
término cinético y el segundo es el término potencial.
Para encontrar condiciones suficientes que aseguren que λ en (1.38) esté bien definida, considera-
remos funciones de Lyapunov también simples, i.e.
V (α) =
1
2
〈
α, φ](α)
〉
+ (v ◦ piQ)(q), (1.40)
donde v ∈ C∞(Q) y φ es otra métrica Riemanniana sobreQ. En estas condiciones, tenemos que
FH = ρ] y FV = φ].
El siguiente Teorema es el resultado principal de esta sección
Teorema 1.3. Dado un sistema subactuado (H,W), dondeH es un Hamiltoniano simple yW cumple las con-
dicionesW1 yW2, existe una única solución Y ⊂ W de (1.36), con V simple y µ no negativa, si y sólo si
{V,H}(α) = 0, ∀α ∈ C,
y
µ
〈ξ(pi(·)),FV (·)〉 ∈ C
∞(T ∗Q).
La demostración de este teorema puede consultarse en [22].
A la luz de este resultado, para aplicar satisfactoriamente el método LCB, basta con tomar
µ(·) = κ 〈ξ(pi(·)),FV (·)〉2 , κ > 0, (1.41)
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y con encontrar una solución de
{V,H}(α) = 0, ∀α ∈ C, (1.42)
que es un sistema de ecuaciones diferenciales en derivadas parciales. Tenemos entonces la siguiente
definición
Definición 1.10. Dado un sistema subactuado (H,W) sobre Q, con H un Hamiltoniano simple yW
cumpliendoW1 yW2 y dado un punto crítico α¯ ∈ T ∗Q deXH , elmétodo LCB simple para sistemas
con un actuador consiste en hallar una función simple V : T ∗Q→ R definida positiva alrededor de α¯
que cumpla la Ecuación (1.42).
Tomando coordenadas locales (q,p) alrededor de α¯, las funcionesH y V se escriben
H(q,p) =
1
2
piHij(q)pj + h(q) (1.43)
y
V (q,p) =
1
2
piVij(q)pj + v(q).
En las últimas expresiones, H y V son las representaciones matriciales coordenadas de las métricas
Riemannianas definidas por los términos cinéticos deH y V , respectivamente. Puede verse entonces
que la Ecuación (1.42) se divide en dos sistemas de PDE, el primero(
∂Vij
∂qk
(q)Hkl(q)− ∂H
ij
∂qk
(q)Vkl(q)
)
pipjpl = 0, (1.44)
que llamaremos ecuaciones cinéticas, el segundo(
∂v
∂qk
(q)Hkl(q)− ∂h
∂qk
(q)Vkl(q)
)
pl = 0, (1.45)
que llamaremos ecuaciones potenciales. Ambos sistemas deben cumplirse para todos los (q,p) tales
que ptV(q)ξ(q) = 0. Estos sistemas de PDEs son el objeto de estudio de esta tesis y serán analizados
en los capítulos siguientes.
En la Referencia [22], las condicionesW1 yW2 son utilizadas en la prueba del Teorema 1.3. En el
Capítulo 2, veremos que es posible extender el Teorema 1.3 al caso en el que haymás de un actuador, i.e.
probaremos que es posible encontrar un conjunto de PDEs análogo a las Ecuaciones (1.44) y (1.45) para
sistemas con grado de actuación arbitrario.
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K Capítulo 2 k
Equivalencia demétodos de
estabilización ymaximalidad del
método LCB
Una de las grandes ventajas del método LCB reside en que, no sólo produce la ley de control Ybuscada para estabilizar al sistema subactuado (H,W) alrededor de un punto de equilibrioα¯, sino que además provee una función de Lyapunov V para el campoXH +Y y el punto α¯.
La existencia de dicha función es lo quemuestra que el CLMS resultante (H,Y )W es estable alrededor
de α¯. Por supuesto, esta no es una característica exclusiva del LCB sino que, por el contrario, existen
otros métodos de estabilización que también producen funciones de Lyapunov para el CLMS final. No
obstante, dado que el Vínculo de Lyapunov nace de la definición misma de función de Lyapunov, es
razonable preguntarse si tales métodos no están de algúnmodo contenidos en alguna versión del LCB.
En particular, existe una amplia variedad de métodos o procedimientos para alcanzar estabilidad
asintótica de sistemas Langrangianos y Hamiltonianos subactuados englobados bajo el nombre de
energy shaping, entre los cuales se cuentan: potential shaping, kinetic shaping, total energy shaping, energy
plus force shaping, IDA-PBC, etc. Ver por ejemplo [2, 4, 5, 6, 7, 28, 35, 38, 39] o bien [15, 36] para trabajos
más recientes. Dichos procedimientos están basados en la idea de equivalencia por feedback (ver Ref. [11]),
y su propósito es construir, para un sistema subactuado dado, una ley de control y una función de Lya-
punov para el CLMS resultante. Para ello, es preciso resolver un conjunto de ecuaciones diferenciales
en derivadas parciales llamadas condiciones de matching, entre cuyas incógnitas se encuentra la función
de Lyapunov que provee el método.
Todos losmétodos arribamencionados pueden verse como casos particulares delmétodo de Lagran-
gianos controlados o bien del método de Hamiltonianos controlados (tal y como están definidos en la Refe-
rencia [11], donde además semuestra que ambosmétodos son, en cierto sentido, equivalentes), y están
caracterizados, esencialmente, por las correspondientes condiciones de matching.
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Casi simultáneamente con la aparición de [22], unamejora del energy (plus force) shaping para sis-
temas subactuados, definidos por funciones Lagrangianas o Hamiltonianas simples, fue introducida
por Chang en [12, 13, 14]. Tal mejora consiste en una importante simplificación de las condiciones de
matching. El resultado principal de este capítulo es la prueba de que tales ecuaciones son exactamente
las ecuaciones cinéticas y potenciales del método LCB simple introducido en el capítulo anterior. Más
aun, probaremos que la versión de Chang del energy shaping es equivalente (en un sentido que pre-
cisaremos más adelante) al método LCB simple. En otras palabras, lo que haremos en este capítulo es
probar que la mejora del energy shaping introducida por Chang es precisamente el método LCB sim-
ple. Dado que el LCB simple fue desarrollado originalmente para sistemas subactuados con un único
actuador, será necesario extender dichométodo al caso de sistemas con grado de actuación arbitrario.
El capítulo está organizado de la siguiente manera. En primera instancia, en la Sección §2.1, pre-
cisaremos la idea de “método de estabilización”. A partir de esta definición podremos introducir una
relación (de orden) entre dichos objetos que nos permitirá a su vez hablar de equivalencia entre méto-
dos. A nuestro entender, estas definiciones no aparecen en literatura previa.
Luego, en la Sección §2.2, daremos un breve resumen del método energy shaping utilizando la ver-
sión Hamiltoniana, i.e. el método de los Hamiltonianos controlados (o método CH por su nombre en
inglés) o método IDA-PBC. Comenzaremos con una versión general del método que iremos particula-
rizando paulatinamente hasta presentar la versión desarrollada por Chang (ver por ejemplo [15]) junto
con sus correspondientes condiciones de matching. Vale la pena destacar que esta es una descripción
novedosa del energy shaping, que usualmente es presentado a través de la noción de equivalencia por
feedback.Optamospor estanuevadescripciónporque facilitará la comparación conelmétodoLCB, que
es el objetivo general del capítulo. Además, en el transcurso de esta presentación, mostraremos tam-
bién la forma general de las fuerzas giroscópicas y disipativas, que incluyen a las utilizadas por Chang
en [15] y daremos un algoritmo para construirlas. Este punto es crucial para probar la equivalencia con
el método LCB simple.
En las Secciones §2.3 y §2.4, extenderemos el estudio del método LCB simple y de sus PDEs asocia-
das a sistemas subactuados conmás de un actuador ymostraremos que elmétodo LCB esmaximal con
respecto a la relación de ordenmencionadamás arriba, en un sentido que será precisadomás adelante.
También probaremos que las condiciones dematching halladas porChang son exactamente la ecuacio-
nes cinéticas y potenciales del método LCB simple. Finalmente, mostraremos la equivalencia entre el
LCB simple y el método CH en la versión de Chang. Este resultado es el principal del capítulo y es fran-
camente inesperado teniendo en cuenta que el contexto en el que un método fue desarrollado difiere
sustancialmente del contexto del otro. Por un lado, el método CH proviene de la idea de equivalencia
por feedback de sistemasHamiltonianos, por el otro, el método LCB se basa en la idea de estabilización
mediante vínculos cinemáticos. Todos los resultados de estas dos secciones son contribuciones de esta
tesis y fueron incluidos en la Referencia [23] junto con el resto de los resultados del capítulo.
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2.1. Métodos de estabilización y equivalencia demétodos
Fijemos una variedadQ, una funciónH : T ∗Q→ R y un subfibrado verticalW ⊂ kerpi∗ ⊂ TT ∗Q
del fibrado tangente sobreT ∗Q. DenotemosporXH : T ∗Q→ TT ∗Q al campovectorialHamiltoniano
asociado aH con respecto a la estructura simpléctica canónica ω sobre T ∗Q, i.e.XH := ω] ◦ dH ∈
X (T ∗Q). Fijemos también un punto crítico α¯ ∈ T ∗Q deXH , i.e.XH (α¯) = 0. Recordemos que el par
(H,W) define un sistema Hamiltoniano subactuado sobreQ (con función HamiltonianaH y espacio
de actuadoresW). Supongamos que queremos resolver el siguiente problema.
P. Encontrar una señal de control Y ⊂ W , i.e. un campo vectorial vertical Y ∈ X (T ∗Q) con valores
enW , tal que Y (α¯) = 0 y el sistema a lazo cerrado definido porXH + Y es estable en α¯.
Llamaremosmétodo de estabilización a cualquier “procedimiento sistemático” que nos permita resol-
ver el problema P. Más precisamente, consideremos la siguiente definición
Definición2.1. SeanQuna variedad yUun conjunto de ternas (H,W, α¯), donde (H,W) es un sistema
subactuado sobreQ y α¯ ∈ T ∗Qunpunto críticodeXH . Dadauna terna (H,W, α¯) ∈ U, denotemospor
SH,W,α¯ ⊂ X (T ∗Q) al subconjunto de campos vectoriales Y ∈ X (T ∗Q) que resuelven P. Llamaremos
método de estabilización sobre U a cualquier función1 z con dominio U y con valores en el conjunto
de partes deX (T ∗Q), tal quez (H,W, α¯) ⊂ SH,W,α¯. Diremos además quez es de Lyapunov si para
cada elemento Y ∈ z (H,W, α¯) puede exhibirse una función de Lyapunov paraXH + Y y α¯.2
Observación 2.1. El objetivo de esta definición es dar un marco preciso para comparar distintos méto-
dos de estabilización. Sin embargo, no construiremos la función z cuando describamos los métodos
involucrados en la tesis, sino que nos limitaremos a dar una explicación sintética del procedimiento al
que dan origen. N
Consideremos también la siguiente definición.
Definición 2.2. Dados dos métodos de estabilizaciónz yz′ sobre los subconjuntos U y U′, respectiva-
mente, diremos quez está contenido enz′ si
z (H,W, α¯) ⊂ z′ (H,W, α¯) , ∀ (H,W, α¯) ∈ U ∩ U′.
Si vale también la inclusión opuesta, diremos quez yz′ son equivalentes sobre U ∩ U′.
Observación 2.2. La relación de inclusión que acabamos de presentar define un orden parcial en el con-
junto de todos los métodos de estabilización sobre un mismo U dado. Vale la pena mencionar que un
elemento maximal para este orden es un método de estabilización que es capaz de producir cualquier
1Notemos que unmétodo de estabilización sobre U puede ser visto también como una relación en U× X (T ∗Q).
2El Teorema deMassera [31] (junto con sus generalizaciones -consultar [26]-) asegura que, si un sistema a lazo cerrado es
asintóticamente estable, entonces existe una función de Lyapunov suave para tal sistema. Sin embargo, no puede asegurarse
lo mismo si dicho sistema es solamente estable (ver [3]).
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ley de control construida a partir de cualquier otro método (sobre el mismo U). En este sentido, es cla-
ro que un tal método representa la manera más general de estabilizar sistemas subactuados en U de
manera sistemática.
Una observación análoga puede hacerse para el conjunto demétodos de estabilización de Lyapunov
sobre unmismo U dado. N
2.2. Elmétodo energy shaping
En esta sección presentaremos la versión Hamiltoniana del energy shaping: elmétodo de los Hamil-
tonianos controlados (como fue definido en [11]), también conocido como método IDA-PBC [35]. Descri-
biremos una versión bastante general del método, junto con las condiciones de matching relacionadas, y
lo haremos utilizando una terminología distinta a la usada en la literatura original con el objetivo de
establecer la conexión con el LCB de manera más transparente. Por ejemplo, nos concentraremos en
sistemas Hamiltonianos sobre un fibrado cotangente únicamente. De manera progresiva, iremos to-
mando en cuenta situaciones particulares hasta llegar finalmente a la versión desarrollada por Chang
en las Referencias [12]-[15].
2.2.1. Elmétodo de losHamiltonianos controlados
En lo que sigue, vamos a definir un método de estabilización de Lyapunov en el conjunto de todas
las ternas (H,W, α¯), conocido como elmétodo de los Hamiltonianos controlados.
Supongamos que tenemos una función V ∈ C∞ (T ∗Q), un tensor antisimétrico B : T ∗T ∗Q ×
T ∗T ∗Q → R (en otras palabras, una estructura quasi-Poisson) sobre T ∗Q y dos campos vectoriales
verticalesZg, Zd ∈ X (T ∗Q) tales que:
1. V es definida positiva alrededor de α¯,
2. 〈dV (α) , Zg (α)〉 = 0 para todo α ∈ T ∗Q, i.e.Zg es una fuerza giroscópica,
3. B] ◦ dV + Zg −XH ⊂ W ,
4. 〈dV (α) , Zd (α)〉 ≤ 0 para todo α ∈ T ∗Q, i.e.Zd es una fuerza disipativa,
5. Zd ⊂ W , y
6. Zd (α¯) = −Zg (α¯)−B] ◦ dV (α¯),
Notemos que el punto 1 implica dV (α¯) = 0. Luego, definiendo XˆV := B] ◦ dV y Xˆ := XˆV +
Zg + Zd, el punto α¯ es un punto crítico de Xˆ , gracias al punto 6, y para todo α ∈ T ∗Q〈
dV (α) , Xˆ (α)
〉
=
〈
dV (α) , XˆV (α) + Zg (α) + Zd (α)
〉
= 〈 dV (α) , Zd (α)〉 ≤ 0, (2.1)
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debido a los puntos 2 y 4 y al hecho de que
〈
dV (α) , XˆV (α)
〉
= B ( dV (α) , dV (α)) = 0. En conse-
cuencia, V es una función de Lyapunov para el sistema dinámico definido por Xˆ y el punto crítico α¯,
puesto que el punto 1 implica L1 y la Ec. (2.1) implica L2 (ver Teorema 1.1). Esto dice que dicho sistema
es estable en α¯ (ver Definición 1.3). Luego, definiendo el campo
Y := Xˆ −XH , (2.2)
que toma valores enW debido a los puntos 3 y 5, hemos resuelto el problema P. En particular, tenemos
que
〈 dV (α), XH(α) + Y (α)〉 ≤ 0. (2.3)
Todo esto da origen al siguiente procedimiento.
Definición 2.3. Dados un sistema subactuado (H,W) sobreQ y un punto crítico α¯ ∈ T ∗Q deXH , el
métodode losHamiltonianos controlados (CH) consiste en hallarV ,B yZg cumpliendo 1 y 2 junto con
la ecuación [recordar el punto 3]
B] ◦ dV + Zg − ω] ◦ dH ⊂ W; (2.4)
encontrar además un campoZd cumpliendo los puntos 4, 5 y 6; y definir [ver (2.2)]
Y := B] ◦ dV + Zg + Zd − ω] ◦ dH. (2.5)
Observación 2.3. Notemos que, dado queXH (α¯) = Xˆ (α¯) = 0, tenemos que Y (α¯) = 0 [ver Ec. (2.2)].
N
Es claro entonces que el procedimiento descripto arriba define, de acuerdo con la Definición 2.1,
unmétodo de estabilización de Lyapunov: la funciónz correspondiente asigna a cada terna (H,W, α¯)
un conjunto de campos vectoriales z (H,W, α¯) ⊂ X (T ∗Q) dado por la Ec. (2.5) (y que por lo tanto
resuelven P), donde V ,B,Zg yZd deben cumplir las condiciones enunciadas en la última definición.
Observación 2.4. Lamanera usual con la que se introduce el método CH es a través de la idea de equiva-
lencia por feedback [11]. N
2.2.2. Una versión particular
La esencia delmétodoCHreside en la Ec. (2.4), que es un sistemadePDEs paraV , con “parámetros”
B y Zg a determinar. Estas ecuaciones diferenciales en derivadas parciales reciben el nombre de con-
diciones dematching.3 Haciendo distintas suposiciones sobre el sistema subactuado original (H,W),
y tomando diferentes ansatz para las incógnitas V , B y Zg , encontramos distintos casos particulares
para la Ec. (2.4) y, en consecuencia, distintas versiones particulares del método CH. (En términos de la
3El resto de las ecuaciones, las condiciones de los puntos 4, 5 y 6, son condiciones algebraicas para Zd y serán estudiadas
más adelante.
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Definición 2.2 y de la Observación 2.2, tenemos de esta manera una cadena ordenada de métodos de
estabilización de Lyapunov.) Supongamos por ejemplo queH,V : T ∗Q → R son hiperregulares, i.e.
FH,FV : T ∗Q→ TQ son isomorfismos de fibrados vectoriales [ver (1.13)], y además
FH = FH∗ y FV = FV ∗, (2.6)
i.e. sus derivadas a lo largo de la fibra son simétricas. Fijemos también una conexión sin torsión sobre
T ∗Q y supongamos que [recordar Ecs. (1.8) y (1.18)]
β ◦B] ◦ β˜−1 (α⊕ σ ⊕ v) = α⊕Ψ (v)⊕Ψ∗ (−σ) , (2.7)
para algúnmorfismo de fibrados Ψ : TQ→ TQ [comparar con la Ec. (1.20)].
Observación 2.5. Notemos que, de acuerdo con (1.11), cadaWα ⊂ TαT ∗Q está definido por el único
subespacioWα ⊂ T ∗pi(α)Q tal que
Wα = vliftα (Wα) = β−1 (α⊕ 0⊕Wα) . (2.8)
Además [ver Ec. (1.12)], el campo vectorial verticalZg puede ser escrito como
Zg (α) = β
−1 (α⊕ 0⊕ zg (α)) , (2.9)
para un único morfismo de fibrados zg : T ∗Q→ T ∗Q. Lo mismo puede decirse del campoZd. N
Proposición 2.1. Teniendo en cuenta (2.6), (2.7), (2.8) y (2.9); las condiciones de matching (2.4) se reducen a
〈BV (α),FH(σ)〉 − 〈BH(α),FV (σ)〉 − 〈zg(α),FV (σ)〉 = 0 (2.10)
donde [ver Ec. (2.8)]
Wˆα := (FV (Wα))◦ = FV −1(W ◦α), ∀α ∈ T ∗Q. (2.11)
En particular, las únicas incógnitas en las condiciones de matching son V y zg .
Demostración. Teniendo en cuenta (1.19) y (2.7),
β
(
XˆV (α)
)
= β ◦B] ( dV (α)) = β ◦B] ◦ β˜−1
(
β˜ ( dV (α))
)
= β ◦B] ◦ β˜−1 (α⊕ BV (α)⊕ FV (α))
= α⊕Ψ (FV (α))⊕Ψ∗ (−BV (α)) . (2.12)
De manera similar, usando las Ecs. (1.19) y (1.20),
β (XH (α)) = α⊕ FH (α)⊕ (−BH (α)) . (2.13)
En consecuencia, utilizando las Ecuaciones (2.8), (2.9), (2.12) y (2.13), ; se sigue fácilmente que (2.4)
adopta la forma
Ψ (FV (α)) = FH (α) y −Ψ∗ (BV (α)) + zg (α) + BH (α) ∈Wα,
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para todo α ∈ T ∗Q. Esto implica que Ψ = FH ◦ FV −1 y [usando la Ec. (2.6)]
−FV −1 ◦ FH ◦ BV (α) + zg (α) + BH (α) ∈Wα.
En otras palabras, usando (2.11) tenemos que [ver Ec. (2.6) nuevamente]
〈BV (α) ,FH (σ)〉 − 〈BH (α) ,FV (σ)〉 − 〈zg (α) ,FV (σ)〉 = 0,
para todo α ∈ T ∗Q, σ ∈ Wˆα. Esto termina la prueba. 
Observación 2.6. Utilizando la Ecuación (2.13), es claro que α¯ es un punto crítico de XH si y sólo si
FH (α¯) = 0 y BH (α¯) = 0. N
Vale la penamencionar que, de acuerdo con las Ecs. (1.12) y (2.5), cada señal de controlY delmétodo
se obtiene por medio del levantamiento vertical de la aplicación fibra a fibra
y (α) := zd (α) + zg (α)− FV −1 ◦ (FH ◦ BV (α)− FV ◦ BH (α)) , (2.14)
donde
〈zg (α) ,FV (α)〉 = 0, (2.15)
usando que zg es giroscópica (el punto 2 arriba),
〈zd (α) ,FV (α)〉 ≤ 0 y zd (α) ∈Wα, (2.16)
de acuerdo con los puntos 4 y 5, y
zd (α¯) = −zg (α¯) + FV −1 ◦ FH ◦ BV (α¯) , (2.17)
del punto 6.
2.2.3. Las condiciones dematching cinéticas y potenciales
Restrinjamos aúnmás la formadel sistema subactuado original (H,W) y la formade las incógnitas
V y zg de (2.10). SupongamosprimeroqueH : T ∗Q→ R esuna funciónHamiltoniana simple [recordar
(1.39)], Notemos que h es la forma cuadrática asociada al tensor
bH : T
∗Q× T ∗Q→ R : (α, σ) 7−→ 1
2
〈
α, ρ](σ)
〉
.
También notemos que FH = Fh = ρ] [recordar la Ec. (1.17) de la Proposición 1.1]. Esto implica que
FH es un isomorfismo de fibrados vectoriales. Tomando una carta coordenada (U,ϕ) sobre Q junto
con su carta inducida sobre T ∗Q, y denotando porH (q) la representación matricial coordenada en q
de la métrica Riemanniana ρ [ver (1.43)], la condición FH = FH∗ se traduce entonces para H como
Hij = Hji.
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Observación 2.7. Como es bien sabido, en el caso de sistemas Hamiltonianos simples los puntos críticos
adoptan la forma α¯ = 0q¯ ∈ T ∗¯qQ, con dh (q¯) = 0 (usando la Observación 2.6 y la Proposición 1.1). Por
esta razón, consideraremos solamente este tipo de puntos críticos. N
En relación a las incógnitas de (2.10), consideremos ahora que V es también simple [ver (1.40)].
Utilizaremos para V una notación análoga a la usada paraH . Por ejemplo, escribiremos V = v+ v ◦pi
y denotaremos por bV a la forma bilineal asociada al término cinético de la función V , i.e.
bV : T
∗Q× T ∗Q→ R : (α, σ) 7−→ 1
2
〈
α, φ](σ)
〉
. (2.18)
En estas condiciones, es claro que FV = Fv.
Observación 2.8. En el caso de funciones simples, la función V resultará definida positiva alrededor de
α¯ si y sólo si el término potencial v es definido positivo alrededor de q¯. En particular, esto implica que
la función v debe tener unmínimo local aislado en q¯, i.e. dv(q¯) = 0. N
Supongamos además que zg : T ∗Q→ T ∗Q está dada por
〈zg (α) , w〉 = Zg
(
α, α,Fv−1 (w)
)
, ∀ q ∈ Q, α ∈ T ∗qQ, w ∈ TqQ, (2.19)
para algún campo tensorial Zg : T ∗Q × T ∗Q × T ∗Q → R. Debido a esta elección particular para la
aplicación zg , ésta resulta cuadrática en α. Observemos que el campo tensorial Zg puede considerarse
simétrico en sus dos primeros argumentos, i.e.
Zg (α1, α2, α) = Zg (α2, α1, α) . (2.20)
Además, usando la condición giroscópica [ver la Ec. (2.15)], es claro que
Zg (α, α, α) = 0, (2.21)
para todo α ∈ T ∗qQ. Recíprocamente, cualquier tensor cumpliendo (2.21) da origen, via (2.9) y (2.19), a
una fuerza giroscópica.
Regresando a las condiciones dematching, dado que los términos cinéticos deH yV son funciones
cuadráticas y que sus términos potenciales están definidos por funciones básicas, la siguiente propo-
sición es de fácil demostración.
Proposición 2.2. Suponiendo queH y V son funciones simples y considerando que zg cumple (2.19), las condi-
ciones de matching (2.10) se descomponen en dos ecuaciones:
〈Bv(α),Fh(σ)〉 − 〈Bh(α),Fv(σ)〉 − Zg(α, α, σ) = 0, (2.22)
conocidas como las condiciones dematching cinéticas, y [ver Ec. (1.17)]
〈 dv (pi (σ)) ,Fh (σ)〉 − 〈 dh (pi (σ)) ,Fv (σ)〉 = 0, (2.23)
conocidas como las condiciones dematching potenciales. Ambas condiciones deben cumplirse para todo
α ∈ T ∗Q y σ ∈ Wˆα. (2.24)
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Observación 2.9. Notemos que [ver Ec. (2.11)] Wˆα = Fv−1 (W ◦α) es el complemento ortogonal deWα
con respecto a la forma bilineal bV [ver (2.18)]. De hecho, si ζ ∈Wα yw ∈W ◦α , entonces
bV
(
ζ,Fv−1 (w)
)
=
〈
ζ,Fv ◦ Fv−1 (w)〉 = 〈ζ, w〉 = 0. (2.25)
N
Tomando una carta coordenada local (U,ϕ) y combinando (1.15), (1.16) y (1.43),
〈Bv (α) ,Fh (σ)〉 − 〈Bh (α) ,Fv (σ)〉 =
(
∂Vij
∂qk
(q)Hkl(q)− ∂H
ij
∂qk
(q)Vkl(q)
)
pipj p˜l
+ 2 Γjks(q)
(
Vis(q)Hkl(q)−His(q)Vkl(q)
)
pipj p˜l(2.26)
y
〈 dv (pi (σ)) ,Fh (σ)〉 − 〈 dh (pi (σ)) ,Fv (σ)〉 =
(
∂v
∂qk
(q)Hkl(q)− ∂h
∂qk
(q)Vkl(q)
)
p˜l, (2.27)
con α = ϕ∗ (q,p) y σ = ϕ∗ (q, p˜). En consecuencia, las Ecs. (2.22) y (2.23) se transforman en(
∂Vij(q)
∂qk
Hkl(q)− ∂H
ij(q)
∂qk
Vkl(q)− 2Zijlg (q)
)
pipj p˜l
+2 Γjks(q)
(
Vis(q)Hkl(q)−His(q)Vkl(q)
)
pipj p˜l = 0
(2.28)
y (
∂v
∂qa
(q) Hak (q)− ∂h
∂qa
(q) Vak (q)
)
p˜k = 0,
para todo q ∈ ϕ(U), p ∈ (ϕ∗q)−1 (T ∗qQ) y p˜ ∈ (ϕ∗q)−1 (Wˆϕ∗q(p)). (Aquí, los números Zijkg (q) son lo
coeficientes de la representación matricial coordenada de Zg en q.)
Observemos que, tomando en cuenta todas las suposiciones hechas hasta aquí [ver Ec. (2.14)]
y (α) := zd (α) + Zg
(
α, α,Fv−1 (·))− Fv−1 ◦ (Fh ◦ Bv (α)− Fv ◦ Bh (α))
− Fv−1 ◦ (Fh ◦ dv (pi (α))− Fv ◦ dh (pi (α))) , (2.29)
con zd cumpliendo las ecuaciones algebraicas (2.16) y (2.17).
Observación 2.10. Si α¯ = 0q¯ es un punto crítico deXH , y dado que
Bv (0) = Bh (0) = 0 y Zg
(
0, 0,Fv−1 (·)) = 0,
la condición (2.17) para zd se reduce a zd (α¯) = Fv−1 ◦ Fh ( dv(q¯)) = 0. Esto se deduce de las Observa-
ciones 2.6 y 2.8. N
Tomando en cuenta esta última observación y el hecho de que
〈zd (α) ,FV (α)〉 = 〈zd (α) ,Fv (α)〉 = bV (zd (α) , α) ,
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las Ecs. (2.16) y (2.17) puede reescribirse como
bV (zd (α) , α) ≤ 0, zd (α) ∈Wα y zd (α¯) = 0. (2.30)
Las Ecuaciones (2.22), (2.23) y (2.24) definen una versión generalizada del método IDA-PBC tradi-
cional [35], también conocido como el método energy plus force shaping. En la siguiente subsección con-
sideraremos dos suposiciones adicionales que nos conducirán a un nuevo conjunto de condiciones de
matching, originalmente4 estudiadas por Chang en [14, 15] (ver también [12, 13] para la contraparte La-
grangiana).
2.2.4. Condiciones dematching simples
En primer lugar, supongamos que existe un subfibradoW ⊂ T ∗Q tal que [recordar la Ec. (2.8)]
Wα = vliftα
(
Wpi(α)
)
, ∀α ∈ T ∗Q. (2.31)
Siguiendo (2.11), a partir deW definamos un nuevo subfibrado de T ∗Q,
Wˆ := (Fv (W ))◦ = Fv−1 (W ◦) . (2.32)
Observación 2.11. Notemos que, de acuerdo a la Observación 2.9, Wˆ es el complemento ortogonal deW
con respecto al tensor bV . En particular, tenemos que T ∗Q = W ⊕ Wˆ . N
Bajo estas suposiciones,Changmostróqueexisteuna solución (v,Zg)de (2.22) si y sólo siv satisface
〈Bv (σ) ,Fh (σ)〉 − 〈Bh (σ) ,Fv (σ)〉 = 0, ∀σ ∈ Wˆ .
Más aun, es posible mostrar, usando álgebra lineal elemental, que (v,Zg) es una solución de (2.22) si y
sólo si v satisface la ecuación de arriba y Zg se obtiene siguiendo estos pasos:
1. definamos Υ : T ∗Q× T ∗Q× T ∗Q→ R como
Υ (α1, α2, α3) := 〈BbV (α1, α2) ,Fh (α3)〉 − 〈BbH (α1, α2) ,Fv (α3)〉 ; (2.33)
2. fijemos un tensorA : W ×W × Wˆ → R cumpliendo
A (α1, α2, α) = −A (α2, α1, α) , ∀α1, α2 ∈W, α ∈ Wˆ ,
y un tensorB : W ×W ×W → R cumpliendo (2.20) y (2.21) sobreW ; y finalmente
4De hecho, tales condiciones de matching aparecieron por primera vez [25], aunque sin una derivación.
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3. definamos Zg : T ∗Q× T ∗Q× T ∗Q→ R como5
Zg (α1, α2, σ) := Υ (α1, α2, σ) ,
Zg (σ1, σ2, γ) := −Υ (γ, σ2, σ1)−Υ (γ, σ1, σ2) ,
Zg (γ1, σ, γ2) := Zg (σ, γ1, γ2) := −12 [Υ (γ1, γ2, σ) +A (γ1, γ2, σ)] ,
Zg (γ1, γ2, γ3) := B (γ1, γ2, γ3) ,
(2.34)
con αi ∈ T ∗Q, σ, σi ∈ Wˆ y γ, γi ∈W para i = 1, 2, 3.
Luego, existe una solución (v, v,Zg) de (2.22), (2.23) y (2.24) si y sólo si las ecuaciones
〈Bv (σ) ,Fh (σ)〉 − 〈Bh (σ) ,Fv (σ)〉 = 0, (2.35)
〈 dv (pi (σ)) ,Fh (σ)〉 − 〈 dh (pi (σ)) ,Fv (σ)〉 = 0, ∀σ ∈ Wˆ , (2.36)
tienen solución para v y v únicamente. Éstas son las nuevas condiciones de matching que menciona-
mos al final de la sección anterior, que llamaremos condiciones de matching simples. Tomando coordena-
das locales, tales condiciones se escriben(
∂Vij
∂qk
(q) Hkl (q)− ∂H
ij
∂qk
(q) Vkl (q)
)
pipjpl = 0, (2.37)
y (
∂v
∂qk
(q) Hkl (q)− ∂h
∂qk
(q) Vkl (q)
)
pl = 0, (2.38)
para todo q ∈ ϕ(U) y p ∈ (ϕ∗q)−1 (Wˆϕ−1(q)), o equivalentemente [ver (2.32)] (ϕ−1)∗,q (V (q) · p) ∈
W ◦ϕ−1(q).
Observación 2.12. Estas ecuaciones son (a menos de un signo) las Ecs. 2.21 y 2.29 de [15] para
M ij = Hij , M̂ ij = Vij , V = h, V̂ = v, y G⊥ = W ◦.
N
Retomemos ahora las ecuaciones algebraicas (2.30). Para empezar, notemos que podemos reempla-
zar los espaciosWα por el subfibrado vectorialW . Supongamos que tenemos una solución zd de (2.30),
y consideremos la proyección ortogonal P con imagenW (ver la Observación 2.11). Luego,
bV (zd (α) , α) = bV (zd (α) , P (α)) = −µ (α)
para alguna función no negativa µ : T ∗Q → R tal que µ (σ) = 0 para todo σ ∈ Wˆ . Fijando k ∈ R, es
claro que
x(α) := zd(α) + kP (α) ∈W
5Chang describió una construcción similar para mostrar la existencia de soluciones de (2.22) (ver las Ecs. 2.8 a 2.11 en la
Ref. [15], y reemplazar Υ y Zg por S yC, respectivamente), pero tomandoA = 0 yB = 0.
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define unmorfismo de fibrados, cuya imagen está contenida enW . Además, usando esta última ecua-
ción
bV (x(α), P (α)) = bV (zd(α), P (α)) + kbV (P (α)), P (α)),
de modo que, para todo α /∈ Wˆ
k =
bV (x(α), P (α)) + µ(α)
bV (P (α), P (α))
.
En otras palabras, existe unmorfismo de fibrados x, cuya imagen está contenida enW y para la cual
zd(α) = x (α)− bV (x (α) , P (α)) + µ (α)
bV (P (α) , P (α))
P (α) , ∀α /∈ Wˆ . (2.39)
DadoqueT ∗Q\Wˆ es una subvariedad abierta y densa enT ∗Q, esto dice que la solución zd puede calcu-
larse sobre T ∗Q \ Wˆ usando la expresión (2.39) y sobre el resto de T ∗Q por continuidad. En particular,
tenemos que
l´ım
α→α¯
(
x (α)− bV (x (α) , P (α)) + µ (α)
bV (P (α) , P (α))
P (α)
)
= 0, (2.40)
puesto que zd (α¯) = 0.Recíprocamente, si:
i. fijamos una función no negativa µ : T ∗Q→ R tal que µ (σ) = 0 para todo σ ∈ Wˆ ;
ii. fijamos unmorfismo de fibrados x : T ∗Q→ T ∗Q con imagen contenida enW y tal que la fórmula
(2.39) defina una aplicación suave en todo T ∗Q y cumpliendo (2.40);
iii. definimos zd : T ∗Q→ T ∗Qmediante la fórmula (2.39);
entonces tenemos una solución de (2.30). Por ejemplo, podemos tomar
µ (α) := bV (P (α) , P (α)) y x (α) := −µ (α) ξ (pi (α)) ,
siendo ξ : Q→ T ∗Q cualquier 1-forma sobreQ con imagen contenida enW (esto siempre es posible,
puesto queW es un subfibrado vectorial).
En conclusión, tenemos un nuevo método para resolver el problema P. Suponiendo que hemos fi-
jado una conexión sobre T ∗Q.
Definición 2.4. Dado un sistema subactuado (H,W), conH = h + h ◦ pi simple yW definido por un
subfibradoW [ver Ec. (2.31)], y dado un punto crítico α¯ ∈ T ∗Q deXH , elmétodo CH simple consiste
en:
encontrar una solución V = v+ v ◦ pi de las Ecs. (2.35) y (2.36), con v definida positiva alrededor
de α¯;
fijar un tensor Zg : T ∗Q× T ∗Q× T ∗Q→ Rmediante los pasos 1 a 3 de arriba [ver Ec. (2.34)];
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fijar unmorfismodefibrados zd : T ∗Q→ T ∗Qmediante los pasos i a iiide arriba [ver Ec. (2.39)];
y
definir un morfismo de fibrados y : T ∗Q → T ∗Q como en (2.29) e Y ∈ X (T ∗Q) como el
levantamiento vertical de y.
Es claro que el método CH simple es unmétodo de estabilización de Lyapunov según la Definición
2.1. En particular, V e Y satisfacen (2.3) y es sencillo mostrar que el método CH simple está contenido
(en el sentido de la Definición 2.2) en el método CH general (ver Definición 2.3).
Volviendo ahora a las nuevas condiciones dematching (2.35) y (2.36) [junto con sus versiones locales
(2.37) y (2.38)], lamejora desarrolladaporChang en cuanto a la simplificaciónde lasEcs. (2.22) y (2.23) es
doble. Por un lado, las tres incógnitas v, v yZg en (2.22) y (2.23) están ahora desacopladas.6 Por otro lado,
la Ecuación (2.28) [la versión local de (2.22)] ha sido reemplazada por (2.35), que es un conjunto más
sencillo de ecuaciones diferenciales, no sólo porque su escritura es más simple sino también porque
contiene una cantidadmenor de ecuaciones. En efecto, puedemostrarse que el número de ecuaciones
en (2.28) y (2.37) es, respectivamente,
n (n+ 1) (n−m)
2
, (2.41)
y
(n−m+ 2) (n−m+ 1) (n−m)
6
, (2.42)
con n = dimQ ym = dimW .
Observación 2.13. En la Referencia [16] se prueba que, incluso en el método IDA-PBC tradicional (donde
las incógnitasZijkg adoptanuna formaparticular), la cantidad de ecuaciones en (2.28) pueden reducirse
de (2.41) a (2.42) utilizando la libertad que existe en la elección de las incógnitas Zijkg . Por lo tanto, la
contribución principal de Chang fue quizá, no la reducción del número de ecuaciones, sino más bien
precisar una manera útil de lograr esa reducción. N
Las Ecuaciones (2.37) y (2.38) [y por lo tanto (2.35) y (2.36)] ya aparecieron en el Capítulo 1 [ver (1.44) y
(1.45)] en el contexto delmétodo LCB simple para sistemas subactuados conunúnico actuador. En la úl-
tima sección de este capítulo, veremos que lasmismas ecuaciones pueden obtenerse, en el contexto del
LCB, para sistemas con número de actuadores arbitrario, extendiendo de esta manera el método LCB
simple a sistemas con grado de actuación arbitrario. Más aun, probaremos que la versión del método
CH desarrollada por Chang es exactamente el método LCB simple.
6Más precisamente, podemos encontrar v resolviendo (2.35), luego, para tal solución v, podemos hallar V resolviendo
(2.36), y por último, usando v y V , podemos construir Zg siguiendo los pasos del 1 al 3 listados arriba.
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2.3. Elmétodo LCB revisitado:maximalidad del LCB
Siguiendo la Definición 2.1, es claro que elmétodo LCB (ver Def. 1.9) es unmétodo de estabilización
de Lyapunov. Vale notar que estemétodo está definido, esencialmente, por la Ec. (1.36) y por lo tanto po-
demos identificarlo con esa ecuación. Dado queW es un subfibrado vertical e Y es un campo vectorial
vertical, podemos escribir (ver Observación 1.11)Wα = vliftα (Wα) e Y (α) = vliftα (y (α)), para un
único subespacioWα ⊂ T ∗pi(α)Q y un único morfismo de fibrados y : T ∗Q→ T ∗Q. Con esta notación
y según la Proposición 1.2,
〈 dV (α), Y (α)〉 = 〈y(α),FV (α)〉 .
Además, las condiciones Y (α¯) = 0 y Y (α) ∈ Wα se traducen a y(α¯) = 0 e y(α) ∈ Wα, respectiva-
mente. Por otro lado
〈dV (α), XH(α)〉 = {V,H}(α),
siendo {V,H} el corchete de Poisson canónico entre V yH . Combinando todo esto, podemos escribir
(1.36) como
〈y(α),FV (α)〉 = −µ(α)− {V,H} (α) e y(α) ∈W. (2.43)
Es importantemencionar que cualquiermétodo de estabilización para (H,W) que dé origen a una
ley de control Y ⊂ W y a una función de Lyapunov V para el campoXH + Y (que define el sistema a
lazo cerrado relacionado) y un punto crítico deXH , como es el caso de todas las versiones del energy
shaping, puede ser reducido al método LCB, i.e. a resolver la Ec. (1.36) [o, de manera equivalente, a
resolver la Ec. (2.43)]. Más precisamente,
Teorema 2.1. Sean (H,W) un sistema subactuado y α¯ ∈ T ∗Q un punto crítico de XH . Si Y es un campo
vectorial con valores enW y V es una función de Lyapunov paraXH + Y y α¯, entonces V es definida positiva
alrededor de α¯,µ := −iXH+Y dV es no negativa,Y (α¯) = 0 y todas ellas satisfacen la Ec. (1.36). En particular,
la señal de control Y está dada por el método LCB (ver Definición 1.9).
Demostración. Dado un campo Y ⊂ W , si V es una función de Lyapunov paraX := XH + Y y α¯, el
resultado se sigue fácilmente del hecho de que α¯ debe ser un punto crítico deX , los ítems L1 y L2 (ver
Teorema 1.1), y la Ec. (1.37). 
En términos de las Definiciones 2.1 y 2.2, este teorema dice que el método LCB contiene a todos
los métodos de estabilización de Lyapunov, i.e. es un elementomaximal entre tales métodos. En otras
palabras, elmétodo LBC es elmétodo de estabilizaciónmás general entre losmétodos de estabilización
de Lyapunov (ver la Observación 2.2). En particular, toda versión del método CH (ver Definición 2.3)
está contenido en el método LCB.
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2.4. Elmétodo LCB para funciones simples
En la Ref. [22] se realizó un estudio en profundidad de la Ec. (2.43) para sistemas subactuados con
unúnico actuador. En esta sección extenderemos ese estudio para incluir sistemas subactuados con un
número arbitrario de actuadores. Más precisamente, dado un sistema subactuado (H,W) y funciones
no negativas V y µ, estudiaremos bajo qué condiciones existe un morfismo de fibrados y que resuel-
va (2.43) (considerando a V y µ como datos en (2.43), en lugar de incógnitas). Nos concentraremos en
particular en el caso en que tantoH como V son funciones simples. En este caso, mostraremos que el
problema de existencia está relacionado con un conjunto de PDEs para V , que definen el método LCB
simple tal y como apareció en la Ref. [22]. Veremos que estas ecuaciones son exactamente las condicio-
nes de matching (2.35) y (2.36) obtenidas por Chang en [14, 15] (relacionadas con el método CH simple
de laDefinición 2.4). Finalmente,mostraremos que elmétodo LCB y el CH en sus versiones simples son
métodos de estabilización equivalentes.
2.4.1. Las ecuaciones cinéticas y potenciales
Siguiendo la notación de la Sección §2.2.3, consideremos dos funciones simples H = h + h ◦ pi
and V = v + v ◦ pi sobre T ∗Q. Las formas bilineales asociadas a h y v serán denotadas por bH y bV ,
respectivamente.
Dada una conexión sin torsión sobre T ∗Q, el corchete de Poisson canónico entre H y V puede
escribirse, para todo α ∈ T ∗Q,
{V,H} (α) = 〈Bv (α) ,Fh (α)〉 − 〈Bh (α) ,Fv (α)〉+ 〈 dv (q) ,Fh (α)〉 − 〈 dh (q) ,Fv (α)〉 ,
con q = pi (α). Esto es una consecuencia directa de las Ecuaciones (1.17) y (1.21). Tomando una carta
coordenada (U,ϕ) y usando las expresiones (2.26) y (2.27),
{V,H} (q,p) =
(
∂Vij
∂qk
(q)Hkl(q)− ∂H
ij
∂qk
(q)Vkl(q)
)
pipjpl
+
(
∂v
∂qk
(q)Hkl(q)− ∂h
∂qk
(q)Vkl(q)
)
pl. (2.44)
Analizando cuidadosamente esta última expresión, el siguiente resultado se obtiene fácilmente.
Lema2.1. SiH yV son funciones simples sobreT ∗Q, entonces{V,H} es, en cadafibraT ∗qQ, una función impar,
i.e.
{V,H} (−α) = −{V,H} (α) para todo α ∈ T ∗Q. (2.45)
Fijemos ahoraun sistemasubactuado (H,W) conH simple yW dadoporun subfibradoW ⊂ T ∗Q
[ver (2.31)].
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Proposición 2.3. Sea V : T ∗Q → R una función simple y µ : T ∗Q → R una función no negativa. Si existe
una solución y : T ∗Q→ T ∗Q de Ec. (2.43) para V y µ, entonces
{V,H} (σ) = 0, ∀σ ∈ Wˆ , (2.46)
donde Wˆ := (Fv (W ))◦ = Fv−1 (W ◦).
Demostración. Por hipótesis [ver Ec. (2.43)]
〈α,Fv(y(α))〉 = −µ(α)− {V,H}(α) y y(α) ∈W.
Es claro que 〈σ,Fv(y(σ))〉 = 0 para todo σ ∈ Wˆ , y en consecuencia
µ(σ) + {V,H}(σ) = 0, ∀σ ∈ Wˆ .
Supongamos que existe σ0 ∈ Wˆ para el cual {V,H}(σ0) 6= 0. Si {V,H}(σ0) > 0, entoncesµ(σ0) < 0.
Pero esto no es posible, y entonces {V,H}(σ0) < 0. De acuerdo con la Ec. (2.45),
{V,H}(−σ0) = −{V,H}(σ0) > 0.
Dado que−σ0 ∈ Wˆ , concluímos que µ(−σ0) + {V,H}(−σ0) = 0, por lo que µ(−σ0) < 0. En conse-
cuencia, {V,H}(σ) = 0 para todo σ ∈ Wˆ . 
Veamos ahora que es posible escribir (2.46) de otra manera equivalente.
Lema 2.2. Si H y V son funciones simples sobre T ∗Q y D ⊂ T ∗Q es un subfibrado vectorial, las siguientes
condiciones son equivalentes.
1. {V,H} (σ) = 0, ∀σ ∈ D.
2. Dada una conexión afín sobre T ∗Q, para todo q ∈ Q y σ ∈ Dq , las Ecs. (2.35) y (2.36) se cumplen, conD
en lugar de Wˆ .
3. Dada una carta coordenada (U,ϕ), para todo q ∈ ϕ(U) y p ∈ (ϕ∗q)−1 (Dϕ−1(q)), las Ecs. (2.37) y
(2.38) se cumplen.
Demostración. La equivalencia entre los puntos 2 y 3 fue establecida en las Ecuaciones (2.26) y (2.27).
Solamente resta probar que 1 implica 3 (su recíproco es inmediato). Si {V,H} (σ) = 0, ∀σ ∈ D, se
sigue de la Ecuación (2.44) que, tomando una carta coordenada (U,ϕ),(
∂Vij
∂qk
(q)Hkl(q)− ∂H
ij
∂qk
(q)Vkl(q)
)
pipjpl +
(
∂v
∂qk
(q)Hkl(q)− ∂h
∂qk
(q)Vkl(q)
)
pl = 0,
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para todoq ∈ ϕ(U) yp ∈ (ϕ∗q)−1 (Vϕ−1(q)). Tenemos quemostrar que cada unode los términos entre
paréntesis se anula. Fijando un p̂ ∈ (ϕ∗q)−1 (Dϕ−1(q)), definamos
A :=
(
∂Vij
∂qk
(q)Hkl(q)− ∂H
ij
∂qk
(q)Vkl(q)
)
p̂ip̂j p̂l
y
B :=
(
∂v
∂qk
(q)Hkl(q)− ∂h
∂qk
(q)Vkl(q)
)
p̂l.
LuegoAλ3 + B λ = 0 para todo λ ∈ R (pues (ϕ∗q)−1 (Dϕ−1(q)) es un espacio vectorial). Pero esto es
posible únicamente siA = B = 0. 
Combinando este último Lema junto con la Proposición 2.3, tenemos el siguiente resultado.
Proposición 2.4. Consideremos una función simple V : T ∗Q→ R y una función no negativa µ : T ∗Q→ R.
Si existe una solución y : T ∗Q→ T ∗Q de la Ec. (2.43) paraV yµ, entonces, para cada conexión afín sobreT ∗Q,
〈Bv (σ) ,Fh (σ)〉 − 〈Bh (σ) ,Fv (σ)〉 = 0, (2.47)
〈 dv (pi (σ)) ,Fh (σ)〉 − 〈 dh (pi (σ)) ,Fv (σ)〉 = 0, ∀σ ∈ Wˆ . (2.48)
Notemos que las Ecuaciones (2.47) y (2.48) son exactamente las condiciones de matching simples
(2.35) y (2.36) deducidas por Chang.
Observación 2.14. Esto quiere decir, usando nuevamente el Lema 2.2, que las condiciones de matching
simples pueden escribirse como en (2.46), o equivalentemente
{V,H} ◦ FV −1 (w) = 0, ∀w ∈W ◦,
que es una expresión independiente de coordenadas e independiente de la conexión escogida. N
Las Proposiciones 2.3 y 2.4 establecen que la Ecuación (2.46), o equivalentemente las Ecuaciones
(2.47) y (2.48), que tiene una función de la forma V = v+ v ◦pi como incógnita, definen una condición
necesaria para la existencia de soluciones de (1.36). Veamos que lasmismas también son suficientes. En
la Sección §2.2.4 vimos que si V es simple y satisface (2.47) y (2.48), entonces existe un campo vectorial
Y ⊂ W cumpliendo (2.3). De hecho, Y puede construirse siguiendo el procedimiento descripto en la
Definición 2.4. Por lo tanto,Y satisface la Ec. (1.36) paraV y la función (no negativa)µ := −iXH+Y dV .
En conclusión,
Teorema 2.2. Dada una función simple V : T ∗Q → R, existen una solución y de la Ec. (2.43) para V y una
función no negativa µ si y sólo si V es solución de (2.46).
Observación 2.15. A diferencia de la situación considerada en la Referencia [22], dado que en nuestro
caso el subfibradoW tiene dimensión arbitraria (i.e. no necesariamente 1), no podemos asegurar que
la solución y de la Ec. (2.43) sea única (para V yµ fijas). En el caso en que dimWq = span{ξ} para todo
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q ∈ Q y escribiendo y(α) = λ(α)ξ (pi(α)), vimos en el Capítulo 1 [ver Ec. (1.38)] que la función λ está
dada necesariamente por
λ (α) := −µ (α) + {V,H} (α)〈ξ (pi (α)) ,FV (α)〉
y por lo tanto la señal y es única. N
Tomando en cuenta el caráctermaximal delmétodo LCB (ver Teorema 2.1), este último teorema di-
ce que (2.46), y en consecuencia las condiciones dematching simples, son un ingrediente clave que debe
estar presente (explícitamente o no) en cualquier método de estabilización que involucre la construc-
ción de una función de Lyapunov simple. Más precisamente, si construimos una señal de control Y y
una función de Lyapunov V paraXH +Y pormedio de unmétodo de estabilización, entonces V debe
satisfacer la Ec. (2.46).
2.4.2. Elmétodo LCB simple
Veamos de qué manera podemos extender la Definición 1.10 para incluir espaciosWα definidos a
partir de una codistribución de dimensión arbitraria (finita). Fijemos un sistema subactuado (H,W)
conH simple yW definida por un subfibradoW ⊂ T ∗Q. Fijemos además un punto crítico α¯ = (q¯, 0)
deXH (ver Observación 2.7). Supongamos que V es una función simple, µ una función no negativa e
y : T ∗Q→ T ∗Q unmorfismo de fibrados tales que y (α¯) = 0 y que cumplen la Ec. (2.43). Es claro que
y puede reescribirse como
y (α) := z (α)− FV −1 ◦ (FH ◦ BV (α)− FV ◦ BH (α)) , (2.49)
con z : T ∗Q → T ∗Q un morfismo de fibrados. Consideremos la descomposición ortogonal T ∗Q =
W ⊕ Wˆ (recordar la Observación 2.11), dada por el tensor bV , y escribamos z (α) = zq (α) − z⊥ (α),
con zq (α) ∈W y z⊥ (α) ∈ Wˆ .
Proposición2.5. Bajo las suposiciones de esta sección, la aplicacióny dadapor (2.49) satisface (2.43), para alguna
función no negativa µ, si y sólo si V satisface (2.46) y z cumple
bV (z(α), α) = −µ(α), bV (z(α), σ) = Υ(α, α, σ) y z(α¯) = 0, (2.50)
[donde Υ es el tensor definido en (2.33)] para todo α ∈ T ∗Q y σ ∈ Wˆ ; o equivalentemente, z⊥ está dado por
bV (z⊥(α), σ) =
0, σ ∈W,−Υ(α, α, σ), σ ∈ Wˆ (2.51)
y zq cumple
bV (zq(α), α) = bV (z⊥(α), α)− µ(α), zq(α) ∈W y zq(α¯) = 0. (2.52)
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Demostración. En primer lugar, recordemos que, partiendo de los resultados de la sección anterior (ver
Teorema 2.2), sabemos que existe una solución y de (2.43) para V (y alguna función no negativa µ) si y
sólo si V satisface (2.46), o equivalentemente (2.47) y (2.48). Supongamos que dicha solución está dada
por (2.49) y veamos qué implica esto para el morfismo z. Usando (1.21), tenemos que〈
FV −1 ◦ (FH ◦ BV (α)− FV ◦ BH (α)) ,FV (α)〉 = 〈α,FH ◦ BV (α)− FV ◦ BH (α)〉
= 〈BV (α) ,FH (α)〉 − 〈BH (α) ,FV (α)〉
= {V,H} (α) .
Luego 〈y (α) ,FV (α)〉 = 〈z (α) ,FV (α)〉 − {V,H} (α) y, en consecuencia, la primera parte de (2.43)
implica que
〈z (α) ,FV (α)〉 = −µ (α) . (2.53)
Estudiemos ahora la segunda parte de (2.43), i.e. la condición y ⊂ W . Notemos primero que, para
todo α, σ ∈ T ∗Q en la misma fibra,
〈y (α) ,FV (σ)〉 = 〈z (α) ,FV (σ)〉 − 〈BV (α) ,FH (σ)〉+ 〈BH (α) ,FV (σ)〉 . (2.54)
Para encontrar otra expresión equivalente de esta última ecuación, escribamos a H y V usando los
términos cinético y potencial de cada una, y consideremos el tensor Υ : T ∗Q × T ∗Q × T ∗Q → R
definido en (2.33) y el tensor ψ : T ∗Q→ R dado por
ψ (α) := 〈 dv (pi (α)) ,Fh (·)〉 − 〈 dh (pi (α)) ,Fv (·)〉 .
De acuerdo con la segunda parte de (1.25), la Ec. (2.33) dice que
Υ (α, α, σ) = 〈Bv (α) ,Fh (σ)〉 − 〈Bh (α) ,Fv (σ)〉 ,
para todo α, σ ∈ T ∗Q sobre la misma fibra. Luego, las Ecs. (2.47) y (2.48) toman la forma
Υ (σ, σ, σ) = ψ (σ) = 0, ∀σ ∈ Wˆ .
Por otro lado, dado que
〈BV (α) ,FH (σ)〉 − 〈BH (α) ,FV (σ)〉 = 〈Bv (α) ,Fh (σ)〉 − 〈Bh (α) ,Fv (σ)〉+
+ (〈dv (q) ,Fh (·)〉 − 〈 dh (q) ,Fv (·)〉) = Υ (α, α, σ) + ψ (σ) ,
usando (2.54), tenemos que
〈y (α) ,FV (σ)〉 = 〈z (α) ,FV (σ)〉 −Υ (α, α, σ)− ψ (σ) . (2.55)
Volviendo a (2.43), la condición y ⊂W implica que, para todo σ ∈ Wˆ = FV −1 (W ◦) [ver la Ec. (2.55)],
0 = 〈y (α) ,FV (σ)〉 = 〈z (α) ,FV (σ)〉 −Υ (α, α, σ)− ψ (σ) .
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Pero, dado que ψ (σ) = 0 para todo σ ∈ Wˆ ,
〈z (α) ,FV (σ)〉 = Υ (α, α, σ) , ∀α ∈ T ∗Q, σ ∈ Wˆ . (2.56)
Por lo tanto, el morfismo de fibrados z debe cumplir las ecuaciones [ver (2.53) y (2.56)]
〈z (α) ,FV (α)〉 = −µ (α) y 〈z (α) ,FV (σ)〉 = Υ (α, α, σ) ,
o equivalentemente, en términos del tensor no degenerado bV , las primeras dos ecuaciones en (2.50).
Dado que V es definida positiva alrededor de α¯, y consecuentemente dV (α¯) = 0, es sencillo probar
partiendo de (2.49) que la condición y(α¯) = 0 implica z(α¯) = 0, que es la tercera ecuación de (2.50).
Escribiendo ahora z (α) = zq (α)−z⊥ (α) como se explicómás arriba, la Ec. (2.50) se traduce como
[ver la Ec. (2.25)]
bV (zq (α) , α) = bV (z⊥ (α) , α)− µ (α) y bV (z⊥ (α) , σ) = −Υ (α, α, σ) , (2.57)
para todo α ∈ T ∗Q y σ ∈ Wˆ . La segunda parte de (2.57) dice precisamente que z⊥ satisface (2.51). En
particular, vale que z⊥ (0q) = 0 para todo q ∈ Q y por lo tanto z⊥ (α¯) = 0, de manera que también se
cumple zq (α¯) = 0. Luego, concluimos que zq debe cumplir todas las condiciones en (2.52).
Recíprocamente, es fácil ver que, si z (resp. z⊥ y zq) satisface la Ecuación (2.50) [resp. las Ecuaciones
(2.51) y (2.52)] yV es solución de (2.46), revirtiendo los pasos del argumento anterior se ve que y cumple
(2.43). 
Teniendo todo esto en cuenta, podemos definir un nuevo método de estabilización (incluido en el
LCB).
Definición 2.5. Dado un sistema subactuado (H,W), conH simple yW dado por un subfibradoW ⊂
T ∗Q, y dado un punto crítico α¯ ∈ T ∗Q deXH , elmétodo LCB simple consiste en:
hallar una función simple V que resuelva (2.46), con V definida positiva alrededor de α¯;
fijar un morfismo de fibrados zq : T ∗Q→ T ∗Q siguiendo los pasos de i a iii de la Sección §2.2.4
[ver la Ec. (2.30)];
definir z := zq − z⊥, con z⊥ dado por la Ec. (2.51); y finalmente
definir y como en la Ec. (2.49) e Y ∈ X (T ∗Q) como el levantamiento vertical de y.
2.4.3. Maximalidad y equivalencia
Los cálculos de la sección anterior, junto con el Teorema 2.1 tienen como consecuencia una propie-
dad demaximalidad para el método LCB simple (ver la Definición 2.5). En efecto, el LCB simple resulta
maximal cuando se considera dentro de la clase demétodos de estabilización de Lyapunov en los cuales
la función de Lyapunov asociada puede elegirse como una función simple. Enunciamos esta propiedad
de manera precisa en el siguiente teorema.
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Teorema2.3. Consideremos un sistema subactuado (H,W), conH simple,W dada por un subfibrado vectorial
W ⊂ T ∗Q, y unpunto crítico α¯ ∈ T ∗QdeXH . SiY ⊂ W es un campo vectorial yV es una funcióndeLyapunov
simple paraXH + Y y α¯, entonces V cumple la Ec. (2.46), es definida positiva alrededor de α¯, y además Y está
dado por el método LCB simple.
Esta propiedad implica que el método CH simple (ver Definición 2.4) está contenido en el método
LCB simple (recordar la Definición 2.2). En lo que siguemostraremos que la inclusión inversa también
se cumple, de modo que ambos métodos resultan equivalentes.
Consideremos el conjuntoU de ternas (H,W, α¯), dondeH es una función simple,W está dado por
un subfibrado vectorialW ⊂ T ∗Q, y α¯ ∈ T ∗Q es un punto crítico deXH . Notemos que los métodos
LCB y CH, en sus versiones simples, sonmétodos de estabilización definidos sobreU (ver la Definición
2.1). Denotemosporz yz′ las asignaciones asociadas al LCB y al CH, respectivamente; que determinan
el conjunto de señales de control que resuelven el problema P. Veamos que
z (H,W, α¯) ⊂ z′ (H,W, α¯) , ∀ (H,W, α¯) ∈ U.
Sea Y ∈ X (T ∗Q) un campo vectorial relacionado con (H,W, α¯) por el método LCB simple, i.e.
Y ∈ z (H,W, α¯). Luego, Y es el levantamiento vertical de unmorfismo de fibrados y dado por (2.49),
con V simple y definida positiva alrededor de α¯, cumpliendo (2.46), y z = zq − z⊥ con z⊥ dado por la
Ec. (2.51) y zq de la forma (2.30). Queremos ver que Y ∈ z′ (H,W, α¯). Para ello, es suficiente mostrar
que, comparando (2.29) y (2.49),
z (α) = zd (α) + Zg
(
α, α,FV −1 (·))
para algún morfismo de fibrados zd de la forma (2.30) y algún tensor Zg dado por (2.34). Para ello, po-
demos definir{
Zg (α1, α2, σ) := Υ (α1, α2, σ) , Zg (σ1, σ2, γ) := −Υ (γ, σ2, σ1)−Υ (γ, σ1, σ2) ,
Zg (γ1, σ, γ2) := Zg (σ, γ1, γ2) := −12Υ (γ1, γ2, σ) , Zg (γ1, γ2, γ) := 0,
con αi ∈ T ∗Q, σ, σi ∈ Wˆ y γ, γi ∈W si i = 1, 2, y
zd (α) := zq (α)− Zg
(
α, α,FV −1(·)) .
De hecho, usando (2.50) y la definición de Zg ,
bV (zd(α), α) := bV (z(α), α)− Zg(α, α, α) = −µ(α) + 0 = −µ(α),
para todo α ∈ T ∗Q
bV (zd(α), σ) := bV (z(α), σ)− Zg(α, α, σ) = Υ(α, α, σ)−Υ(α, α, σ) = 0,
para todo σ ∈ Wˆ , y
zd(α¯) := z(α¯)− Zg
(
α¯, α¯,FV −1(·)) = 0− 0 = 0,
lo cual implica que zd cumple (2.30). Esto prueba el resultado que exponemos a continuación.
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Teorema 2.4. Los métodos LCB y CH, en sus versiones simples, son métodos de estabilización equivalentes.
Como conclusión, mencionemos una consecuencia directa (y a la vez importante) sobre el método
CH simple, que se deduce de los Teoremas 2.3 y 2.4: dada una terna (H,W, α¯) ∈ U, toda ley de control
Y ⊂ W para la cual existe una función de Lyapunov simple para XH + Y y α¯, puede construirse
mediante el CH simple. En pocas palabras, dentro del mundo de los sistemas Hamiltonianos simples
con actuadores, si queremos estabilizar uno de tales sistemas exhibiendo una función de Lyapunov
simple, el método CH simple (y, por supuesto, el método LCB simple) es la manera más general de
hacerlo. Según entendemos, esta es la primera vez que tal afirmación es enunciada.
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K Capítulo 3 k
Estabilizabilidad asintótica de
sistemas condos grados de libertad
Consideremos un sistema Hamiltoniano 1-subactuado sobre una variedad Q de dimensiónn, es decir, supongamos que las fibras del espacio de actuaciónW tienen dimensión n − 1.Supongamos que su Hamiltoniano asociadoH es simple (i.e. es de la forma energía cinética
más energía potencial) y fijemos un punto crítico α¯ del campo vectorial HamiltonianoXH asociado aH .
En la Referencia [12], D.E. Chang encontró condiciones suficientes que aseguran la estabilizabilidad
de un tal sistema en α¯, por medio de la existencia de una función de Lyapunov (simple) paraXH y α¯.
Concretamente, fijando coordenadas locales (U,ϕ) en las cuales el punto crítico cumpla (ϕ∗)−1(α¯) =
(0, . . . , 0), el espacio de actuación esté generado por el conjunto {dq1+a}n−1a=1 yH se escriba
H (q,p) =
1
2
piHij(q)pj + h (q) ;
tal condición puede expresarse como:
(∑n
i=1H1+a,i
∂2h
∂q1∂qi
)
(0, . . . , 0) 6= 0, para algún 1 ≤ a ≤ n− 1, o bien
∂2h
(∂q1)2
(0, . . . , 0) > 0
(3.1)
En términos intrínsecos, la primera de las expresiones en (3.1) dice que la linealización del sistema
Hamiltoniano subactuado alrededor de (0, . . . , 0) es controlable, mientras que la segunda expresa que
dicha linealización no es controlable y sus modos no controlables están dados por un par imaginario
puro.
Más aun, en el caso de sistemas con dos grados de libertad, la Referencia [13] presenta dos condi-
ciones adicionales que permiten asegurar no solo la estabilizabilidad, sino también la estabilizabilidad
asintótica. Todos estos resultados fueron desarrollados en el contexto del método del CH1 simple que
presentamos en el capítulo 2 (ver Def. 2.4).
1Más precisamente, su contraparte Lagrangiana: el método de los Lagrangianos controlados.
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En este capítulo vamos a presentar una derivación alternativa de la condición de estabilizabilidad
que mencionamos arriba [Ec. (3.1)], pero en el contexto del método LCB simple (ver Def. 2.5). Tenien-
do en cuenta las características del método LCB simple, esto es equivalente a estudiar la existencia de
soluciones definidas positivas de las ecuaciones cinéticas y potenciales. De hecho, el resultado hallado
por Chang se basa en el estudio de la existencia de soluciones definidas positivas de las condiciones de
matching simples.
Para realizar este estudio introduciremos un cambio de variable dependiente en las incógnitas del
término cinético V que resultará en una simplifación importante de las ecuaciones cinéticas y poten-
ciales. Al trabajar con el LCB en lugar del CH, podremosmostrar que la condición (3.1) no es solamente
suficiente para la estabilizabilidad, sino también necesaria si se pretende exhibir una función de Lya-
punov simple que garantice dicha estabilidad. Más precisamente, si queremos estabilizar un sistema
Hamiltoniano 1-subactuado construyendo una función de Lyapunov simple para el sistema a lazo ce-
rrado resultante, entonces la condición (3.1) debe cumplirse para el sistema no actuado.
Vale la pena destacar que los resultados de existencia de soluciones definidas positivas fueron ob-
tenidos independientemente de los análogos para el método CH simple. De hecho, fueron probados
antes de saber que ambos conjuntos de PDEs son de hecho el mismo,2 como se probó en el Capítulo 2.
Adicionalmenteprobaremosque, enel casode sistemas condosgradosde libertad, la condición (3.1)
no solamente asegura estabilizabilidad, sino también estabilizabilidad asintótica. En otras palabras,
no es necesaria una condición adicional, además de (3.1), para estabilizar asintóticamente un sistema
Hamiltoniano subactuado con dos grados de libertad. Este es el resultado principal de este capítulo
y fue probado, junto con la derivación alternativa de las condiciones de estabilidad para sistemas 1-
subactuados, en la Referencia [24].
El capítulo está organizado de la siguiente manera. En primer lugar, introduciremos los sistemas
regularmente actuados y reescribiremos las ecuaciones cinéticas y potenciales para esta subclase de sis-
temas que, en particular, incluye a los 1-subactuados. En la Sección §3.1, estudiaremos la existencia
de soluciones para tales ecuaciones en el caso de subactuación 1 y probaremos que (3.1) es condición
necesaria y suficiente para la estabilizabilidad de un tal sistema. En la última sección, combinaremos
el método LCB, el principio de invariancia de LaSalle, un algoritmo à la Dirac y el Lema de Morse y
mostraremos que (3.1) también es suficiente para concluir la estabilizabilidad asintótica en el caso de
sistemas con dos grados de libertad. El capítulo finaliza con un ejemplo que ilustra estos resultados.
Aclaración: para simplificar notación escribiremos 0 := (0, . . . , 0) ∈ Rn y nos referiremos a este
elemento como “origen”. De manera análoga utilizaremos la notación (0,0) := (0, . . . , 0) ∈ R2n.
Por otra parte, todos los espacios de actuaciónW considerados en este capítulo estarán definidos a
partir de un subfibrado vectorial de T ∗Q, i.e.Wα = vliftα
(
Wpi(α)
)
. Los HamiltonianosH y las funcio-
nes de Lyapunov V consideradas de ahora en adelante serán siempre simples (salvo que se aclare ex-
2Esto no debería resultar sorprendente, puesto que la forma de las condiciones dematching obtenidas originalmente por
Chang es sensiblemente distinta a la forma de las ecuaciones cinéticas y potenciales del LCB.
44
3.1. Ecuaciones cinéticas y potenciales para sistemas regularmente actuados
presamente lo contrario). Además, todas las cartas coordenadas utilizadas en expresiones locales serán
cartas centradas en el punto crítico α¯. Más precisamente, si q¯ = pi(α¯) y (U,ϕ) es una carta coordenada
alrededor de q¯, consideraremosϕ(q¯) = 0. Como hemos hecho en los capítulos anteriores, utilizaremos
las cartas inducidas en el cotangente, de modo que (ϕ∗)−1 (α¯) = (0,0).
3.1. Ecuaciones cinéticas y potenciales para sistemas regularmente actua-
dos
Fijemos un sistema subactuado (H,W) con H simple yW dado por un subfibradoW ⊆ T ∗Q.
Supondremos además queW es integrable, es decir, siW está generado localmente por formas dife-
renciales ξ1, . . . , ξm, supondremos que el ideal algebraico I generado por ξ1, . . . , ξm es también un
ideal diferencial, i.e. dI ⊂ I . Para tales subfibradosW , puede verse que existe una carta coordenada
local (U,ϕ) deQ tal que
Wq = span
{
dqn−m+a
∣∣
q
}m
a=1
= span
ϕ∗q(0, . . . , 0, 1︸︷︷︸
(n−m+a)-ésima posición
, 0, . . . , 0)

m
a=1
, ∀ q ∈ U, (3.2)
donde n := dimQ ym es el rango deW .
Definición 3.1. Un sistema Hamiltoniano subactuado (H,W) se dice regularmente actuado si la dis-
tribución asociadaW es integrable. En tal caso, diremos que una carta coordenada (U,ϕ) cumpliendo
(3.2) es una carta adaptada aW .
En lo que sigue, valiéndonos de las coordenadas que acabamos de introducir, encontraremos una
nueva expresión local para las ecuaciones cinéticas y potenciales para el caso de sistemas regularmente
actuados. Para ello, denotaremos s = n−m y usaremos la siguiente convención de índices:
i, j, k, l = 1, . . . , n,
µ, ν, σ, τ = 1, . . . , s,
a, b, c, d, e = 1, . . . ,m,
x, y, z = 1, . . . ,m− 1.
Como hemos hecho anteriormente, utilizaremos la siguiente notación para las expresiones locales de
H y V :
H(q,p) =
1
2
piHij(q)pj + h(q) (3.3)
y
V (q,p) =
1
2
piVij(q)pj + v(q) (3.4)
y omitiremos la dependencia de q de las funcionesH, h,V y v para simplificar la notación.
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Recordemos que las ecuaciones cinéticas y potenciales se escriben(
∂Vij
∂qk
Hkl − ∂H
ij
∂qk
Vkl
)
pipjpl = 0
y (
∂v
∂qk
Hkl − ∂h
∂qk
Vkl
)
pl = 0,
respectivamente. Ambas ecuaciones deben ser resueltas para todo p ∈ (ϕ∗)−1(Wˆ ) y para todo q ∈
ϕ(U). Dado que (ϕ∗)−1(Wˆ ) es el complemento ortogonal de (ϕ∗)−1(W ) respecto de V, la condición
p ∈ (ϕ∗)−1(Wˆ ) es equivalente a
Vs+a,ipi = 0, para cada a = 1, . . . ,m. (3.5)
Dado que V es una matriz simétrica y definida positiva de dimensión n, si r ≤ n es un entero
positivo, sabemos que toda submatrizVr dada por
Vxyr := Vn−r+x,n−r+y ∀ 1 ≤ x, y ≤ r.
es, a su vez, simétrica y definida positiva (ver Apéndice). En particular, cada una de estasmatrices es in-
vertible y su inversa es tambiénsimétrica ydefinidapositiva. Tomandor = m es claroque (Vm)acVcbm =
δba.
Observación 3.1. Es importante notar la diferencia entre los símbolos Vab y (Vm)ab. El primero denota
el elemento “a, b” de la inversa deV, mientras que el segundo denota el elemento “a, b” de la inversa de
la matriz Vm. En consecuencia, cabe destacar que los números (Vm)ab dependen exclusivamente de
los númerosVabm = Vs+a,s+b y no de los númerosVµν . N
En estas condiciones, y usando la Ecuación (3.5),
Vs+a,ipi = 0⇒
Vs+a,µpµ + Vs+a,s+bps+b = 0⇒
Vs+a,s+bps+b = −Vs+a,µpµ ⇒
ps+b = −(Vm)baVs+a,µpµ.
Luego, definiendo
γµb := (Vm)baV
s+a,µ, (3.6)
la condición (3.5) es equivalente a
ps+b = −γµb pµ. (3.7)
Estudiemos ahora las ecuaciones cinéticas. Tomando el primer término entre paréntesis, escriba-
mos
∂Vij
∂qk
Hklpipjpl =
(
pi
∂Vij
∂qk
pj
)(
Hklpl
)
,
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y analicemos cada factor por separado. En primer lugar,
Hklpl = Hkσpσ +Hk,s+bps+b = Hkσpσ −Hk,s+bγσb pσ =
(
Hkσ −Hk,s+bγσb
)
pσ,
donde hemos usado (3.6) y (3.7). Por otro lado,
pi
∂Vij
∂qk
pj = pi
(
∂Viν
∂qk
pν +
∂Vi,s+b
∂qk
ps+b
)
= pi
(
∂Viν
∂qk
pν − ∂V
i,s+b
∂qk
γνb pν
)
= pi
(
∂Viν
∂qk
− ∂V
i,s+b
∂qk
γνb
)
pν
=
[
pµ
(
∂Vµν
∂qk
− ∂V
µ,s+b
∂qk
γνb
)
+ ps+a
(
∂Vs+a,ν
∂qk
− ∂V
s+a,s+b
∂qk
γνb
)]
pν
=
[
pµ
(
∂Vµν
∂qk
− ∂V
µ,s+b
∂qk
γνb
)
− γµa pµ
(
∂Vs+a,ν
∂qk
− ∂V
s+a,s+b
∂qk
γνb
)]
pν
= pµ
[
∂Vµν
∂qk
− ∂V
µ,s+b
∂qk
γνb − γµa
∂Vs+a,ν
∂qk
+ γµa
∂Vs+a,s+b
∂qk
γνb
]
pν .
Efectuando un cambio de índices mudos y utilizando (3.6),
pi
∂Vij
∂qk
pj = pµ
[
∂Vµν
∂qk
− ∂V
µ,s+b
∂qk
(Vm)bdVs+d,ν − (Vm)dbVs+b,µ∂V
s+d,ν
∂qk
+Vµ,s+b(Vm)eb
∂Vs+e,s+a
∂qk
(Vm)adVν,s+d
]
pν
= pµ
[
∂Vµν
∂qk
− (Vm)bd
∂
(
Vµ,s+bVν,s+d
)
∂qk
− Vµ,s+b∂(Vm)bd
∂qk
Vν,s+d
]
pν
= pµ
[
∂Vµν
∂qk
− ∂
(
Vµ,s+b(Vm)bdVν,s+d
)
∂qk
]
pν
= pµ
∂
(
Vµν − Vµ,s+b(Vm)bdVν,s+d
)
∂qk
pν ,
donde hemos usado la simetría deV yVm. Luego, si definimos
δµν := Vµν − Vµ,s+b(Vm)bdVν,s+d, (3.8)
y
Aσk := Hkσ −Hk,s+bγσb , (3.9)
tenemos que
∂Vij
∂qk
Hklpipjpl = Aσk
∂δµν
∂qk
pµpνpσ.
Analicemos ahora el segundo término de las ecuaciones cinéticas. De manera análoga, escribamos
∂Hij
∂qk
Vklpipjpl =
(
pi
∂Hij
∂qk
pj
)(
Vklpl
)
.
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Nuevamente analizamos por separado y hallamos
Vklpl = Vklpl = Vkσpσ + Vk,s+aps+a =
(
Vkσ − Vk,s+a(Vm)abVs+b,σ
)
pσ,
para el segundo término entre paréntesis y(
pi
∂Hij
∂qk
pj
)
=
(
∂Hµν
∂qk
− ∂H
µ,s+b
∂qk
γνb −
∂Hν,s+a
∂qk
γµa + γ
µ
a γ
ν
b
∂Hs+a,s+b
∂qk
)
pµpν ,
para el primero. Juntando ambas expresiones, se sigue que(
pi
∂Hij
∂qk
pj
)(
Vklpl
)
=
(
∂Hµν
∂qk
− ∂H
µ,s+b
∂qk
γνb −
∂Hν,s+a
∂qk
γµa + γ
µ
a γ
ν
b
∂Hs+a,s+b
∂qk
)(
Vkσ
−Vk,s+a(Vm)abVs+b,σ
)
pµpνpσ
=
(
∂Hµν
∂qτ
− ∂H
µ,s+b
∂qτ
γνb −
∂Hν,s+a
∂qτ
γµa + γ
µ
a γ
ν
b
∂Hs+a,s+b
∂qτ
)
(Vτσ
−Vτ,s+a(Vm)abVs+b,σ
)
pµpνpσ
=
(
∂Hµν
∂qτ
− ∂H
µ,s+b
∂qτ
γνb −
∂Hν,s+a
∂qτ
γµa + γ
µ
a γ
ν
b
∂Hs+a,s+b
∂qτ
)
δτσpµpνpσ.
Por lo tanto, definiendo
Bµντ :=
∂Hµν
∂qτ
− ∂H
µ,s+b
∂qτ
γνb −
∂Hν,s+a
∂qτ
γµa + γ
µ
a γ
ν
b
∂Hs+a,s+b
∂qτ
, (3.10)
las ecuaciones cinéticas se escriben(
Aσk
∂δµν
∂qk
−Bµντ δτσ
)
pµpνpσ = 0, ∀ (p1, . . . , ps) ∈ Rs. (3.11)
Observación 3.2. Notemos que tanto δµν comoBµντ son simétricos en los índicesµ y ν [ver (3.8) y (3.10)].
N
Observación 3.3. Los númerosAσk yBµντ pueden entenderse como las componentes de dos tensores que
denotaremosA yB, respectivamente. N
Observemos que la Ecuación (3.11) se trata de la anulación de un polinomio homogéneo de grado
3 en las variables p1, . . . , ps. Es un hecho conocido que la anulación de un tal polinomio es equivalen-
te a la anulación de cada uno de los coeficientes correspondientes a cada monomio. Tales coeficientes
se obtienen como la simetrización en los índices µ, ν y σ del término entre paréntesis en (3.11). A su
vez, la simetrización se obtiene sumando dicho término sobre todas las permutaciones de los índices
involucrados. Sin embargo, siguiendo la Observación 3.2, basta tomar solamente la suma sobre las per-
mutaciones cíclicas. Llegamos así a una nueva expresión para las ecuaciones cinéticas∑
(µνσ)
(
Aσk
∂δµν
∂qk
−Bµντ δτσ
)
= 0 (3.12)
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donde
∑
(µνσ) representa la suma sobre permutaciones cíclicas únicamente. Notemos que hay una
ecuación por cada elección de índices µνσ, de modo que hay
(n−m+ 2)(n−m+ 1)(n−m)
6
ecuaciones.
Observación 3.4. 1. La asignación
V 7→ (δ, γ,Vm)
es una aplicación suave con inversa suave. De hecho, dicha inversa está dada por
Vs+a,s+b = Vabm
Vµ,s+a = Vs+a,µ = Vabmγ
µ
b
Vµν = δµν + γµaVabmγ
µ
b
. (3.13)
Más aun,V es simétrica y definida positiva si y sólo si δ yVm lo son. En efecto, siV es simétrica y
definida positiva, también lo esVm gracias al Teorema A.2 y a la simetría deV. A su vez, δ resulta
simétrica por (3.8) y definida positiva por el Corolario A.1. Por otro lado, si δ yVm son simétricas
y definidas positivas, V resulta simétrica por (3.13) y es definida positiva por el Teorema A.2 y el
Corolario A.1 nuevamente.
2. Como era de esperar, la cantidad de ecuaciones cinéticas coincide con (2.42).
3. Vale la pena señalar que las variables γµb no aparecen derivadas en (3.12), de modo que en esta
versión de las ecuaciones cinéticas podemos pensar en las variables δµν como las incógnitas y en
las variables γµb como parámetros para dichas ecuaciones. Por otro lado, las variables (Vm)ab ni
siquiera aparecen en (3.12).
N
Observación 3.5. En el caso en quem = 1 notemos que, usando una carta (U,ϕ) adaptada aW y toman-
doWq = span{ξ(q)}, se tiene que
vliftpiα (ξ (pi (α))) =
∂
∂pn
∣∣∣∣
α
, ∀α ∈ T ∗U.
Luego, la señal de control Y sobre T ∗U se escribirá
Y (α) = λ (α)
∂
∂pn
∣∣∣∣
α
,
o bien en coordenadas
Y (q,p) = (0, 0, 0, λ(q,p)) ,
donde [recordar (1.38)]
λ(q,p) = −µ(q,p) + {V,H}(q,p)
(pn + γµ(q)pµ)Vnn(q)
.
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A su vez, la versión local de (1.41) se escribirá
µ (q,p) = κ
(
piVni (q)
)2
= κ (γµ (q) pµ + pn)2 (Vnn (q))2 . (3.14)
N
En el caso de las ecuaciones potenciales (1.45), podemos proceder análogamente y encontrar
Aσk
∂v
∂qk
− ∂h
∂qτ
δτσ = 0, (3.15)
que es un sistema de s PDEs para v.
Observación 3.6. Notemos que, considerando al el conjunto de incógnitas (δµν , v), el sistema de PDEs
dado por (3.12) y (3.15) es un sistema lineal de PDEs. N
Resumiendo, en el caso en el cualW es un subfibrado vectorial integrable de rangom y consideran-
do una carta coordenada adaptada aW , las ecuaciones cinéticas y potenciales (1.44) y (1.45) [junto con
(3.5)] están dadas por (3.12) y (3.15), respectivamente. Para regresar de las variables δµν , γµb y (Vm)ab a
las variables originalesVij , podemos utilizar el cambio inverso descripto en la Observación 3.4.
3.2. Estabilizabilidad de sistemas 1-subactuados
Dado un sistema Hamiltoniano 1-subactuado (H,W) sobre una variedad suave Q de dimensión
n (i.e. el grado de actuación es n − 1) conH simple, y dado un punto crítico α¯ de su campo vectorial
Hamiltoniano asociadoXH , en esta sección encontraremos condiciones necesarias y suficientes para
asegurar que un tal sistema puede ser estabilizado en α¯ exhibiendo una función de Lyapunov simple
para el CLMS correspondiente. Más aun, en el caso en que n = 2, probaremos en la sección siguiente
que tales condiciones son también suficientes para asegurar estabilizabilidad asintótica local. Demos-
traremos estos resultados usando el método LCB simple que introdujimos anteriormente. Para ello,
utilizaremos las expresiones de las ecuaciones cinéticas y potenciales halladas en la sección anterior,
i.e. las Ecs. (3.12) y (3.15).
3.2.1. Las ecuaciones cinéticas y potenciales para sistemas 1-subactuados
Consideremos un sistemaHamiltoniano 1-subactuado (H,W) sobre unan-variedad diferenciable
Q, conH simple yW dado por un subfibrado vectorialW de T ∗Q de rangom = n− 1. Debido a razo-
nes dimensionales, (H,W) resulta regularmente actuado (i.e.W es un subfibrado integrable). Luego,
tomando una carta coordenada adaptada aW , (U,ϕ), las ecuaciones cinéticas y potenciales para nues-
tro sistema están dadas por (3.12) y (3.15). En este caso, como s = 1, podemos simplificar la notación
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empleada en las ecuaciones de la siguiente manera:
δ := δ11 = V11 − V1,1+a(Vm)abV1+b,1, (3.16)
γb := γ
1
b = (Vm)baV1+a,1, (3.17)
B := B111 =
∂H11
∂q1
− 2∂H
1,1+b
∂q1
γb + γaγb
∂H1+a,1+b
∂q1
, (3.18)
Ak := A1k = H1k −Hk,1+aγa (3.19)
por lo que (3.12) se escribe
Ak
∂δ
∂qk
−Bδ = 0, δ > 0 (3.20)
mientras que (3.15) se reduce a
Ak
∂v
∂qk
− ∂h
∂q1
δ = 0. (3.21)
Siguiendo el desarrollo de la sección anterior, debemos encontrarm funciones γ1, . . . , γm para las cua-
les exista una solución local δ de (3.20) que sea positiva en un entorno de 0 y fijar unamatriz simétrica
y definida positiva Vm de dimensión m = n − 1. En tal caso, el término cinético de la función de
Lyapunov buscada se obtiene con el cambio [recordar (3.13)]
V1+a,1+b = Vabm
V1,1+a = V1+a,1 = Vabmγb
V11 = δ + γaVabmγb.
Adicionalmente, para las funciones γb y δ halladas anteriormente, debemos resolver la Ec. (3.21)
para v. Dicha solución debe cumplir localmente
v(0) = 0 y v(q) > 0 (3.22)
para todo q 6= 0.
Resumiendo, para sistemas 1-subactuados, la aplicación delmétodo LCB simple se condensa en las
Ecuaciones (3.20), (3.21) y (3.22).
3.2.2. Una condición suficiente para la estabilizabilidadmediante elmétodo LCB simple
Continuemos ahora con el sistema 1-subactuado (H,W) en las coordenadas (U,ϕ) adaptadas a
W , el punto crítico (0,0) deXH y la notación de la subsección anterior. Si encontramos una solución
de las Ecuaciones (3.20), (3.21) y (3.22), entonces, siguiendo los puntos de la Definición 2.5, podremos
construir un campo vectorial Y y una función de Lyapunov simple para XH + Y y (0,0) (al menos
localmente alrededor de (0,0)). Esto significa que el sistema (H,W) es estabilizable alrededor de α¯ =
0q¯ . Luego, la estabilizabilidad de (H,W) alrededor de α¯ puede ser analizada estudiando el problema
de existencia de soluciones (δ, γ, v) de las Ecuaciones (3.20), (3.21) y (3.22).
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Como estrategia general, podemos pensar en resolver la primera ecuación para δ. Luego, reempla-
zando dicha solución en (3.21), resolver para v. Siguiendo esta idea, notemos que la primera es una
ecuación en derivadas parciales de primer orden lineal con campo vectorial característico dado por
(A1, . . . , An), de modo que podemos usar el Método de Características para resolverlo. Para ello, debe-
mos fijar una condición de borde sobre una subvariedad de codimensión 1 no característica que con-
tenga a 0. Recordemos que una subvariedad Γ ⊂ Rn es no característica si para todo q ∈ Γ vale que
Rn ≡ TqRn = TqΓ ⊕ span{A(q)}, i.e. A es “transversal” a Γ en todo punto de la misma. Dado que
buscamos soluciones locales, es suficiente con encontrar una subvariedad Γ que sea no característica
en un entorno de 0. ComoH es definida positiva, es claro queHnn(0) > 0 y por lo tanto si escogemos
γm(0) 6= H
1n(0)−Hn,1+x(0)γx(0)
Hnn(0)
, (3.23)
se sigue que [ver Ec. (3.19)]
An(0) = H1n(0)−Hn,1+a(0)γa(0) 6= 0.
Por lo tanto podemos considerar la siguiente subvariedad deRn:
Γ := {q ∈ Rn | qn = 0} ∩ ϕ(U),
que es claramente no característica en 0 y por continuidad es no característica en un entorno de 0.
AchicandoU de ser necesario, podemos suponer queΓ es efectivamente no característica. De ahora en
más, usaremos este proceso de achicamiento implícitamente para indicar que una condición válida en
un subconjunto abierto deU es válida de hecho en todoU .
Dado que precisamos que δ > 0, podemos imponer la condición de borde δ|Γ = g, donde g :
Rn−1 → R es una función tal que g(0) > 0. En este caso, el Teorema de Características establece que
existe una única solución δ de (3.20) tal que δ(q1, . . . , qn−1, 0) = g(q1, . . . , qn−1), que implica, por
continuidad, que δ(q) > 0 alrededor de 0 y por lo tanto en todoU .
Continuemos ahora con la ecuación potencial (3.21). Se trata en este caso también de una ecuación
en derivadas parciales de primer orden, cuyo campo vectorial característico es nuevamente A. Supo-
niendo que vale (3.23), Γ resulta nuevamente una subvariedad no característica y podemos imponer la
condición de borde v|Γ = f, donde f : Rn−1 → R es una función suave tal que f(0) = 0. Esta última
condición implica que v (0) = 0, que es la primera condición que precisa (3.22). La segunda parte de la
condición de positividad para v establece que 0 es un punto crítico aislado de v en donde se alcanza un
mínimo local, o equivalentemente, 0 es un punto crítico de v y el Hessiano de v, Hess(v), es definido
positivo en 0. Analicemos estas condiciones. Dado que 0 es un punto crítico de h (ver Observación 2.7),
i.e.
(
∂h
∂q1
(0), . . . , ∂h∂qn (0)
)
= 0, se sigue de (3.21) que v debe cumplir
Ak(0)
∂v
∂qk
(0) = 0.
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Luego, comoAn(0) 6= 0 [ver (3.23)], para que
(
∂v
∂q1
(0), . . . , ∂v∂qn (0)
)
= 0 es suficiente que 0 sea crítico
para f, i.e.
(
∂f
∂q1
(0), . . . , ∂f
∂qn−1 (0)
)
= (0, . . . , 0). Por otro lado, siguiendo el criterio de Sylvester (ver el
Teorema A.1), Hess(v) es definido positivo en 0 si y sólo si
Hess(v)r(0) > 0 ∀ r = 1, . . . , n.
Para evaluar esta condición, debemos describir las entradas de la matriz Hess(v)(0). Dichas entradas
están relacionadas con la ecuación (3.21) y con la condición de borde v|Γ = f. En efecto, por un lado es
claro que
∂2v
∂qa∂qb
(0) =
∂2f
∂qa∂qb
(0) = Hess(f)ab(0),
mientras que, derivando la Ec. (3.21) respecto de qa y evaluando en 0 (recordar que 0 es crítico para v y
h)
Ak(0)
∂2v
∂qa∂qk
(0)− δ(0) ∂
2h
∂qa∂q1
(0) = 0,
de modo que
An(0)
∂2v
∂qa∂qn
(0) = δ(0)
∂2h
∂qa∂q1
(0)−Ab(0)Hess(f)ab(0),
y por lo tanto
∂2v
∂qa∂qn
(0) =
δ(0)
An(0)
∂2h
∂qa∂q1
(0)− A
b(0)
An(0)
Hess(f)ab(0). (3.24)
Por último, derivando respecto de qn, evaluando en 0 y despejando obtenemos
∂2v
∂(qn)2
(0) =
δ(0)
An(0)
∂2h
∂qn∂q1
(0)− A
a(0)
An(0)
∂2v
∂qn∂qa
(0),
y usando (3.24) hallamos
∂2v
∂(qn)2
(0) =
δ(0)
An(0)
∂2h
∂qn∂q1
(0)− A
a(0)
An(0)
[
δ(0)
An(0)
∂2h
∂qa∂q1
(0)− A
b(0)
An(0)
Hess(f)ab(0)
]
=
1
An(0)
[
δ
∂2h
∂qn∂q1
− δA
a
An
∂2h
∂q1∂qa
+
AaHess(f)abA
b
An
]
(0). (3.25)
DadoqueHess(f)r(0) = Hess(v)r(0)para todo r = 1, . . . , n−1, una condiciónnecesaria para que
Hess(v)(0) sea definido positivo es que Hess(f)(0) lo sea. El siguiente lema da condiciones necesarias
y suficientes para que Hess(v)(0) sea definido positivo.
Lema 3.1. Dadas funciones γb tales que An(0) 6= 0 y una solución local y positiva δ de (3.20), existe f tal que
Hess(v)(0) es definido positivo si y sólo si
Ai(0)
∂2h
∂q1∂qi
(0) > 0. (3.26)
Demostración. Supongamos primero que existe una función f tal que Hess(v)(0) es definido positivo.
Luego, para todo vector ~x ∈ Rn no nulo vale que
xiHess(v)ij(0)x
j > 0.
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En particular, considerando ~x = (~y, 1), donde ~y ∈ Rn−1 está dado por
~y =
(
A1(0)
An(0)
, . . . ,
An−1(0)
An(0)
)
,
y usando (3.24) y (3.25) encontramos que
0 < yaHess(f)ab(0)y
b + 2ya
∂2v
∂qa∂qn
(0) +
∂2v
∂(qn)2
(0)
=
Aa(0)Hess(f)ab(0)A
b(0)
[An(0)]2
+ 2
Aa(0)
[An(0)]2
[
δ(0)
∂2h
∂qa∂q1
(0)−Ab(0)Hess(f)ab(0)
]
+
1
[An(0)]2
[
Anδ
∂2h
∂qn∂q1
−Aaδ ∂
2h
∂q1∂qa
+AaHess(f)abA
b
]
(0)
=
δ(0)
[An(0)]2
[
Ai(0)
∂2h
∂q1∂qi
(0)
]
,
pero como δ(0) > 0 y [An(0)]2 > 0, esto puede ocurrir únicamente si
Ai(0)
∂2h
∂q1∂qi
(0) > 0.
Recíprocamente, supongamos que vale (3.26), fijemos F ∈ Mn−1(R) una matriz simétrica y defi-
nida positiva y consideremos
f(q1, . . . , qn−1) =
1
2
qaFabqb
de modo que
Hess(f)(0) = F.
Denotemos ~w ∈ Rn−1 al vector de componentes
wa =
∂2v
∂qn∂qa
(0).
Si existe a para el cualAa(0) 6= 0, entonces es fácil ver [recordar (3.24)] que F puede tomarse de modo
que ~w 6= 0. Si por el contrario tenemos queAa(0) = 0 para todo a y ~w = 0, tenemos que
∂2v
∂(qn)2
(0) =
δ(0)
An(0)
∂2h
∂qn∂q1
(0) =
δ(0)
[An(0)]2
An(0)
∂2h
∂qn∂q1
(0) =
δ(0)
[An(0)]2
Ai(0)
∂2h
∂qi∂q1
(0) > 0,
y usando el Criterio de Sylvester es claro que Hess(v)(0) es definido positivo.
Supongamos ahora que ~w 6= 0 y denotemos
mF = mı´n
~y∈Rn−1
yaFab(0)yb.
Es claro que mF > 0 puesto que F es definida positiva (de hecho, es fácil ver que mF es el mínimo
autovalor de F). Con esta elección para f, y tomando un vector ~x = (~y, z) con ~y ∈ Rn−1 y denotando
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por ‖ · ‖E la norma euclídea, tenemos
xiHess(v)ij(0)x
j = yaFab(0)yb + 2z~y · ~w + z2 ∂
2v
∂(qn)2
(0)
≥ mF‖~y‖2E + 2z~y · ~w + z2
∂2v
∂(qn)2
(0)
≥ mF‖~y‖2E − 2|z|‖~y‖E‖~w‖E + z2
∂2v
∂(qn)2
(0)
= mF
(
‖~y‖2E − 2
|z|√
mF
‖~w‖E√
mF
‖~y‖E + z
2
mF
∂2v
∂(qn)2
(0)
)
,
y definiendo β = ‖~w‖E√mF
xiHess(v)ij(0)x
j = mFβ
2
(‖~y‖2E
β2
− 2 |z|√
mF
‖~y‖E
β
+
z2
mFβ2
∂2v
∂(qn)2
(0)
)
= mFβ
2
[(
1
β2
∂2v
∂(qn)2
(0)− 1
)
z2
mF
+
( |z|√
mF
− ‖~y‖E
β
)2]
.
Por lo tanto, es suficiente que ∂
2v
∂(qn)2
(0) > β2 para queHess(v)(0) sea definido positivo. Consideremos
ahora F = mFI, donde I es lamatriz identidad de dimensión n− 1 y veamos que podemos escogermF
para satisfacer esta desigualdad. Utilizando (3.25) y la definición de β esta desigualdad es equivalente
a (omitimos el símbolo 0 para no recargar la notación)
1
(An)2
[
δAn
∂2h
∂q1∂qn
− δAa ∂
2h
∂q1∂qa
+mF‖ ~A‖2E
]
>
1
(An)2mF
[
m∑
a=1
δ2
(
∂2h
∂q1∂qa
)2
−2mFδAa ∂
2h
∂q1∂qa
+m2F‖ ~A‖2E
]
o bien, simplificando,
δAn
∂2h
∂q1∂qn
+ δAa
∂2h
∂q1∂qa
>
1
mF
m∑
a=1
δ2
(
∂2h
∂q1∂qa
)2
⇔
δAi
∂2h
∂q1∂qi
>
1
mF
m∑
a=1
δ2
(
∂2h
∂q1∂qa
)2
⇔
mF > δ
∑m
a=1
(
∂2h
∂q1∂qa
)2
Ai ∂
2h
∂q1∂qi
.
Por lo tanto, basta escogermF de modo tal que
mF > δ
∑m
a=1
(
∂2h
∂q1∂qa
)2
Ai ∂
2h
∂q1∂qi
,
para lograr que Hess(v)(0) sea definido positivo (notar que esto siempre es posible). 
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El lema anterior da condiciones necesarias y suficientes para lograr que la solución v encontrada
mediante elMétododeCaracterísticas presenteunmínimo local aislado en0. La condición 3.26 estable-
ce una relación entre los valores de las funcionesHij , Hess(h)1i y γb en 0. Por esta razón, es razonable
preguntarnos si es posible escoger las funciones γb demodoque (3.26) se cumpla. El siguiente lemadice
que esto no siempre es posible, sino que depende del sistema no actuado.
Lema 3.2. Existen constantes γa(0) para las cualesAi(0) ∂
2h
∂q1∂qi
(0) > 0 si y sólo si ∂
2h
∂q1∂qi
(0)Hi,1+a(0) 6= 0, para algún 1 ≤ a ≤ n− 1, o bien
∂2h
(∂q1)2
(0) > 0
(3.27)
Más aun,
1. si ∂
2h
∂q1∂qi
(0)Hi,1+a(0) 6= 0 basta tomar
|γa(0)| >
∣∣∣∣∣∣∣
∂2h
∂q1∂qi
(0)H1i(0)−∑n−1x=1
x 6=a
∂2h
∂q1∂qi
(0)Hi,1+x(0)γx(0)
∂2h
∂q1∂qi
(0)Hi,1+a(0)
∣∣∣∣∣∣∣ (3.28)
y
∂2h
∂q1∂qi
(0)Hi,1+a(0)γa(0) < 0,
con γx(0) arbitrarios para todo x 6= a.
2. Si por el contrario ∂
2h
∂q1∂qi
(0)Hi,1+a(0) = 0 para todo a pero ∂2h
(∂q1)2
(0) > 0, cualquier elección para las
constantes γa(0) es buena.
Demostración. Veamos primero la condición necesaria. Probemos el contrarrecíproco, es decir, supon-
gamos que
H1+a,i(0)
∂2h
∂q1∂qi
(0) = 0, ∀ a = 1, . . . , n− 1; y ∂
2h
(∂q1)2
(0) ≤ 0,
y mostremos entonces queAi(0) ∂
2h
∂q1∂qi
(0) ≤ 0. En efecto
Ai(0)
∂2h
∂q1∂qi
(0) = (H1i −Hi,1+aγa)(0) ∂
2h
∂q1∂qi
(0) = H1i(0)
∂2h
∂q1∂qi
(0)
= H11(0)
∂2h
∂(q1)2
(0) +H1,1+a(0)
∂2h
∂q1∂q1+a
(0). (3.29)
Ahora, dado queH(0) es definida positiva, sabemos queHm(0) es invertible y por lo tanto la identidad
H1+a,i(0)
∂2h
∂q1∂qi
(0) = 0,
o equivalentemente
Habm(0)
∂2h
∂q1∂q1+b
(0) = −H1+a,1(0) ∂
2h
∂(q1)2
(0),
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implica que
∂2h
∂q1∂q1+a
(0) = −(Hm)ab(0)H1+b,1(0) ∂
2h
∂(q1)2
(0),
de modo que insertando esta última expresión en (3.29), encontramos
Ai(0)
∂2h
∂q1∂qi
(0) =
(
H11(0)−H1,1+a(0)(Hm)ab(0)H1+b,1(0)
) ∂2h
∂(q1)2
(0)
= det(δ(H(0), 1))
∂2h
∂(q1)2
(0) =
det(H(0))
det[Hm(0)]
∂2h
∂(q1)2
(0) ≤ 0,
donde hemos usado la notación del Apéndice y el Lema A.2.
Probemos ahora la suficiencia. Dado que
Ai(0)
∂2h
∂q1∂qi
(0) =
(
H1i −Hi,1+aγa
)
(0)
∂2h
∂q1∂qi
(0)
= H1i(0)
∂2h
∂q1∂qi
(0)−Hi,1+a(0)γa(0) ∂
2h
∂q1∂qi
(0)
lo que debemos probar es que existen constantes γa(0) tales que
∂2h
∂q1∂qi
(0)Hi,1+a(0)γa(0) <
∂2h
∂q1∂qi
(0)H1i(0). (3.30)
Debido a que el término de la izquierda es lineal en γa(0), basta ver que existe al menos un a para el
que
∂2h
∂q1∂qi
(0)Hi,1+a(0) 6= 0.
Pero esta es exactamente la primera de las hipótesis del Lema. En este caso, podemos tomar
|γa(0)| >
∣∣∣∣∣∣∣
∂2h
∂q1∂qi
(0)H1i(0)−∑n−1x=1
x 6=a
∂2h
∂q1∂qi
(0)Hi,1+x(0)γx(0)
∂2h
∂q1∂qi
(0)Hi,1+a(0)
∣∣∣∣∣∣∣
y tal que
∂2h
∂q1∂qi
(0)Hi,1+a(0)γa(0) < 0.
Supongamos ahora que
∂2h
∂(q1)2
(0) > 0 y
∂2h
∂q1∂qi
(0)Hi,1+a(0) = 0 ∀ a = 1, . . . , n− 1.
En este caso, el término izquierdo de (3.30) es 0. Usando la positividad deHij(0), tenemos
0 <
∂2h
∂q1∂qi
(0)Hij(0)
∂2h
∂q1∂qj
(0)
=
∂2h
∂q1∂qi
(0)
(
Hi1(0)
∂2h
∂(q1)2
(0) +Hi,1+a(0)
∂2h
∂q1∂q1+a
(0)
)
=
∂2h
∂q1∂qi
(0)Hi1(0)
∂2h
∂(q1)2
(0)
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y como ∂
2h
∂(q1)2
(0) > 0, deducimos que
∂2h
∂q1∂qi
(0)Hi1(0) > 0.
que es lo que queríamos probar [ver (3.30)]. 
Resumiendo, si la condición (3.27) se cumple, para encontrar una solución local (δ, γa, v) de (3.20),
(3.21) y (3.22), es suficiente escoger las constantes γa(0) cumpliendo (3.23) y siguiendo los puntos 1 y 2
del Lema 3.2, y las funciones g y f (que definen las condiciones de borde de las ecuaciones cinéticas y
potenciales) de manera tal que
g (0) > 0, f (0) = 0, ∇f(0) = 0,
y
mF = mı´n
~y∈Rn−1
yaHess(f)ab(0)y
b >
δ
∑m
a=1 δ
2
(
∂2h
∂q1∂qa
)2
Ai ∂
2h
∂q1∂qi
 (0).
En consecuencia, hemos probado lo siguiente.
Teorema 3.1. Consideremos un sistema subactuado (H,W) sobre una n-variedadQ, conH simple yW dado
por un subfibradoW de rango 1, y consideremos un punto crítico α¯ = 0q¯ ∈ T ∗¯qQ deXH . Fijemos una carta
coordenada adaptada aW y centrada en q¯, y consideremos la correspondiente expresión local deH dada por (3.3).
Si la Ec. (3.27) se cumple, entonces (H,W) es estabilizable en α¯, i.e. existe un campo vectorial localY , definido en
un entorno de α¯, tal que el sistema a lazo cerrado (H,Y )W resulta estable en α¯. Más aun, dicha estabilidad puede
asegurarse mediante la existencia de una función de Lyapunov simple.
Un resultado análogo al del teorema anterior fue encontrado en [13], pero en el contexto del energy
shaping.
Observación 3.7. En la referencia [13], se probó que una condición suficiente (intrínseca) para alcanzar
la estabilidad de puntos de equilibrio inestables en sistemas 1-subactuados es que
1. la linealización del sistema en α¯ es controlable o bien,
2. la linealización del sistema en α¯ no es controlable pero susmodos no controlables forman un par
imaginario puro.
De hecho, usando la condición de controlabilidad para sistemas lineales [9], no es difícil ver que en
una carta coordenada adaptada aW centrada en q¯, la primera de estas condiciones es equivalente a
∂2h
∂q1∂qi
(0)Hi,1+a(0) 6= 0, para algún 1 ≤ a ≤ n− 1,
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mientras que la segunda es equivalente a
∂2h
∂q1∂qi
(0)Hi,1+a(0) = 0, para todo 1 ≤ a ≤ n− 1, y ∂
2h
(∂q1)2
(0) > 0.
N
Definición 3.2. Dado un sistema subactuado (H,W) con un punto de equilibrio inestable α¯, diremos
que el sistema es tipo 1 si la linealización del sistema en α¯ es controlable y que es tipo 2 si dicha lineali-
zación es no controlable con modos no controlables dados por un par imaginario puro.
3.2.3. Una condición necesaria para la existencia de una función de Lyapunov simple
Fijemos nuevamente un sistema 1-subactuado sobre una n-variedad suave Q y consideremos un
punto de equilibrio α¯ = 0q¯ ∈ T ∗¯qQ de XH . Supongamos que (H,W) puede ser estabilizado en α¯,
y que la estabilidad del sistema a lazo cerrado correspondiente puede ser asegurada por la existencia
de una función de Lyapunov simple. Más precisamente, supongamos que existe un campo vectorial Y
con imagen enW y una función de Lyapunov simple V para XH + Y y α¯, definida al menos en un
entorno de α¯. Entonces, el Teorema 2.3 nos dice que Y y V deben estar dadas por el método LCB sim-
ple. En particular, V está dada localmente, en una carta (U,ϕ) adaptada aW y centrada en q¯, por una
solución (δ, γa, v) de las Ecuaciones (3.20), (3.21) y (3.22), y por (3.4), (3.16) y (3.17). Queremos mostrar
entonces que se cumple (3.27). Para ello, supongamos primero que An(0) 6= 0 [i.e. γm(0) satisface
(3.23)] y definamos f
(
q1, . . . , qn−1
)
:= v
(
q1, . . . , qn−1, 0
)
, para todo (q1, . . . , qn−1) ∈ Rn−1 tal que(
q1, . . . , qn−1, 0
) ∈ ϕ(U). Como hicimos en la subsección anterior, derivando (3.21) y evaluando el re-
sultado en 0 (y usando además que 0 es crítico para h), llegamos nuevamente a las Ecuaciones (3.24) y
(3.25). Luego, usando la positividad de v, vemos que (3.26) es una condición necesaria (ver detalles en
la Demostración del Lema 3.1). Pero de acuerdo al Lema 3.2, esta condición es equivalente a (3.27). Si
An(0) = 0 pero existe a tal que A1+a(0) 6= 0, podemos efectuar una permutación de coordenadas
q1+a ↔ qn y proceder como explicamos anteriormente (notemos en este caso que las nuevas coorde-
nadas son también adaptadas aW ).
Supongamos ahora queA1+a(0) = 0 para todo a. Luego, usando (3.19), tenemos que
H1,1+a(0)−H1+a,1+b(0)γb(0) = 0,
y sumandoH1+a,1+b(0)γb(0) en ambos miembros,
Habm(0)γb(0) = H1,1+a(0).
Por último, comoH1+a,1+b(0) es invertible,
γb(0) = (Hm)ba(0)H1,1+a(0).
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Luego
A1(0) = H11(0)−H1,1+b(0)γb(0) = H11(0)−H1,1+b(0)(Hm)ba(0)H1,1+a(0)
= det[δ(H(0), 1)] =
detH(0)
det(Hm)
> 0.
Derivando (3.21) respecto de q1 y evaluando en 0 (recordar que 0 es crítico para h y v), se sigue que
A1(0)
∂2v
∂(q1)2
(0) = δ(0)
∂2h
∂(q1)2
(0),
y dado que Hess(v)(0) es definido positivo y δ(0) yA1(0) son positivos, deducimos que
∂2h
∂(q1)2
(0) > 0.
En otras palabras, nuevamente la condición (3.27) debe cumplirse. Combinando estos resultados
junto con el Teorema 3.1, obtenemos la siguiente equivalencia.
Teorema 3.2. Consideremos un sistema 1-subactuado (H,W) sobre una n-variedad y consideremos un punto
crítico α¯ = 0q¯ ∈ T ∗¯qQ de XH . Entonces, (H,W) es estabilizable en α¯, de manera tal que dicha estabilidad
puede demostrarse mediante la existencia de una función de Lyapunov simple,3 si y sólo si en una carta coordenada
adaptada aW y centrada en q¯, la funciónH cumple ∂
2h
∂q1∂qi
(0)Hi,1+a(0) 6= 0, para algún 1 ≤ a ≤ n− 1, o bien
∂2h
(∂q1)2
(0) > 0,
(3.31)
donde estamos usando la expresión local deH dada por (3.3).
A continuación reproduciremos todos estos resultados en el caso particular de sistemas con dos
grados de libertad, lo cual será de suma utilidad en la Sección §3.3.
3.2.4. Sistemas con dos grados de libertad
Supongamos queQ es una 2-variedad suave y sea (H,W) un sistema subactuado conH simple y
W dado por un subfibradoW de T ∗Q. Por razones dimensionales el sistema es regularmente actuado.
Si (U,ϕ) es una carta adaptada aW , denotaremos las coordenada de la siguiente manera
x := q1, y := q2, px := p1, py := p2, (3.32)
y las funciones simplesH y V siguiendo (3.3) y (3.4) y adoptando la escritura
H(x, y) =:
[
a(x, y) b(x, y)
b(x, y) c(x, y)
]
, V(x, y) =:
[
f(x, y) g(x, y)
g(x, y) l(x, y)
]
, (3.33)
para las representacionesmatriciales de los términos cinéticos. A continuación reproduciremos las ex-
presiones de la sección anterior usando esta nueva notación:
3Vale la pena recordar que la existencia de una función de Lyapunov V para un campoX y un punto crítico α¯ es una con-
dición suficiente para que α¯ sea estable pero no necesaria. En otras palabras, existen camposX con puntos críticos estables
para los cuales no es posible exhibir una función de Lyapunov.
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dado queH es definida positiva, tenemos que a(x, y), c(x, y) > 0 y∆(x, y) := a(x, y) c(x, y)−
b2(x, y) > 0;
dado queV es definida positiva, tenemos que
f(x, y), l(x, y) > 0 y f(x, y) l(x, y)− g2(x, y) > 0; (3.34)
siguiendo (3.16) y (3.17), definimos
δ :=
f l − g2
l
, γ := γ1 =
g
l
; (3.35)
de (3.19) y (3.18), tenemos que
A =
(
A1, A2
)
= (a− b γ, b− c γ), B = ax − 2 γ bx + γ2 cx. (3.36)
La ecuación cinética (3.20) junto con su condición de positividad (3.34) se escriben (de ahora en
adelante, los subíndices x e y denotan derivación parcial)
(a− b γ) δx + (b− c γ) δy = B δ; δ > 0 (3.37)
la ecuación potencial (3.21) se reduce a
(a− b γ) vx + (b− c γ) vy = hx δ. (3.38)
y las condiciones de positividad para v se escriben
v (0, 0) = 0, v (x, y) > 0 para todo (x, y) 6= (0, 0) . (3.39)
Las Ecuaciones (3.24) y (3.25) toman la forma
vxy(0) =
hxx(0)g (0)− (a− b γ)(0) f′′ (0)
(b− c γ)(0) , (3.40)
vyy(0) =
hxy(0)g (0) (b− c γ)(0)− (a− b γ)(0)hxx(0)g (0) + (a− b γ)2(0)f′′ (0)
(b− c γ)2(0) .
La subvariedad característica Γ es el eje x y la condición de que A sea no característico en un
entorno a 0 es
γ(0) 6= b(0)
c(0)
. (3.41)
La condición (3.26) se escribe
[(a− b γ)hxx + (b− c γ)hxy] (0) > 0,
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y la condición (3.31) es
[b hxx + c hxy] (0) 6= 0 o bien hxx (0) > 0. (3.42)
Las condiciones de borde son funciones de una única variable y deben cumplir
g(0) > 0, f(0) = 0, f′(0) = 0, (3.43)
y
f′′(0) >
h2xx(0)g(0)
[(a− bγ)hxx + (b− cγ)hxy](0) , (3.44)
donde f′ y f′′ son la primera y segunda derivadas de f.
En la Referencia [13], se prueba que la condición4 [b hxx + c hxy] (0) 6= 0 también implica estabili-
zabilidad asintótica local (como se afirma sin demostración en [25]). En cualquier otro caso, la misma
referencia presenta una condición adicional que es suficiente para asegurar la estabilizabilidad asin-
tótica local. En la sección siguiente demostraremos que no es necesaria ninguna condición adicional,
más que (3.42), para asegurar este tipo de estabilización.
3.3. Estabilizabilidad asintótica local
3.3.1. Sistemas con dos grados de libertad
Sea (δ, γ, v)una soluciónde (3.37), (3.38) y (3.39), conγ cumpliendo (3.41) y con condiciones de borde
dadas por g y f, siguiendo la notación de la sección anterior. Es decir, δ y v deben cumplir
δ (x, 0) = g (x) y v (x, 0) = f (x) , (3.45)
siendo g y f funciones que satisfacen (3.43) y (3.44). Sea V dada por (3.4), (3.33) y (3.35), i.e.
V (x, y, px, py) =
(
p2x
(
δ (x, y)
l (x, y)
− γ2 (x, y)
)
+ 2 γ (x, y) pxpy + p
2
y
)
l (x, y) + v (x, y) , (3.46)
para alguna función positiva l. Fijemos µ como en la Ec. (3.14). Usando (3.32) y (3.35), esto significa que
µ (x, y, px, py) = κ (γ (x, y) px + py)2 l2 (x, y) .
En este contexto y siguiendo la Observación 3.5, la señal de control que provee el método LCB simple se
escribe
Y (α) = λ (α)
∂
∂py
∣∣∣∣
α
, ∀α ∈ T ∗U, (3.47)
donde la expresión en coordenadas adaptadas para λ está dada por
λ (x, y, px, py) = −κ (γ (x, y) px + py) l (x, y)− {V,H} (x, y, px, py)
(γ (x, y) px + py) l (x, y)
. (3.48)
4De hecho, en esa misma referencia se considera una condición aunmás débil (ver Teorema III.3).
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De acuerdo con los Teoremas 2.2, 2.3 y el Lema 2.2, la función V definida más arriba es una función de
Lyapunov paraX := XH |T ∗U + Y y α¯ = 0q¯ , con subvariedad de LaSalle [ver (1.28)]
µ−1 (0) = ϕ∗ ({(x, y, px, py) : px γ (x, y) + py = 0}) ⊂ T ∗U. (3.49)
En lo que sigue probaremos que, sin necesidad de condiciones adicionales [más que la Ec. (3.42)],
es posible escoger las condiciones de borde g y f [ver (3.45)], junto con un conjunto abierto T ⊂ T ∗U
que contiene a α¯, de manera tal que la mayor subvariedad de S0 := µ−1 (0) ∩ T que esX-invariante
(ver Definición 1.5) es el conjunto unitario {α¯}. Esto implicaría, via el principio de invariancia de La-
Salle, que α¯ es (localmente) asintóticamente estable para el sistema a lazo cerrado correspondiente. La
demostración sigue el algoritmo presentado en el Lema 1.1.
Más concretamente, probaremos que:
Lema 3.3. Existen condiciones de borde g y f, una función γ y un subconjunto abiertoT 3 α¯ deT ∗U , tal que [ver
(1.29)]:
el subconjunto S1 correspondiente a S0 = µ−1 (0) ∩ T es una subvariedad de S0;
S2 es una subvariedad de S1;
S3 = {α¯}.
Es suficiente tomar g y f cumpliendo (3.43) y (3.44) y tales que
g′ (0)
g (0)
6= −
[
2 (b− c γ)
∆
(
bx − γ cx − B c
2 (b− c γ)
)]
(0) , (3.50)
escoger γ(0) de acuerdo con (3.41), siguiendo los puntos 1 y 2 del Lema 3.2 y cumpliendo la condición adicional
γ (0) 6=
(a (0) , b (0)) M (0)
(
b (0)
c (0)
)
(b (0) , c (0)) M (0)
(
b (0)
c (0)
) , (3.51)
donde
M =
 f′′ (0) hxxg(0)−(a−b γ) f′′(0)(b−c γ)
hxxg(0)−(a−b γ)f′′(0)
(b−c γ)
hxyg(0) (b−c γ)−(a−b γ)hxxg(0)+(a−b γ)2f′′(0)
(b−c γ)2
 . (3.52)
Demostración. De acuerdo con (3.49),ϕ∗−1
(
µ−1 (0)
)
puede describirse como el conjunto de ceros de la
submersión
F(x, y, px, py) = γ(x, y) px + py.
De ahora enmás y para no recargar la notación, omitiremos la carta coordenadaϕ, i.e. identificaremos
U con ϕ (U). Esto significa que q¯ = 0 y α¯ = (0,0). Procederemos en tres pasos.
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1. Consideremos el conjuntoZ1 ⊂ µ−1 (0) tal que F∗(X)(x, y, px, py) = 0, donde [ver (3.47)]
X = XH + Y =
∂H
∂px
∂
∂x
+
∂H
∂py
∂
∂y
− ∂H
∂x
∂
∂px
−
(
∂H
∂y
− λ
)
∂
∂py
. (3.53)
Por lo tanto,Z1 está dado por
∂H
∂px
∂F
∂x
+
∂H
∂py
∂F
∂y
− ∂H
∂x
∂F
∂px
−
(
∂H
∂y
− λ
)
∂F
∂py
= 0,
o equivalentemente por
∂H
∂px
γx px +
∂H
∂py
γy px − ∂H
∂x
γ − ∂H
∂y
+ λ = 0, (3.54)
y py = −γ(x, y) px. Usando (3.3) y (3.33), es sencillo ver que, sobre µ−1 (0),
∂H
∂x
=
1
2
B p2x + hx,
∂H
∂y
=
1
2
C p2x + hy,
∂H
∂px
= (a− b γ) px y ∂H
∂py
= (b− c γ) px,
(3.55)
donde
B = ax − 2γbx + γ2cx y C = ay − 2γby + γ2cy.
Por otra parte los valores de la función λ sobre el conjunto µ−1 (0), de acuerdo con (3.48), están
dados por el límite
λ(x, y, px,−γ (x, y) px) = − l´ım
py→−γ px
{V,H} (x, y, px, py)
(γ (x, y) px + py) l (x, y)
= − 1
l (x, y)
∂{V,H}
∂py
(x, y, px,−γ (x, y) px).
Usando (3.46) y (3.55), no es difícil (aunque extenso) ver que
λ(x, y, px,−γ (x, y) px) =
[
1
2
(B γ + C) +
2 (bx − γ cx) δ − b δx − c δy
2 l
− γx (a− b γ)
−γy (b− cγ)
]
p2x + γ hx + hy −
b vx + c vy
l
. (3.56)
Por simplicidad, estamos omitiendo la dependencia en (x, y) de las funciones del miembro de-
recho. Finalmente, combinando (3.54), (3.55) y (3.56), tenemos sobre µ−1 (0),
F∗(X) =
1
l
[
(bx − γ cx) δ − b δx + c δy
2
]
p2x −
b vx + c vy
l
.
Por lo tanto, Z1 está dado por las ecuaciones
γ(x, y) px + py = 0 y K(x, y) p2x − L(x, y) = 0, (3.57)
donde
K = (bx − γ cx) δ − b δx + c δy
2
y L = b vx + c vy. (3.58)
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En consecuencia, Z1 puede describirse como la preimagen de (0, 0) de la función
G(x, y, px, py) =
(
γ(x, y) px + py,K(x, y) p
2
x − L(x, y)
)
.
Queremos ver ahoraque el push-forwardde esta función [omitiendonuevamente la dependencia
en (x, y)]
G∗ =
(
γx px γy px γ 1
Kx p
2
x − Lx Ky p2x − Ly 2K px 0
)
tiene rango máximo alrededor de (0,0), i.e. G es una submersión cuando se restringe a algún
entorno abierto de (0,0). En (0,0), dicho push-forward está dado por
G∗,(0,0) =
(
0 0 γ(0) 1
−Lx(0) −Ly(0) 0 0
)
. (3.59)
Notemos que el gradiente de la funciónL puede escribirse con notación matricial como(
Lx
Ly
)
=
(
vxx vxy
vxy vyy
) (
b
c
)
+
(
bx cx
by cy
) (
vx
vy
)
, (3.60)
y dado que 0 es un punto crítico de v, tenemos que en 0,(
Lx
Ly
)
=
(
vxx vxy
vxy vyy
) (
b
c
)
.
Pero sabemos que el la matriz Hessiana de v es invertible (puesto que es definida positiva) y que
c es siempre positivo. Luego, el gradiente deL no puede anularse en 0, o en otras palabras, 0 no
es un punto crítico de L. Esto implica que (3.59) tiene rango máximo en (0,0). En consecuen-
cia, existe un subconjunto abierto T1 ⊂ T ∗U que contiene a (0,0) y tal que Z1 ∩ T1 es una
subvariedad de µ−1 (0) ∩ T1.
2. Consideremos ahora el subconjunto Z2 ⊂ Z1 ∩ T1 definido por G∗(X)(x, y, px, py) = 0. Un
cálculo sencillo muestra que Z2 está dado por los puntos de Z1 ∩ T1 tales que[
(a− b γ) (Kx p2x − Lx) + (b− c γ) (Ky p2x − Ly)− 2K
(
1
2
B p2x + hx
)]
px = 0. (3.61)
A partir de ahora, supongamos que
K (0) 6= 0.
Observemos que, como δ(x, 0) = g(x), tenemos δx(0) = g′(0), y usando la ecuación cinética en
el origen, obtenemos
δy (0) =
[
Bg− (a− b γ)g′ (0)
b− c γ
]
(0) .
Luego [ver (3.58)]
K (0) =
[(
bx − γ cx − B c
2 (b− cγ)
)
g (0) +
1
2
(
∆
b− cγ
)
g′ (0)
]
(0) ,
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y consecuentemente, la condiciónK (0) 6= 0 es precisamente la Ec. (3.50). Bajo esta suposición,
podemos reemplazar p2x por
L
K en (3.61) [ver (3.57)], y entonces hallamos[
(a− b γ)
(
Kx
L
K
− Lx
)
+ (b− cγ)
(
Ky
L
K
− Ly
)
− 2K
(
1
2
B
L
K
+ hx
)]
px = 0,
o equivalentemente,[
(a− b γ)
(
L
K
)
x
+ (b− c γ)
(
L
K
)
y
+B
L
K
+ 2hx
]
K px = 0, (3.62)
en algún subconjunto abierto U ′ ⊂ U que contiene a 0 (dondeK sea no nulo). Más aun, dado
queL(0) = 0 [ver (3.58)] y hx (0) = 0, tenemos que en 0(
L
K
)
x
=
LxK − LKx
K2
=
Lx
K
,
(
L
K
)
y
=
LyK − LKy
K2
=
Ly
K
,
y así, la expresión entre corchetes en (3.62) toma la siguiente forma en 0:
(a− b γ)Lx + (b− c γ)Ly.
A su vez, usando (3.60), esta última expresión puede reescribirse como
(a, b)
[
vxx vxy
vxy vyy
] (
b
c
)
− γ (b, c)
[
vxx vxy
vxy vyy
] (
b
c
)
.
Por lo tanto, si suponemos que en 0,
γ 6=
(a, b)
[
vxx vxy
vxy vyy
](
b
c
)
(b, c)
[
vxx vxy
vxy vyy
](
b
c
) ,
se sigue que (3.62) se cumple sólo si px = 0 alrededor de (x, y) = (0, 0). Vale la pena señalar que
esta condición es compatible con (3.41) y con los puntos 1 y 2 del Lema 3.2. Notemos que, usando
la Ec. (3.40), la condición de arriba se traduce precisamente en (3.51) y (3.52). En conclusión, existe
un entorno abierto T ′2 := pi−1 (U ′) ⊂ T ∗U (que contiene a 0) tal que el subconjunto Z2 ∩ T ′2
está dado por
γ px + py = 0, K p
2
x − L = 0, px = 0,
o equivalentemente
px = py = L = 0. (3.63)
Esto significa que Z2 ∩ T ′2 puede ser descripto como la preimagen de (0, 0, 0) de la función
H(x, y, px, py) = (py, px, L(x, y)) .
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El push-forward deH en (0,0) está dado por
H∗,(0,0) =

0 0 0 1
0 0 1 0
Lx(0) Ly(0) 0 0
 .
Nuevamente, comoLx(0) yLy(0)nopueden anularse simultáneamente, concluimos que la apli-
caciónH∗,(0,0) tiene rangomáximo.Entonces, existe dentrodeT ′2 unentornoabiertoT2 de (0,0)
tal queZ2 ∩ T2 es una subvariedad de Z1 ∩ T1 ∩ T2.
3. Consideremosahora el subconjunto Z3 ⊂ Z2∩T2 definidoporH∗(X)(x, y, px, py) = 0. Usando
(3.53), (3.55) y (3.56), se sigue que, sobre Z2 ∩ T2 [ver (3.63)]
X = −hx ∂
∂px
+ γ hx
∂
∂py
,
de manera que, si H∗(X) = 0, es necesario que hx = 0. Pero en tal caso, usando la ecuación
potencial
(a− b γ) vx + (b− c γ) vy = δ hx,
o equivalentemente, a vx + b vy − γ L = δ hx, tenemos que, sobre pi(Z3),
L = b vx + c vy = 0 y a vx + b vy = 0,
i.e.
H
(
vx
vy
)
= 0.
Esto es posible si y sólo si todos los puntos de pi(Z3) son críticos para v. Por el Lema de Morse,
puesto que 0 es un punto crítico no degenerado de v, existe un entorno U ′′ ⊂ U de 0 tal que
pi (Z3)∩U ′′ = {0}. Pero px = py = 0 sobre Z3, lo cual implica queZ3 ∩ T3 = {(0,0)} = {α¯},
con T3 := pi−1 (U ′′).
Resumiendo, si definimosT := T1∩T2∩T3 yS0 := µ−1 (0)∩T , de (1.29) obtenemosS1 = Z1∩T ,
que es una subvariedad de S0, S2 = Z2 ∩ T , que es una subvariedad de S1, y S3 = {α¯}. Por lo tanto,
los tres puntos del lema son inmediatos. 
En conclusión, si la Ec. (3.42) se cumple, podemos asegurar que el sistema es localmente asintótica-
mente estabilizable. Recíprocamente, si podemos asegurar que el sistema es asintóticamente estabili-
zable mediante la existencia de una función de Lyapunov simple, entonces en particular el sistema es
estabilizable, y el Teorema 3.2 implica que (3.42) se cumple. En otras palabras, el Teorema 3.2 también es
válido reemplazando el término “estabilizable” por “asintóticamente estabilizable”. Más precisamente:
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Teorema 3.3. Consideremos un sistema subactuado (H,W) sobre una 2-variedad suaveQ, y consideremos un
punto crítico α¯ = 0q¯ ∈ T ∗¯qQ deXH . Fijemos una carta local adaptada aW y centrada en q¯, y consideremos las
correspondientes expresiones locales deH dadas por (3.3) y (3.33). Si la Ec. (3.42) se cumple, entonces (H,W) es
localmente asintóticamente estabilizable en α¯, i.e. existe un campo vectorial Y , definido al menos en un entorno
de α¯, tal que el sistema a lazo cerrado (H,Y )W es asintóticamente estable en α¯. Recíprocamente, si (H,W) es
localmente asintóticamente estabilizable en α¯, y dicha estabilidad puede asegurarse mediante la existencia de una
función de Lyapunov simple, entonces (3.42) se cumple.
3.3.2. Ejemplo: péndulo con disco invertido
Para terminar el capítulo presentamos un ejemplo de un sistema subactuado con dos grados de
libertad para ilustrar los resultados de la sección anterior, el péndulo con disco invertido:
el espacio de configuraciones esQ = S1 × S1, cuyas coordenadas quasi-globales naturales de-
notaremos por (θ, ψ);
el Hamiltoniano está dado por
H (θ, ψ, pθ, pψ) =
1
2
(pθ, pψ)
[
a b
b c
] (
pθ
pψ
)
+M (1 + cos θ),
donde a, b, c,M son constantes y a, b,M, ac− b2 son estrictamente positivos;
y el espacio de actuación está dado por el subfibradoW = span { dψ}.
Usando elmétodo LCB simple, vamos a encontrar una señal de controlY para el sistema y una fun-
ción de Lyapunov simple V relacionada que harán al sistema a lazo cerrado (H,Y )W asintóticamente
estable en (θ, ψ, pθ, pψ) = (0, 0, 0, 0) = (0,0).
Volvamos por unmomento a la Sección 3.2.1 y reemplacemos x por θ e y porψ. La Ec. (3.42) en este
caso dice que (puesto que hθψ (0) = 0)
bhθθ (0) 6= 0 o bien hθθ (0) > 0,
que es equivalente a hθθ (0) 6= 0, pues b 6= 0. Es claro que dicha condición se cumple, puesto que
hθθ (0) = −M 6= 0. Por lo tanto, el péndulo con disco invertido es asintóticamente estabilizable,
alrededor de (0,0), como es bien sabido. Por otra parte, de acuerdo con (3.36), tenemos que B = 0.
Luego, las ecuaciones cinéticas y potenciales para este sistema se escriben [recordar (3.37) y (3.38)]
(a− b γ) δθ + (b− c γ) δψ = 0, (3.64)
y
(a− b γ) vθ + (b− c γ) vψ = −M δ sin θ, (3.65)
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respectivamente. Construyamos ahora una solución (δ, γ, v) de estas ecuaciones, con δ > 0 y v defi-
nidas positivas alrededor de 0. Consideraremos γ constante. Siguiendo los pasos de la Sección 3.2.2,
es suficiente con tomar γ tal que γ 6= b/c [ver (3.41)] y, usando la Ec. (3.28) del Lema 3.2 (dado que
hθθ (0) = −M < 0), pedir que
|γ| > a
b
y − γ bM < 0.
La segunda desigualdad dice que γ es positivo, de manera que estas ecuaciones imponen únicamente
la condición γ > a/b. Notemos también que, como a, b, c, ac− b2 > 0, tenemos que a/b > b/c. Luego,
la totalidad de las condiciones sobre la constante γ se reduce a
γ >
a
b
.
Observación 3.8. Vale la pena notar que, para este sistema, no es posible escoger γ = b/c. De hecho, en
tal caso, de acuerdo con los cálculos llevados a cabo en la Sección 3.2.3, la positividad de δ y v hubiesen
implicado que hθθ (0) > 0, que no es válido para el sistema del ejemplo. N
Con respecto a las condiciones de borde que dan origen a las soluciones δ y v, es decir las funciones
g y f respectivamente, debemos imponer [ver (3.43) y (3.44)]
g (0) > 0, f (0) = f′(0) = 0 y f′′ (0) >
h2θθ (0) g (0)
(a− b γ)hθθ (0) = −
Mg (0)
a− b γ . (3.66)
Y para asegurar la estabilizabilidad asintótica, de acuerdo con (3.50), (3.51) y (3.52) del Lema 3.3,
g′ (0)
g (0)
6= 0, i.e. g′ (0) 6= 0,
y
γ 6= ξ
2 abf′′ (0)− ξ [Mg (0) + ζf′′ (0)] (ac+ b2)+ ζ Mg (0) + ζ2 f′′ (0) bc
ξ2 b2f′′ (0)− 2 ξ [Mg (0) + ζf′′ (0)] bc+ ζ Mg (0) + ζ2 f′′ (0) c2 , (3.67)
donde ζ := a− b γ y ξ := b− c γ.
Tomemos entonces cualquier constante γ > a/b, una función g tal que g (0) > 0 y g′ (0) 6= 0, y
una función 5 f tal que f (0) = f′(0) = 0 y f′′ (0) cumpliendo (3.66) y (3.67), y apliquemos el Método de
Características a las Ecuaciones (3.64) y (3.65), con condiciones de borde sobre ψ = 0 dadas por g y f.
Las ecuaciones características para (3.64) son
θ˙ = a− b γ, θ(0) = θ0,
ψ˙ = b− c γ, ψ(0) = 0,
δ˙ = 0, δ(0) = g(θ0).
Luego
θ(t) = (a− b γ) t+ θ0, ψ(t) = (b− c γ) t,
5Adicionalmente, las funciones g y f pueden escogerse con período 2pi para buscar una solución quasi-global.
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y definiendo Υ := (a− b γ) / (b− c γ) hallamos
δ(θ, ψ) = g(θ −Υψ). (3.68)
La ecuación característica para (3.65) (y para la solución δ recién descripta) es
v˙ = −Mg(θ0) sin ((a− b γ) t+ θ0) ,
e integrando obtenemos
v(θ, ψ) =
Mg(θ −Υψ)
a− b γ (cos θ − cos(θ −Υψ)) + f(θ −Υψ). (3.69)
Finalmente, con δ y v dadas por (3.68) y (3.69), y considerando cualquier función positiva l, obte-
nemos de las Ecs. (3.46),(3.47) y (3.48) la señal de control Y y la función de Lyapunov V que estábamos
buscando.
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K Capítulo 4 k
Soluciones por cuadraturas de las
ecuaciones cinéticas y potenciales
para sistemas 1-subactuados
En el capítulo anterior probamos un resultado de existencia de soluciones para las ecuacionescinéticas y potenciales del método LCB simple. Tales soluciones pueden utilizarse para cons-truir la señal de control Y que estabilice a un sistema subactuado (H,W) (con H simple)
alrededor de un punto de equilibrio α¯ del sistema no actuado, así como también una función de Lya-
punov simple V paraXH + Y y α¯. Un resultado análogo había sido desarrollado anteriormente (y de
manera independiente) en el contexto del energy shaping para las condiciones de matching cinéticas
y potenciales. Sin embargo, en ninguno de los dos casos la demostración es constructiva, sino que se
utiliza elMétodo de Características para asegurar la existencia de soluciones. Si bien en la literatura tal
construcción se lleva a cabo para ejemplos concretos, no existe a nuestro entender un procedimiento
sistemático que permita construir una solución explícita de las ecuaciones cinéticas y potenciales (o
equivalentemente de las condiciones de matching del mismo nombre).
Este punto no es menor, puesto que el objetivo último de unmétodo de estabilización es construir
la señal de control que estabilice al sistema. Al probar resultados sobre la existencia de soluciones de las
ecuaciones cinéticas y potenciales, sabemos que dicha señal existe pero no tenemos una guía que nos
indique cómo contruirla.
En este capítulo, presentaremos dos procedimientos para encontrar explícitamente soluciones loca-
les. En primer lugar, en la Sección §4.1, encontraremos nuevas expresiones para las ecuaciones cinéti-
cas y potenciales. El desarrollo de esta sección es, en cierto sentido, una generalización del cambio de
variables dependientes a las variables (δ, γ, l) en el término cinético que utilizamos para encontrar las
ecuaciones (3.12) y (3.15) en el capítulo anterior.
Seguidamente, en la Sección §4.2, presentamos el primer procedimiento para construir soluciones
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explícitas de las ecuaciones potenciales. Este primer resultado da una prescripción para construir di-
chas soluciones suponiendo que contamos con una solución de las ecuaciones cinéticas que además
cumplen con una condición de integrabilidad. Esta idea es también la que se utliza en [30] para mos-
trar condiciones de integrabilidad que aseguran la existencia de soluciones locales de las condiciones
de matching potenciales del energy shaping a partir de una solución de las condiciones de matching
cinéticas.1 Endicho artículo, el autor utiliza la teoría de integrabilidad deGoldschmidt [17], suponiendo
que el subfibrado de actuaciónW es integrable, para probar un resultado de existencia (no constructi-
vo) en la categoría analítica. Nuestro procedimiento, por el contrario, es válido en la categoríaC∞ y no
supone la integrabilidad deW . Más aun, la solución puede computarse por cuadraturas y, adicional-
mente, mostramos una condición necesaria y suficiente para que la solución construida sea definida
positiva alrededor de q¯.
Por último, en la Sección §4.3, aplicamos el procedimiento desarrollado en §4.2 para hallar una so-
lución de las ecuaciones cinéticas para sistemas 1-subactuados que automáticamente cumplen la con-
dición de integrabilidad arriba mencionada. Al igual que antes, esta solución también es computable
por cuadraturas. Además, mostramos que la condición de positividad de las soluciones para los siste-
mas 1-subactuados se reduce a que el sistema sea de tipo 2 (ver Definición 3.2). Esto nos permite dar
un conjunto completo de instrucciones para construir soluciones locales de las ecuaciones cinéticas y
potenciales.
4.1. Nueva expresiónde las ecuaciones cinéticas ypotenciales apartir deun
cambio de variables dependientes
SeaV unsubfibrado lineal deT ∗Qde rangos = n−m y supongamosqueT ∗Q = V⊕W . Asociadas
a esta descomposición, tenemos las proyecciones canónicas pV : T ∗Q → V y pW : T ∗Q → W , tales
que para todo α = αV + αW tal que αV ∈ V y αW ∈W
pV (α) = αV y pW (α) = αW .
Tenemos también las inclusiones iV : V → T ∗Q e iW : W → T ∗Q. En estas condiciones es claro que
el fibrado tangente TQ es isomorfo a V ∗ ⊕W ∗ via el isomorfismo
χ(v) = (i∗V (v), i
∗
W (v)) ∈ V ∗ ⊕W ∗ ∀ v ∈ TQ
con inversa
χ−1(u,w) = p∗V (u) + p
∗
W (w) ∈ TQ ∀ (u,w) ∈ V ∗ ⊕W ∗.
Asociada a la descomposición V ⊕W tenemos la siguiente definición
1Vale la pena decir que en [30], se trabaja con el energy shaping en su formulación Lagrangiana, a diferencia de esta tesis,
en la cual trabajamos con la formulación Hamiltoniana
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Definición 4.1. Sea φ ∈ Γ(S2+(TQ)) una forma bilineal simétrica y definida positiva (ver Sección §1.1).
Definimos entonces δφ ∈ Γ(S2+(V ∗)), lφ ∈ Γ(S2+(W ∗)) y un morfismo de fibrados vectoriales γφ :
V →W mediante las fórmulas
lφ(σ1, σ2) = φ(iW (σ1), iW (σ2) = φ(σ1, σ2), ∀σ1, σ1 ∈W,
γφ = l
[
φ ◦ i∗W ◦ φ] ◦ iV , (4.1)
δφ(λ1, λ2) = φ(iV (λ1), iV (λ2))− lφ (γφ(λ1), γφ(λ2)) , ∀λ1, λ2 ∈ V. (4.2)
De ahora enmás, usaremos índices griegosµ, ν, σ, τ = 1, . . . , s, índices latinos a, b, c, d = 1, . . .m
e índices latinos i, j, k, l = 1, . . . , n.
Supongamos que {E1, . . . , Es} es unmarco en V y que {Es+1, . . . , En} es unmarco deW . Se si-
gue entoncesque{E1, . . . , En} esunmarco enT ∗Q. A su vez, tenemos losmarcosduales{E1, . . . , Es}
en V ∗ y {Es+1, . . . , En} enW ∗. Asociados a estos marcos y al isomorfismo χ, tenemos un marco en
TQ dado por {χ−1(E1), . . . , χ−1(En)}. Notemos que〈
Eµ, χ−1(Es+a)
〉
= 0,
〈
Es+a, χ−1(Eν)
〉
= 0,〈
Eµ, χ−1(Eν)
〉
= δµν ,
〈
Es+b, χ−1(Es+a)
〉
= δba.
Luego, el marco
{
χ−1(Ei)
}n
i=1
es el marco dual a {Ej}nj=1 y por lo tanto lo denotaremos tambiénEi.
Diremosque el conjuntodemarcos definidos arriba para losfibrados involucrados sonmarcos adaptados
a la descomposición de T ∗Q.
Veamos cómo se escriben las formas bilineales lφ y δφ junto con el morfismo γφ usando los marcos
adaptados introducidos en el párrafo anterior. En primer lugar, notemos que
pV (E
µ) = Eµ, pV (E
s+a) = 0, pW (E
µ) = 0, pW (E
s+a) = Es+a,
iV (E
µ) = Eµ, iW (E
s+a) = Es+a,
i∗V (Es+a) = 0, i
∗
W (Eµ) = 0,
i∗V (Eµ) = i
∗
V ◦ p∗V (Eµ) = (pV ◦ iV )∗(Eµ) = (idV )∗(Eµ) = Eµ,
i∗W (Es+a) = i
∗
W ◦ p∗W (Es+a) = (pW ◦ iW )∗(Es+a) = (idW )∗(Es+a) = Es+a.
Luego, definiendo2 Vˇij := φ(Ei, Ej) = Vˇji, tenemos que
labφ := lφ(E
s+a, Es+b) = Vˇs+a,s+b.
Es claro entonces que
φ](Ei) = VˇijEj ,
2Para evitar confusiones, usaremos la notación Vˇ y Hˇ para denotar las entradas de la representaciónmatricial de φ y ρ en
marcos distintos a los coordenados.
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y que
φ[(Ei) = VˇijEj ,
con VˇikVˇkj = δji . Por otra parte, definamos [recordar (4.1)]
(γφ)
µ
a := 〈Es+a, γφ(Eµ)〉 =
〈
Es+a, (l
[
φ ◦ i∗W ◦ φ] ◦ iV )(Eµ)
〉
= (lφ)abVˇs+b,µ,
y usando (4.2), definamos
δµν := δφ(E
µ, Eν) = Vˇµν − Vˇµ,s+a(lφ)abVˇs+b,ν , (4.3)
Observación 4.1.
1. Siguiendo la notación del Apéndice,
labφ = Vˇabm , (lφ)ab = (Vˇm)ab,
de modo que (4.3) se escribe también
δµν := δφ(E
µ, Eν) = Vˇµν − Vˇµ,s+a(Vˇm)abVˇs+b,ν . (4.4)
2. No deben confundirse los símbolos (lφ)ab con los símbolos Vˇs+a,s+b. El primero representa el
elemento ab de la inversa de la matriz Vˇm, mientras que el segundo es el elemento s + a, s + b
de la inversa de Vˇ.
3. En el caso en que los fibradosV yW sean integrables, pueden considerarse losmarcos adaptados
asociados al (co)marco coordenado. En este caso, los elementos Vˇij = Vij son los coeficientes de
la matriz del isomorfismo φ] en las coordenadas inducidas en el cotangente por las coordenadas
en la base.
N
Utilizando (4.3) [o (4.4)] y el Corolario A.1, el lema siguiente es de demostración inmediata
Lema 4.1. Si φ ∈ Γ(S2+(TQ)) es una forma bilineal simétrica y definida positiva, entonces δφ ∈ Γ(S2+(V ∗))
y lφ ∈ Γ(S2+(W ∗)) también lo son.
Sea L(V,W ) el conjunto de morfismos de fibrados vectoriales entre V yW y sea γ ∈ L(V,W ).
Denotemos γµa a las entradas de la representación matricial de γ respecto de los marcos adaptados.
Asociado a este morfismo podemos definir dos morfismos de fibrados vectoriales γ− ∈ L(V, T ∗Q) y
γ+ ∈ L(T ∗Q,W ), dados por
γ−(λ) = λ− γ(λ), γ+(α) = pW (α) + γ(pV (α)). (4.5)
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Observación 4.2. Notemos que
γ+ ◦ γ−(λ) = γ+(λ− γ(λ)) = −γ(λ) + γ(λ) = 0.
Dado que T ∗Q = V ⊕W , esto dice que la secuencia
0→ V γ−−−→ T ∗Q γ+−−→W → 0,
es una secuencia exacta corta de fibrados vectoriales, i.e. ker(γ+) = Im(γ−). N
Definición 4.2. Sea γ ∈ L(V,W ) un morfismo de fibrados vectoriales y sean l ∈ Γ(S2+(W ∗)) y δ ∈
Γ(S2+(V
∗)) formas bilineales simétricas definidas positivas. Definimos entonces una forma bilineal
simétrica φδ,γ,l ∈ Γ(S2(TQ)) de la siguiente manera [recordar (4.5)]:
φδ,γ,l(α, β) = δ(pV (α), pV (β)) + l (γ+(α), γ+(β)) .
Observación 4.3. Utilizando los marcos adaptados, es fácil ver que
αiVˇijβj = αµδµνβν + (αs+a + γµaαµ)lab(βs+b + γνb βν),
donde Vˇij = φδ,γ,l(Ei, Ej), α = αiEi y β = βjEj . De esta expresión, es inmediato que φδ,γ,l ∈
Γ(S2+(TQ)). N
La siguiente proposición nos servirá para efectuar un cambio de variables dependientes, similar al
construido en el capítulo anterior para el caso de sistemas regularmente actuados, pero que esta vez
servirá para cualquier sistema subactuado. Al igual que en el caso regular, este cambio simplificará
considerablemente el aspecto de las ecuaciones cinéticas y potenciales.
Proposición 4.1. La asignaciónΓ(S2+(V ∗))×L(V,W )×Γ(S2+(W ∗))→ Γ(S2+(TQ)) tal que (ver Defini-
ción 4.2)
(δ, γ, l) 7→ φδ,γ,l
es una biyección con inversa (ver Definición 4.1)
φ 7→ (δφ, γφ, lφ).
Demostración. Dada φ ∈ Γ(S2+(TQ)), computemos φδφ,γφ,lφ . Dados α, β ∈ T ∗Q,
φδφ,γφ,lφ(α, β) = δφ(pV (α), pV (β)) + lφ(γφ+(α), γφ+(β))
= φ(pV (α), pV (β))− lφ(γφ(pV (α)), γφ(pV (β))) + lφ(γφ+(α), γφ+(β))
= φ(pV (α), pV (β)) + lφ(γφ(pV (α)), pW (β)) + lφ(pW (α), γφ(pV (β)))
+ lφ(pW (α), pW (β)).
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Pero
lφ (γφ(pV (α)), pW (β)) =
〈
l]φ(γφ(pV (α))), pW (β)
〉
=
〈
(l]φ ◦ l[φ ◦ i∗W ◦ φ] ◦ iV )(pV (α)), pW (β)
〉
=
〈
φ](pV (α)), pW (β)
〉
= φ (pV (α), pW (β))
y de la misma forma
lφ (pW (α), γφ(pV (β))) = φ (pW (α), pV (β)) ,
por lo que
φδφ,γφ,lφ(α, β) = φ(pV (α), pV (β)) + φ (pV (α), pW (β)) + φ (pW (α), pV (β)) + lφ(pW (α), pW (β))
= φ(pV (α), pV (β)) + φ (pV (α), pW (β)) + φ (pW (α), pV (β)) + φ(pW (α), pW (β))
= φ(pV (α) + pW (α), pV (β) + pW (β))
= φ(α, β),
para todo α, β ∈ T ∗Q, de modo que φδφ,γφ,lφ = φ.
Por otro lado, dados δ, γ y l,
lφδ,γ,l(σ1, σ2) = φδ,γ,l(σ1, σ2) = l(σ1, σ2),
para todo σ1, σ2 ∈W . Además〈
γφδ,γ,l(λ), w
〉
=
〈
(l[φδ,γ,l ◦ i∗W ◦ φ
]
δ,γ,l ◦ iV )(λ), w
〉
=
〈
(l[ ◦ i∗W ◦ φ]δ,γ,l ◦ iV )(λ), w
〉
= φδ,γ,l
(
λ, l[(w)
)
= l
(
γ+(λ), γ+(l
[(w))
)
= l
(
γ(λ), l[(w)
)
= 〈γ(λ), w〉 ,
para todo λ ∈ V yw ∈W ∗. Finalmente
δφδ,γ,l(λ1, λ2) = φδ,γ,l(iV (λ1), iV (λ2))− lφδ,γ,l
(
γφδ,γ,l(λ1), γφδ,γ,l(λ2)
)
= φδ,γ,l(iV (λ1), iV (λ2))− l (γ(λ1), γ(λ2))
= δ(λ1, λ2) + l (γ+(λ1), γ+(λ2))− l (γ(λ1), γ(λ2))
= δ(λ1, λ2) + l (γ(λ1), γ(λ2))− l (γ(λ1), γ(λ2))
= δ(λ1, λ2),
para todo λ1, λ2 ∈ V .
Por último, la positividad de δφ se establece en el Lema 4.1, la de φδ,γ,l en la Observación 4.1 y la de
lφ es inmediata. 
Observación 4.4. La construcción anterior asegura que es posible obtener cualquier forma bilineal de-
finida positiva φ a partir de formas bilineales simétricas y definidas positivas δ y l y un morfismo de
fibrados γ. Esto permite pensar a la incógnita φ de las ecuaciones cinéticas y potenciales en términos
de tres nuevas incógnitas δ, γ y l. En la sección siguiente encontraremos nuevas expresiones de estas
ecuaciones en términos de estas nuevas variables. N
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4.1.1. Ecuaciones cinéticas y potenciales en las variables (δ, γ, l)
Siguiendo (2.47) y (2.48), para encontrar expresiones de las ecuaciones cinéticas y potenciales en
términos de las variables δ, γ y l, es preciso describir el fibrado Wˆ = Fv−1(W ◦) = W⊥φ en términos
de dichas variables y del complemento V . Dicha descripción se establece en el siguiente Lema:
Lema 4.2. Dado φ = φδ,γ,l se tiene que
Wˆ = γ−(V ). (4.6)
Demostración. Notemos que α ∈ Wˆ si y sólo si para todo σ ∈W se tiene que
φδ,γ,l(α, σ) = 0⇔ δ(pV (α), pV (σ)) + l (γ+(α), γ+(σ)) = 0⇔ l (γ+(α), σ) = 0,
y como l es no degenerada esto ocurre si y sólo si (ver Observación 4.2)
γ+(α) = 0⇔ α ∈ ker γ+ = γ−(V ).

Procedamos ahora a reescribir las ecuaciones. En primer lugar, denotemos d(λ) = 1/2δ(λ, λ) y
l(σ) = 1/2l(σ, σ), las formas cuadráticas asociadas con las formas bilineales δ y l. Con esta notación,
si v es la forma cuadrática asociada a una forma bilineal φ = φδ,γ,l, entonces
v = d ◦ pV + l ◦ γ+. (4.7)
Proposición 4.2. La función v satisface las ecuaciones potenciales (2.48) para una forma cuadrática v asociada
a una forma bilineal definida positiva φ = φδ,γ,l si y sólo si v satisface
〈dv(q),Fh(γ−(λ))〉 = 〈pV ( dh(q)),Fd(λ)〉 , ∀λ ∈ Vq,∀ q ∈ Q. (4.8)
Demostración. Tomando α, β ∈ T ∗qQ, se sigue de (4.7) que
〈β,Fv(α)〉 = d
ds
∣∣∣∣
s=0
v(α+ sβ) =
d
ds
∣∣∣∣
s=0
1
2
δ(pV (α+ sβ), pV (α+ sβ))
+
d
ds
∣∣∣∣
s=0
1
2
l(γ+(α+ sβ), γ+(α+ sβ))
=
d
ds
∣∣∣∣
s=0
d ◦ pV (α+ sβ) + d
ds
∣∣∣∣
s=0
l ◦ γ+(α+ sβ).
En particular, si α = γ−(λ) con λ ∈ V
〈β,Fv(γ−(λ))〉 = d
ds
∣∣∣∣
s=0
d(λ+ spV (β))
+
d
ds
∣∣∣∣
s=0
l (−γ(λ) + γ(λ) + sγ+(β))
= 〈pV (β),Fd(λ)〉+ d
ds
∣∣∣∣
s=0
s2l(γ+(β))
= 〈pV (β),Fd(λ)〉 . (4.9)
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Evaluando la ecuación (4.9) para β = dh(q),
〈dh(q),Fv(γ−(λ))〉 = 〈pV ( dh(q)),Fd(λ)〉 , λ ∈ V. (4.10)
Observación 4.5. Vale la pena recordar que Fd : V → V ∗ es un isomorfismo de fibrados vectoriales. De
hecho, usando los marcos adaptados,
〈Fd(Eµ), Eν〉 = d
ds
∣∣∣∣
s=0
d(Eµ + sEν) = δµν =
〈
δ](Eµ), Eν
〉
,
de donde concluimos que Fd = δ]. N
Luego, teniendo en cuenta (4.6) y (4.10); v satisface (2.48) si y sólo si cumple (4.8).

Con respecto a las ecuaciones cinéticas, recordemos que si ∇ es una conexión afin (sin torsión)
sobre T ∗Q y f, g ∈ C∞(T ∗Q), entonces B(f + g) = Bf + Bg. De este modo, siguiendo (4.7), Bv =
B(d ◦ pV ) + B(l ◦ γ+). El siguiente lema será de utilidad en la próxima proposición.
Lema 4.3. Sea γ ∈ L(V,W ) y sean l una forma bilineal simétrica deW y l su forma cuadrática asociada.
Entonces [recordar (4.5)]
B(l ◦ γ+)(α) = 0, ∀α ∈ γ−(V ).
Demostración. TomemosX ∈ Tpi(α)Q y consideremos una curva c : (−ε, ε)→ T ∗Q tal que
q(s) := pi(c(s)), c(0) = α = αiE
i, q′(0) = X = XiEi,
Dc
Ds
= 0,
para un sistema de marcos adaptados. Luego,
〈B(l ◦ γ+)(α), X〉 = d
ds
∣∣∣∣
s=0
l(γ+(c(s))) =
1
2
d
ds
∣∣∣∣
s=0
γ+(c(s))al
ab(q(s))γ+(c(s))b
=
d
ds
∣∣∣∣
s=0
[γ+(c(s))a] l
ab(q(0))γ+(c(0))b
+
1
2
γ+(c(0))a
d
ds
∣∣∣∣
s=0
[
lab(q(s))
]
γ+(c(0))b
=
d
ds
∣∣∣∣
s=0
[γ+(c(s))a] l
ab(q)γ+(α)b
+
1
2
γ+(α)a
d
ds
∣∣∣∣
s=0
[
lab(q(s))
]
γ+(α)b.
Luego, si α ∈ γ−(V ), es claro que γ+(α) = 0, puesto que γ+ ◦ γ− = 0 (ver Observación 4.2). 
Proposición 4.3. La forma cuadrática v satisface las ecuaciones cinéticas (2.47) si y sólo si d satisface la ecuación
〈B(d ◦ pV )(γ−(λ)),Fh(γ−(λ))〉 = 〈pV (Bh(γ−(λ))) ,Fd(λ)〉 , ∀λ ∈ V. (4.11)
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Demostración. La demostración es inmediata utilizando (4.9) para β = Bh(γ−(λ)), el lema anterior y la
Ecuación (2.47). 
Observación 4.6. Es importante observar que la formabilineal l no aparece en las ecuaciones (4.8) y (4.11).
Esto dice que las expresiones de las ecuaciones cinéticas y potenciales en términos de las variables δ, γ
y l se desacoplan de manera tal que l puede escogerse libremente mientras que δ y γ deben satisfacer
(4.8) y (4.11). N
4.1.2. Expresiones en coordenadas
Enesta sección buscaremos expresiones en coordenadas para las ecuaciones (4.8) y (4.11). Tomemos
entonces una carta coordenada (U,ϕ). Asociado a estas coordenadas tenemos losmarcos coordenados
{∂/∂qi} en TQ y { dqi} en T ∗Q. Denotaremos por p y p¯ la matriz de cambio de marcos y su inversa,
respectivamente, es decir
∂
∂qk
= plkEl, Ek = p¯
l
k
∂
∂ql
, (4.12)
y sus transpuestas asociadas
dql = p¯lkE
k, El = plk dq
k.
Tomemos entonces una curva c : (−ε, ε)→ T ∗Q tal que
c(s) = ci(s)E
i, c(0) = α = αiE
i, q′(0) = X = XiEi,
Dc
Ds
= 0,
donde q(s) := (pi ◦ c)(s) y q(0) = q := pi(α). La última ecuación dice que la curva c es horizontal
respecto de ∇ y usando los símbolos de Christoffel respecto de los marcos adaptados [ver (1.2)], esto
implica que
c′i(s) = −Γkji(q(s))ck(s)Xˆj(q(s)),
donde Xˆ es un campo vectorial que extiende aX en un entorno de q = pi(α). Por lo tanto
〈B(d ◦ pV )(α), X〉 = d
ds
∣∣∣∣
s=0
(d ◦ pV )(c(s)) = 1
2
d
ds
∣∣∣∣
s=0
[cµ(s)δ
µν(q(s))cν(s)]
= c′µ(0)δ
µν(q)σν +
1
2
αµ
∂δµν
∂qk
(q)p¯kj (q)X
jαν
= −Γkjµ(q)αkXj(q)δµν(q)αν +
1
2
αµ
∂δµν
∂qk
(q)p¯kj (q)X
jαν ,
luego, tomandoX = Fh(α) = ρ](α), tenemos
〈B(d ◦ pV )(α),Fh(α)〉 = 1
2
Hˇjl(q)p¯kj (q)
∂δµν
∂qk
(q)αlαµαν − Γkjµ(q)Hˇjl(q)δµν(q)αναlαk, (4.13)
donde
Hˇij = ρ(Ei, Ej).
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Por otra parte
〈Bh(α), X〉 = d
ds
∣∣∣∣
s=0
h(c(s)) =
1
2
d
ds
∣∣∣∣
s=0
(
ci(s)Hˇij(q(s))cj(s)
)
=
1
2
αi
∂Hˇij
∂qk
(q)αj p¯
k
lX
l − Γklj(q)αkX lHˇji(q)αi,
luego
Bh(α) =
(
1
2
∂Hˇij
∂qk
(q)p¯kl αiαj − Γklj(q)Hˇji(q)αkαi
)
El,
por lo que
pV (Bh(α)) =
(
1
2
∂Hˇij
∂qk
(q)p¯kµαiαj − Γkµj(q)Hˇji(q)αkαi
)
Eµ.
Por lo tanto
〈pV (Bh(α)),Fd(pV (α))〉 =
(
1
2
∂Hˇij
∂qk
(q)p¯kµαiαj − Γkµj(q)Hˇji(q)αkαi
)
δµν(q)αν . (4.14)
Juntando las expresiones (4.13) y (4.14), la versión en coordenadas de las ecuaciones cinéticas resulta
Hˇji(q)p¯kj (q)
∂δµν
∂qk
(q)σiσµσν =
[
p¯kµ
∂Hˇij
∂qk
(q) + 2
(
Γjkµ(q)− Γjµk(q)
)
Hˇki(q)
]
δµν(q)σνσiσj . (4.15)
Dado que la conexión que estamos considerando es sin torsión,
Γkij − Γkji =
∂pkl
∂qm
[
p¯lip¯
m
j − p¯lj p¯mi
]
, (4.16)
lo cual refleja que la ecuación es independiente de la conexión.
Para simplificar aun más la expresión (4.15), recordemos que α = γ−(λ), por lo que ατ = λτ y
αs+a = −γτaλτ . Luego, definiendo
B˜ijθ = p¯
k
θ
∂Hˇij
∂qk
+ 2
(
Γjkθ − Γjθk
)
Hˇki, (4.17)
Bµνθ = B˜
µν
θ − γµa B˜s+a,νθ − B˜µ,s+bθ γνb + γµaBs+a,s+bθ γνb (4.18)
y
Aτk :=
(
Hˇjτ − Hˇj,s+aγτa
)
p¯kj ; (4.19)
podemos escribir (
Aτk(q)
∂δµν
∂qk
(q)−Bµνθ (q)δθτ (q)
)
λτλµλν = 0,
para todo (λ1, . . . , λs) ∈ Rs. Por lo tanto, las ecuaciones cinéticas se escriben (omitimos el punto de
evaluación q para simplificar)∑
(µ,ν,τ)
(
Aτk
∂δµν
∂qk
−Bµνθ δθτ
)
= 0, µντ = 1, . . . , s, (4.20)
donde
∑
(µ,ν,τ) denota suma sobre todas las posibles permutaciones de los índices µ, ν, τ .
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En el caso de las ecuaciones potenciales, haciendo un cálculo similar al anterior, encontramos[(
Hˇjτ − Hˇj,s+aγτa
)
p¯kj
∂v
∂qk
(q)− ∂h
∂qk
(q)p¯kµδ
µτ
]
λτ = 0
para todo (λ1, . . . , λs) ∈ Rs. Por lo tanto, siguiendo (4.19), las ecuaciones potenciales se escriben
Aτk
∂v
∂qk
− ∂h
∂qk
p¯kµδ
µτ = 0, τ = 1, . . . , s. (4.21)
Observación 4.7.
1. Las ecuaciones (4.20) y (4.21) constituyen una generalización de las ecuaciones (3.12) y (3.15) y son
válidas para sistemas conW no necesariamente integrable.
2. A diferencia del caso regularmente actuado, los númerosBµνθ en (4.18) no son simétricos en los
índices µ, ν debido a la presencia del término (4.16). Es fácil ver que si los marcos Ei conmutan
dos a dos (por ejemplo en el caso del marco coordenado), entonces dicho término se anula yBµνθ
es efectivamente simétrico en esos índices. En tal caso la suma
∑
(µ,ν,τ) en (4.20) puede hacerse
sobre permutaciones cíclicas únicamente.
3. SiW es integrable, es posible escoger coordenadas adaptadas aW , i.e. coordenadas en las cuales
Wq = span{ dqs+a}ma=1. Para este tipo de espacios de actuación, podemos tomar como comple-
mento local
Vq = span{ dqµ}sµ=1.
Si además consideramos como marcos adaptados a los marcos coordenados asociados a estas
coordenadas, la matriz de cambio de marcos p y su inversa p¯ son ambas la identidad. Luego,
los números (4.18) y (4.19) coinciden con (3.10) y (3.9), respectivamente [ver (4.17)]. De este modo
reobtenemos el caso regularmente actuado.
N
La ventaja de esta generalización de las ecuaciones cinéticas y potenciales para sistemas regular-
mente actuados, es que (4.20) y (4.21) son válidas en coordenadas arbitrarias y para un subfibradoW
también arbitrario, una vez fijado el complemento V y el sistema demarcos adaptadosEi, que a su vez
pueden elegirse libremente. Por el contrario, en el caso regularmente actuado, las ecuaciones (3.12) y
(3.15) son válidas únicamente en coordenadas que rectifican al subfibradoW , que por lo tanto debe ser
integrable.
En la sección siguiente explotaremos este formalismopara encontrar soluciones locales de las ecua-
ciones cinéticas ypotenciales. Enprimer lugar, encontraremos solucionesde las ecuacionespotenciales
para sistemas con grado actuación genérico suponiendo que tenemos una solución de las Ecuaciones
(4.20). Seguidamente, para sistemas 1-subactuados, construiremos también soluciones de (4.20). Si
bien ya vimos en el capítulo anterior que para estos últimos sistemas es posible dar condiciones nece-
sarias y suficientes para la existencia de soluciones locales definidas positivas (ver Teoremas 3.1 y 3.2), el
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objetivode la próximasecciónesotro, a saber, darunprocedimiento sistemáticopara construir solucio-
nes explícitas de las ecuaciones. En particular, mostraremos que en algunos casos es posible encontrar
soluciones por cuadraturas, i.e. soluciones que pueden calcularse computando integrales ordinarias de
funciones conocidas.
4.2. Integración por cuadraturas de las ecuaciones potenciales: actuación
arbitraria
Sea (H,W)un sistemaHamltoniano subactuado conH simpleW dadoporun subfibrado vectorial
W ⊂ T ∗Q. Siguiendo el formalismo de la sección anterior, supongamos que V ⊂ T ∗Q es un subfibra-
do vectorial tal que T ∗Q = V ⊕W . Fijemosmarcos adaptados a la descomposición y consideremos las
Ecuaciones (4.8) y (4.11).
Dado que los términos que aparecen en (4.8) son lineales, basta ver que dicha ecuación se cumple
para cada secciónEµ, es decir
〈 dv(q),Fh(γ−(Eµ))〉 = 〈pV ( dh(q)),Fd(Eµ)〉 , µ = 1, . . . , s.
que a su vez se puede escribir
Xµ(v) = fµ, µ = 1, . . . , s.
donde
Xµ = Fh(γ−(Eµ)) = ρ](γ−(Eµ)) (4.22)
y
fµ = 〈pV ( dh(q)),Fd(Eµ)〉 . (4.23)
Es sencillo ver que los camposXµ son linealmente independientes. Luego, si [Xµ, Xν ] = 0 para todo
µ, ν = 1, . . . , s, sabemos que es posible encontrar coordenadas (U,ϕ) que rectifiquen dichos campos
y en tal caso las ecuaciones potenciales se escribirían
∂v
∂qµ
= fµ,
cuya solución puede ser encontrada calculando integrales ordinarias de funciones relacionadas con la
ecuación.
Observación 4.8. Tomando una carta coordenada (U,ϕ), la expresión local de los camposXµ es
Xµ =
(
Hˇjµ − Hˇj,s+aγµa
)
p¯kj
∂
∂qk
, (4.24)
donde Hˇij y γµa son los coeficientes de las representacionesmatriciales de ρ] y γ respecto de losmarcos
adaptados. En el caso en el cual las coordenadas rectifiquen a los camposXµ, tenemos que(
Hˇjµ − Hˇj,s+aγµa
)
p¯kj = δ
µk, (4.25)
donde δµk es símbolo de Kronecker. N
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4.2.1. Elección delmorfismo γ
Basándonos en el razonamiento anterior, lo quemostraremos a continuación es que, dada una car-
ta coordenada (U,ϕ) es posible construir algebraicamente un complemento local V deW , marcos Ei
adaptados a la descomposición y unmorfismo γ ∈ L(V,W ) de manera tal que los campos (4.22) coin-
ciden con los primeros s campos coordenados. Primero tenemos el siguiente resultado que es de fácil
demostración.
Lema4.4. SeaW ⊂ T ∗Q un subfibrado vectorial de rangom y sea
(
U˜ , (q˜1, . . . , q˜n)
)
una carta coordenada de
Q que contiene a q¯. Entonces existe unamatriz invertible constanteC y un abierto q¯ ∈ U ⊆ U˜ tal que, definiendo
qj := Cji q˜
i, la carta coordenada
(
U, (q1, . . . , qn)
)
cumple
Wq¯ =
{
dqs+a
∣∣
q¯
}m
a=1
.
Observación 4.9. La construcción de las coordenadas
(
U, (q1, . . . , qn)
)
del lema anterior se realiza de
manera puramente algebraica a partir de coordenadas locales arbitrarias y utilizando herramientas de
álgebra lineal. N
Teorema4.1. SeaW ⊂ T ∗Q un subfibrado vectorial de rangom y sea (U, (q1, . . . , qn)) una carta coordenada
de Q como la del Lema 4.4. Entonces existen un subfibrado vectorial V ⊂ T ∗Q tal que T ∗qQ = Vq ⊕ Wq
para todo q ∈ U , marcos locales sobre U adaptados a esta descomposición y un morfismo de fibrados vectoriales
γ ∈ L(V,W ) tales que [ver (4.22)]
Xµ =
∂
∂qµ
.
Demostración. En primer lugar, denotemosW ] = ρ](W ) ⊂ TQ y tomemos un complemento V ] ⊂
TQ deW ] sobre U , i.e. un subfibrado V ] tal que TQ = V ] ⊕W ] sobre U . Dado que ρ[ es un isomor-
fismo de fibrados vectoriales, podemos definir V := ρ[(V ]) y es claro entonces que T ∗Q = V ⊕W
sobreU .
Por otro lado, gracias a las características de las coordenadas, es claro que el espacioW ] está gene-
rado en q¯ por los campos
ρ]
(
dqs+a
∣∣
q¯
)
, a = 1, . . . ,m.
Es sencillo ver entonces que el espacio
Aq := span
{
∂
∂qµ
∣∣∣∣
q
}s
µ=1
(4.26)
satisfaceAq¯ ∩W ]q¯ = {0} y por continuidad podemos suponer que
Aq ∩W ]q = {0}, ∀ q ∈ U. (4.27)
En base a la descomposición TQ = V ] ⊕W ], cada campo coordenado se escribe
∂
∂qµ
= XVµ +X
W
µ
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dondeXVµ ∈ V ] yXWµ ∈ W ]. Si denotamos pV ] : TQ → V ] a la proyección canónica, dado que los
campos ∂/∂qµ son linealmente independientes basta ver que pV ] |A es inyectivo para concluir que los
camposXVµ son también linealmente independientes. Pero [ver (4.27)]
ker (pV ] |A) = ker pV ] ∩A = W ] ∩A = {0},
de donde concluimos que pV ] |A es inyectivo y que los campos XVµ son linealmente independientes.
Esto dice que V ] = span{XV1 , . . . , XVs }, y podemos tomar
Eµ = ρ[(XVµ ) = ρ
[
(
pV ]
(
∂
∂qµ
))
= pV
(
ρ[
(
∂
∂qµ
))
, (4.28)
como marco local en V . A su vez, podemos extender este marco con un marco local Es+1, . . . , En de
W a unmarco de T ∗Q.
En estas condiciones, podemos definir localmente un morfismo de fibrados vectoriales γ˜ : V ] →
W ] por sus valores en unmarco de V ] de la siguiente manera
γ˜
(
XVµ
)
=
∂
∂qµ
−XVµ . (4.29)
A partir de este morfismo, definimos
γ = −ρ[ ◦ γ˜ ◦ ρ]. (4.30)
Con esta definición,
ρ](γ−(Eµ)) = ρ](Eµ − γ(Eµ)) = ρ]
[
ρ[(XVµ ) + (ρ
[ ◦ γ˜ ◦ ρ])(ρ[(XVµ ))
]
= XVµ + γ˜(X
V
µ ) = X
V
µ +
∂
∂qµ
−XVµ =
∂
∂qµ
.

Observación 4.10. En particular, tomando V ] = A es claro que
pV ]
(
∂
∂qµ
)
=
∂
∂qµ
,
de modo que γ˜ = γ = 0. N
4.2.2. Condiciones de integrabilidad de las ecuaciones potenciales
Siguiendo la construcción del Teorema 4.1, fijemos un complemento arbitrarioV ] deW ] = ρ](W )
y definamosEµ por (4.28) y γ por (4.29) y (4.30). Fijemos también coordenadas (U,ϕ) sobreQ. En estas
condiciones, según (4.24) y (4.25), las ecuaciones (4.20) se escriben
∑
(µ,ν,σ)
(
∂δµν
∂qτ
−Bµνθ δθσ
)
= 0, µ, ν, σ = 1, . . . , s, (4.31)
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mientras que (4.21) resulta
∂v
∂qµ
= fµ, µ = 1, . . . , s, (4.32)
donde [recordar (4.23)]
fµ = δµτ p¯kτ
∂h
∂qk
. (4.33)
Más aun, si estas condiciones se cumplen, es posible hallar v a menos de cuadraturas.
Supongamos ahora que δ es una solución de las ecuaciones (4.31). Es bien sabido que una condición
necesaria y suficiente para la existencia de soluciones de (4.32) es
∂fµ
∂qν
=
∂fν
∂qµ
, ∀µ, ν = 1, . . . , s. (4.34)
Observación 4.11. Notemos que (4.34) es un nuevo conjunto de PDEs para el tensor δ [ver (4.33)] N
Por otro lado, puede mostrarse que si fijamos una condición de borde sobre el conjunto
S := ϕ(U) ∩
{(0, . . . , 0︸ ︷︷ ︸
s
)} × Rm
 , (4.35)
entonces existe una única solución de (4.32) cumpliendo tal condición.
Observación4.12. Vale lapenanotar que, en el casode subactuación1 (o sea, el casos = 1), las ecuaciones
(4.34) se reducen a una única ecuación para µ = ν = 1, que se cumple trivialmente. Por lo tanto, si
tenemos una solución δ para (4.31), el argumento anterior nos asegura que, al menos para el caso de
sistemas 1-subactuados, existe una solución de la (única) ecuación potencial (como ya habíamos visto
en el Capítulo 3). Más aun, tal solución puede encontrarase por cuadraturas, i.e. calculando integrales
ordinarias. Estudiaremos esta estrategia en la Sección §4.3. N
4.2.3. Condiciones de positividad
Supongamos ahora que (4.34) se cumple y sea v una solución de (4.32). En estas condiciones, la
función v será definida positiva alrededor de 0 si y sólo si v tiene unmínimo local no degenerado en 0
y, como v es suave, tenemos que:
1. 0 debe ser un punto crítico de v,
2. la matriz Hessiana de v en 0 debe ser definida positiva.
Veamos cómo se traducen estas condiciones en términos de h, h y δ. Supongamos que 0 es crítico para
h, i.e. gradh(0) = 0. Si escogemos v de modo que, sobre el conjunto S [ver Ec. (4.35)], se cumpla
v(0, . . . , 0, s1, ..., sm) = κa (s
a)2 ,
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donde κ1, . . . , κm son constantes, se sigue de (4.32) y de las condiciones de borde que gradv(0) = 0.
Por lo tanto, como exige el punto 1, el término potencial v es crítico en 0. Estudiemos ahora la matriz
Hessiana de v en el origen. Notemos que, usando la Ec. (4.32) y le hecho de que h es crítico en 0,
Hess(v)µν(0) =
∂fµ
∂qν
(0) =
[
δµτ p¯kτ
∂2h
∂qk∂qν
]
(0) =
[
δµτ p¯kτHess(h)kν
]
(0), ∀ 1 ≤ µ, ν ≤ s. (4.36)
Impongamos ahora la siguiente condición de borde sobre S:
v(0, . . . , 0, s1, ..., sm) =
κ
2
m∑
a=1
(sa)2 , (4.37)
con κ > 0. Usando esto, tenemos que
Hess(v)(0) =
[
M A
At κ Im
]
,
donde Im es la matriz identidad dem×m, la matrizA es de s×m con entradas
Aµa :=
∂fµ
∂qs+a
(0) =
[
δµτ p¯kτHess(h)k,s+a
]
(0), ∀ 1 ≤ µ ≤ s, 1 ≤ a ≤ m, (4.38)
y la matrizM es de s× s y sus entradas están dadas por [ver Ec. (4.36)]
Mµν :=
[
δµτ p¯kτHess(h)kν
]
(0) (4.39)
En esta situación es claro que, si Hess(v)(0) es definida positiva, entonces también lo esM (esto es
consecuencia del Teorema A.1). Veamos ahora que también vale la afirmación recíproca.
Observación 4.13. Notemos que tantoA comoM están completamente determinadas por δ, h y las coor-
denadas escogidas; de manera que κ puede escogerse idependientemente de ellas. N
Proposición 4.4. Sea v una solución local de (4.32) cumpliendo la condición de borde (4.37) y supongamos que la
matrizM, dada por (4.39), es definida positiva. Entonces, existe una constante κ tal que Hess(v)(0) es definida
positiva.
Demostración. Supongamos queM es definida positiva y tomemos (~u, ~w) 6= 0 con ~u ∈ Rs y ~w ∈ Rm.
Entonces
(~u, ~w)
[
M A
At κ I
] [
~ut
~wt
]
= ~uM ~ut + 2 ~uA ~wt + κ ‖~w‖2
= ‖~u‖2M + 2 ~uA ~wt + κ ‖~w‖2
≥ ‖~u‖2M − 2 ‖~u‖ ‖A‖ ‖~w‖+ κ ‖~w‖2,
donde ‖·‖ denota la norma euclídea en espacio euclídeo que corresponda, y ‖·‖M es la norma asociada
conM. SiA es lamatriz nula, entoncesHess(v)(0) es claramente definida positiva. Supongamos ahora
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queA es no nula. Dado que cualquier norma en un espacio euclídeo es equivalente a la norma euclídea,
existe una constante positiva α tal que
‖~u‖M ≥ α ‖~u‖ , ∀ ~u ∈ Rs.
La constante α puede calcularse del siguiente modo:
α = mı´n
‖~u‖=1
√
~uM ~ut =
√
λMmı´n, (4.40)
donde λMmı´n es el mínimo autovalor deM. Luego,
(~u, ~w)
[
M A
At κ I
] [
~ut
~wt
]
≥ α2 ‖~u‖2 − 2 ‖~u‖ ‖A‖ ‖~w‖+ κ ‖~w‖2
= α2
(
‖~u‖2 − 2 ‖~u‖ ‖A‖ ‖~w‖
α2
+ κ
‖~w‖2
α2
)
.
Definiendo β = ‖A‖α , tenemos que
(~u, ~w)
[
M A
At κ I
] [
~ut
~wt
]
≥ α2β2
(‖~u‖2
β2
− 2 ‖~w‖
α
‖~u‖
β
+
κ
β2
‖~w‖2
α2
)
= α2β2
[(
κ
β2
− 1
)(‖~w‖
α
)2
+
(‖~w‖
α
− ‖~u‖
β
)2]
.
Por lo tanto, si escogemos κ > β2 (ver la última Observación), i.e.
κ >
(‖A‖
α
)2
, (4.41)
se sigue que Hess(v)(0) es definida positiva. 
En otras palabras, la proposición anterior dice que, siM es una matriz definida positiva, también
lo es Hess(v)(0), siempre que κ se tome suficientemente grande.
En conclusión, si h es crítico en 0,M es definida positiva, y además se cumple (4.34), con lo cual
existe una solución local v de (4.32) alrededor de 0, entonces es posible escoger condiciones de borde
tales que v resulta definida positiva alrededor de 0.
4.2.4. Construcción por cuadraturas de soluciones locales
Lospasosdesarrollados en las últimas seccionesdanorigenaunprocedimiento concretopara cons-
truir una solución local de las ecuaciones potenciales que es definida positiva y además es computable
por cuadraturas. Más precisamente, tenemos el siguiente procedimiento de construcción:
1. tomar coordenadas (U,ϕ) como las del Lema 4.4;
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2. escoger un complemento V deW (o bien V ] deW ]), marcos adaptadosE1, . . . , En y unmorfis-
mo γ como los del Teorema 4.1;
3. tomar una solución δ de (4.31);
4. chequear que alrededor de 0 valen las ecuaciones [ver (4.34)]
∂fµ
∂qν
=
∂fν
∂qµ
, ∀µ, ν = 1, . . . , s;
donde fµ está dada por (4.33).
5. definir v como3
v(q1, . . . , qn) :=
s∑
µ=1
∫ qµ
0
fµ(0, . . . , 0, t, qµ+1, . . . , qn) dt+
κ
2
m∑
a=1
(
qs+a
)2
para alguna constante κ [es fácil ver que esta expresión integra la Ecuación (4.32)];
6. verificar que la matrizM dada por (4.39) es definida positiva;
7. escoger κ de manera que [recordar Ecs. (4.38), (4.40) and (4.41)]
κ >
∑m
b=1
∑s
µ=1
(
∂fµ/∂qs+b(0)
)2
λMmı´n
.
Dado que la elección de las coordenadas es arbitraria (a menos de una construcción algebraica) y
que la construcción de los objetos mencionados en el punto 2 es también algebraica, concluimos que
el procedimiento anterior permite construir la solución del punto 5 por cuadraturas. En consecuencia,
hemos probado el siguiente teorema.
Teorema 4.2 (Construcción por cuadraturas de soluciones de las ecuaciones potenciales). Sea (U,ϕ)
una carta coordenada como la del Lema 4.4 y escojamos un complemento V , marcos adaptadosE1, . . . , En y un
morfismo γ como los del Teorema 4.1. Fijemos también una solución δ de las ecuaciones (4.31). Luego, si
∂f τ
∂qσ
=
∂fσ
∂qτ
, ∀ τ, σ = 1, . . . , s;
entonces existe una solución local v de (4.32) [y por lo tanto de (4.8)] que puede determinarse explícitamente a
menos cuadraturas (i.e. a menos de primitivas de funciones asociadas a las ecuaciones involucradas). Si además la
matriz [ver Ec. (4.39)]M es definida positiva, dicha solución puede escogerse definida positiva alrededor de 0. Más
aun, la solución puede construirse siguiendo los pasos del 1 al 7 en el procedimiento de arriba.
3Aquí estamos suponiendo, sin pérdida de generalidad, que el entornoU es de la forma (−ε1, ε1)×· · ·× (−εn, εn) para
ciertos números positivos ε1, . . . , εn.
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Observación 4.14. Un caso que nos interesa particularmente es el de subactuación 1. En tal caso, el paso
4 se cumple inmediatamente puesto que µ = ν = 1. Además, comoM = λMmı´n = ∂f1/∂q1(0), el paso
6 consiste en verificar que ∂f1/∂q1(0) > 0 y el paso 7, a su vez, se reduce a escoger κ cumpliendo
κ >
∑n−1
b=1
(
∂f1/∂q1+b(0)
)2
∂f1/∂q1(0)
.
N
El procedimiento anterior permite encontrar soluciones de las ecuaciones potenciales siempre que
seamos capaces de hallar una solución δ de las ecuaciones (4.31) que además cumpla (4.34). En la sección
siguiente, utilizando el contexto provisto por el Lema 4.4 y el Teorema 4.1, veremos que para los siste-
mas 1-subactuados esto siempre puede hacerse. Más aun, veremos que δ también puede construirse
por cuadraturas y, por lo tanto, daremos un conjunto de instrucciones completo para hallar soluciones
locales de las ecuaciones cinéticas y potenciales, ambas computables por cuadraturas.
4.3. Solucionespor cuadraturasde las ecuaciones cinéticaspara sistemas1-
subactuados
Supongamos ahora que el sistema (H,W) tiene grado de subactuación 1, i.e.W está dado por un
subfibradoW ⊂ T ∗Q de rango m = n − 1. Para simplificar notación, será conveniente utilizar la
siguiente escritura para las coordenadas del Lema 4.4:
q1 = x, q1+a = ya, a = 1, . . . , n− 1.
Escribiremos también
γ1a = γa, δ
11 = δ, p¯k1 = p¯
k, A1k = Ak, y B111 = B. (4.42)
Supongamos ahora que ya efectuamos los pasos 1 y 2 del procedimiento para construir una solución
de las ecuaciones potenciales descripto en la sección anterior y continuemos con el paso 3. En el caso
1-subactuado, (4.31) se reduce a una única ecuación,
∂δ
∂x
= Bδ,
que podemos integrar de la siguiente manera:
δ(x, ~y) = P (~y)e
∫ x
0 B(t,~y) dt, (4.43)
donde P es alguna función positiva. Por otro lado, como anticipamos en la Observación 4.14, el paso 4
se cumple automáticamente.
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Luego, siguiendo el paso 5 y dado que fµ = f1 = δ
(
p¯1∂h/∂x+ p¯1+a∂h/∂ya
)
, podemos tomar
v = P (~y)
∫ x
0
e
∫ t
0 B(r,~y) dr
(
p¯1
∂h
∂x
+ p¯1+a
∂h
∂ya
)
(t, ~y) dt+
κ
2
n−1∑
a=1
(ya)2. (4.44)
donde κ > 0. Ahora, siguiendo el paso 6 (ver Observación 4.14), tenemos que verificar que
∂2v
∂x2
(0) =
∂f1
∂x
(0) > 0
que en este caso resulta
P0
(
p¯1
∂2h
∂x2
+ p¯1+a
∂2h
∂x∂ya
)
(0) > 0, (4.45)
donde 0 < P0 = P (0, . . . , 0).
Por último, según el paso 7, tenemos que escoger la constante κ tal que
κ > P0

∑m
b=1
(
p¯1 ∂
2h
∂x∂yb
+ p¯1+a ∂
2h
∂ya∂yb
)2(
p¯1 ∂
2h
∂x2
+ p¯1+a ∂
2h
∂x∂ya
)
 (0). (4.46)
Antes de enunciar el teorema de construcción de soluciones por cuadraturas para sistemas con
grado de subactuación 1, estudiaremos la condición (4.45).
4.3.1. Positividad de las soluciones por cuadraturas para sistemas 1-subactuados
Para analizar conmás cuidado la condición impuesta sobre el sistema por (4.45), debemos calcular
los números p¯k(0). Para ello, tenemos que encontrar la matriz de cambio de marcos p¯(0) [ver (4.12)].
Los números p¯k(0) están dados en tal caso por la primera columna de dicha matriz.
Para comenzar, usando el Lema 4.4 tenemos que las coordenadas (x, ~y) fijadas cumplen
Wq¯ = span { dya}n−1a=1 .
Luego, es claro que
W ]q¯ = span
{
ρ]( dya)
}n−1
a=1
o bien usando las entradas de la representación matricial de ρ
W ]q¯ = span
{
H(q¯)1,1+a
∂
∂x
+H(q¯)1+a,1+b
∂
∂ya
}n−1
a=1
.
Por lo tanto, el espacio (4.26) está dado en este caso por
A = span
{
∂
∂x
}
.
Como complemento V ] tomaremos
V ] = span
{
X
∂
∂x
+ Y a
∂
∂ya
}
,
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donde (X, ~Y ) es un vector de funciones. Definiendo una matriz4 J como
J11 = X, J1+a,1 = Y a, y Jj,1+b = Hj,1+b,
la condición V ] ∩W ] = {0} se cumple si y sólo si det J(q¯) 6= 0. Para continuar necesitamos calcular
el generadorE1 de V en q¯ siguiendo la Ecuación (4.28). Un cálculo sencillo muestra que
pV ]
(
∂
∂x
∣∣∣∣
q¯
)
= J11(q¯)
(
X(q¯)
∂
∂x
∣∣∣∣
q¯
+ Y a(q¯)
∂
∂ya
∣∣∣∣
q¯
)
,
con
J11(q¯) =
M11(J(q¯))
det J(q¯)
=
M11(H(q¯))
det J(q¯)
,
dondeM11(H(q¯)) es el menor del elemento 11 de la matrizH(q¯). Luego,
E1(q¯) =
M11(H(q¯))
det J(q¯)
ρ[
(
X(q¯)
∂
∂x
+ Y a(q¯)
∂
∂ya
)
=
M11(H(q¯))
det J(q¯)
[
X(q¯)(H11(q¯) dx+H1,1+b(q¯) dyb)
+ Y a(q¯)(H1,1+a(q¯) dx+H1+a,1+b(q¯) dyb)
]
=
M11(H(q¯))
det J(q¯)
[(XH11 +H1,1+aY a) (q¯) dx
+ (XH1,1+b + Y aH1+a,1+b) (q¯) dyb
]
. (4.47)
Dado que
Hij =
(−1)i+jMij(H)
detH
y comoMi1(H) = Mi1(J), se tiene que
XH11 +H1,1+aY a = det J,
y por lo tanto
E1(q¯) =
M11(H(q¯))
detH(q¯)
dx+ ηa dy
a
para algunos números ηa. Dado queEa(q¯) ∈Wq¯ para todo a, es claro que podemos escribir la relación
entre los marcos adaptados y los marcos coordenados en q¯ del siguiente modo:
E1(q¯)
E2(q¯)
...
En(q¯)
 =

M11(H(q¯))
detH(q¯) η1 . . . ηn−1
0
... Tn−1
0

︸ ︷︷ ︸
p(q¯)

dx
dy1
...
dyn−1
 ,
4Esta matriz consiste en la matrizH donde se reemplaza la primera columna por el vector columna (X, ~Y )t.
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donde Tn−1 es una matriz invertible de dimensión n − 1. A partir de p(q¯), no es difícil encontrar que
la primera columna de p¯(q¯) está dada por el vector
detH(q¯)
M11(H(q¯))
0
...
0
 .
Luego, es claro que p¯1+a(0) = 0 para todo a y
p¯1(0) =
detH(0)
M11(H(0))
.
Finalmente, la condición (4.45) puede escribirse
P0
(
detH
M11(H)
∂2h
∂x2
)
(0) > 0.
Dado queH es definida positiva,M11(H) = detHn−1 > 0. Luego, como P0, detH > 0, la condición
de positividad se escribe
∂2h
∂x2
(0) > 0. (4.48)
Por otro lado, la desigualdad (4.46) se reduce a
κ > P0
 detH
M11(H)
∑m
b=1
(
∂2h
∂x∂yb
)2
∂2h
∂x2
 (0). (4.49)
La condición (4.48) es válida en cualquier carta coordenada como las del Lema 4.4. En particular, las car-
tas adaptadas aW para sistemas regularmente actuados que introdujimos en el Capítulo 3 son de este
tipo. En dicho capítulo vimos que un sistema 1-subactuado cuya linealización en α¯ es no controlable
cumpliendo (4.48) es tipo 2 (recordar Definición 3.2) y que esto es una condición suficiente para que las
soluciones sean definidas positivas (ver Teorema 3.1 junto con la Observación que le sigue). Tenemos
entonces el siguiente procedimiento para construir una solución local definida positiva del conjunto
de ecuaciones cinéticas y potenciales
Teorema 4.3 (Construcción de soluciones por cuadraturas). Sea (H,W) un sistema Hamiltoniano con
grado de subactuación 1. Sea α¯ ∈ T ∗¯qQ un punto de equilibrio inestable deXH y supongamos que el sistema es
tipo 2. Luego, si
1. fijamos coordenadas (U, (x, ~y)) centradas en q¯ tales que
Wq¯ = span
{
dya|q¯
}n−1
a=1
,
2. fijamos un complemento local V deW (o bien un complemento V ] deW ]),
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3. definimos E1 = ρ[(pV ](∂/∂x)) [ver (4.28)], un marco E1+a deW , p¯ como en (4.12), A y B como en
(4.18), (4.19) y (4.42) [ver (4.17)],
4. fijamos una función positivaP ,
5. tomamos γ definida como en (4.29) y (4.30) y δ definida como en (4.43),
6. fijamos una constante κ cumpliendo (4.49) y
7. tomamos v definida como en (4.44);
las funciones, δ, γ y v resuelven las ecuaciones (4.20) y (4.21).
Vale la pena destacar que el teorema anterior construye las funciones δ, γ y v amenos de cuadratu-
ras en coordenadas arbitrarias como las del Lema 4.4. En el capítulo siguiente, a diferencia, hallaremos
soluciones en coordenadas específicas que no son computables (necesariamente) por cuadraturas.
4.3.2. Coordenadas que rectificanW
Supongamos ahora que
Wq = span
{
dya|q
}n−1
a=1
, ∀ q ∈ U,
y busquemos el vector (X, ~Y ) para el cual V = span{ dx}. Podemos repetir los cómputos de la sección
anterior (esta vez válidos para todo q ∈ U ) para encontrar [recordar (4.47)]
E1 =
M11(H)
det J
[
(XH11 +H1,1+aY a) dx+ (XH1,1+b + Y aH1+a,1+b) dyb
]
,
de modo que escogiendo
Y a := −X
(
H−1n−1
)1+a,1+b
H1,1+b
queda
E1 =
M11(H)
detH
dx
con lo cual V = span{ dx}. Veamos ahora qué expresión adopta el morfismo γ definido por (4.29) y
(4.30). Usando los marcos coordenados
γ(E1) = −(ρ[ ◦ γ˜ ◦ ρ])
(
ρ[ ◦ pV ]
(
∂
∂x
))
= −ρ[
(
∂
∂x
)
+ E1
= −H11 dx−H1,1+a dya + M11(H)
detH
dx,
y como
H11 =
M11(H)
detH
,
obtenemos
γ(E1) = −H1,1+aE1+a.
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En otras palabras, las componentes γa que dan la representación matricial del morfismo γ respecto
de los marcos adpatados son γa = −H1,1+a. Sin embargo, para poder comparar con las expresiones
para sistemas regularmente actuados, necesitamos las constantes γa relacionadas con la expresión de
γ respecto de los marcos coordenados. Computando
γ ( dx) =
detH
M11(H)
γ
(
M11(H)
detH
dx
)
=
detH
M11(H)
γ(E1)
= − detH
M11(H)
H1,1+aE1+a = − detH
M11(H)
H1,1+a dya,
por lo cual, respecto de los marcos coordenados,
γa = − detH
M11(H)
H1,1+a. (4.50)
Esta última expresión refleja, en el caso de sistemas regularmente actuados, por qué la construcción
de la sección anterior es útil. En efecto, recordando la expresión del vectorAk para estos sistemas [ver
(3.19)] y usando (4.50), vemos que
Ak = H1k +Hk,1+a
detH
M11(H)
H1,1+a = H1k + (δk1 −Hk,1+aH11)
detH
M11(H)
= δk1
detH
M11(H)
,
de modo que la ecuación cinética (3.20) se escribe
detH
M11(H)
∂δ
∂q1
−Bδ = 0,
o bien
∂δ
∂q1
=
M11(H)
detH
Bδ,
mientras que las ecuaciones potenciales (3.21)
detH
M11(H)
∂v
∂q1
− ∂h
∂q1
δ = 0
o bien
∂v
∂q1
=
M11(H)
detH
∂h
∂q1
δ.
Vale la pena enfatizar que el formalismo desarrollado en este capítulo difiere sustancialmente del
caso regularmente actuado. Las soluciones que se construyen con el Teorema 4.3 son computables a
partir de coordenadas locales arbitrarias alrededor de q¯, realizando manipulaciones estrictamente al-
gebraicas con la excepción de las integrales primeras de (4.43) y (4.44). En el caso regularmente actuado,
si bien podrían haberse escogido las constantes γ como en (4.50) y simplificar las ecuaciones (3.20) y
(3.21) comoacabamos demostrar, aun faltaría dar una prescripciónde cómo encontrar las coordenadas
adaptadas aW . Dicho problema constituye un sistema de ecuaciones diferenciales ordinarias y si bien
es sabido que dicho sistema tiene solución, podría no ser computable por cuadraturas.
Por último, el análisis que hemos presentado muestra ser satisfactorio para sistemas subactuados
tipo 2, dejando fuera los de tipo 1. En el capítulo que viene desarrollaremos otro formalismo para hallar
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soluciones explícitasde sistemas regularmente1-subactuadosquepresentanuna simetría ante la acción
de un grupo de Lie. Dicho formalismo se podrá aplicar también a sistemas tipo 1, como el ejemplo el
péndulo doble invertido tratado al final del Capítulo siguiente.
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K Capítulo 5 k
Soluciones explícitas para sistemas
1-subactuados con simetría
El objetivo de este capítulo es presentar un procedimiento alternativo de construcción explícitade soluciones para las ecuaciones cinéticas y potenciales. En el capítulo anterior presentamosdos procedimientos para construir soluciones explícitas de dichas ecuaciones, que además
soncomputablespor cuadraturas.El primero construyeuna soluciónde las ecuacionespotencialespara
sistemas con grado de subactuación arbitrario a partir de una solución de las ecuaciones cinéticas que
satisfacen una condición de integrabilidad. El segundo completa dicho procedimiento, construyendo
una solución de las ecuaciones cinéticas para el caso 1-subactuado. También probamos, en este último
caso, que la condición necesaria y suficiente para que tales soluciones sean definidas positivas, es que
el sistema sea tipo 2.
En este capítulo desarrollaremos un procedimiento que es también aplicable al caso de sistemas
tipo 1. Para ello, supondremos que los sistemas considerados presentan una simetría frente a la acción
de un grupo de LieG que precisaremos más adelante.
El capítulo está organizado de la siguientemanera. En primer lugar, suponiendo que contamos con
una solución de las ecuaciones cinéticas, trabajaremos con las ecuaciones potenciales para un sistema
subactuado arbitrario. Suponiendo que cierto subfibrado vectorial de T ∗Q es integrable, encontrare-
mos condiciones de integrabilidad que aseguran la existencia de soluciones locales de estas ecuaciones
en las coordenadas que rectifican dicho subfibrado. Más aun, estas soluciones podrán ser calculadas
computando integrales ordinarias en esas coordenadas. Además, podremos imitar el análisis de la posi-
tividad de las soluciones que realizamos en la Sección §4.2.3. Al final condensamos estos resultados en
un procedimiento para construir soluciones.
En segundo lugar, trabajamos con sistemas 1-subactuados que presentan una simetría frente a la
acción de un grupo de Lie. Para estos sistemas, demostramos que existen coordenadas en las cuales el
término cinético del Hamiltoniano depende de una única coordenada, lo que nos permite hallar solu-
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ciones de las ecuaciones cinéticas con lasmismas características, i.e. que dependen únicamente de esa
coordenada. Seguidamente, mostramos que es posible combinar estos resultados con el procedimien-
to mencionado en el párrafo anterior para dar un conjunto completo de instrucciones para construir
soluciones explícitas de las ecuaciones cinéticas y potenciales. En particular, mostramos un cambio de
coordenadas específico que vincula ambas construcciones y hace posible esta combinación.
Por último, ilustramos estos resultados con un ejemplo, donde puede verse que no es necesario
que el sistema sea tipo 2 para que la construcción tenga éxito. De hecho, probaremos que basta que se
cumplan las condiciones de positividad enunciadas en los Lemas 3.1 y 3.2 para que las soluciones sean
definidas positivas. En ese sentido, estos resultados son aplicables a una familia de sistemasno incluída
en los sistemas trabajados en el Capítulo 4.
5.1. Solucionesexplícitasde lasecuacionespotencialesparaunaclasedesis-
temasm-subactuados
A lo largo de esta sección, consideraremos que (H,W) es un sistema subactuado conH simple y
W dado por un subfibradoW de T ∗Q de rangom. Recordemos que, como vimos en el Capítulo 2, las
ecuaciones potenciales están dadas intrínsecamente por la ecuación (2.48), i.e.
〈dv (pi (σ)) ,Fh (σ)〉 − 〈 dh (pi (σ)) ,Fv (σ)〉 = 0, ∀σ ∈ Wˆ ,
donde H = h + h ◦ pi, V = v + v ◦ pi y Wˆ = Fv−1(W ◦). Recordemos también que los términos
cinéticos deH y V están dados por dos métricas Riemannianas, respectivamente ρ y φ, i.e.
h(α) =
1
2
〈
α, ρ](α)
〉
y v(α) =
1
2
〈
α, φ](α)
〉
.
En esta sección supondremos conocida una solución v de las ecuaciones cinéticas (2.47), de modo que
nuestra única incógnita es v.
5.1.1. Una expresión alternativa de las ecuaciones potenciales
Dado que los tensores ρ y φ son simétricos, las ecuaciones potenciales (2.48) pueden escribirse
〈α,Fh[ dv(q)]− Fv[ dh(q)]〉 = 0, ∀α ∈ Wˆ , (5.1)
i.e.
Fh[ dv(q)]− Fv[ dh(q)] ∈ Wˆ ◦,
donde q = pi(α). Luego, definiendo
Ψ := Fh−1 ◦ Fv
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y teniendo en cuenta que Wˆ ◦ = Fv (W ), se sigue que (5.1) puede reescribirse como
dv −Ψ ◦ dh ∈ Ψ (W ) ,
o equivalentemente
( dv −Ψ ◦ dh)|Ψ(W )◦ = 0. (5.2)
5.1.2. Condiciones de integrabilidad local
Continuando con nuestro análisis, supongamos que el subfibrado Ψ (W ) es integrable alrededor
de q¯ ∈ Q. En tal caso, podemos escoger una carta coordenada local (U,ϕ) deQ centrada en q¯ tal que
Ψ (W ) = span
{
dqs+1, ..., dqn
}
(recordemos que s = n−m). Al igual que en los capítulos anteriores,
identificaremos las funcionesv yh con sus representantes en coordenadas locales.Conesta convención
y usando las coordendas que introdujimos recién, podemos escribir la Ec. (5.2) como
∂v
∂qµ
= Hµl Vlk
∂h
∂qk
, µ ≤ s. (5.3)
Demanera similar a lo que presentamos en la Sección §4.2.2, las condiciones necesarias y suficien-
tes para integrar esta ecuación son
∂
∂qµ
(
Hνl Vlk
∂h
∂qk
)
=
∂
∂qν
(
Hµl Vlk
∂h
∂qk
)
, (5.4)
para todo µ, ν ≤ s, y al igual que antes, en tal caso la solución puede computarse por cuadraturas. Por
supuesto, esta condición es un nuevo conjunto de PDEs que debe satisfacer nuestra soluciónV.
Observación 5.1. Si bien es cierto que las soluciones de (5.3) pueden calcularse pormedio de cuadraturas
si y sólo si se cumplen las Ecuaciones (5.4), esto no nos permite asegurar que podemos encontrar solu-
ciones de las ecuaciones potenciales por medio de cuadraturas, puesto que primero deberíamos hallar
las coordenadas (U,ϕ) mencionadas al comienzo de la sección, que a su vez implica resolver un siste-
ma de ODE. Sin embargo, veremos que para sistemas 1-subactuados con simetría esto siempre puede
hacerse. N
Vale la pena notar que (5.4) puede expresarse independientemente de coordenadas por la siguiente
condición
d (Ψ ◦ dh)|Ψ(W )◦ = 0. (5.5)
Por otra parte, si fijamos una condición de borde sobre el conjunto
S := ϕ(U) ∩
{(0, . . . , 0︸ ︷︷ ︸
s
)} × Rm
 , (5.6)
sabemos que solo existe un única solución cumpliendo (5.3).
Si s = 1, i.e. para grado de subactuación 1, el subfibrado Ψ (W ) es siempre integrable por ra-
zones dimensionales. Además, la condición (5.4) se reduce a una única condición para µ = ν = 1,
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que se cumple inmediatamente. Por lo tanto, si hallamos una solución v de las ecuaciones cinéticas, el
argumento anterior nos asegura que, para sistemas 1-subactuados, existe una solución para la única
ecuación potencial, como es bien sabido (ver Capítulo 3). Más aun, en una carta coordenada apropiada,
las soluciones pueden ser calculadas resolviendo integrales primeras.
En cualquier caso, podemos concluir que si Ψ (W ) es integrable y se cumple (5.5), entonces (5.2), o
equivalentemente las ecuaciones potenciales (2.48), tienen una solución local.
5.1.3. Condiciones de positividad para las soluciones de las ecuaciones potenciales
Supongamos ahora que se cumple la Ecuación (5.4) y sea v una solución de (5.3). Entonces, es claro
que v es definida positiva alrededor de0 si y sólo si v tiene unmínimo local no degenerado en0 y, como
v es una función suave, esto se cumple si y sólo si:
1. 0 es un punto crítico de v y
2. la matriz Hessiana de v en 0, es definida positiva.
Fijemos el valor de v sobre el conjunto S [ver Ec. (5.6)] de modo que
v(0, . . . , 0, s1, ..., sm) =
κ
2
m∑
a=1
(sa)2 , (5.7)
con κ > 0 constante, se sigue de (5.3) y de esta condición de borde que ∂v/∂vi(0) = 0 para todo
i = 1, . . . , n. Luego, 0 resulta crítico para v. Estudiemos ahora la matriz Hessiana de v en 0. Notemos
que, usando la Ec. (5.3) y el hecho de que h es crítico en 0,
Hess(v)µν(0) =
(
Hµl Vlk
∂2h
∂qk∂qν
)
(0) =
(
Hµl Vlk Hess(h)kν
)
(0), ∀µ, ν ≤ s. (5.8)
Luego, es claro que
Hess(v)(0) =
[
N B
Bt κ I
]
,
donde I es la matriz identidad dem×m, B es la matriz de s×m con entradas
Bµa :=
(
Hµl Vlk Hess(h)k,s+a
)
(0), ∀µ ≤ s, a ≤ m, (5.9)
yN es de s× s con entradas [recordar (5.8)]
Nµν :=
(
Hµl Vlk Hess(h)kν
)
(0).
En esta situación, tenemos la siguiente proposición
Proposición 5.1. Dada una solución local v de (5.3) cumpliendo la condición de borde (5.7), supongamos que la
matriz N, dada por (5.8), es definida positiva. Entonces, existe una constante κ tal que Hess(v)(0) es definida
positiva.
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La demostración es la misma que escribimos para la Proposición 4.4 cambiandoM por N y A por
B, y puede verse que en este caso basta tomar κ tal que
κ >
( ‖B‖
λNmı´n
)2
, (5.10)
donde λNmı´n es el mínimo autovalor de la matriz B.
Dado que q¯ es un punto crítico del término potencialh, entonces podemos encontrar una expresión
intrínseca para la matriz N. Esto se debe a que, en estas condiciones, el tensor Hessiano covariante de h,
dado por
Hess(h) = ∇∇h,
siendo ∇ la conexion de Levi-Civita asociada a la métrica Riemanniana ρ, tiene por representación
matricial en q¯ a la matriz Hessiana de h. Más específicamente, Hess(h) ∈ Γ(T ∗Q⊗ T ∗Q) y
Hess(h)(X,Y )(q) = X(Y h)(q)− 〈dh, (∇XY )〉 (q),
para todoX,Y ∈ X(Q). Luego, dado que q¯ es crítico para h, el segundo término se anula y
Hess(h)(X,Y )(q¯) = Xi(q¯)
∂2h
∂xi∂xj
(q¯)Y j(q¯),
que es la expresión conocida de la matriz Hessiana de una función. De todo esto, es fácil ver que N es
la representación local en q¯ de la forma bilineal
N = Hess(h) ◦
(
Fv ◦ Fh−1 × idTQ
)∣∣
Ψ(W )◦ . (5.11)
Para terminar este sección notemos que, siN es definida positiva en q¯, y si existe una solución local
v de (5.2) alrededor de q¯, entonces puede escogerse una condiciónde borde tal que v es definida positiva
alrededor de q¯.
5.1.4. Construcción de soluciones explícitas de las ecuaciones potenciales
Teniendo en cuenta el argumento de las secciones anteriores, tenemos el siguiente teorema de
construcción de soluciones para las ecuaciones potenciales.
Teorema 5.1. Sean v una solución de las ecuaciones cinéticas y sea Ψ = Fh−1 ◦ Fv. Si en un entorno de q¯
a. el subfibrado Ψ (W ) es integrable y
b. d (Ψ ◦ dh)|Ψ(W )◦ = 0,
entonces existe una solución local v de (2.48). Si además
c. la forma bilineal [ver Ec. (5.11)]N es definida positiva en q¯,
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entonces existe una solución local v (2.48) que es definida positiva alrededor de q¯.
Más aun, el desarrollo de las últimas secciones da origen a un procedimiento concreto para cons-
truir soluciones explícitas definidas positivas alrededor de q¯ de las ecuaciones potenciales, una vez
halladas coordenadas que rectifiquen el subfibrado Ψ (W ). Más precisamente, debemos seguir las si-
guientes instrucciones:
1. comprobar que Ψ (W ) es integrable alrededor de q¯;
2. hallar coordenadas (q1, . . . , qn) centradas en q¯ tales que Ψ (W ) = span
{
dqs+1, ..., dqn
}
;
3. en dichas coordenadas, definir funciones uµ := Hµl Vlk ∂h∂qk , para µ = 1, . . . , s;
4. verificar que alrededor del origen ∂uν∂qµ =
∂uµ
∂qν para todo µ, ν ≤ s [ver Ec. (5.4)];
5. definir v como
v(q1, . . . , qn) :=
s∑
µ=1
∫ qµ
0
uµ(0, . . . , 0, t, q
µ+1, . . . , qn) dt+
κ
2
m∑
a=1
(
qs+a
)2
para alguna constante κ;
6. chequear que la matrizN [recordar Ec. (5.8)] es definida positiva;
7. escoger κ de manera tal que [recordar Eqs. (5.9) y (5.10)]
κ >
∑m
b=1
∑s
µ=1
(
∂uµ/∂q
s+b(0)
)2
λNmı´n
.
Observación 5.2. En el caso de subactuación 1, los pasos 1 y 4 no son necesarios puesto que las condicio-
nes de integrabilidad a las que refieren se cumplen automáticamente. Además, dado queN = λNmı´n =
∂u1/∂q
1(0), el paso 6 consiste en chequear que ∂u1/∂q1(0) > 0 y el paso 7 se reduce a escoger κ tal
que
κ >
∑n−1
b=1
(
∂u1/∂q
1+b(0)
)2
∂u1/∂q1(0)
. (5.12)
Por lo tanto, existe solución definida positiva alrededor de 0 si ∂u1/∂q1(0) > 0. N
Tal y como comentamos al comienzo del Capítulo 4, la idea de estudiar las ecuaciones potencia-
les suponiendo que tenemos una solución de las ecuaciones cinéticas aparece también en la Referencia
[30], dondedicha idea se lleva a cabopara las condiciones dematchingdel energy shaping. En lamisma,
el autor encuentra condiciones de integrabilidad para las condiciones de matching potenciales usan-
do la teoría de integrabilidad de Goldschmidt (ver [17]). Luego, si estas condiciones se cumplen y si los
objetos involucrados son de clase Cω , se concluye que existe solución de las ecuaciones. Sin embargo,
no se estudia la positividad de las mismas. En nuestro caso, en cambio, si bien las condiciones de in-
tegrabilidad son muy similares a las de [30], el análisis es válido en la categoría C∞. Más aun, damos
condiciones necesarias y suficientes para que la solución sea definida positiva y, además, mostramos
como construir la solución calculando integrales ordinarias en un sistema de coordenadas apropiado.
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5.2. Sistemas 1-subactuados con simetría
En esta sección nos concetraremos en sistemas con grado de subactuación 1 que son “invariantes”
frente a la acción de un grupo de LieG de dimensión n− 1 (en un sentido que será precisadomás ade-
lante). Vamos a probar que, bajo ciertas hipótesis, es posible encontrar coordenadas paraQ tales que la
expresión coordenada del término cinético de la función HamiltoniananaH depende únicamente de
una de las coordenadas. Esto nos permitirá construir soluciones explícitas de las ecuaciones cinéticas
y, junto con el procedimiento para construir soluciones de las ecuaciones potenciales presentado en la
sección anterior, tendremos un conjunto de instrucciones completo para construir soluciones explíci-
tas de ambas ecuaciones.
Dado que la simetría cumplirá un rol fundamental en lo que resta del capítulo, haremos ahora una
breve introducción de algunas herramientas y estableceremos la notación que usaremos en las siguien-
tes secciones.
5.2.1. Acciones de Grupos de Lie e invariancia
SiG es un grupo de Lie actuando sobre una variedad suaveQ, denotaremos por Θ : G × Q → Q
a la aplicación acción y escribiremos Θ(g, q) = g · q para simplificar la notación. Si g ∈ G y q ∈ Q,
definamos además las siguientes aplicaciones asociadas a Θ:
Θq : G→ Q /Θq(g) = g · q,
Θg : Q→ Q /Θg(q) = g · q,
Θ˜ : G×Q→ Q×Q / Θ˜(g, q) = (q, g · q).
Diremos queΘ es libre siΘq es inyectiva para todo q ∈ Q y que es propia si Θ˜ es una aplicación propia
(en el sentido de que preimágenes de conjuntos compactos son compactos). Si q ∈ Q, la órbita de q es
el conjuntoG · q := {g · q ∈ Q : g ∈ G}. Es posible mostrar que, siΘ es libre y propia, entoncesG · q
es una subvariedad regular deQ (con Θq un embedding) para todo q ∈ Q.
Denotaremos porLg : G→ G a la traslación a izquierda por un elemento g ∈ G, i.e.Lg(h) = g ·h.
Diremos que un campo vectorialX ∈ X(G) es invariante a izquierda siLg∗ (X (h)) = X (g · h), para
todo g, h ∈ G. El conjunto de todos los campos ivariantes a izquierda será denotado Lie(G) ⊂ X(G).
Consideremos ahora η ∈ Lie(G) no nulo. El generador infinitesimal (o campovectorial fundamental)
de η se define como
ηQ(q) := Θ
q
∗e (η(e)) ,
donde e ∈ G es el elemento neutro del grupo. Observemos que, si {ηi(e)} es una base deTeG, entonces
{ηiQ(q)} es una base de Tq(G · q).
DadosX ∈ X(Q) y ω ∈ Ω•(Q), diremos que sonG-invariantes si
Θg∗(X(q)) = X(g · q) y Θ∗g−1(ω(q)) = ω(g · q),
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para todo g ∈ G y q ∈ Q. Dada una 2-forma ρ, diremos que su forma cuadrática asociada es G-
invariante si sólo si ρ lo es.
Una distribución ∆ (resp. codistribution Σ) esG-invariante si para cada campo vectorialX ⊂ ∆
(resp. cada forma diferencial ω ⊂ Σ) tenemos Θg∗X ⊂ ∆ (resp. Θ∗g−1ω ⊂ Σ) para todo g ∈ G.
Supongamos ahora queG es un grupo abeliano y consideremos una curva integral γη de η pasando
por e en t = 0. Entonces,
γ
ηQ
q = Θ
q ◦ γη (5.13)
es una curva integral de ηQ. En efecto, tenemos
γ
ηQ
q (0) = Θ
q (γη(0)) = Θq(e) = e · q = q
y usando la invariancia a izquierda de η
γ˙
ηQ
q (t) = Θ
q
∗γη(t)(η(γ
η(t))) = Θq∗γη(t)
(
Lγη(t)∗e (η(e))
)
=
(
Θq ◦ Lγη(t)
)
∗e (η(e)) . (5.14)
Pero, comoG es abeliano, para todo g, h ∈ G y q ∈ Q
Θq ◦ Lg(h) = Θq(gh) = gh · q = hg · q = h · (g · q) = Θg·q(h),
de manera que
Θq ◦ Lγη(t) = Θγ
η(t)·q.
Insertando esto en (5.14) obtenemos
γ˙
ηQ
q (t) = Θ
γη(t)·q
∗e (η(e)) = ηQ(γ
ηQ
q (t)),
lo que confirma que γηQq = Θq ◦ γη es una curva integral de ηQ padando por q.
5.2.2. Cartas coordenadasG-adaptadas
El objetivo de esta sección es encontrar un sistema de coordenadas conveniente para construir una
solución de las ecuaciones cinéticas (2.47). Para ello, usaremos el hecho de que, si la acción es libre y pro-
pia, entonces podemos escoger una subvariedad S ⊂ Q, transversal a cada órbita, tal que el espacio de
configuraciones es localmente difeomorfo, via Θ, a una variedad producto. Enunciamos con precisión
esta afirmación en el siguiente teorema.
Teorema5.2 (Estructura local de producto). SeanQ una variedad de dimensión (m+k) yG un grupo de Lie
de dimensión k que actúa de manera libre y propia sobreQ. Entonces, para cada p ∈ Q existe una subvariedad
S ⊂ Q de deimensiónm que contiene a p tal que la restricción de la acciónχ = Θ|G×S es un difeomorfismo local
alrededor de (e, p).
Para una demostración de este resultado puede consultarse, por ejemplo, la Referencia [29]. Este
teorema nos provee una poderosa herramienta para construir campos vecotriales y formas diferencia-
lesG-invariantes. El siguiente lemamuestra cómo esta idea puede usarse para describir codistribucio-
nesG-invariantes.
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Lema 5.1. Sean Q y G como en el Teorema 5.2 y seaW una codistribución regular de rango k sobre Q que es
G-invariante. Entonces, para cada p ∈ Q existe un entorno abierto U de p y formas diferencialesG-invariantes
ξi ∈ Ω1 (U), i = 1, . . . , k, tales queWq = span {ξi(q)}ki=1 para todo q ∈ U .
Demostración. Dado queW es regular, existe un entorno abiertoU de p tal queWq = span {ωi(q)}ki=1
para alguna familia {ωi}ki=1 de formas diferenciales y para todo q ∈ U . AchicandoU (de ser necesario),
el Teorema 5.2 dice que existe una subvariedad S ⊆ U de dimensión m tal que χ = Θ|G×S es un
difeomorfismo sobreU . Definamos ahora, para todo q ∈ U ,
ξi(q) := Θ
∗
g−1
(
ωi(q
′)
)
, ∀ i = 1, . . . , k,
donde (g, q′) = χ−1(q) ∈ G × S. Es sencillo ver que estas aplicaciones definen formas diferenciales
suaves no nulas sobre U y que son G-invariantes por construcción. Notemos que si q ∈ S, entonces
g = e, q′ = q y ξi(q) = ωi(q), por lo que {ξi(q)}ki=1 es un conjunto generador deWq para cada q ∈ S.
Más aun, dado que Θ∗g−1 es un isomorfismo de espacios vectoriales, aplica conjuntos linealmente in-
dependientes en conjuntos linealmente independientes, de manera que el conjunto {ξi(q)}ki=1 genera
un subespacio vectorial de T ∗qQ de dimensión k para todo q ∈ U . Pero, dado queW esG-invariante y
de dimensión k, resulta de hecho que span {ξi(q)}ki=1 = Wq para todo q ∈ U , que era lo que se quería
probar. 
De ahora en adelante supondremos que el sistema (H,W) tiene funciónHamiltoniana simple con
término cinético h y queW está dado por un subfibrado linealW de T ∗Q. También supondremos que
G es un grupo de Lie abeliano que actúa de manera libre y propia sobreQ vía una acción Θ.
En lo que sigue vamos anecesitar unanociónparticular deG-invariancia para este tipode sistemas.
Definición 5.1. Diremos que (H,W) es cinéticoG-invariante si la función h y la codistribuciónW son
G-invariantes.
Notemos que, si la forma cuadrática h esG-invariante, entonces sumétrica Riemanniana asociada
ρ es tambiénG-invariante, es decir, para todo q ∈ Q y g ∈ G,
ρ (Θg∗v,Θg∗w) = ρ (v, w) , ∀ v, w ∈ TqQ. (5.15)
Supongamos además queG tiene dimensión (n − 1) y queW tiene rango también n − 1. Este es
el tipo de sistemas subactuados que consideraremos de aquí en adelante. Queremos encontrar coorde-
nadas en las cuales ρ dependa únicamente de una coordenada. La siguiente proposición muestra que
esto es posible bajo una hipótesis adicional.
Proposición 5.2 (Coordenadas G-adaptadas). Sea G un grupo de Lie de dimensión (n − 1) actuando de
manera libre y propia sobre una variedad suaveQ de dimensión n, y sea (H,W) un sistema 1-subactuado que es
cinéticoG-invariante. Supongamos que la distribución
∆q := W
◦
q + Tq(G · q), q ∈ Q, (5.16)
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tiene rango máximo en q¯ ∈ Q. Entonces, existe una carta coordenada (U,ϕ = (x, y1, . . . , yn−1)) centrada en
q¯ tal que, para todo q ∈ U ,Wq = span
{
dya|q
}n−1
a=1
y tal que las funciones coordenadas de la métrica Hij ,
dependen únicamente de la coordenada x.
Demostración. Dado que∆ tiene rangomáximo en q¯, es localmente un subfibrado vectorial deTQ. Más
aun, como dimW ◦q = 1 para todo q, debe suceder que
W ◦q ∩ Tq(G · q) = {0} (5.17)
en un entorno V de q¯. Notemos que laG-invariancia deW implica queW ◦ esG-invariante también.
Entonces, imitando la construcción del Lema 5.1, es fácil ver que existe un campo vectorial no nulo y
G-invariante ξ′ definido en un abiertoN que contiene a q¯ tal queW ◦q = span {ξ′(q)} para todo q ∈ N .
Sea {ηQa}n−1a=1 un sistema de n − 1 generadores infinitesimales linealmente independientes. Ob-
servemos que, dado que G es abeliano, todo generador infinitesimal es G-invariante. Como es bien
sabido que los campos G-invariantes conmutan con todos los generadores infinitesimales, es claro
que [ηQa, ηQb] = 0 para todo a, b = 1, . . . , n − 1. Gracias a la Ec. (5.17), es claro que el conjunto
{ξ′, ηQ1, . . . , ηQn−1} también es linealmente independiente sobreN ∩ V y, como ξ′ esG-invariante,
tenemos que [ξ′, ηQa] = 0 sobreN ∩V para cada a = 1, . . . , n−1. En particular, tenemos un conjunto
de n campos vectoriales linealmente independientes que conmutan entre sí. En consecuencia, existe
una carta coordenada (U,ϕ) centrada en q¯ conU ⊆ N ∩ V y tal que
ξ′ =
∂
∂x
and ηQa =
∂
∂ya
, ∀ a = 1, . . . , n− 1.
Finalmente, para todo q ∈ U ,
Wq = (W
◦
q )
◦ = span
{
ξ′(q)
}◦
= span
{
∂
∂x
∣∣∣∣
q
}◦
= span
{
dya|q
}n−1
a=1
,
como queríamos.
Para completar la demostración, vamos amostrar que lamétrica ρ depende únicamente de la coor-
denada x. SeanHij ∈ C∞(U) las funciones dadas por
Hij(q) = ρ
(
∂
∂qi
∣∣∣∣
q
,
∂
∂qj
∣∣∣∣
q
)
donde
∂
∂q1
=
∂
∂x
y
∂
∂q1+a
=
∂
∂ya
.
Notemos que, gracias a laG-invariancia de ρ [ver (5.15)] y la invariancia de los campos vectoriales
∂
∂x y
∂
∂ya ,
Hij(g · q) = ρ
(
∂
∂qi
∣∣∣∣
g·q
,
∂
∂qj
∣∣∣∣
g·q
)
= ρ
(
Θg∗
∂
∂qi
∣∣∣∣
q
,Θg∗
∂
∂qj
∣∣∣∣
q
)
= ρ
(
∂
∂qi
∣∣∣∣
q
,
∂
∂qj
∣∣∣∣
q
)
= Hij(q). (5.18)
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Calculemos ahora
ηQ(Hij)(q) =
d
dt
∣∣∣∣
t=0
Hij(γ
ηQ
q (t)), (5.19)
donde ηQ es un generador infinitesimal y γ
ηQ
q (t) es una curva integral de ηQ tal que γ
ηQ
q (0) = q. En el
caso en que ηQ = ηQa, esta función es la derivada deHij respecto de ya. Usando la Ec. (5.13) en (5.19),
hallamos
ηQ(Hij)(q) =
d
dt
∣∣∣∣
t=0
Hij(Θq(γη(t))) =
d
dt
∣∣∣∣
t=0
Hij(γη(t) · q) = d
dt
∣∣∣∣
t=0
Hij(q) = 0, (5.20)
donde hemos usado (5.18). 
Dado un sistema 1-subactuado cinético G-invariante (H,W) cumpliendo las hipótesis de la Pro-
posición 5.2, diremos que las coordenadas construidas en la demostración anterior son coordenadas
G-adaptadas. Usando estas coordenadas, el hecho de que las entradas deH dependen únicamente de
la coordenada x será extremadamente útil en la próxima sección, donde encontraremos soluciones ex-
plícitas del conjunto de ecuaciones cinéticas y potenciales.
Observación 5.3. Notemos que las coordenadasG-adaptadas son también coordenadas adaptadas aW
(recordar Definición 3.1). Esto nos permite usar el cambio de variables dependientes mostrado en el
Capítulo 3 a las nuevas variables δ, γ y l y por lo tanto podemos optar por resolver las ecuaciones (3.20)
en lugar de (2.47) para hallar soluciones de las ecuaciones cinéticas. N
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En esta sección, en el contexto de sistemas 1-subactuados cinéticoG-invariantes, vamos a combi-
nar los resultados de la sección anterior para construir soluciones explícitas de las ecuaciones cinéticas,
y el procedimiento descripto en la Sección §5.1.4 para hallar soluciones explícitas de las ecuaciones po-
tenciales. De aquí en adelante, supondremos que tenemos un sistema subactuado (H,W) cumpliendo
las hipótesis de la Proposición 5.2.
5.3.1. Soluciones de las ecuaciones cinéticas
Consideremos la única ecuación cinética (3.20) en una carta coordenadaG-adaptada (ver la Propo-
sición 5.2 y la Observación 5.3)
(
U,ϕ =
(
x, y1, . . . , yn−1
))
. Recordemos que, en estas coordenadas, la
codistribuciónW está generada por las formas diferenciales coordenadas dya.
Dado que las entradas de lamétricaH no dependen de las coordenadas ya [ver Ec. (5.20)], podemos
buscar soluciones (δ, γ) de (3.20) que sólo dependan de la coordenada x. Con esto en mente, podemos
escribir nuestra ecuación como (
H11 −H1,1+bγb
)
δx = B δ,
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donde B = H11x − 2H1,1+bx γb + γaH1+a,1+bx γb [recordar la Ec. (3.18)]. Podemos integrar esta última
ecuación en un entorno de x = 0 para obtener
δ(x) = P exp
(∫ x
0
B(t)
H11(t)−H1,1+b(t)γb(t) dt
)
, (5.21)
donde P es una constante positiva. Claramente, es necesario pedir que γ(0) cumpla la condición
H11(0)−H1,1+b(0)γb(0) 6= 0.
Observación 5.4. Vale la penadecir que siempre es posible fijar el valor deγ enx = 0para que esta última
ecuación se cumpla. En efecto, siH1,1+b(0) = 0 para todo b = 1, . . . , n− 1, la condición se reduce a
H11(0) 6= 0,
que siempre se cumple puesto queH es definida positiva. Por otro lado, si existe b0 tal queH1,1+b0(0) 6=
0
γb0(0) 6=
H11(0)−∑n−1b=1
b 6=b0
H1,1+b(0)γb(0)
H1,1+b0(0)
N
En conclusión, dado un sistema 1-subactuado cinéticoG-invariante (H,W) (cuya distribución∆ -
ver Ec. (5.16)- tenga rangomáximo en q¯), para encontrar una soluciónV = V (x)de la ecuación cinética
(3.20), podemos proceder de la siguiente manera:
i. encontrar coordenadasG-adaptadas
(
x, y1, . . . , yn−1
)
;
ii. fijar n− 1 funciones γb(x) tales que
H11(0)−H1,1+b(0)γb(0) 6= 0, (5.22)
y definir [ver (3.13)]
V11(x) := δ(x) + γa(x)δabγb(x), V1,1+a(x) = V1+a,1(x) := δabγb(x)
y V1+a,1+b(x) := δab,
donde δab es el símbolo de Kronecker y δ está dada por (5.21) para alguna constante positiva P .
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5.3.2. Soluciones de las ecuaciones potenciales
Ahora, partiendo de las soluciones construidas en la sección anterior, vamos a aplicar el procedi-
miento que desarrollamos en la Sección §5.1 para encontrar una solución local v de la ecuación poten-
cial.
Consideremos entonces las coordenadasG-adaptadas
(
x, y1, . . . , yn−1
)
de la Proposición 5.2. Re-
cordemos que, en virtud de la Observación 5.2, no es necesario efectuar los pasos 1 y 4 de nuestro pro-
cedimiento. Llevemos a cabo el paso 2. Para comenzar, observemos que
Ψ(W ) = span {Ψ( dya)}n−1a=1 .
Escribamos ahora las formas diferenciales Ψ( dya) en términos de las formas diferenciales coordena-
das dx, dyb, i.e. encontremos funciones αa y βab tales que
Ψ( dya) = αa dx+ βab dy
b.
Calculando,
αa =
〈
Ψ( dya),
∂
∂x
〉
= H1jVj,1+a = H11V1,1+a +H1,1+bV1+b,1+a
= H11δabγb +H1,1+bδab = (H11γb +H1,1+b) δab,
y
βab =
〈
Ψ( dya),
∂
∂yb
〉
= H1+b,jVj,1+a = H1+b,1V1,1+a +H1+b,1+cV1+c,1+a
= H11δacγc +H1,1+bδac = (H1,1+bγc +H1+c,1+b) δac.
Luego, definiendo
Qcb = γcH1,1+b +H1+c,1+b, (5.23)
tenemos
Ψ( dyc) = δcb (H11γb +H1,1+b) dx+ δcbQbd dyd.
Observación 5.5. Vale la pena notar que podemos escoger los valores de las constantes γb(0) de manera
tal que Q sea una matriz invertible en 0. Para mostrar esto, consideremos el determinante de Q(0)
como un polinomio en las variables γb(0). Si detQ(0) fuese el polinomio constante, entonces sería no
nulo pues, tomando γb(0) = 0 para todo b, obtenemosQ(0)cb = H1+c,1+b(0), que es invertible. Si, por
otra parte, detQ(0) no es un polinomio constante, entonces existe algún término no nulo
λγa1(0) . . . γal(0)
y podemos tomar γa1(0) . . . γal−1(0) 6= 0 y fijar los números restantes γa(0) con a 6= al de manera
arbitraria. Para esta elección, el determinante resultante detQ(0) es un polinomio no constante de
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grado a lo sumo n − 1 en la variable γal(0), y por lo tanto existen a lo sumo n − 1 valores distintos
z1, . . . , zn−1 de γal(0) para los cuales detQ(0) = 0 y es suficiente tomar |γal(0)| > ma´x |za|. De esta
forma, podemos considerar queQ es invertible alrededor de 0. N
Supongamos entonces de ahora en adelante queQ es invertible alrededor de 0 [ver (5.23) y la Ob-
servación 5.5]. Bajo esta hipótesis, podemos considerar las formas diferenciales ξa dadas por
ξa = QabδbcΨ( dya) = Qab (H11γb +H1,1+b) dx+ dya
que generan la codistribución Ψ(W ). Más aun, son formas diferenciales cerradas y por lo tanto son
localmente exactas. De hecho, si definimos las funciones
εa(x) =
∫ x
0
Qab (H11γb +H1,1+b) (t) dt
y
sa = ya + εa(x), (5.24)
es claro que
dsa = ξa.
Dado que el campo vectorial
∂
∂x
−Qab (H11γb +H1,1+b) ∂
∂ya
genera el anulador
(
span { dsa}n−1a=1
)◦
, para completar el paso2podemosbuscaruna formadiferencial
exacta dr tal que 〈
dr,
∂
∂x
−Qab (H11γb +H1,1+b) ∂
∂ya
〉
= 1.
Resolviendo para r obtenemos
r
(
x, y1, . . . , yn−1
)
= x+
1
2
(ya + εa(x)) δab
(
yb + εb(x)
)
. (5.25)
Es claro entonces que la asignación (x, y1, . . . , yn−1) 7→ (r, s1, . . . , sn−1) es un difeomorfismo local
que deja fijo al origen 0 y cuya inversa está dada por{
x = r − 12saδabsb,
ya = sa − εa (r − 12scδcdsd) . (5.26)
Así, terminamos el paso 2.
Observación 5.6. Usando las coordenadasG-adaptadas, la ecuación cinética se escribe(
H11 −H1,1+aγa
)
vx +
(
H1,1+b −H1+b,1+aγa
)
vyb = δ hx.
Escribiendo v(r, ~s) = v (x(r, ~s), ~y(r, ~s)), puede verse que esta ecuación se traduce en(
H11 −H1,1+aγa
)
vr = δhx
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o equivalentemente [recordar (5.22)]
vr =
δhx
H11 −H1,1+aγa . (5.27)
Esto explica por qué este cambio de coordenadas es útil. N
La Ec. (5.27) en la observación anterior dice que la función u1 del paso 3 está dada por
u(r, ~s) := u1(r, ~s) =
(
δhx
H11 −H1,1+aγa
)
(x(r, ~s), ~y(r, ~s)) .
Luego, de acuerdo con el paso 5, una solución de (3.21) está dada por
v(r, ~s) =
∫ r
0
u(t, ~s) dt+ κ
‖~s‖2
2
o bien
v(x, ~y) =
∫ 1
2
‖~y−~ε(x)‖2+x
0
u (t, ~y − ~ε(x)) dt+ κ‖~y − ~ε(x)‖
2
2
, (5.28)
utilizando nuestras coordenadas G-adaptadas originales. Sólo resta llevar a cabo los pasos 6 y 7 para
escoger (de ser posible) la constanteP , la funciónγ y la constanteκdemanera tal que (5.28) seadefinida
positiva. Un cálculo sencillo muestra que
∂u
∂r
(0) =
δ(0)
(H11 −H1,1+aγa)2 (0)
[(
H11 −H1,1+aγa
)
hxx +
(
H1,1+b −H1+b,1+aγa
)
hxy1+b
]
(0).
(5.29)
Aquí, hemos usado el hecho de que 0 (i.e. q¯ ) es un punto crítico para h. Luego, el paso 6 se reduce a
chequear que [(
H11 −H1,1+aγa
)
hxx +
(
H1,1+b −H1+b,1+aγa
)
hxy1+b
]
(0) > 0, (5.30)
que es una condición en las constantes γa(0).
Observación 5.7. Esta condición fue encontrada ya en el Capítulo 3, donde probamos (ver Lema 3.2)
que existen constantes γa(0) cumpliendo dicha condición si y sólo si la función HamiltonianaH
satisface hxx(0) > 0 o bien
[
hxxH1,1+a + hxy1+bH1+b,1+a
]
(0) 6= 0 para algún a = 1, . . . , n− 1. N
Finalmente, siguiendo el paso 7, dado que (recordar nuevamente que 0 es crítico para h)
∂u
∂sb
(0) =
[
δ
(a− γb) hxy1+b
]
(0) (5.31)
y que δ (0) = P [recordar (5.21)], basta tomar [ver Ec. (5.12), (5.29) y (5.31)]
κ > P
[ ∑n−1
b=1 h
2
xy1+b
(H11 −H1,1+aγa) hxx + (H1,1+b −H1+b,1+aγa) hxy1+b
]
(0) (5.32)
para lograr que la función v construída en (5.28) sea definida positiva en el origen.
Para concluir, enunciamos el siguiente teorema de construcción de soluciones explícitas
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Teorema 5.3 (Construcción de soluciones explícitas). SeaG un grupo de Lie de dimensión n− 1 que actúa
de manera libre y propia sobre una variedad suave Q de dimensión n. Sea (H,W) un sistema Hamiltoniano
1-subactuado cinéticoG-invariante sobreQ y consideremos un punto de equilibrio inestable α¯ ∈ T ∗¯qQ deXH .
Luego, si (x, ~y) son coordenadasG-adaptadas para (H,W), y verificamos que
hxx(0) > 0 o bien
[
hxxH1,1+a + hxy1+bH1+b,1+a
]
(0) 6= 0 para algún a = 1, . . . , n− 1;
podemos construir soluciones locales y definidas positivas de las ecuaciones cinéticas y potenciales del siguiente
modo:
1. fijamos n − 1 funciones γ1(x), . . . , γn−1(x) que cumplan (5.30) y tales que [recordar (5.23) y la Obser-
vación 5.5]
H11(0)−H1,1+b(0)γb(0) 6= 0 y detQ(0) 6= 0,
y definamos
V11(x) := δ(x) + γa(x)δabγb(x), V1,1+a(x) = V1+a,1(x) := δabγb(x)
y V1+a,1+b(x) := δab,
donde δab es el símbolo de Kronecker y δ está dada por (5.21) para alguna constante positivaP ;
2. definamos coordenadas (r, ~s) como en (5.24), (5.25) y (5.26);
3. definamos u1(r, ~s) := u(r, ~s) =
[
δhx
H11−H1,1+aγa
]
(x(r, ~s), ~y(r, ~s));
4. escojamos una constante κ cumpliendo (5.32);
5. definamos v como en (5.28).
Observación 5.8. Un punto delicado en el procedimiento descripto en el Teorema 5.3 es la construcción
de las coordenadasG-adaptadas. Dicha construcción involucra resolver un sistema de ecuaciones di-
ferenciales que puede no ser soluble por cuadraturas. Esa es la razón por la cual usamos el término
“solución explícita” para diferenciarlo de las soluciones por cuadraturas presentadas en el capítulo an-
terior. N
5.4. Ejemplo: péndulo doble invertido
Comoejemplo del procedimiento desarrollado en las secciones previas, vamos a estudiar el péndulo
doble invertido.
Antes de analizar el ejemplo concreto y con el objetivo de facilitar la lectura, presentamos un breve
resumen de los resultados desarrollado a lo largo del capítulo para sistemas con dos grados de libertad,
con una notación más sencilla.
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5.4.1. Sistemas con dos grados de libertad
Supongamos que dimQ = 2, dimG = 1 y que (H,W) es un sistema subactuado cinético G-
invariante. Consideremos que (x, y) son coordenadasG-adaptadas y adoptemos paraH y V la nota-
ción (3.33) y (3.35), i.e.
H(x, y) =
[
a(x, y) b(x, y)
b(x, y) c(x, y)
]
, V(x, y) =
[
f(x, y) g(x, y)
g(x, y) l(x, y)
]
.
Escribamos también
δ =
f l − g2
l
, γ = γ1 =
g
l
.
Con esta notación, el Teorema 5.3 puede reescribirse de la siguiente manera para sistemas con dos
grados de libertad
Teorema 5.4. SeaG un grupo de Lie de dimensión 1 que actúa demanera libre y propia sobre una variedad suave
Q de dimensión 2. Sea (H,W) un sistema Hamiltoniano subactuado cinético G-invariante sobre Q y conside-
remos un punto de equilibrio inestable α¯ ∈ T ∗¯qQ de XH . Luego, si (x, y) son coordenadas G-adaptadas para
(H,W), y verificamos que
hxx(0) > 0 o bien [bhxx + chxy] (0) 6= 0;
podemos construir soluciones locales y definidas positivas de las ecuaciones cinéticas y potenciales del siguiente
modo:
1. fijamos una función γ(x) que cumpla
a(0)− b(0)γ(0) 6= 0, y [(a− bγ)hxx + (b− cγ)hxy] (0) > 0;
y definimos
V11(x) := δ(x) + γ2(x), V12(x) = V21(x) := γ(x)
y V22(x) := 1,
donde
δ(x) := P exp
(∫ x
0
B(t)
a(t)− b(t)γ(t) dt
)
(5.33)
para alguna constante positivaP ;
2. definimos coordenadas (r, s) como siguer = x+
1
2 (y + ε(x))
2
s = y + ε(x)
x = r −
1
2s
2,
y = s− ε (r − 12s2) . ;
con
ε(x) = −
∫ x
0
b(t)− γ(t)c(t)
a(t)− b(t)γ(t) dt
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3. definimos
u1(r, s) := u(r, s) =
[
δhx
a− bγ
]
(x(r, s), ~y(r, s));
4. escogemos una constante κ tal que
κ > P
[
h2xy
(a− bγ) hxx + (b− cγ) hxy
]
(0);
5. definimos v como
v(x, y) =
∫ 1
2
(y−ε(x))2+x
0
u (t, y − ε(x)) dt+ κ(y − ε(x))
2
2
(5.34)
5.4.2. El ejemplo
El espacio de configuraciones para el péndulo doble invertido es el productoQ = S1 × S1. Vamos
a utilizar coordenadas angulares locales ϕ1 y ϕ2 medidas respecto de la posición vertical (ver figura).
La función Lagrangiana para este sistema está dada por
Péndulo doble invertido
L(ϕ1, ϕ2, ϕ˙1, ϕ˙2) =
1
2
(
ϕ˙1 ϕ˙2
)[ A B cos(ϕ1 − ϕ2)
B cos(ϕ1 − ϕ2) C
](
ϕ˙1
ϕ˙2
)
−D1 cos(ϕ1)−D2 cos(ϕ2),
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dondeA,B,C,D1 yD2 son constantes positivas relacionadas con lasmasas y las longitudes de las dos
barras. El Hamiltoniano correspondiente, a su vez, está dado por
H(ϕ1, ϕ2, pϕ1 , pϕ2) =
1
2M
(
pϕ1 pϕ2
)[ C −B cos(ϕ1 − ϕ2)
−B cos(ϕ1 − ϕ2) A
](
pϕ1
pϕ2
)
+D1 cos(ϕ1) +D2 cos(ϕ2),
dondeM = M(ϕ1, ϕ2) = AC − B2 cos2(ϕ1 − ϕ2). Supongamos ahora que queremos estabilizar
(asintóticamente) la posición vertical (ϕ1, ϕ2, pϕ1 , pϕ2) = (0, 0, 0, 0) con una señal de control con va-
lores en el espacio de actuaciónW dado porW = span { dϕ1}, i.e. ξ = dϕ1. Por otro lado, la energía
cinética deH y la codistribuciónW son invariantes ante la acción diagonal inducida por la traslación
a izquierda de S1 sobre sí mismo, i.e.
(α, (ϕ1, ϕ2)) 7→ (ϕ1 + α,ϕ2 + α).
Esta acción resulta ser propia (puesto que S1 es un grupo de Lie compacto) y libre y, por lo tanto, tra-
tamos con un sistema cinético S1-invariante. Observemos ahora que el generador infinitesimal para
esta acción es el campo vectorial ηQ = ∂∂ϕ1 +
∂
∂ϕ2
, y como ker( dϕ1) = span
{
∂
∂ϕ2
}
tenemos que
〈ξ, ηQ〉 =
〈
dϕ1,
∂
∂ϕ1
+
∂
∂ϕ2
〉
= 1.
En estas condiciones, podemos proceder como en el Teorema 5.4 para hallar una solución explícita de
las ecuaciones cinéticas y potenciales. En primer lugar, tenemos que construir las coordenadas S1-
adaptadas de la Proposición 5.2 que rectifican los campos vectoriales ∂∂ϕ2 (que esS
1-invariante) y ∂∂ϕ1 +
∂
∂ϕ2
. Un cálculo sencillomuestra que {dϕ2− dϕ1, dϕ1} es la base dual de { ∂∂ϕ2 , ∂∂ϕ1 + ∂∂ϕ2 }, demanera
que el cambio de coordenadas adecuado resulta ser
x = ϕ2 − ϕ1,
y = ϕ1.
Reescribiendo, obtenemos
H(x, y, px, py) =
1
2
(
px py
) 1
M(x)
[
A+ C + 2B cos(x) −C −B cos(x)
−C −B cos(x) C
](
px
py
)
+D1 cos(y) +D2 cos(x+ y),
dondeM(x) = AC −B2 cos2(x). Luego, siguiendo la notación de la sección anterior,
a(x) =
A+ C + 2B cos(x)
M(x)
, b(x) =
−C −B cos(x)
M(x)
, c(x) =
C
M(x)
.
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y
h(x, y) = D1 cos(y) +D2 cos(x+ y).
Notemos que, en estas nuevas coordenadas, el estado a estabilizar también se escribe (0, 0, 0, 0), i.e. el
cambio de coordenadas deja fijo al origen. Por otra parte
∇h(0, 0) = (−D2 sin(x+ y),−D1 sin(y)−D2 sin(x+ y))|(0,0) = (0, 0),
por lo que el origen es un punto crítico de h. Por otra parte,
hxx(0, 0) = hxy(0, 0) = −D2 < 0,
y
b(0)hxx(0, 0) + c(0)hxy(0, 0) =
−C −B
M(0)
(−D2) + C
M(0)
(−D2) = BD2
AC −B2 > 0;
por lo que estamos en condiciones de seguir los pasos del 1 al 5 del Teorema 5.4. En primer lugar, note-
mos que
[(a− bγ)hxx + (b− cγ)hxy] (0) = [ahxx + bhxy − γ(bhxx + chxy)] (0)
= − A+B
AC −B2D2 − γ(0)
B
AC −B2D2.
Esta expresión es positiva si γ(0) < 1 − A/B. Por otro lado, necesitamos que γ(0) 6= a(0)/b(0) =
−(A+ C + 2B)/(C +B) Luego, escojamos una función suave γ tal que
γ(0) < 1− A
B
y γ(0) 6= −A+ C + 2B
C +B
y definamos
f(x) := δ(x) + γ2(x), g(x) := γ(x) y l(x) := 1,
con δ(x) dada por (5.33) usando las funciones
B(t) =
1
(AC −B2 cos2(t))2
{−2B sin(t)(AC −B2 cos2(t))− (A+ C + 2B cos(t))B2 sin(2t)
−2 [B sin(t)(AC −B2 cos2(t)) + (C +B cos(t))B2 sin(2t)] γ(t)− CB2 sin(2t)γ2(t)}
y
a(t)− b(t)γ(t) = A+ C + 2B cos(t) + (C +B cos(t))γ(t)
AC −B2 cos2(t) .
Esto termina el paso 1 del procedimiento.
Para efectuar los pasos restantes, basta escoger κ tal que
κ >
PD2(AC −B2)
Bγ(0)−A−B
y definir v(x, y) como en (5.34), donde
ε(x) =
∫ x
0
A+B cos(t) + Cγ(t)
A+ C + 2B cos(t) + (C +B cos(t))γ(t)
dt.
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Para terminar el análisis, si queremos utilizar el método LCB simple para estabilizar el péndulo
doble invertido en su posición vertical, sólo basta utilizar las funciones construidas arriba para definir
la función λ como en (1.38). Luego, la señal de control estará dada por
Y (x, y, px, py) = λ(x, y, px, py)
∂
∂py
.
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Apéndice
Aclaración: Adoptaremos la convención de suma sobre índices repetidos. Además, si A ∈ Mn(R)
es una matriz de elementosAij , su inversa tiene elementosAij .
Dada unamatrizA ∈Mn(R) y 1 ≤ m < n, definimos lasmatricesAm ∈Mm(R) yAm ∈Mm(R)
cuyos elementos están dados por
Axym := A
xy ∀ 1 ≤ x, y ≤ m,
y
Axym := An−m+x,n−m+y ∀ 1 ≤ x, y ≤ m.
A su vez, definimosAn = An = A.
Observación .9. Si l ≤ m, tenemos que (Am)l = Al y (Am)l = Al. N
Por otro lado, dados 1 ≤ i, j ≤ n definimos la matrizAiˆj ∈Mn−1(R) como
Akl
iˆj
:=

Akl si k < i, l < j
Ak−1,l si k > i, l < j
Ak,l−1 si k < i, l > j
Ak−1,l−1 si k > i, l > j
UnamatrizA ∈Mn(R) es definida positiva si y sólo si, para todo (p1, . . . , pn) ∈ Rn
piAijpj ≥ 0 y
piAijpj = 0 sólo si p1 = · · · = pn = 0.
El siguiente criterio es de gran utilidad para verificar si una matriz simétrica es definida positiva
Teorema A.1 (Criterio de Sylvester). DadaA ∈ Mn(R) simétrica, vale queA es definida positiva si y sólo si
det(Am) > 0 para todom = 1, . . . , n.
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A partir de este criterio podemos demostrar el siguiente criterio alternativo
Teorema A.2 (Criterio de Sylvester). DadaA ∈ Mn(R) simétrica, vale queA es definida positiva si y sólo si
det(Am) > 0 para todom = 1, . . . , n.
Demostración. Para comenzar, notemos que si B ∈ Mn(R) es también simétrica y P ∈ On(R) es una
matriz ortogonal tal que
B = PTAP,
entoncesA es definida positiva si y sólo siB lo es (la demostración es inmediata utilizando la definición
de matriz definida positiva y la ortogonalidad de P). Definamos ahora Pk ∈Mk(R) como
Pijk =
1 si i+ j = k + 10 si no .
Es sencillo probar quePk es simétrica para todo k y quePk ∈ Ok(R). Luego, en vistas de la observación
inicial de la demostración y usando el Teorema A.1, A es definida positiva si y sólo si Aˆ := PnAPn es
definida positiva si y sólo si det(Aˆm) > 0 para todom = 1, . . . , n. Pero(
PmAmPm
)ij
= PilmAlkmPkjm = Am+1−i,m+1−jm = An+1−i,n+1−j ,
y de forma similar
Aˆijm = (PnAPn)
ij = PilnAlkPkjn = An+1−i,n+1−j ,
para todo 1 ≤ i, j ≤ m. Luego
Aˆm = PmAmPm,
y por lo tanto
det
(
Aˆm
)
= det
(
PmAmPm
)
= det (Pm) det
(
Am
)
det (Pm) = det
(
Am
)
.
En conclusión,A es definida positiva si y sólo si det(Am) > 0 para todom = 1, . . . , n. 
Recordemos que el menorMij(A) de una matriz A es el determinante de la submatriz que se ob-
tiene de remover la fila i y la columna j deA y que para todo 1 ≤ i, j ≤ n
n∑
l=1
(−1)i+lMli(A)Alj =
n∑
l=1
(−1)i+lMil(A)Ajl = δji det(A), (A.1)
donde δji es la delta de Kronecker. SiA ∈M1(R) ' R, definimosM11(A) = 1.
Observación .10. 1. Notemos que, si A ∈ Mn(R), entonces det(An−1) = M11(A) y det(An−1) =
Mnn(A).
2. Si 1 ≤ i, j ≤ n, vale que det(Aiˆj) = Mij(A).
N
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Deahora en adelante, dadosm, k ∈ N y definiendon := m+k, adoptamos la siguiente convención
para los índices utilizados: 
i, j, k, l = 1, . . . , n
µ, ν, σ, τ = 1, . . . , s
x, y, z = 1, . . . ,m.
DadaA ∈Mm+s(R) tal queAm es invertible, definimos δ(A, s) ∈Ms(R)
δ(A, s)µν := Aµν − Aµ,s+x(Am)xyAs+y,ν . (A.2)
El Lema siguiente es de demostración sencilla.
LemaA.1. Dadosm, s ∈ N yA ∈Mm+s(R) tal queAm es invertible, entonces si r ≤ t ≤ s vale que
δ(A, s)r = δ(Am+t, t)r.
LemaA.2. Dadosm, s ∈ N yA ∈Mm+s(R) tal queAm es invertible, entonces para todo r = 1, . . . , k (para
simplificar notación escribimos δ(A, s)r = δr)
Mµν(δr) =
Mµν(Am+r)
detAm
y det(δr) =
det(Am+r)
detAm
,
para todo 1 ≤ µ, ν ≤ s.
Demostración. Procedamos por inducción en s.
Caso s = 1: En este caso r = 1. Denotando δ1 = δ y como [ver Observación .10]
M11(δ) = 1 =
detAm
detAm
=
M11
(
Am+1
)
detAm
.
solo debemos probar que
det(δ) =
det(A)
detAm
=
det(Am+1)
detAm
.
En primer lugar, notemos que [ver (A.1)]
M1,1+x(A) =
m∑
y=1
(−1)1+yA1+y,1Myx(Am)
y también (
Am
)
xy
=
(−1)x+yMyx
(
Am
)
det
(
Am
) .
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Siguiendo la definición de δ,
det(δ) = δ = A11 − (−1)x+yA1,1+xMyx
(
Am
)
det
(
Am
) A1+y,1
= A11 − (−1)1+x A
1,1+x
det
(
Am
)(−1)1+yA1+y,1Myx(Am)
= A11 − (−1)1+x A
1+x,1
det
(
Am
)M1,1+x(A)
=
1
det
(
Am
) [A11 det (Am)+ (−1)xA1+x,1M1,1+x(A)]
Teniendo el cuenta, la Observación .10, obtenemos
det(δ) =
1
det
(
Am
) [A11M11(Am) + (−1)xA1+x,1M1,1+x(A)] = (−1)1+iA1iM1i(A)
det
(
Am
) = det (A)
det
(
Am
) .
Paso inductivo: Supongamos que la tesis es cierta para s − 1 y consideremos A ∈ Mm+s(R). Si
1 ≤ r ≤ s− 1, usando el Lema A.1
δ(A, s)r = δ(Am+s−1, s− 1)r.
Luego, utilizando la hipótesis inductiva, para todo 1 ≤ µ, ν ≤ r
Mµν(δ(A, s)r) = Mµν(δ(Am+s−1, s− 1)r) =
Mµν
[(
Am+s−1
)
m+r
]
det
[(
Am+s−1
)
m
] = Mµν (Am+r)
det
(
Am
) ,
y de manera similar
det(δ(A, s)r) = det(δ(Am+s−1, s− 1)r) =
det
[(
Am+s−1
)
m+r
]
det
[(
Am+s−1
)
m
] = det (Am+r)
det
(
Am
) .
Sólo resta probar el caso r = s, de modo que δ(A, s)r = δ(A, s)s = δ(A, s) y Am+r = Am+s =
A. Notemos primero que δ(A, s)µˆν = δ(Aµˆν , s − 1). En efecto, de la Ecuación (A.2) es claro que δµν
depende exclusivamente deAm y de la fila µ y columna ν deA. Luego, como (Aµˆν)m = Am, usando la
hipótesis inductiva paraAµˆν ,
Mµν(δ(A, s)) = det (δ(A, s)µˆν) = det (δ(Aµˆν , s− 1)) = detAµˆν
det
[
(Aµˆν)m
] = Mµν (A)
detAm
,
para todo 1 ≤ µ, ν ≤ s.
Por último, usando (A.1) para i = 1 y j = s+ y
(−1)1+iM1i(A)As+y,i = 0
(−1)1+µM1µ(A)As+y,µ + (−1)1+s+zM1,s+z(A)As+y,s+z = 0
(−1)1+µM1µ(A)As+y,µ = (−1)s+zM1,s+z(A)
(
Am
)yz
.
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Multiplicando por (Am)xy y sumando sobre y = 1, . . . ,m, obtenemos
(−1)1+µM1µ(A)(Am)xyAs+y,µ = (−1)s+zM1,s+z(A)δzx
(−1)1+µM1µ(A)(Am)xyAs+y,µ = (−1)s+xM1,s+x(A). (A.3)
Luego, usando nuevamente (A.1)
det(δ(A, s)) = (−1)1+µM1µ(δ(A, s))δ1µ = (−1)1+µM1µ(A)
detAm
δ1µ
=
1
detAm
[
(−1)1+µM1µ(A)A1µ − (−1)1+µM1µ(A)A1,s+x(Am)xyAs+y,µ
]
,
y usando (A.3)
det(δ(A, s)) =
1
detAm
[
(−1)1+µM1µ(A)A1µ − (−1)s+xM1,s+x(A)A1,s+x
]
=
1
detAm
[
(−1)1+µM1µ(A)A1µ + (−1)1+s+xM1,s+x(A)A1,s+x
]
=
1
detAm
[
(−1)1+iM1i(A)A1i
]
=
detA
detAm
.

Corolario A.1. Seanm, s ∈ N y A ∈ Mm+s(R) una matriz simétrica tal que detAm es definida positiva,
entoncesA es definida positiva si y sólo si δ(A, s) también lo es.
Demostración. En primer lugar, notemos que δ(A, s) es simétrica. Dado que Am es definida positiva,
resulta que Am es invertible y además detAr = det(Am)r > 0 para todo 1 ≤ r ≤ m por el Teorema
A.2. Por otro lado, según el Lema A.2, si 1 ≤ r ≤ s,
det(δ(A, s)r) =
det
(
Am+r
)
detAm
,
y usando el Criterio de Sylvester concluimos queA es definida positiva si y sólo si δ(A, s) lo es. 
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