isotopic abundances. Analytical calibration curves obtained in an integration mode show a working range covering nearly 4 orders of magnitude with detection limits of 0.002-0.06 pg/mL for those elements studied. This approach offers a direct means of performing trace elemental and isotopic determinations on solutions by mass spectrometry.
Despite the demonstrated utility of mass spectrometry for the analysis of a wide variety of gaseous or solid samples, this technique is scarcely used for the routine determination of elemental constituents in aqueous solutions. Commonly used ion sources are not suitable for the rapid, direct examination of aqueous samples because extensive sample preparation procedures are required (1, 2) . Thus, the sample is evaporated onto a filament for thermal ionization or incorporated into an electrode for spark ionization before the sample-containing substrate is physically mounted in the vacuum system. The associated time requirement for these operations renders the routine analysis of large numbers of solutions impractical.
Elemental constituents in solution samples are commonly determined by atomic absorption or emission spectrometry. In these techniques solution aerosols are injected directly into a variety of high-temperature atomization cells at atmospheric pressure for vaporization, atomization, and excitation. These flames and plasmas often provide significant populations of positive ions, which can be extracted through an appropriate sampling orifice into a vacuum system for mass analysis and detection (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) . Ions derived from elemental constituents of injected solution aerosols should also be extractable by a similar approach. Thus the analytical capabilities of mass spectrometry can, in principle, be combined with the convenience and efficiency of solution introduction into an appropriate plasma ion source.
A.L.G. has previously evaluated a system for trace element determinations based on the introduction of solution aerosols into a dc capillary arc plasma (CAP) (21) . A small fraction of plasma gas along with its ions was extracted from the CAP through a pinhole-like sampling orifice into a differentially pumped vacuum system containing an electrostatic ion lens, quadrupole mass analyzer, and electron multiplier. Background mass spectra obtained from the CAP had few peaks above 50 amu and thus facilitated use of a low-resolution mass analyzer. Analyte elements were detected essentially as singly charged, monatomic, positive ions, Le., the simplest possible mass spectrum. Detection limits of 0.000 02-0.1 ,ug/mL were obtained; those elements with ionization energies below 9 eV had the best powers of detection (22) (23) (24) . The relative abundances of the various isotopes of Sr and Pb were determined with relative precisions of *0.5 % in dissolved mineral samples (25, 26) . These results indicated the feasibility of obtaining elemental mass spectra from analytes in solution with a plasma ion source. However, matrix and interelement interferences were severe (26) .
Although both the CAP and the inductively coupled plasma (ICP) were originally developed for trace element determinations by atomic emission spectrometry, the ICP has found much wider application. Most of the characteristics of the ICP that have vaulted it to supremacy as an excitation source for atomic emission spectrometry are also highly desirable in an ion source for mass spectrometry (27) (28) (29) . In particular, a high number density of trace element ions is implied by the common use of emission lines from excited ions for the determination of trace elements by atomic emission spectrometry. For example, cadmium, despite its relatively high ionization energy (8.99 eV), is often determined by using an ion line (30) . Also, the ICP as an excitation source is remarkably free from such interferences as (a) incomplete solute vaporization and atomization and (b) ionization suppression or enhancement caused by changes in the solution concentration of easily ionized concomitant elements, e.g., Na (31) (32) (33) (34) . The objective of the present work is to present results that demonstrate the feasibility of inductively coupled plasma-mass spectrometry (ICP-MS) for the determination of elemental concentrations and isotopic abundance ratios in solutions.
APPARATUS A N D PROCEDURES
The ICP-MS apparatus used in the present work is shown schematically in Figure 1 . The components and operating conditions are listed in Table I . The apparatus has been described in greater detail elsewhere (35) .
Inductively Coupled Plasma. The ICP was generated in a horizontal torch fitted with an extended outer tube as shown in Figure 1 . The tube extension merely elongated the ICP relative to its dimensions in torches of conventional length. As viewed from its end, the extended ICP had the usual toroidal appearance. Thus, the injected aerosol particles remained localized in the central or axial channel of the ICP, where vaporization, atomi- quadrupole mass analyzer; (8) channeltron electron multiplier: (9) pumping port to slide valve and diffusion pump (first pumping stage): (10) pumping port to slide valve, liquid nitrogen baffle, and diffusion pump (second pumping stage).
zation, and ionization of analyte species occurred as in conventional ICPs (27-29). The torch was enclosed in a grounded, copper-lined shielding box. Plasma Sampling Interface. The function of the interface was to extract a small fraction of plasma gas, along with its ions, into the vacuum system. The extraction was performed in two steps with the skimmer and sampler shown in Figure 1 . The axial channel region of the ICP flowed through the central hole of the water-cooled, stainless steel skimmer, forming a well-defined plume. Analyte species derived from the sample aerosol streamed through the skimmer hole with the plume, while the outer portions of the vortex of the ICP were deflected outside the skimmer. The plume, still near atmospheric pressure, next impinged on the sampler, which consisted of a water-cooled copper cone mounted on the vacuum system. Plume particles (atoms, ions, and electrons) were extracted through a 50 pm diameter orifice drilled through the center of a molybdenum disk. The disk was mounted in the tip of the sampler behind a retaining copper lip as shown in Figure 2 . The copper lip held the disk fumly in position, served as a vacuum seal, and provided thermal contact between the disk and the cooled sampler cone.
reasons. First, there was no evidence of loss of gain or pulse overlap at count rates up to a t least 5 X lo4 counts/s. The multiplier therefore had a linear dynamic range of at least 5 x lo4. At -4 kV the threshold setting on the pulse counting equipment could be set over a broad range (0.2-30 mV) without attenuating the observed count rate. The pulses were conducted from the multiplier anode to a preamplifier-discriminator-counter system. The counting threshold was set just above the height of RF noise pulses from the ICP.
Mass Spectra, Analytical Calibration Curves, and Detection Limits. The reference blank solution and the matrix for the reference solutions used for calibration consisted of 1% (volume) nitric acid, prepared by diluting doubly distilled, concentrated nitric acid with deionized water. The reference calibration solutions were prepared by appropriate dilution of stock solutions. The stock solutions were prepared by dissolving pure metals or reagent grade salts in dilute nitric acid.
Mass spectra were acquired in the scanning mode as described in Table 1 . Individual points for analytical calibration curves were obtained in the integration mode. The average total count for the reference blank solution at the mass of interest was evaluated first, followed by the average total count for each reference calibration solution, in ascending order of concentration. The average total count for the reference blank was then subtracted from the average total count for each reference standard solution before plotting. The detection limit was calculated as the analyte concentration required to give an average net count equal to twice the standard deviation observed at the mass of interest for the blank solution, 2ub.
RESULTS AND DISCUSSION
Boundary Layer Formation. As the flowing plasma plume approached the sampler, the plume gas was deflected around the blunt sampler tip. As shown in Figure 2 , an aerodynamically stagnant layer of gas formed between the flowing plume and the sampler tip (10, 15, 16, [38] [39] [40] . Formation of a space-charge sheath or electrical double layer in contact with the sampler was also probable (40) (41) (42) (43) (44) . This composite boundary layer was in thermal contact with the relatively cool sampler. Thus, the temperatures in the boundary layer were intermediate between the plume and sampler temperatures. The boundary layer extended across the sampler tip and was visibly unbroken by the gas flow drawn into the sampling orifice. Ion extraction into the vacuum system therefore occurred only after transport through the boundary layer, which would take 1-2 ms and involve up t o -IO6 collisions (35).
Such collisions in a medium temperature environment probably facilitated ion-electron recombination, ion neutralization at the sampler walls, charge exchange, ion-neutral attachment, nucleation and condensation of solid deposits, or other reactions (10, 16, 38) . The metal surface of the orifice disk may have catalyzed some of these reactions occurring in the boundary layer or just inside the channel-like orifice (15). Also, collisions leading to clustering, ion-electron recombination, or charge exchange occurred in the supersonically expanding jet of extracted gas (10, 11). The effects of these reactions are described below.
Mass Spectra of Reference Solutions. The mass spectrum of the major positive ions from the ICP plume observed during nebulization of a reference blank solution is shown in Figure 3 . The two most intense peaks corresponded to Ar+ (40 amu) and ArH+ (41 amu). A comparable peak for H+ (1 amu) was evident, with its low mass edge obscured by "zero blast", i.e., ions anomalously transmitted through the quadrupole field region a t the beginning of a scan because the low applied potentials led to very weak fields within the rod structure (2) .
The major ions observed in the mass spectrum of the reference blank solution are identified in Table 11 . All of the major ions have been observed previously by other investigators in the mass spectra of flames and plasmas (5,
or sampler tip. When such condensation became extensive, ion sampling was unstable, Le., solid deposits plugged the sampling orifice or the ICP arced sporadically to the skimmer and sampler. Maximum count rates for analyte ions were obtained when the sampler tip was thrust inside the skimmer about 2 mm behind the skimmer tip.
A typical sampler operated in a stable fashion for nebulization of dilute ( < E O pg/mL) analyte solutions for 8-10 h before sampling conditions deteriorated due to gradual condensation of solid on the tip of the sampler. The sampler was readily cleaned by immersing it in an ultrasonically agitated water bath for a few minutes. An individual sampler remained useful for a total of 5C-100 h. During this time the disk gradually became pitted and discolored, and the orifice developed an irregular cross section.
A Teflon gasket and nylon bolts were wed to retain the cooling flange and to isolate it electrically from the vacuum system. The skimmer and sampler were each grounded through separate inductive-capacitive filters (36). This grounding scheme reduced RF interference in the ion gauges, counting electronics, and recording equipment.
Vacuum System. The sampler cone and orifice assembly were mounted on a two-stage, differentially pumped vacuum system of welded stainless steel construction. The first stage was evacuated by an oil diffwion pump (1600 L s-l, Lexington Vacuum Division, Varian Associates, Lexington, MD). The electrostatic ion lens was mounted in the first stage. As shown in Table I , the fmt-stage pressure was sufficiently low for ion collection and beam formation but too high for mass spectrometer operation. A second stage of differential pumping was therefore required. The ions were directed through a 3 mm diameter X 8 mm long aperture into the second stage, which housed the quadrupole mass spectrometer. The second stage was pumped by a second 1600 L s-* oil diffusion pump equipped with a liquid nitrogen cooled baffle. Both pumping stations were provided with slide valves to permit rapid venting for sampler installation or modification of internal components.
Electrostatic Ion Lens System. An ion lens system was used to collect positive ions from the supersonic jet of sampled gas while neutral particles were pumped away. The ions were then focused and transmitted to the mass analyzer. As shown in Figure 1 , the lens system consisted of a set of coaxial, sequential cylinders, each biased a t a particular dc voltage. Maximum ion signals were obtained at the voltages specified in Table I (35) . The shapes, width, resolution, and symmetry of the ion peaks were unaffected by the voltage settings on the ion optical elements. The cylindrical section of the first element was made of no. 16 mesh screen to provide fast pumping of neutral species from the ion collection and collimation region. A 4.6 mm diameter solid metal disk was positioned in the center of the first element. This disk acted as an optical baffle, Le., it blocked the line of sight from the ICP through the sampling orifice, lens system, and quadrupole axis, and thus helped to prevent optical radiation from the ICP from reaching the electron multiplier.
Mass Analyzer. The quadrupole mass analyzer (originally supplied as a residual gas analyzer) was modified as follows. First, the filaments, grid, and reflector of the electron impact ionizer were removed; the focus plate was retained as the quadrupole entrance aperture. The latter was aligned visually with the center of the lens system by shimming under the rod mounting bracket. Second, the rods were biased below ground by connecting separate dc supplies into the dc rod driver circuit. The mass analyzer had a mass range of 1-300 amu with resolution sufficient to resolve adjacent masses unless one peak was much more intense than the adjacent one. Because the transmission of the mass analyzer dropped significantly as the transmitted mass increased, the observation of relatively low analyte masses was emphasized in this feasibility study.
Electron Multiplier and Pulse Counting Electronics. The Channeltron electron multiplier detector as supplied with the mass analyzer was operated in the pulse counting mode. Although this multiplier had a much lower gain than those designed specifically for pulse counting, it still performed adequately for the following disputed (30, 45) . The existence of an intense peak due to ArH+, along with the observation of other cluster ions such as H30+ (19 amu) and Arz+ (80 amu) indicated that some clustering reactions occurred during ion extraction. Some minor ions (51000 counts/s) were observed at times at 2,45-48,50,54-59,68-70, 73, and 76 amu. Many of these were also formed during the extraction process, e.g., O,+-H,O at 50 amu. Despite the opportunities for complicating reactions described above, the mass spectrum of the reference blank solution had usefully clear mass regions from 2 to 13 amu, from 21 to 29 amu, and from 42 amu up.
Because there was no ion source inside the vacuum system, the residual gas was not ionized. Ions derived from pump oil were not observed. Thus, a major background contribution from ionization of residual gas in conventional ion sources was not observed with the plasma ion source (22, 23) .
The count rate obtained for the reference blank spectrum a t those masses free of major or minor ions was 30-100 counts/s, well above the dark current count rate characteristic of the electron multiplier ( I 1 count/s). This background count rate was the same at all masses and was independent of the ion lens voltages and mass spectrometer operating conditions. Apparently, this background was caused by vacuum UV photons striking the electron multiplier. These photons probably were radiated directly from the ICP and also from the decay of metastable argon atoms within the vacuum system. Although the direct line-of-sight from the orifice through the quadrupole field region was blocked by a disklike baffle (Figure 1 ) and the multiplier was offset from the quadrupole axis, numerous photons still struck the multiplier. The background count rate (photons + minor ions, if present) at each mass of interest of the reference blank solution was reproducible during a 5-10-h period, and integration data for reference standards were adequately corrected by subtraction of the reference blank spectrum. The recorded peaks of monatomic, singly charged positive ions from solutions of Mn, Cu, Rb, and Ag are shown superimposed on the reference blank spectrum in Figure 4 . The metal ion spectra are plotted on the same mass and count rate scales as the reference blank spectrum but are displaced vertically by a change in the recorder zero. As shown in the figure, the accepted relative abundances of the isotopes of Cu, Rb, and Ag were observed. The mass spectrum of Cd is shown in Figure 5 ; again, the count rates for the various isotopes corresponded to the accepted relative isotopic abundances.
The peaks were symmetrical and nearly triangular, as expected for quadrupole mass analysis of ions having a low kinetic energy spread. The least abundant Cd isotope ('%d+, 0.88%) was clearly detected. For the elements shown in Figures 4 and 5, and for most of the elements studied, only monatomic, singly charged ions (M+) were observed. Several elements were detected as a distribution of M+ and MO+ ions, e.g., Ti, As, and Y. The only doubly charged analyte ions observed were Ba2+ and Sr2+, i.e., from the two elements with the lowest second ionization energies. Also, no Cu+ or Mo+ ions were observed from the orifice assembly. Thus, the mass spectra obtained were remarkably simple, which facilitated use of a low-resolution mass analyzer. Isotopic Abundance Determinations. The utility of the ICP-MS approach for the direct determination of isotopic abundances of elemental constituents in solutions is illustrated further by the data shown in Table 111 . The agreement with the accepted values of the relative abundances of 63Cu+ and was within the estimated uncertainty in the determined values. The absolute standard deviation of the count was approximately 5 times greater than the square root of the average count, which indicated that the uncertainty in the count was significantly greater than the uncertainty expected from counting statistics. This increased uncertainty was undoubtedly due to instability of some instrumental parameter; instability in nebulizer efficiency and ion extraction efficiency through the boundary layer were likely culprits. Thus the precision of the isotopic ratio determinations in Table I11 is expected to improve with continued development of the ICP-MS technique.
These isotope ratio determinations were performed directly on a trace level of copper in solution. Also, the total time for the determination of both isotopes was 5 min, including the time required for sample interchange, nebulizer equilibration, and adjustment of the mass transmitted by the mass analyzer. Thus, 100 isotopic ratio determinations could easily be performed in a single day, indicating the potential of the ICP-MS approach for rapid isotopic abundance determinations of trace levels of elements in large numbers of solutions.
Analytical Calibration Curves and Detection Limits. The analytical calibration curves shown in Figure 6 which were obtained in the integration mode, show a useful working range of 3 to 4 orders of magnitude. These data were obtained from reference solutions containing only one element.
When the plasma plume was first moved into contact with the sampler, the count rates of all the ions increased rapidly.
After about 1 h this rate of increase tapered off so that the calibration data could be obtained. The Co and Mn curves in Figure 6 show replicate determinations at the 0.02 hg/mL level. For Co and Mn the point labeled by the arrow was determined first. The unlabeled points at 0.02 hg/mL were determined after the calibration data at higher concentrations were obtained, i.e., after about 30 min. This small positive deviation was not caused by memory; instead it reflected the general tendency of the count rates of all the ions to increase slowly with time (-20% every hour) in the absence of orifice plugging. This gradual increase was not accompanied by any discernible increase in orifice diameter. Some subtle phe- Table IV . The detection limits for the major isotopes of Cr, Cu, and Rb were lower than those for the corresponding minor isotopes by factors approximately equal to the relative isotopic abundances. Because the reference blank spectrum had minor peaks (<lo00 counts/s) at 54,56, and 59 m u , the standard deviation of the reference blank count rate increased in the order 52 amu (photons) < 55 amu (photons + ions from peak edges a t 54 and 56 amu) < 59 amu (photons + minor ions). Thus the detection limits were degraded in the same order, i.e., 52Cr+ < 55Mn+ < 59C0+, although the net counts at these masses were similar for equimolar solutions of these three elements. It is clearly desirable to reduce both the number and count rates of minor ions in the reference blank spectrum and the count rate of the photon background.
The detection limits listed in Table IV condensed solid, the reference count rate gradually decreased and was therefore determined repeatedly. The arbitrary nature of this correction procedure, coupled with a significant long-term drift in aerosol intensity produced by the ultrasonic transducer, led to the scatter of the points shown in Figure  7 . These plots exhibited a shape similar to those observed for atomic emission spectrometry by Larson et al. (32, 33) . Because of the ultrasonic nebulizer used in the present work, 1000 pg/mL Na corresponded roughly to 10000 pg/mL Na in Larson's work, which was performed with a pneumatic nebulizer (36).
The magnitude of suppression of analyte ionization shown in Figure 7 is approximately twice as large as that observed by atomic emission spectrometry by Larson et al. (32) if the latter data are adjusted for the approximately tenfold difference in nebulization efficiency. This difference may be rationalized as follows. In the present work, ion extraction occurs through an unbroken boundary layer that is somewhat cooler than the unperturbed plasma. Ion-electron recombination or electron loss to the sampler wall may occur at a significant rate in this layer, leading to an effective electron number density (ne) in the vicinity of the orifice that is less than that prevalent in the unperturbed plasma. For this lower value of ne, the "extra" electrons contributed by the ionization of Na should be more significant, causing a proportionately greater increase in the total ne near the orifice. Thus, the greater suppression of analyte ionization observed in the present work may be a characteristic of the boundary layer rather than the unperturbed plasma. A strict comparison of the magnitudes of the ionization suppressions observed in the present work with those observed from the ICP by atomic emission spectrometry is therefore not necessarily valid.
To place the ionization type interelement effect measured in the present work into perspective, we note that the degree of suppression of analyte ionization was far less severe than that observed for the capillary arc plasma-mass spectrometric approach (26) or for flames and other plasmas that have been used as atomization sources in atomic emission or absorption spectrometry (31, 33). Furthermore, the >lo0 pg/mL Na range, where ionization suppression was significant, represented the analytical equivalent of determining the Co and Cr content of NaC1. Thus, analytical calibrations established for the determination of Co and Cr in a deionized water matrix would have yielded analytical results only -12 % lower if the sample calibrations were used for the analysis of a NaCl sample prepared as a solution of approximately 100 pg/mL Na. Even only approximate matching of the total concentration of easily ionizable elements in reference calibration solutions and samples would essentially eliminate analytical bias caused by ionization type interferences, including samples in which these elements (e.g., Na or K) represent varying major fractions of the total metal content.
Solid Deposition in t h e Sampling Orifice. Solid condensation in or near the orifice remains an operational problem. As mentioned above, normalization of analyte ion count rates either to an internal standard ion or to a beam monitor signal should correct for the gradual decrease in extraction efficiency of analyte ions caused by progressive solid condensation expected from solutions such as hard water. However, progressive deposition of sample material does restrict the useful life of orifices exposed to solutions whose total solute concentrations are above approximately 150 pg/mL. Thus, biological fluids such as urine or blood serum would require a dilution factor of several hundred before analyses of such solutions could be performed for more than about 1 h. The consequent deterioration in powers of detection for analyte elements may not be acceptable for various applications.
