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Abstract
In ordinary rook theory, rook placements are associated to permutations of the symmetric group Sn. We
provide a generalization of this theory in which “m-rook placements” are related to elements of Cm  Sn,
where Cm is the cyclic group of order m. Within this model, we define and interpret combinatorially a
p,q-analogue of the m-rook numbers. We also define a p,q-analogue of the m-hit numbers and show that
the coefficients of these polynomials in p and q are nonnegative integers for m-Ferrers boards. Finally,
we define statistics desm(σ), majm(σ), and comajm(σ) as analogues of the ordinary descent, major, and
comajor index statistics and prove a generalization of a formula of Frobenius that relates these statistics to
generalized p,q-Stirling numbers of the second kind.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we will be presenting p,q-analogues of the rook numbers and hit numbers,
where for any x ∈ C, we define the p,q-number [x]p,q by
[x]p,q = p
x − qx
p − q . (1)
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given by
[n]p,q = p
n − qn
p − q = p
n−1 + pn−2q + · · · + pqn−2 + qn−1.
It is therefore natural to define the p,q-analogues of n! and (n
k
)
respectively by
[n]p,q ! = [n]p,q [n− 1]p,q · · · [1]p,q and
[
n
k
]
p,q
= [n]p,q ![k]p,q ![n− k]p,q ! .
We shall write [n]q , [n]q !, and
[ n
k
]
q
, respectively, for [n]1,q , [n]1,q !, and
[ n
k
]
1,q which are the
q-analogues of n, n!, and (n
k
)
.
In classical rook theory, a board B is a subset of an n × n array of squares denoted Bn.
A board with column heights b1, . . . , bn from left to right satisfying 0  b1  · · ·  bn  n
is called a Ferrers board and is denoted F(b1, . . . , bn). A skyline board is one which can be
obtained by rearranging the columns of some Ferrers board. As with a Ferrers board, a skyline
board is completely determined by its column heights as read from left to right. However, the
columns heights of a skyline board need not be weakly increasing from left to right.
Given any board B ⊆ Bn, Rk,n(B) denotes the set of all placements of k nonattacking rooks
in B and the number of such placements, rk,n(B), is called the kth rook number of B . Given any
permutation σ = σ1σ2 . . . σn in the symmetric group Sn, we define the placement of σ , Pσ , to
be the set of squares {(1, σ1), (2, σ2), . . . , (n, σn)} where (i, j) is the square in the ith column
and the j th row labeled respectively from left to right and bottom to top. We let Hk,n(B) =
{Pσ : σ ∈ Sn and |Pσ ∩ B| = k} and call hk,n(B) = |Hk,n(B)| the kth hit number of B . The hit
numbers are fundamentally related to the rook numbers by the following classical formula of
Riordan and Kaplansky [15],
HB(x) :=
n∑
k=0
hk,n(B)x
k =
n∑
k=0
rk(B)(n− k)!(x − 1)k, (2)
where we call HB(x) the hit polynomial of B . Garsia and Remmel [9] defined a q-analogue of
the kth rook number by “q-counting” each placement of k nonattacking rooks in a board B . That
is, given a placement P ∈ Rk,n(B), each rook cancels those cells below it in its column and to
the right of it in its row. With uB(P) equal to the number of uncanceled cells in B − P, the kth
q-rook number of B , rk,n(B,q), is defined as
rk,n(B,q) =
∑
P∈Rk,n(B)
quB(P).
They observed that rn−k,n(F (0,1, . . . , n−1), q) = Sn,k(q) where Sn,k(q) are the q-Stirling num-
bers of the second kind [10]. Consequently, this led to their rook theoretic proof of the following
q-analogue of a formula of Frobenius [8] relating the q-Stirling numbers of the second kind to
the Eulerian polynomials,
n∑
k=0
Sn,k(q)[k]q !xk
(1 − x)(1 − xq) · · · (1 − xqk) =
∑
σ∈Sn x
des(σ )+1qmaj(σ )∏n
i=0(1 − xqi)
. (3)
Garsia and Remmel [9] also defined the q-hit numbers by the following analogue to (2):
HB(x, q) :=
n∑
hk,n(B,q)x
k =
n∑
rn−k,n(B,q)[k]q !
n∏ (
x − qi), (4)k=0 k=0 i=k+1
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q-analogue of the hit polynomial. They proved that for any Ferrers board, these q-hit numbers
are polynomials in q with nonnegative integer coefficients. In their proof, they gave a three
part recursion to construct HB(x, q) and showed that there exists a statistic dependent upon
the placements of the rooks such that the q-hit numbers could be determined directly from the
placements in Hn,k(B), but they gave only a recursion for such a statistic.
Dworkin [7] and Haglund [12] independently determined a method of generating the q-hit
numbers directly from the rook placements. That is, for a given Ferrers board B , Dworkin’s
statistic, ξB(Pσ ), and Haglund’s statistic, matB(Pσ ) satisfy
hk,n(B,q) =
∑
Pσ∈Hk,n(B)
qξB(Pσ ) =
∑
Pσ∈Hk,n(B)
qmatB(Pσ ). (5)
The descriptions of ξB(Pσ ) and matB(Pσ ) are similar for any given placement Pσ ∈ Hk,n(B). For
both, each rook in Pσ cancels all of the cells to the right in its row and each rook in Pσ ∩ (Bn−B)
cancels all of the cells in Bn − B in its column that lie below it. Additionally, in the Dworkin
model, each rook in Pσ ∩ B cancels all of the cells in its column that lie either below it in B
or above it in Bn − B . For the Haglund model, each rook in Pσ ∩ B cancels all of the cells that
lie above it both in B and Bn − B . Then ξB(Pσ ) and matB(Pσ ) are defined as the number of
uncanceled cells in Bn − Pσ in their respective models.
Although the descriptions of their statistics are similar, the methods of proof employed by
Dworkin and Haglund to show (5) are very different. On one hand, Dworkin used the fact that
the statistic ξ is invariant under column permutations of the board and showed that the algebraic
and combinatorial hit numbers of the skyline board satisfied the same recursion. On the other
hand, Haglund used connections between q-rook polynomials and matrices over finite fields.
The introduction of p,q-analogues into rook theory began with the work of Wachs and White
who introduced p,q-analogues of the Stirling numbers of the second kind [16]. Later Remmel
and Wachs [14] defined a p,q-analogue of the rook numbers which they used to give a com-
binatorial interpretation for a p,q-analogue of the generalized Stirling numbers of the second
kind [13], denoted Si,jn,k(p, q), defined by the recursion
S
i,j
n+1,k(p, q) = qi+(k−1)j Si,jn,k−1(p, q)+ p−j (n+1)[i + kj ]p,qSi,jn,k(p, q), (6)
with the initial conditions Si,j0,0(p, q) = 1 and Si,jn,k(p, q) = 0 when k > n or k < 0. Here, we give
their definition for i = 0 and j = 1.
Given a Ferrers board B = F(b1, . . . , bn) ⊆ Bn and P ∈ Rk,n(B), if the rook r ∈ P is in the
cell (a, b), then r rook-cancels those cells in the set {(x, b): a < x  n}. The kth p,q-rook
number of B is defined as
rk,n(B,p,q) =
∑
P∈Rk,n(B)
qαB(P)+εB(P)pβB(P)−(c1+···+ck),
where the rooks of P lie in columns 1 c1 < · · · < ck  n and where
αB(P) = the number of cells of B which lie above a rook in P but are not
rook-canceled by any rook in P,
βB(P) = the number of cells of B which lie below a rook in P but are not
rook-canceled by any rook in P,
εB(P) = the number of cells of B which lie in a column with no rook of P
and are not rook-canceled by any rook in P.
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distribution of (des,maj, comaj) to Remmel and Wachs’ generalized p,q-Stirling numbers of
the second kind with i = 0 and j = 1. That is, they showed that for each natural number n,
n∑
k=0
S
0,1
n,k(p, q)[k]p,q !p(
n−k+1
2 )+k(n−k)xk∏k
i=0(1 − xqipn−i )
=
∑
σ∈Sn q
maj(σ )pcomaj(σ )xdes(σ )+1∏n
i=0(1 − xqipn−i )
. (7)
The authors additionally defined in [5] the p,q-hit polynomial of B ⊆ Bn by
HB(x,p, q) :=
n∑
k=0
hk,n(B,p,q)x
k
=
n∑
k=0
rk,n(B,p,q)[n− k]p,q !p(k+12 )+k(n−k)
n∏
l=n−k+1
(
x − qlpn−l), (8)
where the coefficient hk,n(B,p,q) is called the kth p,q-hit number of B . Using a three part
recursion similar to that employed by Garsia and Remmel, the authors proved that the p,q-hit
numbers have nonnegative integer coefficients for any Ferrers boards. In [3], the first author
then defined Dworkin-like statistics RB(Pσ ) and LB(Pσ ) and showed that for any given Ferrers
board B ,
hk,n(B,p,q) =
∑
Pσ∈Hk,n(B)
qLB(Pσ )pRB(Pσ ). (9)
The goal of this paper is to develop the same theory for p,q-analogues of rook numbers and
hit numbers in a new model in which we associate rook placements with signed permutations of
Cm  Sn. In Section 2, we describe the wreath product Cm  Sn of the cyclic group Cm and the
symmetric group Sn and define permutation statistics desm, majm, and comajm on Cm  Sn. In
Section 3, we define the ordinary m-rook numbers and m-hit numbers and develop the basic rook
theoretic results including a factorization of the m-rook polynomial for m-Ferrers boards. The
paper continues with the definition of the p,q,m-rook numbers and a proof of the generalization
of the p,q-analogue of a formula of Frobenius [5] for Cm Sn. We end by defining the p,q,m-hit
numbers and prove the positivity of the coefficients of the p,q,m-hit polynomial for m-Ferrers
boards using a three term recursion similar to that used by Garsia and Remmel in [5] to prove
the positivity of the q-hit polynomials for Ferrers boards.
2. The group Cm Sn
In this section, we will define the wreath product of the cyclic group Cm and the symmetric
group Sn, denoted Cm  Sn. If ω = e 2πim , then we say that Cm  Sn is the group of mnn! signed
permutations where there are m signs, 1 = ω0, ω, ω2, . . . ,ωm−1. We will usually write the signed
permutations in either one-line notation or in disjoint cycle form. For example, if σ ∈ C3  S8 is
the map with 1 → ω5, 2 → 8, 3 → ω23, 4 → ω21, 5 → 4, 6 → ω27, 7 → ω2, and 8 → ω6, then
in one-line notation,
σ = ω5 8 ω23 ω21 4 ω27 ω2 ω6,
whereas in disjoint cycle form,
σ = (ω21 ω5 4)(ω2 8 ω6 ω27)(ω23).
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and only consider the sign on the element to which it is mapped.
More precisely, we can think of Cm Sn as a Coxeter-like group with respect to the generating
set {σ0, σ1, σ2, . . . , σn−1} and the relations
σ 2i = 1, i = 1, . . . , n− 1,
σm0 = 1,
(σiσi+1)3 = 1, i = 1, . . . , n− 2,
(σiσj )
2 = 1, |i − j | 2,
(σ0σn−1)2m = 1,
where the generators in one line notation are σ0 = ω1 2 3 . . . n, and
σi = 1 2 . . . i − 1 i + 1 i i + 2 . . . n, for i = 1, . . . , n− 1.
That is, σ0 sends 1 to ω1, and σi is the transposition of i and i + 1 for i = 1, . . . , n − 1. It is a
well-known fact that the set {σi : 1 i < n} generates the symmetric group Sn.
Given σ ∈ Cm  Sn we will write σ(i) as εiσi where σi ∈ [n] = {1, . . . , n} and where εi =
sgn(σi) ∈ {1, ω, ω2, . . . ,ωm−1} is called the sign of σi . For each 1 i  n, we define |εiσi | = σi
and call this the absolute value of σ(i).
The wreath product C2  Sn is usually called the hyperoctahedral group of order n, and is
denoted as Bn. In what follows, we will write i for (−1)i.
For N = {1,2,3, . . .}, the set of natural numbers, let ωjN denote the set {ωj1,ωj2,ωj3, . . .}
for 0 j m − 1, and define a total ordering <Θ on the set of elements in N ⊕ ωN ⊕ ω2N ⊕
· · · ⊕ωm−1N, by
ωm−11 <Θ ωm−12 <Θ · · · <Θ ωm−21 <Θ ωm−22
<Θ · · · <Θ ω1 <Θ ω2 <Θ · · · <Θ 1 <Θ 2 <Θ · · · .
Adin and Roichman [1,2] defined the following statistics for permutations in Cm  Sn where
m  2. For σ = ε1σ1 ε2σ2 . . . εnσn ∈ Cm  Sn, they set Desm(σ) = {i ∈ [n − 1]: εiσi >Θ
εi+1σi+1} and for each 1  j  m − 1, Nj(σ ) = {i ∈ [n]: εi = ωj }. With nj (σ ) = |Nj(σ )|,
the number of descents and the flag-major index of σ ∈ Cm  Sn are respectively defined by
desm(σ) =
∣∣Desm(σ)∣∣ and majm(σ) = m ∑
i∈Desm(σ)
i +
m−1∑
j=1
jnj (σ ).
In addition, we define here the flag-comajor index by
comajm(σ) = mn · desm(σ)− majm(σ).
As an example, consider σ = ω5 8 ω23 ω21 4 ω27 ω2 ω6 ∈ C3  S8, for which Des3(σ ) =
{2,3,5}, des3(σ ) = 3, maj3(σ ) = 39, and comaj3(σ ) = 33.
3. Ordinary m-rook numbers and m-hit numbers
Let Bmn be the n × mn array of squares where the n columns are labeled from left to right
by 1, 2, . . . , n, and the mn rows are labeled from bottom to top by 1,ω1, . . . ,ωm−11,2,ω2, . . . ,
ωm−12, . . . , n,ωn, . . . ,ωm−1n. For instance, the board B3n is illustrated in Fig. 1. We let (i,ωrj)
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identify the square in the column labeled with i and the row labeled with ωrj . Each such square
will be called a cell and the rows labeled by j,ωj, . . . ,ωm−1j will be called level j .
A board will be a subset of cells in Bmn . In particular, a skyline board in Bmn is a board whose
column heights from left to right are h1, . . . , hn, and is denoted by Bm(h1, . . . , hn). That is, for
each 1  i  n, if hi = 0 and hi = aim + bi with 0  ai  n − 1 and 1  bi m, then the ith
column contains all of the cells in the set{(
i,ωsj
) | 0 s < m, 1 j  ai}∪ {(i,ωs(ai + 1)) | 0 s < bi}.
Further, we say Bm(h1, . . . , hn) is an m-Ferrers board if 0 h1  · · · hn mn and for each
1  i  n − 1, if hi = aim + bi where 1  bi < m then hi+1  (ai + 1)m. We will denote the
m-Ferrers board with column heights h1, . . . , hn by Fm(h1, . . . , hn).
Given a board B ⊆ Bmn , we let Rmk,n(B) denote the set of all k element subsets P of B such
that no two elements lie in the same level or column for nonnegative integers k. Such a subset
P will be called a placement of nonattacking m-rooks in B . The cells in P are considered to
contain m-rooks, so that we call rmk,n(B) = |Rmk,n(B)| the kth m-rook number of B . We note that
for any board B ⊆ Bmn , rm0,n(B) = 1, rm1,n(B) = |B|, and if k > n, then rmk,n(B) = 0. For example,
consider the board in Fig. 2. One can easily check that r20,3(B) = 1, r21,3(B) = 9, r22,3(B) = 18,
and r23,3(B) = 6.
Given a permutation σ ∈ Cm Sn, we can identify σ with a placement Pσ of n m-rooks in Bmn .
That is, we let Pσ = {(i,ωrj): σ(i) = ωrj for 1 i  n}. We then define Hmk,n(B) = {Pσ : σ ∈
Cm  Sn and |Pσ ∩ B| = k} and we call hmk,n = |Hmk,n(B)| the kth m-hit number of B relative
to Bmn .
As in classical rook theory, there is a fundamental relationship between the m-rook numbers
and m-hit numbers given in the following theorem. Here and in what follows we let (x)↓(k,m) =
x(x −m) · · · (x −mk +m) where (0)↓(k,m) = 1.
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Theorem 1. Let B be a board contained in Bmn . Then
n∑
k=0
hmk,n(B)x
k =
n∑
k=0
rmk,n(B)
(
m(n− k))↓(n−k,m)(x − 1)k. (10)
Proof. We will prove the equivalent statement, that
n∑
k=0
hmk,n(B)(x + 1)k =
n∑
k=0
rmk,n(B)
(
m(n− k))↓(n−k,m)xk. (11)
It is easy to see that the left-hand side of (11) is equal to∑
(S,σ )
S⊆(Pσ∩B)
σ∈CmSn
x|S|. (12)
On the other hand, for each rook placement S ⊆ B of k m-rooks, there are (m(n − k))↓(n−k,m)
ways to extend S to a placement of n m-rooks in Bmn . In other words, S is contained in
(m(n − k))↓(n−k,m) different signed permutations σ . Thus, the right-hand side of (11) is also
equal to (12).
The theorem follows by replacing x by x − 1 in (11). 
The polynomial in (10) whose coefficients are the m-hit numbers is called the m-hit polyno-
mial and is denoted by HmB (x). In Section 6, we will use a generalization of H
m
B (x) to define a
p,q-analogue of the m-hit numbers for a given board B in Bmn .
In the next theorem, we prove that the m-rook polynomial,
∑n
k=0 rmk,n(B)(mx)↓(n−k,m), fac-
tors completely into linear terms. This theorem is a generalization of Goldman, Joichi, and
White’s factorization theorem [11] and is proved using the techniques from [11].
Theorem 2. Suppose B = Fm(b1, . . . , bn) is an m-Ferrers board in Bmn , then
n∑
k=0
rmk,n(B)(mx)↓(n−k,m) =
n∏
i=1
(
mx + bi −m(i − 1)
)
.
Proof. First, for positive integers x, let Bmx be the board obtained from B by adding x additional
levels of width n below B . Label the appended rows from top to bottom by 1b,ω1b, . . . ,ωm−11b,
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x levels will be called the bar. Further, the cells in the original board B will be called the cells
above the bar and likewise the cells in the x additional levels below B will be called the cells
below the bar.
Since our result is a polynomial identity, we need only show that it is true for infinitely many
values of x. Assuming that x  n, we will prove the theorem by counting N = |Rmn,n(Bmx )| in
two different ways. That is, we want to consider all the placements of n m-rooks in Bmx . In
order to do this, we must define the set of cells that each rook m-attacks. We say that a rook
placed in the cell (i,ωrj) above the bar (respectively (i,ωrjb) below the bar) will m-attack all
the cells in column i and all the cells in level j (respectively level jb) except for the cell (i,ωrj)
(respectively (i,ωrjb)) itself.
First, consider the contribution to N of each column proceeding from left to right. In the first
column, there are mx+b1 possible cells to place the first m-rook r1. Because b1  b2  · · · bn,
the rook r1 will m-attack exactly m cells in each of columns 2, . . . , n. Of the mx + b2 cells in the
second column, only mx + b2 − m are available for the placement of the second rook r2, which
will m-attack m additional cells in each of columns 3, . . . , n. Thus the contribution of column 3
to N will be mx + b3 − 2m since each of the rooks r1 and r2 attacks m cells in the third column.
Continuing in this way, we find
N = (mx + b1)(mx + b2 −m)(mx + b3 − 2m) · · · (mx + bn −mn+m)
=
n∏
i=1
(mx + bi −mi +m).
To compute N in a another way, first fix some integer k with 0 k  n and a placement P of k m-
rooks in B . We want to count the ways to extend P to a placement Q ∈ Rmn,n(Bmx ) with Q∩B = P.
Note that since Q ∈ Rmn,n(Bmx ) with Q ∩ B = P, the columns of Bmx that do not have a rook in
P must have a rook below the bar. Therefore, there will be mx available cells in the first such
column from the left to place an m-rook rb,1. Because rb,1 will m-attack exactly m cells below
the bar in each column to its right, there will be mx−m available cells in the second such column
from the left to place an m-rook rb,2. Continuing in this way, we find that the number of ways to
place n− k m-rooks below the bar is (mx)(mx −m) · · · (mx −m(n− k)+m) = (mx)↓(n−k,m).
Thus
N =
n∑
k=0
∑
P∈Rmk,n(B)
(mx)↓(n−k,m) =
n∑
k=0
rmk,n(B)(mx)↓(n−k,m). 
4. A p,q-analogue of the m-rook numbers
In this section, we define a p,q-analogue of the m-rook numbers and prove a p,q-analogue
of Theorem 2. Unless otherwise indicated, we will use [n] to denote [n]p,q in what follows.
Suppose that B = Fm(b1, . . . , bn) ⊆ Bmn is an m-Ferrers board and let P ∈ Rmk,n(B). A rook in
the cell (i,ωrj) ∈ P is said to m-rook-cancel those cells in the set{(
a,ωsj
)
: i < a  n, 0 s < m
}
.
We then define the kth p,q,m-rook number of B , denoted rmk,n(B,p,q), as
rmk,n(B,p,q) =
∑
P∈Rm (B)
qαB(P)+εB(P)pβB(P)−m(c1+···+ck),k,n
1146 K.S. Briggs, J.B. Remmel / Journal of Combinatorial Theory, Series A 113 (2006) 1138–1171Fig. 3. P ∈ R32,4(B).
where the rooks of P lie in columns 1 c1 < · · · < ck  n and where
αB(P) = the number of cells of B which lie above a rook in P but are not
m-rook-canceled by any other rook in P,
βB(P) = the number of cells of B which lie below a rook in P but are not
m-rook-canceled by any other rook in P, and
εB(P) = the number of cells of B which lie in a column with no rook in P
and are not m-rook-canceled by any rook in P.
For example, if B = F3(2,4,6,9) ⊆ B34 and P ∈ R32,4(B) is the placement given in Fig. 3,
then αB(P) = 2, βB(P) = 3, εB(P) = 5, c1 = 2, and c2 = 3. So the p,q-contribution of P to
R32,4(B,p,q) is q
7p−12.
With [x]↓(k,m) denoting [x][x − m] · · · [x − m(k − 1)], we next prove the following p,q-
analogue of the factorization theorem.
Theorem 3. Let B = Fm(b1, . . . , bn) ⊆ Bmn be an m-Ferrers board. Then
n∑
k=0
Rmk,n(B,p,q)p
m
(
xk+(k+12 )
)
[mx]↓(k,m) =
n∏
i=1
[
mx + bi −m(i − 1)
]
.
Proof. Let x  n be a positive integer. We will prove the theorem by summing in two different
ways
NBmx =
∑
P∈Rmn,n(Bmx )
q
αBmx
(P)
p
βBmx
(P)
, (13)
where each rook in Bmx (either above or below the bar) m-rook-cancels those cells in its level to
its right.
We first consider the contribution to NBmx of each column of B
m
x from left to right. In the first
column, there are mx + b1 cells to place the first rook r1. If r1 is placed in the ith cell from the
top, then the (i − 1) cells above r1 will each contribute a factor of q to NBmx and the mx + b1 − i
cells below r1 will each contribute a factor of a p to NBmx as seen in Fig. 4. As i ranges from 1
to mx + b1, the p,q-weight of column 1 is pmx+b1−1, pmx+b1−2q, . . . ,pqmx+b1−2, qmx+b1−1
respectively. Thus, the total contribution of column 1 to NBm is [mx + b1].x
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The same argument can be used for column 2, noting that regardless of the placement of r1,
exactly m cells are m-rook-canceled by r1 in columns 2, . . . , n. So the contribution to NBmx of
column 2 is [mx + b2 − m]. We further note that the rook r2 placed in column 2 will m-rook-
cancel an additional m cells in columns 3, . . . , n. Continuing in this way, we see that in column j ,
there will be mx + bj −m(j − 1) cells where the rook rj could be placed. Therefore, it follows
that
NBmx =
n∏
i=1
[
mx + bi −m(i − 1)
]
.
Now suppose that a placement P of k rooks in B in columns c1, . . . , ck is fixed. We wish to
compute
NBmx (P) =
∑
Q∈Rmn,n(Bmx )
Q∩B=P
q
αBmx
(Q)
p
βBmx
(Q)
,
so that
NBmx =
n∑
k=0
∑
P∈Rmk,n(B)
NBmx (P).
First note that if Q ∈ Rmn,n(Bmx ) and Q∩B = P, then there are k rooks in columns c1, . . . , ck in B
while the remaining n − k rooks in Q − P must be placed below the bar. Clearly, the total p,q-
contribution to NBmx (P) of the cells above the bar will be q
αB(P)+εB(P)pβB(P). Further, each cell
below the bar in columns c1, . . . , ck not m-rook-canceled by a rook from the left will contribute
a factor of p to NBmx (P). The total number of such cells is(
mx −m(c1 − 1)
)+ (mx −m(c2 − 2))+ · · · + (mx −m(ck − k))
= m
(
kx − (c1 + · · · + ck)+
(
k + 1
2
))
.
An additional p,q-contribution is gained from the placement of the n− k rooks in Q−P, which
only m-rook-cancel cells below the bar. In the first column from the left in Bmx to place such a
rook, there are mx available cells. Using the same reasoning as above, the p,q-contribution of
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empty columns to the right to place the remaining rooks. Thus, the p,q-contribution to NBmx (P)
from placing the second rook below the bar is [mx −m]. Continuing in this way, we find that the
p,q-contribution to NBmx (P) of the n− k empty columns below the bar is
[mx][mx −m] · · · [mx −m(n− k − 1)]= [mx]↓(n−k,m).
Thus,
NBmx (P) = qαB(P)+εB(P)pβB(P)+m
(
kx−(c1+···+ck)+(k+12 )
)
[mx]↓(n−k,m),
implying that
NBmx =
n∑
k=0
∑
P∈Rmk,n(B)
qαB(P)+εB(P)pβB(P)−m(c1+···+ck)[mx]↓(n−k,m)pm
(
kx+(k+12 )
)
=
n∑
k=0
rmk,n(B,p,q)p
m
(
kx+(k+12 )
)
[mx]↓(n−k,m). 
It is not difficult to show that when i = 0 and j = m, the generalized p,q-Stirling numbers
of the second kind defined by (6) are the p,q,m-rook numbers rmn−k,n(F 0,mn ,p, q) where F 0,mn
denotes the m-Ferrers board Fm(0,m,2m, . . . ,m(n− 1)).
Theorem 4. For any nonnegative integer n, if k is an integer such that 0 k  n, then
S
0,m
n,k (p, q) = rmn−k,n
(
F 0,mn ,p, q
)
.
Proof. First note that rm0,0(F
0,m
0 ,p, q) = 1 and rmn−k,n(F 0,mn ,p, q) = 0 when k > n or k < 0
satisfying the initial conditions.
We will prove the equality by induction on n. It is easy to see that when n = 1, F 0,m1 is
the empty board in Bm1 , so that r
m
1,1(F
0,m
1 ,p, q) = 0 = S0,m1,0 (p, q) and rm0,1(F 0,m1 ,p, q) = 1 =
S
0,m
1,1 (p, q).
Now assume that S0,mn,k (p, q) = rmn−k,n(F 0,mn ,p, q) for some integer n > 1 and all
0  k  n. When k = 0, S0,mn+1,0(p, q) = q−mS0,mn,−1(p, q) + p−m(n+1)[0]S0,mn,0 (p, q) = 0 and
Rmn+1,n+1(F
0,m
n+1) = ∅ since there are only n columns of nonzero height in F 0,mn+1 to place the
n+ 1 rooks. So rmn+1,n+1(F 0,mn+1,p, q) = S0,mn+1,0(p, q) = 0.
Now suppose that 1  k  n. Note that Rmn−k+1,n+1(F
0,m
n+1) can be partitioned into two sets,
those placements containing a rook in column n+1 and those placements with no rook in column
n+1. Placements with a rook in column n+1 can be obtained from some P′ ∈ Rmn−k,n(F 0,mn ) by
placing the n−k+1st rook in any of the uncanceled cells in column n+1 of F 0,mn+1. For any fixed
placement P′ ∈ Rmn−k,n(F 0,mn ), each rook in P′ will m-rook-cancel exactly m cells in column n+1
leaving mn − m(n − k) = mk cells to place the rook. If the rook is placed in the ith uncanceled
cell from the top, the p,q-contribution of the resulting placement P ∈ Rmn−k+1,n+1(F 0,mn+1) will be
p
−m(n+1)+mk−i+β
F
0,m
n
(P′)−m(c1+···+cn−k)
q
i−1+α
F
0,m
n
(P′)+ε
F
0,m
n
(P′)
. By induction,
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P∈Rmn−k+1,n+1(F 0,mn+1)
rook in column n+1
q
α
F
0,m
n+1
(P)+ε
F
0,m
n+1
(P)
p
β
F
0,m
n+1
(P)−m(c1+···+cn−k+1)
=
∑
P′∈Rmn−k,n(F 0,mn )
p−m(n+1)
mk∑
i=1
q
i−1+α
F
0,m
n
(P′)+ε
F
0,m
n
(P′)
p
mk−i+β
F
0,m
n
(P′)−m(c1+···+cn−k)
= p−m(n+1)
mk∑
i=1
pmk−iqi−1rmn−k,n
(
F 0,mn ,p, q
)
= p−m(n+1)[mk]rmn−k,n
(
F 0,mn ,p, q
)
. (14)
On the other hand, a placement with no rook in column n + 1 of F 0,mn+1 must have all n − k + 1
rooks in the first n columns of F 0,mn+1. As before, each rook in the first n columns will m-rook-
cancel exactly m cells in column n+ 1 of F 0,mn+1. Thus the number of uncanceled cells in column
n + 1 is mn − m(n − k + 1) = m(k − 1) and each such cell will contribute a factor of q to
rmn−k,n((F (0,m,n)),p, q). Again, by induction,
∑
P∈Rmn−k+1,n+1(F 0,mn+1)
no rook in column n+1
q
α
F
0,m
n+1
(P)+ε
F
0,m
n+1
(P)
p
β
F
0,m
n+1
(P)−m(c1+···+cn−k+1)
=
∑
P′∈Rmn−k,n(F 0,mn )
qm(k−1)p
β
F
0,m
n
(P′)−m(c1+···+cn−k+1)
q
α
F
0,m
n
(P′)+ε
F
0,m
n
(P′)
= qm(k−1)rmn−k+1,n
(
F 0,mn ,p, q
)
. (15)
From (14) and (15), it follows that
rmn−k+1,n+1
(
F
0,m
n+1,p, q
)
= qm(k−1)rmn−k+1,n
(
F 0,mn ,p, q
)+ p−m(n+1)[mk]rmn−k,n(F 0,mn ,p, q),
which from (6) implies that
rmn−k+1,n+1
(
F
0,m
n+1,p, q
)= S0,mn+1,k(p, q) for 1 k  n.
Now suppose k = n+ 1. By definition, Sm0,0(q) = 1, so it follows by induction that
S
0,m
n+1,n+1(p, q) = qmnS0,mn,n (p, q)+
[
m(n+ 1)]S0,mn,n+1(p, q) = qmnqm(n2) = qm(n+12 ).
Further, rm0,n+1(F
0,m
n+1,p, q) = q |F
0,m
n+1|, where |F 0,mn+1| = m + 2m + · · · + mn = m
(
n+1
2
)
. Thus, the
theorem holds for all n 0 and 0 k  n. 
5. A generalization of the p,q-Frobenius formula
In this section we consider a p,q-analogue of (3). Before proving this, let us first consider the
p,q-count of all placements of n nonattacking rooks in the full board.
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Lemma 5. For each n,m ∈ N,∑
σ∈CmSn
q
αBmn
(Pσ )p
βBmn
(Pσ ) = [mn]↓(n,m). (16)
Proof. We prove this by considering the contribution to the left-hand side of (16) of each column
of Bmn proceeding from left to right. By the same reasoning used in the proof of Theorem 3, it
follows that the total contribution of the ith column from the left is exactly [mn − m(i − 1)] =
[m(n− i + 1)], completing the proof. 
In order to prove the generalization of the p,q-Frobenius formula, we will need the fol-
lowing notation. For a given m-Ferrers board B = Fm(b1, . . . , bn) ⊆ Bmn , let Bm∞ be the
board obtained from B by appending infinitely many levels of width n below B . Figure 5
illustrates Bm∞ with m = 2. As before, we call the dividing line between B and the added
levels the bar and we label the added rows from top to bottom by 1b,ω1b, . . . ,ωm−11b,
2b,ω2b, . . . ,ωm−12b, . . . ,3b,ω3b, . . . ,ωm−13b, . . . .
The following is analogous to Theorem 3 in [5].
Theorem 6. For each n,m ∈ N,
1
1 − xpmn
∑
P∈Rmn,n(Bm∞)
q
αBm∞ (P)pβBm∞ (P)xmaxm(P)
=
n∑
k=0
rmn−k,n(B,p,q)[mk]↓(k,m)pm
(
(n−k+12 )+k(n−k)
)
xk∏k
i=0(1 − xqmipm(n−i))
, (17)
where
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P contains such a rook, 0 if all rooks of P lie above the bar,
αBm∞(P) = the number of uncanceled cells above a rook in Bm∞,
βBm∞(P) = the number of uncanceled cells below a rook in Bm∞ that are
weakly above the row labeled by ωm−1 maxm(P)b if maxm(P) 1,
or in Bmn if maxm(P) 0.
Proof. Consider the contribution to∑
P∈Rmn,n(Bm∞)
q
αBm∞ (P)pβBm∞ (P)xmaxm(P)
from placements with exactly n − k rooks above the bar for each k = 0,1, . . . , n. If all rooks of
P lie above the bar, then maxm(P) = 0. Thus, if P ∈ Rmn,n(Bm∞) and maxm(P) = 0, our definition
ensures that P is a placement in Rmn,n(B) and αB(P) = αBm∞(P), βB(P) = βBm∞(P), and εB(P) = 0.
Thus, the k = 0 term in the summand on the RHS of (17) is
rmn,n(B,p,q)p
m(n+12 )
1 − xpmn =
pm(
n+1
2 )
∑
P∈Rmn,n(B) q
αB(P)+εB(P)pβB(P)−m(1+2+···+n)
1 − xpmn
=
∑
P∈Rmn,n(B) q
αB(P)pβB(P)
1 − xpmn =
∑
P∈Rmn,n(Bm∞),maxm(P)=0 q
αBm∞ (P)pβBm∞ (P)
1 − xpmn .
If k > 0, then as in [9], we can construct a placement P ∈ Rmn,n(Bm∞) by making the following
three choices:
(1) a placement Q ∈ Rmn−k,n(B),
(2) k nonnegative integers giving the numbers of levels between consecutive levels containing
the rooks below the bar, labeled p1, . . . , pk from bottom to top, and
(3) a placement σ of k nonattacking rooks in the k ×mk board that results by considering those
cells which lie in a level that contains an m-rook below the bar but is not contained in a
column of an m-rook that lies above the bar. Note that σ can be considered as an element of
Cm  Sk .
For example, Fig. 6 shows a placement that would be obtained by choosing the placement
{(3,ω1), (4,2)} ∈ R22,5(F2(0,2,2,3,4)), the integers p1 = 1, p2 = 0, p3 = 2, and the permuta-
tion σ = 2 ω1 3 ∈ C2  S3.
With c1, . . . , cn−k equal to the labels of the n − k columns from left to right containing the
m-rooks above the bar, we find that the total contribution to qαBm∞ (P)pβBm∞ (P) can be separated in
three parts.
(1) The contribution from the cells above the bar plus the cells below the bar that lie in the
columns which contain rooks above the bar is
qαB(Q)+εB(Q)pβB(Q)pm(maxm(P)−(c1−1))+(maxm(P)−(c2−2))+···+(maxm(P)−(cn−k−(n−k))).
(2) The contribution from those cells below the bar which do not lie in a level with a rook below
the bar or in a column containing a rook above the bar is(
qpk−1
)mp1(q2pk−2)mp2 · · · (qkp0)mpk .
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(3) The contribution from the cells which lie in either a level or column of a rook below the bar
is
q
αBm
k
(Pσ )
p
βBm
k
(Pσ )
.
For each fixed k, it follows that∑
P∈Rmn,n(Bm∞)
|P∩B|=n−k
q
αBm∞ (P)pβBm∞ (P)xmaxm(P)
=
∑
Q∈Rmn−k,n(B)
qαB(Q)+εB(Q)pβB(Q)
∑
σ∈CmSn
q
αBm
k
(Pσ )
p
βBm
k
(Pσ )
×
∑
p10
· · ·
∑
pk0
qm(p1+···+kpk)pm
(
(k−1)p1+···+(k−k)pk+∑n−kj=1 p1+···+pk+k−(cj−j))
× xp1+···+pk+k. (18)
Using Lemma 5 and simplifying, we find that (18) equals
rmn−k,n(B,p,q)[mk]↓(k,m)pm
(
(n−k+12 )+k(n−k)
)
xk
k∏
i=1
∑
pi0
(
xqmipm(n−i)
)pi
= r
m
n−k,n(B,p,q)[mk]↓(k,m)pm
(
(n−k+12 )+k(n−k)
)
xk∏k
i=1(1 − xqmipm(n−i))
.
Summing (18) over all k  1 and dividing by 11−xpmn plus the k = 0 term in the summand on the
RHS of (17) yields
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1 − xpmn
∑
P∈Rmn,n(Bm∞)
q
αBm∞ (P)pβBm∞ (P)xmaxm(P)
=
n∑
k=0
rmn−k,n(B,p,q)[mk]↓(k,m)pm((
n−k+1
2 )+k(n−k))xk∏k
i=0
(
1 − xqmipm(n−i)) .  (19)
The next theorem generalizes the p,q-Frobenius formula given in [5].
Theorem 7. For each m,n ∈ N,
n∑
k=1
S
0,m
n,k (p, q)[mk]↓(k,m)pm
(
(n−k+12 )+k(n−k)
)
xk∏k
i=0(1 − xqmipm(n−i))
=
∑
σ∈CmSn q
majm(σ)pcomajm(σ)xdesm(σ)+1∏n
i=0(1 − xqmipm(n−i))
. (20)
Proof. Let N0 denote the set N∪{0} and letFm = {f : {1, . . . , n} → N0 ⊕ωN0 ⊕· · ·⊕ωm−1N0}.
For each f ∈Fm define gf : {1, . . . , n} → N0 by
gf (i) = mj + l,
if f (i) = ωlj . Next, set
|f | =
n∑
i=1
gf (i), and maxm(f ) = max
i=1,...,n
{∣∣f (i)∣∣},
for each f ∈Fm. We will prove (20) by showing that each side is equal to
x
1 − xpmn
∑
f∈Fm
xmaxm(f )q |f |pmn·maxm(f )−|f |. (21)
First, given f ∈ Fm, arrange the corresponding values of gf in decreasing order, say k1 > k2 >
· · · > kt . For each of these range values of gf , we define
Aki =
{
ωjb: gf (b) = ki
}
,
where j = ki (mod m). By definition, elements in Aki all have the same sign. Next, define the
signed permutation σ = Ak1↑Ak2↑ · · ·Akt↑ ∈ Cm  Sn where Aki↑ is the set of values in Aki
arranged in increasing order with respect to the ordering <Θ . Suppose that σ = ε1σ1 . . . εnσn
where σ1 . . . σn ∈ Sn and εi ∈ {1,ω, . . . ,ωm−1}. Finally, for each i = 1, . . . , n, set
pi =
{ |f (σi)| − |f (σi+1)| if 1 i  n− 1,
|f (σn)| if i = n,
and
qi =
m−1∑
j=1
jχ
(
εi = ωj
)
.
It then follows that
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∣∣f (σ1)∣∣= p1 + p2 + · · · + pn, and
|f | = m
n∑
i=1
∣∣f (σi)∣∣+ n∑
i=1
(
m−1∑
j=1
jχ
(
sgn
(
f (σi)
)= ωj )
)
= m(p1 + 2p2 + · · · + npn)+
n∑
i=1
qi.
There is a restriction on the values of the pi ’s. That is, suppose that for i = 1, . . . , n,
gf (σi) = m
∣∣f (σi)∣∣+ ri, (22)
where 0 ri m− 1. Thus εi = ωri for i = 1, . . . , n. By our definition, gf (σ1) · · · gf (σn)
and hence |f (σ1)|  · · ·  |f (σn)|  0. It follows that pi = |f (σi)| − |f (σi+1)|  0 for all i.
However, if εiσi >Θ εi+1σi+1, then it must be the case that εiσi ∈ Akj and εi+1σi+1 ∈ Akj+1 for
some j and hence
gf (σi) = m
∣∣f (σi)∣∣+ ri > m∣∣f (σi+1)∣∣+ ri+1. (23)
But εiσi = ωri σi >Θ ωri+1σi+1 only if either (i) ri < ri+1 or (ii) ri = ri+1 and σi > σi+1. In either
case, it is easy to see that (23) can hold only if |f (σi)| > |f (σi+1)|. So, if εiσi >Θ εi+1σi+1, then
|f (σi)| − |f (σi+1)| = pi  1.
Thus,
x
1 − xpmn
∑
f∈Fm
xmaxm(f )q |f |pmn·maxm(f )−|f |
=
∑
σ∈CmSn
∑
p1χ(1∈Desm(σ))
· · ·
∑
pnχ(n∈Desm(σ))
xp1+···+pnqmp1+···+(mn)pn+
∑
qi pm(n−1)p1+···+mpn−1−
∑
qi
=
∑
σ∈CmSn
( ∑
p1χ(1∈Desm(σ))
(
xqmpm(n−1)
)p1) · · ·
×
( ∑
pnχ(n∈Desm(σ))
(
xqmnpm(n−n)
)pn)(p−1q)∑ jnj (σ ).
If i ∈ Desm(σ), then∑
piχ(i∈Desm(σ))
(
xqmipm(n−i)
)pi = ∑
pi1
(
xqmipm(n−i)
)pi = xqmipm(n−i)
1 − xqmipm(n−i) .
On the other hand, if i /∈ Desm(σ), then∑
piχ(i∈Desm(σ))
(
xqmipm(n−i)
)pi = ∑
pi0
(
xqmipm(n−i)
)pi = 1
1 − xqmipm(n−i) .
Therefore, it follows by the definitions of desm, majm, and comajm that
x
1 − xpmn
∑
f∈Fm
xmaxm(f )q |f |pmn·maxm(f )−|f |
=
∑
σ∈CmSn x
desm(σ)+1qmajm(σ)pcomajm(σ)∏n
(1 − xqmipm(n−i)) .i=0
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To compute the sum in (21) in another way, note that we can associate to each f ∈ Fm a rook
placement Pf ∈ Rmn,n(Bm∞) where B is the m-staircase board Fm(0,m,2m, . . . ,m(n − 1)) and
gf (i) is the number of uncanceled cells above the rook in the ith column. For example, if
m = 2 and f is the function with f (1) = ω2, f (2) = ω2, f (3) = ω0, and f (4) = 4, then
the corresponding rook placement is given in Fig. 7. In the general case, it is easy to see that
|f | = αBm∞(Pf ), mn · maxm(f )− |f | = βBm∞(Pf ) and maxm(f )+ 1 = maxm(Pf ). Thus,∑
f∈Fm
xmax(f )+1q |f |pmn·maxm(f )−|f | =
∑
P∈Rmn,n(Bm∞)
q
αBm∞ (P)pβBm∞ (P)xmaxm(P). (24)
Dividing both sides of (24) by 1/(1 − xpmn), it follows from (19) and (24) that (21) equals
1
1 − xpmn
n∑
k=0
rmn−k,n(B,p,q)[mk]↓(k,m)xk∏k
i=1(1 − xqmipm(n−i))
= 1
1 − xpmn
n∑
k=1
S
0,m
n,k (p, q)[mk]↓(k,m)xk∏k
i=1(1 − xqmipm(n−i))
. 
6. A p,q-analogue of the m-hit numbers
Let B be a board in Bmn and define the p,q,m-hit polynomial of B , denoted HmB (x,p, q), by
HmB (x,p, q)
=
n∑
k=0
rmk,n(B,p,q)
[
m(n− k)]↓(n−k,m)pm((k+12 )+k(n−k)) n∏
l=n−k+1
(
x − qmlpm(n−l)).
(25)
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be denoted by hmk,n(B,p,q). We wish to show that H
m
B (x,p, q) has nonnegative integer coef-
ficients when B = Fm(b1, . . . , bn) is an m-Ferrers board in Bmn . It is not difficult to see that
HmB (x,p, q) = xnQmB(x−1,p, q) where
QmB(x,p, q) =
n∑
k=0
rmk,n(B,p,q)x
n−k[m(n− k)]↓(n−k,m)pm((k+12 )+k(n−k))
×
n∏
i=n−k+1
(
1 − xqmipm(n−i)). (26)
It follows from Theorem 6 that if Φm(x;b1, . . . , bn) is defined by
Φm(x;b1, . . . , bn) =
∑
P∈Rmn,n(Bm∞)
q
αBm∞ (P)pβBm∞ (P)xmaxm(P), (27)
then
Φm(x;b1, . . . , bn) = Q
m
B(x,p, q)∏n
i=1(1 − xqmipm(n−i))
=
∑n
k=0 hmn−k,n(B,p,q)xk∏n
i=1(1 − xqmipm(n−i))
. (28)
In order to prove that HmB (x,p, q) has nonnegative integer coefficients when B is an m-Ferrers
board, we will use a method similar to that used by Garsia and Remmel in [9] to prove that
the q-hit numbers of Ferrers boards are polynomials in q with nonnegative integer coefficients.
Namely, we will show that the nonnegativity of the coefficients of the p,q,m-hit polynomial
is preserved by five geometric operations from which each m-Ferrers board can be constructed
from some empty board. We call these operations m-RAISE, m-FLIP, m-ADD, m-SHIFT, and
s-PARTIAL SHIFT.
We begin by showing that the p,q,m-hit polynomial of the empty board, En = F(0n) ∈ Bmn ,
has nonnegative integer coefficients. This follows immediately from (19) by noting that all n
rooks must be placed below the bar. Namely,
Corollary 8. For each m,n ∈ N,
Φm
(
x;0n)= [mn]↓(n,m)xn∏n
i=1(1 − xqmipm(n−i))
.
6.1. m-RAISE
The first of the five geometric operations, m-RAISE, replaces the m-Ferrers board B =
Fm(b1, . . . , bn) for which bn  m(n − 1) with the board B↑m = Fm(b1 + m, . . . , bn + m).
For instance, Fig. 8 shows how the 3-RAISE operation replaces B = F3(2,4,6,8) ⊆ B34 with
B↑3 = F3(5,7,9,11) ⊆ B34 .
The analytic effect of m-RAISE on Φm(x, b1, . . . , bn) is seen in the following theorem.
Theorem 9. If B = Fm(b1, . . . , bn) ⊆ Bmn is an m-Ferrers board with bn m(n− 1), then
Φm(x;b1 +m, . . . , bn +m) = 1
x
Φm(x;b1, . . . , bn). (29)
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Proof. We begin by noting that since bn  m(n − 1), maxm(P)  1 for any P ∈ Rn,n(Bm∞).
We define γ :Rn,n(Bm∞) → Rn,n((B↑m)m∞) so that the rooks in γ (P) are placed m cells directly
above the cells containing the rooks of P. Clearly γ is a p,q-weight-preserving bijection between
Rn,n(B
m∞) and Rn,n((B↑m)m∞). We also see that maxm(γ (P)) = maxm(P) − 1  0. The result
now follows by using the definition in (27). 
Corollary 10. If B = Fm(b1, . . . , bn) ⊆ Bmn is an m-Ferrers board with bn m(n− 1), then for
each integer k  1,
hmk,n
(
B↑m,p,q)= hmk−1,n(B,p,q), (30)
and hm0,n(B↑m,p,q) = 0.
Proof. From (25),
Φm(x;b1 +m, . . . , bn +m) =
∑n
k=0 hmk,n(B↑m,p,q)xn−k∏n
i=1(1 − xqmipm(n−i))
,
and likewise
Φm(x;b1, . . . , bn) =
∑n
k=0 hmk,n(B,p,q)xn−k∏n
i=1(1 − xqmipm(n−i))
.
Thus,
n∑
k=0
hmk,n
(
B↑m,p,q)xn−k = n∑
k=0
hmk,n(B,p,q)x
n−k−1.
Taking the coefficient of xn−k on both sides yields the desired result. 
6.2. m-FLIP
The second geometric operation, m-FLIP, replaces an m-Ferrers board B ⊆ Bmn with its m-
conjugate, Bm∗ = {(n + 1 − j,ωr(n + 1 − i)) | (i,ωrj) ∈ B} ⊆ Bmn . In words, m-FLIP can be
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described as the reflection of the “blocks” of cells at the intersections of the levels and columns
about the main diagonal extending from the northwest corner to the southeast corner, so that the
order of the cells in each “block” is maintained. For example, if B = F3(2,4,6,8) ⊆ B34 , then
m-FLIP replaces B with Bm∗ = F3(0,2,7,11) ⊆ B34 , as illustrated in Fig. 9.
As indicated in the following theorem, the m-FLIP operation analytically preserves Φm(x;b1,
. . . , bn). That is,
Theorem 11. For any m-Ferrers board B = Fm(b1, . . . , bn) ⊆ Bmn ,
Φm(x;b1, . . . , bn) = Φm
(
x;b∗1, . . . , b∗n
)
, (31)
where Bm∗ = Fm(b∗1, . . . , b∗n) is the m-conjugate of B .
Proof. By (28), it suffices to show that for each integer k,
rmk,n(B,p,q) = rmk,n
(
Bm∗,p, q
)
. (32)
As in the m = 1 case, it is not difficult to see that the m-FLIP operation sends a nonattacking
m-rook configuration in B to one in Bm∗. To consider the effects of m-conjugation on the p,q-
count, let P ∈ Rmk,n(B). Let us first consider the q-contribution of P to both sides of (32). If a
cell (i,ωrj) ∈ B is not m-rook-canceled by any m-rook in P and is in a column with no rook,
then its corresponding cell (n + 1 − j,ωr(n + 1 − i)) in Bm∗ is neither to the right nor below
a rook in Bm∗. Additionally, if a cell (i,ωrj) ∈ B is not m-rook-canceled by any m-rook in P
and is above an m-rook, then its corresponding cell (n + 1 − j,ωr(n + 1 − i)) in Bm∗ will be
to the left of the m-rook in level n + 1 − i in Bm∗. Further, there will be no m-rook above the
cell (n + 1 − j,ωr(n + 1 − i)) in Bm∗. Thus, in either case, the q-contribution is preserved by
m-conjugation.
Now consider the p-contribution for P ∈ Rmk,n(B). Label the k rooks from left to right by
ρ1, . . . , ρk , and suppose that ρt is in the cell (it ,ωrt jt ) for 1  t  k. As illustrated in Fig. 10,
suppose further that there are Ut , Vt , and k − t − Vt rooks in B respectively to the southwest,
southeast, and northeast of ρt . Since there are m(jt − 1 − Ut) + rt − 1 uncanceled cells below
ρt and since ρt is in column it , ρt will contribute a p-factor of
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pm(jt−1−Ut )+rt−1−mit
to rmk,n(B,p,q).
Thus, the total p-contribution of all k rooks in P to rmk,n(B,p,q) is
k∏
t=1
pm(jt−1−Ut−it )+rt−1 = p
(∑k
t=1 m(jt−Ut−it )+rt
)−k(m+1).
Similarly, since the corresponding rook ρ∗t is in the cell (n + 1 − jt ,ωr(n + 1 − it )), there are
m((n+ 1 − it )− 1 − (k − t − Vt ))+ rt − 1 uncanceled cells below ρ∗t . Thus, ρ∗t will contribute
a factor of
pm(n−it−k+t+Vt )+rt−1−m(n+1−jt ) = pm(jt−it−k+t+Vt−1)+rt−1
to rmk,n(B,p,q).
Thus, the total p-contribution from the k rooks ρ∗1 , . . . , ρ∗k to r
m
k,n(B
m∗,p, q) is
k∏
t=1
pm(jt−it−k+t+Vt−1)+rt−1 = p
(∑k
t=1 m(jt−it )+rt+mVt
)−m(k+12 )−k
= p
(∑k
t=1 m(jt−it )+rt
)−mk−m(k2)−k+∑kt=1 mVt . (33)
Note that
∑k
t=1 m(Ut + Vt) = m
(
k
2
)
, so that
∑k
t=1 mVt − m
(
k
2
) =∑kt=1 mUt . Substituting this
into the right-hand side of (33) yields a total p-contribution of p
(∑k
t=1 m(jt−Ut−it )+rt
)−k(m+1)
proving the theorem. 
Corollary 12. For any m-Ferrers board B = Fm(b1, . . . , bn) ⊆ Bmn and any integer k,
hmk,n(B,p,q) = hmk,n
(
Bm∗,p, q
)
, (34)
where Bm∗ = Fm(b∗1, . . . , b∗n) is the m-conjugate of B .
Proof. This follows immediately from (28) and (31) by taking the coefficient of xn−k in the
numerators of both sides of (31). 
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The third operation, m-ADD, adjoins a column of height zero to the left-hand side of the given
board. That is, the m-ADD operation replaces an m-Ferrers board B = Fm(b1, . . . , bn) ⊆ Bmn
with the board B+ = Fm(0, b1, . . . , bn) ⊆ Bmn+1. Before showing how the m-ADD operation ef-
fects Φm(x;b1, . . . , bn) analytically, we must first define the p,q,m-derivative operator, denoted
δmp,q . For any formal power series F(x), let
δmp,qF (x) =
F(pmx)− F(qmx)
x(p − q) .
One can easily check that
δmp,qx
n = [mn]xn−1.
This is used to prove the following theorem.
Theorem 13. If B = Fm(b1, . . . , bn) ⊆ Bmn is an m-Ferrers board, then
Φm(x;0, b1, . . . , bn) = x[m]Φ
m(qmx;b1, . . . , bn)
(1 − xqmpmn) + p
mx2δmp,qΦ
m(x;b1, . . . , bn). (35)
Proof. We begin by noting that
Φm(x;b1, . . . , bn) =
∑
P∈Rmn,n(B)
qαB(P)+εB(P)pβB(P)
+
∑
k1
xk
n∑
j=1
(
pm(j−1)qm(k−j)+bj [m]
× [m(k − 1)+ b1] · · · [m(k − j + 1)+ bj−1]
× [m(k − j)+ bj+1] · · · [m(k − n+ 1)+ bn]). (36)
The first term on the right-hand side of (36) accounts for those placements in Rmn,n(Bm∞) whose
bottommost rook is in B , while the second term accounts for those placements in Rmn,n(Bm∞)
whose bottommost is below the bar. The second term is further broken up according to the col-
umn in which the bottommost rook is contained. Suppose that the bottommost rook in P is
contained in the kth level below the bar and the j th column for 1 k and 1 j  n. Then we
can obtain the right-hand side of (36) by computing
q
αBm∞ (P)pβBm∞ (P)xmaxm(P) (37)
column by column. Clearly, there will be m(j − 1) uncanceled cells in level maxm(P) = k to the
left of the bottommost rook each of which will be weighted by a factor of p. In addition, there
will be exactly mk + bj −m−m(j − 1) = mk + bj −mj uncanceled cells in column j weakly
above level k − 1 each of which will be weighted with a q . By the usual argument, we find that
the m− 1 uncanceled cells at the intersection of level k and column j contribute a total contribu-
tion of [m] to (37). Likewise, we find that the remaining mk+b1 −m, . . . ,mk+bj−1 −mj +m,
mk + bj+1 −mj, . . . ,mk + bn −mn+m uncanceled cells in columns 1, . . . , j − 1, j + 1, . . . , n
respectively contribute a total p,q-count of [m(k − 1) + b1], . . . , [m(k − j + 1) + bj−1],
[m(k − j)+ bj+1], . . . , [m(k − n+ 1)− bn] to (37).
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Φm(x;0, b1, . . . , bn) =
∑
P∈Rmn+1,n+1(B+)
q
α(B+)m∞ (P)pβ(B+)m∞ (P)xmaxm(P).
If maxm(P) = 0 for some P ∈ Rmn+1,n+1(Bm∞), then by definition, the bottommost rook of a
placement is above the bar. Since there is no way to place n + 1 nonattacking rooks in at
most n nonempty columns, this set of placements is empty. Similarly, the only placements
P ∈ Rmn+1,n+1(Bm∞) with maxm(P) = 1 are those whose bottommost rook is in column 1. Thus,
it follows that
Φm(x;0, b1, . . . , bn) = x
∑
P∈Rmn+1,n+1(B+)
maxm(P)=1
lowest rook in column 1
q
α(B+)m∞ (P)pβ(B+)m∞ (P)
+
∑
k2
xk
∑
P∈Rmn+1,n+1(B+)
maxm(P)=k
q
α(B+)m∞ (P)pβ(B+)m∞ (P). (38)
Now ∑
k2
xk
∑
P∈Rmn+1,n+1(B+)
maxm(P)=k
q
α(B+)m∞ (P)pβ(B+)m∞ (P)
=
∑
k2
xk
∑
P∈Rmn+1,n+1(B+)
maxm(P)=k
lowest rook in column 1
q
α(B+)m∞ (P)pβ(B+)m∞ (P)
+
∑
k2
xk
n+1∑
j=2
(
pm(j−1)qm(k−j)+bj−1[m][m(k − 1)][m(k − 2)+ b1]× · · ·
× [m(k − j + 1)+ bj−2][m(k − j)+ bj ] · · · [m(k − n)+ bn]). (39)
Factoring out [m(k − 1)] and reindexing with respect to j the inner summation, we find that the
second term in the right-hand side of (39) is
pmx2
∑
k2
[
m(k − 1)]xk−2 n∑
j=1
pm(j−1)qm(k−j−1)+bj [m][m(k − 2)+ b1]× · · ·
× [m(k − j)+ bj−1][m(k − j − 1)+ bj+1] · · · [m(k − n)− bn]. (40)
Next, reindexing the outer summation with respect to k, we see that (40) is equal to
pmx2δmp,q
∑
k1
xk
n∑
j=1
(
pm(j−1)qm(k−j)+bj [m][m(k − 1)+ b1]× · · ·
× [m(k − j + 1)+ bj−1][m(k − j)+ bj+1] · · · [m(k − n+ 1)− bn]).
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pmx2δmp,q
(
Φm(x;b1, . . . , bn)−
∑
P∈Rmn,n(B)
qαB(P)+εB(P)pβB(P)
)
.
Since δmp,q
∑
P∈Rmn,n(B) q
αB(P)+εB(P)pβB(P) = 0, it follows that
Φm(x;0, b1, . . . , bn)
=
∑
k1
xk
∑
P∈Rmn+1,n+1(B+)
maxm(P)=k
lowest rook in column 1
q
α(B+)m∞ (P)pβ(B+)m∞ (P) + pmx2δmp,qΦm(x;b1, . . . , bn). (41)
To complete the proof, it remains to show that∑
k1
xk
∑
P∈Rmn+1,n+1(B+)
maxm(P)=k
lowest rook in column 1
q
α(B+)m∞ (P)pβ(B+)m∞ (P) (42)
equals the first term in the sum of (35). We begin by considering the contribution to∑
P∈Rmn+1,n+1(B+)
lowest rook in column 1
q
α(B+)m∞ (P)pβ(B+)m∞ (P)xmax(P)
coming from the placements with exactly k rooks in B+ (hence a placement of k rooks in B). Our
proof will look similar to our discussion preceding Theorem 7. Namely, an arbitrary placement
P ∈ Rmn+1,n+1(B+) can be obtained by choosing a placement Q ∈ Rmk,n(B+) = Rmk,n(B), n−k+1
nonnegative integers giving the number of levels between the consecutive level containing the
rooks below the bar, and a permutation σ ∈ Cm  Sn−k whose corresponding placement Pσ gives
the relative positions of the n− k rooks in columns 2, . . . , n+ 1 below the bar.
Again, we consider the p,q, x-contribution to (42) coming from the cells above the bar, the
levels below the bar with a rook, and the levels below the bar without a rook. As before, the
placement Q ∈ Rmk,n(B) yields a p,q-contribution for the rows above the bar of
qαB(Q)+εB(Q)pβB(Q).
Next, the nonnegative integers p1, . . . , pn−k+1 contribute a p,q, x-weight for the levels below
the bar without a rook equal to
1
(1 − xqmpmn)(1 − xq2mpm(n−1)) · · · (1 − xqm(n−k+1)pmk) .
Finally, a p,q, x-weight of(
qmx
)n−k[
m(n− k)]↓(n−k,m)pm((n−k−(c1−1))+(n−k−(c2−2))+···+(n−k−(ck−k)))
is gained from the levels below the bar containing a rook resulting from the k columns containing
the rooks in B along with the choice of σ ∈ Cm  Sn−k . An additional factor of [m]x is gained
due to the rook in column 1 below the bar so that the total contribution from the levels which
contain a rook below the bar is
[m]x(qmx)n−k[m(n− k)]↓(n−k,m)pm(k(n−k)−((c1−1)+(c2−2)+···+(ck−k))).
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P∈Rmn+1,n+1((B+)m∞)
|P∩B+|=k
q
α(B+)m∞ (P)pβ(B+)m∞ (P)xmaxm(P)
= x r
m
k,n(B,p,q)(q
mx)n−k[m][m(n− k)]↓(n−k,m)pm
(
(k+12 )+k(n−k)
)
(1 − xqmpmn)(1 − xq2mpm(n−1)) · · · (1 − xqm(n−k+1)pmk) .
Summing over k = 0, . . . , n yields
x
n∑
k=0
rmk,n(B,p,q)(q
mx)n−k[m][m(n− k)]↓(n−k,m)pm
(
(k+12 )+k(n−k)
)
∏n−k
i=0 (1 − (qmx)qmipm(n−i))
. (43)
It follows from Theorem 6 that (43) equals
x[m]Φm(qmx;b1, . . . , bn)
(1 − xqmpmn) ,
which proves the theorem. 
The next lemma shows the effect of the δmp,q operator on an arbitrary function of the form∑n
k=0 ak(p, q)xk/
∏n
i=1(1 − xqmipm(n−i)).
Lemma 14.
δmp,q
( ∑n
k=0 ak(p, q)xk∏n
i=1(1 − xqmipm(n−i))
)
=
∑n−1
k=0(ak(p, q)pmkqm(k+1)[m(n− k)] + ak+1(p, q)[m(k + 1)])xk∏n+1
i=1 (1 − xqmipm(n+1−i))
.
Proof. By definition,
δmp,q
( ∑n
k=0 ak(p, q)xk∏n
i=1(1 − xqmipm(n−i))
)
(44)
= 1
x(p − q)
( ∑n
k=0 ak(p, q)pmkxk∏n
i=1(1 − xqmipm(n−i+1))
−
∑n
k=0 ak(p, q)qmkxk∏n
i=1(1 − xqm(i+1)pm(n−i))
)
=
(∑n
k=0 ak(p, q)pmkxk
)
(1 − xqm(n+1))− (∑nk=0 ak(p, q)qmkxk)(1 − xqmpmn)
x(p − q)∏n+1i=1 (1 − xqmipm(n+1−i))
=
∑n
k=1 xk(ak(p, q)(pmk − qmk)+ ak−1(p, q)(qmkpmn − pm(k−1)qm(n+1))
x(p − q)∏n+1i=1 (1 − xqmipm(n+1−i)) . (45)
Reindexing the summation in the numerator of the right-hand side of (45) yields∑n−1
k=0 xk(ak+1(p, q)[m(k + 1)] + ak(p, q)(qm(k+1)pmn − pm(k)qm(n+1))/(p − q))∏n+1
i=1 (1 − xqmipm(n+1−i))
.
Simplifying this expression yields the desired result. 
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Corollary 15. Let B = Fm(b1, . . . , bn) ⊆ Bmn be an m-Ferrers board. Then for integers
0 k  n,
hmk,n+1
(
B+,p, q
)
= [m(n− k + 1)]hmk,n(B,p,q)+ (pq)m(n−k)[m(k + 1)]hmk+1,n(B,p,q). (46)
Otherwise, hmk,n(B,p,q) = 0.
Proof. It immediately follows from Theorem 13 and Lemma 14 that∑n+1
k=1 hmn+1−k,n+1(B+,p, q)xk∏n+1
i=1 (1 − xqmipm(n+1−i))
=
∑n
k=0 hmn−k,n(B,p,q)qmk[m]xk+1∏n+1
i=1 (1 − xqmipm(n+1−i))
+
∑n−1
k=0(hmn−k−1,n(B,p,q)pm[m(k + 1)] + hmn−k,n(B,p,q)(pq)m(k+1)[m(n− k)])xk+2∏n+1
i=1 (1 − xqmipm(n+1−i))
.
(47)
The desired recursion results from taking the coefficient of xn−k+1 in the numerator on both
sides of (47) and noting that qm(n−k)[m] + pm[m(n− k)] = [m(n− k + 1)]. 
6.4. m-SHIFT
The fourth operation, m-SHIFT, is applied to boards containing no cells in column one of
Bmn . In particular, m-SHIFT replaces an m-Ferrers board of the form B = Fm(0, b2, . . . , bn) ⊆
Bmn by the m-Ferrers board
←−
Bmn = Fm(b2, . . . , bn,mn) ⊆ Bmn . Figure 11 illustrates the m-shift
operation for m = 3 on the board B = F3(0,2,4,8) ⊆ B34 .
The next theorem gives the analytic effect of the operation m-SHIFT on Φm(x;0, b2, . . . , bn).
Theorem 16. Let B = Fm(0, b2, . . . , bn) ⊆ Bmn . Then
Φm(x;b2, . . . , bn,mn) = 1Φm(x;0, b2, . . . , bn). (48)x
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rmk,n
(←−
Bmn,p,q
)
= pmkqm(n−k)rmk,n(B,p,q)+ pm(k−n−1)
[
m(n− k + 1)]rmk−1,n(B,p,q). (49)
This recursion is analogous to that found in [5]. In particular, the first term on the right-hand
side of (49) accounts for those placements in Rmk,n(
←−
Bmn) with no rook in column n. Any such
placement can be obtained from some P′ ∈ Rmk−1(B) by shifting B and the k rooks in P′ to the left
one cell and adjoining a column of height mn to the right-hand side of B . Note that in shifting the
k rooks to the left, each of the k column labels decreases by one, resulting in the factor of pmk .
Additionally, each of the m(n − k) uncanceled cells in the last column of ←−Bmn will contribute a
factor of q to rmk,n(
←−
Bmn,p,q), accounting for the factor of qm(n−k).
The second term on the right-hand side of (49) is the total p,q-contribution of those place-
ments in Rmk,n(
←−
Bmn) with a rook in column n. To see this, note that each such placement can be
obtained from some P′ ∈ Rmk−1(B) by shifting B and the k−1 rooks of P′ to left one cell, adjoin-
ing a column of height mn to the right, and placing a rook in one of the uncanceled cells in column
n. As above, each of the column labels decreases by one in shifting yielding a factor of pm(k−1).
Since there is a rook in the last column, there is an additional factor of p−mn. Finally, by the usual
argument, we find that a factor of [m(n− k + 1)] is gained from placing the rook in column n.
It immediately follows from (28) and (49) that Φm(x;b2, . . . , bn,mn) equals
1∏n
i=1(1 − xqmipm(n−i))
(
n∑
k=0
pmkqm(n−k)rmk,n(B,p,q)x
n−k[m(n− k)]↓(n−k,m)
× pm
(
(k+12 )+k(n−k)
) n∏
i=n−k+1
(
1 − xqmipm(n−i))+ n∑
k=0
rmk−1,n(B,p,q)x
n−k
× [m(n− k + 1)]↓(n−k+1,m)pm((k+12 )+k(n−k)−n+k−1) n∏
i=n−k+1
(
1 − xqmipm(n−i))
)
.
(50)
Note that for any board B , rm−1,n(B,p,q) = 0. Further note that rmn,n(B,p,q) = 0 when B =
Fm(0, b2, . . . , bn). By reindexing the second summation in (50), it follows that Φm(x;b2, . . . , bn,
mn) equals
1∏n
i=1(1 − xqmipm(n−i))
(
n−1∑
k=0
pmkqm(n−k)rmk,n(B,p,q)x
n−k[m(n− k)]↓(n−k,m)
× pm
(
(k+12 )+k(n−k)
) n∏
i=n−k+1
(
1 − xqmipm(n−i))+ n−1∑
k=0
rmk,n(B,p,q)x
n−k−1
× [m(n− k)]↓(n−k,m)pm((k+22 )+(k+1)(n−k−1)−n+k) n∏
i=n−k
(
1 − xqmipm(n−i))
)
= 1∏n
i=1(1 − xqmipm(n−i))
(
n−1∑
pmkqm(n−k)rmk,n(B,p,q)x
n−k[m(n− k)]↓(n−k,m)k=0
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(
(k+12 )+k(n−k)
) n∏
i=n−k+1
(
1 − xqmipm(n−i))+ 1
x
n−1∑
k=0
rmk,n(B,p,q)x
n−k
× [m(n− k)]↓(n−k,m)pm((k+12 )+k(n−k))(1 − xqm(n−k)pmk)
×
n∏
i=n−k+1
(
1 − xqmipm(n−i))
)
. (51)
Canceling we find that (51) is exactly
1
x
Φm(x;0, b2, . . . , bn). 
Corollary 17. Let B = Fm(0, b2, . . . , bn) ⊆ Bmn be an m-Ferrers board. Then for each integer k,
hmk,n
(←−
Bmn,p,q
)= hmk−1,n(B,p,q). (52)
Proof. This is proved in the same way that Corollary 10 was proved for the m-RAISE opera-
tion. 
6.5. s-PARTIAL SHIFT
The final geometric operation, s-PARTIAL SHIFT, replaces an m-Ferrers board of the
form B = Fm(0, b2, . . . , bn) ⊆ Bmn by the m-Ferrers board ←−Bm(n−1)+s = Fm(b2, . . . , bn,
m(n − 1) + s) ⊆ Bmn for 0 < s < m. Note that in order for the resulting board ←−Bm(n−1)+s to
be m-Ferrers, it is required that bn m(n − 1). To illustrate the s-PARTIAL SHIFT operation,
consider again the 3-Ferrers board B = F3(0,2,4,8) ⊆ B34 . With s = 2, Fig. 12 shows that←−
B11 = F3(2,4,8,11) ⊆ B34 .
The analytic effect of s-PARTIAL SHIFT on Φm(x;0, b2, . . . , bn) where bn  m(n − 1) is
given in the next theorem. Note that if B = Fm(0, b2, . . . , bn) ⊆ Bmn where bn  m(n − 1), we
let B− = Fm(b2, . . . , bn) ⊆ Bmn−1.
Fig. 12. ←−B 11 = F3(2,4,8,11) ⊆ B34 when B = F3(0,2,4,8) ⊆ B34 .
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0 < s <m,
Φm
(
x;b2, . . . , bn,m(n− 1)+ s
)
= q
s−m
x
Φm(x;0, b2, . . . , bn)− (1 − xq
mn)psqs−m[m− s]Φm(pmx;b2, . . . , bn)
(1 − xqmn) . (53)
Proof. We begin by noting that
rmk,n
(←−
Bm(n−1)+s ,p, q
)
= pmkqm(n−k−1)+srmk,n(B,p,q)+ pm(k−n−1)
[
m(n− k)+ s]rmk−1,n(B,p,q). (54)
Similar to the recursion in (49), the first term on the right-hand side of (54) accounts for those
placements in Rmk,n(
←−
Bm(n−1)+s) with no rook in column n while the second term accounts for
those placements in Rmk,n(
←−
Bm(n−1)+s) with a rook in column n.
From (54), it follows that
Φm
(
x;b2, . . . , bn,m(n− 1)+ s
)
= 1∏n
i=1(1 − xqmipm(n−i))
n∑
k=0
rmk,n
(←−
Bm(n−1)+s ,p, q
)[
m(n− k)]↓(n−k,m)xn−k
× pm
(
k(n−k)+(k+12 )
) n∏
i=n−k+1
(
1 − xqmipm(n−i))
= 1∏n
i=1(1 − xqmipm(n−i))
(
n∑
k=0
rmk,n(B,p,q)
[
m(n− k)]↓(n−k,m)xn−k
× pmk+m
(
k(n−k)+(k+12 )
)
qm(n−k−1)+s
n∏
i=n−k+1
(
1 − xqmipm(n−i))
+
n∑
k=0
rmk−1,n(B,p,q)
[
m(n− k)+ s][m(n− k)]↓(n−k,m)xn−k
× pm(k−n−1)+m
(
k(n−k)+(k+12 )
) n∏
i=n−k+1
(
1 − xqmipm(n−i))
)
. (55)
Again, since rm−1,n(B,p,q) = 0, the second sum on the right-hand side of (55) can be reindexed
so that Φm(x;b2, . . . , bn,m(n− 1)+ s) equals
1∏n
i=1(1 − xqmipm(n−i))
(
qs−m
n∑
k=0
rmk,n(B,p,q)
[
m(n− k)]↓(n−k,m)xn−kqm(n−k)
× pm
(
k(n−k+1)+(k+12 )
) n∏
i=n−k+1
(
1 − xqmipm(n−i))
+
n−1∑
rmk,n(B,p,q)
[
m(n− k − 1)+ s]k=0
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i=n−k
(
1 − xqmipm(n−i))
)
. (56)
We further note that[
m(n− k − 1)+ s]= qs−m([m(n− k)]− pm(n−k−1)+s[m− s]). (57)
Substituting (57) into the right-hand side of (56) yields
qs−m∏n
i=1(1 − xqmipm(n−i))
(
n∑
k=0
rmk,n(B,p,q)
[
m(n− k)]↓(n−k,m)xn−kqm(n−k)
× pm
(
k(n−k+1)+(k+12 )
) n∏
i=n−k+1
(
1 − xqmipm(n−i))+ n−1∑
k=0
rmk,n(B,p,q)x
n−k−1
× [m(n− k)]↓(n−k,m)pm(k(n−k)+(k+12 ))(1 − xqm(n−k)pmk) n∏
i=n−k+1
(
1 − xqmipm(n−i))
− ps[m− s]
n−1∑
k=0
rmk,n(B,p,q)
[
m(n− k − 1)]↓(n−k−1,m)xn−k−1
× pm
(
(n−k−1)+k(n−k)+(k+12 )
)(
1 − xqmn) n−1∏
i=n−k
(
1 − xqmipm(n−i))
)
. (58)
Finally, we note that m
(
k(n− k)+ (k+12 ))= m(k(n− 1 − k)+ (k+12 ))+mk and rmk,n(B,p,q) =
p−mkrmk,n−1(B−,p, q). Substituting these values into (58) gives
Φm
(
x;b2, . . . , bn,m(n− 1)+ s
)= qs−m
x
Φm(x;0, b2, . . . , bn)
− q
s−mps[m− s]∏n
i=1(1 − xqmipm(n−i))
n−1∑
k=0
rmk,n−1(B
−,p, q)
[
m(n− 1 − k)]↓(n−1−k,m)
× (pmx)n−1−kpm(k(n−1−k)+(n+12 ))(1 − xqmn) n−1∏
i=n−k
(
1 − (pmx)qmipm(n−1−i))
= q
s−m
x
Φm(x;0, b2, . . . , bn)− p
sqs−m[m− s]Φm(pmx;b2, . . . , bn)
(1 − xqmn)
+ xp
sqs+m(n−1)[m− s]Φm(pmx;b2, . . . , bn)
(1 − xqmn) ,
as claimed. 
Corollary 19. Let B = Fm(0, b2, . . . , bn) ⊆ Bmn for which bn  m(n − 1). Then for each
0 < s <m,
hmk,n
(←−
Bm(n−1)+s ,p, q
)= [m(n− k)+ s]hmk−1,n−1(B−,p, q)
+ (pq)m(n−k−1)+s[m(k + 1)− s]hmk,n−1(B−,p, q). (59)
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k=0 hmn−k,n(
←−
Bm(n−1)+s ,p, q)xk∏n
i=1(1 − xqmipm(n−i))
=
∑n
k=0 qs−mhmn−k,n(B,p,q)xk−1∏n
i=1(1 − xqmipm(n−i))
+ p
sqs−m[m− s]∑n−1k=0 pmkxk(qmnhmn−1−k,n−1(B−,p, q)x − hmn−1−k,n−1(B−,p, q))
(1 − xqmn)∏n−1i=1 (1 − (xpm)qmipm(n−1−i)) .
(60)
Taking the coefficient of xn−k in the numerator on both sides of (60) yields
hmk,n
(←−
Bm(n−1)+s ,p, q
)= qs−mhmk−1,n(B,p,q)
− pm(n−k)+sqs−m[m− s](hmk−1,n−1(B−,p, q)− p−mqmnhmk,n−1(B−,p, q)). (61)
Using recursion (46) on hmk−1,n(B,p,q) in (61) gives
hmk,n
(←−
Bm(n−1)+s ,p, q
)
= qs−m([m(n− k + 1)]hmk−1,n−1(B−,p, q)+ (pq)m(n−k)[mk]hmk,n−1(B−,p, q))
− pm(n−k)+sqs−m[m− s](hmk−1,n−1(B−,p, q)− p−mqmnhmk,n−1(B−,p, q))
= qs−m([m(n− k + 1)]− ps+m(n−k)[m− s])hmk−1,n−1(B−,p, q)
+ qs−mpm(n−k)(qm(n−k)[mk] + ps−mqmn[m− s])hmk,n−1(B−,p, q). (62)
The recursion in (59) is obtained from (62) by noting that[
m(n− k + 1)]− ps+m(n−k)[m− s] = qm−s[m(n− k)+ s],
and
qm(n−k)[mk] + ps−mqmn[m− s] = ps−mqm(n−k)[m(k + 1)− s]. 
6.6. s-Partial raise
Before proving the nonnegativity of the p,q,m-hit numbers for m-Ferrers boards, we pause
to define a sixth geometric operation, called s-PARTIAL RAISE. Namely, for an m-Ferrers board
B = Fm(0, b2, . . . , bn) ⊆ Bmn for which bn m(n − 1), the partial raise of B by s is defined as
B↑s = Fm(s, b2 + m, . . . , bn + m) ⊆ Bmn for 0 < s < m. It is not difficult to show that the same
recursion on the p,q,m-hit numbers is obtained from the s-PARTIAL RAISE operation as was
obtained in (59). As before, let B− = Fm(b2, . . . , bn) ⊆ Bmn−1.
Corollary 20. Let B = Fm(0, b2, . . . , bn) ⊆ Bmn for which bn  m(n − 1). Then for each
0 < s <m,
hmk,n
(
B↑s ,p, q)= [m(n− k)+ s]hmk−1,n−1(B−,p, q)
+ (pq)m(n−k−1)+s[m(k + 1)− s]hmk,n−1(B−,p, q). (63)
Proof. This follows immediately from Corollaries 12 and 19 by noting that B↑s can be obtained
from B− through a sequence of FLIP, s-PARTIAL SHIFT, and FLIP. 
Figure 13 illustrates the idea behind the proof of Corollary 20 for B = F3(0,1,3,5) ⊆ B34
with s = 2.
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6.7. Main theorem
Based on the recursions obtained in Corollaries 10, 15, 17, and 19, we can now show that the
p,q,m-hit polynomial of an m-Ferrers board has nonnegative integer coefficients.
Theorem 21. If B = Fm(b1, . . . , bn) ∈ Bmn is any m-Ferrers board, then HmB (x,p, q) has non-
negative integer coefficients.
Proof. Our argument is similar to the one given in the proof of Theorem 2.1 in [9]. Namely, we
argue by induction on the size of the board. Corollary 8 provides the proof for empty boards (of
size zero) with any number of columns. Assume that the theorem is true for boards of size less
than N  1 with any number of columns. Let B = Fm(b1, . . . , bn) be an m-Ferrers board in Bmn
of size N  1 with t columns of nonzero height.
(1) Suppose that t = n, that is, bi  1 for each i = 1, . . . , n.
(a) If b1 m, then B can be obtained from the m-Ferrers board Fm(b1 −m, . . . , bn −m) ⊆
Bmn of size N −mn<N by the m-RAISE operation.
(b) If 0 < b1 = s < m, then B can be obtained from the m-Ferrers board Fm(b2 −
m, . . . , bn − m) ⊆ Bmn−1 of size N − m(n − 1) − s < N by the s-PARTIAL RAISE
operation.
(2) Suppose that t < n.
(a) If bn = mn, then B can be obtained from the m-Ferrers board Fm(0, b1, . . . , bn−1) ∈ Bmn
of size N −mn<N by the m-SHIFT operation.
(b) If bn = m(n + 1) + s where 0 < s < m, then B can be obtained from the m-Ferrers
board Fm(b1, . . . , bn−1) ∈ Bmn−1 of size N − m(n − 1) − s < N by the m-PARTIAL
SHIFT operation.
(c) If bn  m(n − 1), the B can be obtained from an m-Ferrers board of size N to which
case (1)(a), case (1)(b), case (2)(a), or case 2(b) applies in n − max{t,  bn
m
} m-ADD
operations.
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at most n − max{t,  bn
m
} + 1 applications of the five operations. Thus the theorem is proved by
induction. 
In [4], the authors define a Dworkin-like statistic ξm dependent upon the placements of n
m-rooks in Bmn such that the q,m-hit numbers can be determined directly from the placements.
Namely, they show for a given m-Ferrers board B ,
hmk,n(B,1, q) =
∑
Pσ∈Hmk,n(B)
qξ
m
B (Pσ ).
We conjecture that the ideas from [3,6] will yield an extension of the statistic ξm, thus providing
an interpretation for the p,q,m-hit numbers of m-Ferrers boards given in this paper. We will
pursue this problem in subsequent work.
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