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Abstract.  In this  paper  we  provide  a proof  of the  conjecture  for the  asymp-
totic  order  of  the  expected  mean  length  of  excursions  for  some  ellipsoidal
processes  with  a  scale  mixture  of  normal  (SMN)  distribution  whose  mixing
distribution  is  the  generalized  Gamma  distribution,  which  was  presented  in
the previous  paper of Tanaka [15]. It is seen that the L'Hopital's  rule and the
Abelian  theorem for the two-sided  Laplace  transforms are useful  to evaluate
the asymptotic order in the proof.
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1.  Introduction
 For  the  zero-mean  stationary  Gaussian  process Xt with  autocovariance
g(h) in continuous  time  the order  of the expected  mean length of excursions
above level u is given by O Hu-1L when u is sufficiently  large (see, for exam-
ple, Kedem [8], p.138).  It is also seen that  in the process  having the Pearson
Type  VII  distribution  its  order  of  the  length  of  excursions  in  terms  of u  is
OHu0L,  that  is,  constant  in u  (Tanaka  and  Shimizu  [14]).  There  are  papers
extended  the  results  to other  stationary  ellipsoidal  processes  which  have  the
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Laplace  distribution,  the  generalized  Laplace  distribution  and  the  Logistic
distributions.  In the previous  paper  of Tanaka  [15],  we have given a conjec-
ture  for  the  case  of  the  stationary  ellipsoidal  process  with  a  generalized
Gamma distribution  as the mixing density function,  which is an extension  of
the  case  for  the  generalized  Laplace  distribution; the  order  of  the  expected
mean length of excursions above level u will be given by OJ u- gÅÅÅÅÅÅÅÅÅÅ1+g N, where g
is  a  scale  parameter  of  the  generalized  Gamma  distribution.  As  the  special
cases we can derive that  if we set g Ø  0,  then we have the case of the Pear-
son Type VII distribution, OHu-0L = OH1L; if g = 1, the cases of the general-
ized  Laplace  distribution  and  the  logistic  distribution, OHu-1ê2L;  and  if g Ø
¶, then the case of the Normal distribution, OHu-1L.
 The  objective  of  this  paper  is  to  provide  a  proof  of  the  conjecture.  The
L'Hopital's  rule  and the  Abelian  theorem  for  the  two-sided  Laplace  trans-
forms are useful to evaluate the asymptotic order in the proof.
2.  Definition and Notations
 Following  the previous  paper (Tanaka [15]), we shall  suppose  throughout
that {X(t)}  is  a  stationary  zero-mean  and  unit-variance  ellipsoidal  process
with  the  probability  density  function f(x)  and  the  autocorrelation  function
r(h) which is twice differentiable at h = 0. An expected mean length of excur-
sions above level u discussed in Tanaka and Shimizu ([12], [14]) and Tanaka
([13],  [15])  for  the  discrete  time  ellipsoidal  process  is  the  following  ratio  of
the two integrals:
Iu(N) = 









f J"################x2+ 2 u2ÅÅÅÅÅÅÅÅÅ1+t N „x „t
.  (2.1)
The continuous time formula of (2.1) is also given as
limNØ¶ Iu HN L = p Ÿu¶ f HxL „ xÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!
- rH2LH0L Ÿ0¶ f Iè!!!!!!!!!!!!x2+u2 M „ x
= AHuL, say.
  (2.2)
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Particularly when f(x) is a standard normal N(0,1)  density and F is the distri-
bution function, we have the well-known result such that
A HuL = 2 p @1-FHuLDÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!
- rH2LH0L exp 8- 1ÅÅÅÅ2 u2<
~ "##############2 pÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ- rH2L H0L 1ÅÅÅÅu as u Ø ¶.
(2.3)
(see (a)  in Problem  15 of Kedem [10]).  Then it is interesting  to estimate  the
order  of  smallness  of  A(u)  when uØ¶  for  ellipsoidal  processes  with  a non-
Gaussian distribution function f(x).
 Let H (u)  be  a  power  function  of  u  with  a  negative  order,  i.e.
H HuL = C0 u-a  for a > 0, C0 > 0.  If  a  function G(u)  ~ H (u)  as u Ø ¶,  then
H (u)  is  called  the  asymptotic  order  function  of G(u) with  the  order  (-a)
when u Ø¶.  For example,  from (2.3) the asymptotic  order function of A(u)
for the Gaussian process is
H HuL = $%%%%%%%%%%%%%%%%2 pÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
-rH2L H0L 1ÅÅÅÅÅu  (2.4)
and its order is (-1).
 To  consider  the  limit  of  the  ratio  in  (2.2)  when uØ¶,  we  introduce  the
completely  monotonic  functions,  because almost  ellipsoidal  density  func-
tions are completely monotonic  (see Andrews and Mallows [1]). We say that
the  function f(x) is  completely  monotonic  in  [0, ¶)  if  it  satisfiesH-1Lk f HkL HxL ¥ 0 for 0  x < ¶. Bernstein's theorem (see Widder [17], Theo-
rem 19-b) shows that if f(x) is completely  monotonic, f(x) is expressed as the
Laplace transform of some function a(t) such that
  f(x) = Ÿ0¶‰-xt  „ aHtL
  = Ÿ0¶ ‰-xt  qHtL „ t,   (2.5)
where a(t)  is bounded  and non-decreasing  in [0, ¶)  and absolutely  continu-
ous, i.e. d aHtL = qHtL dt. Furthermore the density function f(x) in (1.5) can be
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zzzzz = 0, (2.9)'
then,  as u Ø¶,









= BHuL , say.
 (2.10)
Furthermore if A(u) = O(1), then (2.3) always holds.
 We  should  note  that  these  results  are  modified  versions  of  the  previous
results given by the author  (Lemma and Theorem in Tanaka [13]).  The ratio
B(u) in (2.10) can be expressed in terms of the Laplace transforms such that






‰-I u2ÅÅÅÅÅÅ2 M t  q1HtL „ t
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
u Ÿ0¶ ‰-I u2ÅÅÅÅÅÅ2 M t  q2HtL „ t
y
{
zzzzz ,    (2.11)
where q1HtL = t-3ê2ÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!
2 p
gH t-1L  and q2HtL = t-1 gH t-1L.
 From  the  Laplace  transform  formula  (2.11)  we  may  evaluate  the  asymp-
totic  order  of A(u)  of  the  scale  mixture  of  normal  distribution f(x)  by  using
the  well-known  Abelian  theorem  for  the  Laplace  transform  (see,  for  exam-
ple,  Bingham,  Goldie  and  Teugels  [2],  Widder  [17]).  When f(x)  is  a  normal
density function, B(u)  is simpler than A(u)  and it is easily seen that B(u)  is of
order  1/u.  We can also  use  Theorem 1  for the  evaluations  of  the asymptotic
order  of A(u)  for  some  non  Gaussian  distribution,  such  as  the  generalized
Laplace distribution,  the Pearson Type VII distribution,  the Logistic distribu-
tion and the inverse Gauss distribution as a mixing function of the SMN (see
Examples 1 to 5 in Tanaka [15]).
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3.  Main Results
 We now consider  the mixing density  function such that the density of the
generalized Gamma distribution, for a > 0, b > 0, g > 0,
g0 HxL = g x a-1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅGamma@aêgD b a  ‰-HxêbLg  ( x > 0 )  (3.1)
(see Johnson, Kotz and Balakrishnan [9], a Gamma distribution is the special
case when g = 1).  It is seen that the mixing density  of the Pearson Type VII
distribution may be asymptotically  equivalent to that of (3.1) when gØ0. The
generalized  Laplace,  the  logistic  and  the  density  function  of the  inverse
Gauss  distribution  have  the  same  kind  mixing  function  of (3.1)  with g  =  1.
Also  when gØ¶,  the  mixing  function  of  (3.1)  will  be d(a-1)  (Dirac's  delta
function)  and  then  this  asymptotically  corresponds  to  the  case  for  the  stan-
dard  normal  distribution.  However  it  is  notable  that  the  general  formulas  of
A(u)  in (2.3) or B(u)  in (2.4) for this mixing density are not expressed by the
simple  functions  and  are  very  difficult  to  estimate  their  asymptotic  orders
directly. For example, if we set a = 2, b = 1 and g = 2, then the SMN density
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where HypergeometricPFQ[.]  is  the  generalized  hypergeometric  function
p Fq Ha; b; xL (see Gradshteyn  and Ryzhik  [8]). The graphs of the mixing density
function (the  generalized  Gamma  distribution)  and  its SMN  distribution
density function are shown in Figure 1 and Figure 2.
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 Figure  1.  Graph  of  the  mixing  density  function, the  generalized  Gamma
distribution with a = 2, b = 1 and g = 2.






 Figure  2.  The  graph  of  the  density  function  of  the SMN  distribution with
parameters a = 2, b = 1 and g = 2. 
 By the way, using Theorem A above and an Abelian theorem for two-sided
Laplace  transforms  due  to  Balkema,  Kluppelberg  and  Resnick  [3],  we  can
prove  the  following  main  theorem,  which  was  the  conjecture  given  in
Tanaka [15] for the asymptotic order function of the process with the general-
ized Gamma distribution as the mixing function.
Theorem. Let  the  process Xt  have  the  SMN  (scale  mixture  of  normal)
distribution f(x) with the mixing density function g(s)  ~ g0(s), as sØ¶,  where
g0  is a density function of the generalized  Gamma distribution  of (3.1). Then
the asymptotic order function H(u) of A(u) in (2.2) is given by, for b > 0 and
g > 0,
Asymptotic order of the expected length of excursions for the processes 9
H HuL = "##########2 pÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!
- rH2L H0L I 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 g b g M
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 Hg +1L u-
gÅÅÅÅÅÅÅÅÅg +1 .    (3.2)
A  proof  of  this  theorem  will  be  given  in  Appendix  below.  As  the  special
cases of (3.2) we have the following.
Corollary.  In (3.2) of Theorem, asymptotically we have
 (i)  when g = 1,  H(u) = OHu-1ê2L,
 (ii)  when g Ø ¶ ,  H(u) = OHu-1L.
We note that the result (i) of Corollary corresponds to the cases of the general-
ized  Laplace  distribution  and  the  logistic  distribution,  and  also  (ii)  is  the
case  of the Normal  distribution.  By the way,  if  we set g Ø  0 in (3.2),  the
asymptotic  order  will tends to zero, but the constant  term I 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
2 g b g M 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 Hg +1L  will
not be  bounded.  Hence  we can not directly  obtain  the case of the Pearson
Type VII distribution from (3.2) in Theorem.
Appendix
Proof of Theorem
 From Theorem  A, in  order  to evaluate A(u)  asymptotically  we  may  con-
sider B(u) in (2.11) which has two Laplace transforms, the part of the numera-
tor  and  that  of  the  denominator.  So  we  may  use  the  Abelian  theorem  for
two-sided  Laplace  transforms  due  to  Balkema,  Kluppelberg  and  Stadtmulle
[4].  We shall  give  some preliminaries  about  self-neglecting  functions  which
are needed in their theorem.
A function s(t) defined on a left neighborhood of a point t¶  is self-neglecting
(or Beurling slowly varying) if it is strictly positive and satisfies
sHt + x sHtLL ê sHtL Ø 1 as t Ø t¶ ,  (A. 1)
uniformly on the bounded x intervals.
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Then it is seen that q1(t)  is log-concave  and its two-sided Laplace transform
Lq1(t) = f(u)  has a nondegenerate interval of existence.
In this case the point t¶  is zero, and then we can show that y(t) is asymptoti-
cally parabolic and also h(t) is flat for y.
 For  if  we set sHtL = 1 ëè!!!!!!!!!!!y '' HtL , then s(t)  must  be self-neglecting.  This  is
because that both
s HtL = 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!!!!!
bg g H1+gL H-tL1+gê2  (A. 11)
and the derivative
s'HtL = - H-tLgê2 H2+gLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
2
è!!!!!!!!!!!!!!!!!!!!!!
bg g H1+gL   (A. 12)
vanish  at t¶  =  0  for  all b  >  0  and g  >  0.  Therefore y(t)  is  asymptotically
parabolic. Also we see that h(t) is flat for y,  since





jjjj1 - H-tLgê2 xÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!!!!!!






 Therefore  the  conditions  of  Theorem  B  holds,  and  then  we  can  apply
Theorem  B  to  the  density  function  of  the  scale  mixture  of  normal
distribution  whose  mixing  distribution  is  the  generalized  Gamma
distribution. Thus from (A. 6) in Theorem B, we have
f HuL = Ÿ-¶¶ ‰t t q1 HtL „ t ~ b1HtL e y* HtL ,  (A. 14)
 where
b1 Ht L = è!!!2 sHtL h1HtL
   =
è!!!
2 9 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!!!!!
bg g H1+gL H-tL1+gê2= 9 1ÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!2 p H-tL-3ê2 g H-tL1-aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅG HaêgL bg =
   =
g 2 H1+g LÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!
p Hb g g H1+g LL3ê2 G@ aÅÅÅÅÅg D H-tL
1ÅÅÅÅ2 H1-2 a+g L.  (A. 15)
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and
y* HtL = H-1L Hg + 1L I b tÅÅÅÅÅÅÅÅ
g
M gÅÅÅÅÅÅÅÅÅg+1 .  (A. 16)
This is because that from (A. 3),
y*HxL = Sup
x
Hxx - yHxLL = xx* - yHx*L,
where x* = -I b tÅÅÅÅÅÅÅÅ
g
M- 1ÅÅÅÅÅÅÅÅÅg+1 ,
  (A. 17)
and that from (A.7), we have
H-tL = I tÅÅÅÅÅÅÅÅÅg bg M- 1ÅÅÅÅÅÅÅÅÅÅg+1 .  (A. 18)
 In a similar  way  we can obtain  the  two-sided  Laplace  formula  expression





DHuL = Ÿ-¶¶ ‰t t q2 HtL „ t,
where  q2 HtL = 0 when t ¥ 0 and when t < 0,
q2 HtL = H-tL-1 g0H -t-1L
= H-tL-1 g H-tL1-aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅGHaêgL bg  ‰-H-têbL-g
Ha > 0, b > 0, g > 0L.
  (A. 19)
Hence we can set
q2 HtL = h2 HtL ‰- yHtL ,
where h2HtL = H-tL-1 g H-tL1-aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅGHaêgL bg
and y HtL = H-t ê bL-g H t < 0L.
  (A. 20)
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Thus from (A. 6) we also have
DHuL = Ÿ-¶¶ ‰t t q2 HtL „ t ~ b2HtL e y* HtL ,  (A. 21)
where
b2 Ht L = è!!!2 sHtL h2HtL
   =
è!!!
2 9 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!!!!!
bg g H1+gL H-tL1+gê2= 9H-tL-1 g H-tL1-aÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅG HaêgL bg =
   =
è!!!
2 g2 H1+gLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅHbg g H1+gLL3ê2 G@ aÅÅÅÅÅg D H-tL 1ÅÅÅÅ2 H2-2 a+gL,    (A. 22)
and H-tL = I tÅÅÅÅÅÅÅÅÅÅ
g bg
M- 1ÅÅÅÅÅÅÅÅÅg+1 .
Therefore, from (A.15), (A.18) and (A.22) and by (2.11) we have, as u Ø¶,
BHuL = 2 pÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!
- rH2LH0L J f HuLÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅu DHuL N
~ 2 pÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅè!!!!!!!!!!!!!!!!!!









- rH2L H0L I u
2
ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ




- rH2L H0L I 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 g b g M
1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ2 Hg +1L u-
gÅÅÅÅÅÅÅÅÅg +1 ,
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since t = u2 ê 2. This completes the proof of Theorem.
Conclusion
We  have  provided  a  proof  of  Theorem  for  the  asymptotic  order  of  the
expected mean length of excursions  for the processes with a scale mixture of
normal  (SMN)  distribution  whose  mixing  distribution  is  the  generalized
Gamma  distribution,  which  was  the  conjecture  presented  in  the  previous
paper of Tanaka [15].
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