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概要
Magnetoresistive random access memory (MRAM) の長所である高速アクセス (書き込
み、読み込み)性能・非揮発性に注目して、スピン注入型 (Spin transfer torque: STT) MRAM
によって従来のメモリである SRAM / Flash / DRAMを置き換えるための研究が、垂直磁
気記録方式のMRAMが実現された 2010年以降盛んに行われている。その研究の一環と
してMRAMの素子特性を向上させることを目的とした、MRAMを構成する磁気トンネ
ル接合 (magnetic tunnel junction: MTJ) の材質・層構造の最適化がある。MRAM 素子の
特性はMTJの材質・構造に依存して決まるので、これらの工夫により記録の書き換え (磁
化ベクトルの反転) 特性を向上させる提案が多くなされている。その際考案した MRAM
素子の特性 (動作性能) を評価する手段として、数値解析が幅広く使われている。この手
段により実際に素子を作らずとも計算機上で性能評価することが可能になる。これには
MTJ構造を計算上細分化し、細分化したセルに磁化を 1つ対応させ、磁化の運動方程式
である Landau-Lifshitz-Gilbert (LLG) 方程式を有限差分法や有限要素法により離散化す
る、微小磁化シミュレーション (micromagnetic simulation) の手法が一般に用いられる。
STT-MRAMの書き込み特性を向上させる提案として、磁化反転電流によるジュール熱を
積極的に用いた MTJ 構造が近年多く提案されている。あるいはキュリー (Curie) 温度の
異なる複数材質層からなる自由層を導入し磁化反転特性を改善する試みもある。LLG方
程式では磁化ベクトルの大きさが一定と仮定されており、これは強磁性体の温度がキュ
リー温度よりも極めて低い場合にのみ正しい。それゆえ熱を積極的に導入し構造が高温
になり得る場合の特性評価に LLG 方程式を使うことは、この制限下での近似を行って
いることになる。磁化ベクトルの力学を熱力学の観点から整合性を担保して定式化した
Landau-Lifshitz-Bloch (LLB) 方程式を用いた微小磁化シミュレーションが提案されてお
り、発熱を伴う MTJ 構造を用いた数値計算に関して LLG 方程式を用いた手法に比べよ
り適性があると考えられる。本研究の目的の 1つは LLB方程式を用いた微小磁化シミュ
レーションのコードを実装し、我々が提案した熱を積極的に磁化反転に利用する MTJ自
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由層構造 (キュリー温度制御熱磁気混成層構造: TcC構造)へ適用し書き込み特性評価を行
うことにある。TcC構造の磁化反転特性を解析し、近年提案されている幾つかのMTJ自
由層構造との比較を行い TcC構造の書き込み特性の優位性を示す。
一方で様々な材質・層構造の MTJ構造を反映した MRAM素子を用いた回路を設計す
る際に、設計した回路の動作確認を計算機上で行う目的で、MRAM素子の回路シミュレー
タ用モデルの研究も数多く行われている。組み込み型 (embedded) MRAM が商用チップ
に実装・実用化され、MRAM素子を含んだ各種回路の回路設計の重要性は近年高まりつ
つある。設計した回路の動作を計算機上で確認するために必須となるのが回路シミュレー
タ (SPICE)であり、トランジスタを中心に SPICE用のモデル (コンパクトモデル)が開発
され LSI の設計支援に使われている。コンパクトモデルの開発において、対象となる回
路素子 (デバイス) の構造及び動作を決定づける物理を精度よくかつ簡便に記述すること
が肝要となる。設計する回路を構成する一素子としてMRAMを扱うためには回路シミュ
レータ用の MRAM のコンパクトモデルが必要となる。回路の素子としての MRAM は
MTJの両端端子間の電圧依存可変抵抗として扱い、MTJ記録層 (自由層)及び固定層それ
ぞれに付随する磁化の平行・反平行状態の抵抗の比がMRAM素子の記録特性を表すよう
なモデルを考えることになる。本研究では高温における磁化ベクトルの扱いにより適した
MRAMコンパクトモデルを提案する目的で、STT-MRAMコンパクトモデルとして従来
提案されていた LLG方程式に基づいたモデルを LLB方程式で定式化し直し、自由層が複
数層からなる MTJ構造に対応すべく、層間相互作用を考慮できるように拡張を行う。本
研究の成果により、反転電流の発熱による温度上昇を積極的に用いた複数層自由層からな
るMTJ構造を持ったMRAM素子を回路設計に適応することが可能になると期待される。
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Recently, in order to utilize the advantages of magnetoresistive random access memory
(MRAM) such as high-speed access and non-volatility, research and development have been
actively conducted to replace conventional memories with spin transfer torque (STT) MRAM.
Especially, there are many researches to improve the characteristics of MRAM which include
optimizing the material and the structure of the magnetic tunnel junction (MTJ). In these re-
searches, numerical analysis is widely used as a method for evaluating the characteristics
of the proposed MRAM. Micromagnetic simulation is commonly used in which the MTJ is
subdivided computationally and the Landau-Lifshitz-Gilbert (LLG) equation is discretized by
the finite difference method or the finite element method. In order to improve the switching
characteristics of MRAM, many MTJ structures have been proposed in recent years, which
positively use heat generation due to reversal current and micromagnetic simulation using the
LLB equation, which formulates the dynamics of the magnetization from the perspective of
thermal consistency, is considered to be suitable for numerical calculations using the MTJ
structure with heat generation. One of the purposes of this research is to implement the code
of micromagnetic simulation using LLB equation and apply it to the evaluation of the fig-
ure of merit of the MTJ structure that positively uses heat. Specifically, it is applied to the
Curie temperature-controlled hybrid thermo-magnetic (TcC) structure that we have proposed
in 2016. As a result, we confirmed that TcC structure reduces 44% of reversal current and
increases 32% of writing speed compared with the conventional MTJ structure. In the mean-
while, the importance of the circuit design including embedded MRAM has been increasing
in recent years because the embedded MRAM had been mounted on a commercial chip. A
circuit simulator (SPICE) is indispensable to confirm the performance of the designed circuit
and models for SPICE (compact model) centering on transistors have been developed. In
developing a compact model, it is important to describe accurately and simply the physics
and the structures that determine the performance of devices. As a compact model, MRAM
is treated as a variable resistance depending on terminal voltages, and a model, in which the
ratio of the resistances in the parallel and antiparallel states of magnetization represents the
MTJ characteristics, is considered in describing the variable resistance. In this study, for the
purpose of proposing a MRAM compact model that is more suitable for handling the mag-
netization at high temperatures, the model based on the LLG equation, which was previously
proposed as the STT MRAM compact model, was reformulated by using the LLB equation
and the model has been extended so that the inter-layer interaction can be considered to cor-
respond to the MTJ consisting of multiple layers. We confirmed the implementation of our
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model by using SPICE simulations. It is expected that our MRAM compact model will make
it possible to adapt the MRAM device having the MTJ structure composed of multiple layers,
which positively uses thermomagnetic characteristics, to the circuit design.
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第 1章
序論
産業界においても持続可能な社会を念頭にした活動を目指す機運が高まっている。そ
の背景のひとつとして 2015 年に国際連合が提唱した、発展途上国、先進国の分け隔て
をなくし地球上全ての人類を対象とした目標である、持続可能な開発目標 (Sustainable
Development Goals: SDGs)がある [5]。そのアジェンダには科学技術、発明、知識などの
情報が IT技術などを基に共有されるべきと書かれており、基盤技術として BigData、AI
(Artificial Intelligence)、IoT (Internet of Things)などと IT技術の重要性がより高まってい
くことが予想される。
一方で日本政府が策定した第 5期科学技術基本計画の中に世界に先駆けた「超スマート
社会」の実現 (Society5.0)がある。ここでは製造現場に主に応用されている IoT、ネット
ワークを活用した効率化を他分野に広げることにより社会革新につなげ、サイバー空間と
フィジカル空間 (現実社会)が高度に融合した「超スマート社会」を近未来の社会として想
定する。その実現に向けた取り組みを Society5.0 として推し進めていくとある。ここで
も主な基盤技術は BigData、AI、IoTなどの IT技術及びロボット技術である。
ここで必要とされている IT基盤技術 (BigData、AI、IoT)において重要な要素技術 (イ
ンフラストラクチャ)としてクラウドコンピューティング (データセンター)、エッジコン
ピューティング (IoT 機器、モバイル機器、ネットワーク機器) が挙げられる。SDGs や
Society5.0を推し進めていく背景において、これらのインフラストラクチャが今まで以上
に活用されていくことになろう。しかしながら活用を拡大すると同時に解決すべき技術的
な課題が幾つか指摘されている。すなわち、
1. データ爆発、扱うデータ量の等比級数的な増加
2. ムーアの法則の終焉によるプロセッサ処理能力の緩慢な進歩
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3. データ保持、データ転送及びデータ処理の膨大な消費電力
である。これらに対処する方法として、エッジコンピューティング [6, 7, 8]の概念やメモ
リ主導型コンピューティング [9]の概念などが提唱されている。エッジコンピューティン
グではデータを取得する側である程度の処理を行った上で最小限のデータのみをクラウド
側に送ることでデータセンター側の負荷を減らしデータ量の等比級数的な増加に対処でき
るようにする。メモリ主導型コンピューティングでは従来のアーキテクチャにおいてプロ
セッサにデータを転送する際に生じる消費電力や処理時間の無駄を排することを目的にシ
ステムの中心に不揮発性のメモリを配することで問題の解決を目指す。
近年提唱されるようになったこれらのコンピューティングの概念を理想的に実現するた
めには Flashメモリに代わる新たな不揮発性メモリの実現が不可欠となる。いわゆるユニ
バーサルメモリ [10]である。ユニバーサルメモリに要求される機能・特徴をまとめると、
1. SRAMの高速書き込み読み出し性能
2. DRAMの低コスト高集積
3. Flashの不揮発性
となる。これらの要件を満たすメモリが実現されるとコンピューティングにおける現状の
ストレージ、ワーク及びキャッシュというメモリ階層が必要なくなり、階層間データ転送
による電力消費、転送時間のオーバヘッドをなくすことができるのみならず、システムが
単純化されシステムの信頼性が向上しかつコストも下げることができる。
近年ユニバーサルメモリの候補として、抵抗変化型メモリ (Resistive Random Ac-
cess Memory: ReRAM)[11]、磁気抵抗メモリ (Magnetoresistive Random Access Memory:
MRAM)[12]、相変化メモリ (Phase-change Random Access Memory: PRAM)[13] などの
新メモリが提唱されている。表 1.1に各メモリの特性を一覧にしてまとめた [1]。現在の
ところこれらの新メモリがユニバーサルメモリの条件 (不揮発性あり、読み出し・書き込
み時間 ≤ 2ns、スケーラビリティあり) を理想的に満たすものとしては実現されてはい
ない。
しかしながら、これら新メモリはそれぞれの長所が生かせる用途で棲み分けする形で
の実用化が始まっている。埋め込み型メモリ用途に注目すると、IoT 機器やモバイル機
器の電力消費を低減する用途において CMOS 製造プロセスと相性がよいスピン注入型
MRAM (STT-MRAM) が注目されている [14, 15]。2023 年において全メモリ市場の 16
％が埋め込み型不揮発性メモリとなるとの予測もあり、この分野において他の新メモリ
技術と比較してこれといった弱点を持たない STT-MRAM の独壇場となるとの予想もあ
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表 1.1: 既存及びユニバーサルメモリ候補のメモリ (新メモリ)技術比較。[1]より引用。
指標 従来メモリ 新メモリ
SRAM DRAM NAND Flash ReRAM MRAM PRAM
不揮発性 No No Yes Yes Yes Yes
セルサイズ (F 2) 50-120 6-10 5 6-10 6-20 4-19
読み出し時間 (ns) ≤ 2 30 103 1-20 1-20 ≃ 2
書き込み時間 (ns) ≤ 2 50 106 50 ≃ 10 102
書き込み消費電力 低 低 高 中 低 低
データ保持 (cycles) 1016 1016 105 106 1015 1010
スケーラビリティ 高 低 低 中程度 高 低
る [14]。対抗となりうる埋め込み型フラッシュ (eFlash) は微細化が限界を迎えつつある
ため、埋め込み型 MRAM (eMRAM) が最初の置き換え対象分野として注目されており、
すでに製品に搭載されているとの報告もある [16]。eMRAMとして SRAMや Flashを部
分的に置き換えていくことで、待機電力の劇的な減少が期待される。また不揮発性がある
ためシステムの利便性も向上し、部分的にユニバーサルメモリの役割を実現していく道
筋が考えられる。このような埋め込み型MRAMを取り巻く流れにおいて、世界のファウ
ンダリの全てが eMRAMの設計環境を提供しつつあり、大手半導体製造装置ベンダーは
MRAMの量産用成膜装置とエッチング装置を開発完了している [17]。
本研究の動機
以上に述べたユニバーサルメモリの実現を模索する過程で提案されたMRAMに注目す
る。埋め込み型 MRAM が LSI に搭載されるなど一気に実用化、商用化の機運が高まっ
ている。MRAMの書き込み・読み込み特性に代表されるデバイス特性はMRAMを構成
する磁気トンネル接合 (Magnetic tunnel junction: MTJ) の物理的な特性によって決定す
る。MTJはトンネル障壁層と自由層及び固定層の 3つの材質層で構成される。デバイス
特性を改良するために自由層の材質・構造を工夫する提案が数多くされている。この様な
材質・構造上の改良の効果は実際に試作を行い特性を測定することによって実証される。
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一方で時間や費用がかかる試作をせずに、まずは磁気特性の数値計算である微小磁化シ
ミュレーション (micormagnetic simulation)によって性能評価を行うことも盛んに行われ
ている。本研究の 1つ目の動機は、このような背景において近年我々が提案したMRAM
自由層構造である、キュリー温度制御熱磁気混成層構造 (Curie temperature controlled
thermo-magnetic hybrid free layer structure: TcC構造)[18, 19]の性能評価を数値計算を用
いて行うことである。TcC構造は 2016年に発表されたMRAM自由層の構造であり、ス
ピン注入型のデバイスを実際に試作した上での性能実証が行われていない。このため数値
計算を用いて既存の自由層構造と比較してどの程度書き込み特性が向上するかの検証を行
う。その際に TcC構造の温度を書き込み特性向上に利用するという重要な性質を考慮し
て、自由層磁化の運動方程式として Landau-Lifshitz-Bloch (LLB) 方程式 [20] を用いる。
これは磁化の運動方程式として一般的に用いられている Landau-Lifshitz-Gilbert (LLG)方
程式 [21]に比べ高温での定式化の整合性が担保されている。
微小磁化シミュレーションは後に 3 章で説明するように、試料や実デバイスの試作ほ
どではないにせよ計算にそれなりの時間がかかる。それゆえ本格的な微小磁化シミュレー
ションを行う前に、考えた自由層構造がどの程度の特性 (特に書き込み特性) を改善でき
るのか見積もれると便利である。スピン注入型MRAM書き込み特性の見積もりには、書
き込み可能電流と与える電流パルス幅の関係を指標に見ることがよく行われている。この
関係を調べると与えた電流値で必要な反転 (スイッチ) 時間を推定したり、想定した反転
時間を実現するのに必要な反転電流値を推定できる。またこの関係式はのちに述べる回路
シミュレータ (SPICE)[22]用のコンパクトモデルに応用することもできる。そこで本研究
の 2つ目の動機は、LLB方程式を出発点として自由層を 1つの磁化で代表する近似 (マク
ロスピン近似)を行い、書き込み可能電流と与える電流パルス幅の関係を導出することで
ある。
eMRAM が実用化される中で、回路設計者は MRAM を含んだ回路の設計を行う必要
がある。回路設計の過程において回路設計者は、設計した回路が性能・機能要求を満た
しているか定量的に確認する。そこで使われるソフトウェアが回路シミュレータである。
回路シミュレータで回路の特性を精度よく検証するためには回路を構成するデバイスの
物理モデル (回路シミュレータ用コンパクトモデル) が回路シミュレータに組み込まれて
いる必要がある。MRAM自由層に関して様々な材質・構造上の提案がなされている背景
において、その提案 (材質・構造上の工夫) が回路特性に与える影響を定量的に取り入れ
た MRAM 設計環境の構築が急務となっていくと予想される。本研究の 3 つ目の動機は
MRAM自由層の材質・構造上の特徴を正確に再現可能な回路シミュレータ用コンパクト
モデルを提案し実装することである。ここでもモデル化の出発点として LLB方程式を考
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慮することで、従来提案されているMRAMコンパクトモデルに比べより動作温度が高温
になった場合の精度や扱い易さが期待される。
本研究で得られた成果
本研究ではまず初めに我々が提案したMRAM自由層構造である TcC構造を LLB方程
式に基づいた微小磁化シミュレーションを実装して解析し、既存のMRAM自由層構造に
比べて書き込み電流を 44%減らすことができ、書き込み速度を 32%速めることできると
いう、優れた書き込み特性を持つことを示した。次に、マクロスピン LLB方程式に対し
て近似を行い MTJの書き込み可能電流と電流パルス幅の関係の解析式を導出した。この
式を用いることで時間のかかる微小磁化シミュレーションをする前に改良した自由層構造
がどの程度書き込み性能を向上できるかを見積もる手段が得られた。この解析式を TcC
構造を含む各自由層構造へ適応し微小磁化シミュレーションの結果と比較した。最後に、
自由層を 1つの磁化で代表する近似を行った LLB方程式から出発し、従来提案されてい
るモデルよりも自由層の材質・構造の適応範囲が広い回路シミュレータ用のMRAMコン
パクトモデルを提案・実装した。さら実装が正しくできていることの検証を回路シミュ
レーションを用いて行った。
本論文の構成
本論文の構成は以下のとおりである。第 2章でMRAMの歴史・動作原理をまとめ、自
由層に対して提案されている材質・構造上の工夫に関してまとめ、TcC構造の詳細を説明
する。第 3 章では MRAM 自由層を構成する磁気特性の基本となる磁化の支配方程式を
まとめ、MRAM自由層の動作特性を数値解析する手法の詳細を説明する。第 4章で TcC
構造の数値解析の詳細及びまとめを行う。この章は [19]で論文発表した内容を基にした。
第 5章で LLBマクロスピンモデルを使った書き込み可能電流と電流パルス幅の関係式の
導出の詳細を説明し、TcC 構造を含む自由層構造への適応結果のまとめを行う。第 6 章
で LLBマクロスピンモデルから出発して回路シミュレーション用 MRAMコンパクトモ
デルの提案及び実装を行い、TcC構造を含む自由層構造を想定したMRAM素子での回路
シミュレーションの結果をまとめる。この章は [23]の論文発表を基にしている。
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第 2章
磁気抵抗メモリ: MRAM
本章では磁気抵抗メモリ (Magnetoresistive Random Access Memory: MRAM)のまとめ
を行う。MRAMは固体素子電子回路を用いた記憶装置であり、回路を構成する磁気抵抗
素子の磁気的な状態 (磁化: magnetization)をデータ (1/0)に対応させる。データの読み出
しには磁気抵抗素子の抵抗を測定し、磁気的な状態を確認し応じてデータの 1/0を決定す
る。現在商用化されているMRAM、あるいは将来的に有望とされているMRAMは磁気
トンネル接合 (magnetic tunnel junction: MTJ)構造を用いたものであり、磁化状態の書き
込み (磁化状態の反転)方法として幾つかの機構が提案されている。すなわち、MTJに与
える磁界によって反転させる方法として Stoner-Wolfarth型の磁界反転 [24]、Savtchenko
反転 [25, 26, 27]がある。あるいはMTJに与える電流を用いて反転させる方法として、ス
ピン注入トルク (spin-transfer torque: STT) 反転がある。本研究では STT-MRAMを対象
として議論を行う。
2.1 MRAMの歴史
MRAMの歴史の出発点は 1995年に室温でトンネル磁気抵抗 (tunnel magnetoresistance:
TMR)が発見されたことにさかのぼる。この時から今日までのMRAM開発上の主な出来
事 (マイルストーン) を表 2.1 にまとめる [28, 29]。2010 年代になってから、商用 (実用)
観点での MRAM の展開が鈍化している感があるが、2019 年に組み込み型の MRAM が
商用化され、各半導体ベンダーが組み込み型MRAMに対応したプロセスを発表し、組み
込み分野での実用展開が一気に加速化されている。
2010年からの集積度の傾向をまとめたのが図 2.1である [3]。この容量の傾向を見ると
2013年に STT-MRAMの単体チップ当たりで 64 Mビット製品が初出荷されて以来、最
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表 2.1: MRAMの歴史
年 出来事 (マイルストーン)
1995 AlOxのMTJを用いて室温でトンネル磁気抵抗 (TMR)を発見
1996 スピン注入トルク (STT)効果が予想される
2000 金属ピラーで STT磁化反転が初めて観測される
2002 金属酸化膜界面で界面垂直磁気異方性
(interfacial perpendicular magnetic anisotropy: iPMA)が観測される
2004 MgOを用いたMTJで巨大トンネル磁気抵抗 (Giant TMR)
を観測する (MTJで初の STT磁化反転)
2006 MTJで構成される初のMRAM (磁界書き込み Toggle MRAM)が商用化
2010 界面垂直磁気異方性 (iPMA)を用いた垂直磁気型のMTJで STT磁化反転が観測される
2013 初の STT-MRAMが商用化
2019 初の組み込みMRAM(embedded MRAM)が商用化
高で 1 Gビットと今日における最高記憶容量である DRAMの 16 Gビット、Flashの 512
G ビットに遠く及ばない状況が続いていることがわかる。これは作業メモリ用途として
考えた場合、MRAMの製造過程に現状困難を伴う工程がありコストがかかること、及び
関連して微細化がさほど進んでいないことを意味する。これは表 2.1に見える 2010年以
降のマイルストーンの鈍化と一致している。組み込み用途に注目すれば、商業利用での
STT-MRAMの立ち上げがまさに始まったところで、今後の推移が注目されるとともに今
後の急速な発展が期待される。
2.2 MRAMの動作原理
スピントロニクスでは原子の磁気モーメント (magnetic moment)に由来する磁化を利用
する。原子の磁気モーメントは原子に属する電子自身のスピン角運動量と電子の周回運動
による軌道角運動量の和で構成される。磁化をデータの蓄積に利用するのが磁気抵抗メモ
リ (magnetoresistive random access memory)であり、垂直磁化方式の場合磁化ベクトルの
垂直方向に対する角度でデータの 0 (0度)、1 (180度)を対応させる (図 2.2)。
記憶素子としては磁気トンネル接合MTJを用いる。MTJは自由層、トンネル層及び固
定層からなり、自由層の磁化を変動することができるが、固定層の磁化は変動しないよう
にする。自由層磁化ベクトルと固定層磁化ベクトルの平行、反平行状態にデータ理論値の
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図 2.1: STT-MRAMの集積度の推移 ([3]より転載)
図 2.2: MTJの模式図 (横から見た断面図)及び、データ理論値 “1”、“０”に対応する磁化状態
0、1がそれぞれ対応する。自由層には典型的には CoFeB合金が用いられる。トンネル層
は過去 10年において AlOx、TiO及び主にMgOが使われてきた [30]。データ読み出し時
はMTJの上下方向に電流を流し、抵抗値を測定することにより対応する理論値を得る。
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2.2.1 磁気トンネル接合
MRAMでは自由層と固定層の結合にトンネル接合を用いる。トンネル接合は極めて薄
い (∼ 1nm)絶縁膜でできており、量子力学的なトンネル確率に従って電子が通過するこ
とができる。特に自由層、固定層のような強磁性体のトンネル接合を磁気トンネル接合
(magnetic tunnel junction)と言う。磁気トンネル接合では自由層と固定層の磁化の方向の
関係により抵抗値が変化する。すなわち磁化ベクトルが平行の場合はトンネル効果が起こ
りやすく、電気抵抗 (Rp)が減少する。磁化ベクトルが反平行の場合はトンネル効果が起
こりにくく、電気抵抗 (Rap)が高くなる。この性質を使い抵抗値の高低で 2値のデータを
記録するのがMRAMにおける磁気記憶である。磁化の反平行状態及び平行状態における
抵抗差と平行状態抵抗の比をトンネル磁気抵抗比 (tunnel magnetoresistace: TMR)、
TMR =
Rap −Rp
Rp
(2.1)
と呼ぶ。TMRが大きいほど読み出しが容易になる。
2.2.2 磁化の保持方法と不揮発性の安定条件
MRAM における磁化の保持には強磁性体の性質である、交換相互作用 (exchange
interaction) 及び磁気異方性 (magnetic anisotropy) を利用する。隣接する原子磁気モーメ
ントが同じ方向にそろう性質は交換相互作用による。磁気モーメントがそろった原子集団
を磁区と呼び、磁区の磁化は単位体積あたりの磁気モーメントと磁区の体積を掛けたもの
になる。強磁性体には磁化容易方向と磁化困難方向を持ちこの性質を磁気異方性と呼ぶ。
磁気異方性を自由層内部のエネルギー状態で見ると磁化容易方向にある状態でエネルギー
極小となり、磁化困難方向にある状態でエネルギー極大となる。このエネルギー差を磁
気異方性エネルギー (magnetic anisotropy energy)と言い∆E = KV (K は異方性係数、V
は自由層体積)で表される。エネルギー極小状態及び交換相互作用を用いて記録 (磁化)の
保持を行う。MTJにおいて記録の安定性 (不揮発性)を考えるときに考慮すべきは熱エネ
ルギーである。時間に対するデータ保持確率 P (t)を時間 tの関数で書くと、
P (t) = exp(−t/τ) (2.2)
τ = τ0 exp(∆E/kBT ) (2.3)
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図 2.3: 自由層の磁化の方向 (垂直方向 0 度) と内部エネルギーの関係及び磁気異方性エネルギー模
式図
となる。ここで、τ0 は対象素子の固有な安定時間 (1ns程度のオーダー)、kB はボルツマ
ン定数で、T は温度である。あるいは熱安定性因子を
∆ =
KV
kBT
(2.4)
とすると、τ = τ0 exp(∆)である。仮に不揮発性メモリのデータ保持期間を 10年とし、こ
の期間中に発生する不良反転確率の許容値を 10−12とすると、1−P (t = 3×108) = 10−12
となり、∆ ≃ 68が得られる。よって実用的な指標として ∆を 60程度とすることが多い
[31]。
2.2.3 スピン注入電流による書き込み
MRAMの微細化を実現するために外部磁界でなくスピン注入電流により磁化反転を行
うスピン注入型 MRAM(STT-MRAM) が提唱されている。微細化に対応できると言うこ
と以外にも磁界反転型MRAMに比べ、ロジック CMOSプロセスとの親和性が大きい (配
線層プロセスで実現できる)、メモリセルが縮小される、高速な書き込み・読み出しができ
る、などの利点が多い。STT-MRAMでは磁化の書き込みをスピン偏極した電子による電
流を用いて行う。スピン偏極した電子磁気モーメントと強磁性体の磁気モーメントの交換
相互作用により、電子磁気モーメントが強磁性体の磁気モーメントにそろう一方で、強磁
性体の磁気モーメントは反作用によりスピン偏極と逆方向側の回転トルクを受ける。反作
用の回転トルクは電流密度によって決まるので微細化の制約を受けにくい。
21
図 2.4: スピン注入電流による自由層磁化の書き込み (反転)動作
反平行状態を平行状態へ書き換える、あるいはその逆に平行状態を反平行状態へ書き換
えるには電流の流す向きを変えることで対応できる。この様子を図 2.4に示す。反平行状
態から平行状態への書き換えは電流を上から下へ流す。これにより固定層の磁化方向へそ
ろったスピンの電子が自由層へ流れ込み、交換相互作用によって自由層の下向き磁化が上
向のトルクを受け電流密度が閾値を超えると反転する (図中 (A))。平行状態から反平行状
態への書き換えでは電流を下から上へ流す。このとき自由層において固定層磁化と逆向き
のスピンの電子が固定層境界で反射され、その下向きのトルクを受け電流密度が閾値を超
えると反転する (図中 (B))。反転においては自由層磁気モーメントの熱による歳差運動に
よって、磁気モーメントを反転させる方向へのトルクが発生することになる。
2.2.4 STT-MRAMの課題
ここでは STT-MRAMの課題をMTJの固定層、自由層に分けてまとめる。
固定層の課題
固定層は磁化の固定及び効率的なスピン注入流による反転を可能とするための電子スピ
ン偏極を起こす (スピン偏極子)、という 2つの役割を果たさなければならない。これを単
層で実現するのは現状不可能であり、磁化固定層とスピン偏極子層を分けて結合層で結合
し、全体として固定層とする方式が採られている。この複雑な成膜方法が製造コストを押
し上げることになり、STT-MRAMの課題の 1つとしてあげられている。
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自由層の課題
自由層材質に求められる条件は、Ic を自由層反転電流の閾値、It をトランジスタにより
供給される駆動電流として
1. 低い電流密度での磁化反転が可能 (Ic < It)
2. 安定した磁化状態の保持 (∆ ≥ 60)
3. 大きな磁気抵抗比 (TMR 200%)
となる。現在主流であるコバルト鉄ホウ素 (CoFeB)合金と酸化マグネシウム (MgO)トン
ネル接合の組み合わせでは安定した磁化状態の保持のための磁気異方性と高い TMRを両
立するのが難しいことがわかっている。これは CoFeBの最適な結晶生成アニール条件と
自由層とトンネル接合層界面を最適化するアニール条件が両立できないことが原因であ
る。つまり読み出し感度が良い (高 TMR)ことと高速化・低消費電力を現状の材質で同時
に達成することが困難である。
高密度化を押し進めるということは自由層体積の減少を要求することになり、∆が大き
いという条件を満たすためには磁気異方性係数が大きい材質を選ばなければならない。し
かしながら、低い電流密度での磁化反転を可能にするためには磁気異方性係数がある程度
小さいことが要求される。つまり、高密度化と低消費電力化、高い熱安定性は原理的に矛
盾した関係にある。
記憶素子として求められる条件
1. 高密度
2. 高速動作
3. 低消費電力
及び上記自由層の互いに矛盾する 3条件を満たす材質及び成膜方法の確立が STT-MRAM
の中心課題となっている。
2.3 MRAM自由層構造の最適化
MRAM研究開発の主たる目的は、上で述べた互いに矛盾する 3条件 (トリレンマ)に対
して記憶素子として求められる性能との妥協点を見出すことにある言える。その一環とし
て必要とされる条件を満たす MTJを実現することを目的として、自由層構造・材質に関
する様々な提案がされている。ここではそれらの代表的な例をまとめ、最後に本研究の対
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象構造である TcC構造の説明を行う。
2.3.1 熱アシスト (thermal assist: TA)構造
強磁性体の磁化反転は温度が高いほど容易になることはよく知られている。これは反転
のために必要なエネルギーである ∆E(= KV ) が温度が上がると減少し、熱エネルギー
(kBT )による活性化によりエネルギー障壁を容易に越えられるようになるからである。こ
れを磁化の書き込みに応用するのが熱アシスト書き込み [32, 33, 30]である。これにより
室温での熱安定性を保持しつつ比較的小さな電流で反転できることになり、トリレンマの
2条件を満たすことを目指している。
熱アシスト書き込みは STT型の場合反転電流パルスによってMTJで発生するジュール
熱を利用する。熱の起源はトンネル膜を通過する際の非弾性効果により生じた熱電子 (hot
electron)であり、これがMTJで失うエネルギーが熱に換算される。例えば単位面積で規
格化した素子抵抗 (RA product)が 30Ω ·µm2 で、書き込み電流密度が 106A/cm2 の場合、
5nsの間に温度上昇は 200℃程度上昇する [34]。
書き込み電流のジュール熱によってエネルギー障壁が下がり容易に磁化反転する。書き
込み電流を切ると速やかに温度が下がり、熱安定性が回復する (図 2.5)。熱による異方性
再配向 (thermally induced anisotropy reorientation: TIAR)効果を用いることでより効果的
に書き込みを行うことができる。TIARは室温での垂直磁化である材質において垂直磁化
及び反磁界の温度依存性に起因して、温度上昇により面内磁化成分が生じる効果である
[35]。外部磁界反転方式で熱アシストMRAM (TA-MRAM)が試作されて以来、次の課題
は熱効率の最適化と電力消費の低減及び書き込みエラーの回避となっている。
2.3.2 磁気的硬軟層結合 (exchange coupled magnetically hard/soft
composed: EcC)構造
記憶層の面に対して垂直方向の磁化で記憶を保持する、垂直磁化記録方式のMRAMに
おいて自由層として磁気異方性による強度が高い層と低い層が交換相互作用で結合した構
造を考える [36, 37, 38, 39]。この構造に対して交換相互作用の強度を最適化することで、
熱安定性を保持したまま反転電流の大きさと反転時間を減少させることができる。この構
造を用いることで、磁気的に強度が高い (磁気異方性が大きい) 層によって熱安定性を保
持しつつ、磁気的な強度が低い (磁気異方性が小さい) 層を使い比較的小さな電流で反転
できることになり、トリレンマの 2 条件を満たすことが期待されている。今までのとこ
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図 2.5: 垂直磁化記録方式の熱アシストMRAMの書き込み動作 ([4]より転載): (a)通常時MTJは垂
直磁気異方性 (PMA) を示す。(b) TIAR により STT による歳差運動が盛んになり自由層の
磁化反転が起こる。(c) 書き込み電流が消失すると PMA が回復し反転方向の磁化が保持さ
れる
ろ数値解析によって EcC構造の特性を検証した報告がある [39]。しかしながらこの報告
ではジュール熱による温度上昇は特に考慮されておらず、反転電流のジュール熱による発
熱が EcC構造の磁化反転動作に及ぼす影響を定量的に評価する必要がある。本研究では
ジュール熱による温度上昇を考慮した数値解析を EcC構造に対しても行い、次に述べる
TcC構造との比較を行う (4章)。
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図 2.6: TcC構造: 通常状態 (”0”、”1”)では層 2の磁気的な強強度によって交換相互作用により層 1
を保持し熱安定性を維持する。書き換え時には層 1は磁気的な柔らかさで STTを効率的に
受けて高速反転し、交換相互作用及び比較的低いキュリー温度によるによる TIAR効果によ
り層 2も比較的高速に反転する。
2.3.3 キュリー温度制御熱磁気混成層構造 (TcC)構造
ここまで説明した TA構造と EcC構造の利点を合わせた構造としてキュリー温度の異な
る 2つの層を交換相互作用で結合した混成自由層を提案した [18, 19]。1つ目の層 (MgO
に隣接する層)は高いキュリー温度であるが磁気的に強度が低い層を選び、2つ目の層は
低いキュリー温度であるが磁気的に強度が高い層を選ぶ。これら 2 つの層を交換相互作
用で結合させる。1 つ目の層は磁気的な強度が弱いので書き込み時に STT を効率的に受
けることができ、磁化反転が容易である。2つ目の層は通常時は磁気的な強度が高く熱安
定性があるが、書き込み時には比較的に低いキュリー温度であるために反転電流による
ジュール熱の効果を効率的に受けることができる。これは熱アシスト構造における TIAR
効果の利用をより推し進めたものとの解釈が可能である。これら 2 つの層が交換相互作
用で結合されているため、書き込み時に速やかに磁化反転した層 1 に引きずられて、か
つ熱の (TIAR)効果により層 2が反転する。通常時は熱安定性の高い層 2の磁化に引きず
られ磁気的に弱い層である層 1 の磁化が、層 2 がない場合に比べ安定する。TcC 構造を
用いた自由層は概念的に以上で説明した利点が期待される。図 2.6 に TcC 構造の概念を
示す。本研究では TcC構造の数値計算を用いて書き込み特性評価を定量的に行う (4章)。
なおこの特性評価の論文発表 [19]ののちに TcC構造を試作して実験的に評価した報告が
[40, 41]として発表されている。これらの報告に関しては今後の展望として改めて第 7章
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で詳細を述べる。
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第 3章
Landau-Lifshitz-Bloch方程式と数
値計算
本章では前章で説明した MTJの自由層構造を数値解析する手段をまとめる。一般に磁
化反転を扱うには強磁性体の磁化の支配方程式である Landau-Lifshitz-Gilbert(LLG)方程
式から出発する [21]。規格化した磁化m = M/Ms (M は磁化、Ms は飽和磁化)の LLG
方程式は以下で与えられる。
∂m
∂t
= −γm×H − γαm× (m×H) (3.1)
この式において γ は磁気回転比であり、H は有効磁界、αはギルバートの減衰定数であ
る。右辺の第 1 項は有効磁界 H 周りの磁化の歳差運動に対応する。第 2 項は有効磁界
H への磁化の減衰に対応する。
STTを考慮した場合、式 (3.1)は、
∂m
∂t
= −γm×H − γαm× (m×H) (3.2)
− γαfSTTm× p− γfSTTm× (m× p)
fSTT = −
2µBJ
γMsed
g (m,p) , (3.3)
g (m,p) =
P
2
1
1 + P 2 (m · p)
(3.4)
となる [42]。ここで µB はボーア磁子、eは素電荷である。更に dは自由層の厚み、J は
電流密度、p は固定層磁化方向の単位ベクトル、P は電流のスピン偏極係数である。式
(3.2)の第 3項はmと pから定義される面に垂直な方向に働くトルクで垂直スピントル
ク (perpendicular spin torque) と呼ばれる。第 4 項はm と p から定義される面内に働く
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図 3.1: STTを考慮した LLG方程式の各項
トルクで面内スピントルク (in-plane spin torque, Slonczewski torque)と呼ばれる。関連す
る物理量 (例えばMs) の温度依存性は通常、温度をパラメータとした経験論式で定式化
して計算する。式 (3.2)を図 3.1に示す。ここで、Tprec は右辺第 1項、Tdamp は第 2項、
T pSTT は第 3項を、T
ip
STT は第 4項をそれぞれ表す。
LLG方程式は磁化の大きさ |m|が一定と仮定している。これは強磁性体において温度
がキュリー温度より極めて小さい場合 (厳密には絶対 0度)にのみ成り立つ [43]。そのた
め 2.3.1 節で述べたような温度が重要な役割を果たす構造の磁化の運動を解析する場合、
温度をパラメータ化した物理量を用いることで近似的に解析することになる。より精度の
高い解析をするために、温度の扱いを整理して全温度領域で磁化の運動を整合性を担保し
て記述する試みがされており、次節で詳細を述べる。
3.1 LLB方程式
Garanin は交換相互作用で結合した原子スピン群の熱的な平均に基づいて Landau-
Lifshitz-Bloch (LLB)方程式を導出した [20]。LLB方程式は極低温での LLG方程式と高
温での Bloch方程式の補間によって得られる。ゆえにキュリー温度 (Tc)以下だけでなく、
キュリー温度以上でも成り立つ。磁化の磁化方向 (縦方向) 及び磁化と垂直方向 (横方向)
の緩和項を含むため、磁化の大きさは LLG方程式とは異なりもはや一定ではなく変数と
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なる。縦方向緩和と横方向緩和の減衰パラメータは環境熱浴との結合を表す微視的な減衰
パラメータとの関係が成り立つ。
キュリー温度に近い温度領域 (T ≳ 3Tc/4) において、LLB 方程式は LLG 方程式に代
わる磁化の運動の計算手段となり、温度が Tc を越え得るレーザを用いた消磁現象に適応
できる唯一の方法となる [44, 45]。また本研究の対象となるジュール熱を考慮しつつ STT
を用いた磁化反転の計算に適用される [46, 47]。規格化した磁化m = M/M0s (M は磁
化、M0s は絶対 0度での飽和磁化)の LLB方程式は以下で与えられる。
∂m
∂t
= −γm×H +
γα∥
m2
(m ·H)m− γα⊥
m2
[m× (m×H)] (3.5)
この式においてm = |m|であり、α∥ と α⊥ は無次元の縦方向及び横方向緩和パラメータ
である。α∥ 及び α⊥ は以下で与えられる。
α∥ = α
2T
3Tc
, (3.6)
α⊥ = α
[
1− T
3Tc
]
, T < Tc, (3.7)
= α∥, T ≥ Tc
ここで T は与えられた温度、αは磁化と熱浴の結合を記述する減衰パラメータとなる。有
効磁場H は以下で与えられる。
H = Hexc +Hdeg +HA + (3.8)
1
2χ̃∥
(
1− m
2
m2e
)
m, T < Tc,
− 1χ̃∥
(
1 + 35
Tc
T−Tcm
2
)
m, T ≥ Tc
ここでHexc、Hdeg 及びHA はそれぞれ交換場、反磁界及び異方性場である。me は磁
界がない状態の与えられた温度での平衡スピン偏極である。χ̃∥ は縦方向磁化率である。
me と χ̃∥ は以下の方程式を解くことで得られる。
me = B
(
3
Tc
T
me
)
, (3.9)
χ̃∥ =
∂m (H,T )
∂H
∣∣∣∣
H→0
, (3.10)
m (H,T ) = B
(
1
kBT
(3kBTcm (H,T ) + µ0H)
)
(3.11)
ここで B(x)ばランジュヴァン関数であり H は外部磁界の大きさである。
30
ここまで定式化した LLB方程式は熱に関して平均化された磁化の運動を記述する。温
度が高い状態では熱浴との結合による磁化の散逸が起こり、この効果を熱ゆらぎの形で取
り入れる必要がある。決定論的な式 (5.1)に対して確率論的な項 (熱ゆらぎの項)の入れ方
は一意ではない。本研究では [45]の方法に従い、高温でボルツマン分布を再現するよう
に熱ゆらぎ項を導入する。
∂m
∂t
= −γm×H +
γα∥
m2
(m ·H)m (3.12)
− γα⊥
m2
[m× [m× (H + η⊥)]] + η∥
ここで、横方向、縦方向の熱ゆらぎ項はそれぞれ η⊥ 及び η∥ で表し, アンサンブル平均
⟨·⟩に関して以下の性質を満たす。⟨
η⊥i
⟩
= 0,
⟨
η
∥
i
⟩
= 0, (3.13)⟨
η⊥i (0) · η⊥j (t)
⟩
=
2kBT
(
α⊥ − α∥
)
γM0s V α
2
⊥
δijδ(t), (3.14)⟨
η
∥
i (0) · η
∥
j (t)
⟩
=
2kBTα∥
M0s V
δijδ(t), (3.15)⟨
η⊥i (0) · η
∥
j (t)
⟩
= 0, (3.16)
ここでインデックス i, j は x, y, z 成分のいずれかであり, V は微小要素の体積、T は与え
られた温度である。δij はクロネッカーのデルタ記号で、δ(t)は時間を引数としたデルタ
関数である。STTを考慮する場合は式 (3.2)同様に STTの項を導入する。式 (3.12)を図
で表すと図 3.2となる。ここで、Tprec は右辺第 1項、Trelax は第 2項を、Tdamp は第 3
項をそれぞれ表す。この Trelax こそが LLG方程式と LLB方程式の違いを表す縦方向緩
和項である。
3.2 LLB方程式の数値計算手法
式 (3.12)を数値計算で解く方法として磁性体を微小領域に分解し、各微小領域に磁化を
設定する方法 (微小磁化シミュレーション: micromagnetic simulation) をとる。微小領域
に分解する方法として主に有限差分法及び有限要素法があるが、本研究では有限差分法を
用いた [48, 49, 50]。
有限差分法では計算対象領域を四面体で分割する。四面体の各軸方向の長さを∆x、∆y
及び ∆z とする。このとき微小磁化は (x0, y0, z0)を適当な始点として、(x0 + i∆x, y0 +
j∆y, z0 + k∆z)に配置される (i, j, kは計算領域に属する整数の組)。有限差分法の利点は
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図 3.2: STTを考慮した LLB方程式の各項
• メッシュ分割が単純であり、実装が容易である
• 反磁界テンソルの計算が FFT(Fast Fourier transform)を用いて効率的に行える
と言うことができる。短所としては計算対象領域が曲面を含む複雑な形状の場合、メッ
シュ分割が積木状に行われることから、表現に限界があり、計算誤差の原因となり得るこ
とである。本研究における計算対象領域は自由層の円盤形状であるので、有限差分法で十
分に対応可能と考えられる。
3.2.1 交換場
有効磁界 (3.8)に含まれる微小磁化同士の交換相互作用エネルギーから求められる交換
場を求め、実装を行う。ハイゼンベルグ相互作用から、近接配置のスピン Si、Sj に対し
て交換エネルギーは
Eexc,ij = −2JijSi · Sj (3.17)
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となる。Jij は交換積分である。古典的な磁化に対してこの概念を拡張して、位置 r にあ
る磁化の交換相互作用エネルギー密度は、Aを交換係数とすると、
eexc (r) = A (∇m)2 (3.18)
= A
[(
∂m
∂x
)2
+
(
∂m
∂y
)2
+
(
∂m
∂z
)2]
である。m(r)の交換場はm(r)で汎関数微分を行い、磁化をMs として、
hexc (r) = −
1
Ms
δeexc (r)
δm(r)
(3.19)
となる [51, 50]。この式から 2階微分を空間差分の 1次の項で近似して、
hexc (r) =
2A
Ms∆2x
(m (r +∆xex)− 2m (r) +m (r −∆xex)) (3.20)
+
2A
Ms∆2y
(m (r +∆yey)− 2m (r) +m (r −∆yey))
+
2A
Ms∆2z
(m (r +∆zez)− 2m (r) +m (r −∆zez))
となる。ここで ei は x, y, z 各方向の単位ベクトルである。更に別の導出を行う。交換相
互作用のエネルギー密度 (3.18)は近接相互作用であるがゆえに、i番位置の前後左右上下
の 6個のセル j に対して
eexc,i =
∑
j
Aij
|mi −mj |2
|ri − rj |2
(3.21)
と書ける。Aij は交換係数であり、ri、rj はそれぞれ磁化 i、j の位置である。これから
交換場は、
hexc,i = −
1
Ms
δeexc,i
δmi
= −
∑
j
2Aij
Ms∆2
(mi −mj) (3.22)
となる。ここで空間差分は等しく ∆x = ∆y = ∆z = ∆とした。
3.2.2 異方性場
異方性エネルギーは磁性体結晶の磁化容易軸と磁化ベクトルの方向に依存して決まる。
磁化容易軸と平行な方向に磁化が向いているときにエネルギーが最小 (安定) となる。こ
のエネルギーは
EA = K0 +K1 sin
2 θ +K2 sin
4 θ (3.23)
33
と書ける。ここで Kj は温度依存性を持つ異方性定数で、θ は磁化容易軸と磁化のな
す角である。u を磁化容易軸方向の単位ベクトルとすると m · u = |m| cos θ であり、
sin2 θ = 1− (m·u)
2
|m|2 となるので
EA = K0 +K1
{
1− (m · u)
2
|m|2
}
+K2
{
1− (m · u)
2
|m|2
}2
(3.24)
を得る。有効磁界は式 (3.24)の磁化方向微分をとって、
HA =
[
2K1
Ms
+
4K2
Ms
{
1− (m · u)
2
|m|2
}]
(m · u)
|m|
u (3.25)
となる。
3.2.3 反磁界
反磁界エネルギーは異なる配置の磁化Mi 及びMj に対して
Edeg =
1
2
∑
i,j
MTj N (ri, rj)Mi (3.26)
で定義される。N (ri, rj) は反磁界テンソル (3x3 の行列) であり、N (ri, rj) =
N (ri − rj) ≡ Ni−j なる性質を持ち計算領域の形状に依存する。これから位置 i の微小
磁化に対する反磁界は、
Hdeg,i = −
∑
j
Ni−jMj (3.27)
となる。これはセル位置 iの反磁界がセル位置 j にある一様磁化Mj の平均として計算さ
れることを意味する。反磁界テンソルを求める方法として、[52]の方法を用いる。磁化を
双極子とした場合の反磁界テンソルは対称であり、
Ni =
 Nxx,i Nxy,i Nxz,iNxy,i Nyy,i Nyz,i
Nxz,i Nyz,i Nzz,i
 (3.28)
となる。それぞれの要素を解析的に求める [53]。iセルの静磁相互作用として平行面と垂
直面に分け、
Nxx,i =
1
4π∆V
[
8f (xi, yi, zi)− 4
∑
v∈NN
f (v) + 2
∑
v∈NNN
f (v)−
∑
v∈C
f (v)
]
(3.29)
Nxy,i =
1
4π∆V
[
8g (xi, yi, zi)− 4
∑
v∈NN
g (v) + 2
∑
v∈NNN
g (v)−
∑
v∈C
g (v)
]
(3.30)
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と求める。ここで ∆V = ∆x∆y∆z であり、f 及び g は以下で定義する。
f(x, y, z) =
1
2
y
(
z2 − x2
)
sinh−1
(
y√
x2 + z2
)
(3.31)
+
1
2
z
(
y2 − x2
)
sinh−1
(
z√
x2 + y2
)
−xyz arctan
( yz
xR
)
+
1
6
(
2x2 − y2 − z2
)
R
g(x, y, z) = xyz sinh−1
(
z√
x2 + y2
)
(3.32)
+
1
6
y
(
3z2 − y2
)
sinh−1
(
x√
y2 + z2
)
+
1
6
x
(
3z2 − x2
)
sinh−1
(
y√
x2 + z2
)
−1
2
y2z arctan
(
xz
yR
)
− 1
2
x2z arctan
( yz
xR
)
−1
6
z3 arctan
( xy
zR
)
− xyR
3
ここで R =
√
x2 + y2 + z2 であり、sinh−1 (x) = log
(
x+
√
1 + x2
)
である。式 (3.29)、
(3.30)における和は NN : iセルの近接セル集合、NNN : iセルの近接の次の近接セル集合
及び C : iセルの角に位置するセルの各集合に関してとる。すなわち、
NN = {(xi ±∆x, yi, zi) , (xi, yi ±∆y, zi) , (xi, yi, zi ±∆z)} (3.33)
NNN = {(xi ±∆x, yi ±∆y, zi) , (xi ±∆x, yi, zi ±∆z) , (3.34)
(xi, yi ±∆y, zi ±∆z)}
C = {(xi ±∆x, yi ±∆y, zi ±∆z)} (3.35)
であり、それぞれの集合の要素数は NN : 6、NNN : 12 及び C : 8 となる。Nyy,i 及び
Nzz,i は式 (3.29) において添字 x, y, z を順に交換することで得られる。Nxz,i 及び Nyz,i
も式 (3.30)において添字を順に交換することで得られる。
式 (3.27) は Nj とMj の３次元離散畳み込み和となっている。この形式は高速フーリ
エ変換 (FFT)を用いて計算アルゴリズムのオーダーを減らすことができる。式 (3.27)は、
各次元を一般化して考え、
ai =
n∑
j=1
cj−ibi (3.36)
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と書くことができる (i = 1, 2, ..., nでありセルのインデックスを表す)。ここで a、bはそ
れぞれ n個の成分を持つベクトルであり、cは 2n − 1成分のベクトルである。aを求め
る計算のオーダーは O(n2)である。ここで b、cが周期関数である場合、
1. cと bのフーリエ変換を行い C = F [c]、B = F [b]を求める。
2. C とB の積をとる。Ai = Ci ×Bi
3. Aの逆フーリエ変換を行う。a = F−1[A]
という手順によって計算のオーダーを O(n log n)とすることができる。
式 (3.27) に立ち返ると Ni−j 及びMj は周期関数ではないのでこのままでは適応でき
ない。この場合 bを要素数 2n、cを 2nに拡張することで適応することができる。bの拡
張部分は 0 で埋め (0 パディング)、c の先頭に 0 をつけることで周期的な場合と同様に
FFTを適用することができる。
3.2.4 LLB方程式の時間積分
ここまで空間を有限差分法で離散化して、有効磁界の各項を計算する方法をまとめてき
た。ここでは式 (3.12)を微小時間幅 ∆t として時間積分する方法を述べる。
本研究では、実装が比較的容易で精度がよく微小磁化シミュレーションで標準的に用い
られている、4次のルンゲ-クッタ法 (4th order Runge-Kutta method)を採用する。式 (3.12)
の右辺を fi (t,m(t))と書く (iは空間のインデックス)。このとき 4次のルンゲ-クッタ法
を用いると、時間積分は
mi (t+∆t) = mi(t) +
1
6
(k1,i + 2k2,i + 2k3,i + k4,i) (3.37)
k1,i = ∆tfi (t,m(t)) (3.38)
k2,i = ∆tfi (t,+∆t/2,m(t) + k1/2) (3.39)
k3,i = ∆tfi (t,+∆t/2,m(t) + k2/2) (3.40)
k4,i = ∆tfi (t,+∆t,m(t) + k3) (3.41)
と書き表される。m(t = 0) は問題設定に応じて適宜設定する (垂直磁気記録方式の自由
層の場合 (0, 0, 1)または (0, 0,−1)など)。
3.2.5 数値計算手順
ここでは LLBの計算コードの構成をまとめる。計算の手順は図 3.3の通りである。前
処理で計算領域の設定を行い、セル分割をする。各セルに配置する微小磁化の初期設定を
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行う。また各種物性定数の設定を行う。温度依存パラメータの更新では、式 (3.9)などの
温度依存性がある物理量の更新を行う。式 (3.6)のような温度に陽に依存する関数は温度
の変化に応じて値の更新を行う。式 (3.9)は温度の非線形方程式になっているのでニュー
トン・ラフソン法 (Newton-Raphson method)を用いて数値的に値を求め、更新を行う。そ
の後有効磁界の各コンポーネントを計算し、4次のルンゲ-クッタ法で現時刻のm(t)を求
める。時間を ∆t 更新し同じ手順を繰り返す。現時刻が設定した最終時刻になったら、後
処理を行う。STT による磁化反転のシミュレーションでは後処理で反転したか否かの判
断を行い、反転していたら反転時刻を記憶する。本研究における空間の離散化単位 ∆は
2 nmである。また時間刻み ∆t は 0.1 psとした。実装したコードは補遺 A.1に載せる。
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入力
前処理
温度依存パラ
メータの更新
Hdeg の計算
HA の計算
Hexc の計算
LLB 方程式右
辺各項の計算
ルンゲ-クッタ法
で m(t) を計算
t < tfinal
後処理
No
t = t + ∆t
Yes
図 3.3: LLB計算コードのフローチャート
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第 4章
LLB 微小磁化シミュレーション
コードを用いた MTJ自由層の書き
込み特性解析
スピン注入トルク (STT) 反転はギガビット級の磁気抵抗ランダムアクセスメモリ
(MRAM)を実現するための有力な手法と考えられてきた [54]。作業用メモリとして使用
できる高密度の MRAM の書き込みには小さな反転電流が要求され、不揮発性のために
大きな熱安定因子 (∆) が要求される。キャッシュメモリ用途では短い反転時間が要求さ
れる。
我々は以前に高 Tc低∆層と低 Tc高∆層が交換相互作用によって結合したキュリー温
度 (Tc)制御熱磁気混合構造 (TcC構造)を提案し、低反転磁界での動作を実験的に検証し
た [18]。本章では TcC構造の STTによる低反転電流での反転特性が担保されているかを
調べる目的で、単層・混合層の自由層の反転の数値計算による過渡解析を行う。MRAM
の反転の解析には Landau-Lifshitz-Gilbrt (LLG)が一般的に用いられるが、ここではスピ
ン注入項を導入した Landau-Lifshitz-Bloch (LLB)方程式を用いる。TcC構造は反転動作
を改良するために熱的な効果を積極的に用いており、数値解析には熱的に整合性が考えら
れている LLB方程式がより適している。
室温において単層構造 (CT)・ジュール熱を考慮した単層構造 (TA)[32]・ジュール熱を
考慮した磁気的な軟硬複合層構造 (EcC)[39]に比べ、TcC構造を用いることで臨界反転電
流 (Ic)を小さくできることを示す。
本章は [19] をもとに以下のように構成されている。数値解析手法の詳細な説明を 4.1
節において行う。4.2節において、数値解析の結果を示し、内容の議論を行う。本章のま
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とめを 6.5節にて行う。
4.1 数値解析方法
LLB 方程式は熱力学的に整合性があると言う特性がある [20, 55] ので微小磁化方程式
として実装を行った。スピン注入とトルクの効果を記述するために Slonczewski の STT
項を LLB方程式に導入した [56]。更に熱ゆらぎを考慮するために不規則雑音項を導入し
た [57, 45]。
4.1.1 微小磁化方程式
規格化した磁化m = M/M0s (M は磁化、M
0
s は絶対 0度での飽和磁化)の方程式は以
下で与えられる。
∂m
∂t
= −γ [m× (H + α⊥fSTT · p)] (4.1)
+
γα∥
m2
[
m ·
(
H +
fSTT
α
p
)]
m+ η∥
− γα⊥
m2
[
m×
[
m×
(
H +
fSTT
α
p+ η⊥
)]]
この式においてm = |m|であり、γ は磁気回転比、α∥ と α⊥ は無次元の縦方向及び横方
向緩和パラメータであり以下で与えられる。
α∥ = α
2T
3Tc
, (4.2)
α⊥ = α
[
1− T
3Tc
]
, T < Tc, (4.3)
= α∥, T ≥ Tc
ここで Tc はキュリー温度であり、αは磁化と熱浴の結合を記述する緩和パラメータとな
る。STTの結合強さを表すパラメータは以下で与えられる [42]：
fSTT = −
2µBJ
γMsed
g (m,p) , (4.4)
g (m,p) =
P
2
1
1 + P 2 (m · p)
(4.5)
ここで µB はボーア磁子、e は電子の電荷である。更に d は自由層の厚み、J は電流密
度、p は固定層磁化方向の単位ベクトル、P は電流の スピン偏極係数であり、本章では
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P = 0.6とする。有効磁場H は以下で与えられる。
H = Hexc +Hdeg +HA + (4.6)
1
2χ̃∥
(
1− m
2
m2e
)
m, T < Tc,
− 1χ̃∥
(
1 + 35
Tc
T−Tcm
2
)
m, T ≥ Tc
ここでHexc、Hdeg 及びHA はそれぞれ交換場、反磁界及び異方性場である。me は場
がない状態の与えられた温度での平衡スピン偏極である。χ̃∥ は縦方向磁化率である。me
と χ̃∥ は以下の方程式を解くことで得ることができる。
me = B
(
3
Tc
T
me
)
, (4.7)
χ̃∥ =
∂m (H,T )
∂H
∣∣∣∣
H→0
, (4.8)
m (H,T ) = B
(
1
kBT
(3kBTcm (H,T ) + µ0H)
)
(4.9)
ここで B(x)ばランジュヴァン関数であり H は外部磁界の大きさである。
垂直方向、長さ方向の熱ゆらぎ項はそれぞれ η⊥ 及び η∥ で表し, 以下の性質を持って
いる。 ⟨
η⊥i
⟩
= 0,
⟨
η
∥
i
⟩
= 0, (4.10)⟨
η⊥i (0) · η⊥j (t)
⟩
=
2kBT
(
α⊥ − α∥
)
γM0s V α
2
⊥
δijδ(t), (4.11)⟨
η
∥
i (0) · η
∥
j (t)
⟩
=
2kBTα∥
M0s V
δijδ(t), (4.12)⟨
η⊥i (0) · η
∥
j (t)
⟩
= 0, (4.13)
ここでインデックス i, j は x, y, z 成分のいずれかであり, V は微小要素の体積、T は与え
られた温度である。δij はクロネッカーのデルタ記号で δ(t)時間を引数としたデルタ関数
である。
方程式 (4.1)は 3章に従い有限差分法で離散化を行い、4次のルンゲクッタ法を用いて
時間発展を解く。反磁界を効率的に計算するために FFTを用いた高速離散畳み込み法を
実装した [58]。
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図 4.1: シミュレーションで用いた構造：TcC 及び EcC2 層混成自由層。 TA 及び CT 単層自由層。
自由層の直径は 20 nmであり単層の厚みは 2 nmとした。 ISTT は下から上へと流れる。
4.1.2 数値解析の設定
MRAMの自由層として単層構造及び 2重層構造を解析した (図 4.1)。自由層の直径は
20 nmとし、各層の厚みは 2 nmとした。初期の磁化ベクトルの方向は自由層、固定層と
もに上向きとしスピン注入電流は上向きに流れるとした。反平行状態 (自由層の磁化ベク
トル下向き) からの反転は式 (4.5) のスピン偏極係数の値を必要に応じて変更することで
同様に解析することができる [59]。解析した構造は表 4.1に一覧としてまとめた。
飽和磁化 (Ms)、剛性係数 (A: 層内横方向, Az: 層間縦方向)及び異方性定数 (Ku)の温
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表 4.1: 解析対象の構造とその特徴
Alias Layer 1 Layer 2 Joule heating effect
TcC low Ku / high Tc high Ku / low Tc available
EcC low Ku / high Tc high Ku / high Tc available
TA high Ku / high Tc - available
CT high Ku / high Tc - -
度依存性は現象論的な以下の式で表される [60]。
Ms (T ) = M
0
s ·
[
1−
(
T
Tc
)q]p
, (4.14)
A (T ) = A0 ·
[
Ms (T )
M0s
]r
, (4.15)
Ku (T ) = K
0
u ·
[
Ms (T )
M0s
]s
, (4.16)
パラメータそれぞれの値は q = 3/2,、p = 0.369、r = 2、s = 1.6とした。
数値計算で用いた CT、TA、EcC及び TcCの材質定数は表 4.2にまとめた。異方性定
数に関しては室温での熱安定性因子∆が 60となるように設定した。すなわち、全ての構
造において熱安定性因子 ∆は共通の値になるようにした。表 4.2にあるように、TcCの
特性を取り込むために TcC構造での Tcの値はそれぞれの層で異なる。一方で EcC構造
の Tcの値はそれぞれの層で同じである。
反転電流 ISTT の関数として磁化の反転 (MRAM のスイッチ) 確率 (Psw) を計算する
ために、各 ISTT に対して熱ゆらぎが時間に対して乱数で与えられる 100 回の過渡解析
を行った。全ての構造は動作温度として室温を想定して数値計算を行った。熱の起源は
ISTT によるジュール熱と仮定した。熱による温度上昇 ∆T は TcC 構造の反転確率が 1
となる時 (ISTT ≃ 6.59µA)に 60℃であると仮定して計算する [61]。この時 I2STT に比例
する温度特性を図 4.2 に示す。 ジュール熱の効果は TA、EcC 及び TcC の各構造の数値
計算において考慮した。
時間に対する ISTT 及び∆T の挙動を図 4.3に示す。反転電流をパルスとして表現しそ
の幅を 10 nsとした。全シミュレーション対象時間は 20 nsとした。ジュール熱による温
度上昇 ∆T は 1 nsで起こり、ジュール熱発生後 5 nsで元に戻ると仮定した。
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表 4.2: 材質パラメータ
Layer α A0[µerg/cm] Az[µerg/cm]
1 0.01 1.0 0.1(TcC)
0.2(EcC)
2 0.01 1.0 0.1(TcC)
0.2(EcC)
Layer K0u[Merg/cm] M0s [emu/cm3] Tc[K]
1 0(TcC, EcC) 1000 700
14.54(CT, TA)
2 12.5(TcC) 600 450(TcC)
9.7(EcC) 700(EcC)
表 4.3: 各構造の反転電流の閾値
Structure TcC EcC TA CT
Ic[µA] 6.59 7.85 11.94 28.9
∆T [K] 60.0 85.0 196.4 -
4.2 数値解析結果
第 4.1節に従い、時間領域でのシミュレーションを行う。結果として得られた CT、TA、
EcC及び TcC構造の反転確率を図 4.4に示す。図 4.4から反転電流の閾値 Ic(反転に必要
な最小の電流値) を取り出して表 4.3 にまとめる。この表には各 Ic における ∆T の値も
載せている。解析した各構造の Ic は TcC < EcC < TA < CTの順に並ぶ。ISTT = Ic 条
件下における、平均化した自由層磁化ベクトルの z成分 ⟨mz⟩を時間の関数として図 4.5 -
4.7に示す。
平均の反転時間、最良及び最悪の反転時間 (tsw)を図 4.8に示す。反転時間 tsw は次の
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図 4.2: 温度の時間に対する挙動: ジュール熱による温度上昇。TcC 構造の Psw がほぼ 1 となる、
ISTT ≃ 6.59µAにおいて温度上昇が 60度であると仮定した。温度上昇値は I2STT に比例す
る。
ように定義する。すなわち ⟨mz (t)⟩ /m < −0.9 < ⟨mz (t−∆t)⟩ /mなる条件を初めて満
たす時間である。これは磁化の大きさで規格化した z方向の磁化成分の 9割が反転する最
初の時刻にあたる。平均の反転時間は電流値が Ic における 100回の計算結果を平均して
得た。最良及び最悪の反転時間は電流値を Ic とした 100回の計算における最速及び最長
の反転時間として求められる。
4.2.1 熱の効果
TA構造と CT構造で得られた Psw を比較すると反転の時間に対する挙動は明らかに熱
の効果に影響を受けていることが見て取れる。TA構造の反転は CT構造の反転に対して
より急峻に起こっていることが分かる。CT 構造ではジュール熱は考慮していない。TA
構造での磁化はジュール熱による熱揺らぎの効果で CT 構造に比べより容易に反転でき
ると言える。平均磁化の z成分 ⟨mz⟩の時間発展を図 4.5に示す。この図から TA構造の
⟨mz⟩がより熱により変動することが確認できる。
また、Ic が熱により大幅に減少している事も見て取れる。表 4.3から、TA構造及び CT
構造を比較すると反転電流を 59%少なくできることが分かる。TA構造の平均反転時間は
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図 4.3: 時間に対する温度上昇及び反転電流の挙動: シミュレーションの最終時刻は 20 nsとし、反
転電流を流す時間幅 tp を 10 ns とした (図中の点線)。温度上昇に関しては上昇は電流を与
えて 1 nsで起こり、電流を切って 5 nsで下がると仮定した (図中の実線)。
図 4.4: Psw: 全ての解析した構造 (表 4.1) に対する反転確率。それぞれの ISTT の値に対して 100
回の過渡解析を行い Psw を得る。
TC構造に比べて 12%速いことが図 4.8より読み取れる。熱が重要な役割を果たす磁化反
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図 4.5: 磁化の z成分の自由層全体の平均 ⟨mz⟩を条件: ISTT = Ic 下で時間の関数として示す。緑
線は TA構造に対応し赤線は CT構造に対応する。
転の数値計算において、熱の効果は適切に取り入れられるべきである。今回の結果からも
分かるように熱のあるなしによって反転動作の振る舞いが大きく異なるからである [62]。
4.2.2 混成層 v.s. 単層
混成層による自由層を用いることで Ic を減少させることができる。表 4.3 より、TcC
構造と TA構造を比べた場合、TcC構造では Ic を 44%減らすことができている。効率的
な磁化反転 (低 Ic)を実現するために小さな Ku の層が重要な役割を果たしていると推測
される。加えてより高速な反転時間 (平均反転時間で 32%の高速化)となっていることが
図 4.8より分かる。図 4.6に時間に対する ⟨mz⟩の挙動を示す。TA構造に比べて TcC構
造では、反転電流パルスを与えてより早い時期に ⟨mz⟩が減少していることが分かる。
TA構造により厚い膜を用いれば熱安定性 (∆)を保ったまま Ku の値をより減ずること
ができる。それゆえに膜厚に制限がなければ TcC 構造と TA 構造の差を小さくすること
が可能である。ただしこの場合でも膜厚を厚くすると、式 (6.4)から分かるように必要な
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図 4.6: 磁化の z成分の自由層全体の平均 ⟨mz⟩を条件: ISTT = Ic 下で時間の関数として示す。青
線は TcC構造に対応し緑線は TA構造に対応する。
磁化反転電流は増加する。各構造に対して、熱安定性を保った条件下での膜厚と異方性定
数値の複雑な相関関係を深く理解するためには、より一層の研究が必要である。
4.2.3 TcC v.s. EcC
TcC構造を用いると EcC構造に対して平均磁化反転時間を 28%高速にすることができ
る (図 4.8)。Ic の値を調べると、EcC構造に比べて TcC構造では 16%減少させることが
できた (表 4.3)。このことから TcC構造の最も重要な特徴 (低 ∆/高 Tc 層と高 ∆/低 Tc 層
の混成層)が自由層の反転動作を改善していると結論できる。
交換剛性係数値の依存性を更に調べる必要があるにせよ、TcC構造は Tc 以下の温度領
域において機能していると結論できる。TcC構造において、熱ゆらぎによる磁化の面内成
分が増加し、スピン注入トルクが効果的に作用しているとの推測が成り立つ (図 4.7)。
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図 4.7: 磁化の z成分の自由層全体の平均 ⟨mz⟩を条件: ISTT = Ic 下で時間の関数として示す。青
線は TcC構造に対応し紫線は EcC構造に対応する。
4.3 結論
LLB方程式を基にした微小磁化のシミュレーションによって、TcC構造の動作概念を
説明した。提案されている既存のMTJ構造に比べて、TcC構造は、高い熱安定性を保ち
つつ、反転電流の閾値が小さく、反転時間が短いという優れた磁化反転特性を示すことが
分かった。
熱効果の正確なモデル化は MTJ構造を数値解析する上で重要な要因の一つである。こ
の観点において LLG 方程式ではなく LLB 方程式を用いるべきと言うことができる。熱
による温度上昇のモデルも重要である。本章ではジュール熱を温度上昇に変換する簡単な
モデルを用いた。より現実的な熱効果を取り入れるためにモデルに関してはまだ改善の余
地がある。より現実的な熱効果の扱いに関しては例えば [61]を参考にすることができる。
混成層と単層の比較に関して、Psw の膜厚依存性を単層において更に調べる必要があ
49
図 4.8: 4.1章に記載がある全構造での反転時間: 緑のデータ (△)は最良反転時間を示し、青のデー
タ (○)は平均の反転時間を示す。さらに黄色のデータ (▽)は最悪反転時間を示す。反転時
間 tsw は次のように定義した: ⟨mz (t)⟩ /m < −0.9 < ⟨mz (t−∆t)⟩ /mなる条件を最初に
満足する時刻である。Ic を与えて 100 回の過渡解析を行って平均の反転時間を導出した。
最良及び最悪反転時間はその際の最速及び最長反転時間である。
る。本章において単層構造の膜厚は TcC構造及び EcC構造に比べて全体としてみた場合
半分であり、熱安定性を共通とした場合に異方性定数の値が大きく、磁化反転特性の観点
から不利になる。単層構造において膜厚を 2倍にした場合の比較も今後行う必要がある。
Psw の材質定数の依存性、特に剛性係数依存性を混成層構造において更に調べる必要も
あるだろう。
これらの仕事が残っているとは言え、TcC構造は既存の提案されているMTJ自由層構
造に比べ磁化反転特性において有利である。TcC構造の概念は小磁化反転電流、高速反転
時間を兼ね備えつつ熱安定性を保持した不揮発MRAMを実現するための有力な方向を示
唆している。
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第 5章
LLBマクロスピンモデルから導出
した磁化反転電流と反転時間の関係
を表す解析式
近年 Flash メモリを代替する組み込み型 MRAM(eMRAM) を搭載する LSI 製品が発
表された。この状況において MRAM を含む回路設計の必要性が増加しつつある [16]。
回路設計者は通常回路シミュレータ (SPICE を) 用いて設計した回路の動作確認を行う。
SPICE に搭載する回路素子の物理モデルとして、トランジスタを対象とした回路用のコ
ンパクトモデルが主に開発されてきた [63, 64]。コンパクトモデルの開発においては回路
素子の構造及び動作を決定づける物理を精度良くかつ簡便に記述することが求められる
[65, 66]。回路素子として MRAM を含む回路を設計する場合、MRAM のコンパクトモ
デルが必要であり、典型的には電圧制御型の抵抗素子 (RMTJ ) として記述される。通常
RMTJ は磁化の平行・反平行状態の抵抗値の比 (TMR) が MTJ の特性を表すモデルとし
て記述される [67]。
MTJの物理特性をモデル化する方法として大きく分けて 2つ提案されている。すなわ
ち静的モデルと動的モデルである。静的モデルにおいて、かかっている電圧に対応して反
転状態にあるか否かのMTJの物理的な状態をモデル化し、抵抗値を算出する [67, 68]。一
方で動的モデルにおいては MTJの構造に由来する静的な特性に加え反転動作を時間の関
数として記述する。具体的には MTJ自由層の磁化ベクトルを時間の関数として表し、磁
化ベクトルから抵抗値を決定する。本章では静的モデルを実装する際に必要になる MTJ
自由層における磁化反転電流と反転時間の関係式 (磁化反転を起こす反転電流の大きさと
反転電流のパルス幅の解析的な関係式)を自由層磁化のマクロスピンモデルを用いて解析
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的に導出する。
本章は以下の構成になっている。まず回路シミュレーション用MRAMコンパクトモデ
ルの説明を 5.1節で行う。解析式の導出を 5.2節で行う。5.3節で、導出した解析式と微
小磁化シミュレーションをいくつかの MTJの自由層構造に適応し結果の比較を行う。ま
とめを 5.4節で行う。
5.1 回路シミュレーション用 MRAMコンパクトモデル
提案したMTJ構造を含むMRAMの実用化を考えた場合、最終的には LSIとして該当
するMRAMを含んだ電子回路を実装することになる。その際、その電子回路を設計する
必要がある。一般的には回路設計者が設計した回路の動作確認を行う手段として、電子回
路のシミュレーションがあり、設計した電子回路が想定通りの動作をするかの確認が行わ
れる。
コンピュータ上で電子回路のシミュレーションを行うソフトウェアとして、長く使わ
れているものに SPICE (Simulation Program with Integrated Circuit Emphasis)があり、UC
バークレーで 1970 年代に開発された。その後電子回路の設計ツールを提供する EDA
(Electrical Design Automation)ベンダーによって改良が継続されている。SPICEで電子回
路の動作を数値解析するためにはネットリスト (netlist)と呼ばれる、電子回路を構成する
素子同士の接続状態ならびに素子の物理的な動作を規定する各種パラメータ、構造パラ
メータを定義する入力ファイルを用意する必要がある。シミュレータ内部ではネットリス
トからキルヒホッフの法則に従った回路方程式を構成し、その行列方程式を解くことで電
流・電圧の過渡特性 (時間変化) を知る事ができる。素子の特性は素子に印加される電圧
に対する電流の応答で基本的に記述され、このモデルは回路シミュレータ用コンパクトモ
デル (compact model)と呼ばれる [69]。回路シミュレータには電子回路を構成する各種基
本素子のコンパクトモデルが実装されており、それらの動作を規定するパラメータを現実
の素子の動作を再現する様に最適化して、シミュレーションを行う。
SPICEが開発された 1970年代から飛躍的に LSIの微細化が進行しており、特にトラン
ジスタは構造を含め継続的に素子の改良が続けられている。その実情に合わせるために
トランジスタ用のコンパクトモデルも微細化対応、構造の変更への対応が続けられてい
る。この様に新たな素子を扱う場合や、素子構造などの変更を行う場合、対応したコンパ
クトモデルを実装し回路シミュレータに組み込む必要がある。トランジスタだけでなく
MRAMも同様であり、これまでに数々のMRAM用コンパクトモデルが提案され、典型
的には電圧制御型の抵抗素子 (RMTJ )として記述される。通常 RMTJ は磁化の平行・反
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平行状態の抵抗値の比 (TMR)がMTJの特性を表すモデルとして記述される [67]。
先に述べた様に、MTJの物理特性をモデル化する方法として大きく分けて 2つ提案さ
れている。すなわち静的モデルと動的モデルである。静的モデルにおいて、印加されてい
る電圧の応じて反転状態にあるか否かの MTJ の物理的な状態をモデル式により判定し、
その状態に対応する抵抗値を算出する [67, 68]。一方で動的モデルにおいては MTJ の構
造に由来する静的な特性を考慮した上で反転動作を時間の関数として記述する。具体的に
は MTJ自由層の磁化ベクトルを時間の関数として表し、磁化ベクトルから対応する抵抗
値を決定する。本章では静的モデルを実装する際に必要になる MTJ自由層における磁化
反転電流と反転時間の関係式 (磁化反転を起こす反転電流の大きさと反転電流のパルス幅
の解析的な関係式)を自由層磁化のマクロスピンモデルを用いて解析的に導出する。
これまで提案されている MRAMコンパクトモデルにおいて、複数層からなる MTJ構
造を明示的に扱うことのできるものはなく、また単層の場合でも LLG方程式を基にして
おり、第 3 章で述べた様に高温での扱いが十分とは言えず、提案されているコンパクト
モデルを用いて TcC構造の MRAMを用いた回路シミュレーションを行うのは困難であ
ると考えられる。この問題を解決することを目指して、本章では静的なコンパクトモデル
に用いる事が可能な MRAM の書き換えが成立するための反転電流と書き換えにかかる
時間である反転時間の解析的な関係式の導出を試みる。反転電流と反転時間の関係式が
得られれば、MRAMの 2端子に印加される電圧及び印加状態にある時間が与えられると
MRAMが書き換えられたか否かの状態が決定でき、その状態に応じて RMTJ が計算でき
ることになる。
5.2 LLBマクロスピンモデルによる解析式の導出
本章の研究では、熱の扱いに関する整合性が担保されている LLBマクロスピン方程式
を出発点とする [46, 55]。反転電流による STTを記述するために Slonczewskiの STT項
[42, 56]を導入した LLBS方程式を用いる。
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5.2.1 マクロスピン方程式
規格化した磁化ベクトルm = M/M0s (M は磁化ベクトルでM
0
s は絶対 0度における
飽和磁化)の LLBSマクロスピン方程式は以下になる。
µ̇ = −γµ×
[
1
m
H +
1
m
(
a⊥ +
1
m
α⊥a∥
)
p
]
(5.1)
− γµ×
[
µ×
[
α⊥
m
H +
1
m
(
1
m
α⊥a⊥ − a∥
)
p
]]
,
ṁ = γα∥ (µ ·H) , (5.2)
ここで m = |m|であり、µ = m/mはm方向の単位ベクトルである。γ は磁気回転比
である。α∥ と α⊥ は無次元の縦方向及び横方向の緩和パラメータであり、以下で与えら
れる。
α∥ = α
2T
3Tc
, (5.3)
α⊥ = α
[
1− T
3Tc
]
, T < Tc, (5.4)
= α∥, T ≥ Tc,
ここで Tc はキュリー温度で α は磁化と熱浴の結合を記述する緩和パラメータである。
STT項の結合強度は以下で与えられる [42]。
a∥ =
fSTT
γ
, (5.5)
a⊥ = −
βfSTT
γ
, (5.6)
fSTT =
2µBJ
M0s ed
g (m,p) , (5.7)
g (m,p) =
P
2
1
1 + P 2 (m · p)
(5.8)
ここで µB はボーア磁子、eは素電荷である。dは自由層の厚み、J は電流密度 (J = I/S、
I は電流及び S は自由層の面積)となる。pは固定層の磁化ベクトル方向の単位ベクトル、
P は電流のスピン偏極係数であり本章では P = 0.6とする。β はスピン注入トルク項の
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非断熱係数である [47]。有効磁界H は次の式で与えられる。
H = H0 +Hdeg +HA + (5.9)
1
2χ̃∥
(
1− m
2
m2e
)
m, T < Tc,
− 1χ̃∥
(
1 + 35
Tc
T−Tcm
2
)
m, T ≥ Tc
ここでH0、Hdeg 及びHA はそれぞれ外場、反磁界及び異方性場である。me は外場がな
い状態で与えられた温度 T ,での平衡スピン偏極である。χ̃∥ は縦方向磁化率となる。HA
及びHdeg は次の式で与えられる。
Hdeg = −M0sm (5.10)
HA =
2K
M0s
(u ·m)u (5.11)
ここで uは異方方向の単位ベクトルであり K は異方性定数となる。反磁界における反磁
界因子は自由層として十分に大きな板形状を仮定したものを用いた [70]。me 及び χ̃∥ は
次の方程式を解くことで得ることができる。
me = B
(
3
Tc
T
me
)
, (5.12)
χ̃∥ =
∂m (H,T )
∂H
∣∣∣∣
H→0
, (5.13)
m (H,T ) = B
(
1
kBT
(3kBTcm (H,T ) + µ0H)
)
(5.14)
ここで B(x)はランジュヴァン方程式である。
式 (5.1)及び (5.2)は極座標系を用いて以下のように書き直すことができる。
dθ
dt
=
1
τD
{
I
Ic0
− M
0
s
2K ′m
H0 − cos θ
}
sin θ, (5.15)
dϕ
dt
=
α⊥
τD
{
− M
0
s
2K ′m
(
a⊥ +
1
m
α⊥a∥
)
+
M0s
2K ′m
H0 + cos θ
}
, (5.16)
dm
dt
= γα∥
{
H0 cos θ +
(
2K ′
M0s
−M0s
)
m cos2 θ −M0smF (m)
}
(5.17)
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ここで F (m)、τD 及び Ic0 は以下で定義される。
F (m) =
1
2χ∥
(
m2
m2e
− 1
)
, (5.18)
τD =
M0s
γα⊥2K ′
, (5.19)
Ic0(m) =
m
τD
M0s edS
µBp
m
α⊥β +m
, (5.20)
K ′ = K − 1
2
(M0s )
2. (5.21)
5.2.2 磁化反転を実現する反転電流の大きさとパルス幅の関係
磁化ベクトルの大きさが準静的に変化すると仮定する。すなわち mの時間に関する変
化率が θ 及び ϕの時間に関する変化率に比べて小さいとする。このとき、式 (5.17)は近
似的に次のように書ける。
H0 cos θ +
(
2K ′
M0s
−M0s
)
m cos2 θ − mM
0
s
2χ∥
(
m2
m2e
− 1
)
= 0 (5.22)
T < Tc の条件が成り立てば χ∥ ≪ 1とみなせる [47]ので式 (5.22)は、
m ≈ me (5.23)
と近似できる。
反転動作を調べる目的において、式 (5.15)は近似 (5.23)の下で
dθ
dt
=
1
τD
(i− cos θ) sin θ (5.24)
i ≡ I
Ic0(me)
− M
0
s
2K ′me
H0 (5.25)
と書くことができる。式 (5.24) は条件 θ(t = 0) = θ0 及び θ(t = τ) = θτ (τ はパルス幅)
を使うと積分することができる。t = 0から t = τ までの積分結果は以下になる。
(i− 1) τ
τD
+
1
i+ 1
ln
i−1
i+1 + x
2
τ
i−1
i+1 + x
2
0
= ln
xτ
x0
(5.26)
ここで xτ = tan
θτ
2 及び x0 = tan
θ0
2 である。反転を速くする条件下では反転電流を大き
くする必要があり、その場合 i ≫ 1と見なせる。それゆえ式 (5.26)は(
i2 − 1
) τ
τD
+ ln
1 + x2τ
1 + x20
= (i+ 1) ln
xτ
x0
(5.27)
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図 5.1: 2重層構造を単層構造とみなす場合の模式図
となる。最終的に、
i =
ln xτx0 +
√(
ln xτx0
)2
− 4 ττD
(
− ττD + ln
1+x2τ
1+x20
− ln xτx0
)
2 ττD
, (5.28)
なる反転を実現する条件での反転電流の大きさとパルス幅の関係を得ることができた。
5.2.3 複数層混成自由層への拡張
前節では、単層自由層の場合に反転を可能とする反転電流の大きさとパルス幅の関係を
解析的な式で導いた。2重層混成層からなる自由層を解析するには、式 (5.28)を複数層に
適応できる形へ拡張する必要がある。はじめに２重層混成層を平均化することで単一層と
みなすと以下の関係が成り立つ。
2M0smµ̇ ≡ M0s,1m1µ̇1 +M0s,2m2µ̇2, (5.29)
2M0sm ≡ M0s,1m1 +M0s,2m2, (5.30)
ここでM ≡ M0smµは 2層の平均磁化であり、図 5.1に概念を示す。層間相互作用はこ
の単純な平均では無視している。式 (5.29)より層間相互作用がない場合、極座標において
は
θ̇ =
M0s,1m1
M0s,1m1 +M
0
s,2m2
θ̇1 +
M0s,2m2
M0s,1m1 +M
0
s,2m2
θ̇2 (5.31)
を得る。
式 (5.31)を見ると全体の反転角 θは各層の反転角 θi の重みつき平均で与えられている。
これより層間相互作用を考慮しなければ、複数層混成自由層を反転させる電流 (Isw)は複
数層を構成する単一層の反転電流 (Isw,i) の重みつき平均として考えることができよう。
現実には層間相互作用を考慮する必要があるが、層間相互作用を入れた解析式を書き下す
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のは困難であり、層間相互作用の効果を平均の重みに反映することを考える。層間相互作
用がない場合、
Isw ≃ Isw,1 (Isw,1 > Isw,2) , (5.32)
≃ Isw,2 (Isw,1 < Isw,2) ,
と実質的に考えられる。なぜならば大きな反転電流値 Isw,i が必要な層が複数層全体の反
転電流値 Isw を決定することになるからである。言い換えると最も反転し難い単一層を
磁化反転させる電流を与えれば複数層混成層全体を磁化反転させることができる。この状
況を表す式 (5.32)を取り入れるために以下で定義される平均荷重を導入する。
wi,i+1 = a tanh(A
z
i,i+1 − 1) + 0.5, (5.33)
w0,1 = 0,
wn,n+1 = 1,
ここで Ic0,i < Ic0,i+1 に対して a = 0.5、Ic0,i ≥ Ic0,i+1 に対して a = −0.5 である。
Azi,i+1 は i層と i+ 1層間の相互作用係数である。最終的に 2層混成自由層の反転電流の
大きさとパルス幅の関係式は、ここで導入した荷重付き平均を式 (5.28) に対して行うこ
とで
Isw(τ) ≈ w1,2Isw,1(τ) + (1− w1,2) Isw,2(τ), (5.34)
Isw,i(τ) ≈ Ic0,i
{
M0s,i
2Kimi
H0+
τD,i
2τ
ln xτ,ix0,i +
√√√√(ln xτ,i
x0,i
)2
− 4 τ
τD,i
(
− τ
τD,i
+ ln
x2τ,i + 1
x20,i + 1
x0,i
xτ,i
)
 ,
となる。
この式は 2層混成層のみならず、以下のように一般的な n層混成層に適応することがで
きる。
Isw ≈
n∑
i=1
(1− wi−1,i)wi,i+1Isw,i (5.35)
5.3 解析式と微小磁化シミュレーションを用いた数値解析の
比較
第 4章で解析した単層自由層 (SL)構造、2層混成自由層 (EcC、TcC)構造に (図 5.2)対
して前節で求めた解析式を適応する。自由層の直径、厚さはそれぞれ 20 nm及び 2 nmで
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図 5.2: シミュレーションで用いた構造：TcC 及び EcC2 層混成自由層。 TA 及び CT 単層自由層。
自由層の直径は 20 nmであり単層の厚みは 2 nmとした。 ISTT は下から上へと流れる。
表 5.1: 対象構造とその特性
Alias Layer 1 Layer 2
TcC low K / high Tc high K / low Tc
EcC low K / high Tc high K / high Tc
SL high K / high Tc -
ある。初期状態における自由層及び固定層の磁化ベクトルの向きは上向きとし、反転電流
は上向きに流れるとする。比較対象として微小磁化シミュレーションを行った。2nm の
直方体セルで自由層を細分化し、有限差分法を用いて LLB方程式を離散化する。解析対
象の構造を表 5.1にまとめた。
剛性係数 (A：層面内方向)、異方性係数 (Ku)及び相関交換相互作用係数 (Azi,i+1)の温
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度依存性は以下の式を用いた [44] [71]。
A (T ) = A0 ·mαe (T ) , (5.36)
K (T ) = K0u ·mγe (T ) , (5.37)
Azi,i+1 (T ) = A
z ·me,i (T ) ·me,i+1 (T ) (5.38)
ここで温度依存性に関する材質依存のパラメータは α = 2及び γ = 3とした。
解析に用いた材質定数を SL、EcC及び TcCの各構造に対して表 5.2にまとめる。K0
を決める際には熱安定性因子∆(= E/kBT,E = MsHkV/2)が室温において 60となるよ
うにした。すなわち、解析を行った各構造の∆の値は共通で室温において 60となるよう
にした。微小磁化シミュレーションにおいて、磁化反転動作の時間発展を多数行うことに
より反転電流の大きさと必要な反転電流のパルス幅の関係を抽出した。具体的には磁化反
転時間を反転電流の大きさ (I)の関数として求めた。微小磁化シミュレーションにおいて
各微小磁化の磁化の仰角 (θ)は温度に依存する分布関数に従う。それゆえ反転時間は熱的
に揺らいで分布を持つ。そこで各 I に対して 100 回の過渡解析を行い平均の反転時間 τ
を得た。全ての解析において動作温度として室温 (26.85◦C)を設定した。
解析式 (5.34)を計算するために各層の磁化ベクトルに対応する初期仰角 (θ0)及び最終
仰角 (θτ )が必要である。式 (5.34)の Isw − τ 曲線の仰角に対する挙動を調べると、θ0 及
び θτ の値に応じて τ 軸方向に平衡に前後移動することがわかった。すなわち θ0 及び θτ
の値が各構造の最速反転時間を決定する。∆ = 60及び T = 300K の条件下において、お
おむね 90%の初期仰角が 11度程度である [72]。これを考慮して初期仰角、最終仰角を設
定し、表 5.3にまとめた。TcC構造及び EcC構造の層 1における初期仰角は Ku = 0で
あるがために、いかなる値もとり得る。しかし層 2があるために層間相互作用によって層
2の状態に引きずられた磁化ベクトル方向を概ね取っていると仮定し、層 2の 2倍程度の
仰角を設定した。
式 (5.34)の Isw − τ 曲線のKu に対する挙動を調べると、Ku の値に応じて I 軸方向に
平行移動することが分かった。これは Ic0 が K に線形に依存しており、かつ磁化反転を
実現する最小の反転電流値を決めることから理解できる。式 (5.10) における反磁界因子
として単純に十分大きな平面構造を仮定したことにより、解析式 (5.34) の Isw − τ 曲線
と微小磁化シミュレーションの結果得られる Isw − τ 曲線は差異が生じると考えられる。
式 (5.34)の K の値と微小磁化シミュレーションの Ku の値を全く同じにすると図 5.3に
見られるように差異が現れる。この図 5.3を注意深く調べると、解析式の結果は微小磁化
シミュレーションの結果に比べて式 (5.20)の Ic0 の値が大きくなっていると考えられる。
これは解析した全ての構造に対して当てはまる。このことから解析式 (5.34)における K ′
60
の値はより厳密な計算である微小磁化シミュレーションに比べ大きくなっていることが分
かる。微小磁化シミュレーションにおいて異方性場は反磁界や層面内方向の交換相互作用
場によって効果が抑えられると考えられる。微小磁化シミュレーションの有効異方性係数
Keff は次式で定義される。
Keff ≡ ∆kBT/V. (5.39)
解析式における K ′ の値を微小磁化シミュレーションに合うように K ′eff として適切に選
べば (すなわち Isw − τ 曲線を K ′ の値を変えて調整し、微小磁化シミュレーションの
Isw − τ に合う値を探し出せば)、解析式 (5.34) と微小磁化シミュレーションから得られ
る Isw − τ 曲線は一致する。この結果を図 5.4に示す。K と熱安定性因子から定義される
Keff との差を補正項 C として定義する。更に解析式の場合の K ′eff から補正因子 δ が定義
され以下の式で表される。
C ≡ K −∆kBT/V, (5.40)
K ′eff ≡ K − 1/2
(
M0s
)2
δ, (5.41)
δ = 2C/
(
M0s
)2
(5.42)
微小磁化シミュレーション及び K ′eff を適切に選んだ場合の解析式における補正因子 δ を
解析した角構造に対して求めたものを表 5.4にまとめる。各構造に対する δ の定性的な値
の大小関係は一致することが分かる。このことから解析式 (5.34) に対して補正因子 δ を
適切に選ぶことができれば、微小磁化シミュレーションの結果を再現することができると
結論できる。
5.4 結論
MTJ の単層自由層を対象に、磁化反転が起こる場合の反転電流値とパルス幅の関係を
表す解析式をマクロスピン LLB方程式から導出した。複数層混成自由層に対して導出し
た解析式を適応するために層間相互作用係数に依存する平均荷重を導入した。解析式から
得られる Isw − τ 曲線と微小磁化シミュレーションから得られる Isw − τ 曲線の比較を行
い、定性的に両者が一致することを確かめた。更に解析式における異方性定数Ku 及び反
転初期及び最終仰角 θ を適切に合わせこむことができれば定量的に両者が一致すること
も示すことができた。MTJ の自由層の材質や構造を検討するにあたって、時間のかかる
微小磁化シミュレーションをすることなく初期検討を行うのに導出した解析式が適応でき
ることが期待される。本章で導出した解析式は LLB方程式を元にしていることから、例
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表 5.2: 材質パラメータ
Layer α A0[µerg/cm] Az[µerg/cm]
1 0.01 1.0 0.1(TcC)
0.2(EcC)
2 0.01 1.0 0.1(TcC)
0.2(EcC)
Layer K0[Merg/cm3] M0s [emu/cm3] Tc[K]
1 0(TcC, EcC) 1000 700
17.1(SL)
2 26.7(TcC) 600 450(TcC)
15(EcC) 700(EcC)
表 5.3: 固定層磁化方向に対する自由層磁化初期角と最終角
Structure θ0 (Layer1/Layer2) θτ (Layer1/Layer2)
TcC 22/11◦ 180− 22/11◦
EcC 22/11◦ 180− 22/11◦
SL 11/−◦ 180− 11/−◦
表 5.4: 各構造に対応する補正因子
Structure δ (closed form) δ (micromagnetic)
TcC 35 82
EcC 40 46
SL 19 33
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図 5.3: K 値として設定した値を用いた解析式 (5.34)と微小磁化シミュレーションの比較
えば熱アシスト反転 [62]を扱う場合にも適応可能と期待される。また層間相互作用の効
果を定性的に取り入れたことにより、近年多く提案されている複数層からなる混成自由層
[39]にも幅広く適応できると期待される。評価に時間を必要としない解析式によって様々
な自由層構造の書き込み特性を見積もる手法の一例を本章で示すことができた。
MTJ の自由層の構造や材質を最適化することにより、MRAM の反転 (スイッチング)
特性を改良する試みが数多くされている。あらゆる構造において直ちに試作を行い、実験
的に性能を確認できることが望ましいが、現実には設備、費用等の制約から困難な場合も
多い。そのような場合、数値計算により性能評価を行うことにより実際に試作せずとも改
良の度合いを知ることが可能になる。自由層の磁化反転の数値計算には通常、微小磁化シ
ミュレーション (micromagnetic simulation)を用いる。有限差分法あるいは有限要素法に
より自由層を離散化して、時間ステップ毎に反磁界を計算した LLG方程式あるいは LLB
方程式をルンゲ-クッタ法などの常微分方程式陽解法で解くことになる。そのため解析時
間が長くなる。例えば 4章の 100回の磁化反転の計算では計算機の性能によっては 1日
程度要する。書き込みエラー率などの統計的な評価を行う場合、多数のモンテカルロシ
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図 5.4: K 値として最適化した値を用いた解析式 (5.34)と微小磁化シミュレーションの比較
ミュレーションが必要になり、計算時間はさらに増大することになる。時間を要する本格
的な微小磁化シミュレーションを行う前に、予め良い反転特性が得られる物理パラメータ
の見当がつくと利便性が増すだろう。
以上の用途に加え、静的なMRAMコンパクトモデルを実現するために反転電流と反転
時間の関係式を用いることができることを第 5.1節で述べた。回路シミュレーション用コ
ンパクトモデルを設計に用いる際には、まず前準備として設計に用いる実デバイスの特性
を再現するようにモデルに含まれるパラメータの合わせ込みを行う。導出した反転電流と
反転時間の関係式を微小磁化シミュレーションの結果と合わせるためには、第 5.3節で述
べたように現状では補正因子パラメータを導入し、その合わせ込みが必要となってしまっ
た。これは微小磁化シミュレーションの結果とそのままで一致させると言う意味では課題
となるが、これを逆手にとって補正因子パラメータをコンパクトモデルの現象論的パラ
メータとみなすことを考える。補正因子パラメータを実デバイスの反転電流と反転時間の
関係を再現するように最適化ができれば、実デバイスの反転特性を精度よく再現できるコ
ンパクトモデルとして利用することができるだろう。この方向性を目指して、LLB マク
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ロスピンモデルから本章で導出した反転電流と反転時間の解析的な関係式を用いた静的な
MRAMコンパクトモデルの研究を今後発展させていきたい。
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第 6章
LLB マクロスピンモデルを用いた
動的な回路シミュレーション用
MRAMコンパクトモデル
近年 Flashメモリを代替する組み込み型 MRAM(eMRAM)を搭載する LSI製品が発表
された。この状況においてMRAMを含む回路設計の必要性が増加しつつある [16]。回路
設計者は通常回路シミュレータ (SPICE)を用いて設計した回路の動作確認を行う。SPICE
に搭載する回路素子の物理モデルとして、トランジスタを対象とした回路用のコンパクト
モデルが主に開発されてきた [63, 64]。コンパクトモデルの開発においては回路素子の構
造及び動作を決定づける物理を精度良くかつ簡便に記述することが求められる [65, 66]。
回路素子としてMRAMを含む回路を設計するならばMRAMのコンパクトモデルが必要
であり、典型的には電圧制御型の抵抗素子 (RMTJ )として記述される。通常 RMTJ は磁
化の平行・反平行状態の抵抗値の比 (TMR)がMTJの特性を表すモデルとして記述される
[67]。
MTJの物理特性をモデル化する方法として大きく分けて 2つ提案されている。すなわ
ち静的モデルと動的モデルである。静的モデルにおいて、かかっている電圧の応じた反転
状態にあるか否かの MTJ の物理的な状態をモデル化し、抵抗値を算出する [67, 68]。一
方で動的モデルにおいては MTJの構造に由来する静的な特性に加え反転動作を時間の関
数として記述する。具体的には MTJ自由層の磁化ベクトルを時間の関数として表し、磁
化ベクトルから抵抗値を決定する。回路の動作周波数が増大するにつれ準静的な素子のモ
デリングは限界が生じ、動的モデルの重要性が増大している。
本章では、STT-MRAM の回路用コンパクトモデルとして動的モデルを提案する。 提
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案するモデルでは自由層の磁化ベクトルの時間発展を LLB 方程式にスピン注入電流
の効果を定式化した Landau–Lifshitz–Bloch–Slonczewski (LLBS) 方程式によって記述す
る。TMR は磁化ベクトルから決定する。従来提案されている動的モデルにおいては
Landau–Lifshitz–Gilbert–Slonczewski (LLGS)方程式を回路シミュレータに組み込む方法
が核たる技術となり、主に 2つの方法が提案されている。1つ目の方法は LLGS方程式を
Verilog-A言語を用いて実装する [67]。2つ目の方法は SPICEの subcircuit記述方法に基
づく実装である [2, 73]。
MRAM 素子の反転特性を改良するために数々の MTJ の材質や構造が提案されている
[74]。特に熱の効果を積極的に用いることで特性を向上させる MTJ構造の提案が広くな
されている [75, 33, 76]。その 1つとしてキュリー温度 (Tc)の異なる複数層からなる自由
層を提案しているものがある。特に TcC構造として次の構造が提案されている [19]。高
Tcかつ低熱安定性因子 (∆)の層及び低 Tcかつ高 ∆の層の 2層混成層からなる自由層構
造である。熱を反転特性に応用する背景として、反転電流により 100Kのオーダーで素子
温度が上昇するとの報告もある [77, 78]。LLG方程式は磁化ベクトルの大きさが一定と仮
定されており、これは強磁性体の温度がキュリー温度より極めて低い場合のみに正しい
仮定である。そのため温度が高い MRAM素子の力学を記述するには LLG方程式は不十
分である [44]。本章では J. Kim等により提案された LLG方程式に基づいた単層MTJの
SPICEモデル [2]を出発点として、LLB方程式 [20]に基づきMRAMの動的な SPICEモ
デルを実装する。
異なる物理的な性質を持った複数層から混成層を作る方法が様々提案されている
[39, 19]。1 つとして、磁気的な異方性の大小の層を組み合わせてそれらの層間相互作用
を利用するものがある (EcC構造)[39]。複数層からなる MTJ構造の磁化ベクトルを正確
にモデル化するためには 1 つのマクロスピンで表すよりも各層のマクロスピンを定義す
ることが望ましい。それゆえ層間相互作用をモデル化する必要が生じる。ここでは従来の
MRAMコンパクトモデルに相関相互作用 [71]を取り入れ複数層からなるMTJ自由層を
扱えるようにする。結果として複数層混成自由層から成る熱アシスト MRAM を SPICE
を用いた回路設計で扱うことができるようになる。
本章は [23] をもとに次のように構成される。提案モデルの数学的な定式化を 6.1 節で
行う。6.2 節で回路シミュレータに提案モデルを実装する方法を説明し、6.3 節において
複数層構造と相関相互作用を導入する。実装したモデルの検証を 6.4で行う。最後に 6.5
節でまとめを行う。
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6.1 LLBマクロスピンモデルと MTJの物理
本章の研究では、熱の扱いの整合性がある LLB マクロスピン方程式を出発点とする
[20, 55]。反転電流による STTを記述するために Slonczewskiの STT項を導入する [42]。
規格化した磁化ベクトルm = M/M0s (M は磁化ベクトルでM
0
s は絶対 0度における
飽和磁化)の LLBS方程式は以下になる。
ṁ = −γm×Heff −
γ
m2
{
m×
[
m×
(
α⊥Heff −
fSTT
γ
p
)]}
(6.1)
+
γα∥
m2
(m ·Heff )m
ここで γ は磁気回転比であり、α∥ と α⊥ は無次元の縦方向及び横方向の緩和パラメータ
であり、以下で与えられる。
α∥ = α
2T
3Tc
, (6.2)
α⊥ = α
(
1− T
3Tc
)
, T < Tc (6.3)
= α∥, T ≥ Tc
ここで Tc はキュリー温度で α は磁化と熱浴の結合を記述する緩和パラメータである。
STT項の結合は以下で与えられる [56]。
fSTT =
2µBJ
Msed
g (m,p) , (6.4)
g (m,p) =
P
2
1
1 + P 2 (m · p)
(6.5)
ここで µB はボーア磁子で e は単位電荷である。Ms は |M | であり、d は自由層の厚さ
で J は電流密度である (J = I/S, I は反転電流で S は自由層を上から見たときの面積)。
pは固定層の直ベクトル方向の単位ベクトルであり、P は電流のスピン偏極係数であり式
(6.16)で与えられる. 有効磁界Heff は次の式で与えられる。
Heff = Hani +Hdeg (6.6)
+

1
2χ̃∥
(
1− m
2
m2e
)
M0sm, T < Tc
− 1χ̃∥
(
1 + 35
Tc
T−Tcm
2
)
M0sm, T ≥ Tc
ここでHani 及びHdeg はそれぞれ異方性場及び反磁界である。me は外場がない状態で
与えられた温度 T , での平衡スピン偏極である。χ̃∥ は縦方向磁化率となる。Hani 及び
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Hdeg は次の式で与えられる。
Hani =
2Ku
Ms
(
u · m
m
)
u, (6.7)
Hdeg = −4πM0sNm, (6.8)
ここで uは異方方向の単位ベクトルであり Ku は異方性定数となる [70]。反磁界因子N
は直方体に対する解析式を用いる [79]。me 及び χ̃∥ は次の方程式を解くことで得られる。
me = B
(
3
Tc
T
me
)
, (6.9)
χ̃∥ =
∂m (H,T )
∂H
∣∣∣∣
H→0
, (6.10)
m (H,T ) = B
(
1
kBT
(3kBTcm (H,T ) + µ0H)
)
, (6.11)
ここで B(x)はランジュヴァン方程式であり、H は外部磁界である。
磁化ベクトルの初期仰角は以下の式で計算する。
θ0 = sin
−1 1√
2∆
, (6.12)
ここで ∆ = Eb/(kBT )であり Eb は系のエネルギー障壁である [80]。書き込みエラー率
のような統計的な解析を行う場合、熱ゆらぎを考慮したモンテカルロシミュレーションを
行う必要がある。この場合垂直方向・長さ方向の熱ゆらぎ項 (η⊥ 及び η∥)を式 (6.1)に足
し込む必要がある。熱ゆらぎ項は次の性質を持つ。⟨
η⊥
⟩
= 0,
⟨
η∥
⟩
= 0,⟨
η⊥(0) · η⊥(t)
⟩
=
2kBT
(
α⊥ − α∥
)
γM0s V α
2
⊥
δ(t), (6.13)⟨
η∥(0) · η∥(t)
⟩
=
2kBTα∥
M0s V
δ(t),⟨
η⊥(0) · η∥(t)
⟩
= 0,
ここで V は自由層体積、δ(t)は時間を引数としたデルタ関数である [71, 81]. 更に、磁化
ベクトルの初期角度は次の確率分布関数に従う確率変数として扱う [2, 80]。
Pdf (θ0) =
exp
(
−∆sin2 θ0
)∫ π
0
sin θ exp
(
−∆sin2 θ
)
dθ
. (6.14)
モンテカルロシミュレーションに関しては本章ではこれ以上立ち入らない。
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平衡スピン偏極の温度依存性を通じて異方性定数及びスピン偏極因子の温度依存性が与
えられ、次の式で表される。
Ku (T ) = K
0
um
βk
e (T ) , (6.15)
P (T ) = P0
(
1− αpT 3/2
)
, (6.16)
ここで βk と αp は材質に依存した定数である。K0u と P0 は異方性定数と偏極因子の絶対
0度での値になる [44, 80, 82]。本章では βk = 3、 αp = 2 × 10−5 そして P0 = 0.6であ
る。ジュール熱に起因した温度上昇は次の熱伝導方程式を解くことで得ることができる。
CV ρ
∂T (x, t)
∂t
= KT
∂2T (x, t)
∂x2
+RA · J2δ (x) , (6.17)
ここで xは MTJ縦方向に沿った位置である。CV は熱容量、ρは MTJ材質の体積密度、
KT は熱伝導率、そして RAはMTJ素子抵抗値 (resistance-area product)である [81]。
TMRは (Rap − Rp)/Rp と定義され、Rap 及び Rp は磁化の反平行及び平行時の MTJ
の抵抗値である。TMRは温度と制御電圧に依存し、次の式で表される。
TMR (T, V ) =
2P 2 (T )
1−
(
1− αpT 3/2
)2 11 + (V/V0) , (6.18)
ここで V はMTJに与えられた電圧であり V0 は合わせ込み用のパラメータである。ひと
たび RA が決まると Rp 及び Rap は MTJ の面積及び TMR から計算することができる
[83, 84, 85, 86]。
6.2 SPICE回路素子を用いたモデルの実装
提案モデルの実装にあたり SPICEの subcircuitマクロ記述を用いる。実装する subcir-
cuitマクロ記述は有効磁界、熱伝導方程式、LLBS方程式及び TMR式を含み、MTJ素子
を回路シミュレータに実装することができる。等価回路の節点電圧として表現されたモデ
ル各部分の内部変数を図 6.1に示す。偏微分方程式 (6.1)及び (6.17)は、次の回路におけ
る電流と容量の関係式として実装する。
I = C
dV
dt
. (6.19)
この考え方に従うと LLBS 方程式は擬似電流源が逐次接続された等価回路として記述で
き、有効磁界の各項が左辺に足し込まれ、要領に接続されたものとして定式化できる。式
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図 6.1: MTJ コンパクトモデル (電圧制御型の可変抵抗) の全景。磁化ベクトルの各成分 mx、my、
及びmz は回路の節点として表す。me, kai, and Tmpはそれぞれme、χ̃∥、及び T の回路節
点に対応する。
(5.1)を電圧制御電源、容量、抵抗及び電圧制御電流源の回路素子からなる等価回路で表し
図 6.2に示す。図 6.2における電流源は以下の式で定義される。
Cmṁ = Iprec,m + Idmp,m + Itrq,m + Itherm,m , (6.20)
Iprec,m = −m×Heff , (6.21)
Idmp,m = −
α⊥
m2
m×m×Heff , (6.22)
Itrq,m =
fSTT
m2γ
m×m× p, (6.23)
Ither ,m =
α∥
m2
(m ·Heff )m, (6.24)
Cm =
1
γ
. (6.25)
これら電圧制御電流源の式に基づき、LLBS方程式を SPICEのネットリスト様式で書き
下ろし z成分に関してリスト 6.1に示す。
リスト 6.1: LLBS方程式の z成分の SPICEネットリスト記述 (mpは固定層磁化に対応)
1 C_mz mz 0 ’1/gamma’
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図 6.2: LLBS方程式 (6.1)の回路図 (図 6.1の LLBSコンポーネントに対応)
2 G_prec_z 0 mz cur=’-(v(mx)*v(Heff_y)-v(Heff_x)*v(my))’
3 G_dmp_z 0 mz \\
4 cur=’-v(alp_t)*(v(mx)*(v(mz)*v(Heff_x)-v(Heff_z)*v(mx)) \\
5 -(v(my)*v(Heff_y)-v(Heff_y)*v(mz))*v(my))’
6 G_trq_z 0 mz \\
7 cur=’v(IMTJ)*(v(mx)*(v(mz)*mpx-mpz*v(mx))-(v(my)*mpz-mpy*v(mz))
*v(my))’
8 G_ther_z 0 mz cur=’v(alp_l)*v(Heff)*v(mz)’
図 6.1 に示されている全てのコンポーネントはリスト 6.1 と同様に SPICE のネットリス
ト様式で実装する。提案モデルに対してユーザが定義できるパラメータ一覧を表 6.1に載
せる。
図 6.1の TMRコンポーネントでは磁化ベクトルを極座標形式に変換し、自由層磁化ベ
クトルと固定層磁化ベクトルの相対的な角度差 θr を評価する。この結果を用いて RMTJ
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表 6.1: モデルパラメータ一覧
Input Description Remark
W Free layer width ∆ dependent
L Free layer length ∆ dependent
d Free layer thickness ∆ dependent
α Damping parameter Material dependent
M0s Saturation magnetization at 0 K Material dependent
P0 Polarization factor at 0 K Material dependent
K0u Crystal anisotropy constant at 0 K Material dependent
T0 Initial temperature Environmental(circuit) temperature
Tc Curie temperature Material dependent
RA Resistance-area product Measured data
βk Temperature dependency parameter of Ku Material dependent
αp Temperature dependency parameter of P Material dependent
A0ex Interlayer exchange coupling constant at 0 K Material dependent
αex Temperature dependency parameter of A0ex Material dependent
の値を Rp(θr = 0)及び Rap(θr = π)の間の抵抗値として補間する。外場がない状態での
平衡スピン偏極me の支配方程式は、式 (6.9)から導かれる次の微分方程式となる。
ṁe =
−3 TcT 2B
′ (me)me
1− 3 TcT 2B′ (me)
Ṫ , (6.26)
B′(me) = −
1
sinh2 (me)
+
1
m2e
. (6.27)
式 (6.26)及び
χ̃∥ = vχ̃∥ (v (me) , v (T )) , (6.28)
は図 6.3に示される等価回路を使って実装する。
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図 6.3: me 及び χ̃∥ に関する等価回路 (図 6.1の熱拡散コンポーネントに対応)
結果として、me 及び χ̃∥ を SPICE ネットリスト様式で記述したものはリスト 6.2 と
なる。
リスト 6.2: me 及び χ∥ 方程式の SPICEネットリスト記述
1 E_Tp Tp 0 vol=’3*Tc/v(Tmp)’
2 E_rth rth 0 vol=’1/sinh(v(Tp)*v(me))’
3 E_kfac kfac 0 vol=’v(Tp)*(-v(rth)*v(rth)+1/v(Tp)/v(me)/v(Tp)/v(
me))’
4 C_me me 0 1
5 G_me 0 me cur=’-v(kfac)/(1-v(kfac))*v(me)/v(Tmp)*rho*v(dTmp)’
6 E_kai kai 0 vol=’W*L*d*1e6*Ms0/3/sk/Tc*v(kfac)/(1-v(kfac))’
熱伝導方程式 (6.17) も同様に等価回路を用いて書き下すことができ、MTJ の縦方向
に沿った空間の離散化に対応して熱抵抗及び熱容量が逐次接続された等価回路となる
[2, 81]。
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6.3 ２層構造への拡張
この節では複数層構造からなる自由層を考慮する。複数層を構成する各層は磁気特性
[39]及びキュリー温度 [19]のいずれか一方あるいは双方が各々異なるものとする。この
場合、MTJ の反転特性を改善する際に層間相互作用が重要な役割を果たす。従来のマク
ロスピン近似では自由層を 1つのマクロスピン (磁化ベクトル)で表しており、層間相互作
用のモデル化が困難であった。ここでは 2層構造に対して層間相互作用を導入する (3層
以上の構造に拡張するのは容易である)。層間相互作用は交換場として記述され、式 (6.20)
に電圧制御電源として足し込むことができる。層間相互作用の交換場は以下で与える。
Hexc,1 =
2Aex (T )
a21d1M
0
s,1
(
m2
m1 ·m2
− cos (θ12)
m1
m21
)
, (6.29)
Aex (T ) = A
0
ex
√
m
αex,1
e,1 m
αex,1
e,2 , (6.30)
ここでインデックス 1 及び 2 はそれぞれ層 1、層 2 を表す。A0ex は絶対 0 度における
層間結合係数であり、a 格子定数である。ここでは ai = 0.24 nm とし αex,i = 2 とする
[44, 71]。交換場に対する等価回路を図 6.4に示す。
図 6.4は SPICEネットリスト様式で記述するとリスト 6.3となる。
リスト 6.3: 交換場の SPICEネットリスト記述
1 E_cos Cos 0 vol=’(v(Mx)*v(Mx_2)+v(My)*v(My_2)+v(Mz)*v(Mz_2)) \\
2 /sqrt(v(M2))/sqrt(v(M2_2))’
3 E_Aex Aex 0 vol=’2.0*Aex0*sqrt(v(me)ˆalphaAex*v(me_p)ˆalphaAex_2
) \\
4 /v(Ms)/a/a/d’
5 E_Hexcx Hexcx 0 vol=’v(Aex)*(v(Mx_2)/sqrt(v(M2_2))-v(Cos)*v(Mx)
\\
6 /sqrt(v(M2)))’
7 E_Hexcy Hexcy 0 vol=’v(Aex)*(v(My_2)/sqrt(v(M2_2))-v(Cos)*v(My)
\\
8 /sqrt(v(M2)))’
9 E_Hexcz Hexcz 0 vol=’v(Aex)*(v(Mz_2)/sqrt(v(M2_2))-v(Cos)*v(Mz)
\\
10 /sqrt(v(M2)))’
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図 6.4: 式 (6.29)の層間相互作用の等価回路。交換場Hexc は式 (6.21)、(6.22)及び (6.24)のHeff
に取り込む。
6.4 モデルの検証
はじめに等価回路に基づく LLBS方程式が正しく実装できているかを検証するために、
極低温における LLGS方程式との整合性を確認する。更に高温における LLGS方程式と
の差異がどの程度になるかも確認する。
反平行から平行状態への反転シミュレーションを LLGS方程式、LLBS方程式双方で実
行した。その際に設定した MTJ自由層の構造を図 6.5に示す。LLGS方程式の実装では
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図 6.5: LLGS方程式によるコンパクトモデルと我々のモデルの書き込み動作を検証するためのMTJ
構造。赤及び青の矢印は自由層及び固定層の磁化にそれぞれ対応する。
Ms の温度依存性を次の式で取り入れる。
Ms (T ) = M
0
s
(
1− T
Tc
)β
,
ここで β は上記の経験的な式における温度依存性定数である [2]。極低温に関しては初期
温度を 15 K, 30 Kとした。高温に関しては 425 Kとした。これは LSI製品の典型的な高
温動作温度として想定される、室温 +125 Kを想定して設定した。MTJのかける電圧は 1
V とした。回路シミュレーションの結果得られた磁化ベクトルの z 成分の過渡解析結果
を図 6.6 に示す。これから極低温における LLBS 方程式と LLGS 方程式の整合性が確認
できる。一方で高温における LLBS方程式の結果と LLGS方程式の結果には差異が現れ、
LLGS 方程式から得られる反転時間に対する LLBS 方程式から得られる反転時間の相対
差は 39.9%に達することが分かる。
次に層間相互作用の実装が正しくなされているかを検証されるための 3つのMTJ構造
の解析を行った。すなわち磁化反転動作の検証を単層自由層構造 (SL)及び 2層自由層構
造 (EcC, TcC)[2]を用いて行った。TcC構造及び EcC構造は 2層の混成層からなる自由
層をから成るので、複数層構造の効果を正確に取り入れるためには層間相互作用を考慮す
る必要がある。従来の MTJコンパクトモデルでは層間相互作用を直接的に扱うことがで
きない。検証に用いた SL、EcC及び TcC構造の材質定数を表 6.2にまとめる。異方性定
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図 6.6: 時間に対する磁化の z成分のふるまい (温度は 15K、30K 及び 425K を設定)
数 (K0u)に関しては室温での熱安定性因子が 60(∆ = 60)となるような設定を行った。つ
まりシミュレーション対象の全構造における ∆の値は同一である。
MTJ の反平行から平行状態への反転動作をシミュレーションすることにより各構造で
の磁化ベクトルの z成分の時間発展が得られた (図 6.7)。
各構造の反転時間を本章のモデル及び 4 章で議論した微小磁化方程式を用いた解析で
算出した。微小磁化方程式を用いたシミュレーションでは反転電流は一定であり、ジュー
ル熱による温度上昇を区間線形な振る舞いでモデル化しているため厳密には同一条件で計
算しているわけではないが、定性的に類似の結果が得られるかどうかを検証する。表 6.3
に各構造での本性のモデルで得られた反転時間及び微小磁化方程式を用いた 100 回のシ
ミュレーションから得られた平均反転時間、最速反転時間、最長反転時間を載せる。本モ
デルの反転時間は微小磁化方程式で得られた最速反転時間、最長反転時間内に入ってお
り、平均の反転時間と定性的に同じことが確認できた。それゆえ本章のモデルに対して層
間相互作用の実装ができていると結論でき、複数層混成層からなる自由層から構成された
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表 6.2: シミュレーション用パラメータ
TcC: layer 1 / layer 2 EcC: layer 1 / layer 2 SL
Tc[K] 700 / 450 700 / 700 700
M0s [emu/cm
3] 1000 / 600 1000 / 600 1000
K0u[erg/cm
3] 0 / 24× 106 0 / 13.8× 106 11.6× 106
α 0.01 / 0.01 0.01 / 0.01 0.01
A0ex[erg/cm] 0.1× 10−6 0.2× 10−6 -
L[nm] 20/20 20/20 20
W [nm] 20/20 20/20 20
d[nm] 2/2 2/2 2
図 6.7: SL、EcC及び TcCの各構造を対象とした時間に対する磁化の z成分のふるまい
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表 6.3: TcC、EcC 及び SL 構造に対する我々のモデル及び微小磁化シミュレーションの反転時間
[ns] 結果の比較。反転時間は |mz (t)| /m > 0.9 > |mz (t−∆t)| /m を初めて満たす時刻
t として定義する。average 及び range はそれぞれ熱ゆらぎを考慮した 100 回の微小磁化シ
ミュレーションの解析結果の平均値、及び最速・最長反転時間を意味する [2]。
Structure Our work Micromagnetic sim. (average) Micromagnetic sim. (range)
SL 7.38 5.24 2.97 ∼ 8.68
EcC 4.08 4.96 3.02 ∼ 7.82
TcC 2.66 3.57 2.03 ∼ 6.95
MRAM 素子を層間相互作用を考慮して SPICE シミュレーションする準備が整ったと言
える。
6.5 結論
近年、熱磁気特性に基づいた数々の MTJ構造が開発されるに従い動作温度が高温の場
合の正確な MRAMの SPICEシミュレーションが要求されている。この要求に応えるた
めに、LLG 方程式より熱力学的により整合性がある LLB 方程式に基づいた MRAM コ
ンパクトモデルが使われるべきである。本章の研究において等価回路に基づいた既存の
MRAMコンパクトモデルにおいて LLG方程式の LLB方程式への置き換えを行った。更
に複数層混成自由層に対応すべく層間相互作用を導入するための拡張を行った。いくつか
の自由層構造を用いて本モデルの実用性と精度を検証した。結果として本章のモデルは熱
の効果及び複数層混成層の効果取り入れたMRAM構造を回路設計に適応する有力な方法
となろう。
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第 7章
議論と展望
7.1 議論
本研究ではMTJ自由層として我々が提案したキュリー温度制御熱磁気混成層 TcC構造
の書き込み動作 (磁化反転) の数値解析を行った。比較対象として、これまで提案されて
いる自由層構造である、単層の熱アシスト TA 構造及び磁気特性強弱結合 EcC 構造の磁
化反転の数値解析も行った。その結果 TcC構造は他の比較した構造と同様に高い熱安定
性を保ちつつ磁化反転電流の最小値 (閾値) が小さく反転時間が短いという優れた磁化反
転特性を持つことが示された。
その過程において、MTJ自由層構造に関して 3つのことを議論した (4.2節)。1つ目は
熱の効果に関することである。単層構造で反転電流により発生するジュール熱を考慮した
TA構造とジュール熱が影響を及ぼさないとした室温のままの CT構造の比較から、反転
電流の最小値を TA 構造の方が 59% 減ずることができ反転時間を 12% 早めることが分
かった。MTJ 自由層の構造設計において熱の効果を適切に考慮することの重要性が明ら
かになった。熱の効果の具体的なモデリング方法も重要であると言える。本研究では熱の
効果は反転電流によるジュール熱が自由層で一様に発生し、一様に温度が上昇するとし
て、温度の時間に関する振る舞いをモデル化した。このモデルに関して、自由層のみなら
ずトンネル層及び固定層も含めたMTJ全体とMTJ周りの絶縁体領域まで含めて、適切な
物性値を設定した熱伝導方程式を LLB方程式と錬成して解くのがより適切と考えられる。
2つ目は自由層として混成層 (2重層)を用いるか単層を用いるかである。2重層を用い
る場合、トンネル層に接する 1層目の磁気的な性質を弱める (磁気異方係数を小さくする)
ことにより、混成層全体を反転しやすくできることを明らかにした。TcC構造と TA構造
の比較では反転電流の最小値を 44%減ずることができ、反転時間を 32%早めることが分
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かった。1層目の磁気異方性が小さいために反転電流により容易に磁化反転し、交換相互
作用により、磁気的な性質の強い (磁気異方性係数が大きい)2層目を反転させるという背
景が理解でき、2層を合わせることで熱安定性も確保できることが分かった。本研究にお
いて、比較した単層 TA構造の膜厚は 2層構造の 1層分の膜厚を想定したが単層構造の膜
厚を変えられるとすると、反層構造の熱安定性を保ったまま異方性係数を小さくすること
ができる。この場合単層構造でもより小さな反転電流で高速に磁化反転できることが期待
されるが、層の厚みを大きくするとスピン注入項の効果が小さくなり、結果としてより大
きな反転電流を要することにもなり、単純に結論することはできない。必要に応じて単層
の膜厚を変化させつつ熱安定を保持した場合の解析をさらに行う必要があるだろう。いず
れにせよ、複数層を用いることで熱安定性を保ったまま反転させやすくする工夫の自由度
は広げることができると言える。
3つ目は 2重層構造の場合で磁化的な強度のみならず温度に対する強度を考慮するか否
かである。TcC構造では 2層で磁化的な強度のみならず、温度に対する強度も考慮してお
り、それにより EcC構造に対して反転電流を 16%減ずることができ反転時間を 28%高
速にできた。磁気的に強い層である層 2に対して、キュリー温度を下げることで熱ゆらぎ
による磁化の面内成分が増加し、スピン注入トルクの効果をより受けやすくできているこ
とが推測される。これが EcC構造と層 1の特性は同じにもかかわらず TcC構造の反転動
作が改善される理由であろう。層間相互作用を弱めれば層 2のスピントルクの受けやすさ
が上がったとしても全体の反転特性はさほど改善されないと予想されるため、TcC構造と
EcC構造の層 1、2間の層間相互作用の強さを変化させた場合に同じ結論が得られる条件
に関して解析を行う必要があるだろう。しかしながら、キュリー温度を用いた温度に対す
る強度を持ち込むことでより反転特性が良くなる自由層構造の設計自由度が増すことは結
論できるだろう。
次に自由層のマクロスピンモデルに対して LLB方程式を適用し、反転可能電流値と電
流パルス幅 (反転時間) の関係式を解析的に導出した。この解析式を用いることで解析に
時間を要する微小磁化シミュレーションをせずとも構造の反転特性をある程度見積もるこ
とができる。ここでの大きな課題は複数層構造を対象としたときの層間相互作用の扱いで
ある。層間相互作用を導入した上で解析的な反転可能電流値と反転時間の関係式を導出す
ることは容易ではなく、本研究では層間相互作用に依存した重みを導入し、各層それぞれ
の関係式を重みつき平均することで代用した。重みつき平均の適応限界がどこにあるのか
あるいは重みに導入したパラメータの汎用性に関する検討を行う必要があろう。またより
汎用性の高い重みの式の可能性に関してもさらなる検討を行う価値があるだろう。
反転可能電流値と反転時間の関係解析式と微小磁化シミュレーションの比較に関して議
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論する。解析式の単層 (SL)構造、EcC構造及び TcC構造への適応の結果は定性的に微小
磁化シミュレーションの結果と一致した。しかしながら定量的には特に電流値軸方向のず
れがあることが分かった。この原因としてマクロスピンモデルでの反磁界因子の扱いが不
十分であること及び同一層内の横方向交換相互作用の未考慮を考えた。有効異方性係数の
補正因子を導入し、これを最適化することで解析式と微小磁化シミュレーションの結果を
等価にできることを示した。補正因子の理論的な背景を深化させて最適化の手順は決定方
法や、最適化により適応可能な構造の範囲などを検討していくことが解析式の今後の展開
にとって必要であろう。
本研究では反転可能電流値と反転時間の関係式を構造の初期評価に用いることを提案
したが、別の用途として 6 章で報告した回路シミュレーション用コンパクトモデルへの
応用も考えられる。静的な MRAM コンパクトモデルを実装するには印加電圧に応じて
MTJの状態がどうなるか (磁化反転したか否か)を定量的に判定する必要がある。静的な
MRAMコンパクトモデルにおいて、MTJの抵抗を適当にモデル化することにより印加電
圧と電流の関係が得られれば、反転可能電流値と反転時間の関係式より MTJの状態が定
量的に判定できる。この方法は 6 章で述べた動的な MRAM コンパクトモデルに比べ計
算負荷が小さく大規模なMRAM回路を解析する場合に有用になると考えられる。回路シ
ミュレーション用モデルを運用する際には一般的に TEG (test element group)と呼ばれる
素子のパラメータ抽出用チップを作り、実測で素子特性をまず求める。そして実測の素子
特性に合うようにコンパクトモデルのパラメータを最適化するという手順をとる [64]。そ
のため実測に対する合わせ込みの容易さが産業界で使われるコンパクトモデルの一つの指
標になっている。最適化できるパラメータが不十分なモデルよりも合わせ込みに対する適
応範囲が広い方が望ましい。回路シミュレーション用のモデルであれば、前述の補正因子
は実デバイスとの合わせ込みに用いるパラメータとして扱うことができ、利点へと転換す
ることができる。
最後に、本研究で提案した LLB方程式を基にした回路用の MRAMコンパクトモデル
に関して論ずる。6章において、LLB方程式を基にし複数層構造をより正確に扱うための
層間相互作用を導入したMRAMコンパクトモデルを世界で初めて提案し実装した。低温
での LLG方程式との整合性を検証した。TA、EcC及び TcC構造での反転動作を微小磁
化シミュレーションと比較することにより、層間相互作用の実装が正しく行われているこ
とも検証した。
MRAM素子を用いた電子回路に適用し解析時間がどの程度であるか、その解析時間は
設計者にとって問題のない範囲であるか、といった実用上のコンパクトモデルの評価を今
後進める必要がある。この評価にはトランジスタコンパクトモデルで一般的に行われてい
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る、回路シミュレータの収束性 (ニュートン法の反復回数がより少なく済むか) や回路シ
ミュレータの消費メモリ量の検査も含まれよう。
本研究の実装では回路シミュレータの subckt定義マクロを用いたネットリスト記法を
用いた。この手法の長所は既存の回路素子を複数用いて複雑なMTJ構造を持ったMRAM
を回路シミュレータ上で扱えることであるが、解析する回路の MRAM デバイスの数が
増加すると、結果として回路シミュレータが扱う回路素子数の全量が増大することにな
る。これによる問題としてまず考えられるのが回路の解析に必要な消費メモリ量の増加
である。これを防ぐ方法として、ネットリスト言語ではなくアナログハードウェア記述
言語である Verilog-Aを用いた実装が考えられる。現在トランジスタのコンパクトモデル
は Verilog-A を用いて実装して公開するのが一般的になってきており、その観点からも
Verilog-Aを用いた実装が今後望まれる。
7.2 展望
TcC 構造をさらに多層に拡張 (3 層以上) して更なる書き込み特性向上を見込める可能
性ももちろん考えられる。製造容易性や熱安定性との兼ね合いで 3層以上の場合と我々の
提案した 2層の TcC構造どちらがより優れているかの議論は今後の研究課題としたい。
次に我々の提案した TcC 構造 MRAM の実用化へ向けた今後の展望に関して述べる。
TcC構造を念頭に磁性層やデバイスを作成し検証した実験が 2020年 5月現在、2件報告
されている。
1 件は TcC 構造を想定した自由層構造を外部磁界により反転させる際の特性を調べた
ものである [40]。この報告では [Co/Pd]6 で構成される層 1と [CoPd/Pd]6 で構成され
る層 2からなる TcC構造をシリコン酸化膜上にマグネトロンスパッタリングを用いて作
成した。層 1は TC が比較的高く約 200◦Cであり、層 2は TC が約 110◦Cであるが高い
垂直磁気異方性を持つため、これら 2 つの層で結合層である Pd 層を挟み込んだ構造は
TcC構造の条件を満たす。結合層の厚み tPd による層 1と層 2の層間相互作用の有無を実
験的に確認し、tPd < 2 nmで TcC構造として使えることを示した。TcC構造の条件を満
たす構造に対して外部磁界を与えた時の温度依存性を検証し、層 2の磁化は 110◦Cで消
失し、170◦C程度まで層 1の磁化に応じて磁化反転する事がわかり、TcC構造に期待され
る基本的な動作が実験的に立証できた。実用化観点から我々が想定する課題は、外部磁界
でなく STTによる反転電流を用いる検証と自由層構造のみならずMTJ構造全体で検証を
行うこと、と言える。
この課題に応えるべく、2件目の報告は TcC構造のMRAM素子を作成し STTによる
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反転電流に対する特性を調べたものである [41]。この報告では 1件目の TcC構造の実験
による検証をさらに押し進め、電子ビームによるフォトリソグラフィにより MTJ 形状
を表現し、マグネトロンスパッタリングにより MTJ 構造の作成を行なった。これによ
り STT による反転電流での反転特性の検証が可能になった。単層 MTJ 構造に対応する
[Co/Pd]3層と TcC構造に対応する [Co/Pd]1/[CoPd/Pd]2を上記の方法で作成し、温度
をパラメータとして反転に必要な閾値電流の検証を行なった。その結果、室温における反
転に必要な電流値は単層の場合と TcC構造の場合でほぼ変わらないのに対し、155◦Cに
おいて TcC構造では単層に比べ約半分の電流て反転する事がわかり、高温における TcC
構造の反転効率が単層構造に比べ約 2倍となり、TcC構造の電流書き込みの優位性を示す
事ができたと結論している。実用化観点から我々が想定する課題は、MTJ の直径が 160
nmから 300 nmで検証されている事から、Gbit級のMRAMチップを想定するとより小
さなサイズ (100 nm以下、理想的には 20 nm程度と言われている)での検証及びジュール
熱による温度上昇の詳細な検証と考えられる。
今後、例えば [87] で報告されているより MTJ 直径の小さなデバイスで TcC 構造を構
築してジュール熱を含めた動作検証が行えれば、TcC構造の実用観点での有用性は実験的
に確認できると考えられる。近い将来に実験によって実証されることを期待したい。その
後 TcC-MRAMが集積回路として実用化・商用化されるには材質、製造上のさらなる課題
を克服しなければならない事が予想される。例えば直径 30 nm以下のMTJでは一つの磁
区に素子が入ることになり、磁化の大きさを維持するのが困難になる。これを材質上の工
夫で解決する必要があるだろう。またMTJは LSIの配線層に実装されるため銅配線を想
定した場合 400◦C程度のプロセス工程温度に耐えられる材質を選定する必要がある。製
造工程や材質に関する課題が一つ一つ克服され最終的に実用化されることを願ってやま
ない。
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第 8章
まとめ
本研究では MRAM を対象とした数値解析とモデリングを行った。数値解析では
Landau-Lifhitz-Bloch 方程式を基礎方程式とする微小磁化シミュレーションを採用し、
MRAM の MTJ 自由層を空間的に離散化して微小磁化からなるものとして扱った。モデ
リングでは自由層の 1層を 1つの磁化に代表させて (マクロスピンとして)扱い、層間相
互作用を含む LLB方程式を採用した。
MRAM の自由層構造としては特にキュリー温度制御熱磁気混成層構造 (TcC 構造) に
注目した。数値解析の結果、比較対象とした熱アシスト単層 (TA)構造、磁気硬軟層結合
(EcC)構造に比べ TcC構造の磁化反転動作特性が優れていることを示した。
マクロスピンモデルを用い多層構造に対応可能な自由層反転電流と反転時間の関係解
析式を導出した。これを単層構造、EcC構造及び TcC構造に適応して、微小磁化シミュ
レーションの結果と比較を行い、定性的に自由層反転電流と反転時間の関係を再現してい
ることを確かめた。
最後に世界初となる層間相互作用を考慮した LLB 方程式を記述した回路シミュレー
ション用MRAMコンパクトモデルの提案を行った。また回路シミュレータ用の回路記述
言語であるネットリストを用いた実装も行い、LLB 方程式の実装及び層間相互作用の実
装の検証を行った。
本研究で提案・検証した TcC 構造が今後の MRAM 自由層設計に対するひとつの指針
となることを期待する。また本研究で提案したMRAMの回路シミュレータ用モデルが産
業界で使われるMRAM回路モデルとして発展していくことを期待する。
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補遺 A
A.1 LLB 微小磁化計算コード
3章で説明した方法に従って C++言語で実装した LLB微小磁化計算コードを載せる。
数値計算手順における前処理モジュールがリスト iParam.h及びMTJ.hを用いる。温度依
存パラメータの更新モジュールはリストMe.h、tempModel.h及びMTJ.hを用いる。有効
磁界の計算モジュールはリストMME.h及び DMF.hに対応する。また TcC構造の反転確
率を求めるためのメイン関数は TcC.cppのように記述する。
リスト A.1.1: 入力パラメータ処理 (iParam.h)
1 #ifndef I PARAM H
2 #define I PARAM H
3
4
5 #include <vector>
6 #include <string>
7 #include <stringstream>
8
9
10 namespace ns InputParam
11 {
12
13 class iParam
14 {
15 public:
16
17 iParam () {
18 gamma = 1.76e7;
19 ginv = 1.0 / gamma;
20
21 sfactor = 2.0 * 1.00159657;
22 m bohr = 9.27408e−24;
23 e = 1.602189e−19;
24 gamma0 = gamma * 125.66370625;
25
26 kc = 1.38e−23 * 1.0e7;
27
28 Minj x = 0.0;
29 Minj y = 0.0;
30 Minj z = −1.0;
31 }
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32
33 void setLen (double pXl, double pYl, double pZl)
34 {
35 xl = pXl * 1.0e−8;
36 yl = pYl * 1.0e−8;
37 zl = pZl * 1.0e−8;
38 }
39
40 void setCtrl (int pPr, int pIstore, int pIC)
41 {
42 ipr = pPr;
43 istore = pIstore;
44 ic = pIC;
45
46 if ( ic == 1) ee = 1.0e−5;
47 else ee = 1.0e−4;
48
49 em = 1.0e10;
50 }
51
52 void setTime (double pDt, double pTend)
53 {
54 dt = pDt * 1.0e−9;
55 tmax1 = pTend * 1.0e−9;
56 }
57
58 void setSTT (double pSdir, double pEpol, double pIamp0)
59 {
60 sDir = pSdir;
61 e pol = pEpol;
62 i amp0 = pIamp0 * 1e12;
63 trise = 0.025e−9;
64 }
65
66 void setTemp (double pTemp)
67 {
68 temp0 = pTemp;
69 }
70
71 void setTempChar (double pDtemp, double pTmax, double pDrise, double pDfall)
72 {
73 dtemp = pDtemp;
74 tmax0 = pTmax * 1.0e−9;
75 ttp1 = pDrise * 1.0e−9;
76 ttp2 = pDfall * 1.0e−9;
77 }
78
79 void setRandSeed (int pSeed) { i rnd = pSeed; }
80
81 void setIniMang (double pXini, doube pYini, double pZini)
82 {
83 xini = pXini;
84 yini = pYini;
85 zini = pZini;
86 }
87
88 void setZsp (double pZsp)
89 {
90 zsp = pZsp * 1.0e−8;
91 }
92
93 void setEext (double pHextx, double pHexty, double pHextz)
94 {
95 Hext x = pHextx;
100
96 Hext y = pHexty;
97 Hext z = pHextz;
98 }
99
100 void setMatCar (const std::string& pLine)
101 {
102 std::stringstream ss(pLine);
103
104 double term;
105 term << ss;
106 if (!ss.fail()) {
107 Alpha.push back(term);
108 term << ss;
109 if (!ss.fail()) {
110 A.push back(term);
111 term << ss;
112 if (!ss.fail()) {
113 Az.push back(term);
114 term << ss;
115 if (!ss.fail()) {
116 Ku0.push back(term);
117 term << ss;
118 if (!ss.fail()) {
119 Ms0.push back(term);
120 term << ss;
121 if (!ss.fail()) {
122 Tc.push back(term);
123 term << ss;
124 if (!ss.fail()) {
125 Pex.push back(term);
126 }
127 }
128 }
129 }
130 }
131 }
132 }
133 }
134
135 double xl;
136 double yl;
137 double zl;
138
139 double zsp;
140 double Hext x;
141 double Hext y;
142 double Hext z;
143
144 std::vector<double> Alpha;
145 std::vector<double> A;
146 std::vector<double> Az;
147 std::vector<double> Ku0;
148 std::vector<double> Ms0;
149 std::vector<double> Tc;
150 std::vector<double> Pex;
151
152 double dt;
153 double tmax0;
154 double tmax1;
155
156 double sDir;
157 double e pol;
158 double i amp0;
159 double trise i;
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160
161 double temp0;
162
163 double dtemp;
164 double ttp1;
165 double ttp2;
166
167 double xini;
168 double yini;
169 double zini;
170
171 ini i rnd;
172
173 double gamma;
174 double ginv;
175 double sfactor;
176 double m bohr;
177 double e;
178 double gamma0;
179 double kc;
180
181 double Minj x;
182 double Minj y;
183 double Minj z;
184
185 double ee;
186 double em;
187
188 int ipr;
189 int istore;
190 int ic;
191
192 };
193
194 }
195
196 #endif
リスト A.1.2: 計算制御パラメータ (GlobalCtrl.h)
1 #ifndef Global Ctrl h
2 #define Global Ctrl h
3
4 namespace ns GCtrl
5 {
6 static bool DMF = true;
7 static bool LLGthm = true;
8 static bool STT = true;
9 static bool STTm = true;
10 static bool LLB = true;
11 }
12 #endif
リスト A.1.3: 乱数処理 (BMRand.h)
1 #ifndef B M RAND H
2 #define B M RAND H
3
4 #include <cmath>
5 #include <random>
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6
7 #include "PhysConst.h"
8
9 class BMRand
10 {
11
12 public:
13
14 BMRand (std::size t pSeed) : isSet(false), seed(pSeed)
15 {
16 mt.seed( seed);
17 pi = ns PhysConst::pi;
18
19 std::dist type::param type param(0.0, 1.0);
20 dist.param(param);
21
22 }
23
24 virtual ˜BMRand() {;}
25
26 void seed (std::size t pSeed) { seed = pSeed; mt.seed( seed); isSet = false; }
27
28 double gen ()
29 {
30 if (! isSet) {
31 double x = dist( mt.gen()), y = dist(mt.gen()), sq = std::sqrt(−2.0 * std::log(x));
32 r1 = sq * std::cos(2.0 * pi * y);
33 r2 = sq * std::sin(2.0 * pi * y);
34 isSet = true;
35 return ( r1);
36 }
37 else {
38 isSet = false;
39 return ( r2);
40 }
41 }
42
43 protected:
44
45 private:
46
47 bool isSet;
48 std::size t seed;
49
50 std::mt19937 mt;
51 std::uniform real distribution<> dist;
52
53 double r1;
54 double r2;
55 double pi;
56 };
57
58
59 #endif
リスト A.1.4: me 計算 (Me.h)
1 #ifndef ME H
2 #define ME H
3
4 #include <boost/math/tools/roots.hpp>
5 #include <tuple>
6 #include <limits>
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7
8 template <class T>
9 struct me functor deriv
10 {
11 me functor deriv(T const& pT, T const& pTc) : t(pT), tc(pTc) {;}
12
13 std::pair<T, T> operator() (T const& m)
14 {
15 T fac = 3.0 * tc / t;
16 T fac2 = fac * mc;
17 T fx = 1.0 / tanh(fac2) − 1.0 / fac2 − m;
18 T dx = fac * (−1.0 / sinh(fac2) / sinh(fac2) + 1.0 / fac2 / fac2) − 1.0;
19 return (std::make pair(fx, dx));
20 }
21
22 private:
23
24 T t;
25 T tc;
26 };
27
28 template <class T>
29 T me deriv(T pT, T pTc, T pMguess)
30 {
31 using namespace boost::math::tools;
32
33 T guess = pMguess;
34 T min = 0.0;
35 T max = 1.0;
36 int digits = std::numeric limits<T>::digits;
37
38 const boost::uintmax t maxit = 20;
39 boost::uinitmax t it = maxit;
40
41 T res = newton raphsom iterate(me functor deriv<T>(pT, pTc), guess, min, max, digits, it);
42
43 return (res);
44 }
45
46 #endif
リスト A.1.5: 温度パラメータ計算 (tempModel.h)
1 #ifndef TEMP MODEL H
2 #define TEMP MODEL H
3
4 #include "Me.h"
5
6 class tempModel
7 {
8
9 public:
10
11 tempModel () {
12 fbeta = 3.0/2.0;
13 fA = 2.0;
14 fKu = 4.0;
15 }
16
17 double ltDamp (double pTemp) { return (2.0 * pTemp / (3.0 * Tc)); }
18 double tvDamp (double pTemp) { return ((pTemp <= Tc) ? (1.0 − pTemp / (3.0 * Tc)) : ltDamp(
pTemo)); }
19
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20 double rMsTemp (double pTemp) { return (pow((1.0 − fMs * pow(pTemp, fbeta)), fp)); }
21 double MsTemp (double pTemp) { return ( Ms0 * rMsTemp(pTemp)); }
22
23 double rATemp (double pTemp) { return (pow(rMsTemp(pTemp), fA)); }
24 double ATemp (double pTemp) { return ( A0 * rAtemp(pTemp)); }
25
26 double rKuTemp (double pTemp) { return (pow(rMsTemp(pTemp), fKu)); }
27 double KuTemo (double pTemp) { return ( Ku0 * rKuTemp(pTemp)); }
28
29 void Htemp (double& pHtemp x, double& pHetemp y, double& pHtemp z,
30 qdouble pTemp, double pTc, double pMx, double pMy, double pMz)
31 {
32 double Me = Me(pTemp, pTc);
33 double Kai = Kai(pTemp, pTc, Me);
34 double M2 = pMx * pMx + pMy * pMy + pMz * pMz;
35 double fac = 0.0;
36 if (pTemp <= Tc) {
37 fac = 1.0 / 2.0 / Kai * (1.0 − M2 / Me / Me);
38 }
39 else {
40 fac = − 1.0 / Kai * (1.0 + 3.0 / 5.0 * Tc / (pTemp − Tc) * M2);
41 }
42 pHtemp x = fac * pMx;
43 pHtemp y = fac * pMy;
44 pHtemp z = fac * pMz;
45 }
46
47 protected:
48
49 double Me (double pTemp, double pTc) { return (me deriv(pTemp, pTc)); }
50 double Kai (double pTemp, double pTc, double pMe)
51 {
52 double fac = 3.0 * pTc / pTemp;
53 double fac0 = fac * pMe;
54 double sh = 1.0 / sinh(fac0);
55 double ifac0 = 1.0 / fac0;
56 double facC = fac * (−1.0 * sh * sh + ifac0 * ifac0);
57 return ( mu0 / k / pTemp * (facC / (1.0 − fac * facC)));
58 }
59
60 private:
61
62 double Tc;
63 double mu0;
64 double k;
65
66 double fMs;
67 double fbeta;
68 double fp;
69 double Ms0;
70
71
72 double fA;
73 double A0;
74
75 double fKu;
76 double fKu0;
77
78
79 };
80
81 #endif
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リスト A.1.6: 物理定数定義 (PhysConst.h)
1
2 #ifndef PHYS CONST H
3 #define PHYS CONST H
4
5 #include <cmath>
6
7 namespace ns PhysConst
8 {
9 static duble pi = 2.0 * std::asin(1.0);
10 static double deg = 180.0 / pi;
11 static double rad = pi / 180.0;
12
13 static double mu0 = 4.0e−7 * pi;
14 static double k = 1.38064852e−23;
15 }
16
17 #endif
リスト A.1.7: 自由層構造定義 (MTJ.h)
1 #ifndef MTJ H
2 #define MTJ H
3
4 #include <cassert>
5 #include <algorithm>
6
7 #include "GlobalCtrl.h"
8 #include "PhysConst.h"
9 #include "iParam.h"
10
11 #include "tempModel.h"
12 #include "BMRand.h"
13
14 namespace ns MTJ
15 {
16
17 class MTJ
18 {
19 public:
20
21 static const int nxmax = 16;
22 static const int nymax = 16;
23 static const int nzmax = 2;
24 static const int nmax = nxmax * nymax * nzmax;
25 static const int nmax8 = nmax * 8;
26
27 MTJ() { isAlloc = false;}
28 MTJ (int pNx, int pNy, int pNz) { setGrid(pNx, pNy, pNz); isAlloc = false; isLLB = ns GCtrl
::LLB;}
29
30 virtual ˜MTJ () {DeleteData();}
31
32 void setGrid (int pNx, int pNy, int pNz)
33 {
34 nx = pNx;
35 ny = pNy;
36 nz = pNz;
37 n = nx * ny * nz;
38 m2 = nx * ny;
39 assert ( nx <= nmax);
40 }
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41
42 void init (const ns InputParam::iParam& pIparam)
43 {
44 DeleteData();
45 dx = pIparam. xl / double ( nx);
46 dy = pIparam. yl / double ( ny);
47 dz = pIparam. zl / double ( nz);
48 v = dx * dy * dz;
49
50 mstat = new int [ n];
51 mvec = new double* [3];
52 Hext = new double* [3];
53 Hde = new double* [3];
54 Han = new double* [3];
55 Hexc = new double* [3];
56 ht = new double* [3];
57 if ( isLLB) ht tr = new double* [3];
58 for (int i = 0; i < 3; ++i) {
59 mvec[i] = new double [ n];
60 Hext[i] = new double [ n];
61 Hde[i] = new double [ n];
62 Han[i] = new double [ n];
63 Hexc[i] = new double [ n];
64 ht[i] = new double [ n];
65 if ( isLLB) {
66 ht tr[i] = new double[ n];
67 }
68 }
69
70 alpha0 = new double [ n];
71 aa0 = new double [ n];
72 aaz0 = new double [ n];
73
74 ku0 = new double [ nz];
75 m0 = new double [ nz];
76 temp = new double [ nz];
77 alpha = new double [ nz];
78 aa = new double [ nz];
79 aaz = new double [ nz];
80 ku = new double [ nz];
81 m = new double [ nz];
82
83 pex = new double [ nz];
84 htemp = new double [ nz];
85 exch h = new double [ nz];
86 exch h0 = new double [ nz];
87 smz1 = new double [ nz];
88
89 isAlloc = true;
90 if ( isLLB) {
91 alpha tr = new double [ nz];
92 htemp tr = new double [ nz];
93 }
94
95 for (int i = 0; i < nz; ++i) {
96 alpha[i] = pIparam. Alpha[i];
97 m0[i] = pIparam. Ms0[i];
98 ku0[i] = pIparam. Ku0[i] * 1.0e−6;
99 aa0[i] = pIparam. A[i] * 1.0e−6;
100 aaz0[i] = pIparam. Az[i] * 1.0e−6;
101 temp[i] = pIparam. temp0;
102 pex[i] = pIparam. Pex[i];
103 }
107
104
105 updateTempDepParams(pIparam);
106
107 switch (pIparam. ic) {
108 case 1:
109 break;
110 case 0:
111 for (int k = 0; k < nz; ++l) {
112 int zid = k * m2;
113 for (int ij = 0; ij < m2; ++ij) {
114 mvec[0][zid + ij] = pIparam. xini;
115 mvec[1][zid + ij] = pIparam. yini;
116 mvec[2][zid + ij] = pIparam. zini;
117 }
118 }
119 break;
120 default:
121 break;
122 }
123
124 setShapeCond();
125 setMagRegion();
126 countActMag();
127
128 smz = 1.0;
129 smz0 = 1.0;
130 tsw = 1.0e−3;
131 }
132
133 void updateTempDepParams(const iParam& pIparam)
134 {
135 tempModel tm;
136
137 for (int i = 0; i < nz; ++i) {
138 m[i] = m0[i] * tm.MsTemp( temp[i]);
139 ku[i] = ku0[i] * tm.KuTemp( temp[i]);
140 aa[i] = aa0[i] * tm.ATemp( temp[i]);
141 aaz[i] = aaz0[i] * tm.ATemp( temp[i]);
142 if (! isLLB) {
143 alpha[i] = alpha0[i];
144 }
145 else {
146 alpha[i] = alpha0[i] * tm.ltDamp( temp[i], tc[i]);
147 alpha tr[i] = alpha0[i] * tm.tvDamp( temp[i], tc[i]);
148 }
149 if (! isLLB) {
150 htemp[i] = sqrt(2.0 * pIparam. kc * temp[i] * alpha[i] / (pIparam. gamma * m[i]
* v * pIparam. dt));
151 }
152 else {
153 htemp[i] = sqrt(2.0 * pIparam. kc * temp[i] * ( alpha[i] − alpha tr[i]) / (pIparam.
gamma * m0[i] * v * alpha[i] * pIparam. dt));
154 htemp tr[i] = sqrt(2.0 * pIparam. gamma * pIparam. kc * temp[i] * alpha tr[i] / (
m0[i] * v * pIparam. dt));
155 }
156 exch h0[i] = pIparam. sfactor * pIparam. m bohr / ( m[i] * dz * pIparam. e);
157 exch h0[i] *= 4.0 * ns PhysConst::pi * pex[i] * pIparam. e pol / 2.0 / pIparam.
gamma0;
158 }
159 }
160
161 void setShapeCon ()
162 {
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163 int irx = nx / 2.0;
164 int iry = ny / 2.0;
165 int r2 = (irx − 1) * (iry − 1);
166 for (int k = 0; k < nz; ++k) {
167 int zid = k * m2;
168 for (int j = 0; j < iry; ++j) {
169 int yy = iry − j − 1;
170 for (int i = 0; i < irx; ++i) {
171 int xx = irx − i − 1;
172 if (xx * xx + yy * yy > r2) {
173 int ii = j * nx + i;
174 mvec[0][zid + ii] = 0.0;
175 mvec[1][zid + ii] = 0.0;
176 mvec[2][zid + ii] = 0.0;
177
178 ii = j * nx + nx − 1 − i;
179 mvec[0][zid + ii] = 0.0;
180 mvec[1][zid + ii] = 0.0;
181 mvec[2][zid + ii] = 0.0;
182
183 ii = ( ny − j − 1) * nx + i;
184 mvec[0][zid + ii] = 0.0;
185 mvec[1][zid + ii] = 0.0;
186 mvec[2][zid + ii] = 0.0;
187
188 ii = ( ny − j − 1) * nx + nx − 1 − i;
189 mvec[0][zid + ii] = 0.0;
190 mvec[1][zid + ii] = 0.0;
191 mvec[2][zid + ii] = 0.0;
192 }
193 }
194 }
195 }
196 }
197
198 void setMagRegion ()
199 {
200 for (int i = 0; i < n; ++i) {
201 double absx = abs( mvec[0][i]);
202 double absy = abs( mvec[1][i]);
203 double absz = abs( mvec[2][i]);
204 if (absx + absy + absz == 0.0) mstat[i] = −1;
205 else if (absx >= absy && absx >= absz) mstat[i] = 0;
206 else if (absy >= absx && absy >= absz) mstat[i] = 1;
207 else mstat[i] = 2;
208 }
209 }
210
211 void countActMag ()
212 {
213 nact = 0;
214 for (int i = 0; i < n; ++i) {
215 if ( mstat[i] != −1) ++ nact;
216 }
217 }
218
219 void updateTemp (double pTime, const ns InputParam::iParam& pIparam)
220 {
221 if (pTime < 0.0) {
222 temp[ nz−1] = pIparam. temp0;
223 }
224 else if (pTime < pIparam. ttp1) {
225 temp[ nz−1] = pIparam. temp0 + pTime / pIparam. ttp1 * pIparam. dtemp;
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226 }
227 else if (pTime < pIparam. tmax0) {
228 temp[ nz−1] = pIparam. temp0 + pIparam. dtemp;
229 }
230 else if (pTime < pIparam. tmax0 + pIparam. ttp2) {
231 temp[ nz−1] = pIparam. temp0 + (1.0 − (pTime − pIparam. tmax0) / pIparam. ttp2) *
pIparam. dtemp;
232 }
233 else {
234 temp[ nz−1] = pIparam. temp0;
235 }
236
237 temp[0] = temp[ nz−1];
238 }
239
240 void updateExchI (double pTime, const ns InputParam::iParam& pIparam)
241 {
242 double i amp = 0.0;
243
244 if (pTime < 0) i amp = 0.0;
245 else if (pTime < pIparam. tmax0) i amp = min (pTime, pIparam. trise i) / pIparam. trise i *
pIparam. i amp0;
246 else i amp = 0.0;
247
248 for (int k = 0; k < nz; ++k) {
249 exch h[k] = exch h0[k] * i amp;
250 }
251 }
252
253 void updateThermalFlactuation (BMRand& pRand)
254 {
255
256 for (int k = 0; k < nz; ++k) {
257 int kb = k * m2;
258 for (int i = 0; i < m2; ++i) {
259 ht[0][i + kb] = pRand.gen() * htemp[k];
260 ht[1][i + kb] = pRand.gen() * htemp[k];
261 ht[2][i + kb] = pRand.gen() * htemp[k];
262 }
263 }
264 }
265
266 void avgM ()
267 {
268 smz0 = smz[ nz − 1];
269 smx = smy = smz = 0.0;
270 for (int k = 0; k < nz; ++k) {
271 int kb = k * m2;
272 smz1[k] = 0.0;
273 int n2 = 0;
274 for (int i = 0; i < m2; ++i) {
275 if ( mstat[i + kb] != −1) {
276 smx += mvec[0][i + kb];
277 smy += mvec[1][i + kb];
278 smz += mvec[2][i + kb];
279 smz1 += mvec[2][i + kb];
280 ++n2;
281 }
282 }
283 smz1[k] /= (double)n2;
284 }
285 smx /= (double) nact;
286 smy /= (double) nact;
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287 smz /= (double) nact;
288 }
289
290 void estimateTsw (int pStep, const iParam& pIparam)
291 {
292 bool isSwitch = (! isLLB) ? ( smz0 > −0.9 && smz[ nz−1 ] < −0.9) : ( smz0 > 0.9 * sqrt(
smx* smx + smy* smy + smz* smz) && smz1[ nz−1] < −0.9 * sqrt( smx* smx +
smy* smy + smz* smz));
293 if (isSwitch) {
294 double tsw0 = pIparam. dt * (pStep + ( smz0 + 0.9) / ( smz0 − smz));
295 if ( tsw > tsw0) tsw = tsw0;
296 }
297 }
298
299 int n () const { return ( n); }
300 int m2 () const { return ( m2); }
301 int nx () const { return ( nx); }
302 int ny () const { return ( ny); }
303 int nz () const { return ( nz); }
304
305 int v () const { return ( v); }
306 int dx () const { return ( dx); }
307 int dy () const { return ( dy); }
308 int dz () const { return ( dz); }
309
310 double** Mvec () { return ( mvec); }
311 double* M () { return ( m); }
312
313 double* Alpha () { return ( alpha); }
314 double* AlphaTr () { return ( alpha tr); }
315 double* Aaz () { return ( aaz); }
316 double* Aa () { return ( aa); }
317 double* Ku () { return ( ku); }
318
319 double* Hde (int pAxis) { assert (pAxis >= 0 && pAxis < 3); return ( Hde[pAxis]); }
320 double** Hext () { return ( Hext); }
321 double* Exch h () { return ( exch h); }
322
323 int mstat (int pId) { assert (pId >= 0 && pId < n); return ( mstat[pId]); }
324 int nAct () const { return ( nact); }
325 double avgMx const () { return ( smx); }
326 double avgMy const () { return ( smy); }
327 double avgMz const () { return ( smz); }
328
329 protected:
330
331 int nx;
332 int ny;
333 int nz;
334 int n;
335 int m2x;
336
337 int nact;
338
339 double dx;
340 double dy;
341 double dz;
342 double v;
343
344 int* mstat;
345
346 double** mvec;
347 double** Hext;
348 double** Hde;
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349 double** Han;
350 double** Hexv;
351
352 double** ht;
353 double** ht tr;
354
355 double* alpha0;
356 double* aa0;
357 double* aaz0;
358 double* ku0;
359 double* m0;
360
361 double* alpha;
362 double* alpha tr;
363 double* aa;
364 double* aaz;
365 double* ku;
366 double* m;
367
368 double* temp;
369
370 double* pex;
371 double* htemp;
372 double* htemp tr;
373 double* exch h0;
374 double* exch h;
375
376 double* smz1;
377
378 double smx;
379 double smy;
380 double smz;
381 double smz0;
382
383 double tsw;
384
385 private:
386
387 };
388
389 }
390
391 #endif
リスト A.1.8: 反磁界計算 (DMF.h)
1 #ifndef DMF H
2 #define DMF H
3
4 #include <complex>
5 #include <ffrw3.h>
6
7 #include "iParam.h"
8 #include "MTJ.h"
9
10 class DMF
11 {
12
13 public:
14
15 DMF (const MTJ& pmtj, const iParam& pIparam)
16 {
17 nx = pmtj.nx();
112
18 ny = pmtj.ny();
19 nz = pmtj.nz();
20 n = nx * ny * nz;
21
22 nx1 = pow(2, int(log( nx) / log(2.0)));
23 if ( nx1 < nx) nx1 *= 2;
24 ny1 = pow(2, int(log( ny) / log(2.0)));
25 if ( ny1 < ny) ny1 *= 2;
26 nz1 = pow(2, int(log( nz) / log(2.0)));
27 if ( nz1 < nz) nz1 *= 2;
28 n1 8 = n1 * 8;
29
30 qxx = new double [ n];
31 qyy = new double [ n];
32 qzz = new double [ n];
33 qxy = new double [ n];
34 qxz = new double [ n];
35 qyz = new double [ n];
36
37 li = new double [ n];
38 lj = new double [ n];
39 lk = new double [ n];
40
41 fxx = new std::complex<double> [ n1 8];
42 fyy = new std::complex<double> [ n1 8];
43 fzz = new std::complex<double> [ n1 8];
44 fxy = new std::complex<double> [ n1 8];
45 fxz = new std::complex<double> [ n1 8];
46 fyz = new std::complex<double> [ n1 8];
47
48 x = new std::complex<double> [ n1 8];
49 y = new std::complex<double> [ n1 8];
50 z = new std::complex<double> [ n1 8];
51 h = new std::complex<double> [ n1 8];
52
53 zfft = new std::complex<double> [ nz1];
54
55
56 int ii = 0;
57 for (int k = 0; k < nz; ++k) {
58 for (int j = 0; j < ny; ++j) {
59 for (int i = 0; i < nz; ++i) {
60 li[ii] = i;
61 lj[ii] = j;
62 lk[ii] = k;
63 ii += 1;
64 }
65 }
66 }
67
68 for (int i = 0; i < n; ++i) {
69 qxx[i] = 0.0;
70 qyy[i] = 0.0;
71 qzz[i] = 0.0;
72 qxy[i] = 0.0;
73 qxz[i] = 0.0;
74 qyz[i] = 0.0;
75 }
76
77 prepareMFCoeff(pmtj, pIparam);
78
79 for (int i = 0; i < n1 8; ++i) {
80 fxx[i] = std::complex<double>(0., 0.);
81 fyy[i] = std::complex<double>(0., 0.);
113
82 fzz[i] = std::complex<double>(0., 0.);
83 fxy[i] = std::complex<double>(0., 0.);
84 fxz[i] = std::complex<double>(0., 0.);
85 fyz[i] = std::complex<double>(0., 0.);
86 }
87
88 prepareFFTMFCoeff(pmtj, pIparam);
89
90 }
91
92 virtual ˜DFM ()
93 {
94 delete [] qxx;
95 delete [] qyy;
96 delete [] qzz;
97 delete [] qxy;
98 delete [] qxz;
99 delete [] qyz;
100
101 delete [] lx;
102 delete [] ly;
103 delete [] lz;
104
105 delete [] fxx;
106 delete [] fyy;
107 delete [] fzz;
108 delete [] fxy;
109 delete [] fxz;
110 delete [] fyz;
111
112 delete [] x;
113 delete [] y;
114 delete [] z;
115 delete [] h;
116
117 delete [] zfft;
118 }
119
120 int li(int pId) const { assert(pId >=0 && pId < n); return ( li[pId]); }
121 int lj(int pId) const { assert(pId >=0 && pId < n); return ( lj[pId]); }
122 int lk(int pId) const { assert(pId >=0 && pId < n); return ( lk[pId]); }
123
124 protected:
125
126 void prepareMFCoeff (const MTJ& pmtj, const iParam& pIparam)
127 {
128 for (int k1 = 0; k1 < 2; ++k1) {
129 for (int k0 = 0; k0 < 2; ++k) {
130 for (int j1 = 0; j1 < 2; ++j1) {
131 for (int j0 = 0; j0 < 2: ++j0) {
132 for (int i1 = 0; i1 < 2; ++i1) {
133 for (int i1 = 0; i0 < 2; ++i0) {
134 double s = pow(−1.0, (i0 + i1 + j0 + j1 + k0 + k1)) / pmtj.v();
135
136 for (int id = 0; id < n; ++id) {
137 double z = lk[id] * (pmtj.dz() + pIparam. zsp) + (k1 − 0.5 − (k0 − 0.5)) * pmtj.dz();
138 double y = ( lj[id] + (j1 − 0.5 − (j0 − 0.5))) * pmtj.dy();
139 double z = ( li[id] + (i1 − 0.5 − (i0 − 0.5))) * pmtj.dx();
140
141 double xyz = x * y * z;
142 double z2 = z * z;
143 double y2 = y * y;
144 double x2 = x * x;
145 double r = sqrt(x2 + y2 + z2);
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146
147 double rrx = 0.0, rry = 0.0, rrz = 0.0;
148 if (r − x != 0.) rrx = 0.5 * x * log(abs(r − x));
149 if (r − y != 0.) rry = 0.5 * y * log(abs(r − y));
150 if (r − z != 0.) rrz = 0.5 * z * log(abs(r − z));
151
152 double tx = 0.0, ty = 0.0, tz = 0.0;
153 if (x != 0.) tx = atan(y * z / (x * r));
154 if (y != 0.) ty = atan(x * z / (y * r));
155 if (z != 0.) tz = atan(z * y / (z * r));
156
157 qxx[id] += s * (xyz * tx + (z2 − x2) * rry + (y2 − x2) * rrz + (y2 + z2 − 2.0 * x2) * r
/ 6.);
158 qyy[id] += s * (xyz * ty + (x2 − y2) * rrz + (z2 − y2) * rrx + (z2 + x2 − 2.0 * y2) * r
/ 6.);
159 qzz[id] += s * (xyz * tz + (y2 − z2) * rrx + (x2 − z2) * rry + (x2 + y2 − 2.0 * z2) * r /
6.);
160
161 rrx = 0.0;
162 rry = 0.0;
163 rrz = 0.0;
164 if (r + x != 0.) rrx = log(abs(r + x));
165 if (r + y != 0.) rry = log(abs(r + y));
166 if (r + z != 0.) rrz = log(abs(r + z));
167 tx *= 0.5 * x2;
168 ty *= 0.5 * y2;
169 tz *= 0.5 * z2;
170
171 qxy[id] += s * (−xyz * rrz + y * (y2 − 3.0 * z2) * rrx / 6.0 + x * (x2 − 3.0 * z2) * rry /
6.0 + z * (tx + ty + tz / 3.0) + x * y * r / 3.0);
172 qxz[id] += s * (−xyz * rry + x * (x2 − 3.0 * y2) * rrz / 6.0 + z * (z2 − 3.0 * y2) * rrx /
6.0 + y * (tz + tx + ty / 3.0) + z * x * r / 3.0);
173 qyz[id] += s * (−xyz * rrx + z * (z2 − 3.0 * x2) * rry / 6.0 + y * (y2 − 3.0 * x2) * rrz /
6.0 + x * (ty + tz + tx / 3.0) + y * z * r / 3.0);
174
175 }
176 }
177 }
178 }
179 }
180 }
181 }
182
183 }
184
185 void prepareFFTMFCoeff (const MTJ& pmtj, const iParam& pIparam)
186 {
187
188 for (int k = 0; k < nz1; ++k) {
189 for (int j = 0; j < ny1; ++j) {
190 for (int i = 0; i < nx1; ++i) {
191
192 int ij1 = (k * ny + j) * nx + i;
193
194 int ij = (( nz1 + k) * ny1 * 2 + ny1 + j) * nx1 * 2 + nx1 + i;
195 setF(ij, ij1);
196 ij = (( nz1 + k) * ny1 * 2 + ny1 + j) * nx1 * 2 + nx1 − i + 1;
197 setF(ij, ij1);
198 ij = (( nz1 + k) * ny1 * 2 + ny1 − j) * nx1 * 2 + nx1 + i;
199 setF(ij, ij1);
200 ij = (( nz1 + k) * ny1 * 2 + ny1 − j) * nx1 * 2 + nx1 − i + 1;
201 setF(ij, ij1);
202 ij = (( nz1 − k) * ny1 * 2 + ny1 + j) * nx1 * 2 + nx1 + i;
203 setF(ij, ij1);
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204 ij = (( nz1 − k) * ny1 * 2 + ny1 + j) * nx1 * 2 + nx1 − i + 1;
205 setF(ij, ij1);
206 ij = (( nz1 − k) * ny1 * 2 + ny1 − j) * nx1 * 2 + nx1 + i;
207 setF(ij, ij1);
208 ij = (( nz1 − k) * ny1 * 2 + ny1 − j) * nx1 * 2 + nx1 − i + 1;
209 setF(ij, ij1);
210
211 }
212 }
213 }
214
215 FFT3D( nx1*2, ny1*2, nx1*2, fxx, 1);
216 FFT3D( nx1*2, ny1*2, nx1*2, fyy, 1);
217 FFT3D( nx1*2, ny1*2, nx1*2, fzz, 1);
218 FFT3D( nx1*2, ny1*2, nx1*2, fxy, 1);
219 FFT3D( nx1*2, ny1*2, nx1*2, fxz, 1);
220 FFT3D( nx1*2, ny1*2, nx1*2, fyz, 1);
221
222
223 for (int i = 0; i < n1 8; ++i) {
224 fxx[i] *= n1 8:
225 fyy[i] *= n1 8:
226 fzz[i] *= n1 8:
227 fxy[i] *= n1 8:
228 fxz[i] *= n1 8:
229 fyz[i] *= n1 8:
230 };
231
232 }
233
234 void IFFT DMF (double** pMvec, double* pM,
235 double* pHdex, double* pHdey, double* pHdez)
236 {
237
238 for (int i = 0; i < n1 8; ++i) {
239 x[i] = std::complex<double>(0., 0.);
240 y[i] = std::complex<double>(0., 0.);
241 z[i] = std::complex<double>(0., 0.);
242 }
243
244 for (int k = 0; k < nz; ++k) {
245 for (int j = 0; j < ny; ++j) {
246 for (int i = 0; i < nz; ++i) {
247 int ii = (k * ny1 * 2 + j) * nx1 * 2 + i;
248 int ij1 = (k * ny + j) * nx + i;
249 x[ij] = std::complex<double>(pMvec[0][ij1] * pM[k], 0.);
250 y[ij] = std::complex<double>(pMvec[1][ij1] * pM[k], 0.);
251 z[ij] = std::complex<double>(pMvec[2][ij1] * pM[k], 0.);
252 }
253 }
254 }
255
256
257 FFT3D( nx1*2, ny1*2, nz1*2, x, 1);
258 FFT3D( nx1*2, ny1*2, nz1*2, y, 1);
259 FFT3D( nx1*2, ny1*2, nz1*2, z, 1);
260
261 Hde(pHdex, 0);
262 Hde(pHdey, 1);
263 Hde(pHdez, 2);
264
265 }
266
267 private:
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268
269 void FFT3D(int pNx, int pNy, int pNz, std::complex<double>* pF, int pFlag)
270 {
271
272 for (int k = 0; k < pNz; ++k) {
273 int id = k * pNy * pNx;
274 fftw complex* io2 = std::reinterpret cast<fftw complex*>(pF+id);
275 fftw plan p2 = fftw plandft 2d(pNx, pNy, io2, FFTW FORWARD, FFTW ESTIMATE);
276 fftw execute(p2);
277 fftw destroy plan(p2);
278 }
279
280 fftw plan p;
281 fftw complex* io = std::reinterpret cast<fftw complex*>( zfft);
282 p = fftw plan dft 1d(pNz, io, io, FFTW FORWARD, FFTW ESTIMATE0);
283 for (int j = 0; j < pNy; ++j) {
284 for (int i = 0; i < pNx; ++i) {
285 for (int k = 0; k < p Nz; ++k) {
286 zfft[k] = *(pF + (k * pNy + j) * pNx + i);
287 }
288 fftw execute(p);
289 for (int k = 0; k < pNz; ++k) {
290 *(pF + (k * pNy + j) * pNx + i) = zfft[k];
291 }
292 }
293 }
294 fftw destroy plan(p);
295 }
296
297 void setF(int ij, int ij1)
298 {
299 fxx[ij] = std::complex<double>( qxx[ij1], 0.);
300 fyy[ij] = std::complex<double>( qyy[ij1], 0.);
301 fzz[ij] = std::complex<double>( qzz[ij1], 0.);
302 fxy[ij] = std::complex<double>( qxy[ij1], 0.);
303 fxz[ij] = std::complex<double>( qxz[ij1], 0.);
304 fyz[ij] = std::complex<double>( qyz[ij1], 0.);
305 }
306
307 void Hde(double* pHde, int pAxis)
308 {
309 std::complex<double>* pF1 = (pAxis == 0) ? fxx : ((pAxis == 1) ? fxy : fxz);
310 std::complex<double>* pF2 = (pAxis == 0) ? fxy : ((pAxis == 1) ? fyy : fyz);
311 std::complex<double>* pF3 = (pAxis == 0) ? fxz : ((pAxis == 1) ? fyz : fzz);
312
313 for (int i = 0; i < n1 8; ++i) {
314 h[i] = x[i] * pF1[i] + y[i] * pF2[i] + z[i] * pF3[i];
315 }
316 FFT3D( nx1*2, ny1*2, nz1*2, h, −1);
317
318 int ii1 = 0;
319 for (int k = 0; k < nz; ++k) {
320 for (int j = 0; j < ny; ++j) {
321 int ii = (( nz1 + k) * ny1 * 2 + ny1 + j) * nx1 * 2 + nx1 − 1;
322 for (int i = 0; i < nx; ++i) {
323 pHde[ii1] = h[ii].real();
324 ++ii;
325 ++ii1;
326 }
327 }
328 }
329
330 }
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331
332 int nx;
333 int ny;
334 int nz;
335 int n;
336 int n8;
337
338 int nx1;
339 int ny1;
340 int nz1;
341 int n1 8;
342
343 double* qxx;
344 double* qyy;
345 double* qzz;
346 double* qxy;
347 double* qxz;
348 double* qyz;
349
350 double* li;
351 double* lj;
352 double* lk;
353
354 std::complex<double>* fxx;
355 std::complex<double>* fyy;
356 std::complex<double>* fzz;
357 std::complex<double>* fxy;
358 std::complex<double>* fxz;
359 std::complex<double>* fyz;
360
361 std::complex<double>* x;
362 std::complex<double>* y;
363 std::complex<double>* z;
364 std::complex<double>* h;
365
366 std::complex<double>* zfft;
367
368 };
369
370 #endif
リスト A.1.9: LLB方程式ソルバー (MME.h)
1 #ifndef MM H
2 #define MM H
3
4 #include "GLobalCtrl.h"
5 #include "iParam.h"
6 #include "MTJ.h"
7 #include "DMF.h"
8 #include "tempModel.h"
9 #include "BMRand.h"
10
11 class MicroMagenticsEq
12 {
13
14 public:
15
16 MicorMagneticsEq (ns MTJ::MTJ* pmtj, ns DMF::DemagnetizationFeildF* pdmf) : mtj(pmtj),
dmf(pdmf)
17 {
18 isDFM = ns GCtrl::DMF;
118
19 isLLGthm = ns GCtrl::LLGthm;
20 isSST = ns GCtrl::SST;
21 isSSTm = ns GCtrl::SSTm;
22 isLLB = ns GCtrl::LLB;
23
24 reset();
25
26 k = new double** [4];
27 for (int j = 0; j < 4; ++j) {
28 k[i] = new double* [3];
29 for (int i = 0; i < 3; ++i) {
30 k[j][i] = new doble [ mtj−>n()];
31 }
32 }
33
34 M0 = new double* [3];
35 for (int i = 0; i < 3; ++i) {
36 M0[i] = new double [ mtj−>n()];
37 }
38 }
39
40 virtual ˜MicroMagneticsEq ()
41 {
42 for (int j = 0; j < 4; ++j) {
43 for (int i = 0; i < 3; ++i) {
44 delete [] k[j][i];
45 }
46 delete [] k[j];
47 }
48 delete [] k;
49
50 for (int i = 0; i < 3; ++i) {
51 delete [] M0[i];
52 }
53 delete [] M0;
54 }
55
56 bool solve (const ns InputParam::iParam& pIparam, BMRand& pRand)
57 {
58 mtj−>updateThermalFlactuation (pRand);
59 clear();
60 copy();
61 addEne = true;
62 delM( k[0], pIparam);
63 RKAdd( k[0], 0.5);
64
65 delM( k[1], pIparam);
66 RKAdd( k[1], 0.5);
67
68 delM( k[2], pIparam);
69 RKAdd( k[2], 1.0);
70
71 delM( k[3], pIparam);
72 for (int i = 0; i < mtj−>n(); ++i) {
73 k[3][0][i] = ( k[0][0][i] + 2.0 * k[1][0][i] + 2.0 * k[2][0][i] + k[3][0][i]) / 6.0;
74 k[3][1][i] = ( k[0][1][i] + 2.0 * k[1][1][i] + 2.0 * k[2][1][i] + k[3][1][i]) / 6.0;
75 k[3][2][i] = ( k[0][2][i] + 2.0 * k[1][2][i] + 2.0 * k[2][2][i] + k[3][2][i]) / 6.0;
76 }
77 RKAdd( k[3], 1.0);
78 return (ture);
79 }
80
81 double ene() const { return ( enera + enerk + enerd + enere); }
82 double ft() const { return ( ft); }
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83
84 protected:
85
86 void clear ()
87 {
88 for (int rko = 0; rko < 4; ++rko) {
89 for (int dim = 0; dim < 3; ++dim) {
90 for (int id =0; id < mtj−>n(); ++id) {
91 k[rko][dim][id] = 0.0;
92 }
93 }
94 }
95 }
96
97 void RKAdd (double** pK, double pF)
98 {
99 for (int i = 0; i < mtj−>n(); ++i) {
100 pM[0][i] = pM0[0][i] + pF * pK[0][i];
101 pM[1][i] = pM0[1][i] + pF * pK[1][i];
102 pM[2][i] = pM0[2][i] + pF * pK[2][i];
103
104 double v = sqrt(pM[0][i] * pM[0][i] + pM[1][i] * pM[1][i] + pM[2][i] * pM[2][i]);
105 if (v == 0.0) v = 1.0;
106 if (! isLLB || ( isLLB && v > 1.0)) {
107 pM[0][i] /= v;
108 pM[1][i] /= v;
109 pM[2][i] /= v;
110 }
111 }
112 }
113
114 void copy (double** pM0, double** pM)
115 {
116 double** const pM = mtj−>Mvec();
117 double** pM0 = M0;
118 for (int i = 0; i < mtj−>n(); ++i) {
119 pM0[0][i] = pM[0][i];
120 pM0[1][i] = pM[1][i];
121 pM0[2][i] = pM[2][i];
122 }
123 }
124
125 void delM (double** pDelM, const ns InputParam::iParam& pIparam)
126 {
127 assert ( mtj && dmf);
128 tempModel tm;
129 double** pM = mtj−>Mvec();
130 mtj−>setMagRegion ();
131 if ( isDMF) {
132 if (! isLLB)
133 dmf−>IFFT DMF (pM, mtj−>M(), mtj−>Hde(0), mtj−>Hde(1), mtj−>Hde
(2));
134 else
135 dmf−>IFFT DMF (pM, mtj−>M0(), mtj−>Hde(0), mtj−>Hde(1), mtj−>Hde
(2));
136 }
137 if ( addEne) reset();
138
139 double dx2 = 1.0 / ( mtj−>dx() * mtj−>dx());
140 double dy2 = 1.0 / ( mtj−>dy() * mtj−>dy());
141 double dz2 = 1.0 / ( mtj−>dz() * mtj−>dz());
142 double v = mtj−>dx() * mtj−>dy() * mtj−>dz();
143
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144 for (int i = 0; i < mtj−>n(); ++i) {
145 if ( mtj−>mstat(i) == −1) continue;
146
147 int i1 = dmf−>li(i);
148 int j1 = dmf−>lj(i);
149 int k1 = dmf−>lk(i);
150
151 double alk1 = ( mtj−>Alpha())[k1];
152 double al0l1 = ( mtj−>Alpha0())[k1];
153 double mk1 = ( mtj−>M())[k1];
154 double kuk1 = ( mtj−>Ku())[k1];
155 double aak1 = ( mtj−>Au())[k1];
156 double aazm = ( mtj−>Aaz())[std::max(k1−1, 0)];
157 double aazp = ( mtj−>Aaz())[k1];
158
159 double dyn = pIparam. gamma * pIparam. dt / (1.0 + ak0k1 * al0k1);
160
161 int im = (i1 == 0) ? i : i − 1;
162 im = ( mtj−>Mstat(im) == −1) ? i : im;
163
164 int ip = (i1 == mtj−>nx()−1) ? i : i + 1;
165 ip = ( mtj−>Mstat(ip) == −1) ? i : ip;
166
167 int jm = (j1 == 0) ? i : i − mtj−>nx();
168 jm = ( mtj−>Mstat(jm) == −1) ? i : jm;
169
170 int jp = (j1 == mtj−>ny()−1) ? i : i + mtj−>nx();
171 jp = ( mtj−>Mstat(jp) == −1) ? i : jp;
172
173 int km = (k1 == 0) ? i : i − mtj−>nx() * mtj−>ny();
174 km = ( mtj−>Mstat(km) == −1) ? i : km;
175
176 int kp = (k1 == mtj−>nz()−1) ? i : i − mtj−>nx() * mtj−>ny();
177 kp = ( mtj−>Mstat(kp) == −1) ? i : kp;
178
179 double x = pM[0][i];
180 double xxm = pM[0][im], xxp = pM[0][ip];
181 double xym = pM[0][jm], xyp = pM[0][jp];
182 double xzm = pM[0][km], xzp = pM[0][kp];
183
184 double y = pM[1][i];
185 double yxm = pM[1][im], yxp = pM[1][ip];
186 double yym = pM[1][jm], yyp = pM[1][jp];
187 double yzm = pM[1][km], yzp = pM[1][kp];
188
189 double z = pM[2][i];
190 double zxm = pM[2][im], zxp = pM[2][ip];
191 double zym = pM[2][jm], zyp = pM[2][jp];
192 double zzm = pM[2][km], zzp = pM[2][kp];
193
194 double minv = 1.0;
195 if ( isLLB) minv = 1.0 / (x * x + y * y + z * z);
196 double htempx = 0.0, htempy = 0.0, htempz = 0.0;
197 if ( isLLB) tm.Htemp(htempx, htempy, htempz, mtj−>temp(k1), mtj−>tc(k1), x, y, z);
198 if ( addEne) {
199 enera += (aak1 * ((pow(xxp − x, 2) + pow(xxm − x, 2) +
200 pow(yxp − y, 2) + pow(yxm − y, 2) +
201 pow(zxp − z, 2) + pow(zxm − z, 2)) * dx2 / 2.0 +
202 (pow(xyp − x, 2) + pow(xym − x, 2) +
203 pow(yyp − y, 2) + pow(yym − y, 2) +
204 pow(zyp − z, 2) + pow(zym − z, 2)) * dy2 / 2.0) +
205 (aazp * pow(xzp − x, 2) + aazm * pow(xzm − x, 2) +
206 aazp * pow(yzp − y, 2) + aazm * pow(yzm − y, 2) +
207 aazp * pow(zzp − z, 2) + aazm * pow(zzm − z, 2)) * dx2 / 2.0) * v;
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208 enerk += (kuk1 * (1.0 − pow(z, 2))) * v;
209 enere += (− mk1 * (( mtj−>Hext())[0][i] * x + ( mtj−>Hext())[1][i] * y + ( mtj−>
Hext())[2][i] * z)) * v;
210 enerd += (− mk1 * (( mtj−>Hde())[0][i] * x + ( mtj−>Hde())[1][i] * y + ( mtj−>
Hde())[2][i] * z) / 2.0) * v;
211 }
212
213 double efx = 2.0 * aak1 / mk1 * (xxp − 2.0 * x + xxm) * dx2 +
214 2.0 * aak1 / mk1 * (xyp − 2.0 * x + xym) * dy2 +
215 2.0 * aazm / mk1 * (xzm − x) * dz2 +
216 2.0 * aazp / mk1 * (xzp − x) * dz2;
217 double efy = 2.0 * aak1 / mk1 * (yxp − 2.0 * y + yxm) * dx2 +
218 2.0 * aak1 / mk1 * (yyp − 2.0 * y + yym) * dy2 +
219 2.0 * aazm / mk1 * (yzm − y) * dz2 +
220 2.0 * aazp / mk1 * (yzp − y) * dz2;
221 double efz = 2.0 * aak1 / mk1 * (zxp − 2.0 * z + zxm) * dx2 +
222 2.0 * aak1 / mk1 * (zyp − 2.0 * z + zym) * dy2 +
223 2.0 * aazm / mk1 * (zzm − x) * dz2 +
224 2.0 * aazp / mk1 * (zzp − x) * dz2;
225
226 double hxewoh = efx + ( mtj−>Hext())[0][i] + ( mtj−>Hde())[0][i];
227 double hyewoh = efy + ( mtj−>Hext())[1][i] + ( mtj−>Hde())[1][i];
228 double hzewoh = efz + ( mtj−>Hext())[2][i] + ( mtj−>Hde())[2][i];
229 if ( isLLB) {
230 hxewoh += htempx;
231 hyewoh += htempy;
232 hzewoh += htempz;
233 }
234 double hxe = hxewoh + ( mtj−>ht())[0][i] * sqrt(1.0 + al0k1 * al0k1);
235 double hye = hyewoh + ( mtj−>ht())[1][i] * sqrt(1.0 + al0k1 * al0k1);
236 double hze = hzewoh + ( mtj−>ht())[2][i] * sqrt(1.0 + al0k1 * al0k1);
237 hze += 2.0 * kuk1 / mk1 * z;
238 hzewoh += 2.0 * kuk1 / mk1 * z;
239
240 double hm = x * hxe + y * hye + z * hze;
241 if ( isLLB) hm *= miv;
242 double tx = y * hze − z * hye;
243 double ty = z * hxe − x * hze;
244 double tz = x * hye − y * hxe;
245 if ( isLLB || isLLGthm) {
246 tx = y * hzewoh − z * hyewoh;
247 ty = z * hxewoh − x * hzewoh;
248 tz = x * hyewoh − y * hxewoh;
249 }
250 if ( isSTT) {
251 double exk1 = ( mtj−>Exch h())[k1];
252 exk1 /= (1.0 + pIparam. e pol * pIparam. e pol * (pIparam. Minj x * x * pIparam.
Minj y * y + pIparam. Minj z * z));
253 double hix = (y * pIparam. Minj z − z * pIparam. Minj y) * exk1;
254 double hiy = (z * pIparam. Minj x − x * pIparam. Minj z) * exk1;
255 double hiz = (x * pIparam. Minj y − y * pIparam. Minj x) * exk1;
256 if ( isSTTm) {
257 tx −= alk1 * hix;
258 ty −= alk1 * hiy;
259 tz −= alk1 * hiz;
260 }
261 if ( isLLB) {
262 hix *= minv;
263 hiy *= minv;
264 hiz *= minv;
265 }
266 tx += pIparam. sDir * (y * hiz − z * hiy);
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267 ty += pIparam. sDir * (z * hix − x * hiz);
268 tz += pIparam. sDir * (x * hiy − y * hix);
269 if ( isLLB) {
270 double fac = exk1 * ( mtj−>AlphaTr())[k1];
271 fac *= (x * pIparam. Minj x + y * pIparam. Minj y + z * pIparam. Minj z) * minv
;
272 tx −= fac * x;
273 ty −= fac * y;
274 tz −= fac * z;
275 }
276 }
277 if ( addEne) ft += (tx * tx + ty * ty + tz * tz) * mk1 * mk1;
278 pDelM[0][i] = (−tx − alk1 * (hm * x − hxe)) * dyn;
279 pDelM[1][i] = (−ty − alk1 * (hm * y − hye)) * dyn;
280 pDelM[2][i] = (−tz − alk1 * (hm * z − hze)) * dyn;
281 if ( isLLB) {
282 double altrk1 = ( mtj−>AlphaTr())[k1];
283 double hwom = x * hxewoh + y * hyewoh + z * hzewoh;
284 hwom *= minv;
285 pDelM[0][i] += dyn * (altrk1 * hwom * x + ( mtj−>htTr())[0][i] / pIparam. gamma *
sqrt(1.0 + al0k1 * al0k1));
286 pDelM[1][i] += dyn * (altrk1 * hwom * y + ( mtj−>htTr())[1][i] / pIparam. gamma *
sqrt(1.0 + al0k1 * al0k1));
287 pDelM[2][i] += dyn * (altrk1 * hwom * z + ( mtj−>htTr())[2][i] / pIparam. gamma *
sqrt(1.0 + al0k1 * al0k1));
288 }
289 }
290 if ( addEne) ft = sqrt( ft / double( mtj−>n()));
291 }
292
293 private:
294
295 void reset() { enera = enerk = enere = enerd = 0.0; ft = 0.0; }
296
297 ns MTJ::MTJ* mtj;
298 ns DMF::DemagnetizationFeildF* dmf;
299
300 double ft;
301 double enera;
302 double enerk;
303 double enere;
304 double enerd;
305
306 double*** k;
307 double** M0;
308
309 bool addEne;
310 bool isDMF;
311 bool isLLGthm;
312 bool isSTT;
313 bool isSTTm;
314 bool isLLB;
315
316 };
317
318 #endif
リスト A.1.10: TcC構造の計算用メイン関数 (TcC.cpp)
1 #include <getopt.h>
2 #include <iostream>
3 #include <fstream>
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4 #include <sstream>
5 #include <string>
6
7 #include "PhysConst.h"
8 #include "iParam.h"
9 #include "MTJ.h"
10 #include "DMF.h"
11 #include "MME.h"
12
13 int main(int argc, char* argv[])
14 {
15 int ret = 0;
16
17 int seed = 1, numTry = 100;
18 double curr = 0.0, dtemp = 0.0, temp = 26.85, dt = 0.0001, tend = 20.0;
19 double r = 20.0, t = 4.0;
20 std::string seedstr = "1", istr = "0.0", dtempstr = "0.0", tempstr = "26.85", numTrystr = "
100";
21
22 int c;
23 optind = 1;
24 struct option longopts[] = {
25 {(char*)NULL, 0, (int*)NULL, 0}
26 };
27
28 while ((c = getopt long(argc, argv, "s:i:t:l:m", longopts, NULL)) != −1) {
29 switch (c) {
30 case ’s’:
31 seedstr = optarg;
32 seed = std::atoi(seedstr);
33 break;
34 case ’i’:
35 istr = optarg;
36 curr = std::stof(istr);
37 break;
38 case ’t’:
39 dtempstr = optarg;
40 dtemp = std::stof(dtempstr);
41 break;
42 case ’l’:
43 tempstr = optarg;
44 temp = std::stof(tempstr);
45 break;
46 case ’m’:
47 numTrystr = optarg;
48 numTry = std::stof(numTrystr);
49 break;
50 default:
51 break;
52 }
53 }
54
55 ns InputParam::iParam ip;
56 ip.setLen(r,r,t);
57 ip.setZsp(0.0);
58
59 std::string line;
60 line = "0.01 1.0 0.1 0 1000.0 700.0 1.0";
61 ip.setMatChar(line);
62 line = "0,01 1.0 0.1 36.7 600.0 450.0 1.0";
63 ip.setMatChar(line);
64
65 ip.setCtrl(1, 5, 0);
66 ip.setTime(dt, tend);
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67 ip.setIniMag(0, 0, 1);
68
69 if (1) {
70 double currref = 0.021 * ns PhysConst::pi * r / 2.0 * 1.0e−9 * r / 2.0 * 1.0e−9 * 1.0e12;
71 double dtref = 30;
72 double res = dtref / currref / currref;
73 double rcurr = curr * ns PhysConst::pi * r / 2.0 * 1.0e−9 * r / 2.0 * 1.0e−9 * 1.0e12;
74 dtemp = res * rcurr * rcurr;
75 }
76 std::cout << "dtemp = " << dtemp << "[deg]" << std:endl;
77 std::cout << "STT curr. = " << curr << "[uA]" << std::endl;
78
79 ip.setTemp(temp);
80 ip.setTempChar(dtemp, 20, 1, 5);
81 ip.setSTT(1, 0.6, curr);
82 ip.setRandSeed(seed);
83
84 ns MTJ::MTJ mtj(10, 10, 2);
85 BMRand rand(ip. i rnd);
86
87 double avgTsw = 0.0;
88 int numSw = 0;
89
90 mtj.init(ip);
91 ns DMF::DeMagnetizationField dmf(mtj, ip);
92 ns MME::MicroMagneticsEq mme(&mtj, &dmf);
93
94 for (int ntry = 0; ntry < numTry; ++ntry) {
95
96 std::fstream ofstram, ofstram2;
97 std::string outputf = "TCC", outputf2;
98 outputf += seedstr;
99 outputf += "_" + istr;
100 outputf += "_" + tempstr;
101 outputf += "_" + dtempstr;
102 outputf2 = outputf;
103 outputf += ".out";
104
105 std::stringstream ss;
106 ss << ntry;
107 outputf2 += "_n" + ss.str();
108 outputf2 += "_avg.out";
109 ofstrm2.open(outputf2.c str(), std::ios::out);
110
111 double time = 0.0;
112 int step = 0;
113 int maxstep = ip. tend / ip. dt;
114
115 while (1) {
116 time = ip. dt * step;
117
118 mtj.updateTemperature(time, ip, rand);
119 mtj.updateExchI(time, ip);
120
121 mme.solve(ip, rand);
122 double ft= sqrt(mme.ft() / ((double)mtj.nAct()));
123
124 mtj.avgM();
125 mtj.estimateTsw(step, ip);
126
127 if (step == 0 || step % 100 == 0) {
128 ofstrm2 << time << " ";
129 mtj.showAvgM(ofstrm2);
130 }
125
131 ++step;
132
133 if (step == maxstep) break;
134
135 if (ft < ip. ee) break;
136 if (ft > ip. em) break;
137 }
138 ofstrm2.close();
139
140 if (mtj.Tsw() != 1.0e−3) {
141 avgTsw += mtj.Tsw();
142 ++numSw;
143 }
144
145 std::cout << "#" << ntry << " : Tsw = " << mtj.Tsw()*1.0e9 << "[ns]" << std::
endl;
146 if (ntry != numTry − 1) mtj.init(ip);
147 }
148
149 std::cout << "-----------------------------------------" << std::endl;
150 std::cout << "Ntry = " << numTry << std::endl;
151 std::cout << "Nsw = " << numSw << std::endl;
152 if (numSw != 0) std::cout << "avg.Tsw = " << avgTsw / numSw * 1.0e9 << "[ns]" <<
std::endl;
153 std::cout << "Psw = " << (double)numSw / (double)numTry << std::endl;
154
155 return(ret);
156 }
A.2 LLB SPICE コンパクトモデルのネットリスト
6章で提案したMRAMコンパクトモデルの SPICEネットリスト形式の実装を載せる。
MTJ.inc で MTJ を subckt ので定義している。MTJ は RMTJ コンポーネント (Res.inc)、
LLBコンポーネント (LLB sol.inc)及び熱伝導方程式コンポーネント (HDF.inc)から構成
される (図 6.1参照)。
リスト A.2.11: MTJコンパクトモデル
1
2 .include ’LLB_sol.inc’
3 .include ’Res.inc’
4 .include ’HDF.inc’
5
6 .subckt MTJ e1 e2
7 + lx ly lz Ms0 P0 alpha RA0 Kp Tcurie me0
8 + lx2 ly2 lz2 Ms02 P02 alpha2 RA02 Kp2 Tcurie2 me02
9 + Aex0 Temp0 MA ini
10
11 XRA ex e2 Mx My Mz Tmp thi RA lx=’lx’ ly=’ly’ P0=’P0’ RA0=’RA0’
MA=’MA’
12 XLLB Mx My Mz Mx2 My2 Mz2 M2 M22
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13 + Is Ias Tmp thi Ms Ku me me2 kai LLB
14 + lx=’lx’ ly=’ly’ lz=’lz’ Ms0=’Ms0’ P0=’P0’ alpha=’alpha’ MA=’
MA’ ini=’ini’
15 + Kp=’Kp’ Tcurie=’Tcurie’ me0=’me0’ Aex0=’Aex0’ me02=’me02’ id=1
16 XHD Ihd Tmp HD lx=’lx’ ly=’ly’ lz=’lz’ Tmp0=’Tmp0’
17 + Ms0=’Ms0’ Tcurie=’Tcurie’ me0=’me0’
18
19 XRA2 ex2 e2 Mx2 My2 Mz2 Tmp2 thi2 RA lx=’lx2’ ly=’ly2’ P0=’P02’
RA0=’RA02’ MA=’MA’
20 XLLB2 Mx2 My2 Mz2 Mz My Mz M22 M2
21 + Is Ias Tmp2 thi2 Ms2 Ku2 me2 kai2 LLB
22 + lx=’lx2’ ly=’ly2’ lz=’lz2’ Ms0=’Ms02’ P0=’P02’ alpha=’alpha2’
MA=’MA’ ini=’ini’
23 + Kp=’Kp2’ Tcurie=’Tcurie2’ me0=’me02’ Aex0=’Aex0’ me02=’me0’ id
=2
24 XHD2 Ihd Tmp2 me2 kai2 HD lx=’lx2’ ly=’ly2’ lz=’lz2’ Tmp0=’Tmp0’
25 + Ms0=’Ms02’ Tcurie=’Tcurie2’ me0=’me02’
26
27 E_thste thste 0 vol=’cPMA’
28 E_thste thste2 0 vol=’cPMA2’
29 E_thi thi 0 vol=’asin((1/(2*cPMA))ˆ(1/2))’
30 E_thi2 thi2 0 vol=’asin((1/(2*cPMA2))ˆ(1/2))’
31 E_Ku Ku 0 vol=’Kp*v(me)ˆgammaku’
32 E_ku2 Ku2 0 vol=’Kp2v(me2)ˆgammaku’
33
34 .param sk=’1.38064852e-23*1.0e7’
35 .param tp0=’3*Tcurie/Tmp0’ rth0=’1/sinh(tp0*me0)’
36 + kfac0=’tp0*(-rth0*rth0+1/tp0/me0/tp0/me0)’
37 .ic v(me)=’me0’ v(kai)=’lx*ly*lz*1e6*Ms0/3/sk/Tcurie*kfac0/(1-
kfac0)’
38 .param tp02=’3*Tcuri2e/Tmp0’ rth02=’1/sinh(tp02*me02)’
39 + kfac02=’tp02*(-rth02*rth02+1/tp02/me02/tp02/me02)’
40 .ic v(me2)=’me02’ v(kai2)=’lx2*ly2*lz2*1e6*Ms02/3/sk/Tcurie2*
kfac02/(1-kfac02)’
41
42 .param Nsh(a,b,c)=’1/pi*((bˆ2-cˆ2)/(2*b*c)
43 *log((sqrt(aˆ2+bˆ2+cˆ2)-a)/(sqrt(aˆ2+bˆ2+cˆ2)+a))
44 +(aˆ2-cˆ2)/(2*a*c)*log((sqrt(aˆ2+bˆ2+cˆ2)-b)/(sqrt(aˆ2+bˆ2+c
ˆ2)+b)))
45 +b/(2*c)*log((sqrt(aˆ2+bˆ2)+a)/(sqrt(aˆ2+bˆ2)-a))
46 +a/(2*c)*log((sqrt(aˆ2+bˆ2)+b)/(sqrt(aˆ2+bˆ2)-b))
47 +c/(2*a)*log((sqrt(bˆ2+cˆ2)-b)/(sqrt(bˆ2+cˆ2)+b))
48 +c/(2*b)*log((sqrt(aˆ2+cˆ2)-a)/(sqrt(aˆ2+cˆ2)+a))
49 +2*atan((a*b)/(c*sqrt(aˆ2+bˆ2+cˆ2)))
50 +(aˆ3+bˆ3-2*cˆ3)/(3*a*b*c)
51 +(aˆ2+bˆ2-2*cˆ2)/(3*a*b*c)*sqrt(aˆ2+bˆ2+cˆ2)
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52 +c/(a*b)*(sqrt(aˆ2+cˆ2)+sqrt(bˆ2+cˆ2))
53 -((bˆ2+aˆ2)ˆ(3/2)+(bˆ2+cˆ2)ˆ(3/2))/(3*a*b*c))’
54 .param Nz=’4*pi*Nsh(lx,ly,lz)’ Nz2=’4*pi*Nsh(lx2,ly2,lz2)’
55 .param pi=’355/113’ kb=’1.38e-16’ gammaku=’3.0’
56 .param Msi=’Ms0*me0’ Msi2=’Ms02*me02’
57 .param cPMA=’(((kp*me0ˆgammaku)-0.5*Mz*Msi*Msi)*lx*ly*lz*1e6)/(
kb*Tmp0)’
58 .param cPMA2=’(((kp2*me02ˆgammaku)-0.5*Mz2*Msi2*Msi2)*lx2*ly2*
lz2*1e6)/(kb*Tmp0)’
59 .param thi=’asin((1/(2*cPMA))ˆ(1/2))’ thi2=’asin((1/(2*cPMA2))
ˆ(1/2))’
60 .param Mx0=’0.0’ My0=’sin(thi)’ Mz0=’(1-2*ini)*cos(thi)’
61 .param Mx02=’0.0’ My02=’sin(thi2)’ Mz02=’(1-2*ini)*cos(thi2)’
62
63 .ic v(Mx)=’Mx0*me0’ v(My)=’My0*me0’ v(Mz)=’Mz0*me0’
64 .ic v(Mx2)=’Mx02*me02’ v(My2)=’My02*me02’ v(Mz2)=’Mz02*me02’
65 .ic v(M2)=’me0*me0’ v(Ms)=’Ms0*me0’ v(Ku)=’Kp*me0ˆgammaku’
66 .ic v(M22)=’me02*me02’ v(Ms2)=’Ms02*me02’ v(Ku2)=’Kp2*me02ˆ
gammaku’
67 .ic v(xhd.l1)=’Tmp0’ v(xhd.l2)=’Tmp0’ v(xhd.l3)=’Tmp0’
68 .ic v(xhd.l4)=’Tmp0’ v(xhd.l5)=’Tmp0’ v(xhd.l6)=’Tmp0’
69 .ic v(xhd.Tmp)=’Tmp0’ v(xhd.m1)=’Tmp0’ v(xhd.m2)=’Tmp0’
70 .ic v(xhd.r1)=’Tmp0’ v(xhd.r2)=’Tmp0’ v(xhd.r3)=’Tmp0’
71 .ic v(xhd.r4)=’Tmp0’ v(xhd.r5)=’Tmp0’ v(xhd.r6)=’Tmp0’
72 .ic v(xhd2.l1)=’Tmp0’ v(xhd2.l2)=’Tmp0’ v(xhd2.l3)=’Tmp0’
73 .ic v(xhd2.l4)=’Tmp0’ v(xhd2.l5)=’Tmp0’ v(xhd2.l6)=’Tmp0’
74 .ic v(xhd2.Tmp)=’Tmp0’ v(xhd2.m1)=’Tmp0’ v(xhd2.m2)=’Tmp0’
75 .ic v(xhd2.r1)=’Tmp0’ v(xhd2.r2)=’Tmp0’ v(xhd2.r3)=’Tmp0’
76 .ic v(xhd2.r4)=’Tmp0’ v(xhd2.r5)=’Tmp0’ v(xhd2.r6)=’Tmp0’
77
78 Ve1 e1 ex 0
79
80 .param Iatp=’1’
81 .param Ipta=’1/1.5’
82 E_Ias Ias 0 vol=’(1+(v(e1)-v(e2))/abs(v(e1)-v(e2)))*(Iatp-Ipta)
/2+Ipta’
83
84 G_Imtj1 0 Is cur=’-I(Ve1)’
85 G_Imtj2 0 Ihd cur=’I(Ve1)’
86
87 .ends
リスト A.2.12: RMTJ component
1
2 .subckt RA np nm Mx My Mz Tmp thi lx ly P0 RA0 MA
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3
4 E_thip thip 0 vol=’(1-MA)*acos((1-MA)*0.999*v(My)/((v(Mx)ˆ2+v(
My)ˆ2)ˆ(1/2)))’
5 E_th1 th1 0 vol=’((v(My)ˆ2+v(Mz)ˆ2)ˆ(1/2))’
6 E_th2 th2 0 vol=’v(Mz)/v(th1)’
7 E_thp thp 0 vol=’3.14/2*(1-v(th2))’
8
9 E_th th 0 vol=’v(thip)+v(thp)’ max=’355/113-v(thi)’ min=’v(thi)
’
10 E_pht phi 0 vol=’(1-MA)*atan(v(Mx)/v(Mz))+MA*atan(v(My)/v(Mx))’
11
12 .param asp=’2e-5’
13 .param RA=’RA0*1e-12’
14 .param Rp=’RA/(lx*ly)’
15
16 .param v0=’0.48’
17 E_TMR0 TMR0 0 vol=’2*P0ˆ2*(1-asp*v(Tmp)ˆ1.5)ˆ2/(1-P0ˆ2*(1-asp*
v(Tmp)ˆ1.5)ˆ2)*100’
18 E_TMR TMR 0 vol=’v(TMR0)/(1+((v(np)-v(nm))/v0)ˆ2)’
19 E_Rap Rap 0 vol=’(v(TMR)/100+1)*Rp’
20
21 R_MTJ np nm ’(1+cos(v(th)))*(Rp-v(Rap))/2+v(Rap)’
22 E_rmtj rmtj 0 vol=’(1+cos(v(th)))*(Rp-v(Rap))/2+v(Rap)’
23
24 .ends
リスト A.2.13: 熱伝導方式 component
1
2 .subckt HD Ihd Tmp me lx ly lz Temp0 Tcurie Ms0 me0
3
4 .param dL=’lz/7*1e7’ $[cm]
5 .param Cvf=’3.54’ $[J/cm3*K]
6 .param Cvo=’0.004’
7
8 .param Kf=’0.802’ $[W/cm*K]
9 .param Ko=’0.6’
10
11 .param Cf=’Cvf’ Co=’Cvo’ Rf=’dL*dL/Kf’ Ro=’dL*dL/Ko’
12
13 Rl01 Tmp l1 ’Rf’
14 Rl12 l1 l2 ’Rf’
15 Rl23 l2 l3 ’Rf’
16 Rl34 l3 l4 ’Rf’
17 Rl45 l4 l5 ’Rf’
18 Rl56 l5 l6 ’Rf’
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19 Rl67 l6 l7 ’Rf’
20 Vl l7 0 ’Tmp0’
21
22 Cl0 Tmp 0 ’Cf’
23 Cl1 l1 0 ’Cf’
24 Cl2 l2 0 ’Cf’
25 Cl3 l3 0 ’Cf’
26 Cl4 l4 0 ’Cf’
27 Cl5 l5 0 ’Cf’
28 Cl6 l6 0 ’Cf’
29
30 .param rho=’1e-5’ $[ohm*cm]
31 R_Ihd Ihd 0 ’1’
32 G_Tmp 0 Tmp cur=’rho*(v(Ihd)/(lx*ly*1e4))ˆ2/Kf’
33
34 .param sk=’1.38064852e-23*1.0e7’
35 E_Tp Tp 0 vol=’3*Tcurie/v(Tmp)’
36 E_rth rth 0 vol=’1/sinh(v(Tp)*v(me))’
37 E_kfac kfac 0 vol=’v(Tp)*(-v(rth)*v(rth)+1/v(Tp)/v(me)/v(Tp)/v(
me))’
38 C_me me 0 ’1’
39 G_me 0 me cur=’-v(kfac)/(1-v(kfac))*v(me)/v(Tmp)*rho*(v(Ihd)/(
lx*ly*1e4))ˆ2/Kf/(Cf+Co)’
40 E_kai kai 0 vol=’lx*ly*lz*1.0e6*Ms0/3/sk/Tcurie*v(kfac)/(1-v(
kfac))’
41
42 Rm01 Tmp m1 ’Ro’
43 Rm02 m1 m2 ’Ro’
44 Rr01 m2 r1 ’Rf’
45 Rr12 r1 r2 ’Rf’
46 Rr23 r2 r3 ’Rf’
47 Rr34 r3 r4 ’Rf’
48 Rr45 r4 r5 ’Rf’
49 Rr56 r5 r6 ’Rf’
50 Rr67 r6 r7 ’Rf’
51 Vr r7 0 ’Tmp0’
52
53 Cm0 Tmp 0 ’Co’
54 Cm1 m1 0 ’Co’
55 Cr0 m2 0 ’Cf’
56 Cr1 r1 0 ’Cf’
57 Cr2 r2 0 ’Cf’
58 Cr3 r3 0 ’Cf’
59 Cr4 r4 0 ’Cf’
60 Cr5 r5 0 ’Cf’
61 Cr6 r6 0 ’Cf’
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62
63 .ends
リスト A.2.14: LLB component (LLBソルバー)
1
2 .subckt LLB Mx My Mz Mxp Myp Mzp M2 M2p
3 + Is Ias Tmp thi Ms Ku me mep kai
4 + lx ly lz Ms0 P0 alpha MA ini Kp Tcurie me0 Aex0 me02 id
5
6 .param pi=’355/113’ gamma=’2.8e6*2*pi’
7 .param h=’6.625e-27/(2*pi)’ e=’1.602e-19’ kb=’1.38e-16’
8 .param beta=’0.4’ asp=’2e-5’
9
10 E_P P 0 vol=’P0*(1-asp*v(Tmp)ˆ1.5)’
11 E_alphat alpt 0 vol=’alpha*(1-v(Tmp)/3/Tcurie)’
12 E_alphal alpl 0 vol=’alpha*2*v(Tmp)/3/Tcurie’
13
14 .param Nsh(a,b,c)=’1/pi*((bˆ2-cˆ2)/(2*b*c)
15 *log((sqrt(aˆ2+bˆ2+cˆ2)-a)/(sqrt(aˆ2+bˆ2+cˆ2)+a))
16 +(aˆ2-cˆ2)/(2*a*c)*log((sqrt(aˆ2+bˆ2+cˆ2)-b)/(sqrt(aˆ2+bˆ2+c
ˆ2)+b)))
17 +b/(2*c)*log((sqrt(aˆ2+bˆ2)+a)/(sqrt(aˆ2+bˆ2)-a))
18 +a/(2*c)*log((sqrt(aˆ2+bˆ2)+b)/(sqrt(aˆ2+bˆ2)-b))
19 +c/(2*a)*log((sqrt(bˆ2+cˆ2)-b)/(sqrt(bˆ2+cˆ2)+b))
20 +c/(2*b)*log((sqrt(aˆ2+cˆ2)-a)/(sqrt(aˆ2+cˆ2)+a))
21 +2*atan((a*b)/(c*sqrt(aˆ2+bˆ2+cˆ2)))+(aˆ3+bˆ3-2*cˆ3)/(3*a*b*c)
22 +(aˆ2+bˆ2-2*cˆ2)/(3*a*b*c)*sqrt(aˆ2+bˆ2+cˆ2)
23 +c/(a*b)*(sqrt(aˆ2+cˆ2)+sqrt(bˆ2+cˆ2))
24 -((bˆ2+aˆ2)ˆ(3/2)+(bˆ2+cˆ2)ˆ(3/2))/(3*a*b*c))’
25 .param Nx=’4*pi*Nsh(lz,ly,lx)’
26 .param Ny=’4*pi*Nsh(lz,lx,ly)’
27 .param Nz=’4*pi*Nsh(ly,lx,lz)’
28 .param gammaku=’3.0’
29
30 ** Demagnetization Field
31 E_M2 M2 0 vol=’v(Mx)*v(Mx)+v(My)*v(My)+v(Mz)*v(Mz)’
32 E_Ms Ms 0 vol=’Ms0*sqrt(v(M2))’
33 E_Hdx Hdx 0 vol=’-Nx*v(Mx)*Ms0’
34 E_Hdy Hdy 0 vol=’-Ny*v(My)*Ms0’
35 E_Hdz Hdz 0 vol=’-Nz*v(Mz)*Ms0’
36
37 ** Anisotropy Field
38 E_Hiz Hiz 0 vol=’2*v(Ku)/Ms0*(v(Mz)+1e-20)’
39
40 ** Effective Field
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41 E_Hefx Hefx 0 vol=’v(Hdx)’
42 E_Hefy Hefy 0 vol=’v(Hdy)’
43 E_Hefz Hefz 0 vol=’v(Hdz)+MA*v(Hiz)’
44
45 ** Exchange Field
46 .param alphaAex=’(id==1)?1.76:1.66’, betaAex=’(id==1)
?1.66:1.76’
47 E_cos Cos 0 vol=’(v(Mx)*v(Mxp)+v(My)*v(Myp)+v(Mz)*v(Mzp))/sqrt(
v(M2))/sqrt(v(M2p))’
48 E_Aex Aex 0 vol=’2.0*Aex0*sqrt(v(me)ˆalphaAex*v(mep)ˆbetaAex)/v(
Ms)/(0.2*1.0e-9.1.0e2)/(0.2*1.0e-9*1.0e2)’
49 E_Hexcx Hexcx 0 vol=’v(Aex)*(v(Mxp)/sqrt(v(M2p))-v(Cos)*v(Mx)/
sqrt(v(M2)))’
50 E_Hexcy Hexcy 0 vol=’v(Aex)*(v(Myp)/sqrt(v(M2p))-v(Cos)*v(My)/
sqrt(v(M2)))’
51 E_Hexcz Hexcz 0 vol=’v(Aex)*(v(Mzp)/sqrt(v(M2p))-v(Cos)*v(Mz)/
sqrt(v(M2)))’
52
53 ** Thermal Field
54 E_Htx Htx 0 vol=’v(Hefx)+v(Hexcx)+1/2/v(kai)*(1-v(M2)/v(me)/v(
me))*v(Mx)*Ms0’
55 E_Hty Hty 0 vol=’v(Hefy)+v(Hexcy)+1/2/v(kai)*(1-v(M2)/v(me)/v(
me))*v(My)*Ms0’
56 E_Htz Htz 0 vol=’v(Hefz)+v(Hexcz)+1/2/v(kai)*(1-v(M2)/v(me)/v(
me))*v(Mz)*Ms0’
57 E_Ht Ht 0 vol=’v(Htx)*v(Mx)+v(Hty)*v(My)+v(Htz)*v(Mz)’
58
59 ** Spin transfer torque
60 R_Is Is 0 ’v(Ias)*v(P)*h/(2*e*lx*ly*lz*1.0e6v(Ms))’
61
62
63 ** LLBS eq.
64 C_Mx Mx 0 ’(1+v(alpt)*v(alpt))/gamma’
65 G_dMx_prec 0 Mx cur=’-(v(My)*(v(Hefz)+v(Hexcz))-(v(Hefy)+v(Hexcy
))*v(Mz))’
66 G_dMx_damp 0 Mx cur=’-v(alpt)*(v(My)*(v(Mx)*(v(Hefy)+v(Hexcy))
-(v(Hefx)+v(Hexcx))*v(My))
67 -(v(Mz)*(v(Hefx)+v(Hexcx))-(v(Hefz)+v(Hexcz))*v(Mx))*v(Mz))’
68 G_dMx_torq 0 Mx cur=’v(Is)*(v(My)*(v(My)*Mpy-Mpx*v(My))-(v(Mz)*
Mpx-Mpz*v(Mx))*v(Mz))’
69 G_dMx_th 0 Mx cur=’v(alpl)*v(Ht)*v(Mx)’
70
71 C_My My 0 ’(1+v(alpt)*v(alpt))/gamma’
72 G_dMy_prec 0 My cur=’-(v(Mz)*(v(Hefx)+v(Hexcx))-(v(Hefz)+v(Hexcz
))*v(Mx))’
73 G_dMy_damp 0 My cur=’-v(alpt)*(v(Mz)*(v(My)*(v(Hefz)+v(Hexcz))
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-(v(Hefy)+v(Hexcy))*v(Mz))
74 -(v(Mx)*(v(Hefy)+v(Hexcy))-(v(Hefx)+v(Hexcx))*v(My))*v(Mx))’
75 G_dMy_torq 0 My cur=’v(Is)*(v(Mz)*(v(My)*Mpz-Mpy*v(Mz))-(v(Mx)*
Mpy-Mpx*v(My))*v(Mx))’
76 G_dMy_th 0 My cur=’v(alpl)*v(Ht)*v(My)’
77
78 C_Mz Mz 0 ’(1+v(alpt)*v(alpt))/gamma’
79 G_dMz_prec 0 Mz cur=’-(v(Mx)*(v(Hefy)+v(Hexcy))-(v(Hefx)+v(Hexcx
))*v(My))’
80 G_dMz_damp 0 Mz cur=’-v(alpt)*(v(Mx)*(v(Mz)*(v(Hefx)+v(Hexcx))
-(v(Hefz)+v(Hexcz))*v(Mx))
81 -(v(My)*(v(Hefz)+v(Hexcz))-(v(Hefy)+v(Hexcy))*v(Mz))*v(My))’
82 G_dMz_torq 0 Mz cur=’v(Is)*(v(Mx)*(v(Mz)*Mpx-Mpz*v(Mx))-(v(My)*
Mpz-Mpy*v(Mz))*v(My))’
83 G_dMz_th 0 Mz cur=’v(alpl)*v(Ht)*v(Mz)’
84
85 .ends
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