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Introdução
Algumas das áreas matemátias surgiram e foram desenvolvidas na tentativa de
soluionar problemas reais, ou seja, aqueles relaionados om alguma situação prátia.
Com freqüênia estes problemas reais não podem ser soluionados através de fórmulas
exatas. Para tanto, reorre-se à Métodos Numérios a m de enontrar uma boa aproxi-
mação para a solução do problema. Nosso interesse aqui é estudar maneiras de aproximar
funções utilizando métodos numérios. Estudaremos a Interpolação Polinomial por La-
grange, Newton e, mais importante, a Interpolação Polinomial usando Splines.
Para tanto, este trabalho é desenvolvido em três apítulos. No primeiro apítulo
será apresentada a denição de Polinmio Interpolador, inluindo o teorema da uniidade,
a interpolação polinomial por Lagrange e Newton, e o estudo do erro. Terminamos o
apítulo apresentando a interpolação polinomial por partes: splines, enfatizando o uso
desta aproximação. Este apítulo é de grande importânia, pois desenvolveremos as idéias
básias para ompreensão dos apítulos seguintes.
No segundo apítulo apresentaremos a denição de spline, mostrando que o on-
junto de splines forma um Espaço Vetorial. Para tornar o texto auto ontido, o apítulo
ontém algumas noções úteis da álgebra linear.
O tereiro apítulo trata de uma apliação de splines, onde apliamos o Método
da Coloação para alular soluções aproximadas de uma Equação Diferenial de segunda
ordem om ondições de ontorno, através da base B-spline denida no apítulo anterior.
O trabalho enerra-se om algumas onsiderações nais e referênias bibliográas.
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Capítulo 1
Interpolação
Os Métodos Numérios orrespondem a um onjunto de ferramentas ou ténias
usadas para se obter a solução de problemas matemátios de forma aproximada. Esses
métodos se apliam a problemas que não são simples de ser resolvidos analitiamente.
Neste apítulo, nosso interesse é aproximar funções genérias por meio de um
grupo de funções mais simples. Tal interesse provém de diversas situações tais omo:
quando não onheemos a expressão analítia da função ou quando a função apresenta
uma forma analítia muito omplexa[7℄. Estudaremos a aproximação de funções por meio
de polinmios e splines e abordemos o estudo do erro. A maior parte deste apítulo será
dediada ao estudo das propriedades destas lasses de funções.
1.1 O problema da Interpolação
Interpolar uma função f(x) onsiste em aproximar essa função por uma outra
função g(x), esolhida entre uma lasse de funções denidas a priori e que satisfaça al-
gumas propriedades. A função g(x) é então usada em substituição à função f(x). A
neessidade de se efetuar esta substituição surge em várias situações, omo por exemplo:
(a) quando não onheemos a expressão analítia de f(x), ou seja, quando são onheidos
4
5somente os valores numérios da função para um onjunto de pontos, situação que
oorre muito freqüentemente na prátia quando se trabalha om dados experimentais.
(b) quando f(x) é extremamente ompliada. Então, às vezes, é interessante sariar a
preisão em benefíio da simpliação dos álulos.
As lasses de funções mais usadas na aproximação de uma função dada são
polinmios, funções trigonométrias, exponeniais e funções raionais. Destas, o
polinmio interpolador é, há muito tempo, a mais usada.
Este apítulo tratará espeiamente desta lasse de função.
1.2 Interpolação Polinomial
A análise numéria desenvolve métodos para a aproximação da solução de prob-
lemas omplexos que não são resolúveis por ténias analítias[12℄. A aproximação de
funções por polinmios é uma das idéias mais antigas da análise numéria, e ainda uma
das mais usadas. Os motivos para isto são muitos: os polinmios são failmente om-
putáveis, suas derivadas e integrais são novamente polinmios, suas raízes podem ser
enontradas om relativa failidade, et. Portanto, é vantajoso substituir uma função
ompliada por um polinmio que a aproxime.
Denição 1.1 Consideremos (n + 1) pontos distintos: x0, x1, . . . , xn, hamados nós de
interpolação e n+1 valores de uma função y = f(x) sobre esses pontos, isto é: f(x0) = y0,
f(x1) = y1, . . . , f(xn) = yn.
Chamamos de polinmio interpolador, ao polinmio Pn(x) de grau menor ou igual
a n, tal que
f(xk) = Pn(xk); k = 0, 1, 2, . . . , n.
6Figura 1.1: Polinmio Interpolador de grau n
Teorema 1.1 Dados n + 1 pontos distintos x0, x1, . . . , xn (reais ou omplexos) e n + 1
valores f(x0), f(x1), . . . , f(xn), existe um e só um polinmio Pn(x), de grau 6 n, tal que:
Pn(xk) = f(xk); k = 0, 1, 2, . . . , n.
Demonstração: Considere Pn(x) um polinmio de grau n, ou seja:
Pn(x) = a0 + a1x+ a2x
2 + . . .+ anx
n =
n∑
k=0
akx
k; ak onstante.
Para determinar Pn(xk) devemos determinar as onstantes ak de modo que
Pn(xk) = f(xk); k = 0, . . . , n.
Isto é equivalente a resolver o sistema linear de n+ 1 equações e n+ 1 inógnitas:

a0 + a1x0 + a2x
2
0 + · · ·+ anx
n
0 = f(x0)
a0 + a1x1 + a2x
2
1 + · · ·+ anx
n
1 = f(x1)
.
.
. =
.
.
.
a0 + a1xn + a2x
2
n + · · ·+ anx
n
n = f(xn)
.
O sistema aima terá solução únia desde que o determinante da matriz dos oe-
7ientes das inógnitas seja não nulo[15℄.
Denotando A =


1 x0 x
2
0 · · · x
n
0
1 x1 x
2
1 · · · x
n
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 xn x
2
n · · · x
n
n


,
temos que A é a matriz de Vandermonde e seu determinante é dado por[3℄
det(A) =
∏
j>i
(xj − xi).
Como xi 6= xj , para i 6= j, temos que det(A) 6= 0 o que enerra a demonstração.
Assim, o problema de determinar o valor de uma função f(x) aproximadamente
em um ponto x¯; utilizando apenas os valores (xi, f(xi)); i = 0, . . . , n; pode ser resolvido
substituindo f(x¯) por Pn(x¯) onde Pn(x) é o polinmio de grau n que passa pelos pontos
dados.
A seguir apresentaremos a interpolação para os asos linear e quadrátio, a m de
motivar o estudo da próxima seção.
1.2.1 Interpolação Linear
Dados dois pontos distintos (x0, y0) e (x1, y1) om y0 = f(x0) e y1 = f(x1), o
polinmio interpolador terá grau 1, isto é,
P1(x) = a0 + a1x.
Para determiná-lo, os oeientes a0 e a1 devem ser alulados de forma que se
tenha:
P1(x0) = f(x0) = y0 e P1(x1) = f(x1) = y1.
8Ou seja, basta resolver o sistema linear abaixo:

a0 + a1x0 = y0
a0 + a1x1 = y1
,
onde a0 e a1 são as inógnitas.
A Figura 1.2 mostra os dois pontos (x0, y0) e (x1, y1) e a reta que passa por eles.
x0 x1
y0
y1
b
b
P1(x)
Figura 1.2: P1(x) interpolando f(x) em x0 e x1
Exemplo 1.1 Seja a função y = f(x) denida nos pontos da tabela 1.1 abaixo. Deter-
minar aproximadamente o valor de f(0, 1).
x -2 5
f(x) 7,4 -8
Tabela 1.1: Dados
Solução: Como temos 2 pontos denidos pela função f(x), o polinmio interpo-
lador será de grau 1.
Seja P(x) = a0 + a1x este polinmio. Então,
P1(0) = f(−2)⇒ a0 + a1 · (−2) = 7, 4
e
P1(2) = f(5)⇒ a0 + a1 · 5 = −8.
Resolvendo o sistema linear obtemos:
a0 = 3 e a1 = −2, 2.
9Assim, P1(x) = 3− 2, 2x é polinmio que interpola f(x) em x0 = −2 e x1 = 5.
Logo, para x = 0, 1; temos
f(0, 1) ≈ P1(0, 1) = 3− 2, 2 · 0, 1 = 2, 78.
1.2.2 Interpolação Quadrátia
Se de uma função são onheidos três pontos, então o polinmio interpolador será
P2(x) = a0 + a1x+ a2x
2. (1.1)
Para determinar os valores de a0, a1 e a2 é neessário resolver o sistema:

a0 + a1x0 + a2x
2
0 = y0
a0 + a1x1 + a2x
2
1 = y1
a0 + a1x2 + a2x
2
2 = y2
,
onde os pontos (x0, y0), (x1, y1) e (x2, y2) são onheidos.
Exemplo 1.2 Seja a função y = f(x) tal que f(−1) = 9, f(0) = 5 e f(3) = 11. Vamos
enontrar o polinmio de grau 6 2 que interpola f(x) nos pontos dados.
Solução: P2(x) = a0 + a1x + a2x
2
é o polinmio interpolador de f(x). Logo,
tem-se:
P2(−1) = f(−1)⇒ a0 + a1 · (−1) + a2 · (−1)
2 = 9⇒ a0 − a1 + a2 = 9,
P2(0) = f(0)⇒ a0 + a1 · (0) + a2 · (0)
2 = 5⇒ a0 = 5 e
P2(3) = f(3)⇒ a0 + a1 · (3) + a2 · (3)
2 = 11⇒ a0 + 3a1 + 9a2 = 11.
Resolvendo o sistema linear, obtemos:
a0 = 5, a1 = −
5
2
e a2 =
3
2
.
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Assim, o polinmio que interpola f(x) em x0 = −1, x1 = 0 e x2 = 3 é:
P2(x) = 5−
5
2
x+
3
2
x2.
Neste último exemplo, embora a resolução do sistema linear tenha sido um proesso
simples e exato na obtenção de P2(x), não podemos esperar que isto oorra sempre[1℄.
Em alguns asos, obter o polinmio interpolador através da solução de sistema
lineares é muito trabalhoso e na solução pode oorrer erros de arredondamentos, fazendo
om que a solução obtida seja irreal. Conforme vimos, o polinmio Pn(x) que interpola
f em x0, x1, . . . , xn é únio. Estudaremos a seguir duas formas de se obter este polinmio
interpolador hamadas de Lagrange e Newton.
1.2.3 Interpolação Polinomial pelo Método de Lagrange
Sejam x0, x1, . . . , xn, (n+1) pontos distintos e yi = f(xi), i = 0, . . . , n. Seja Pn(x)
o polinmio de grau 6 n que interpola f em x0, x1, . . . , xn. Podemos representar Pn(x)
na forma Pn(x) = y0L0(x) + y1L1(x) + · · · + ynLn(x), onde os polinmios Lk(x) são de
grau n e denidos por
Lk(x) =
(x− x0) . . . (x− xk−1)(x− xk+1) . . . (x− xn)
(xk − x0) . . . (xk − xk−1)(xk − xk+1) . . . (xk − xn)
, k = 0, 1, ..., n.
É fáil veriar que:
Lk(xj) =


0, se k 6= j
1, se k = j
. (1.2)
Baseado na propriedade (1.2) segue imediatamente que para ada i temos:
Pn(xi) = y0L0(xi) + y1L1(xi) + · · ·+ ynLn(xi) = yi.
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Assim, para valores dados:f(x0), f(x1), . . . , f(xn) de uma função f(x) = y, o polinmio
Pn(x) =
n∑
k=0
ykLk(x)
onde
Lk(x) =
n∏
i=0
i6=k
(x− xi)
n∏
i=0
i6=k
(xk − xi)
é hamado de Fórmula de Lagrange para o polinmio interpolador.
Exemplo 1.3 Considere a função y = f(x) denida pelos pontos do Exemplo 1.2. Temos:
x0 = −1, y0 = f(x0) = 9;
x1 = 0, y1 = f(x1) = 5;
x2 = 3, y2 = f(x2) = 11.
O polinmio de interpolação na forma de Lagrange é dado por:
P2(x) =
2∑
k=0
ykLk(x).
Determinemos os polinmios Lk(x), k = 0, 1, 2.
Temos:
L0(x) =
(x− x1)(x− x2)
(x0 − x1)(x0 − x2)
=
(x− 0)(x− 3)
(−1− 0)(−1− 3)
=
x2 − 3x
4
L1(x) =
(x− x0)(x− x2)
(x1 − x0)(x1 − x2)
=
(x+ 1)(x− 3)
(0 + 1)(0− 3)
=
x2 − 2x− 3
−3
L2(x) =
(x− x0)(x− x1)
(x2 − x0)(x2 − x1)
=
(x+ 1)(x− 0)
(3 + 1)(3− 0)
=
x2 + x
12
12
Assim, na forma de Lagrange
P2(x) = 9
(
x2 − 3x
4
)
+ 5
(
x2 − 2x− 3
−3
)
+ 11
(
x2 + x
12
)
.
Agrupando os termos semelhantes, segue que:
P2(x) = 5−
5
2
x+
3
2
x2.
Exemplo 1.4 Determinar o polinmio de interpolação de Lagrange de tereiro grau, para
a função onheida pelos pontos dados na tabela 1.2. Determinar P(0, 3).
x 0 0,2 0,4 0,5
f(x) 0 2,008 4,064 5,125
Tabela 1.2: Dados do problema
Solução: P3(x) =
3∑
k=0
ykLk(x). Assim,
P3(x) = 0 ·
(x− 0, 2)(x− 0, 4)(x− 0, 5)
(0− 0, 2)(0− 0, 4)(0− 0, 5)
+ 2, 008 ·
(x− 0)(x− 0, 4)(x− 0, 5)
(0, 2− 0)(0, 2− 0, 4)(0, 2− 0, 5)
+ 4, 064 ·
(x− 0)(x− 0, 2)(x− 0, 5)
(0, 4− 0)(0, 4− 0, 2)(0, 4− 0, 5)
+ 5, 125 ·
(x− 0)(x− 0, 2)(x− 0, 4)
(0, 5− 0)(0, 5− 0, 2)(0, 5− 0, 4)
=
2, 008
0, 012
(x3 − 0, 9x2 + 0, 2x) +
4, 064
−0, 008
(x3 − 0, 7x2 + 0, 1x)
+
5, 125
0, 015
(x3 − 0, 6x2 + 0, 008x)
⇒ P3(x) = x
3 + 10x.
∴ f(0, 3) ≈ P3(0, 3) = 3, 027.
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1.2.4 Interpolação Polinomial pelo Método de Newton
Nem sempre temos onheimento, a priori, do grau adequado para o polinmio
interpolador. Um teste razoável onsiste em aumentar o número de pontos de interpolação,
resendo portanto o grau do polinmio interpolador, e testar se houve melhoria nos
álulos. Observando a fórmula de Lagrange, veriamos que se aresentarmos um novo
ponto de interpolação os álulos anteriores deverão ser refeitos.
Seria interessante se houvesse possibilidade de, onheido o polinmio de grau p,
passar para o de grau p + 1 apenas aresentando mais um termo ao polinmio de grau
p. Para tanto, veremos agora que tal objetivo é alançado através da fórmula de Newton
do polinmio interpolador.
A forma de Newton para o polinmio Pn(x) que interpola f em (n + 1) pontos
distintos x0, x1, . . . , xn, pode ser esrita omo:
Pn(x) = d0 + d1(x− x0) + d2(x− x0)(x− x1) + · · ·+ dn(x− x0)(x− x1) . . . (x− xn−1);
onde as onstantes d0, d1, . . . , dn serão determinadas pelas ondições de interpolação. Tais
oeientes são diferenças divididas de ordem k entre os pontos (xj, f(xj)), j = 0, 1, . . . , k.
Para a onstrução do polinmio de interpolação por este método, preisaremos
então da noção de diferença dividida de uma função.
Denição 1.2 (Diferença Dividida) Sejam x0, x1, . . . , xn; (n+ 1) pontos distintos no
intervalo [a, b], e sejam f(x0), f(x1), . . . , f(xn); (n + 1) valores de uma função y = f(x)
sobre x = xk, k = 0, 1, . . . , n. Deni-se:
f [xk] = f(xk), k = 0, 1, . . . , n,
f [x0, x1] =
f [x1]− f [x0]
x1 − x0
=
f(x1)− f(x0)
x1 − x0
f [x0, x1, x2] =
f [x1, x2]− f [x0, x1]
x2 − x0
f [x0, x1, x2, x3] =
f [x1, x2, x3]− f [x0, x1, x2]
x3 − x0
.
.
.
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Assim, temos:
f [x0, x1, . . . , xn] =
f [x1, x2, . . . , xn]− f [x0, x1, . . . , xn−1]
xn − x0
onde f [x0, x1, . . . , xn] é a diferença dividida de ordem n da função f(x) sobre os pontos
x0, x1, . . . , xn.
Uma maneira prátia de alular as diferenças divididas é através da Tabela de
Diferenças Divididas. A tabela pode ser failmente onstruída aso seja usada uma pro-
priedade de simetria das diferenças.
xi f [xi] [xi, xi+1] f [xi, xi+1, xi+2] . . .
x0 f [x0] = f(x0)
f [x0, x1] =
f [x1]−f [x2]
x1−x0
x1 f [x1] = f(x1) f [x0, x1, x2] =
f [x1,x2]−f [x0,x1]
x2−x0
f [x1, x2] =
f [x2]−f [x1]
x2−x1
. . .
x2 f [x2] = f(x2) f [x1, x2, x3] =
f [x2,x3]−f [x1,x2]
x3−x1
f [x2, x3] =
f [x3]−f [x2]
x3−x2
. . .
x3 f [x3] = f(x3) f [x2, x3, x4] =
f [x3,x3]−f [x2,x3]
x4−x2
f [x3, x4] =
f [x4]−f [x3]
x4−x3
. . .
x4 f [x4] = f(x4)
.
.
.
.
.
.
.
.
.
.
.
.
Tabela 1.3: Tabela de Diferenças Divididas
A Tabela 1.3 é onstruída da seguinte maneira:
a) a primeira oluna é substituída dos pontos xk, k = 0, 1, . . . , n;
b) a segunda oluna ontém os valores de f(x) nos pontos xk, k = 0, 1, . . . , n;
) nas olunas 1, 2, 3,. . . , estão as diferenças divididas de ordem 1, 2, 3. . . . Cada
uma destas diferenças é uma fração ujo numerador é sempre a diferença entre duas
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diferenças onseutivas e de ordem imediatamente inferior, e ujo denominador é a
diferença entre os dois extremos dos pontos envolvidos.
Prova-se que as diferenças divididas satisfazem a propriedade a seguir[3℄:
f [x0, x1, . . . , xk] é simétria nos argumentos, ou seja,
f [x0, x1, . . . , xk] = f [xj0, xj1 , . . . , xjk ],
onde j0, j1, . . . , jk é qualquer permutação de 0, 1, . . . , k.
Por exemplo,
f [x0, x1] =
f [x1]− f [x0]
x1 − x0
=
f [x0]− f [x1]
x0 − x1
= f [x1, x0].
Para k = 2
f [x0, x1, x2] = f [x0, x2, x1] = f [x1, x0, x2] = f [x1, x2, x0]
= f [x2, x0, x1] = f [x2, x1, x0].
Forma de Newton
Seja f(x) ontínua e om tantas derivadas ontínuas quanto neessárias em um
intervalo [a, b], onde a = x0 < x1 < x2 < . . . < xn = b, (n + 1) pontos. Para onstruir o
polinmio Pn(x) que interpola f em x0, x1, . . . , xn, iniiamos a onstrução obtendo P0(x)
que interpola f em x = x0 e assim, suessivamente, onstruiremos Pk(x) que interpola f
em x0, x1, . . . , xk, om k = 0, 1, . . . , n.
Seja P0(x) o polinmio de grau 0 que interpola f em x = x0. Então P0(x) =
f(x0) = f [x0]. Para todo x ∈ [a, b], x 6= x0, temos que:
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f [x0, x] =
f [x]− f [x0]
x− x0
=
f(x)− f(x0)
x− x0
⇒ (x− x0)f [x0, x] = f(x)− f(x0)
⇒ f(x) =
f(x0)︸ ︷︷ ︸
P0(x)
+
(x− x0)f [x0, x]︸ ︷︷ ︸
E0(x)
⇒ E0(x) = f(x)−P0(x) = (x− x0)f [x0, x].
Note que E0(x) = f(x)−P0(x) é o erro ometido ao se aproximar f(x) por P0(x).
Estudaremos o erro om mais detalhes na próxima seção.
Vamos agora, onstruir P1(x), o polinmio de grau 6 1 que interpola f(x) em x0
e x1.
Temos que:
f [x0, x1, x] = f [x1, x0, x] =
f [x0, x]− f [x1, x0]
x− x1
=
f(x)−f(x0)
x−x0
− f [x1, x0]
x− x1
=
f(x)− f(x0)− (x− x0)
(x− x1)(x− x0)
f [x1, x0]
⇒ f [x0, x1, x] =
f(x)− f(x0)− (x− x0)
(x− x0)(x− x1)
f [x1, x0]
⇒ f(x) = f(x0) + (x− x0)f [x1, x0] + (x− x0)(x− x1)f [x0, x1, x]
Mas
f(x0) + (x− x0)f [x1, x0] = P1(x)
visto que
P1(x0) = f(x0)
P1(x1) = f(x0) + (x1 − x0)
f(x1)− f(x0)
x1 − x0
= f(x1).
Logo
f(x) =
f(x0) + (x− x0)f [x1, x0]︸ ︷︷ ︸
P1(x)
+
(x− x0)(x− x1)f [x0, x1, x]︸ ︷︷ ︸
E1(x)
.
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Vamos agora onstruir P2(x), o polinmio de grau 6 2 que interpola f(x) em x0, x1
e x2.
Temos que:
f [x0, x1, x2, x] = f [x2, x1, x0, x] =
f [x1, x0, x]− f [x2, x1, x0]
x− x2
=
f [x0,x]−f [x1,x0]
x−x1
− f [x2, x1, x0]
x− x2
=
f(x)−f(x0)
x−x0
−f [x1,x0]
x−x1
− f [x2, x1, x0]
x− x2
=
f(x)− f(x0)− (x− x0)f [x1, x0]− (x− x0)(x− x1)f [x2, x1, x0]
(x− x0)(x− x1)(x− x2)
⇒ f(x) = f(x0) + (x− x0)f [x0, x1] + (x− x0)(x− x1)f [x0, x1, x2]+
+ (x− x0)(x− x1)(x− x2)f [x0, x1, x2, x].
Então,
P2(x) = f(x0)− (x− x0)f [x0, x1] + (x− x0)(x− x1)f [x0, x1, x2]
e
E2(x) = (x− x0)(x− x1)(x− x2)f [x0, x1, x2, x].
Apliando suessivamente o mesmo raioínio para
x0, x1, x2, x3;
x0, x1, x2, x4;
.
.
.
x0, x1, x2, . . . , xn;
,
temos a forma de Newton para o polinmio de grau 6 n que interpola f(x) em x0, . . . , xn:
Pn(x) = f(x0) + (x− x0)f [x0, x1] + (x− x0)(x− x1)f [x0, x1, x2] + . . .
+ (x− x0)(x− x1) . . . (x− xn)f [x0, x1, . . . , xn],
onde o erro é dado por
En(x) = (x− x0)(x− x1) . . . (x− xn−1)f [x0, x1, . . . , xn].
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Podemos veriar que de fato Pn(x) interpola f(x) em x0, x1, . . . , xn, pois sendo
f(x) = Pn(x)+En(x), então, para todo xk, k = 0, . . . , n, temos f(xk) = Pn(xk)+En(xk) =
Pn(xk) + 0 = Pn(xk).
Exemplo 1.5 Dados os mesmos pontos denidos em y = f(x) dos exemplos 1.2 e 1.3,
usando a forma de Newton, determinar o polinmio P2(x) que interpola f .
Solução: O polinmio interpolador na forma de Newton é dado por:
P2(x) = f(x0) + (x− x0)f [x0, x1] + (x− x0)(x− x1)f [x0, x1, x2].
A priori, onstruímos a tabela de diferenças divididas.
xi f(xi) f [xi, xi+1] f [xi, xi+1, xi+2]
-1 9
-4
0 5
5
2
6
3 23
Tabela 1.4: Tabela de Diferenças Divididas de ordem 2
Assim temos: f [x0] = 9, f [x0, x1] = −4 e f [x0, x1, x2] =
3
2
. Logo:
P2(x) = 9 + (x+ 1) · (−4) + (x+ 1)(x− 0) ·
3
2
.
Agrupando os termos semelhantes, obtemos P2(x) = 5−
5
2
x+
3
2
x2, que é a mesma
expressão obtida nos Exemplos 1.2 e 1.3.
Exemplo 1.6 Determinar o polinmio interpolador que passe pelos pontos (1,0), (2,2),
(4,12) e (5,20).
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Solução: Temos:
x0 = 1, f(x0) = 0,
x1 = 2, f(x1) = 2,
x2 = 4, f(x2) = 12,
x3 = 5, f(x3) = 20,
e, portanto n = 3. Assim, o polinmio de interpolação na forma de Newton é dado por:
P3(x) = f [x0] + (x− x0)f [x0, x1] + (x− x0)(x− x1)f [x0, x1, x2]
+ (x− x0)(x− x1)(x− x2)f [x0, x1, x2, x3].
Construímos então a tabela de diferenças divididas 1.5:
xi f(xi) f [xi, xi+1] f [xi, xi+1, xi+2] f [xi, xi+1, xi+2, xi+3]
1 0
2
2 2 1
5 0
4 12 1
8
5 20
Tabela 1.5: Tabela de Diferenças Divididas de ordem 3
Temos f [x0] = 0, f [x0, x1] = 2, f [x0, x1, x2] = 1 e f [x0, x1, x2, x3] = 0.
Assim,
P(x) = 0 + 2(x− 1) + 1(x− 1)(x− 2) + 0(x− 1)(x− 2)(x− 4) = x(x− 1).
Observação 1.1 Neste exemplo, apesar de usarmos 4 pontos de interpolação, o que
deveria produzir um polinmio de grau 3, o resultado foi um polinmio de grau 2. De
fato, os quatro pontos estão sobre a parábola.
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1.3 O Estudo do erro
Como vimos, substituir uma função f por um polinmio interpolador Pn(x), de
grau 6 n para obtermos um valor aproximado da função f(x) orrespondente a algum
ponto distinto dos xi dados, i = 0, 1, . . . , n, não é uma operação impune: erros são
introduzidos nesta aproximação, ou seja, para todo x no intervalo [x0, xn] podemos denir
o erro por
En(x) = f(x)−Pn(x).
O que podemos dizer a respeito da qualidade desta aproximação, uma vez que
podemos arquitetar muitas funções que passem pelos n + 1 pontos (xi, f(xi))? Estas e
outras perguntas são respondidas quando estudamos a teoria do erro.
1.3.1 O erro na Interpolação Linear
Seja o intervalo [x0, x1] e um ponto x¯ ∈ [x0, x1]. Como vimos, a interpolação
linear onsiste em aproximar f(x) por P1(x), onde P1(x) é a reta que passa pelos pontos
(x0, f(x0)) e (x1, f(x1)). Assim, o erro ometido nesta aproximação é dado por:
E1(x) = f(x)−P1(x).
No ponto x¯, o erro depende de sua loalização e se x¯ oinidir om x0 ou x1, o erro
será nulo. Diante disto, onlui-se que o erro é uma função que se anula nos pontos x0 e
x1. Podemos supor então que E1(x) seja da forma:
E1(x) = A(x− x0)(x− x1),
onde A é uma onstante que depende de x à ser determinada.
Com o objetivo de determinar a onstante A, vamos onsiderar a função auxiliar
denida por:
W (t) = f(t)− P1(t)− Ê1(t),
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em que
P1(t) = a0 + a1t
e
Ê1(t) = (t− x0)(t− x1)A(x).
De fato, da função auxiliar, vem:
W (t) = f(t)− (a0 + a0t)− (t− x0)(t− x1)A(x).
Supondo que f seja ontínua em [x0, x1] e om derivadas de ordem 2 em (x0, x1),
teremos que W (t) também satisfará essas mesmas propriedades, tendo em vista que P1(t)
e Ê1(t) são funções polinomiais de primeiro e segundo grau, respetivamente.
Por outro lado, temos queW (x0) = W (x1) = W (x¯) = 0. Agora preisamos lembrar
um resultado importante onheido omo teorema de Rolle e que desrevemos a seguir.
Teorema 1.2 (Teorema de Rolle) Seja f uma função ontínua em um intervalo [a, b]
e difereniável em (a, b). Se f(a) = f(b), então, existe pelo menos um ponto ε ∈ (a, b),
tal que f ′(ε) = 0 (A demonstração desse teorema pode ser enontrada em Stewart [9℄).
Podemos então utilizar o Teorema de Rolle 1.2 para onluir que:

W (x0) = W (x¯) = 0 ⇒ ∃ ε1(x¯) ∈ (x0, x¯) / W
′(ε1) = 0
W (x¯) = W (x1) = 0 ⇒ ∃ ε2(x¯) ∈ (x¯, x2) / W
′(ε2) = 0
W ′(ε1) = W
′(ε2) = 0 ⇒ ∃ ε(x¯) ∈ (ε1, ε2) / W
′′(ε) = 0
Mas omo W ′′(t) = f ′′(t)− 2A, fazendo t = ε, vem:
W ′′(ε) = f ′′(ε)− 2A = 0⇒ A =
f ′′(ε)
2
.
Logo,
E1(x) = (x− x0)(x− x1)
f ′′(ε)
2
,
para algum ε ∈ (x0, x1).
Observamos que o erro depende da onavidade da urva, ou seja, de f ′′(x).
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1.3.2 O erro na Interpolação Quadrátia
Como já visto no estudo do erro na interpolação linear e lembrando que, agora,
são três os pontos onheidos, o erro é dado pelas expressões:
1) E2(x) = f(x)−P2(x),
onde f(x) é a função dada e P2(x) é o polinmio interpolador de segundo grau;
2) E2(x) = (x− x0)(x− x1)(x− x2)A.
Tem-se, agora, omo objetivo, a determinação do valor do parâmetro A.
Fazendo-se
W (t) = f(t)−P2(t)− E2(t)
e sabendo-se que
P2(t) = a0 + a1t+ a2t
2
e
E2(t) = (t− x0)(t− x1)(t− x2)A,
vem:
W (t) = f(t)− (a0 + a1t+ a2t
2)− (t− x0)(t− x1)(t− x2)A.
Como P2(t) e E2(t) são funções polinomiais e supondo f(t) ontínua em [x0, x2] e
derivável em (x0, x1), W (t) também o é e também se anula pelo menos em t = x0, t = x1,
t = x2 e t = x¯.
Logo, pelo Teorema de Rolle 1.2, tem-se:
∃ ε1 ∈ (x0, x¯) / G
′(ε1) = 0
∃ ε2 ∈ (x¯, x1) / G
′(ε2) = 0
∃ ε3 ∈ (x1, x2) / G
′(ε3) = 0
Apliando novamente o Teorema de Rolle 1.2 na função G′(t), vem:
∃ ε4 ∈ (ε1, ε2) / G
′′(ε4) = 0
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∃ ε5 ∈ (ε2, ε3) / G
′′(ε5) = 0
e, nalmente
∃ ε ∈ (ε4, ε5)
e, portanto
ε ∈ (x0, x2) / G
′′′(ε) = 0.
Mas omo W ′′′(t) = f ′′′(t)− 6A, temos
0 = W ′′′(ε) = f ′′′(ε)− 6A⇒ A =
f ′′′(ε)
6
=
f ′′′(ε)
3!
para ε ∈ (x0, x2). Portanto
E2(x) = (x− x0)(x− x1)(x− x2)
f ′′′(ε)
3!
, ε ∈ (x0, x2).
1.3.3 Generalização do erro na Interpolação Polinomial
Teorema 1.3 Seja I um intervalo ontendo n + 1 pontos interpoladores x0, x1, . . . , xn e
f uma função ontínua e que possua derivadas ontínuas até ordem (n + 1) para todo
x pertenente ao intervalo I. Seja Pn(x) o polinmio interpolador de f(x) nos pontos
x0, x1, . . . , xn. Então, em qualquer ponto x pertenente a I, o erro é dado por:
En(x) = f(x)−Pn(x) = (x− x0)(x− x1)(x− x2) . . . (x− xn)
f (n+1)(ε)
(n+ 1)!
(1.3)
onde ε é algum ponto ontido no intervalo I.
Demonstração: Na demonstração deste teorema, será seguido um raioínio aná-
logo aos asos anteriores. Para tanto, onsidere a expressão abaixo:
En(x) = f(x)−Pn(x) = (x− x0)(x− x1)(x− x2) . . . (x− xn)A. (1.4)
Observemos que supondo x um ponto tabelado xi, então, desde que f(xi) = Pn(xi)
ambos os membros da expressão se anulam, ando, assim, satisfeita esta igualdade.
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Com base nestas observações, só nos resta determinar o valor da onstante A. Com este
objetivo, para ada x ∈ I, x 6= xi, i = 0, . . . , n, onstruímos a função auxiliar
W (t) = f(t)−Pn(t)−En(t).
Sabe-se que W (t) se anula em n + 2 pontos: x0, x1, . . . , xn e x¯, x¯ ∈ I, e portanto,
G(n+1)(ε) = 0, para ε ∈ (x0, xn), de aordo om o Teorema de Rolle 1.2.
Derivando G(t), n + 1 vezes, vem:
G(n+1)(t) = f (n+1)(t)− (n+ 1)!A.
Fazendo t = ε:
G(n+1)(ε) = f (n+1)(ε)− (n + 1)!A = 0.
Logo,
A =
f (n+1)(ε)
(n + 1)!
.
Substituindo A em 1.4, vem que:
En(x) = (x− x0)(x− x1)(x− x2) . . . (x− xn)
f (n+1)(ε)
(n + 1)!
,
o que enerra a demonstração.
É importante notar que ε = ε(x) depende do ponto x no qual a estimativa de erro
é requerida. O termo En(x) é hamado de termo do erro ou erro de trunamento.
Exemplo 1.7 Seja a função f(x) = x2−3x+1, usando os valores de x (x1 = 1 e x2 = 1, 5)
e os valores orrespondentes f(x1) e f(x2), alule o valor aproximado para f(1, 2) e o
erro de trunamento ometido no álulo.
Solução: P1(x) = a0 + a1x é o polinmio interpolador de f(x).
Logo,
P1(1) = a0 + a1 = 1
25
P1(1, 5) = a0 + 1, 5a1 = −1, 25
Resolvendo o sistema linear, onluímos que:
P1(x) = −0, 5− 0, 5x⇒ P1(1, 2) = −1, 1.
O erro é dado pela expressão:
E1(x) = (x− x0)(x− x1)
f ′′(x)
2!
.
Como f(x) = x2 − 3x+ 1⇒ f ′(x) = 2x− 3⇒ f ′′(x) = 2, ∀x. Logo,
E1(1, 2) = (1, 2− 1)(1, 2− 1, 5)
2
2
⇒ E1(1, 2) = 0, 06.
Uma vez que, em geral, raramente onheemos f (n+1)(x) e em raríssimas oasiões
onheemos o argumento ε, esta fórmula que aabamos de ver possui limitado uso prátio.
Contudo, a fórmula possui grande importânia teória, uma vez que é usada na obtenção
de estimativas de erro para as fórmulas de interpolação, difereniação e integração.
Estudaremos a seguir dois orolários do teorema, que relaionam o erro om um
limitante de f (n+1)(x).
Corolário 1.3.1 Sob as hipóteses do teorema, se f (n+1)(x) for ontínua em I = [x0, xn],
podemos esrever a seguinte relação:
|En(x)| = |f(x)− Pn(x)| 6 |(x− x0)(x− x1) . . . (x− xn)|
Mn+1
(n+ 1)!
onde Mn+1 = max
x∈I
|f (n+1)(x)|.
Demonstração: Mn+1 existe pois, por hipótese, f
(n+1)(x) é ontínua em [x0, xn]
e então,
|En(x)| 6 |(x− x0)(x− x1) . . . (x− xn)|
Mn+1
(n+ 1)!
.
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Corolário 1.3.2 Se além das hipóteses anteriores, os pontos forem igualmente espaçados,
ou seja,
x1 − x0 = x2 − x1 = . . . = xn − xn+1 = h,
então
|f(x)−Pn(x)| <
hn+1Mn+1
4(n+ 1)
.
Observe que a ota superior aima independe do ponto x onsiderado.
Teorema 1.4 f [x0, x1, . . . , xn, x] =
f (n+1)(εx)
(n + 1)!
, x ∈ (x0, xn) e εx ∈ (x0, xn).
Demonstração: Seja Pn(x) o únio polinmio que interpola f(x) em
x0, x1, . . . , xn. Do Teorema 1.3, temos que:
En(x) = f(x)− Pn(x) = (x− x0)(x− x1) . . . (x− xn)
f (n+1)(εx)
(n + 1)!
om εx ∈ (x0, xn).
Da dedução da forma de Newton para Pn(x),
En(x) = f(x)−Pn(x) = (x− x0)(x− x1) . . . (x− xn)f [x0, x1, . . . , xn, x]; x ∈ (x0, xn).
Assim
f (n+1)(εx)
(n+ 1)!
= f [x0, x1, . . . , xn].
Exemplo 1.8 Seja f(x) = ex+x−1 tabelada abaixo. Determinar f(0, 7) por interpolação
linear e fazer uma análise do erro ometido.
x 0 0,5 1 1,5 2
f(x) 0 1,1487 2,7183 4,9811 8,3890
Tabela 1.6: Nós interpoladores
Solução:
P1(x) = f(x0) + (x− x0)f [x0, x1].
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Como x = 0, 7 ∈ (0, 5; 1), temos que x0 = 0, 5 e x1 = 1.
Logo,
P1(x) = 1, 1487 + (x− 0, 5)
(
2, 7183− 1, 1487
1− 0, 5
)
= 1, 1487 + (x− 0, 5)3, 1392.
∴ P1(0, 7) = 1, 7765.
Neste aso, temos ondição de alular o verdadeiro erro, dado por
|E1(0, 7)| = |f(0, 7)− P1(0, 7)| = |1, 7137− 1, 7765| = | − 0, 0628| = 0, 0628.
Os Corolários 1.3.1 e 1.3.2 nos forneem as seguintes otas para o erro:
a) Corolário 1.3.1 (em x = 0, 7)
|E1(0, 7)| 6 |(0, 7− 0, 5)(0, 7− 1)|
M2
2
onde M2 = max
x∈[0,5;1]
|f ′′(x)| = e1 = 2, 7183.
Então, |E1(0, 7)| 6 0, 0815 (o que onrma o resultado, |E1(0, 7)| = 0, 0628 < 0, 0815).
b) Corolário 1.3.2 (para todo x ∈ (0, 5; 1))
|E1(x)| <
h2
2
M2 =
(0, 5)2
8
(2, 7183) = 0, 0850
que também onrma o resultado obtido para o erro exato.
Temos a idéia intuitiva de que a medida que aumentamos os pontos de interpolação
e onseqüentemente o grau do polinmio interpolador, mais nos aproximamos da função,
ou seja, o erro diminui. Entretanto, a natureza osilatória dos polinmios de ordem elevada
pode omprometer a qualidade da aproximação. Este fato é onheido omo fenmeno
de Runge e ilustrado no exemplo a seguir.
Exemplo 1.9 Considere a função f(x) = 1
1+25x2
tabelada no intervalo [−1, 1] nos pontos
xi = −1 +
2i
n
, i = 0, 1, . . . , n.
No gráo da gura 1.3, apresenta-se a urva f(x) e os polinmios de grau n = 5
e n = 20, que interpolam f em xi, i = 0, . . . , 5 e i = 0, . . . , 20 respetivamente.
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y = 1
1+25x2
: urva ontínua;
polinmio de grau 20;
polinmio de grau 5.
Figura 1.3: Interpolação de y = 1
1+25x2
.
A m de evitar asos omo o fenmeno de Runge, busa-se uma nova maneira de
interpolar uma função.
1.4 Interpolação Polinomial por Partes: Splines
Como vimos na Figura 1.3, P5(x) se aproxima relativamente melhor da função f
do que P20(x). Logo, não basta aproximarmos f por um polinmio de grau alto para
melhorar a qualidade da aproximação. Uma maneira de se ontornar essa diuldade é
dividir o intervalo de interpolação em vários subintervalos (interpolação segmentada) e,
obter em ada subintervalo um polinómio interpolador de grau inferior.
Denição 1.3 Considere uma partição do intervalo [a, b]: a = x0 < x1 < . . . < xn = b,
onde os pontos x1, x2, . . . , xn−1, denominamos de nós interiores e os pontos x0, xn nós
exteriores. A função Sm(x), denida em [a, b], é denominada spline de grau m se:
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a) Sm(x) é um polinmio de grau≤ m em ada subintervalo [xi, xi+1], i = 0, 1, . . . , (n−1):
sm(x);
b) Sm(x) é ontínua e tem derivada ontínua até ordem (m− 1) em [a, b].
Se além disso, Sm(x) satisfaz a ondição:
) Sm(xi) = f(xi), i = 0, 1, . . . , n, então Sm será denominada spline interpolante.
As funções spline
1
despontaram na área da aproximação numéria, durante a dé-
ada de 50 do séulo XX, e ontudo aeite que a primeira referênia matemátia a splines
surgiu em 1946 num artigo de Shoenberg[17℄. Estas surgiram no ontexto da proura de
melhores soluções para problemas de interpolação.
A natureza e as propriedades fundamentais das splines permitiram que fossem
rapidamente adotadas em diversas áreas de matemátia apliada tais omo, modelação
geométria na onstrução de automóveis e na onstrução de aeronaves (na indústria au-
tomóvel, pode referir-se em partiular os trabalhos de De Casteljau na Citroën, de Bézier
na Renault e de De Boor na General Motors), levando a teoria das funções spline a um
desenvolvimento fulgurante. Algum tempo mais tarde, em desenho assistido por om-
putador, as funções spline tiveram um papel determinante omo ferramenta essenial na
reprodução de formas omplexas suaves. O suesso da utilização extensiva de splines
polinomiais nas diversas áreas, deveu-se em grande parte a sua simpliidade do ponto de
vista omputaional e a sua apaidade intrínsea de reproduzir formas omplexas.
Como vimos, exige-se que esta urva spline passe por um onjunto de pontos
anteipadamente presritos. Cada segmento da urva spline depende apenas dos dados
iniiais na sua vizinhança e por isso a sua onstrução é realizada de forma individual.
Esta propriedade loal é do ponto de vista das apliações uma propriedade desejável.
Uma alteração pontual de algum dado iniial não requer o álulo ompleto novamente
da urva nal.
1
A palavra spline provém do nome de um instrumento usado por engenheiros para o ajustamento de
urvas suaves, por determinados pontos de interpolação.
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1.4.1 Spline Linear
Uma spline linear, ou de primeira ordem, é denida (para um onjunto de pontos
ordenados), por um onjunto de polinmios de grau um, ligados entre si nos nós interiores.
A função spline linear interpolante de f(x), S1(x), nos nós x0, x1, . . . , xn pode ser
esrita em ada subintervalo [xi, xi+1], i = 0, 1, . . . , n− 1, omo:
si = f(xi)
xi+1 − x
xi+1 − xi
+ f(xi+1)
x− xi
xi+1 − xi
, ∀x ∈ [xi, xi+1].
Veriação:
a) S1(x) é o polinmio de grau 1 em ada subintervalo [xi, xi+1], por denição;
b) Si(x) é ontínua em (xi, xi+1), por denição, e, nos nós xi, realmente S1 será bem
denida, pois:
si(xi) = si+1(xi) = f(xi)⇒ Si(x)
é ontínua em [a, b] e, portanto, Si(x) é spline linear;
) S1(xi) = si(xi) = f(xi) ⇒ S1(x) é spline linear interpolante de f(x) nos nós
x0, x1, . . . , xn.
Exemplo 1.10 Seja a função y = f(x) denida nos pontos da tabela 1.7. Determine a
função spline que interpola a função.
x0 x1 x2 x3
x 0 1 2 3
f(x) 1 2 1 3
Tabela 1.7: Dados
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Solução: De aordo om a denição,
s1(x) = f(x)
x1 − x
x1 − x0
+ f(x1)
x− x0
x1 − x0
= 1 ·
1− x
1− 0
+ 2 ·
x− 0
1− 0
= 1− x+ 2x = x+ 1, x ∈ [0, 1].
s2(x) = f(x1)
x2 − x
x2 − x1
+ f(x2)
x− x1
x2 − x1
= 2 ·
2− x
2− 1
+ 1 ·
x− 1
2− 1
= 2(2− x) + x− 1 = 3− x, x ∈ [1, 2].
s3(x) = f(x2)
x3 − x
x3 − x2
+ f(x3)
x− x2
x3 − x2
= 1 ·
3− x
3− 2
+ 3 ·
x− 2
3− 2
= 3− x+ 3(x− 2) = 2x− 3, , x ∈ [2, 3].
0.0
1.0
2.0
3.0
0 1 2 3
x
y
b
b
b
b
f(x)
s1(x)
s2(x)
s3(x)
Figura 1.4: S1 omo função interpoladora de f
Uma desvantagem pertinente na aproximação om funções lineares está no fato de
que não há difereniação nos extremos dos subintervalos, ou seja, a função não é ontin-
uamente difereniável. A aproximação mais omum utilizando polinmios por partes faz
o uso de polinmios úbios omo veremos a seguir.
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1.4.2 Spline Cúbia
Como vimos, a spline linear apresenta a desvantagem de ter derivada primeira
desontínua nos nós. Se usarmos splines quadrátias, teremos que S2(x) tem derivadas
ontínuas até ordem 1 apenas e, portanto, a urvatura de S2(x) pode troar nos nós. Por
esta razão, as splines úbias são mais usadas.
Uma spline úbia, S3(x), é uma função polinomial por partes, ontínua, onde
ada parte, sk(x), é um polinmio de grau 3 no intervalo [xk−1, xk], k = 1, 2, . . . , n. S3(x)
tem a primeira e segunda derivada ontínua, o que faz om que a urva S3(x) não tenha
pios e nem troque abruptamente de urvatura nos nós. A onstrução do spline úbio
não garante, entretanto, que as derivadas do interpolador onordem om as da função
que está sendo aproximada, mesmo em seus nós.
Denição 1.4 Supondo que f esteja tabelada nos pontos xi, i = 0, 1, 2, . . . , n a função
S3(x) é hamada spline úbia interpolante de f(x) nos nós xi, i = 0, . . . , n se existem n
polinmios de grau 3, sk(x), k = 1, . . . , n tais que:
i) S3(x) = sk(x) para x ∈ [xk−1, xk], k = 1, . . . , n.
ii) S3(xi) = f(xi), i = 0, 1, . . . , n
iii) sk(xk) = sk+1(xk), k = 1, 2, . . . , (n− 1)
iv) s′k(xk) = s
′
k+1(xk), k = 1, 2, . . . , (n− 1)
v) s′′k(xk) = s
′′
k+1(xk), k = 1, 2, . . . , (n− 1)
Em ada intervalo [xi, xi+1] a função spline úbia S3 que interpola f nos pontos da
partição é um polinmio de grau 3 e, omo tal, é denido à usta de 4 parâmetros. Assim,
para determinar S de forma únia temos que espeiar, para ada k, k = 1, 2, ..., n; um
total de 4n oeientes: a1, b1, c1, d1, a2, b2, c2, d2, . . . , an, bn, cn, dn. Para isso teremos que
denir 4n equações.
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Atendendo à denição de função spline temos impostas as seguintes equações:
(n+1) equações de interpolação, (n−1) equações de ligação de S3(ontinuidade de S3 em
[x0, xn]), (n− 1) equações de ligação de S
′
3 e (n− 1) equações de ligação de S
′′
3 . No total
temos assim (4n−2) equações. Portanto, temos duas ondições em aberto, ou seja, faltam
duas ondições para que o sistema tenha solução únia(4n - 2 + 2 = 4n). Essas ondições
podem ser impostas de aordo om informações físias que tenhamos sobre o problema,
et. Ainda que os splines úbios sejam denidos om outras ondições suplementares, as
formas mais usuais de denir essas ondições suplementares são as seguintes:
S ′′(a) = 0 e S ′′(b) = 0 (spline natural),
S ′(a) = f ′(a) e S ′(b) = f ′(b) (spline ompleta).
Em geral, as splines ompletas levam a aproximações mais preisas, na medida
em que elas inluem mais informações sobre a função. Entretanto, para utilização desta
ondição adiional, é neessário se obter os valores das derivadas nos pontos extremos, ou
uma aproximação aperfeiçoada desses valores.
Dedução da fórmula dos splines úbios
Para se onstruir o spline úbio interpolador para uma função f dada, as ondições
indiadas na denição são apliadas aos polinmios úbios
sk(x) = ak(x− xk)
3 + bk(x− xk)
2 + ck(x− xk) + dk, k = 1, 2, . . . , n.
Como um exemplo, vamos disutir a fórmula do spline úbio natural. Com efeito,
note que a ondição (i) da denição 1.4 está automatiamente satisfeita, visto a denição
que demos para ada sk(x).
Para impor a ondição (ii), montamos, para k = 1, . . . , n, as equações
(1) sk(xk) = dk = f(xk), e
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(2) s1(x0) = f(x0) ⇒ −a1h
3
1 + b1h
2
1 − c1h1 + d1 = f(x0), onde usamos a notação hk =
xk − xk−1 om k = 1.
Como sk(xk) = f(xk), a ondição (iii) pode ser apliada para se obter (n − 1)
equações para k = 1, . . . , (n− 1), sk+1(xk) = f(xk), ou seja:
− ak+1h
3
k+1 + bk+1h
2
k+1 − ck+1hk+1 + dk+1 = f(xk). (1.5)
Para impor as ondições (iv) e (v), preisamos das derivadas das sk(x):
s′k(x) = 3ak(x− xk)
2 + 2bk(x− xk) + ck e s
′′
k(x) = 6ak(x− xk) + 2bk.
Observamos que s′′k(xk) = 2bk. Assim ada oeiente bk pode ser esrito em função
de s′′k(xk):
bk =
s′′k(xk)
2
Analogamente, omo s′′k(xk−1) = −6akhk + 2bk, podemos também esrever ak em função
das derivadas segundas dos nós, pois
ak =
2bk − s
′′
k(xk−1)
6hk
=
s′′k(xk)− s
′′
k(xk−1)
6hk
.
Impondo a ondição (v) (s′′k(xk−1) = s
′′
k−1(xk−1)), obtemos:
ak =
s′′k(xk)− s
′′
k−1(xk−1)
6hk
.
Observamos que, no aso k = 1, estamos introduzindo uma variável, s′′0(x0), arbitrária.
Determinados ak, bk e dk = f(xk), podemos determinar ck em função das derivadas
segundas nos nós. Substituindo k por k + 1 em (1.5) temos então
ck =
−f(xk−1)− akh
3
k + bkh
2
k + dk
hk
=
f(xk)− f(xk−1)
hk
− (akh
2
k − bkhk)
=
f(xk)− f(xk−1)
hk
−
{
[s′′k(xk)− s
′′
k(xk−1)]
6
hk −
s′′k(xk)
2
hk
}
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portanto:
ck =
f(xk)− f(xk−1)
hk
−
−2s′′k(xk)hk − s
′′
k−1(xk−1)hk
6
.
Como s′′k(xk) e f(xk) são utilizadas repetidamente nesse desenvolvimento, é onveniente
introduzir duas notações simples: s′′k(xk) = gk e f(xk) = yk. Então
ak =
gk − gk−1
6hk
(1.6)
bk =
gk
2
(1.7)
ck =
[
yk − yk−1
hk
+
2hkgk + gk−1hk
6
]
(1.8)
dk = yk. (1.9)
Assim para k = 1, 2, . . . , n, podemos alular todos os oeientes de sk(x) em
função gj = s
′′
j (xj), j = 0, 1, . . . , n.
Impondo a ondição (iv), s′k(xk) = s
′
k+1(xk), k = 1, 2, . . . , (n− 1), teremos:
s′k(xk) = ck = 3ak+1h
2
k+1 − 2bk+1hk+1 + ck+1
de onde temos que
ck+1 = ck − 3ak+1h
2
k+1 + 2bk+1hk+1.
Usando as equações (1.5), (1.6) e (1.7) temos
yk+1 − yk
hk+1
+
2hk+1gk+1 + gkhk+1
6
=
=
yk − yk−1
hk
+
2hkgk + gk−1hk
6
− 3
(
gk+1 − gk
6
)
hk+1 + 2
(
gk+1hk+1
2
)
.
Agrupando os termos semelhantes, para k = 1, . . . , n− 1,
1
6
[hkgk+1+2(hk+3hk+1−hk+1)gk+(6hk+1−3hk+1−2hk+1)gk+1] =
yk+1 − yk
hk+1
−
yk − yk−1
hk
,
ou seja,
hkgk−1 + 2(hk + hk−1)gk + hk+1gk+1 = 6
(
yk+1 − yk
hk+1
−
yk − yk−1
hk
)
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que é um sistema de equações lineares da forma Ax = b, om (n − 1) equações (k =
1, . . . , (n − 1)) e (n + 1) inógnitas: g0, g1, . . . , gn−1, gn e portanto, indeterminado, onde
x = (g0, g1, . . . , gn)
T
A =


h1 2(h1 + h2) h2
h2 2(h2 + h3) h4
.
.
.
.
.
.
.
.
.
hn−1 2(hn−1 + hn) hn


(n−1)×(n+1)
e
b = 6


y2−y1
h2
− y1−y0
h1
y3−y2
h3
− y2−y1
h2
.
.
.
yn−yn−1
hn
− yn−1−yn−2
hn−1


(n−1)×1
.
Para podermos resolver esse sistema, de forma únia, teremos de impor mais duas
ondições onforme já menionamos. De posse da solução, então podemos determinar
ak, bk, ck e dk para ada sk(x¯). Apresentaremos a seguir exemplos envolvendo a spline
úbia natural e ompleta.
Exemplo 1.11 Dados os valores funionais da função y = 1
x
na tabela 1.8, alule f(1, 75)
por meio da interpolante spline úbia natural.
i 0 1 2 3 4
xi 1 1,5 2 2,5 3
yi 1 2/3 0,5 2/5 1/3
Tabela 1.8: Nós de Interpolação
Solução: Temos 4 subdivisões do intervalo [1,3℄, da onde temos n = 4, e portanto
temos de determinar s1(x), s2(x), s3(x) e s4(x) resolvendo, para 1 ≤ k ≤ 3, o sistema:
hkgk−1 + 2(hk + hk−1)mk + hk−1gk−1 = 6
(
yk+1 − yk
hk+1
−
yk − yk−1
hk
)
.
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No nosso exemplo, hk = h = 0, 5. Assim:
hgk−1 + 4hgk + hgk+1 =
6
h
(yk+1 − 2yk + yk−1)


hg0 + 4hg1 + hg2 =
6
h
(y2 − 2y1 + y0)
hg1 + 4hg2 + hg3 =
6
h
(y3 − 2y2 + y1)
hg2 + 4hg3 + hg4 =
6
h
(y4 − 2y3 + y2)
Visto que na spline úbia natural impomos g0 = g4 = 0, o sistema a ser resolvido
será:


4hg1 + hg2 = (
6
h
)(y2 − 2y1 + y0)
hg1 + 4hg2 + hg3 = (
6
h
)(y3 − 2y2 + y1)
hg2 + 4hg3 = (
6
h
)(y4 − 2y3 + y2)
Assim 

4h h 0
h 4h h
0 h 4h

 ·


g1
g2
g3

 = 6h


y2 − 2y1 + y0
y3 − 2y2 + y1
y4 − 2y3 + y2


onde, substituido os valores de h e de yi, 0 ≤ i ≤ 4,


2 0, 5 0
0, 5 2 0, 5
0 0, 5 2

 ·


g1
g2
g3

 =


2
0, 8
0, 4

 ,
obtem-se: g1 = 0, 97333; g2 = 0, 10667; g3 = 0, 2.
Determinado os valores de g1, g2 e g3, podemos enontrar si(x), i = 1, 2, 3, 4.
Como queremos uma aproximação para f(1, 75) e 1, 75 ∈ [x1, x2], temos que i = 2, ou
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seja, f(1, 75) ≈ s2(1, 75). Assim, preisamos determinar a2, b2, c2 e d2. Temos:
a2 =
g2 − g1
6h
= −0, 28888
b2 =
g2
2
= 0, 05333
c2 =
[
y2 − y1
h
+
2hg2 + g1h
6
]
= −0, 23444
d2 = y2 = 0, 5
Assim
s2(1, 75) = 0, 56646.
Portanto, y(1, 75) ≈ 0, 56646.
Exemplo 1.12 Seja a função f(x) = sin(pi
2
x), x ∈ [−1, 1]. Interpolar a função f em
x0 = −1, x1 = 0, x2 = 1 por uma spline úbia que satisfaz as seguintes ondições:
S ′(−1) = f ′(−1) = 0;
S ′(1) = f ′(1) = 0.
Solução:
Como x0 = −1, x1 = 0 e x2 = 1 temos h = 1.0, ou seja, temos 2 subdivisões do
intervalo [−1, 0] e portanto temos de determinar s1(x) e s2(x). Seja
S3(x) =


s1(x) = a1x
3 + b1x
2 + c1x+ d1, x ∈ [−1, 0]
s2(x) = a2x
3 + b2x
2 + c2x+ d2, x ∈ [0, 1]
Para que S3 seja a spline prourada, S3 tem que satisfazer as ondições da denição 1.4
A ontinuidade da spline está satisfeita:
1) S3(−1) = s1(−1) = f(−1)⇔ −a1 + b1 − c1 + d1 = −1
2) S3(0) = s1(0) = f(0)⇔ d1 = 0
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3) S3(0) = s2(0) = f(0)⇔ d2 = 0
4) S3(1) = s2(1) = f(1)⇔ a2 + b2 + c2 + d2 = 1
Do mesmo modo, a primeira e segunda derivada de S3, que são dadas abaixo, também
preisam ser ontínuas.
s′i(x) = 3aix
2 + 2bix+ ci, i = 1, 2
s′′i (x) = 6aix+ 2bi, i = 1, 2
Então
5) s′1(0) = s
′
2(0)⇔ c1 = c2
6) s′′1(0) = s
′′
2(0)⇔ b1 = b2
Como temos seis equações e preisamos determinar oito para termos um sistema de-
terminado, onsidemos as duas ondições iniiais do problema: S ′(−1) = f ′(−1) = 0
e S ′(1) = f ′(1) = 0.
7) s′1(−1) = 3a1 − 2b1 + c1 = 0
8) s′2(1) = 3a2 + 2b2 + c2 = 0
Considerando as oito equações, podemos reduzí-las ao sistema:

−a1 + b1 − c1 = −1
a2 + b1 + c1 = +1
3a1 − 2b1 + c1 = 0
3a2 + 2b2 + c2 = 0
Resolvendo o sistema aima temos:
a1 = a2 = −
1
2
, b1 = b2 = 0, c1 = c2 =
3
2
e d1 = d2 = 0.
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Logo,
S3 =


s1(x) = −
1
2
x3 + 3
2
x, x ∈ [−1, 0]
s2(x) = −
1
2
+ 3
2
x, x ∈ [0, 1]
.
No deorrer deste apítulo denimos e enaminhamos o problema da aproximação
de funções via interpolação polinomial. Apresentamos então uma nova forma de interpo-
lação: a interpolação polinomial por partes (splines).
No próximo apítulo, abordaremos o estudo do uso das bases para splines e ons-
tataremos adiante que o problema da interpolação polinomial por partes torna-se simples
e apresenta ótimos resultados de aproximação.
Capítulo 2
Espaços Vetoriais de Splines
Uma vez atribuída noções de interpolação por splines no apítulo anterior,
determinou-se de forma trabalhosa a onstrução de splines, visto a neessidade de reso-
lução de sistemas lineares bastante grandes.
Am de failitar o estudo da spline, apresentamos o onjunto de spline omo um
espaço vetorial (de dimensão nita), onde enontraremos bases para os mesmos, reduzindo
grandemente a omplexidade de determinar splines interpoladores.
Visando uma melhor ompreensão do assunto em questão, introduziremos algumas
denições e teoremas úteis da álgebra linear.
2.1 Espaços Vetoriais Reais
2.1.1 Espaços vetoriais
A noção de espaço vetorial é a base do estudo que faremos.
Denição 2.1 Seja um onjunto V não vazio. O onjunto V munido de duas operações
⊕ e ⊙ tais que:
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∀u, v ∈ V , u⊕ v ∈ V (isto é, V fehado om relação à operação ⊕) e
∀α ∈ R, u ∈ V , α⊙ u ∈ V (isto é, V é fehado em relação à operação ⊙)
é um espaço vetorial (ou espaço gerado sobre R) se forem veriados os seguintes axiomas:
i) u⊕ v = v ⊕ u, ∀u, v ∈ V
ii) u⊕ (v ⊕ w) = (u⊕ v)⊕ w, ∀u, v, w ∈ V
iii) Existe um elemento 0 em V tal que
u⊕ 0 = 0⊕ u = u, ∀u ∈ V
iv) Para ada u em V , existe um elemento −u em V tal que
u⊕ (−u) = 0
v) α⊙ (u⊕ v) = α⊙ u⊕ α⊙ v, ∀α ∈ R e ∀u, v ∈ V
vi) (α⊕ β)⊙ u = α⊙ u⊕ β ⊙ u, ∀αβ ∈ R e ∀u, v ∈ V
vii) α⊙ (β ⊙ u) = (α⊙ β)⊙ u, ∀αβ ∈ R e ∀u ∈ V
viii) 1⊙ u = u, ∀u ∈ V
Os elementos de V são hamados vetores, os números reais são hamados esalares.
A operação ⊕ é hamada soma de vetores, a operação ⊙ é denominada multipliação por
esalar. O vetor 0 que aparee no axioma (iii) é onheido omo vetor nulo. O vetor −u
que oorre na propriedade (iv) é o oposto de u. É possível provar que os vetores 0 e −u
são únios.
Observação 2.1 Quando os esalares são números omplexos, obtém-se um espaço ve-
torial omplexo. Tais espaços têm muitas apliações importantes na matemátia e nas
iênias em geral. Neste apítulo, entretanto, vamos nos limitar ao estudo de espaços
vetoriais reais.
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Veremos nos exemplos a seguir, que V pode ser um onjunto onstituído de
polinmios, matrizes, números, funções, et, onde ada elemento (vetor) será um
polinmio, uma matriz, uma número e uma função, respetivamente.
Apesar destes onjuntos apresentarem natureza diferente dos vetores no espaço,
omportam-se omo eles. Assim, a familiaridade que temos om os vetores, terá on-
tinuidade nesse onjunto, hamando seus elementos também de vetores. Portanto, um
vetor, agora é, simplesmente um elemento de um espaço vetorial e não preisa estar
assoiado a um segmento de reta orientado.
Exemplos:
1) Os onjuntos R
2,R3, . . . ,Rn são espaços vetoriais om as operações de adição e mul-
tipliação por esalar usuais.
2) O onjunto
Pn = {a0 + a1x+ a2x
2 + · · ·+ anx
n, ai ∈ R}
dos polinmios om oeientes reais de grau 6 n, mais o polinmio nulo, em relação
às operações usuais de adição e multipliação por esalar.
3) O onjunto
V = {f : R → R}
das funções denidas em toda reta. Se f, g ∈ V e α ∈ R, dene-se:
f ⊕ g :R → R
x 7→ (f ⊕ g)(x) = f(x) = g(x)
e
αf :R → R
x 7→ (α⊙ f)(xt) = αf(t)
Observação 2.2 Vamos nos referir freqüentemente a um espaço vetorial real simples-
mente por espaço vetorial. Para simpliar a notação, esreveremos também u⊕ v omo
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u+ v e α⊙u omo αu, tomando uidado para lembrar a operação partiular que estamos
efetuando.
2.1.2 Subespaços vetoriais
Denição 2.2 Seja V um espaço vetorial e S um subonjunto não-vazio de V . Se S é
um espaço vetorial em relação às operações em V , dizemos que S é um subespaço de V .
Exemplo 2.1 Todo espaço vetorial tem pelo menos dois subespaços, ele mesmo e o sube-
spaço {0} que tem omo únio elemento o vetor nulo. O subespaço {0} é hamado
subespaço nulo. Esses dois são os subespaços triviais de V . Os demais subespaços são
denominados subespaços próprios de V .
Antes de listar outros subespaços, vamos fazer uma pausa para desenvolver um
resultado importante a era de subespaços.
Para mostrar que um subonjunto S é um subespaço vetorial de V , deveríamos
testar os oito axiomas de espaço vetorial relativos à adição e à multipliação por esalar.
No entanto, omo S é parte de V , não há neessidade da veriação de ertos axiomas em
S. O teorema seguinte estabelee as ondições para que um subonjunto S de um espaço
vetorial V seja um subespaço vetorial de V .
Teorema 2.1 Dado um espaço vetorial V , um subonjunto S, não vazio, será um sube-
spaço vetorial de V se:
i) Para quaisquer u, v ∈ S tivermos u+ v ∈ S.
ii) Para quaisquer α ∈ R, u ∈ S tivermos αu ∈ S.
(A prova deste teorema está em Streinbruh [9℄).
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Observação 2.3 Qualquer subespaço S de V preisa neessariamente onter o vetor nulo,
devido a ondição (ii) quando a = 0. Mas, não vale a reíproa, pois podemos ter 0 ∈ S
sem que S seja subespaço de V .
Exemplos:
1) Sejam V = R2 e S = {(x, y) ∈ R2|y = 2x}, isto é, S é o onjunto dos vetores do
plano que têm a segunda omponente igual ao dobro da primeira. Note que o vetor
(0, 0) ∈ S ⇒ S 6= ∅.
Veriquemos então as ondições (i) e (ii).
Para u = (x1, 2x1) ∈ S e v = (x2, 2x2) ∈ S, tem-se:
i) u+ v = (x1 + x2, 2x1 + 2x2) = (x1 + x2, 2(x1 + x2)) ∈ S
ii) αu = α(x1, 2x1) = (αx1, 2(αx1)) ∈ S
Portanto, S é um subespaço vetorial de R2.
Esse subespaço S representa geometriamente uma reta que passa pela origem.
2) Seja V = R2 e S = {(x, x2)|x ∈ R}. Se esolhermos u = (1, 1) e v = (2, 4), temos
u + v = (3, 5) /∈ S. Assim, S não é subespaço vetorial de V pois, aso ontrário,
a ondição I deveria ser satisfeita para quaisquer u, v ∈ S, e isto não oorre neste
exemplo.
2.1.3 Combinação Linear
Vamos omentar agora, uma das araterístias mais importantes de um espaço
vetorial, que é a obtenção de novos vetores a partir de vetores dados.
Denição 2.3 Sejam v1, v2, . . . , vk vetores do espaço vetorial V . Um vetor v em V é uma
ombinação linear de v1, v2, . . . , vk se existem números reais c1, c2, . . . , ck tais que
v = c1v1 + c2v2 + · · ·+ ckvk.
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Exemplo 2.2 Em R
3
, onsidere os vetores
v1 = (1, 2, 1), v2 = (1, 0, 2) e v3 = (1, 1, 0).
O vetor v = (2, 1, 5) é uma ombinação linear de v1, v2 e v3 se pudermos enontrar
esalares c1, c2 e c3 tais que
v = c1v1 + c2v2 + c3v3
Substituindo v, v1, v2 e v3, obtemos
(2, 1, 5) = c1(1, 2, 1) + c2(1, 0, 2) + c3(1, 1, 0)
Combinando os termos do lado direito e igualando aos oeientes orrespondentes, obte-
mos o sistema linear 

c1+c2+ c3 = 2
2c1+ c3 = 1
c1+2c2 = 5
uja solução é c1 = 1, c2 = 2 e c3 = −1, o que signia que v é uma ombinação linear de
v1, v2 e v3. Temos então
v = v1 + 2v2 − v3
Subespaços Gerados
Teorema 2.2 Seja V um espaço vetorial. Consideremos um subonjunto A =
{v1, v2, . . . , vk} ⊆ V , A 6= ∅. O onjunto S de todos os vetores de V que são ombi-
nações lineares dos vetores de A é um subespaço vetorial de V (Ver referênia[14℄).
Observações:
1) O subespaço S diz-se gerado pelos vetores v1, v2, . . . , vk, ou gerado pelo onjunto A, e
representa-se por:
S = [v1, v2, . . . , vk] ou S = G(A).
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2) Todo onjunto A ⊆ V gera um subespaço vetorial de V , podendo oorrer G(A) = V .
Nesse aso, A é um onjunto gerador de V .
Exemplo 2.3 Seja V = R3. Determinar o subespaço gerado pelo vetor v1 = (1, 2, 3).
Solução:
[v1] = {(x, y, z) ∈ R
3|(x, y, z) = a(1, 2, 3), a ∈ R}.
Da igualdade: (x, y, z) = a(1, 2, 3), em:
x = a
y = 2a
z = 3a


⇒ y = 2x e z = 3x.
Logo,
[v1] = {(x, y, z) ∈ R
3|y = 2x e z = 3x} ou [v1] = {(x, 2x, 3x)|x ∈ R}.
Ou seja, subespaço gerado por um vetor vi ∈ R
3
, v1 6= 0, é uma reta que passa
pela origem.
Exemplo 2.4 Os vetores i = (1, 0) e j = (0, 1) geram o espaço vetorial R2, pois qualquer
(x, y) ∈ R2 é ombinação linear de i e j:
(x, y) = xi + yj = x(1, 0) + y(0, 1) = (x, 0) + (0, y) = (x, y)
Denição 2.4 Um espaço vetorial V se diz nitamente gerado se existe um onjunto
nito A, A ⊆ V , tal que V = G(A).
Um exemplo de espaço vetorial que não é nitamente gerado é o espaço P de todos
os polinmios reais. Seja A = {P1, ..., Pn} ⊂ P , onde Pi é polinmio de grau i e Pn o
polinmio de mais alto grau. Então qualquer ombinação linear: a1P1 +a2P2 + ...+anPn,
tem grau ≤ n. Assim, o subespaço {P1, ..., Pn} ontém somente polinmios de grau
menor ou igual ao grau de Pn. Como P é formado por todos os polinmios, existem nele
polinmios de grau maior que o de Pn. Logo G(A) 6= P para todo onjunto nito A ⊂ P .
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2.1.4 Dependênia e Independênia Linear
Cada uma dos espaços vetoriais estudados que tem um onjunto formado por um
número nito de vetores que desreve V ompletamente. Deve-se notar que, em geral,
existe mais de um tal onjunto que desreve V .
Em nosso estudo temos grande interesse no onjunto gerador que seja o menor pos-
sível. Para a determinação do menor onjunto gerador de um espaço vetorial, preisamos
ter a noção de dependênia e independênia linear.
Denição 2.5 Sejam V um espaço vetorial e v1, . . . , vn ∈ V . Dizemos que o onjunto
{v1, v2, . . . , vk} é linearmente independente (LI), ou que os vetores v1, . . . , vn são LI, se a
equação
c1v1 + · · ·+ ckvk = 0
implia que c1 = c2 = · · · = ck = 0. No aso em que existe algum ci 6= 0 dizemos que
{v1, . . . , vn} é linearmente dependente (LD), ou que os vetores v1, . . . , vn são LD.
Vetores linearmente dependentes podem ser araterizados de uma outra maneira.
Teorema 2.3 {v1, . . . , vn} é LD se, e somente se, um destes vetores for uma ombinação
linear dos outros. (ver referênia [10℄)
Observação 2.4 Esta proposição também é equivalente a: um onjunto de vetores é LI
se, e somente se, nenhum deles for uma ombinação linear dos outros.
Exemplo 2.5 No espaço vetorial R
3
, o onjunto {e1, e2, e3}, tal que e1 = (1, 0, 0), e2 =
(0, 1, 0) e e3 = (0, 0, 1) é LI:
De fato, a equação:
c1e1 + c2e2 + c3e3 = 0
ou
c1(1, 0, 0) + c2(0, 1, 0) + c3(0, 0, 1) = (0, 0, 0)
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transforma-se em
(c1, c2, c3) = (0, 0, 0)
e, portanto
c1 = c2 = c3 = 0.
Logo, o onjunto
{(1, 0, 0), (0, 1, 0), (0, 0, 1)} é LI.
De forma análoga, mostra-se que os vetores
e1 = (1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . . , en = (0, 0, 0, . . . , 1)
formam um onjunto linearmente independente no R
n
.
2.1.5 Base e dimensão
Denição 2.6 Um onjunto B = {v1, . . . , vn} ⊆ V é uma base do espaço vetorial V se:
i) B é LI;
ii) G(B) = V .
Exemplos:
1) Os vetores e1 = (1, 0) e e2 = (0, 1) formam uma base para R
2
, os vetores e1 = (1, 0, 0),
e2 = (0, 1, 0) e e3 = (0, 0, 1) formam uma base para R
3
e, no aso geral, os vetores
e1, e2, . . . , en formam uma base para R
n
. Cada um desses onjuntos de vetores é
hamado base natural ou base annia para R
2
, R
3
e R
n
, respetivamente.
2) B = {(1, 2), (2, 4)} não é base de R2, pois B é LD.
3) B = {(1, 2, 1), (−1,−3, 0)} não é base de R3. B é LI, mas não gera todo R3.
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4) O onjunto B = {1, x, x2, . . . , xn} é uma base do espaço vetorial Pn.
De fato,
a01 + a1x+ a2x
2 + · · ·+ anx
n = 0
implia a0 = a1 = · · · = 0 pela ondição de identidade de polinmios. Portanto, B é
LI.
Por outro lado, B gera o espaço vetorial Pn, pois qualquer polinmio p ∈ Pn pode ser
esrito assim:
p = a0 + a1x+ a2x
2 + · · ·+ anx
n
que é a ombinação linear de 1, x, x2, . . . xn.
Logo, B é uma base de Pn. Essa é a base annia de Pn e tem n + 1 vetores.
Dimensão
Corolário 2.3.1 Duas bases quaisquer de um espaço vetorial têm o mesmo número de
vetores. Este número é hamado dimensão de V , e denotado dimV (Ver [11℄).
Exemplos
1) A base annia de R
3
tem três vetores. Logo, qualquer base do R
3
terá também três
vetores. Então, dimV = 3.
2) dimRn = n
3) dimPn = n+ 1
2.2 Espaços Vetoriais de Splines
Como vimos, as funções splines estão assoiadas a uma partição pré-determinada
que onsiste na junção de várias funções denidas de forma que as partes estão ligadas
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umas as outras de maneira ontínua e suave. Entretanto, a determinação da função spline,
em partíulas de grau 3, é muito trabalhosa. A seguir veremos que o onjunto de splines
de primeiro e tereiro graus assoiados a uma erta partição de um erto intervalo formam
espaços vetoriais de dimensão nita e enontraremos bases para estes om o intuito de
failitar a determinação de splines interpoladores.
Antes de introduzirmos o estudo a era de espaços vetoriais de splines, hamamos
a atenção para a Denição de Splines 1.3 sobre a possibilidade do grau do polinmio em
ada subintervalo.
2.2.1 Espaço Vetorial das Funções Splines Lineares
Seja uma partição pi denida pelos pontos x0, x1, . . . , xn tais que,
pi : a = x0 < x1 < x2 < . . . < xn−1 < xn = b (2.1)
onde [a, b] ⊆ R e xi − xi−1 = h, para i = 1,2,...,n. Denamos o onjunto:
S = {s : [a, b]→ R| s é spline linear assoiado a pi}.
Então, S ⊆ C[a, b], e sabemos que C[a, b] é espaço vetorial sobre R.
Proposição 2.1 O onjunto S é um subespaço vetorial de C[a, b] om as operações
usuais.
Demonstração: Para mostrar que S é um subespaço vetorial de C[a, b], basta
veriar se ele está fehado pelas operações de adição e multipliação por esalar usuais.
Evidentemente, S 6= ∅, pois o spline nulo está em S.
Sejam r, s ∈ S e α ∈ R.
I) r, s,∈ S ⇒ r, s ∈ C[a, b]⇒ r + s ∈ C[a, b];
r, s ∈ S ⇒ grau (r) 6 1 e grau (s) 6 1⇒ grau (r + s) 6 1.
52
II) α ∈ R e r ∈ S ⇒ r ∈ C[a, b]⇒ αr ∈ C[a, b];
α ∈ R e r ∈ S ⇒ grau (r) 6 1⇒ grau (αr) 6 1.
Logo, tem-se que S é um espaço vetorial sobre R.
Observação 2.5 Note que a observação sobre o grau de splines faz toda a diferença, pois
teremos o spline nulo em qualquer onjunto de splines.
Um fato importante nas apliações das funções splines é a possibilidade de esta-
beleermos bases para este onjunto. Apresentaremos a seguir as bases para as splines
lineares assoiados à partição denida em (2.1).
Base para os splines lineares
Um spline linear é omposto de uma seqüênia de segmentos de reta, om extremos
nos pontos de interpolação. Logo, ele estará bem denido, se onheermos seus valores
nos pontos da partição. Este raioínio nos leva a denir, para 1 6 j 6 n−1, os seguintes
splines:
ϕ0(x) =


−
1
h
x+
x1
h
; se x ∈ [x0, x1]
0 ; aso ontrário
ϕj(x) =


1
h
x−
xi−1
h
; se x ∈ [xi−1, xi]
−
1
h
x+
xi+1
h
; se x ∈ [xi, xi+1]
0 ; aso ontrário
ϕn(x) =


1
h
x−
xn−1
h
; se x ∈ [xn−1, xn]
0 ; aso ontrário
As funções ϕ0(x), ϕj(x) e ϕn(x) tem o gráo das guras 2.1, 2.2 e 2.3, respeti-
vamente.
53
bc
x0 x1 xn
1
Figura 2.1: ϕ0(x)
x0 xn−i xi xn+i xn
1
Figura 2.2: ϕj(x)
bc
x0 xn−1 xn
1
Figura 2.3: ϕn(x)
Teorema 2.4 Seja ϕ = {ϕ0, ϕ1, ϕ2, . . . , ϕn}. O onjunto ϕ é base de S e dim(S) = n+1.
Demonstração: Como ϕ = {ϕ0, ϕ1, ϕ2, . . . , ϕn}, temos ϕ ⊆ S.
Preisamos então, mostrar que:
I) ϕ é LI;
II) ϕ gera s.
De fato:
I) ϕ é LI, pois dados α0, α1, . . . , αn ∈ R tais que α0ϕ0(x) = α1ϕ1(x)+ · · ·+αnϕn(x) =
0, para qualquer x ∈ [a, b], temos que em partiular para elementos xi ∈ pi, 0 6 i 6
n:
α0ϕ0(xi) + α1ϕ1(xi) + · · ·+ αnϕn(xi) = αiϕi(xi) = αi = 0.
Então, α0 = α1 = · · · = αn = 0 e ϕ é LI.
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II) Seja s ∈ S. Temos que mostrar que existem α0, α1, . . . , αn ∈ R tais que s = α0ϕ0 +
α1ϕ1 + · · ·+αnϕn. Para tanto, devemos ter esta igualdade em todo subintervalo de
[a, b].
Seja x ∈ [xi−1, xi]. Como s é spline linear s(x) = aix+ bi.
Além disso, α0ϕ0(x) + · · ·+ αnϕn(x) = αi−1ϕi−1(x) + αiϕi(x).
Logo,
s(x) = α0ϕ0(x) + · · ·+ αnϕn(x)⇔ aix+ bi = αi−1ϕi−1(x) + αiϕi(x).
Em partiular, isto deve valer para xi−1 e x = xi:
aixi−1 + bi = αi−1ϕi−1(xi−1) + αiϕi(xi−1) = αi−1
aixi + bi = αi−1ϕi−1(xi) + αiϕi(xi) = αi
Basta, então, veriarmos se αi−1ϕi(x) + αiϕi(x) = aix+ bi, dados αi−1 e αi omo
os oeientes aima.
αi−1ϕi−1(x) + αiϕi(x) = (aixi−1 + bi)
(
−
1
h
x+
xi
h
)
+ (aixi + bi)
(
1
h
x−
xi−1
h
)
= −
(aixi−1)x
h
+
aixi−1
h
−
bix
h
+
bxi
h
+
aixix
h
−
aixixi−1
h
+
+
bix
h
−
bixi−1
h
=
aixi−1 − bi + aixi + bi
h
x+
aixi−1xi + bxi + aixix− bixi−1
h
= aix+ bi.
Como isto vale para todo 1 6 i 6 n e s é spline, os αi estão bem denidos.
Segue então que ϕ é base de S e dim(S) = n + 1.
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2.2.2 Espaço Vetorial das Funções Splines Cúbias
Seja uma partição pi denida novamente por (2.1) om [a, b] ⊆ R e xi − xi−1 = h,
∀ 1 6 i 6 n.
Denamos o onjunto:
S = {s : [a, b]→ R| s é spline úbio assoiado a pi}.
Da denição vem que S ⊆ C2[a, b] e C2[a, b] é espaço vetorial sobre R.
Proposição 2.2 O onjunto S é um subespaço vetorial de C2[a, b] om as operações
usuais.
Demonstração: Como S ⊆ C2[a, b] e S 6= ∅ (o spline nulo está em S), basta
mostrar que r + s ∈ S e αr ∈ S, ∀r, s ∈ S e α ∈ R.
I) r, s ∈ S ⇒ r, s ∈ C2[a, b]⇒ r + s ∈ C2[a, b];
r, s ∈ S ⇒ grau (r) 6 3 e grau (s) 6 3⇒ grau (r + s) 6 3.
II) r ∈ S e α ∈ R ⇒ r ∈ C2[a, b]⇒ αr ∈ C2[a, b];
r ∈ S e α ∈ R ⇒ grau (r) 6 3⇒ grau (αr) 6 3.
O que enerra a demonstração.
Base para os Splines Cúbios
Os splines úbios se araterizam por uma olagem de polinmios de grau 3,
denidos em ada subintervalo da partição de modo que a função resultante tenha duas
derivadas ontínuas em [a, b]. Denimos, então, os B-splines, para 2 6 i 6 n− 2:
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Bi(x) =


1
4h3
(x− xi−2)
3 , xi−2 6 x 6 xi−1
1
4
+
3
4h
(x− xi−1) +
3
4h2
(x− xi−1)
2 −
3
4h3
(x− xi−1)
3 , xi−1 6 x 6 xi
1
4
+
3
4h
(xi+1 − x) +
3
4h2
(xi+1 − x)
2 −
3
4h3
(xi+1 − x)
3 , xi 6 x 6 xi+1
1
4h3
(xi+2 − x)
3 , xi+1 6 x 6 xi+2
0 , x /∈ [xi−2, xi+2]
Bi(x) tem o gráo apresentado abaixo.
x0x−1x−2x−3 x1 x2 x3 xn
B0B−1
x0 xi−3 xi−2 xi−1 xi xi+1 xi+2 xi+2 xn
Bi
x0 xn−3 xn−2 xn−1 xn xn+1 xn+2 xn+3
Bn Bn+1
Figura 2.4: Bi, i = −1, 0, ..., n, n+ 1
Essa função assume, no ponto xi, seu vértie e se anula fora do intervalo (xi−2, xi+2).
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Pode-se observar que para ompletar a base no intervalo (x0, xn) é neessário introduzir
seis nós adiionais: x−3, x−2, x−1, xn+1, xn+2 e xn+3. De fato, se traçarmos o gráo B−1(x)
veremos que B−1(x) 6= 0 em (x0, x1). De modo análogo, Bn+1(x) também ontribui no
intervalo (x0, x1). Portanto, também podemos denir os Bi, para i = −1, 0, 1, n−1, n+1.
A base apresentada para splines úbios, hamados B-splines, reebem esta
nomenlatura devido a sua semelhança om sinos (bell), omo podemos veriar na
gura 2.4.
Em 1966 I. J. Shoemberg[17℄, mostrou que não é possível onstruir bases para
splines úbios que se anulam fora dos onjuntos menores que (xi−2, xi+2) omo é o aso
das funções Bi(x).
Teorema 2.5 Seja B = {B−1, . . . ,B+1}. O onjunto B é base de S e dim(S) = n+ 3.
Demonstração: Como Bj(x), 1 6 j 6 n+ 1, é um polinmio de grau 3 em ada
subintervalo (xi−1, xi), a ombinação linear dessas funções
F (x) = α−1B−1(x) + α0B0(x) + · · ·+ αnBn(x) + αn+1Bn+1(x)
também terá esta propriedade.
Veria-se que a segunda derivada em Bi(x) é ontínua, ou seja, B ⊆ S.
Para mostrar que B é base de S, temos que veriar as seguintes ondições:
I) B é LI;
II) B gera S.
I) B é LI: Sejam α−1, . . . , αn+1 tais que α−1B−1 + · · ·+ αn+1Bn+1 = 0.
Difereniando, temos α−1B
′
−1 + · · · + αn−1B
′
n+1 = 0. Esta igualdade deve valer
para todo x ∈ [a, b], em partiular, para xi−1 e xi, 1 6 i 6 n.
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Apliando ambas as funções nesses pontos, temos:

α−1B−1(xi−1) + · · ·+ αn+1Bn+1(xi−1) = 0
α−1B−1(xi) + · · ·+ αn+1Bn+1(xi) = 0
α−1B
′
−1(xi−1) + · · ·+ αn+1B
′
n+1(xi−1) = 0
α−1B
′
−1(xi) + · · ·+ αn+1B
′
n+1(xi) = 0
Para failitar os álulos, apresentamos na Tabela 2.1 os valores de Bj(x), bem
omo de suas derivadas nos pontos xi−2, xi−1, xi, xi+1, xi+2.
xi−2 xi−1 xi xi+1 xi+2
Bi 0
1
4
1
1
4
0
B
′
i 0
3
4h
0 − 3
4h
0
B
′′
i 0
3
2h2
−3
h2
3
2h2
0
Tabela 2.1: Derivadas de Bi em xi−2, xi−1, xi, xi+1, xi+2
Temos então o sistema: 

1
4
1
4
1
4
0
0 1
4
1 1
4
− 3
4h
0 3
4h
0
0 − 3
4h
0 3
4h


·


αi−2
αi−1
αi
αi+1


= 0
A matriz aima possui determinante
−27
64h2
6= 0.
Logo, omo esta relação vale para todo 1 6 i 6 n, temos que α−1 = α0 = . . . =
αn+1 = 0.
II) B gera S: Iremos fazer por indução sobre i.
Suponha que x ∈ [xi−1, xi], 1 6 i 6 n.
Então,
α−1B−1(x) + · · ·+ αn−1Bn−1(x) = αi−2Bi−2(x) + · · ·+ αi+1Bi+1(x).
59
Substituindo os Bi pelos seus valores em x, temos:(
−
1
4h3
αi−2 +
3
4h3
αi−1 −
3
4h3
αi +
1
4h3
αi+1
)
x3+
+
[
3xi
4h3
αi−2 +
(
3
4h2
−
9xi
4h3
)
αi−1 +
(
3
4h2
+
9xi−1
4h3
)
αi −
3xi−1
4h3
αi+1
]
x2+
+
[
−
3x2i
4h3
αi−2 +
(
−
3
4h
−
6xi
4h2
+
9x2i
4h3
)
αi−1+
+
(
3
4h
−
6xi−1
4h2
−
9x2i−1
4h2
)
αi +
3x2i−1
4h3
αi+1
]
x+
+
[
x3
4h3
αi−2 +
(
1
4
+
3xi
4h
+
3x2i
4h2
−
3x3i
4h3
)
αi−1+
+
(
1
4
−
3xi−1
4h
+
3x2i−1
4h2
+
3x3i−1
4h3
)
αi −
x3i−1
4h3
αi+1
]
.
(2.2)
Como B é LI, o núleo desta matriz é trivial: pela sua dimensão, ela é invertível;
então, existem únios α−1, α0, α1, α2 ∈ R que satisfazem este sistema.
Considere, agora, x ∈ [xi−1, xi]. Suponha que existem αi−2, αi−1, αi, αi+1 ∈ R
tais que s(x) = αi−2Bi−2(x) + · · · + αi+1Bi+1(x). Queremos mostrar que existem
αi−1, αi, αi+1, αi+2 ∈ R tais que, se x ∈ [xi, xi+1], tenhamos s(x) = αi−1Bi−1(x) +
· · ·+ αi+2Bi+2(x).
Basta enontrar, os oeientes αi−1, αi, αi+1 já estão determinados pela hipótese.
Basta enontrar αi+2. Tomando a expressão (2.2) para i+1 e igualando seu s(x) =
ai+1x
3 + bi+1x
2 + ci+1x+ di+1, para x ∈ [xi, xi+1], temos:
αi+2 = αi−1 − 3αi + 3αi+1 + 4h
3αi+1. (2.3)
Basta, então, veriarmos se este oeiente é bom, ou seja, que podemos onseguir
ai+1, bi+1, ci+1, di+1 a partir da expressão (2.2) em i+ 1.
O oeiente ai+1 sai direto de (2.3). Faremos o desenvolvimento para bi+1, e os
outros são obtidos de forma análoga.
Como s é spline úbio e xi ∈ [xi−1, xi] ∪ [xi, xi+1]:
s′′(xi) = 6ai+1xi + 2bi+1 = 6aixi + 2bi,
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e, pela hipótese de indução,
s′′(xi) = αi−2B
′′
i−2(xi) + · · ·+ αi+1B
′′
i+1(xi)
3
2h2
αi−1 −
3
h2
αi +
3
2h2
αi+1.
Desta maneira:
bi+1 =
s′′(xi)
2
− 3αi+1xi
=
3
4h2
αi−1 −
3
2h2
αi +
3
4h2
αi+1 +
3xi
4h3
αi−1 +
9xi
4h3
αi+1 −
3xi
4h3
αi+2
=
(
3
4h2
−
3xi
4h3
)
αi−1 +
(
−
3
2h2
−
9xi
4h3
)
αi +
(
3
4h2
+
9xi
4h3
)
αi+1 −
3xi
4h3
αi+2
=
3xi + 3h
4h3
αi−1 +
3h− 9xi − 9h
4h3
αi +
(
3
4h2
+
9xi
4h3
)
αi+1 −
3xi
4h3
αi+2
=
3xi+1
4h3
αi−1 +
(
3
4h2
−
9xi+1
4h3
)
αi +
(
3
4h2
+
9xi
4h3
)
αi+1 −
3xi
4h3
αi+2,
que é exatamente o que a expressão (2.2) nos dá. Para determinar ci+1, utilizamos
a primeira derivada e, para di+1, a própria função.
Logo, temos que B é base de S e dim(S) = n+ 3.
Capítulo 3
Apliações
Muitas vezes, determinar anatiliamente a solução de uma Equação Diferenial é
uma tarefa bastante penosa. Para ontornar essa diuldade emprega-se métodos numéri-
os a m de onstruir soluções aproximadas para o problema. Neste apítulo apresentamos
o Método da Coloação para resolver aproximadamente uma Equação Diferenial de se-
gunda ordem om ondições de ontorno, fazendo uma projeção da solução exata sobre
um subespaço de dimensão nita gerado por uma base B-spline.
3.1 Splines em equações difereniais
3.1.1 Motivação e denições
As equações difereniais são usadas para modelar problemas de iênias e engenha-
rias que envolvam a mudança de alguma variável em relação à outra. Na maioria das situ-
ações da vida real, a equação diferenial que modela o problema é muito ompliada para
ser resolvida om exatidão. Sendo assim, reorre-se a métodos numérios para aproximar
a solução.
Estes métodos aproximam a solução da equação diferenial por uma ombinação
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linear nita de funções onheidas. Estas funções onheidas, usualmente hamadas de
funções de base, são polinmios, funções trigonométrias e, mais importante, funções
splines, assunto a ser tratado neste apítulo. Coneitualmente, onsideramos a solução
estando em um espaço de funções apropriado (dimensão innita), e um subespaço que
é determinado por funções de base. A projeção da solução no subespaço de dimensão
nita é a solução aproximada[12℄.
Antes de estudarmos o assunto em questão, neessitamos de algumas denições e
resultados da teoria das equações difereniais ordinárias.
Denição 3.1 Uma equação diferenial ordinária é uma equação que envolve uma função
desonheida, y(x), suas derivadas até uma ordem n e a variável independente x; ou seja,
é uma equação da forma:
f(x, y, y′, y′′, . . . , y(n)) = 0.
Exemplos:
(1)
dy
dx
= 5x+ 3
(2) ey
dy
dx2
+ 2
(
dy
dx
)2
= 1
(3) 5
d3y
dx3
+ (sin x)
d2y
dx2
+ 5xy = 0
Observação 3.1 Se a função inógnita depender de duas ou mais variáveis indepen-
dentes, temos uma equação diferenial parial. Este tipo de função estará fora do nosso
ampo de estudo.
Denição 3.2 Denomina-se ordem de uma equação diferenial a mais alta ordem de
derivação que aparee na equação.
As equações dos exemplos (1),(2) e (3) são de primeira, segunda e tereira ordem,
respetivamente.
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Denição 3.3 Dizemos que uma equação diferenial ordinária de ordem n é linear se ela
é da seguinte forma:
an(x)y
(n) + an−1(x)y
(n−1) + · · ·+ a1(x)y
′ + a0(x)y = g(x) (3.1)
onde os oeientes a0(x), . . . , an(x) são funções onheidas da variável x. Quando g(x)
for identiamente nula, dizemos que a equação (3.1) é homogênea.
Se uma equação diferenial ordinária de ordem n não for do tipo (3.1), dizemos
que ela é não-linear.
Uma solução de uma equação diferenial ordinária é uma função da variável inde-
pendente que satisfaça a equação. Veremos a seguir alguns asos:
i)
dy
dx
= y tem y(x) = aex, a ∈ R omo solução;
ii) z′′′ = 0 é satisfeita para z(x) = P2(x) onde P2(x) é qualquer polinmio de grau 2;
iii) (y′)4 + y2 = −1 não admite solução, pois não há função que satisfaça esta equação.
Observamos que algumas equações difereniais admitem innitas soluções, en-
quanto outras não apresentam solução. No aso em que há innitas soluções, a m de
individualizarmos somente uma, neessita-se impor ondições suplementares ao problema.
Em geral, uma equação de ordem m requer m ondições adiionais a m de ter uma únia
solução.
3.1.2 Problemas de valores iniiais e de valores de ontorno
Uma equação diferenial juntamente om ondições auxiliares sobre a função inóg-
nita e suas derivadas (todas espeiadas para o mesmo valor da variável independente),
onstituem um problema de valores iniiais (PVI). As ondições auxiliares são ondições
iniiais.
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Exemplos:
a)


y′(x) = y
y(0) = 1
b)


y′′′ + (x+ 1)y′ + cos y′ − (x2 − 1)y = x2 + y2 sin(x+ y)
y(0) = 1, 1; y′(0) = 2, 2; y′′(0) = 3, 3
Se, em problemas envolvendo equações difereniais ordinárias de ordem m , m ≥ 2,
as ondições forneidas para busa de solução únia não são todas dadas em um mesmo
ponto, então temos um problema de valor de ontorno, PVC.
Exemplo: 

y′′ + 2y′ − 3y = 9x
y(0) = 1; y′(1) = 2
Ao ontrário do que oorre om os problemas de valor iniial, é omum que proble-
mas de ontorno não tenham uniidade de solução.
Por exemplo, para todo α ∈ R, y(x) = α(1 + x) é solução do PVC:

y′′ = 0
y(−1) = 0
y(1)− 2y′(1) = 0
Nos asos em que o PVC apresenta uma únia solução, ondições a era do proble-
ma preisam ser satisfeitas. Embora haja uma únia solução, veriadas as ondições, a
determinação de tal solução muitas vezes envolve um alto grau de diuldade.
A m de aproximar esta solução, estudaremos o Método da Coloação, onde prou-
ramos a solução aproximada em um subespaço de dimensão nita S3, S3={spline úbios
assoiados à uma partição uniforme}, no qual S3 ∈ C
2[a, b] e dimS3 = n+3, omo vimos.
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Neste estudo, nos limitaremos ao PVC linear de equações difereniais ordinárias
de segunda ordem da forma
y′′ = f(x, y, y′), a 6 x 6 b,
junto om as ondições de ontorno
y(a) = α e y(b) = β.
Para tanto, enuniaremos primeiramente o teorema que garante a uniidade de
solução para equações difereniais de segunda ordem.
Teorema 3.1 Suponha que a função f no problema om valor de ontorno
y′′ = f(x, y, y′), a 6 x 6 b, y(a) = α, y(b) = β,
seja ontínua no onjunto
D = {(x, y, y′)|a 6 x 6 b, −∞ < y <∞, −∞ < y′ <∞},
e que as derivadas parias fy e fy′ também sejam ontínuas em D. Se
(i) fy(x, y, y
′) > 0 para todo (x, y, y′) ∈ D e
(ii) exista uma onstante M , om
|fy′(x, y, y
′)| 6M, para todo (x, y, y′) ∈ D,
então o problema om valor ontorno tem um únia solução.
Exemplo 3.1 O problema om valor de ontorno
y′′ + e−xy + sin y′ = 0, 1 6 x 6 2, y(1) = y(2) = 0,
tem
f(x, y, y′) = −e−xy − sin y′.
Como fy(x, y, y
′) = xe−xy > 0 e |fy′(x, y, y
′)| = | − cos y′| 6 1, esse problema tem uma
únia solução.
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Quando f(x, y, y′) tem a forma
f(x, y, y′) = p(x)y′ + q(x)y + r(x),
a equação diferenial
y′′ = f(x, y, y′)
é linear. Problemas desse tipo freqüentemente oorrem e, nesses aso, o Teorema 3.1 pode
ser simpliado.
Corolário 3.1.1 Se o problema linear om valor de limite
y′′ = p(x)y′ + q(x)y + r(x), a 6 x 6 b, y(a) = α e y(b) = β,
satisfaz
(i) p(x), q(x) e r(x) são ontínuas em [a, b]
(ii) q(x) > 0 em [a, b], então o problema tem uma únia solução.
3.1.3 Método da Coloação
Considearemos o problema de onstruir soluçãoee aproximadas para uma equação
diferenial de segunda ordem om os dados de ontorno da forma

y′′(x) + p(x)y′ + q(x)y = r(x), a 6 x 6 b;
y(a) = α e y(b) = β,
(3.2)
tal que a = x0 < x1 < x2 < . . . < xn−1 < xn = b, e xi − xi−1 = h, 1 6 i 6 n, onde
assumimos que (3.2) satisfaz o Corolário 3.1.1.
Neste método prouramos uma solução aproximada y˜(x) em um subespaço de
dimensão nita gerados por splines úbios S3, assoiados à uma partição uniforme. Note
que a solução da equação diferenial é uma função que tem duas derivadas.
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Sejam Bj a base B-spline do subespaço S3 . Usamos a representação da solução
aproximada y˜(x) através desta base para estabeleer
y(x) ≈ y˜(x) =
n+1∑
j=−1
cjBj(x), (3.3)
lembrando que B−1(x) e Bn+1(x) entram nesta ombinação linear uma vez que ontribuem
no intervalo [a, b] onde prouramos a solução. Assim, enontrar tal solução resume-se a
enontrar os oeientes cj, uma vez que onheemos os valores B(x).
O Método da Coloação para resolver aproximadamente o problema
de ontorno(3.2),onsiste em assumir que a solução aproximada
y˜(x) satisfaz (3.2) em todos os pontos da partição.
Para determinarmos a solução aproximada, preisamos da primeira e segunda
derivada de B(x). As derivadas da solução aproximada serão:
y˜′(x) =
n+1∑
j=−1
cjB
′
j(x) e y˜
′′(x) =
n+1∑
j=−1
cjB
′′
j (x).
Substituindo as expressões de y˜(x), y˜′(x) e y˜′′(x) na equação diferenial, do método
da oloação vemos que uma relação que deve ser satisfeita pelos oeientes cj para que
(3.3) seja uma solução aproximada para (3.2) é:
n+1∑
j=−1
cj{B
′′
j (xi) + p(xi)B
′
j(xi) + q(xi)Bj(xi)} = r(xi), para i = 0, 1, ..., n. (3.4)
Para ser ompatível om as n+3 inógnitas c−1, c0, c1, . . . , cn, cn+1 montaremos um sistema
de (n + 3) equações nestas inógnitas, fazendo uso das (n + 1) relações em (3.4) e das
duas ondições de ontorno denidas em (3.2). Assim, o sistema resultante é da forma:

n+1∑
j=−1
cjBj(a) = α
n+1∑
j=−1
cj{B
′′
j (xi−1) + p(xii)B
′
j(xi) + q(xi−1)Bj(xi)} = r(xi−1), 0 ≤ i ≤ n
n+1∑
j=−1
cjBj(b) = β
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Que em forma matriial pode ser expresso omo
Ac = r̂, (3.5)
onde A é uma matriz (n+ 3)× (n+ 3),
aij =

 B
′′
j (xi−2) + p(xi−2)B
′
j(xi−2) + q(xi−2)Bj(xi−2),
2 ≤ i ≤ n + 2 1 ≤ j ≤ n + 3
om a primeira e última linha de A denidas de maneira obvia,
c = (c−1, c0, . . . , cn, cn+1)
T
e
r̂ = (α, r(x0), . . . , r(xn), β)
T
.
Como as funções Bj(x) são nulas fora do intervalo (xj−2, xj+2), temos
Bj(xi) = B
′
j(xi) = B
′′
j (xi) = 0 quando j − i > 1.
Assim sendo, para ada j as equações intermediárias do sistema têm apenas três termos
não-nulos (ver tabela 3.1).
xi−2 xi−1 xi xi+1 xi+2
Bi 0
1
4
1
1
4
0
B
′
i 0
3
4h
0 − 3
4h
0
B
′′
i 0
3
2h2
−3
h2
3
2h2
0
Tabela 3.1: Derivadas de Bi
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Temos então, para n = 6, por exemplo:
A =


1
4
1 1
4
0 0 0 0 0 0
a21 a22 a23 0 0 0 0 0 0
0 a32 a33 a34 0 0 0 0 0
0 0 a43 a44 a45 0 0 0 0
0 0 0 a54 a55 a56 0 0 0
0 0 0 0 a65 a66 a67 0 0
0 0 0 0 0 a76 a77 a78 0
0 0 0 0 0 0 a87 a88 a89
0 0 0 0 0 0 1
4
1 1
4


onde


ai+2,i+1 =
3
2h2
+ p(xi)
3
4h
+ q(xi)
1
4
, i = 0, ...n.
ai+2,i+2 = −
3
2
+ q(xi), i = 0, ...n.
ai+1,i+2 =
3
2h2
− p(xi)
3
4h
+ q(xi)
1
4
, i = 0, ...n.
c =


c−1
c0
.
.
.
c6
c7


e r̂ =


α
r(x0)
.
.
.
r(x7)
β


.
Note que a A é uma matriz quase tridiagonal, sendo que apenas a primeira e a última
equação desrespeitam a ondição de tridiagonalidade.
Uma vez que todos aij da matriz A e todos os omponentes do vetor r̂ são
disponíveis, a solução do sistema linear é um vetor ujas omponentes cj servem para
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onstruir a solução aproximada do problema, o que termina o método.
Exemplo numério:
Para apliação deste método, onsidere o problema na forma de (3.2) om
p(x) = 2x, q(x) = −1, r(x) = 2(1 + x2) cos(x), e ondições de fronteira y(1) = sin(1)
e y(2) = 2 sin(2). A solução exata neste exemplo é dada por
y(x) = x sin(x).
Seja uma partição no intervalo [1, 2], tal que:
pi : x0 = 1, 0 < x1 = 1, 1 < x2 = 1, 2 < . . . < x10 = 2, 0,
isto é, os xi são os pontos aos quais assoiaremos a base de splines om h = 0, 1.
Vimos que a solução aproximada da equação diferenial, y˜(x), é estabeleida pela
base B-spline assoiada à partição pi. Ou seja:
y(x) ≈ y˜(x) =
n+1∑
j=−1
cjBj(x).
Derivando e substituindo y˜(xi) y˜′(xi) e y˜′′(xi) na equação diferenial do nosso
problema temos:
y˜′′(xi) + 2xy˜′(xi)− y˜(xi) = 2(1 + x
2
i ) cos(xi),
o que implia
n∑
j=−1
cj{B
′′
j (xi) + 2xB
′
j(xi) = Bj(xi)} = 2(1 + x
2
i ) cos(xi).
Montamos então um sistema de treze equações fazendo om que a equação seja
satisfeita nos onze pontos da partição e que y˜(x) seja denida nas duas ondições de
ontorno.
A resolução deste sistema nos levou aos seguintes oeientes:
c−1 = 0.1173353; c0 = 0.140179; c1 = 0.163403; c2 = 0.186507; c3 = 0.208956;
c4 = 0.230210; c5 = 0.249731; c6 = 0.266995; c7 = 0.281495; c8 = 0.292755;
c9 = 0.300334; c10 = 0.303836 e c11 = 0.302917.
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Segue abaixo a gura e tabela relaionada ao nosso problema a m de omparar a
solução aproximada e exata om n = 10. Na tabela apresentamos a solução aproximada
obtida pelo método e a solução analítia da equação diferenial, que neste exemplo é
y(x) = x sin x.
0.8
0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1 1.2 1.4 1.6 1.8 2.0
b
b
b
b
b
b
b
b
b
b
b
b
solução aproximada
solução exata
partição uniforme h : 0, 1
Figura 3.1: Aproximação pelo Método da Coloação
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xi y(xi) y˜(xi) |y(xi)− y˜(xi)|
1,0 0,84147098480790 0,84147098480788 0,00000000000001
1,1 0,98032809606758 0,98029963716764 0,00002845889994
1,2 1,11844690316067 1,11838918382362 0,00005771933705
1,3 1,25262564104235 1,25254200994572 0,00008363109663
1,4 1,37962962198384 1,37952668851428 0,00010293346956
1,5 1,49624247990608 1,49612922521881 0,00011325468728
1,6 1,59931776486641 1,59920470662925 0,00011305823716
1,7 1,68583017776920 1,68572862590252 0,00010155186667
1,8 1,75292573558075 1,75284716077271 0,00007857480804
1,9 1,79797016660609 1,79792568975582 0,00004447685027
2,0 1,81859485365136 1,81859485365136 0,00000000000000
Tabela 3.2: Comparação sobre os valores reais da função e os valores aproximados deter-
minados pelo Método da Coloação
Constatamos, visto o exemplo, a ótima aproximação que o Método da Coloação traz
ao problema.
Considerações Finais
A idéia iniial era fazer uma trabalho na área da Matemátia Apliada a m de se
onheer mais sobre esta área. Optar pelo estudo das Funções Splines e suas apliações
foi muito mais interessante do que imaginei, pois perebi que esta imensa teoria é apliada
a diversos problemas das iênias apliadas.
Visto que o trabalho iniiou-se em março de 2008, busamos exibí-lo de maneira
didátia, apresentando ao leitor exemplos e guras, a m de ilustrar toda a teoria en-
volvida. Para tanto preparamos o apítulo 1: Interpolação Polinomial, ujo objetivo
iniial é apresentar o assunto foo do trabalho, a interpolação, de maneira a gerar um
entendimento total do assunto, desenvolvendo ou forneendo as ferramentas básias para
a leitura dos apítulos seguintes. Da mesma forma zemos om os apítulos 2 e 3.
Aredita-se que os objetivos propostos tenham sido atingidos om a realização
do trabalho ao estudar a Interpolação Polinomial e tudo que abrange e em partiular o
assunto prinipal, funções Splines e apliações.
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