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Abstract
It is well known that full knowledge of all conditional distributions will typically serve to completely
characterize a bivariate distribution. Partial knowledge will often suffice. For example, knowledge of the
conditional distribution of X given Y and the conditional mean of Y given X is often adequate to determine
the joint distribution of X and Y . In this paper, we investigate the extent to which a conditional percentile
function or a conditional mode function (of Y given X ), together with knowledge of the conditional
distribution of X given Y will determine the joint distribution. Finally, using this methodology a new
characterization of the classical bivariate normal distribution is given.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Arnold, Castillo and Sarabia [3] provided an in-depth discussion of the possibility of
characterizing bivariate distributions in terms of their corresponding conditional distributions,
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densities or survival functions. For example, following Arnold and Press [2], they discuss
conditions under which two families of conditional densities a(x, y) = fX |Y (x |y) and b(x, y) =
fY |X (y|x) are compatible and, if they are compatible, do they determine a unique joint
distribution for (X, Y ). Analogous results are discussed with reference to conditional survival
functions of the form Pr(X > x |Y > y) and Pr(Y > y|X > x), which was considered
initially by Arnold [1]. Likewise, they consider conditional distribution functions of the form
Pr(X ≤ x |Y ≤ y) and Pr(X ≤ x |Y ≤ y). In all of these cases there is usually an excess
of information for characterizing the joint distribution. It is usually enough to specify one
family of conditional densities, distributions or survival functions, say of X given Y , and partial
information about Y given X . For example, knowledge of the distribution of X given Y and
just one conditional distribution of Y given X = x for a particular value x will suffice to
characterize the joint distribution. In some cases, the joint distribution can be characterized by
one family of conditional distributions, survival functions or densities, say of X given Y , and
one regression function. Wesolowski [6,7] has obtained several results when the conditional
distribution of X given Y is of the Pareto or second kind beta form. Rather than considering
such a regression function (or conditional mean function), we may ask whether, instead, a
conditional mode function or a conditional median function might be used to characterize the
joint distribution. In the present paper we report on progress in this direction. We consider
the question of characterizing the joint distribution by one family of conditional distributions
and a conditional percentile function. We determine to what extent the joint distribution is
characterized by such conditional information. In addition some partial results are presented for
the analogous problem involving a conditional mode function, rather than a conditional percentile
function.
The paper is organized as follows. In Section 2 the conditional percentile case is solved
and illustrated with two examples. In addition, it is discussed how the results change when the
variables are marginally transformed. In Section 3 the conditional percentile problem is extended
to survival models. In Section 4 the problem of conditional modes is dealt with and illustrated
with one example. In Section 5 the previous results are used to characterize the classical bivariate
normal distribution. In Section 6 some open questions are presented.
2. Conditional percentile case
Assume that partial information about the joint distribution of (X, Y ) is available in the form
of the conditional distribution of X given Y ≤ y and conditional percentiles of Y given X ≤ x .
Specifically, we assume that we are given
φ(x, y) = Pr(X ≤ x |Y ≤ y); x ∈ DX , y ∈ DY (1)
and, for some fixed p ∈ (0, 1), the conditional percentile function ψp(x), implicitly defined by
Pr(Y ≤ ψp(x)|X ≤ x) = p; x ∈ DX . (2)
Given this information, we wish to characterize the joint distribution of the random variable
(X, Y ) as far as possible. Thus our goal is to identify all possible joint densities for (X, Y ) that
satisfy (1) and (2).
To this end, one can write
Pr(X ≤ x, Y ≤ y) = φ(x, y)FY (y); x ∈ DX , y ∈ DY ,
where FY (y) is the unknown marginal cdf of Y .
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Consequently,
p = Pr(Y ≤ ψp(x)|X ≤ x)
= Pr(X ≤ x, Y ≤ ψp(x))
Pr(X ≤ x)
= φ(x, ψp(x))FY (ψp(x))
FX (x)
; x ∈ DX ,
where FX (x) is the marginal cdf of X , which is given by
FX (x) = φ(x, ω); x ∈ DX ,
where ω is the supremum of the support of Y .
It follows that
FY (ψp(x)) = p φ(x, ω)
φ(x, ψp(x))
; x ∈ DX ,
which, assuming that ψp(x) is invertible, leads to
FY (y) =
p φ(ψ−1p (y), ω)
φ(ψ−1p (y), y)
; y ∈ ψp(DX ),
where ψp(DX ) is the domain DX transformed by ψp. Note that typically ψp(DX ) is a proper
subset of DY .
Outside the setψp(DX ), there are no constraints on FY (y), except that it should be everywhere
non-decreasing, right continuous and of total variation 1. We will denote the infimum of the set
ψp(DX ) by α, and its supremum by β.
It is of interest to determine what kinds of invertible functions ψp are compatible with a given
conditional distribution φ(x, y). In order for a solution to exist for a given ψp and φ(x, y) we
must have, under suitable regularity conditions:
lim
y→α
p φ(ψ−1p (y), ω)
φ(ψ−1p (y), y)
≥ 0 (3)
lim
y→β
p φ(ψ−1p (y), ω)
φ(ψ−1p (y), y)
≤ 1 (4)
d
dy
(
p φ(ψ−1p (y), ω)
φ(ψ−1p (y), y)
)
≥ 0, y ∈ ψp(DX ). (5)
Example 1 (Distributions Related to the Farlie–Gumbel–Morgenstern Family). A convenient
source of information related to the Farlie–Gumbel–Morgenstern or FGM family is Kotz,
Balakrishnan and Johnson [5], p. 51. The bivariate Farlie–Gumbel–Morgenstern distribution with
uniform marginals has a joint distribution function of the form
F(x, y; γ ) = xy [1+ γ (1− x)(1− y)] , 0 < x, y < 1.
For this distribution, we have
φ(x, y) = Pr(X ≤ x |Y ≤ y) = F(x, y; γ )/F(1, y; γ ) = x [1+ γ (1− x)(1− y)] (6)
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and the conditional percentile function is defined implicitly by
p = Pr(Y ≤ ψp(x)|X ≤ x) = ψp(x)[1+ γ (1− x)(1− ψp(x))].
If γ = 0, then X and Y are independent and consequently ψp(x) = p. Provided that γ 6= 0,
we can obtain the following expressions for the conditional percentile function and its inverse:
ψ−1p (y) = 1−
p − y
γ y(1− y)
and
ψp(x) =
−1+ γ (−1+ x)+
√
4 γ p (−1+ x)+ (1+ γ − γ x)2
2 γ (−1+ x) .
It is readily verified that this choice for ψ−1p (y) is compatible with the conditional distribution
in (6). However, there are many other choices forψ−1p (y) that are compatible with the conditional
distributions in (6). To visualize the nature of functionsψ−1p (y) that are compatible with (6), note
that the conditional distributions in (6) can be combined with any distribution function, say G(y)
with support (0, 1) to obtain a joint distribution of the form
F(x, y) = G(y)x[1+ γ (1− x)(1− y)].
The inverse of the corresponding percentile function is then of the form
ψ (G)−1p (y) = 1−
p − G(y)
γG(y)(1− y) . (7)
A compatible choice ofψp(x) is any one whose inverse is of the form (7) for some distribution
function G(y). The range of ψ (G)p is typically a subset of (0, 1), say (αG , βG). If we are given
φ(x, y) = x(1+ γ (1− x)(1− y))I (0 < x < 1, 0 < y < 1)
and are given
ψ−1p = ψ (G)−1p (y) = 1−
p − G(y)
γG(y)(1− y) ,
then the corresponding marginal distribution of Y is determined only for αG < y < βG . Within
that interval it will coincide with G(y), but outside that interval, the distribution can be quite
arbitrary, provided that monotonicity is preserved. 
Example 2 (Distributions Related to Gumbel’s Bivariate Logistic Family of the First Kind,
Gumbel [4]). This bivariate distribution with logistic marginals has a joint distribution function
of the form
F(x, y) = 1
1+ e−x + e−y , −∞ < x, y <∞.
For this distribution, we have
φ(x, y) = Pr(X ≤ x |Y ≤ y) = 1+ e
−y
1+ e−x + e−y (8)
and the conditional percentile function is defined implicitly by
p = Pr(Y ≤ ψp(x)|X ≤ x) = 1+ e
−x
1+ e−x + e−ψp(x) .
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Consequently
ψp(x) = − log
(
1− p
p
)
− log(1+ e−x ),
with corresponding inverse function
ψ−1p (y) = − log
(
e−y p
1− p − 1
)
.
Note that in this case ψp is monotonically increasing on (−∞,∞) with α =
limx→−∞ ψp(x) = −∞ and β = limx→∞ ψp(x) = log(p/(1− p)).
It is readily verified that this choice for ψ−1p (y) is compatible with the conditional distribution
in (8). However, there are many other choices forψ−1p (y) that are compatible with the conditional
distributions in (8). Such functions must satisfy (3)–(5) in order to be compatible.
For the given conditional distribution family (8), Eqs. (3)–(5) take the form
lim
y→−∞
p φ(ψ−1p (y),∞)
φ(ψ−1p (y), y)
= 0
lim
y→log(p/(1−p))
p φ(ψ−1p (y),∞)
φ(ψ−1p (y), y)
≤ 1
d
dy
(
p φ(ψ−1p (y),∞)
φ(ψ−1p (y), y)
)
≥ 0.
Assuming differentiability of ψ−1p (y), and using (8) one gets
lim
y→−∞
p
(
1+ e−ψ−1p (y) + e−y
)
(
1+ e−ψ−1p (y)
)
(1+ e−y)
= 0 (9)
lim
y→log(p/(1−p))
p
(
1+ e−ψ−1p (y) + e−y
)
(
1+ e−ψ−1p (y)
)
(1+ e−y)
= p (10)
d
dy
 p
(
1+ e−ψ−1p (y) + e−y
)
(
1+ e−ψ−1p (y)
)
(1+ e−y)
 > 0. (11)
There are other choices for ψ−1p (y) that are also compatible with (8). For example, for any
odd integer k,
ψ−1p (y) = − log
(
e−yk p
1− p − 1
)
,
satisfies the required conditions.
The corresponding marginal distribution function for Y is of the form
FY (y) =
p φ(ψ−1p (y),∞)
φ(ψ−1p (y), y)
=
p
(
1+ e−ψ−1p (y) + e−y
)
(
1+ e−ψ−1p (y)
)
(1+ e−y)
1388 B.C. Arnold et al. / Journal of Multivariate Analysis 99 (2008) 1383–1392
and using (8) one finally gets
FX,Y (x, y) = Pr(X ≤ x, Y ≤ y) = φ(x, y)FY (y),
which includes Gumbel’s bivariate logistic distribution corresponding to k = 1.
The class of all bivariate distributions with support R2 that are compatible with (8)includes
all those of the form
FX,Y (x, y) = Pr(X ≤ x, Y ≤ y) = φ(x, y)G(y),
where G(y) is an arbitrary distribution function with support R.
For a given choice of G(y) we can compute the corresponding conditional percentile function
ψ
(G)
p (x). Its inverse function is of the form
ψ (G)−1p (y) = − log
(
(p − G(y))(1+ e−y)
G(y)(1+ e−y)− p
)
.
The range of ψ (G)p is typically a subset of R, say (αG , βG).
If
φ(x, y) = 1+ e
−y
1+ e−x + e−y
and
ψ−1p (y) = ψ (G)−1p (y) = − log
(
(p − G(y))(1+ e−y)
G(y)(1+ e−y)− p
)
are given, then the corresponding marginal distribution of Y, say H(y), is only determined on
the interval αG < y < βG . Within that interval, H(y) agrees with G(y), but outside that interval
H(y) can be quite arbitrary, provided it is monotone non-decreasing and right continuous and
satisfies H(−∞) = 0, H(∞) = 1. 
2.1. Marginal transformations
It is interesting to see how the results of the previous section change when the variables are
marginally transformed. More precisely, let U = g(X) and V = h(Y ), where g() and h() are
specified increasing functions. Then, we have
φ˜U,V (u, v) = Pr(U ≤ u|V ≤ v) = Pr(g(X) ≤ u|h(Y ) ≤ v)
= Pr(X ≤ g−1(u)|Y ≤ h−1(v))
= φX,Y (g−1(u), h−1(v))
and for the conditional percentile function we have
p = Pr(V ≤ ψ˜p(u)|U ≤ u) = Pr(h(Y ) ≤ ψ˜p(u)|g(X) ≤ u)
= Pr(Y ≤ h−1(ψ˜p(u))|X ≤ g−1(u))
= Pr(Y ≤ h−1(ψ˜p(u))|X ≤ x)
= Pr(Y ≤ h−1(ψ˜p(g(x)))|X ≤ x)
= Pr(Y ≤ ψp(x)|X ≤ x)
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and then, we have
ψp(x) = h−1(ψ˜p(g(x)))
or
ψ˜p(u) = h(ψp(g−1(u))).
3. Conditional percentiles in survival models
The analysis in the previous Sections serves as a template for considering the analogous
problem of characterizing a bivariate distribution for (X, Y ) when we are given the conditional
survival functions of the form
φ∗(x, y) = Pr(X > x |Y > y); x ∈ DX , y ∈ DY
and, for some fixed p ∈ (0, 1), the conditional survival percentile function ψ∗p(x), implicitly
defined by
Pr(Y > ψ∗p(x)|X > x) = p; x ∈ DX .
The arguments necessary to resolve this issue are identical in form to those used in Section 2
when dealing with a given conditional distribution and a given conditional percentile function.
Alternatively when (X, Y ) has support R2 the conditional survival problem can be
transformed to the conditional distribution problem by considering (−X,−Y ). If the support
of (X, Y ) is R2+ then it is appropriate to consider (X−1, Y−1) and then one may again use the
results of Section 2.
4. Conditional modes
In this Section we will consider an alternative conditional specification in the absolutely
continuous case. We assume that (X, Y ) is absolutely continuous and that we are given one
complete family of conditional densities of X given Y , i.e. we are given
fX |Y (x |y) = a(x, y).
In addition we assume that we are given the conditional mode function of Y given X :
Mode of fY |X (y|x) = φ(x).
The condition used to identify the location of the conditional mode,
∂ fY |X (y|x)
∂y
= 0
is equivalent to
∂ log fY |X (y|x)
∂y
= 0,
which leads to
d
dy
log fY (y)+ ddy log a(x, y) = 0
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because
fY |X (y|x) = a(x, y) fY (y)fX (x) .
If we define
h(y) = d
dy
log fY (y)
g(x, y) = d
dy
log a(x, y) (12)
we get
h(φ(x)) = −g(x, φ(x)), ∀x
and thus
h(y) = −g(φ−1(y), y). (13)
Recalling the definition of h(y), we have
d
dy
log fY (y) = −g(φ−1(y), y)
and finally fY (y) is determined to be of the form
fY (y) = exp
[
−
∫
g(φ−1(y), y)dy
]
. (14)
Example 3 (Cauchy Conditionals and a Linear Conditional Mode Function). Consider a
bivariate random variable (X, Y ), which has conditional densities of X given Y of the form
fX |Y (x |y) = 1
pi
[
1+ (x − y)2] ; −∞ < x <∞,
and assume that the conditional mode function of Y given X is given by
φ(x) = c x .
Then, from Eq. (12) we obtain
g(x, y) = d
dy
log a(x, y) = 2(x − y)
1+ (x − y)2
and from Eq. (13) we obtain
h(y) = −g(φ−1(y), y) = − 2ky
1+ k2y2 ,
where k is a constant. Using (14) we have
fY (y) = exp
[
−
∫
g(φ−1(y), y)dy
]
∝ 1
(1+ k2y2)1/k ; −∞ < y <∞,
which leads to
f(X,Y )(x, y) ∝ 1[
1+ (x − y)2] 1(1+ k2y2)1/k . 
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5. A characterization of the classical bivariate normal distribution
The previous results may be used to obtain a new characterization of the classical bivariate
normal distribution. We have:
Theorem 1. The classical bivariate normal distribution is characterized as the unique absolutely
continuous bivariate distribution with normal conditionals of X given Y with linear regression
and a constant conditional variance function together with a linear conditional mode function of
Y given X.
Proof. Consider a bivariate random variable (X, Y ), which has conditional densities of X given
Y of the form
fX |Y (x |y) = a(x, y) = 1
τ
√
2pi
exp
[
−1
2
(
x − a − by
τ
)2]
; −∞ < x <∞.
Thus we are assuming, for X given Y , a linear regression function and a constant conditional
variance function. Assume in addition that the conditional mode function of Y given X is given
by
φ(x) = c + dx .
Then, from Eq. (12) we obtain
g(x, y) = d
dy
log a(x, y) = b(x − a − by)
τ 2
and from Eq. (13) we obtain
h(y) = −g(φ−1(y), y) = b
τ 2
(
a + 1
d
(c − y)+ by
)
.
Using (14) we have
fY (y) = exp
[
−
∫
g(φ−1(y), y)dy
]
∝ exp
[
−1
2
b(1− bd)
dτ 2
(
y − c + ad
1− bd
)2]
which is a normal density provided that
b(1− bd)
d
> 0. (15)
Note that for a bivariate normal density with variances σ 21 , σ
2
2 and correlation ρ we have
b = ρ σ2
σ1
and d = ρ σ1
σ2
, so that (15) is satisfied. In order to satisfy (15), b and d must have the
same sign and their product must be less than 1. 
6. Open questions
It will be noticed that, in Section 2, the conditional distribution of X given Y was described
in terms of Pr(X ≤ x |Y ≤ y), i.e conditioning on {Y ≤ y}, while in Section 4, we conditioned
on {Y = y}. It is thus reasonable to ask whether parallel characterizations can be provided in the
two following cases:
Case 1: Given fX |Y (x |y) and a conditional percentile function of Y given X = x .
Case 2: Given Pr(X ≤ x |Y ≤ y) and the conditional mode function of Y given X ≤ x .
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Finally, we remark that it would be interesting to determine what kinds of absolutely
continuous bivariate distributions have normal conditional distributions for X given Y , with
possibly nonlinear regression function and possibly non-constant conditional variance function
and, in addition, have a linear conditional mode function for Y given X .
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