In this paper, we are concerned with the problem of approximating a solution of a nonlinear equations by means of using the Secant method. We present a new semilocal convergence analysis for Secant method using restricted convergence domains. According to this idea we find a more precise domain where the inverses of the operators involved exist than in earlier studies. This way we obtain smaller Lipschitz constants leading to more precise majorizing sequences. Our convergence criteria are weaker and the error bounds are more precise than in earlier studies. Under the same computational cost on the parameters involved our analysis includes the computation of the bounds on the limit points of the majorizing sequences involved. Different real-world applications are also presented to illustrate the theoretical results obtained in this study.
Introduction
In this study, we are concerned with the problem of approximating a locally unique solution x of the nonlinear equation
where, F is a Fréchet-differentiable operator defined on a non-empty subset D of a Banach space X with values in a Banach space Y. Several problems from Applied Sciences including Engineering can be expressed in a form like equation (1.1) using mathematical modeling [2-6, 12-14, 16, 18-24, 28, 30] . The solutions of these equations can be found in closed form only in special cases. That is why the most solution methods for these equations are iterative.
In this paper, we consider the convergence of the Secant method defined as
n F(x n ), A n = δF(x n , x n−1 ) for each n = 1, 2, . . . , (1.2) where x −1 , x 0 are initial points. Here A n ∈ L(X, Y) is an approximation of the Fréchet-derivative F of F and L(X, Y) stands for the space of bounded linear operators from X into Y. There is a plethora of sufficient convergence criteria for the Secant method (1.2) under Lipschitz-type conditions (1.2) (see ). It is interesting to notice that although we use very general majorizing sequences for {x n } our technique leads in the semilocal case to: weaker sufficient convergence criteria; more precise estimates on the distances x n − x n−1 , x n − x * and an at least as precise information on the location of the solution x * in many interesting special cases such as Newton's method or the Secant method. The rest of the paper is organized as follows. In Section 2, we study the convergence of the majorizing sequences for {x n } involved in the Secant method. In Section 3, we present the semilocal convergence analysis for {x n }. Finally, numerical examples are presented in the concluding Section 4.
Majorizing sequences for the Secant method
In this Section, we shall first study some scalar sequences which are related to the Secant method. Let there be parameters c 0, ν 0,k > 0, k 0 > 0, k 1 > 0, and k 2 0. Define the scalar sequence {α n } by
Special cases of the sequence {α n } have been used as majorizing sequences for Secant method by several authors. For example: Case 1 (Secant method) k 0 = k and k 1 = k 2 has been studied in [2, 5, 6, 8, 12, 14, 15, 17, 20, [22] [23] [24] [25] [26] [28] [29] [30] and for k 0 = k, k 1 = k 2 and k 0 k 1 in [9] [10] [11] . Case 2 (Newton's method) k 2 = 0, k = 0, c = 0 and k 0 = k 1 has been studied in [2, 5, 6, 8, 10, 13, 15, 17-20, 22-25, 27, 28] and for k 0 k 1 in [2] [3] [4] .
In the present paper, we shall study the convergence of sequence {α n } by first simplifying it. Indeed, the purpose of the following transformations is to study the sequence (2.1) after using easier to study sequences defined by (2.3), (2.4), and (2.5). Let
, and
Using (2.1) and (2.2), sequence {α n } can be written as
Then, we can define sequence {β n } by
Furthermore, let
Finally, let δ n = 1 − γ n γ n−1 for each n = 0, 1, 2, . . . .
Then, we define the sequence {δ n } by  
It is convenient for the study of the convergence of the sequence {α n } to define polynomial p by
We have that p(0) = −(k 0 + k) < 0 and p(1) = k 1 λ for λ > 0. It follows from the intermediate value theorem that p has roots in (0, 1). Denote the smallest root by δ.
Hence, we can choose the smallest root of p given by
Notice also that p(t) 0 for each t ∈ (−∞, δ].
Next, we study the convergence of these sequences starting from {δ n }.
Lemma 2.1 ([10]
). Let δ 1 > 0, δ 2 > 0 and k 1 > 0 be given parameters. Suppose that
where δ was defined in (2.7). Let {δ n } be the scalar sequence defined by (2.6). Then, the following assertions hold:
then sequence {δ n } is decreasing and converges to 0.
Lemma 2.2 ([10]
). Suppose that the hypothesis (2.10) is satisfied. Then, the sequence {γ n } is decreasingly convergent and sequences {α n } and {β n } are increasingly convergent.
Lemma 2.3 ([10]
). Suppose that (2.8) and (2.9) hold. Then, the following assertions hold for each n = 1, 2, . . .
Corollary 2.4 ([10]).
Suppose that the hypotheses of Lemma 2.1 and Lemma 2.2 hold. Then, sequence {α n } defined in (2.1) is nondecreasing and converges to α * = β * (1 + k 0 c).
Next, we present lower and upper bounds on the limit point α * .
Lemma 2.5 ([10]
). Suppose that condition (2.10) is satisfied. Then, the following assertion holds:
where
.
From now on we shall denote by (C 1 ) the hypotheses of Lemma 2.1 and Lemma 2.2.
Remark 2.6.
(a) Let us introduce the notation
for some integer N 1. Notice that c 1 = α 0 − α −1 = c and ν 1 = α 1 − α 0 = ν. The results in the preceding Lemmas can be weakened even further as follows. Consider the convergence criteria (C N * ) for N > 1: (C 1 ) with c, ν replaced by c N , ν N , respectively
Then, the preceding results hold with c, ν, δ 1 ,
then, it follows from (2.1) that sequence {α n } is increasing, bounded from above by 1+k 0 c k 0 +k and as such it converges to its unique least upper bound α * . Criterion (2.11) is the weakest of all the preceding convergence criteria for sequence {α n }. Clearly all the preceding criteria imply (2.11). Finally, define the criteria for N 1 where
Semilocal convergence of the Secant method
In this section, we first present the semilocal convergence of the Secant method using {α n } (defined in (2.1)) as a majorizing sequence. Let U(x, R) stand for an open ball centered at x ∈ X with radius R > 0. Let U(x, R) denote its closure. We shall study the Secant method for triplets (F, x −1 , x 0 ) belonging to the class K = K(ν, c, k, k 0 , k 1 , k 2 ) defined as follows. 
for all x, y ∈ D then, the following hold
and for each x, y, z ∈ D 0 := U(x 0 ,
where α * is given in Lemma 2.3.
Next, we present the semilocal convergence result for the Secant method.
, then the sequence {x n } (n −1) generated by the Secant method is well defined, remains in U(x 0 , α * 0 ) for each n = 0, 1, 2, . . . and converges to a unique solution x * ∈ U(x 0 , α * − c) of (1.1). Moreover, the following assertions hold for each n = 0, 1, 2, . . .
where sequence {α n } (n 0) is given in (2.1). Furthermore, if there exists R such that
then, the solution x * is unique in U(x 0 , R).
Proof. Simply notice that the iterates lie in D 0 which is a more accurate location containing the iterates {x n } than D used in [10] , since D 0 ⊆ D. Then, the proof is exactly the same with the one in [10] . ,
is a more precise majorizing sequences for {x n }. Clearly, the sequence {r n } also converges under the (I N ) hypotheses.
A simple inductive argument shows that if k 0 < k 1 or k < k 2 for each n = 2, 3, . . ., r n < α n , (3.1)
and
Note also that sequence {r n } may converge under even weaker hypotheses. The sufficient convergence criterion (2.12) determines the smallness of c and r. This criterion can be solved for c and r (see for example the h criteria or (3.5) in the following). Indeed, let us demonstrate the advantages in two popular cases:
. Then, it can easily be seen that {s n } (and consequently {r n }) converges provided that (see also [8] )
whereas sequence {x n } converges, if
In the case k 0 = k 1 , we obtain the famous for its simplicity and clarity Kantorovich sufficient convergent criteria [5, 20] given by
Notice however that
but not necessarily vice versa unless if k 0 = k 1 . Moreover, we have that
Case 2: Secant method. Schmidt [27] , Potra-Ptáck [24] , Dennis [14] , and Ezquerro el at. [15, 18] , used the majorizing sequence {r n } for
That is, they used the sequence {t n } given by
, whereas our sequence {α n } for k 0 = k and k 1 = k 2 [1, 5-12, 15, 18, 25, 27] reduces to
Then, in case k 0 < k 1 our sequence is more precise (see also (3.1)- (3.3) ). Notice also that in the preceding references the sufficient convergence criterion associated to {t n } is given by
Our sufficient convergence criteria are weaker in this case. It is worth nothing that if c = 0 (3.5) reduces to (3.4) . Similar observations can be made for other choices of parameters. Finally, notice that we can obtain and use even smaller Lipschitz constants, if we simply work on R}, such that R > 1 and F defined on Ω and given by
where f ∈ C[0, 1] is a given function, Λ is a real constant and the kernel G is the Green function
In this case, for each x ∈ Ω, F (x) is a linear operator defined on Ω by the following expression:
Moreover,
Define the divided difference defined by δF(x, y) = 
Application 4.2.
We consider the following Planck's radiation law problem found in [19] :
which calculates the energy density within an isothermal blackbody, where
• λ is the wavelength of the radiation;
• T is the absolute temperature of the blackbody;
• B is Boltzmann's constant;
• P is the Planck's constant;
• c is the speed of light.
Suppose, we would like to determine wavelength λ which corresponds to maximum energy density ϕ(λ). From As a consequence, finding the roots of (4.2) gives us the maximum wavelength of radiation (λ) by means of the following formula:
It is easy to see that function f(x) is continuous and that f(2) = −0.464665 . . . and f(7) = 0.400912 . . .. Then, it follows from the Intermediate Value Theorem that f(x) has zeros in the interval (2, 7) .
We consider D = [2, 7] . Then, choosing x 0 = 4 and Newton's method we obtain that 
