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ABSTRACT The theory of ﬂuorescence correlation spectroscopy is revisited here for the case of subdiffusing molecules.
Subdiffusion is assumed to stem from a continuous-time random walk process with a fat-tailed distribution of waiting times
and can therefore be formulated in terms of a fractional diffusion equation (FDE). The FDE plays the central role in developing
the ﬂuorescence correlation spectroscopy expressions, analogous to the role played by the simple diffusion equation for regular
systems. Due to the nonstationary nature of the continuous-time random walk/FDE, some interesting properties emerge that are
amenable to experimental veriﬁcation and may help in discriminating among subdiffusion mechanisms. In particular, the current
approach predicts 1), a strong dependence of correlation functions on the initial time (aging); 2), sensitivity of correlation functions
to the averaging procedure, ensemble versus time averaging (ergodicity breaking); and 3), that the basic mean-squared
displacement observable depends on how the mean is taken.INTRODUCTION
The mobility of proteins in cell membranes has been of great
interest, being essential for various biological functions on
the cell level (1–4). Among various techniques (5–9) intro-
duced to measure protein mobility, fluorescence correlation
spectroscopy (FCS) (10,11), which measures time correla-
tion functions of fluorescence fluctuations, has been quite
widespread. This technique, which is a general technique
for measuring mobility of molecules, is being used here for
lateral motion. The fluorescence stems from tagged particles
that move randomly on the membrane surface and perform
mainly lateral diffusion. The random movement creates
spontaneous local concentration changes that in turn cause
fluorescence fluctuations.
In regularly behaving systems, the decay rate of concentra-
tion fluctuations is the same as the decay of a macroscopically
perturbed system back to equilibrium. The decay of the macro-
scopic perturbations is described by the simple diffusion equa-
tion (12). There has been growing evidence, however, that
protein diffusion might deviate from regular behavior. Several
techniques, among them single particle tracking (SPT) (7,8),
have demonstrated that in some cases, proteins display subdif-
fusion, characterized by a mean-squared displacement (MSD)
that increases sublinearly rather than linearly with time
(13,14). The origins of subdiffusion are yet to be determined.
Some possible causes of subdiffusion have been suggested,
for instance, interactions of proteins with the extracellular
matrix or with other structures within and in proximity to
membranes, or confinement due to geometrical obstacles,
such as fences, created by the cytoskeleton.
There is clearly a need to revisit the theory of FCS to
account for the possibility that protein movement is not
always Brownian. Here, we calculate FCS curves assuming
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0006-3495/09/03/2055/9 $2.00that continuous-time random walk (CTRW) (15) for subdiffu-
sion (16,17) is applicable. The calculations follow the same
path used in the case of regular diffusion (10) now modified
to account for the anomalous behavior. The modification is
based on the generalization of the diffusion equation to
describe subdiffusion using fractional calculus (16,18).
In the framework of CTRW, the motion of particles is
described by two decoupled probability density functions
(PDFs), one for jump length and another for waiting time
between jumps (16,18,19). The movement is then given by
a sequence of jumps each followed by a waiting time. The
jumps and waiting times are chosen from the corresponding
PDFs. Each jump length and each waiting time are chosen
independently, with no correlations. If the jump-length
PDF and waiting-time PDF have second and first moments,
respectively (variance and mean, respectively), the motion of
particles will always yield normal diffusion.
Anomalous diffusion, aging, and ergodicity
breaking
The regular behavior can be drastically modified by choosing
waiting-time PDFs that do not have a well-defined mean.
Such nonstationary PDFs are functions that decay slowly
and are therefore asymptotically fat-tailed (16,20):
JðtÞf 1
nat1þa
; 0 < a < 1; t >> 1=n; (1)
where 1/n is a characteristic time. Eq. 1 describes a situation
in which there is a nonnegligible probability that a particle
will get stuck in space for a very long time. The overall
motion of particles that undergo diffusion with a waiting-
time PDF (Eq. 1) is subdiffusive.
This anomalous behavior is usually defined by the MSD
of the diffusing particles. Although for regular diffusion
the MDS grows linearly with time,
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r2ðtÞ ¼ 2dKt; (2)
where d is the spatial dimension and K is the diffusion coef-
ficient [length
2
time ], in the anomalous case, the MSD follows (16)

r2ðtÞ ¼ 2dKa
Gð1 þ aÞt
a ; as1; (3)
where Ka is the anomalous diffusion coefficient of dimen-
sions [length2/timea], a is the anomaly exponent, and G(x)
is the gamma function (21). Here, we focus on subdiffusion
so that 0 < a < 1. It should be mentioned that the averaging
(h i) in Eq. 3 stands for an ensemble average. We return to
this delicate point below.
The fat-tailed PDF (Eq. 1) can stem from different origins
that lead to subdiffusion. An example for such a mechanism
is that of a system of local potential wells that act as momen-
tary traps for particles, with the rate of leaving a trap given by
(22)
bfexpð  DE=kTÞ: (4)
Here, DE is the activation energy needed to leave the trap.
Assuming that the depths of the potential wells are distrib-
uted exponentially,
rðDEÞfexpð  DE=kT0Þ; (5)
where r (DE) is the density of traps of depth DE and T0 is an
effective temperature that characterizes the trap distribution.
In such systems, the waiting-time PDF follows a power law
(22,23) as in Eq. 1, with
a ¼ T=T0: (6)
The motion is therefore subdiffusive for T < T0, which corre-
sponds to 0<a< 1. For temperatures T>T0 for which 1 < a,
the waiting-time PDF possesses a first moment, and regular
diffusion is expected (22).
Systems manifesting such anomalous behavior are charac-
terized by aging and ergodicity breaking (24–27), which are
an important concept when analyzing FCS data. Aging in
CTRW systems with fat-tailed waiting-time PDFs (Eq. 1)
means that as time evolves, fewer and fewer events occur
per time interval (Fig. 1), demonstrating the growing proba-
bility that diffusing particles will get stuck for longer and
longer times (28,29). The scenario that clarifies this effect
is that of a system of particles each of which starts at time
t ¼ 0 by choosing a new waiting time from Eq. 1. Since
the ‘‘majority’’ of waiting times will be small, most particles
will, after the clock starts, be seen hopping around. Only
a few will obtain a long waiting time. These particles will
remain at their position for a long time. As time progresses,
other particles will also ‘‘get stuck,’’ and by this effect one
will begin to accumulate a growing fraction of particles
that is not moving. This accumulation of ‘‘stuck’’ particles
is the aging characteristic of systems manifesting this kind
of anomalous subdiffusion. As a result, experimental obser-Biophysical Journal 96(6) 2055–2063vations depend on the time span of the measurement and on
its starting time. Therefore, the initial conditions should be
carefully dealt with. Here, we assume measurements that
start at the same time that the system is prepared (t ¼ 0).
The starting time can be viewed from the CTRW point of
view as the time when all particles start their random waiting
period for the first jump. The aging characteristic is related to
the nonstationary behavior (26,27) of the CTRW-type anom-
alous subdiffusion. That is to say, systems displaying such
anomaly behave differently at different times. For example,
the ensemble average of a concentration fluctuation is given
(for the anomalous case with exponent a) by
BEað0; tÞ ¼

dCaðr; 0ÞdCaðr; tÞ

; (7)
where dCa (r,0) and dCa (r,t) are the concentration fluctua-
tions at location r at times 0 and t, respectively. The super-
script E stands for an ensemble average over many systems.
Ba
E(0,t) measures the concentration fluctuation at two precise
times: 0 and t. However, contrary to a regular system, this
ensemble average is different for the same time difference,
t, as in Eq. 7, but relative to a different starting time, t > 0:
BEaðt; tÞ ¼

dCaðr; tÞdCaðr; t þ tÞ

: (8)
Due to aging, as time evolves, the rate of steps decreases and
Ba
E(t,t) decays more slowly compared to Ba
E(0,t), and there-
fore, these two averages yield different behaviors, Ba
E(0,t)s
Ba
E(t,t), yet another manifestation of the nonstationarity of
fat-tailed CTRW. It should also be made clear that the time
average,
FIGURE 1 A log-log plot of the number of jumps (steps) in a time interval
of one unit time (arbitrary units) as a function of time (for long times). The
slope we obtain is for a 0.25: slop ¼ a -1 ¼ -0.75. (Inset) CTRW with 100
independent particles was simulated and the number of jumps was detected
for the same time interval at different times. A fat-tailed waiting-time PDF
was used with a ¼ 0.25. The decrease in the density of lines for larger times
demonstrates the decrease in the number of events as time progresses and,
thus, the aging concept.
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1
T
ZT
0
dCaðr; tÞdCaðr; t þ tÞdt; (9)
behaves differently than the previous two correlation func-
tions, again due to the nonstationary characteristic of the
system and the strong dependence on the choice of initial
time (t ¼ 0) and time window (T). This breaking of ergo-
dicity is manifested when comparing the ensemble- and
time-averaged MSDs as well (30). For simple diffusion,
both averages coincide. However, as shown in Fig. 2, the
ensemble- and time-averaged MSDs strongly differ for parti-
cles obeying Eq. 1. Thus, when analyzing time averages of
single-particle tracks, care should be taken not to assume
that ergodicity is fulfilled. Our definition of subdiffusion
relies on the ensemble average.
Mathematical treatment of anomalous
subdiffusion
We start from Fick’s diffusion equation for the regular case:
vCðr; tÞ
vt
¼ KV2Cðr; tÞ; (10)
where K is the diffusion coefficient, as in Eq. 2, and C(r,t) is the
concentration as a function of space and time. This equation,
although ubiquitous, does not describe systems undergoing
anomalous diffusion in general and subdiffusion in particular.
A fractional order equation is introduced that approximates the
CTRW process with fat-tailed waiting times (16):
vCaðr; tÞ
vt
¼ 1
GðaÞ
v
vt
Z t
0
dsðt  sÞa1KaV2Caðr; sÞ; (11)
FIGURE 2 Comparison of ensemble and time averages of MSDs obtained
from CTRW with a¼ 1/2 plotted on log-log scales. Although the ensemble-
averaged MSD has the form of Eq. 3, h x2 (t) i ~ t1/2, time-averaged MSDs
display a distribution. The exponents of the MSDs are shown to be distrib-
uted around unity, h x2 (t) i ~ t.where Ca(r,t) is the concentration of the anomalous system
and Ka is the anomalous diffusion coefficient, as in Eq. 3.
Notice that although the CTRW process is made of indepen-
dent jumps and independent waiting times, with no correla-
tions to previous jumps or waiting times, Eq. 11 is nonlocal
in time and is characterized by a long-range temporal kernel.
In other words, although the motion under such a CTRW
process does not explicitly include a memory (it is not
Markovian, but semi-Markovian (31)), it is the nonstationary
nature of the process that creates a memory kernel in Eq. 11
and is responsible for aging. This equation can be rewritten
using the Riemann-Liouville operator of a noninteger order
of differentiation/integration (0Dt
1-a, 0 < a < 1):
vCaðr; tÞ
vt
¼ 0D1at

KaV
2Caðr; tÞ

: (12)
Equations 11 and 12 reduce to the regular diffusion equation
(Eq. 10) for a ¼ 1.
As shown in (16,32,33), one can relate the solution of the
diffusion equation (Eq. 10) and that of the FDE (Eq. 11) (see
Appendix):
Caðr; tÞ ¼
ZN
0
dsAðs; tÞ ,Cðr; sÞ; (13)
where s ¼ KaK s, Ca(r,t) is the solution of the FDE (Eq. 12),
and C(r,s*) is the concentration of the regular system, which
is the solution of Eq. 10 for the same starting and boundary
conditions. The solutions are related through an integral form
where A(s,t), which serves as a kernel function, is the modi-
fied one-sided Levy distribution function (16). The variable s
is used as an internal variable representing time, but it has the
dimensions of [timea]. This distribution function has a series
representation for the general case of any anomalous expo-
nent a,
Aðs; tÞ ¼ 1
s
XN
n¼ 0
ð  1Þn
Gð1  a anÞGð1 þ nÞ
 s
ta
1þ n
; (14)
and a simple functional form for some special cases of
a ¼ 1/2 and a ¼ 1/3.
It is important to note that the CTRW description of anom-
alous diffusion is not the only model that describes anoma-
lous diffusion. A commonly used approach is the fractional
Brownian motion (FBM) (34–36), which also leads to sub-
diffusion. This model has infinitely long-range correlations.
In particular, past increments are correlated with future incre-
ments, unlike in the CTRW model, where increments are
independent. The behavior of the MSD, however, is similar
to that obtained in the case of CTRW anomalous subdiffu-
sion. Another generalization of the normal diffusion
equation for the case of anomalous diffusion is the time-
dependent diffusion coefficient (TDDC), which replaces
the diffusion constant (13):Biophysical Journal 96(6) 2055–2063
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vt
¼ aKta1V2Cðr; tÞ: (15)
Being local in time, the equation does not describe the long-
range temporal correlations typical of FBM, although its
solution has a Gaussian-type solution that yields the same
concentration as the FBM process. One should be aware
that CTRW and TDDC describe different physical
processes.
Fractional FCS
In FCS experiments one measures the correlation of the fluo-
rescence fluctuations at different times. The fluorescence is
defined as (5)
f ðtÞ ¼
Z
d2rIðrÞCðr; tÞ; (16)
where I(r) is the laser beam intensity profile and C(r,t) is the
two-dimensional fluorophore concentration. The fluores-
cence fluctuations are defined by
df ðtÞ ¼
Z
d2rIðrÞdCðr; tÞ; (17)
and the correlation of the fluorescence fluctuations is an
average of fluctuations at two different times:
GðtÞ ¼ hdf ðtÞ df ðt þ tÞi; (18)
The average, as mentioned, can be performed in two ways,
by means of a time average done on a single measurement
over a long time (the usual experimental method) or using
an ensemble average. In systems that manifest normal diffu-
sion, these two averages yield the same result and such
systems are known to be ergodic. The time average is written
as
GðtÞ ¼ 1
T
ZT
0
df ðtÞdf ðt þ tÞdt ¼ df ð0Þdf ðtÞiT ; (19)
where hiT indicates a time average. Using Eq. 17, we can
rewrite Eq. 19 to obtain
GðtÞ ¼
Z
d2r
Z
d2r0IðrÞIðr0ÞdCðr; 0ÞdCðr0; tÞiT ; (20)
which we call the FCS curve. For a two-dimensional lateral
diffusion of fluorophores in a cell membrane with a Gaussian
laser beam profile, the FCS curve is given by (10,11)
GðtÞ ¼ q
2P20C
pðw2 þ 4KtÞ; (21)
where C is the average concentration, q is a product of all
quantum efficiencies of light absorption, emission, detection,
and attenuation factors of the beam during observation, P0 isBiophysical Journal 96(6) 2055–2063the total laser power, and w is the radius where the laser
intensity decreases to e-2 of its value at r ¼ 0.
Let us consider the case of a system that displays subdif-
fusion that stems from waiting-time PDFs with no mean
waiting time, modeled as a CTRW. Since here we expect
aging (24,25) with time and breakdown of ergodicity, the
ensemble and temporal averages do not coincide in a way
which resembles the difference of averaging the MSD. We
first calculate the ensemble average. If the fluorophore
concentration follows Eq. 11, the correlation of concentra-
tion fluctuations (28) is
BEaðr; r0; t; tÞ ¼

dCaðr; tÞdCaðr0; t þ tÞ

: (22)
This function depends specifically on t and on t because of
the nonstationary character of the system. As mentioned,
we assume that t ¼ 0:
BEaðr; r0; tÞ ¼

dCðr; 0ÞdCaðr0; tÞ

: (23)
Note that only the time evolution of fluctuation, and not the
starting condition, depends on a; therefore, we have taken
out the subscript a from the initial concentration fluctuation.
We proceed by using Eq. 13:
BEaðr; r0; tÞ ¼
ZN
0
Aðs; tÞdcðr; 0Þdcðr0; sÞds; (24)
and substituting this in Eq. 20, we obtain
GaðtÞ ¼
ZN
0
Aðs; tÞ
Z
d2r
Z
d2r0IðrÞIðr0Þ
hdCðr; 0ÞdCðr0; sÞds; ð25Þ
which can be rewritten, using Eq. 21, as
GaðtÞ ¼
ZN
0
Aðs; tÞGðsÞds ¼
ZN
0
dsAðs; tÞ q
2P20C
pðw2 þ 4KsÞ:
(26)
Equation 26 is the main result of this study for the ensemble-
averaged FCS. This result is similar to that obtained in (23)
for measurements of fluorescence recovery after photo-
bleaching.
A few points should be noted. First, in general, the starting
time of FCS experiments might not correspond to the starting
time of the movement of the proteins. Nevertheless, the treat-
ment we have presented is still applicable for experimental
realizations in the following cases:
1. It works when the waiting-time PDF has a power-law
behavior that is truncated at large times (38). The
behavior encountered for short and intermediate times is
anomalously subdiffusive, whereas normal behavior is
expected at large times. As the time window for the power
FCS: The Anomalous Case 2059law is expanded, the apparent anomalous diffusion is
better observed. In this case, the aging and ergodicity
breaking cease to exist. We believe that the mathematical
derivation presented (Eq. 26) is valid for analyzing FCS
data even in a case such as this.
2. The second case raises a challenge for an experiment that
one could perform, referring to Eq. 6. Lowering the
temperature of a system to < T0 would lead to a transition
from normal to anomalous behavior. If this temperature
change could be made more abrupt, the initial time of
measurement would be more precise.
3. In a system manifesting such anomalous subdiffusion, the
laser beam might bleach some of the nonmoving proteins.
The use of an attenuated laser beam can make this
problem less dramatic, but probably creates a new
problem of lowering the signal/noise ratio.
Second, using the TDDC equation is problematic, as
mentioned previously. If it approximates FBM, then it
does not contain the correlation essential to the process. In
addition, it is not clear from which time (t) one should inte-
grate this equation when solving it. This can be related to the
same aging phenomena that appear in the CTRW process.
Simulations versus calculations
We continue by calculating the FCS curve that results from
the TDDC (Eq. 15). The FCS curve can be derived in
a straightforward way according to the same procedure
used for the derivation in the case of normal diffusion. For
this case, the FCS curve has a simple functional form (8):
GðtÞ ¼ q
2P20C
pðw2 þ 4KataÞ; (27)
which differs from the normal result by introducing the time
to the power of a. In addition, we calculated FCS curves as
described above, using CTRW (Eq. 26) for three anomaly
exponents (a), and compared them to the curves obtained
from Eq. 27, where all the parameters were the same. This
comparison is presented in Fig. 3.
We then checked whether the behavior of the anomalous
FCS curve (as obtained from Eq. 26) has the same asymp-
totic behavior as Eq. 27. Fig. 4 shows a log-log of the
FCS curve. A transformation to a power-law behavior is
observed, which is of the same order as the anomaly order.
However, the asymptotic power-law behavior appears only
at extremely large times (Fig. 5).
We next check the validity of our calculations using
computer simulations. We first simulated normal diffusion
using a two-dimensional CTRW process. We used a grid
surface of 14141414 over which we scattered 2104
particles. At each time unit, all the particles performed
a one-grid unit jump in a random direction (left, right,
up, or down). We simulated a Gaussian laser beam at the
center of the surface with a radius of 100 grid units. The
fluorescence collected from the surface was the sum of
the fluorescence of all single particles. We used the laser
beam to calculate each particle’s fluorescence based on
its two-dimensional position. We compared the plots of
the calculated FCS curve to the simulation (Fig. 6 a) and
got excellent agreement. The initial time correlation
FIGURE 3 Comparison of the FDE
and TDDC curves of FCS with the
same parameters. In all plots, the FDE
curve is plotted as a solid line and the
TDDC curve is plotted as a dashed
line. The lines (top to bottom) are for
a ¼ 0.8 (plots a–c), a ¼ 0.5 (plots
d–f), and a ¼ 0.3 (plots g–i). The
columns are for (left to right) times
t ¼ 1000, t ¼ 2  106, and t ¼ 2 
108. We observe that as a decreases,
the deviation between the two curves
increases. For short times, the deviation
is significant, but it decreases for large
times (plot c).Biophysical Journal 96(6) 2055–2063
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w ¼ 100, is
Gð0Þ ¼ P
2
0C
pw2
¼ 100
p
¼ 31:8; (28)
which is in excellent agreement with the simulation, where
G(0) ¼ 32.2.
We next calculated and simulated FCS curves for the case
of anomalous subdiffusion. For the simulation, we used the
same surface as in the case of normal diffusion. The differ-
ence was that now each particle performed a jump after
a certain waiting time taken from a fat-tailed PDF. We
used the algorithm in (39,40) to obtain a power-law distribu-
tion of waiting times. The proteins were ordered according to
their jumping times by the heap algorithm (41). After each
jump, a protein was assigned a new jumping time and put
into the heap to queue.
For the calculation, we chose the simplest closed form of
A(s,t) which for the case of a ¼ 1/2 is Aðs; tÞ ¼ 1ﬃﬃﬃ
pt
p expðs2
4tÞ:
For this case, Eq. 26 takes the form
GaðtÞ ¼
ZN
0
ds
1ﬃﬃﬃﬃﬃ
pt
p es2=4t q
2P20C
pðw2 þ 4KsÞ: (29)
Applying the definition
x ¼ w
2
8Ka
; (30)
FIGURE 4 Log-log plots of the FCS curves as calculated from Eq. 26 for
a ¼ 0.3 (plot 1), a ¼ 0.5 (plot 2), and a ¼ 0.8 (plot 3).
FIGURE 5 Log-log plots for extremely long times where the anomaly
order is recovered. Here, the anomaly order is a ¼ 0.8.
FIGURE 6 (a) Ensemble-averaged FCS for the case of
normal diffusion. (b) Ensemble-averaged FCS for the
case of a ¼ 0.8. Solid lines represent the calculation and
empty circles the simulation in a and b. (c) Comparison
of ensemble- and time-averaged FCS curves in the case
of subdiffusion with a ¼ 0.8. Although the ensemble
average follows Eq. 26, the time average displays a distribu-
tion rather than a single behavior. The time average is per-
formed on a single realization of a system manifesting
anomalous subdiffusion. As time evolves, more and more
particles become immobile, and as a consequence, the
overall fluorescence of the system hardly changes with
time. Since the particles in each system get stuck at
different locations we obtain a distribution of the fluores-
cence, and therefore a distribution of FCS curves. Solid
lines represent the ensemble-averaged calculation, and
empty circles the ensemble-averaged simulation. All other
symbols correspond to time-averaged simulations of a
single realization. Plots d–f are log-log graphs of plots a–c,
respectively.Biophysical Journal 96(6) 2055–2063
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software (Wolfram Research, Champaign, IL):
GaðtÞ ¼ e
x2=t
8p3=2Ka
ﬃﬃ
t
p
	
pErfi
	
xﬃﬃ
t
p


 CoshIntegral
	
x2
t


 SinhIntegral
	
x2
t



;
(31)
where Erfi(z)gives the imaginary error function erf(iz)/i (21).
The two integrals in Eq. 31 can also be found in (21). We
compared this result to a computer simulation of an ensemble
of particles performing a CTRW process of jumps followed
by waiting times chosen from a fat-tailed distribution. The
anomalous diffusion coefficient,Ka, used for the calculation
is equal to the one used in the simulation and obtained
good agreement (not shown). In addition, we simulated
anomalous diffusion for a ¼ 0.8 and, using Mathematica,
compared it to numerical calculations that used the series
representation (Eq. 14). A comparison of the simulation
and calculation shows excellent agreement between the
two (Fig. 6 b). Fig. 6 c presents a comparison of ensemble
and time averages. As mentioned above, systems manifest-
ing subdiffusion are nonstationary and display aging and
ergodicity breaking. Although the ensemble average can be
calculated as shown above, time averages do not converge
to a single function but rather are distributed. Furthermore,
the time averages decay more slowly than the ensemble
average, because as time progresses, particles slow their
jumping rate (28), and therefore, an FCS curve, which is
measured for longer times than the ensemble averages,
decays more slowly. In addition, time averages depend on
the time window of the measurement. This means that as
the time window increases, the decay of the FCS curve slows
down. Another point to mention is that the power-law
asymptotic decay of the FCS function is reached for longer
times only compared to the decay presented in Fig. 6 b.
We then fitted Eq. 27 to our calculated CTRW curve for
a ¼ 0.5 (shown in Fig. 7). We made two kinds of fits: the
first was a one-parameter fit of the diffusion coefficient,
Ka, only (where a was fixed, assumed known) and the
second a two-parameter fit to the diffusion coefficient and
to a. Fitting both a and the diffusion coefficient, we obtained
a 16% error for a and a much larger deviation for the diffu-
sion coefficient (about a factor of 3). This two-parameter fit
agrees better with the CTRW curve, as can be seen in Fig. 7
for both short times (Fig. 7 a and a log-log plot, Fig. 7 c) and
long times (Fig. 7 b and a log-log plot, Fig. 7 d). When per-
forming a one-parameter fit of the diffusion coefficient (with
a ¼ 0.5 is assumed), we obtained a better value of the diffu-
sion coefficient, with <20% error.
We have revisited the theory of FCS for particles, per-
forming CTRW/FDE with fat-tailed waiting-time PDFs.
We compared the CTRW results to the more commonly
used TDDC equation and highlighted effects of aging and
ergodicity breaking, which should be amenable to experi-
mental tests.
APPENDIX: RELATIONSHIP BETWEEN
SOLUTIONS OF FRACTIONAL AND REGULAR
DIFFUSION EQUATIONS (SUBORDINATION)
The appendix relies on derivations in references (16,32,42). We show a rela-
tionship between the solutions of fractional and regular diffusion equations
that is also known as subordination. This relationship is valid for the case
where both fractional and regular PDEs have the same initial and boundary
conditions:
FIGURE 7 Comparison of CTRW/FDE and TDDC FCS
curves for (a) short times and (b) long times, where solid
lines represent the FDE calculated curve, dotted lines the
two-parameter TDDC fit, and dashed lines the one-parameter
TDDC fit. Data are given in arbitrary units (au). (c and d)
Same data as in a and b, respectively, on a log-log scale.Biophysical Journal 96(6) 2055–2063
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ZN
0
dsAðs; tÞCðx; sÞ; (A1)
where s ¼ KaK s; Ka and K are the anomalous and regular diffusion coeffi-
cients, respectively, Ca(x,t) is the solution of the fractional differential equa-
tion, and C(x,t) is the solution of the regular diffusion equation (s represents
an internal time variable). A(s,t), which serves as a kernel function, is the
modified one-sided Levy distribution (16,31). The subordination accounts
for the time cost of simple random-walk steps due to waiting times and it
generally offers a translation of the number of steps into time (22). We
turn to prove the identity of Eq. A1. We start by writing the fractional differ-
ential equation, Eq. 11:
Caðx; tÞ  Caðx; 0Þ ¼ 0Dat Ka
v2
vx2
Caðx; tÞ
¼ Ka
Z t
0
kðt  t0Þ v
2
vx2
Caðx; t0Þdt0: (A2)
Laplace transforming leads to (31):
Caðx; uÞ  Caðx; 0Þ=u ¼ KakðuÞ v
2
vx2
Caðx; uÞ: (A3)
In the same way, we transform Eq. A1 to Laplace space to reach an equation
for the regular concentration C(x,t):
Caðx; uÞ ¼
ZN
0
expð utÞdt
ZN
0
dsAðs; tÞCðx; sÞ
¼
ZN
0
dsAðs; uÞCðx; sÞ: (A4)
We next present A(s,u) as
Aðs; uÞ ¼ 1
ukðuÞexp
	
 s 1
kðuÞ


; (A5)
where k(u) is the same function that appears in Eq. A3. Here, A(s,u) is the
Laplace transform of Eq. 14, with k(u)~u-a. Substituting this into Eq. A4
yields
Caðx; uÞ ¼
ZN
0
dsCðx; sÞ 1
ukðuÞexp
	
 s 1
kðuÞ


; (A6)
which is actually a Laplace transform for C(x,s), so that
Caðx; uÞ ¼ K
KaukðuÞC

x;
K
KakðuÞ

: (A7)
We rewrite Eq. A3 using Eq. A7:
K
KakðuÞC

x;
K
KakðuÞ

 Caðx; 0Þ ¼ K v
2
vx2
C

x;
K
KakðuÞ

:
(A8)
The requirement states that the initial conditions are the same for both the
regular and anomalous cases: Ca(x,0) ¼ C(x,0). We change variables,
z ¼ K
KakðuÞ; (A9)
and finally obtain
zCðx; zÞ  Cðx; 0Þ ¼ K v
2
vx2
Cðx; zÞ; (A10)
which is just the Laplace transform of the regular diffusion equation. We
have shown that the subordination relationship (Eq. A1) is fulfilled when
one substitutes Eq. A5. Namely, there exists an integral relation between
the fractional and regular solutions of the corresponding diffusion equations.
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