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a b s t r a c t
This paper is devoted to the study of the special function Zνρ (z) of z ∈ C with two
parameters ρ ∈ R and ν ∈ C. In a special case such a function coincideswith theMcDonald
function. Using the representations of Zνρ (z) in terms of the H-function, being different for
ρ > 0 and ρ < 0, we deduce the asymptotic behavior of this function at zero and infinity
and give applications to evaluation of integrals involving product of Zνρ (x) and the H- and
Meijer G-function, the Bessel function of the first kind, the McDonald function and cosine
and sine functions.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The present paper is devoted to the study of the special function Zνρ (x) defined for x > 0, ρ ∈ R and ν ∈ C, being such
that Re(ν) < 0 when ρ ≤ 0, by
Zνρ (x) =
∫ ∞
0
tν−1 exp
(
−tρ − x
t
)
dt (x > 0), (1)
where R and C are sets of real and complex numbers, respectively. In particular, when ρ = 1 and x = t2/4, then in
accordance with [1, 7.12(23)],
Zν1
(
t2
4
)
= 2
(
t
2
)ν
Kν(t), (2)
where Kν(t) is the McDonald function; see [1, Section 7.2.2]. For ρ = 1 the function (1) was introduced by Krätzel [2] as a
kernel of the integral transform
(Kρν f )(x) =
∫ ∞
0
Zνρ (xt)f (t)dt (x > 0), (3)
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which is called byhis name. Krätzel in [2] established asymptotic behavior of Zνρ (x)with integerρ = 1 at zero and infinity and
found its composition with a certain differential operator. He applied the obtained results to prove the inversion formula for
the transform (3), to construct its convolution and to give applications to the solution of someordinary differential equations.
The study of the function (1) and the integral transform (3) with ρ > 0 was continued by several authors. Rodríguez,
Trujillo and Rivero [3] established compositions of the operator Kρν with the right-hand sided Liouville fractional integrals
and derivatives, constructed the operational calculus for Kρν and gave applications to solution of two Bessel type fractional
ordinary and partial differential equations. The results of [3] together with the corresponding results for the fractional
differential equations involving the left-hand sided fractional derivatives can be find in [4], Section 4.2.7. Such investigations
now are of a great interest in connection with applications, for which see, for example, [4–6].
Mellin transforms of Zνρ (x) and (K
ρ
ν f )(x)were given by Kilbas and Shlapakov [7] together with compositions of (K
ρ
ν f )(x)
with fractional calculus operators in certain spaces of integrable and differentiable functions. These results were extended
by Kilbas, Bonilla, Rivero, Rodríguez and Trujillo [8] to certain spaces of tested and generalized functions. Glaeske and Kilbas
in [9] proved the mapping properties of the transform (3) in weighted Lr -spaces.
All the above investigations were devoted to the function (1) with real positive x > 0 and ρ > 0. Kilbas, Saxena and
Trujillo [10] considered Zνρ (x) for any real ρ and gave its extension from x > 0 to z ∈ C. They established representations of
Zνρ (z) via the generalized hypergeometric Wright function; for example, see [11]. The results were based on the following
representations for Zνρ (z) in terms of the so-called H-function:
Zνρ (z) =
1
ρ
H2,00,2
z
∣∣∣∣∣∣(0, 1), ( νρ , 1ρ )
 (ρ > 0, ν ∈ C; z ∈ C, z 6= 0), (4)
when ρ > 0, while for ρ < 0,
Zνρ (z) =
1
|ρ|H
1,1
1,1
z
∣∣∣∣∣∣
(
1− ν
ρ
,− 1
ρ
)
(0, 1)
 (ρ < 0, Re(ν) < 0; z ∈ C, z 6= 0). (5)
For integers m, n, p, q ∈ N0 = {0, 1, 2, . . .} such that m 5 q, n 5 p, and for ai, bj ∈ C and αi, βj ∈ R+ = (0,∞) (i =
1, 2, . . . , p; j = 1, 2, . . . q), the H-function Hmnp,q(z) is defined via a Mellin–Barnes integral in the form
Hm,np,q (z) ≡ Hm,np,q
[
z
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
= Hm,np,q
[
z
∣∣∣∣(a1, α1), . . . , (ap, αp)(b1, β1), . . . , (bq, βq)
]
= 1
2pi i
∫
L
Hm,np,q (s)z
−sds, (6)
with
Hm,np,q (s) =
m∏
j=1
0(bj + βjs)
n∏
i=1
0(1− ai − αis)
p∏
i=n+1
0(ai + αis)
q∏
j=m+1
0(1− bj − βjs)
. (7)
Here
z−s = exp[−s(log |z| + i arg z)], z 6= 0, i = √−1, (8)
log |z| represents the natural logarithm and arg z is not necessary the principal value. An empty product in (7), if it occurs, is
taken to be one.L in (6) is an infinite contour which separates all poles of the Gamma functions0(bj+βjs) (j = 1, 2, . . . ,m)
to the left and all poles of the Gamma functions 0(1 − ai − αis) (i = 1, 2, . . . , n) to the right of L. This contour L has one
of the following forms:
(a) L = L−∞ is a left loop in a horizontal strip starting at the point −∞+ iϕ1 and terminating at the point −∞+ iϕ2
with−∞ < ϕ1 < ϕ2 <∞;
(b) L = L+∞ is a right loop in a horizontal strip starting at the point+∞+ iϕ1 and terminating at the point+∞+ iϕ2
with−∞ < ϕ1 < ϕ2 <∞;
(c) L = Liγ∞ is a contour starting at the point γ − i∞ and terminating at the point γ + i∞+ iϕ2, where γ ∈ R.
The theory of the H-function is given in the books of Mathai and Saxena [12, Chapter 1], Srivastava, Gupta and Goyal [13,
Chapter 1], Prudnikov, Brychkov and Marichev [14, Section 8.3], Kilbas and Saigo [15, Chapters 1 and 2], see also the paper
by Braaksma [16].
When αi = βj = 1 (i = 1, 2, . . . , p; j = 1, 2, . . . , q), then the H-function (6) coincides with the so-called Meijer
G-function [11, Section 5.3]:
Gm,np,q (z) ≡ Gm,np,q
[
z
∣∣∣∣(ai)1,p(bj)1,q
]
= Hm,np,q
[
z
∣∣∣∣(ai, 1)1,p(bj, 1)1,q
]
. (9)
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It should be noted that (6) also generalizes most of the known special functions of Bessel and hypergeometric type; see
[15,12,13].
In this paper by using (4) and (5) and applying asymptotic expansions for theH-function (6), we establish the asymptotic
behavior of Zνρ (z) at zero and infinity. Our method to deduce these asymptotic estimates for the Krätzel function differs
from classical methods for finding asymptotic expansions of special functions; for example, see the books by Olver [17] and
Fedoryuk [18].
We also note that many authors have developed various numerical methods for special functions; for example, see the
book by Gil, Segura and Temme [19]. But these methods cannot be applied to construction of numerical methods for the
H-function (6). Therefore the problem to establish numerical methods for this function is open.
We apply the obtained asymptotic results for Zνρ (z) to evaluate the integral∫ ∞
0
xσ−1Zνρ (ax
ω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
dx (10)
with a ∈ R (a 6= 0), b ∈ C (b 6= 0) and ω > 0, λ > 0, involving functions (1) and (6) in the integrand. We prove that the
integral (10) is the H-function of the form Hm,n+2p+2,q (b|a|−λ/ω) and Hm+1,n+1p+1,q+1 (b|a|−λ/ω) for ρ > 0 and ρ < 0, respectively. The
special cases of such formulas are presented when Hm,np,q (z) coincides with the Meijer function (9). Applications are given to
evaluate integrals involving a product of Zνρ (ax
ω) and the Bessel function of the first kind Jν
(
bxλ
)
and theMcDonald function
Jν
(
bxλ
)
. Special cases involving products of Zνρ (ax
ω) and cosine and sine functions are also presented.
It should be noted that there are many known integrals of special functions that can be evaluated in terms of elementary
and special functions; see [1] and [14–22]. The integrals evaluated in this paper are new.
2. Preliminaries
In this sectionwe present asymptotic properties of theH-function (6) at zero and infinity and conditions for the existence
of H-functions in (4) and (5). We shall use the following notation [15, Section 1.1]:
a∗ =
n∑
i=1
αi −
p∑
i=n+1
αi +
m∑
j=1
βj −
q∑
j=m+1
βj; ∆ =
q∑
j=1
βj −
p∑
i=1
αi; (11)
δ =
p∏
i=1
α
−αi
i
q∏
j=1
β
βj
j ; µ =
q∑
j=1
bj −
p∑
i=1
ai + p− q2 ; (12)
a∗1 =
m∑
j=1
βj −
p∑
i=n+1
αi. (13)
From [15, Theorems 1.11 and 1.12] we deduce the following asymptotic estimates at zero for the H-function (6) with
m > 0.
Theorem 2.1. Let m > 0 and either ∆ = 0 or ∆ < 0, a∗ > 0, and let
r∗ = min
15j5m
[
Re(bj)
βj
]
. (14)
(a) If the poles of the Gamma functions 0(bj + βjs) (j = 1, 2, . . . ,m) are simple, then
Hm,np,q (z) = O
(
zr
∗)
(z → 0) (15)
with the additional condition | arg z| < a∗pi/2 in the case∆ < 0, a∗ > 0.
(b) If some poles of the Gamma functions 0(bj + βjs) (j = 1, 2, . . . ,m) coincide, then Hm,np,q (z) has the asymptotic behavior
Hm,np,q (z) = O
(
zr
∗
[log(z)]M
∗−1
)
(z → 0) (16)
with the additional condition | arg z| < a∗pi/2 in the case ∆ < 0, a∗ > 0. Here M∗ is the largest order of general poles of
0(bj + βjs) (j = 1, 2, . . . ,m).
According to [15, Theorems 1.7 and 1.8], there hold the following asymptotic estimates at infinity for the H-function (6)
with n > 0.
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Theorem 2.2. Let n > 0 and either ∆ 5 0 or ∆ > 0, a∗ > 0, and let
r = max
15i5n
[
Re(ai)− 1
αi
]
. (17)
(a) If the poles of the Gamma functions 0(1− ai − αis) (i = 1, 2, . . . , n) are simple, then
Hm,np,q (z) = O
(
zr
)
(z →∞) (18)
with the additional condition | arg z| < a∗pi/2 in the case∆ > 0, a∗ > 0.
(b) If some poles of the Gamma functions0(1−ai−αis) (i = 1, 2, . . . , n) coincide, then Hm,np,q (z) has the asymptotic behavior
Hm,np,q (z) = O
(
zr [log(z)]M−1
)
(z →∞) (19)
with the additional condition | arg z| < a∗pi/2 in the case ∆ > 0, a∗ > 0. Here M is the largest order of general poles of
0(1− ai − αis) (i = 1, 2, . . . , n).
When n = 0, the H-function Hm,0p,q (z) has an asymptotic estimate at infinity different from that given in Theorem 2.2. To
formulate the result, we use the following notation:
c0 = (2pi)q−pe−µpi i, A0 = (2pi)(p−q+1)/2∆−µ
p∏
i=1
α
−ai+1/2
i
q∏
j=1
β
bj−1/2
j , (20)
C = c0A0
2pi i
∆µ−1/2
(
eia
∗
1pi
δ
)(µ+1/2)/∆
, D = ∆
(
eia
∗
1pi
δ
)1/∆
, (21)
where∆, δ, µ, a∗1 are defined in (11)–(13).
By [9, Theorem 1.10(i)] there holds the following asymptotic estimate for the H-function (22) with n = 0 andm = q.
Theorem 2.3. Let n = 0,m = q ∈ N, p ∈ N0,∆ > 0, a∗ > 0 and let ε be a constant such that 0 < ε < ∆pi/2. Then Hq,0p,q (z)
has the asymptotic estimate
Hq,0p,q (z) = CeDz
1/∆
z(µ+1/2)/∆
[
1+ O (z−1/∆)] (z →∞) (22)
uniformly on | arg z| < (∆pi/2)− ε.
There holds also the following asymptotic relation at infinity on the real line, deduced from [15, Corollary 1.10.2].
Theorem 2.4. Let n = 0,m, q ∈ N (m 5 q), p ∈ N0 and∆ > 0.
(a) If m < q and a∗ = 0, then
Hm,0p,q (x) = O
(
x[Re(µ)+1/2]/∆ exp
[
cos
(
a∗1pi
∆
)
∆
( x
δ
)1/∆])
(x→+∞). (23)
(b) If m = q and a∗ > 0, then
Hq,0p,q (x) = O
(
x[Re(µ)+1/2]/∆ exp
[
−∆
( x
δ
)1/∆])
(x→+∞). (24)
Next assertions [10, Theorems 3.1 and 3.2] yield conditions for the existence of Zνρ (z) in (4) and (5) with ρ > 0 and ρ < 0,
respectively.
Theorem 2.5. Let z ∈ C (z 6= 0), ν ∈ C and ρ > 0. Then the function Zνρ (z), given by (4), exists in the following cases:
L = L−∞, z 6= 0; (25)
L = Liγ∞, |argz| < (ρ + 1)pi2ρ . (26)
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Theorem 2.6. Let z ∈ C (z 6= 0), ν ∈ C (Re(ν) < 0) and ρ < 0. The function Zνρ (z), given by (5), exists in the following cases:
L = L−∞, ρ < −1, z 6= 0; (27)
L = L−∞, ρ = −1, and either 0 < |z| < 1, or |z| = 1; (28)
L = L+∞, −1 < ρ < 0, z 6= 0; (29)
L = L+∞, ρ = −1, and either |z| > 1, or |z| = 1; (30)
L = Liγ∞, ρ < 0, |argz| < (ρ − 1)pi2ρ . (31)
3. Asymptotic estimates of the Krätzel function at zero and infinity
In this section we apply the representations (4) and (5) for the Krätzel function Zνρ (z) in terms of the H-function (6) to
establish its asymptotic behavior at zero and infinity. For thiswe use the known asymptotic relations given in Theorems 2.1–
2.4. First we consider the case ρ > 0. There holds the following asymptotic estimate for Zνρ (z) at zero.
Theorem 3.1. Let z ∈ C (z 6= 0), ν ∈ C and ρ > 0.
(a) If k 6= ν + ρl for any k, l ∈ N0, then
Zνρ (z) = O
(
zmin[0,Re(ν)]
)
(z → 0). (32)
(b) If there exist k, l ∈ N0 such that k = ν + ρl, then Zνρ (z) has the asymptotic behavior either (32), or
Zνρ (z) = O
(
zmin[0,Re(ν)] log(z)
)
(z → 0). (33)
Proof. By Theorem 2.5, Zνρ (z) is represented by (4). The constants in (11) are given by take the forms a
∗ = ∆ = (ρ+1)/ρ >
0. Thuswe can apply Theorem2.1withm = q = 2 and p = n = 0. The constant r∗ in (14) takes the form r∗ = min[0, Re(ν)].
If k 6= ν + ρl for any k, l ∈ N0, the poles sk = −k (k ∈ N0) and sl = −ν − ρl (l ∈ N0) of the integrand 0(s)0([ν + s]/ρ)z−s
are all simple, then, according to Theorem 2.1(a), we obtain (32). If there exist k, l ∈ N0 such that k = ν + ρl, then
0(s)0([ν + s]/ρ) has a pole of order 2, and hence from Theorem 2.1(b) we deduce (33). This completes the proof. 
Theorem 2.3 yields the asymptotic relation for Zνρ (z)with ρ > 0 at infinity.
Theorem 3.2. Let z ∈ C (z 6= 0), ν ∈ C, ρ > 0 and let  be a constant such that 0 <  < (ρ + 1)pi/(2ρ). Then there holds
the relation
Zνρ (z) = αz(2ν−ρ)/[2(ρ+1)] exp
(−βzρ/(ρ+1)) [1+ O((1
z
)ρ/(ρ+1))]
, (34)
as z →∞ uniformly on |argz| < (ρ + 1)pi/(2ρ)− , where
α =
(
2pi
ρ + 1
)1/2
ρ−(2ν+1)/[2(ρ+1)], β =
(
1+ 1
ρ
)
ρ1/(ρ+1). (35)
Proof. For Zνρ (z) represented by (4), the constants in (11) and (13) are equal to a
∗ = a∗1 = ∆ = (ρ+1)/ρ > 0. Thus we can
apply Theorem 2.3 with m = q = 2 and p = n = 0, where the constants in (12) are given by δ = ρ−1/ρ, µ = (ν/ρ) − 1,
while the constants C and D in (21) take the forms
C =
(
2pi
ρ + 1
)1/2
ρ1−(2ν+1)/[2(ρ+1)], D = −
(
1+ 1
ρ
)
ρ1/(ρ+1). (36)
Then Theorem 2.3 leads to the desired result in (34). 
Finally we give the asymptotic estimates for Zνρ (x)with ρ < 0 at zero and infinity.
Theorem 3.3. If z ∈ C, ν ∈ C(Re(ν) < 0), ρ < 0 and |argz| < (ρ − 1)pi/(2ρ), then
Zνρ (z) = O(1) (z → 0); (37)
Zνρ (z) = O
(
zRe(ν)
)
(z →∞). (38)
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Proof. By Theorem 2.6, Zνρ (z) (ρ < 0) has the form (5) and constants in (11) imply a
∗ = (ρ − 1)/ρ > 0,∆ = (ρ + 1)/ρ.
Thuswe can apply Theorems 2.1 and 2.2withm = n = p = q = 1. r∗ and r in (14) and (17) have the form r∗ = 1, r = Re(ν).
Since L separates all simple poles sk = −k (k ∈ N0) of the Gamma function 0(s) to the left and all simple poles
sl = −ν − ρl (l ∈ N0) of the Gamma function 0([ν + s]/ρ) to the right, then from Theorems 2.1(a) and 2.2(a) we deduce
(37) and (38), respectively. 
Remark 3.1. Krätzel [2, (5)] presented the following asymptotic estimate for Zνρ (x) with integer ρ = 1 and positive x > 0,
as x→+0,
Zνρ (x) ∼

1
ρ
0
(
ν
ρ
)
+ 0(−ν)xν, if ν 6= 0,
− log(x), if ν = 0.
(39)
Due to Theorem 3.1, the first formula is true under the additional condition k 6= ν + ρl for any k, l ∈ N0, while the second
one is valid only for Re(ν) > 0.
Remark 3.2. For ρ > 0 and ρ ≤ −1, Kilbas, Saxena and Trujillo [10, Corollaries 4.2 and 4.6] established asymptotic
estimates for Zνρ (x) at zero more exact then those given in (32), (33) and (37).
Remark 3.3. Krätzel [2, p.149] gave the asymptotic estimate of the form (34) for Zνρ (x)with integer ρ = 1 and positive x > 0
at infinity:
Zνρ (x) ∼ αx(2ν−ρ)/[2(ρ+1)] exp
(−βxρ/(ρ+1)) (x→+∞), (40)
where α and β are given in (35).
4. Integrals involving the Krätzel function and the H-function
In this section we evaluate the integral (10) involving the product of the Krätzel function and the H-function. The results
will be different for ρ > 0 and ρ < 0. First we assumem > 0 and n > 0 to use their asymptotic behavior near both at zero
and infinity in Theorems 2.1–2.2 and Theorem 3.1–3.2.
Theorem 4.1. Let ρ > 0 and m, n, p, q ∈ N = {1, 2, 3, . . .} (m 5 q, n 5 p). Let a ∈ R(a 6= 0), b ∈ C(b 6= 0). Let either
a∗ > 0 or a∗ = 0,∆ = 0. Assume that λ > 0, ω > 0, σ ∈ C and ν ∈ C are such that
Re(σ )+ ωmin[0, Re(ν)] + λ min
15j5m
[
Re(bj)
βj
]
> 0. (41)
Then the integral (10) is given by∫ ∞
0
xσ−1Zνρ (ax
ω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
dx
= |a|
−σ/ω
ωρ
Hm,n+2p+2,q
 b|a|λ/ω
∣∣∣∣∣∣
(
1− σ
ω
,
λ
ω
)
,
(
1− σ + ων
ωρ
,
λ
ωρ
)
, (ai, αi)1,p
(bj, βj)1,q
 . (42)
Proof. First we show that the integral in the left-hand side of (42) is convergent when a∗ > 0 or a∗ = 0,∆ = 0. Let
g(x) = xσ−1Zνρ (axω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
. (43)
Let r∗ be given by (14). If the poles of Gamma functions 0(bj + βjs) (j = 1, 2, . . . ,m) are simple, and poles of Gamma
functions 0(s) and 0[(ν + s)/ρ] do not coincide, then in accordance with (15) and (32), we have the following power
asymptotic estimate of the integrand (43) at zero:
g(x) = O
(
xRe(σ )+ωmin[0,Re(ν)]+λr
∗−1
)
(x→ 0+). (44)
When the poles of 0(bj + βjs) (j = 1, 2, . . . ,m) coincide or poles of 0(s) and 0[(ν + s)/ρ] coincide, then by (16) and (33)
the asymptotic of g(x) is given by
g(x) = O
(
xRe(σ )+ωmin[0,Re(ν)]+λr
∗−1[log(x)]N
)
(x→ 0+), (45)
with some N ∈ N.
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Let r and β be given in (17) and (35), respectively. According to (18) and (34), the integrand g(x) in (43) has the power
exponential asymptotic estimate at infinity:
g(x) = O (xλr+ω(2ν−ρ)/[2(ρ+1)] exp (−βxωρ/(ρ+1))) (x→+∞), (46)
if the poles of Gamma functions 0(1− ai+αis) (i = 1, 2, . . . , n) are simple. If the poles of 0(1− ai+αis) (i = 1, 2, . . . , n)
coincide, then by (19) g(x) has the power logarithmic exponential estimate, as x→+∞,
g(x) = O (xRe(σ )+λr+ω(2ν−ρ)/[2(ρ+1)]−1[log(x)]M exp (−βxωρ/(ρ+1))) , (47)
with someM ∈ N. If the condition (41) is valid, then, in accordance with (44)–(47), the improper integral on the left-hand
side of (42) is convergent for x > 0.
Nowweprove (42) by using (6) and (7).We can choose the contourL = Liγ∞, which separates all the poles of theGamma
functions 0(bj+βjs) (j = 1, 2, . . . ,m) to the left and all the poles of the Gamma functions 0(1− ai−αis) (i = 1, 2, . . . , n)
to the right of L. We, additionally, suppose that the poles of Gamma functions 0(σ − λs) and 0([σ − λs + ν]/ρ) lie also
to the right of L. Substituting (6) into the left-hand side of (42), changing the order of integration, making the change of
variable ax = u and using the relation for the Gamma function [11, 1.1(1)], we have
I ≡
∫ ∞
0
xσ−1Zνρ (ax
ω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
dx
= 1
2pi i
∫
L
Hm,np,q (s)b
−sds
∫ ∞
0
xσ−λs−1Zνρ (ax
ω) dx
= |a|
−σ/ω
2pi iω
∫
L
Hm,np,q (s)
(
b
|a|λ/ω
)−s
ds
∫ ∞
0
u[(σ−λs)/ω]−1Zνρ (u)du. (48)
Applying the relation (4) and taking (6) and (7) into account, we obtain
I = |a|
−σ/ω
ρ
1
2pi iω
∫
L
0
(
σ
ω
− λ
ω
s
)
0
(
σ + ων
ωρ
− λ
ωρ
s
)
Hm,np,q (s)
(
b
|a|λ/ω
)−s
ds
= |a|
−σ/ω
ωρ
Hm,n+2p+2,q
 b|a|λ/ω
∣∣∣∣∣∣
(
1− σ
ω
,
λ
ω
)
,
(
1− σ + ων
ωρ
,
λ
ωρ
)
, (ai, αi)1,p
(bj, βj)1,q
 ,
which yields (42). This completes the proof of the theorem. 
Nowwe consider the case ρ < 0. The next result is proved similarly to Theorem 4.1 by using asymptotic estimates of the
H-function and Krätzel functions in zero and infinity, given in Theorems 2.1–2.2 and 3.3, and applying the representation
(6) of the H-function.
Theorem 4.2. Let ρ < 0 and m, n, p, q ∈ N (m 5 q, n 5 p), a ∈ R (a 6= 0), b ∈ C (b 6= 0). Let either a∗ > 0 or
a∗ = 0,∆ = 0. Assume that λ > 0, ω > 0, σ ∈ C and ν ∈ C(Re(ν) < 0) are such that
− λ min
15j5m
[
Re(bj)
βj
]
< Re(σ ) < −λmax
15i5n
[
Re(ai)− 1
αi
]
− ω Re(ν). (49)
Then the integral (10) is given by
∫ ∞
0
xσ−1Zνρ (ax
ω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
dx = |a|
−σ/ω
ω|ρ| H
m+1,n+1
p+1,q+1
 b|a|λ/ω
∣∣∣∣∣∣∣∣
(
1− σ
ω
,
λ
ω
)
, (ai, αi)1,p(
σ + ων
ωρ
,− λ
ωρ
)
, (bj, βj)1,q
 . (50)
To find the same results for the case n = 0, we invoke Theorem 2.4.
Theorem 4.3. Let ρ > 0,m, q ∈ N (m 5 q), p ∈ N0 and n = 0. Let a ∈ R (a 6= 0) and b ∈ C (b 6= 0). Let ∆ > 0. Assume that
λ > 0, ω > 0, σ ∈ C and ν ∈ C are such that
Re(σ )+ ωmin[0, Re(ν)] + λ min
15j5m
[
Re(bj)
βj
]
> 0. (51)
Suppose, further, that either (i) m < q, a∗ = 0 and cos(a∗1pi/∆) 5 0 or (ii) m = q and a∗ > 0. Then the integral (10) is given
by (42) with n = 0.
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Theorem 4.4. Let ρ < 0,m, q ∈ N (m 5 q), p ∈ N0 and n = 0. Let a ∈ R (a 6= 0) and b ∈ C (b 6= 0). Let ∆ > 0. Assume that
λ > 0, ω > 0, σ ∈ C and ν ∈ C (Re(ν) < 0) are such that
Re(σ )+ λ min
15j5m
[
Re(bj)
βj
]
> 0. (52)
Suppose, further, that (i)m < q, a∗ = 0, cos(a∗1pi/∆) < 0 or (ii)m < q, a∗ = 0, cos(a
∗
1pi/∆) = 0 and
Re(σ ) < −ωRe(ν)− λ2Re(µ)+ 1
2∆
, (53)
or (iii)m = q, a∗ > 0. Then the integral (10) is given by (50) with n = 0. In particular, if m < q, a∗ = 0 and the conditions in
(52) and (53) are satisfied, then the relation (50) holds with n = 0.
By (2) and Theorem 4.1, we deduce the following result for the MacDonald function and the H-function.
Theorem 4.5. Let m, n, p, q ∈ N (m 5 q, n 5 p), a ∈ R (a 6= 0) and b ∈ C (b 6= 0). Let either a∗ > 0 or a∗ = 0,∆ = 0.
Assume that λ > 0, ω > 0, σ ∈ C and ν ∈ C are such that
Re(µ)− ω|Re(ν)| + λ min
15j5m
[
Re(bj)
βj
]
> 0. (54)
Then there holds the formula∫ ∞
0
xµ−1Kν (|a|xω)Hm,np,q
[
bxλ
∣∣∣∣(ai, αi)1,p(bj, βj)1,q
]
dx
= 2
µ
ω−2
ω|a| µω H
m,n+2
p+2,q
( 2|a|
) λ
ω
b
∣∣∣∣∣∣
(
1+ ν
2
− µ
2ω
,
λ
2ω
)
,
(
1− ν
2
− µ
2ω
,
λ
2ω
)
, (ai, αi)1,p
(bj, βj)1,q
 . (55)
Proof. (55) is established by direct calculations, if we put ρ = 1 in (42), use (2) and apply (42) with ρ = 1, σ = µ− ων, ω
being replaced by 2ω and a by |a|2/4. 
Remark 4.1. When ω = 1, λ is replaced by 2λ and a > 0, (54) coincides with the known formula; for example, see [14]
2.25.3.4.
5. Integrals involving the Krätzel function and the Meijer G-function
In this section we consider the integral of the form (10) with the Meijer G-function (9), which is a particular case of the
H-function (6) when
α1 = α2 = · · · = αp = β1 = β2 = · · · = βq = 1. (56)
By (56), the constant a∗,∆ and a∗1 in (11) and (13) take the forms
a∗ = 2(m+ n)− p− q, ∆ = q− p, a∗1 = m+ n− p, (57)
while µ is given in (12). Then from Theorems 4.1–4.5 we deduce the following results.
Theorem 5.1. Let ρ > 0,m, q ∈ N (m 5 q) and n, p ∈ N0 (n 5 p) be such that q > p. Let a ∈ R (a 6= 0), b ∈ C (b 6= 0).
When n > 0, let either (i) 2(m + n) > p + q or (ii) 2(m + n) = p + q, p = q. When n = 0, let either (iii) m < q, 2m =
p+ q, cos[(m− p)pi/(q− p)] 5 0 or (iv)m = q, 2m > p+ q. Assume that λ > 0, ω > 0, σ ∈ C and ν ∈ C are such that
Re(σ )+ ωmin[0, Re(ν)] + λ min
15j5m
[
Re(bj)
]
> 0. (58)
Then ∫ ∞
0
xσ−1Zνρ (ax
ω)Gm,np,q
[
bxλ
∣∣∣∣(ai)1,p(bj)1,q
]
dx
= |a|
−σ/ω
ωρ
Hm,n+2p+2,q
 b|a|λ/ω
∣∣∣∣∣∣
(
1− σ
ω
,
λ
ω
)
,
(
1− σ + ων
ωρ
,
λ
ωρ
)
, (ai, 1)1,p
(bj, 1)1,q
 . (59)
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Theorem 5.2. Let ρ < 0, and let m, q ∈ N (m 5 q) and n, p ∈ N0 (n 5 p) be such that q > p. Let a ∈ R (a 6= 0), b ∈ C (b 6= 0)
and ν ∈ C(Re(ν) < 0). When n > 0, let
− λ min
15j5m
[Re(bj)] < Re(σ ) < λ− λmax
15i5n
[Re(ai)] − ωRe(ν), (60)
and either (i) 2(m+ n) > p+ q or (ii) 2(m+ n) = p+ q, q = p. When n = 0, let
Re(σ )+ λ min
15j5m
[Re(bj)] > 0 (61)
and either (iii)m < q, 2m = p+ q, cos[(m− p)pi/(q− p)] < 0, or (iv)m < q, 2m = p+ q, cos[(m− p)pi/(q− p)] = 0 and
Re(σ ) < −ωRe(ν)− λ2Re(µ)+ 1
2(q− p) , (62)
or (v)m = q, 2m > p+ q.
∫ ∞
0
xσ−1Zνρ (ax
ω)Gm,np,q
[
bxλ
∣∣∣∣(ai)1,p(bj)1,q
]
dx = |a|
−σ/ω
ω|ρ| H
m+1,n+1
p+1,q+1
 b|a|λ/ω
∣∣∣∣∣∣∣∣
(
1− σ
ω
,
λ
ω
)
, (ai, 1)1,p(
σ + ων
ωρ
,− λ
ωρ
)
, (bj, 1)1,q
 . (63)
6. Integrals involving the Krätzel function and the Bessel function of the first kind and the McDonald function
In this section we consider the integrals involving the product of the Krätzel function and the Bessel function of the first
kind Jµ(z) [1, 7.2(2)] or the McDonald function Kµ(z), being special cases of the Meijer G-function:
Jµ(z) = G1,00,2
[
z2
4
∣∣∣∣∣µ
2 ,−µ2
]
, Kµ(z) = 12G
2,0
0,2
[
z2
4
∣∣∣∣∣−µ2 , µ2
]
; (64)
see [15, (2.9.18)], [11, 5.6(3)], and [11, 5.6(4)], [15, (2.9.19)], respectively. By the first and second formulas in (64), from
Theorems 5.1 and 5.2 with λ being replaced by 2λ and b by |b|2/4 and with n = p = 0,m = 1, q = 2, b1 = µ/2,
b2 = −µ/2 and n = p = 0,m = q = 2, b1 = −µ/2, b2 = µ/2 in respective cases, we deduce the following results.
Theorem 6.1. Let a ∈ R(a 6= 0), b ∈ C (b 6= 0), λ > 0, ω > 0 and σ , ν, µ ∈ C.
(a) If ρ > 0 and Re(σ )+ λRe(µ)+ ωmin[0, Re(ν)] > 0, then
∫ ∞
0
xσ−1Zνρ (ax
ω) Jµ
(
bxλ
)
dx = |a|
−σ/ω
ωρ
H1,22,2
 b2
4|a|2λ/ω
∣∣∣∣∣∣∣
(
1− σ
ω
,
2λ
ω
)
,
(
1− σ + ων
ωρ
,
2λ
ωρ
)
(µ
2
, 1
)
,
(
−µ
2
, 1
)
 . (65)
(b) If ρ < 0, Re(ν) < 0 and−λRe(µ) < Re(σ ) < −ωRe(ν)+ λ/2, then
∫ ∞
0
xσ−1Zνρ (ax
ω) Jµ
(
bxλ
)
dx = |a|
−σ/ω
ω|ρ| H
2,1
1,3
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− σ
ω
,
2λ
ω
)
(
σ + ων
ωρ
,− 2λ
ωρ
)
,
(µ
2
, 1
)
,
(
−µ
2
, 1
)
 . (66)
Theorem 6.2. Let a ∈ R(a 6= 0), b ∈ C (b 6= 0), λ > 0, ω > 0 and σ , ν, µ ∈ C.
(a) If ρ > 0 and Re(σ )− λ|Re(µ)| + ωmin[0, Re(ν)] > 0, then
∫ ∞
0
xσ−1Zνρ (ax
ω) Kµ
(
bxλ
)
dx = |a|
−σ/ω
2ωρ
H2,22,2
 b2
4|a|2λ/ω
∣∣∣∣∣∣∣
(
1− σ
ω
,
2λ
ω
)
,
(
1− σ + ων
ωρ
,
2λ
ωρ
)
(
−µ
2
, 1
)
,
(µ
2
, 1
)
 . (67)
(b) If ρ < 0, Re(ν) < 0 and Re(σ )− λ|Re(µ)| > 0, then
∫ ∞
0
xσ−1Zνρ (ax
ω) Kµ
(
bxλ
)
dx = |a|
−σ/ω
2ω|ρ| H
3,1
1,3
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− σ
ω
,
2λ
ω
)
(
σ + ων
ωρ
,− 2λ
ωρ
)
,
(
−µ
2
, 1
)
,
(µ
2
, 1
)
 . (68)
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Corollary 6.1. Let a ∈ R(a 6= 0), b ∈ C (b 6= 0), λ > 0, ω > 0 and σ , ν ∈ C.
(a) If ρ > 0 and Re(σ )+ ωmin[0, Re(ν)] > 0, then∫ ∞
0
xσ−1Zνρ (ax
ω) cos
(
bxλ
)
dx =
(
bpi
2
)1/2 |a|− 2σ+λ2ω
ωρ
×H1,22,2
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− 2σ + λ
2ω
,
2λ
ω
)
,
(
1− 2(σ + ων)+ λ
2ωρ
,
2λ
ωρ
)
(
−1
4
, 1
)
,
(
1
4
, 1
)
 . (69)
(b) If ρ < 0, Re(ν) < 0 and 0 < Re(σ )− λ/2 < −ωRe(ν), then∫ ∞
0
xσ−1Zνρ (ax
ω) cos
(
bxλ
)
dx =
(
bpi
2
)1/2 |a|− 2σ+λ2ω
ω|ρ|
×H2,11,3
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− 2σ + λ
2ω
,
2λ
ω
)
(
2(σ + ων)+ λ
2ωρ
,− 2λ
ωρ
)
,
(
−1
4
, 1
)
,
(
1
4
, 1
)
 . (70)
Corollary 6.2. Let a ∈ R(a 6= 0), b ∈ C (b 6= 0), λ > 0, ω > 0 and σ , ν ∈ C.
(a) If ρ > 0 and Re(σ )+ ωmin[0, Re(ν)] + λ > 0, then∫ ∞
0
xσ−1Zνρ (ax
ω) sin
(
bxλ
)
dx =
(
bpi
2
)1/2 |a|− 2σ+λ2ω
ωρ
×H1,22,2
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− 2σ + λ
2ω
,
2λ
ω
)
,
(
1− 2(σ + ων)+ λ
2ωρ
,
2λ
ωρ
)
(
1
4
, 1
)
,
(
−1
4
, 1
)
 . (71)
(b) If ρ < 0, Re(ν) < 0 and 0 < Re(σ )+ λ/2 < −ωRe(ν)+ λ, then∫ ∞
0
xσ−1Zνρ (ax
ω) sin
(
bxλ
)
dx =
(
bpi
2
)1/2 |a|− 2σ+λ2ω
ω|ρ|
×H2,11,3
 b24|a|2λ/ω
∣∣∣∣∣∣∣∣
(
1− 2σ + λ
2ω
,
2λ
ω
)
(
2(σ + ων)+ λ
2ωρ
,− 2λ
ωρ
)
,
(
1
4
, 1
)
,
(
−1
4
, 1
)
 . (72)
Corollaries 6.1 and 6.2 follow from Theorem 6.1 according to the formulas
J−1/2(z) =
(
2
piz
)1/2
cos(z), J1/2(z) =
(
2
piz
)1/2
sin(z), (73)
see [1, 7.11(14) and 7.11(15)].
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