Abstruct-In a previous paper [l], we presented the hybrid ray-FDTD method for analyzing the electromagnetic scattering from two-dimensional cavities with complex terminations. In this paper, we present three hybrid methods for analyzing the scattering from three-dimensional (3-D) inlet cavities. In these hybrid methods, the finite-difference time-domain (FDTD) method is used to determine the reflection matrix associated with the termination. Modal analysis, physical optics (PO), or rays are used to analyze the remaining front section of the cavity. Representative results are presented.
I. INTRODUCTION HE electromagnetic scattering from the interior of jet T engine inlet cavities contributes significantly to the overall radar cross section (RCS) of a modem jet aircraft. The determination of its contribution is no easy task, however, particularly when the termination within the cavity is complex. In our previous paper [l], we presented the hybrid generalized ray expansion-finite-difference time-domain (GRE-FDTD) method for analyzing the electromagnetic scattering from two-dimensional (2-D) cavities with complex terminations. In this paper, we present three hybrid methods for analyzing the scattering from three-dimensional (3-D) inlet cavities. In our hybrid methods, FDTD is used to characterize the termination section, while modal analysis, physical optics (PO), or the generalized ray expansion method (GRE) is used to analyze the front section.
We have chosen to use the FDTD method [2], [3] to model the termination section because it is more efficient than frequency domain methods in obtaining broadband frequency information. Furthermore, the fields in FDTD are easily updated without complex matrix operations. The only limitation of the rectangular FDTD, as used in our application, is that it is not conformal to the geometries of interest. As we shall show in the examples, however, this limitation is not serious.
The rationale for choosing the other three methods to combine with the FDTD method is dictated to a large extent by the cavity structure. A typical jet engine inledexhaust has an air intake (or front) section (Region 1 in Fig. 1 ) that may be long and arbitrarily shaped. In addition, the interior cross section may not be uniform throughout the length of the intake section. The cross sections of the engine (or termination) section and Manuscript received June 9, 1994 ; revised February 21, 1995 . This work was supported in part by the Joint Services Electronics Program under Contract N00014-89-J-1007 and by the Sandia National Laboratories under Grant AF-6341.
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IEEE Log Number 9414064. its vicinity are typically circular (Region 2 in Fig. 1 ). The exhaust section (Region 3 in Fig. I ), however, may or may not be circular. For our examples, Region 3 is nonexistent. For a front section that can be approximated with one or more piecewise separable waveguide sections, modal analysis can provide very accurate field solutions [4] . Even though it is limited as such, modal analysis is still a useful method as it provides a valuable independent check on the accuracy of other more versatile but approximate methods.
When conventional waveguide modes cannot be defined for arbitrarily shaped or nonuniform cavities, other approximate but efficient methods like the GRE method and the iterative physical optics (PO) method are used. The ray-based GRE method [7] is useful for very large, smoothly varying cavities where interior diffractions caused by curved surfaces and wall discontinuities (edges and comers) are insignificant compared with internal wall reflections. Recently, its efficiency has been improved through the use of shaped beams as its ray basis [8] instead of conventional geometrical optics rays.
The IPO approach in [5] has been shown to be a useful high frequency asymptotic procedure for analyzing the scattering from moderately large open-ended cavities. It is efficient since only a small number of iterations (based on the number of internal reflections) is required to arrive at a convergent solution. The method is expected to require more iterations for deep cavities and steep angles of incidence because more internal reflections are significant. The solution need not necessarily converge to the exact solution, however, since high-frequency asymptotic approximations of PO are used, unlike a more rigorous approach such as that used in [6] . The P O method is the most robust to implement and even works well for cavities which may have some internal edges and corners. It is generally much more accurate than GRE but may not be as efficient for very large cavities.
While the FDTD method is capable of obtaining the termination matrix for all frequencies of interest simultaneously by working in the time domain, the frequency domain methods for analyzing the front duct section (modal, GRE, and IPO) require 0018-926X/95$04.00 0 1995 IEEE some repeated computation at each frequency. The CPU time necessary to analyze the duct is still generally much less than that used in generating the termination scattering matrices from FDTD analysis. Furthermore, the GRE and P O methods can be made more efficient for multiple frequencies by re-using frequency independent information such as the ray paths in GRE and the facet-to-facet separation distances in P O . Of course, the extent to which this information is useful is mainly limited by available memory because the data must be stored for a huge number of rays or facet pairs. This paper is organized as follows. The motivation for the hybrid method and the need for parallel computing is described in Section 11. In Section I11 we describe the important aspects of the FDTD method in characterizing the termination section of a cavity. They are the absorbing boundary condition, the determination of the reflection matrix, and the scattered field. In Sections IV and V we discuss the coupling between GRE and FDTD and between PO and FDTD. Representative results are presented and discussed in Section VI. The conclusion is given in Section VII.
MOTIVATION FOR HYBRID METHODS AND PARALLEL COMPUTING
The modeling of a jet engine inlet is very difficult because of its large electrical size and complexity. If one uses FDTD to model a typical inlet with a radius of 16 wavelengths and a length of 120 wavelengths, we would require 4.63 billion unknowns (assuming 20 cells/wavelength), 50 OOO time steps, and 5000 runs (to account for all angles of incidence). The estimated computation time required to perform the calculations on a single processor of a Cray Y-MP is approximately 2400 years.
With the use of the hybrid method, FDTD is only applied to the termination of the inlet (E last 15 wavelengths). The remainder of the inlet is modeled with a more approximate method requiring relatively little computation time. Thus, the computation associated with the FDTD calculations is based on a problem with 386 million unknowns, 5000 time steps, and 5000 runs. The estimated run time on a Cray Y-MP is 20 years. Although the hybrid method has reduced the computation time by two orders of magnitude, the solution cannot realistically be calculated on the Cray Y-MP. In addition, we must also consider the fact that the memory requirements for this problem far exceed what is available on the Cray Y-MP.
One way to overcome the computational limitations is to consider the use of parallel computers. Parallel computers offer more memory and computation power than sequential computers. In this work, we not only demonstrate the advantages of the hybrid method, but we also demonstrate that the FDTD method can be efficiently adapted to parallel computers which allowed us to solve much larger geometries than the ones we could do on the Cray. The FDTD algorithm has been implemented on the Intel Touchstone DELTA system for analyzing larger cavities. The DELTA system is a highspeed concurrent multicomputer consisting of 576 processors connected in a 16 x 36 2-D mesh [24] , [25] . The parallel FDTD algorithm is not described in here, but it is given in [14].
Based on the computation benchmarks done on the DELTA system for the examples in this paper, we estimate that the 1800 node Intel Paragon at Sandia National Labs could solve the scattering from a realistic size engine in 10 days.
111. IMPORTANT ASPECTS OF THE FDTD METHOD We will not derive the equations of the FDTD method as they are readily found in many papers. Instead, we will discuss the important aspects of the FDTD method for characterizing the termination section of a cavity in terms of a reflection matrix.
A. Absorbing Boundary Condition
For the proper transmission of the reflected fields through ST^ (or the input plane), an absorbing boundary condition (ABC) has to be applied at ST^. For 3-D cavity problems, Mur's second-order ABC [9] does not provide adequate absorption at large angles; therefore, we have chosen to use Higdon's ABC because of the flexibility allowed in the design of the absorption properties. Specifically, the angles of best absorption can be easily adjusted and the order increased to suit a given problem. Another reason for choosing Higdon's AI3C is that the implementation near corners of rectangular FDTD cells is the same as that at other points on the absorbing boundary. The rest of this section presents the development and implementation of Higdon's ABC.
Higdon Recently, it was shown that computer round-off error is a cause of numerical instability in ABC's [15] , [16] . The higher the order of the ABC, the greater the instability. To reduce the instability, it was suggested that damping factors be added to the boundary operators. In our program, we have added damping factors, ca, to all the boundary operators except B1 so that
The extension to the time domain is made relatively simple with a = 0.08IAz.
B. Determination of [Sr] via FDTD
In the sinusoidal-FDTD used in the 2-D GRE-FDTD hybrid method, ray solutions at ST^ are required as input excitation for the FDTD code. Therefore, the computation time of the FDTD code is dependent on the number of observation angles where the cavity scattered field is desired. To overcome this dependency, we use the concept of a generalized scattering matrix of a multiport junction in microwave circuits [17] . Let us first present this concept in the frequency domain. We assume that the cross section at ST^ is circular; therefore, the incident and reflected fields at the cross section can be represented as a superposition of modes. In cases where waveguide modes cannot be used, a set of plane waves may be used to replace the modes [18] . To characterize the relationship between the incident and reflected fields, the crosscoupling between the modes must be determined. For example, a single incident mode interacts with the termination and can potentially produce an infinite number of reflected modes. The field values of the reflected modes can be represented in terms of a reflection coefficient s , , where m represents the modal number of the reflected mode of interest and n represents the modal number of the incident mode. These reflection coefficients constitute a column of the reflection matrix [Sr] . The entire matrix can therefore be found by applying all the possible modes as the incident field, one at a time. Note that there are an infinite number of modes in a waveguide, so ideally we would require a matrix of infinite rank. We assume that the evanescent modes do not significantly affect the RCS, however, since the inlet is electrically long. Thus, the rank of [Sr] is the number of propagating modes, and the reflected field from the termination can be found from the matrix multiplication by the choice of modes for representing the fields at ST^. We wish to use a pulsed FDTD approach to obtain the solution so that broadband information can be obtained simultaneously.
Since the modal distribution is independent of frequency, we can decompose the incident and reflected fields at ST^ into modes. Then each incident mode is excited independently with the field distribution being the modal field multiplied by the input time waveform whose shape is chosen to optimize the frequencies of interest. A Fourier transform is then applied to the incident and reflected fields for each of the modes. The generalized scattering matrix [Sr] can then be found for all the frequencies of interest. For the pulsed FDTD, the frequency-independent form of the modal field distribution is used to multiply the time pulse. For example, for a circular cavity of radius a, we used a TM,, modulation of the form where K,, is a solution of J , ( K ,~~) = 0. The reflection coefficients are given by [14] where s l 
C. Scattered-Field Computation
In the 2-D GRE-FDTD method, the termination reciprocity integral was used to find the cavity scattered field. Specifically, the desired scattered field, E," (P), at the observation point P is given by [19] 
where Pt is the strength of an electric current point (test) source. (E;, &) are the fields scattered by the termination in the cavity, while (Et, Rt) are the fields radiated by the test source in the presence of the cavity structure without the termination. When the termination is characterized by a modal reflection matrix [Sp] as in our case, the cavity scattered field can be conveniently obtained via the modal form of (9). For backscatter computation, the modal form of (9) is given by Up to this point, no mention has been made as to the methods used to find the coefficients A:. For the hybrid methods of interest, A; will be determined by modal analysis, the IPO and the GRE method. The first method assumes that the front section can be analyzed in terms of waveguide modes.
The GRE and the P O methods are more versatile in that they can be used for quite arbitrary front sections. The derivation of A: for circular waveguides via modal analysis will not be discussed since it can be found in [21] . The derivation of A: by the remaining two methods are discussed in the next two sections.
N. COUPLING BETWEEN GRE AND FDTD
As waveguide modes are used to characterize the termination section in terms of reflection matrices and the cavity scattered field that can be computed efficiently via (lo), the ray solution at STl should therefore be expressed in terms of the same set of waveguide modes. For this purpose, an aggregate coupling scheme combining the two coupling schemes used in [l] is employed. Beginning with the ray-to-mode coupling scheme, the ray solution at sT1 can be described by a set of are required in (11). The field of each of the P ray tubes at S,, has to be expanded into a sum of N waveguide modes to determine its contribution to AL. Depending on the shape and size of S,, the integral in (1 1) may have to be evaluated numerically. The integral may be evaluated approximately, however, if S, is sufficiently small [201. In any case, the determination of A: via (1 1) can be very time consuming when there is a large number of modes and an even larger number of ray tubes.
Note that only the tangential components of Now, in the direct ray-to-FDTD coupling scheme, the desired field is obtained essentially by sampling the ray fields at 5 '~~ with a very fine grid. An enormous number of ray tubes has to be tracked, however, as the ray tube size is limited to (X/20)2 in 3-D problems. Applying the same principle but using a coarser grid, (1 1) can be rewritten as E;,m
where pl, is the index of the ray tube whose field is assigned to the grid point (ZAx,mAy). The critical factors in the new scheme are the sizes of the ray tubes and the grid. It is preferable that the ray tubes be sufficiently large to reduce the number of ray tubes required. To evaluate the ray field in closed form, however, the size of a ray tube cannot be greater than (X/2)2 [20]. For this limit, we have found via numerical experiments that a grid size of X/8 is required for a convergent field solution on sT1.
In summary, the aggregate coupling scheme traces each ray tube to ST, and assigns its field to the nearest grid point according to (13) . When all the ray fields have been assigned, the resultant grid fields in (13) are substituted into (12) to find A f . Compared to the direct ray-to-mode conversion scheme which requires P N integrations [see (ll)], the new scheme requires only N integrations (in the form of a double summation) to obtain A:. Moreover, (12) can be evaluated very efficiently via fast transform techniques [22] .
V. COUPLING BETWEEN PO AND FDTD
In the hybrid PO-FDTD method, the P O method [7] is used to find the fields at the cross section ST^. These crosssectional fields are then expressed in terms of the basis set (waveguide modes) for use in computing the cavity scattered field. A summary of the pertinent equations used in the P O method is given here. A detailed description of the P O method can be found in [7] .
The P O method approximately solves the magnetic field integral equation (MFIE) for an applied field incident on a perfect electric conductor (PEC) scatterer. For our purpose, the sources of the applied field are the equivalent currents at the aperture of the cavity and the PEC scatterer is the interior cavity wall between the aperture and ST^ as shown in Fig. 2. Specifically, the MFIE for field points on the PEC walls of the cavity is given by where f denotes the principal value of the integral and g: J ( p c ) equivalent electric current density.
F~
position vector of a point on the interior cavity wall. fi unit normal surface vector pointing into cavity. Go free space Green's function. is the magnetic field radiated into the cavity via the aperture due to an external field (E', H') incident at the aperture ( S a ) of the cavity. It is given by [7] -. -.
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Equation (14) is solved via the IPO algorithm, taking into account shadowing effects [7] . The IPO algorithm uses as its initial guess the PO currents on the cavity walls excited by Rt.
This initial guess is used in the integral of (14) to find a better estimate of j ( F c ) . This process is repeated until a convergent solution is obtained. Once J(Fc) is found, the desired fields 
LT,
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The IPO method is implemented by modeling the cavity and the aperture end with flat facets [7] . The integrals in (14) and (15) are evaluated numerically via summations by assuming the fields and currents are constant over each facet. Facets that are not within line-of-sight of each other do not contribute mutually. A X/8 x X/8 grid similar to the one used in the GRE method is set up at ST^ to sum the fields due to the (convergent solutions of the) currents of the faceted cavity walls. Once the grid fields have been summed, they are expressed in terms of waveguide modes to determine A;.
VI. RESULTS
The accuracy of any hybrid method is determined by the combined accuracies of the individual methods. Therefore, we will first examine the accuracy of the reflection matrices obtained by the pulsed-basis FDTD algorithm. To do so, the RCS of the termination section of the cavity is computed via (10) and (5) and h refer to the cavity and hub, respectively. At 10 GHz, the diameters of the cavity and the hub are 8X and 4X, and their lengths are 2X and l X , respectively. Using symmetry, only 164 of the 313 propagating modes are used in the FDTD algorithm to find the reflection matrix. Note that the cavity and the hub are modeled via stair-stepped approximations.
The FDTD solutions are compared to solutions obtained by the method of moments for BOR-MOM [26] . The FDTD solutions show excellent agreement with the reference BOR-MOM solutions. The slight differences between the solutions of the two methods are most likely due to the external scattering effects in the BOR-MOM characterization of the cavity.
To simulate the front frame of a jet engine, fan blades of constant thickness are attached to the hub. Fig. 4 shows the RCS patterns for a cavity with a cylindrical hub and four blades. At 10 GHz, the cavity is 2X wide and 1.5X long, while the hub is 1X wide and 0.5X long. The X/20 cm-thick blades have equal radial and axial lengths of OSX. To study the effect of stair-stepping, two models of the same cavity are used to obtained the reflection matrices from which the RCS patterns are derived. In one model, the planes of the blades are parallel to either the x-or the y-axis, while in the other model, they are offset by 45 degrees with respect to the axes as shown in Fig. 4 . In both cases, 40 cells per wavelength are used to model the cavity geometry. Seventeen propagating modes are used to obtain the reflection matrices.
The RCS patterns in Fig. 4 are computed at 4 = 0 degrees for model 1 and at 4 = 45 degrees for model 2. Thus, the RCS for the two angles of 9 applied to the two cavity models should be close if the stair-stepped approximation is accurate.
The difference between the two u8,g plots is less than 2 dB, while the difference between the two U++ plots is negligible. The differences in the solutions for the two models can only be due to the stair-stepped approximation of the blades used in model 2. In contrast to 2-D problems where the numerical dispersion due to stair-stepping is seen only in the TE case, however, the numerical dispersion in 3-D problems is, in general, present in both polarizations [27] . From the previous figure, the errors introduced by the stair-stepping are small and tolerable. Fig. 5 shows the RCS patterns for a cavity with a termination comprising a conical hub and 12 blades. The diameter and length of the cavity are 8X and 3X, respectively. The diameter and length of the hub are both equal to 2X. The blades are X/10 thick and 1X long. The blades are equally distributed in C#I so that they are about 30 degrees apart. Fig. 6 shows a quadrant of the stair-stepped approximation of the 12 blades using 20 cells per wavelength.
To illustrate the power of the pulsed-basis FDTD method, we generated in a single run the reflection matrices at frequencies between 9.5 GHz and 10.5 GHz in increments of 0.1 GHz for a cavity with a termination comprising a cylindrical hub and 17 equally spaced blades. Composite plots of the copolarized RCS patterns over this band of frequencies are shown in Fig. 7 (see Fig. 4 for definitions of variables). These patterns are computed along the vertical plane of symmetry (passing through one of the blades). To obtain similar results with frequency domain methods, the same problem will have to be solved repeatedly for each of the frequencies.
The RCS patterns obtained by the three hybrid methods (modal-", GRE-FDTD, and PO-FDTD) are now presented for cavities comprised of a front section and a termination section. The modal, GRE, and PO methods in each of these results are used to determine the modal coefficients, [A:], of the field incident at the interface of the two cavity sections. The source of this field is an external plane wave field incident at the aperture of the front section. FDTD is used to derive the modal reflection matrix, [SF] , for the termination section. The modal coefficients and the reflection matrix are substituted into (5) and (10) to compute the RCS for the entire cavity.
Figs. 8 and 9 show the RCS patterns when an 8X-long ( L f ) hollow circular section is attached to each of the cavities of Figs. 3 and 5, respectively. Using the modal-" solutions as reference solutions, it can be seen that the PO-FDTD solutions are more accurate than the GRE-FDTD solutions. This result is to be expected as the PO field solutions at the interface ST^ are more accurate than the corresponding GRE solutions [ 141. An interesting observation from these figures is that the 044 solutions in the GRE-FDTD method always 
seem to agree better with the reference solutions than the 0 0 6 solutions would. They also agree with the reference solutions over a wider range of incidence angles. For some reason, the +-polarized field solutions are always more accurate than the &polarized field solutions in the GRE method. One possible explanation is that "whispering gallery" rays are more strongly excited from the leading edge of the duct in the &polarization case. These rays tunnel along close to the cavity walls and would not be well-accounted for using a GRE because rays are not launched directly from the aperture edges.
To illustrate the versatility of the PO method and the GRE method in analyzing noncanonical waveguide sections, we connect a super-elliptic front section to the termination section of Fig. 5 . This super-elliptic cavity, shown in Fig. 10 , has an elliptical front end and a circular back end. The aperture of the front end is 36 cm wide and 16 cm high. The length of the elliptical-to-circular transition ( L f ) is 40 cm, while the length of the circular termination section ( L t ) is 9 cm. Fig. 11 shows the RCS patterns of this super-elliptical cavity computed along the horizontal plane. There is good agreement between the solutions of the PO-FDTD and the GRE-FDTD methods for le1 I 25 degrees. Beyond this range of angles, it is debatable as to which set of solutions is "correct," but it is believed that the PO-FDTD result is the most accurate from experience with canonical duct geometries (e.g., cylindrical).
We now compare the run times achieved by the serial FDTD code running on the Cray Y-MPW864 and the parallel FDTD code running on the Touchstone DELTA machine. Both codes are comparably vectorized. Tables I and 11 number of FDTD time steps used to obtain a single column of the reflection matrix corresponding to one input waveguide mode. The seventh column in Table I indicates the number of modes used to obtain the reflection matrix.
The second column in Table I1 indicates the number of processors used on the DELTA machine to run the same number of waveguide modes indicated in Table I . These processors are divided into groups of equal sizes (processors/group in Table 11 ). The group size is chosen so that the memory requirements of the program do not exceed the 12.5 Mbytes of memory available on each processor. Each group is assigned a certain number of waveguide modes to work on (number of modes in Table 11 ). Different groups are assigned different waveguide modes. The processors within each group work together to find the columns of reflection coefficients for their assigned modes.
Therefore, all the groups are working at the same time but on different waveguide modes. Once all the groups are done, the reflection matrix is assembled with the columns of coefficients obtained by the various groups. Note that the number of modes indicated in the table is the maximum number of modes assigned to any one group. A group may have less than this number of modes since it is not always possible to assign an equal number of modes to each group. Therefore, there can be groups that will finish their assignments long before the rest are done. So, the CPU time shown in Table I1 indicates the average time of the processors in the "slowest" group. In most cases, more processors can be assigned to each group to reduce the CPU time. In addition, the program can be optimized better by dividing the computation load more evenly among the processors within each group. The CPU times on the DELTA machine are 2900 and 10000 seconds for cavities A and B, respectively. These times are about 22 times less than the corresponding run times on the Cray. Note that the Cray run times for both cavities are estimates based on the time taken to run the FDTD code for a fraction of the number of time steps (between 100 to 200) for only one of the waveguides modes.
VII. CONCLUSION
In this paper, we have introduced three hybrid methods for analyzing the EM scattering from 3-D cavities. In these hybrid methods, the FDTD method is used to characterize the termination sections of cavities in terms of termination reflection matrices, while modal analysis, the IPO method, or the GRE method is used to analyze the front sections of the cavities. RCS patterns of various cavities were presented to examine the accuracy of the FDTD method and to illustrate the usefulness of the modal-FDTD, PO-FDTD, and GRE-FDTD hybrid methods. The parallel computation results in this paper further emphasize the need for parallel computers in computational electromagnetics.
