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We perform a comprehensive analysis of the bimagnon resonant inelastic x-ray scattering (RIXS) intensity
spectra of the spatially frustrated Jx − Jy − J2 Heisenberg model on a square lattice in both the antiferromagnetic
and the collinear antiferromagnetic phase. We study the model for strong frustration and significant spatial
anisotropy to highlight the key signatures of RIXS spectrum splitting which may be experimentally discernible.
Based on an interacting spin wave theory study within the ladder approximation Bethe-Salpeter scheme, we find
the appearance of a robust two-peak structure over a wide range of the transferred momenta in both magnetically
ordered phases. The unfrustrated model has a single-peak structure with a two-peak splitting originating due to
spatial anisotropy and frustrated interactions. Our predicted two-peak structure from both magnetically ordered
regime can be realized in iron pnictides.
PACS number(s): 78.70.Ck, 75.25.-j, 75.10.Jm
I. INTRODUCTION
Resonant inelastic x-ray scattering (RIXS) has recently
been established as a powerful spectroscopic technique to
study elementary excitations in strongly correlated electron
materials.1 The energy of the incoming X-ray photon is reso-
nantly tuned to match an element absorption edge, thus gen-
erating a large enhancement of the scattered intensity. As in-
cident radiation loses its energy and momentum to excitations
inherent to the material, direct information on the dispersions
of spin, 2–12 orbital,13–16 lattice,17,18 and other degrees of free-
dom19,20 can be obtained.
Magnetic correlations give rise to both single and double
spin-flip excitations, which are equivalent to single and bi-
magnon excitations in long-range ordered Heisenberg antifer-
romagnet. Measuring single spin-flip excitation has tradition-
lly been the domain of inelastic neutron scattering,21,22 how-
ever, direct RIXS experiment at 2p ↔ 3d edges of Cu via
strong spin-orbital coupling in the core state has started to
challenge this monopoly − with the additional advantage of
requiring only small sample sizes and probing the entire Bril-
louin zone (BZ). 23,24 In the indirect process at Cu K edges
(1s ↔ 4p), RIXS can create double spin-flip excitations,
where the single spin-flip scattering is forbidden since the
total spin of the valence electrons is conserved. The micro-
scopic mechanism underlying bimagnon excitations involves
a local modification of the superexchange interaction medi-
ated via the core hole, thus leading to the RIXS spectra ex-
pressed as a momentum-dependent four-spin correlation func-
tion.25–28 This makes RIXS complementary to optical Raman
scattering, which also measures the bimagnon excitations, but
restricted to zero momentum transfer.29 Despite the success of
disentangling both single and bimagnon excitations in a vari-
ety of antiferromagnetic (AF) ordered cuprates, there are sev-
eral two-dimensional (2D) materials of interest that are yet to
be studied with RIXS. Furthermore, superconductivity in the
iron pnictides exists in close vicinity of the collinear antifer-
romagnetic (CAF) order30 where single magnon excitations
have been proposed and observed with direct RIXS at Fe L
edge very recently.31,32 Both the frustrated J1 − J2 model33–35
and the spatially anisotropic Jx−Jy−J2 model36,37 can support
the (pi, pi)-AF and the (pi, 0)-CAF phase, with complex vana-
dium oxide compounds serving as additional excellent mate-
rial realizations.38
In this paper, we investigate the key signatures of strong
spatial anisotropy and magnetic frustration in the indirect
RIXS spectra of the Jx − Jy − J2 model in both the AF and
the CAF ordered phase. We compute the bimagnon RIXS
intensity including up to first-order 1/S spin wave expan-
sion correction with the ladder approximation Bethe-Salpeter
equation. We find the appearance of a robust two-peak struc-
ture over a wide range of transfered momenta q inside the
BZ. In the AF phase, the presence of both spatial anisotropy
and next-neighbor frustration is the key to spectrum splitting
of the RIXS intensity spectra. The spectrum splitting orig-
inates in the pure spatially anisotropic Jx − Jy model. In-
troducing a small frustration on the basis of the anisotropic
model can lead to significant peak splitting (see Figs. 3 and
5 ). We also find that the reduced quantum fluctuation from
large spin values lead to the disappearance of this structure.
For the CAF phase, the presence of strong magnetic frustra-
tion induces the spectrum splitting. In the nonfrustrated model
(Jy . 0), we find a single peak. For weak frustrated interac-
tion the two-peak structure develops which is not stable and
can be destroyed by increasing spin values, while for strong
frustration the two-peak structure is still robust even in the
non-interacting (S → ∞) regime. Furthermore, similar to Ra-
man we find a spectral downshift caused by increasing the
frustrated interaction (J2 for the AF phase while Jy for the
CAF phase).39
This article is organized as follows. In Sec. II we intro-
duce our model Hamiltonian with 1/S spin-wave expansion
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FIG. 1. (Color online) Schematic representation of Jx−Jy−J2 model.
(a) AF ordered phase, (b) CAF ordered phase, (c) Brillouin Zone
(BZ). Dashed lines in (c) represent the magnetic BZ boundary for
AF phase (blue) and CAF phase (red), respectively. Coordinates of
the points in the BZ are Γ(0, 0), K( pi2 ,
pi
2 ), X(pi, pi), M(pi, 0), Y(
pi
2 , 0).
correction. In Sec. III we introduce the indirect RIXS process
with explicit expressions for the scattering operator in both
the AF and the CAF phase. In Sec. IV we report our results
of the RIXS intensity spectrum and describe the relation be-
tween our theoretical spectrum and the proposed experimental
features in the CAF ordered phase of iron pnictides. In Sec. V
we include a comparison, within our theoretical approach, of
the bimagnon excitations probed by Raman and Inelastic Neu-
tron Scattering (INS) spectroscopic techniques to the RIXS
method. Finally in Sec. VI we present our discussions and
concluding remarks.
II. MODEL HAMILTONIAN
The Jx − Jy − J2 Hamiltonian is given by
H =
∑
i j
Ji jSi · S j, (1)
where Si is the spin on site i, Ji j is Jx along the nearest-
neighbor (NN) x (row) direction, Jy is along the NN y (col-
umn) direction, and J2 is the next-NN interaction along the
diagonals in the xy plane. The dimensionless ratios ζ = Jy/Jx
and η = J2/Jx denote the relative interaction strength. At zero
temperature the classical ground states for the spatially frus-
trated model are the Nee´l ordered AF state and the CAF state,
as shown in Fig. 1.
We utilize the two sub-lattice Holstein-Primakoff transfor-
mation to bosonize the spin Hamiltonian where a (b) bosons
represent the up (down) A (B) sublattices.40–43 This is fol-
lowed by a Fourier transformation to recast H in terms of
the ak and bk bosons, where k is the wave-vector in the BZ.
The original Hamiltonian, H , can be written in momentum
space as a sum of classical energy, a quadratic term, and a
quartic interaction term. We then diagonalize the quadratic
part H0 by transforming the operators ak and bk to magnon
operators αk and βk using the Bogoliubov transformations
a†k = ukα
†
k + vkβk, bk = vkα
†
k + ukβk where the coefficients uk
and vk are defined as uk =
[
1+k
2k
]1/2
, vk = −sgn(γk)
[
1−k
2k
]1/2
with k = (1 − γ2k)1/2, γk = γ1kκk , γ1k =
cos(kx)+ζ cos(ky)
(1+ζ) , γ2k =
cos(kx) cos(ky), κk = 1 − 2η1+ζ (1 − γ2k). After these transforma-
tions we obtain the renormalized dispersion in the AF phase
as ωk = 2JxS (1 + ζ)(κkk + Ak2S ) where S is the value of spin.
The 1/S order term coming from the one-loop correction of
the quartic interactions43,44 reads as
Ak = A1
1
κkk
[
κk − γ21k
]
+ A2
1
k
[
1 − γ2k] , (2)
with
A1 =
2
N
∑
k
1
k
γ21k
κk
+ k − 1
 , (3)
A2 =
(
2η
1 + ζ
)
2
N
∑
k
1
k
[
1 − k − γ2k] . (4)
For the CAF phase a similar calculation leads to the struc-
ture factors γ′1k, γ
′
2k along with other quantities required for
the calculations are defined as ′k = (1−γ′2k )1/2, γ′k =
γ′1k
κ′k
, γ′1k =
cos(kx)[1+2η cos(ky)]
(1+2η) , γ
′
2k = cos(ky), κ
′
k = 1− ζ1+2η (1− γ′2k). For the
collinear phase the dispersion takes the form ω′k = 2JxS (1 +
2η)(κ′k
′
k+
A′k
2S ). The coefficients for the 1/S correction
43,44 that
appear in the dispersion are
A′k = A
′
1
1
κ′k
′
k
[
κ′k − γ′21k
]
+ A′2
1
′k
[
1 − γ′2k
]
, (5)
with
A′1 =
2
N
∑
k
1
′k
γ′21k
κ′k
+ ′k − 1
 , (6)
A′2 =
(
ζ
1 + 2η
)
2
N
∑
k
1
′k
[
1 − ′k − γ′2k
]
. (7)
The lowest 1/S order irreducible quartic interaction vertex
with the fixed total momentum q of a magnon pair, which
conserves the number of magnons in the scattering process, is
of the form
Vαβ =
∑
kk′
Vkk′α†k′+qαk+qβ†k′βk, (8)
where we have recast the momentum-dependent factors,Vkk′ ,
in the following separable form
Vkk′ = 2N
Nc∑
m,n=1
vm(k)Γmnvn(k′), (9)
which creates Nc = 18 channels of interaction in both the AF
and the CAF phase (see Appendix A for explicit forms of the
expressions for vm, vn, and Γmn).
III. INDIRECT RIXS PROCESS
In the indirect RIXS process, e.g. transition metal K ab-
sorption edge, an inner 1s electron is promoted to the 4p band
by absorbing a photon. The presence of the localized core-
hole potential Uc in the intermediate state modifies the 3d
on-site Coulomb repulsion U; this perturbation modifies the
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FIG. 2. (Color online) Illustration for a double spin-flip excitations
in the indirect RIXS process at a transition metal K edge.
superexchange integral of the neighboring 3d electrons (see
Fig. 2), yielding the two-magnon excitations. We employ the
ultrashort core-hole lifetime (UCL) expansion,45–47 with the
lowest order bimagnon RIXS scattering operator48,49
Oq =
∑
i j
eiq·ri Ji jSi · S j (10)
which can be expressed in terms of the bosonic quasiparticle
form as
Oq =
∑
k
Mk,q(α†k+qβ†k + αkβk+q), (11)
with the following definition for the Mk,q factors in the AF
phase
MAFk,q = 2JxS (1 + ζ){[1 + γ1q +
2η
1 + ζ
×(γ2k + γ2k+q − γ2q − 1)](uk+qvk + ukvk+q)
+(γ1k + γ1k+q)(ukuk+q + vkvk+q)}. (12)
The CAF phase RIXS operator expression can be obtained in
the same form as the Nee´l ordered phase with the replacement
of the corresponding structure factors along with ζ ↔ 2η. The
explicit form for the CAF phase is given by
MCAFk,q = 2JxS (1 + 2η){[1 + γ′1q +
ζ
1 + 2η
×(γ′2k + γ′2k+q − γ′2q − 1)](u′k+qv′k + u′kv′k+q)
+(γ′1k + γ
′
1k+q)(u
′
ku
′
k+q + v
′
kv
′
k+q)}. (13)
The frequency and momentum-dependent bimagnon scatter-
ing intensity is given by
I(q, ω) ∝
∑
f
| 〈i| Oq | f 〉 |2δ(ω − ω f i) = −1
pi
ImG(q, ω), (14)
where |i〉 and | f 〉 are the initial and final states with corre-
sponding transfered energy ω f i and momentum q, respec-
tively. The time-ordered correlation function is given by
G(q, ω) = −i
∫ ∞
0
dt eiωt 〈i| TO†q(t)Oq(0) |i〉 . (15)
The momentum-dependent two-magnon Green’s function is
defined as
Π(q, t;k,k′) = −i 〈0| Tαk+q(t)βk(t)α†k′+q(0)β†k′ (0) |0〉 , (16)
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FIG. 3. (Color online) Momentum-dependent bimagnon RIXS inten-
sity of the Jx − Jy − J2 model in the full spatially frustrated version
(a) AF phase (ζ = 0.5, η = 0.1) and (b) CAF phase (ζ = 0.3, η = 0.6)
for S = 12 . Note that the intensity vanishes at the Γ point as well as at
the antiferromagnetic wave vector (X for AF phase and M for CAF
phase). The robust two-peak structure appears around K( pi2 ,
pi
2 ) point
for both AF and CAF phase.
which can be expanded in terms of the one magnon
propagators with the basic propagators Gαα(k, t) =
−i 〈0| Tαk(t)α†k(0) |0〉 and Gββ(k, t) = −i 〈0| T β†k(t)βk(0) |0〉
for the α and β magnons, where T is the time ordering
operator and |0〉 is the ground state. The non-interacting
two-magnon propagator is denoted by Π0(q, ω;k). To in-
clude the effects of magnon-magnon interaction, we obtain
a Bethe-Salpeter equation after summing the ladder diagrams
exactly26,50,51 to obtain (see Appendix B for derivation details)
G = G0 + GˆΓˆ[1ˆ − RˆΓˆ]−1GˆT , (17)
where the individual renormalized bare correlation function is
given by
G0(q, ω) =
2
N
∑
k
M2k,qΠ0(q, ω;k). (18)
In Eq. (17) the matrix Gˆ has dimensions of 1 × Nc, Rˆ(q, ω)
and the unit matrix 1ˆ have Nc×Nc dimensions with the matrix
elements defined as
Gˆm(q, ω) = 2N
∑
k
Mk,qvm(k)Π0(q, ω;k), (19)
Rˆmn(q, ω) = 2N
∑
k
vm(k)vn(k)Π0(q, ω;k). (20)
IV. RIXS INTENSITY SPECTRUM
We compute the bimagnon RIXS intensity spectra for var-
ious scattering wave vectors q in both the AF and the CAF
ordered phase. The choice of (ζ, η) parameters are guided by
the magnetic phase diagram of the Jx− Jy− J2 model to ensure
that quantum fluctuations have not completely destroyed the
two sub-lattice magnetic order.43 The classical phase diagram
is given by the relation ζ > 2η (AF) and ζ < 2η (CAF).
41 2
ω/Jx (1 +ζ)
−1
0
1
2
In
te
n
si
ty
 (
a
rb
.u
n
it
s)
(a) AF q=K
ζ=0.6,η=0.1
−ImG0
−ImGL
−ImG
1 2
ω/Jx (1 +2η)
−0.5
0
0.5
1
(b) CAF q=K
ζ=0.6,η=0.8
−ImG0
−ImGL
−ImG
FIG. 4. (Color online) Individual renormalized bare (G0, dashed
black), ladder (GL, dashed red), and total interacting RIXS intensity
(G, solid blue) at q = K( pi2 ,
pi
2 ) for S =
1
2 . Incomplete cancellation of
the non-interacting contribution by the ladder interactions leads to a
shoulder like feature (AF) or to a broad peak (CAF) in the spectra.
In Fig. 3 we display the momentum dependence of the bi-
magnon RIXS intensity for the full spatially frustrated Jx −
Jy − J2 model in AF phase (ζ = 0.5, η = 0.1) and CAF
phase (ζ = 0.3, η = 0.6) with maximal quantum fluctuation
S = 12 along the high-symmetry paths in the BZ. The resulting
magnetic RIXS spectrum shows a dispersion, which vanishes
both at q = Γ and q = X(M) for the magnetically ordered
AF (CAF) phase in agreement with previous results.25–27 The
other signature of the RIXS spectrum generated by strong spa-
tial anisotropy and magnetic frustration is the appearance of a
two-peak structure in a wide region inside the BZ. Note that
the two-peak structure is unique since the spectrum splitting
will not occur either in the unfrustrated model25–27 or in the
large-S limit where quantum fluctuations are small.
A. Features of two-peak structure
The two-peak RIXS structure in both the AF and the CAF
phase has features which are worth noting. To analyze,
in Fig. 4, we show the individual renormalized bare part
(−ImG0), ladder part (−ImGL), and total interacting contribu-
tion (−ImG) to the RIXS intensity. First, the non-interacting
spectra typically has Van Hove singularities shown by one or
two sharp peaks. Second, the interacting RIXS spectra has
a prominent peak which occurs at low energy followed by a
second peak at higher energy which is either broad (CAF) or
has a broad shoulder (AF). Since the non-interacting intensity
generally occurs at higher energies and the interacting ladder
contribution at lower energies, with a region of overlap, the
ladder contributions cancel most of the non-interacting weight
at high energy, but not all. This residual contribution is the
reason for either the shoulder or the broad second peak in the
spectra.
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FIG. 5. (Color online) Spatial anisotropy and magnetic frustration in-
duced peak splitting of the RIXS intensity spectra obtained from the
solution of the Bethe-Salpeter equation at the designated scattering
wave vector (q), spatial anisotropy parameter (ζ), next-NN interac-
tion (η), and S = 12 .
B. Role of Anisotropy & Frustration
The two-peak feature is a characteristic that develops at sev-
eral q vectors in the magnetic BZ. We analyze the role of mag-
netic anisotropy & frustration on the appearance of the two-
peak structure of the RIXS spectra by selecting two distinct
points (q = K and q = Y) inside the BZ where the intensity
is relatively prominent. For the AF phase, the spectrum split-
ting originates in the pure spatially anisotropic Jx − Jy model,
see Figs. 5(a) and (c), with significant peak splitting devel-
oping as the next-NN frustration increases. Another promi-
nent feature is the asymmetry of the two-peak structure. The
low-energy branch becomes sharper with increasing frustra-
tion while the high-energy branch is broadened and spread out
over a wide energy range. Similar features are also observed
in the CAF phase, as seen in Figs. 5(b) and (d). The impor-
tant difference being that the single-peak structure only exists
in the non-frustrated model (ζ . 0). Note that in the CAF
phase, the Jy exchange coupling plays both the role of spa-
tially anisotropy and magnetic frustration. In addition, both in
the AF and CAF phase, the frustrated interaction induces the
spectral downshift.
C. Large-S analysis
It is worth noting the effects of large-S spin values on the
stabilization of the two-peak structure. In the S → ∞ limit,
the ladder interaction vanish and the spin wave dispersion is
given by the harmonic approximation, corresponding to two
non-interacting magnons. In Fig. 6, we show that the reduced
quantum fluctuations from large S spin values can lead to the
disappearance of the two-peak structure, where we have con-
sidered the K point in the BZ as an illustration. However,
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FIG. 6. (Color online) Reduced quantum fluctuations from large S
spin values lead to the disappearance of the two-peak structure at K
point for the (a) AF and (b) CAF phase. Note that the spectrum split
even in the non-interacting regime for the CAF phase with strong
enough frustration.
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FIG. 7. (Color online) Bimagnon RIXS intensity for (a) frustrated
scenario (ζ = 0.9, η = 1.0) versus (b) unfrustrated scenario(ζ =
−0.1, η = 0.4) for iron pnictide CaFe2As2 (S = 12 ).
this feature is not generically observed for both phases. The
CAF phase can have a two-peak structure even in the non-
interacting limit in the presence of strong frustration as seen
from the top panel of Fig. 6(b).
D. Implications for iron pnictides
Motivated by recent observation of antiferromagnetic cor-
relation in the parent compound of iron pnictides,30,32 we
study the proposed bimagnon RIXS spectra in the CAF or-
dered CaFe2As2. To discuss the (pi, 0) CAF phase, we consider
(i) a frustrated model with ζ = 0.9, η = 1.0 and (ii) the spa-
tially unfrustrated model with ζ = −0.1, η = 0.4. Below we
perform spin S = 12 calculations in the systems due to the rel-
atively low values of the staggered magnetizations measured
by Neutron scattering experiments.30 Our results highlight the
distinction between the frustrated and unfrustrated model used
to describe pnictides. In Fig. 7, we show that the strongly frus-
trated J1 − J2 model can lead to a robust spectrum splitting
along the momentum paths in the BZ, while the spectrum of
the unfrustrated model typically has a single-peak structure.
V. COMPARISONS WITH RIXS AND INELASTIC
NEUTRON SCATTERING
As mentioned in the introduction, Raman scattering is a vi-
able complimentary probe of two magnon correlations. Since
Raman spectra is restricted to zero wave vector, it is worth-
while to inquire whether the two-peak feature survives in
the Raman spectrum. Our preliminary computations on the
effects of spatial frustration and strong anisotropy indicate
that there is no peak splitting, at least in the square lattice
model investigated in this paper. A comprehensive analysis of
the magnon-magnon interactions in Raman experiments for a
spatially frustrated system with strong anisotropy, especially
for pnictides, and other lattice topologies is left for a future
study.52 Bimagnon spectrum can also be detected by Inelas-
tic Neutron Scattering (INS).53,54 The two-magnon spectra is
linked with the longitudinal dynamical structure factor with
the inelastic part of the longitudinal structure factor directly
related to the two-magnon density of states (DoS). As point
out by Lorenzana et. al.,55 in the case of INS the relevant scat-
tering operator involves bosonic quasiparticles on the same
site, and the magnon-magnon interactions play a very differ-
ent role than the one played in optical scattering. A pertur-
bation calculation can be performed in an expansion in 1/S
and it has been shown that magnon-magnon interactions does
not change the line shape substantially in a square lattice anti-
ferromagnet.56 The appearance of one or two strong singular
peaks in the theoretical longitudinal INS spectra can not be at-
tributed to the ladder interactions but partially stem from the
Van-Hove singularities in the two-magnon DoS.
VI. CONCLUDING REMARKS
We have presented a comprehensive analysis of the bi-
magnon indirect RIXS intensity spectra of the spatially frus-
trated Jx − Jy − J2 Heisenberg model in the presence of strong
anisotropy and magnetic frustration. Our treatment includes
the contribution to magnon-magnon interactions at the 1/S
order. Similar to other spectroscopic techniques,57–60 the fi-
nal RIXS spectra is a result of the complex interplay of ladder
interaction vertex effects and the RIXS bimagnon matrix ele-
ment affected by spatial anisotropy and magnetic frustration.
Our result is significantly different from what is presently
known in the RIXS community exploring quantum magnets.
For example, Forte et. al.27 have carried out a linear spin wave
RIXS spectra study of a far neighbor interaction (no spatial
anisotropy) Heisenberg model. Nagao and Igarashi26 go be-
yond the linear spin wave approach, but only to study the near-
est neighbor AF model. As our results show this is not ade-
quate. Experimentalists dealing with real materials need ade-
quate guidance on materials which have strong interaction, as
highlighted by the presence of the predicted two-peak struc-
ture.
6FIG. 8. (Color online) AF phase single and bimagnon velocity con-
tour plot for S = 12 . x- and y- axis wavevector range ∈ [−pi, pi]. First
column: Bimagnon velocity. Second column: First magnon’s veloc-
ity. Third column: Second magnon’s velocity shifted by q=( pi2 ,
pi
2 ),
i.e. k1 + k2 = ( pi2 ,
pi
2 ). Lowest velocity contours indicated by blue
(grey) bands. Relative higher velocities indicated by black regions.
Parameter choice: (a) - (c) ζ=1, η=0; (d) - (f) ζ=0.4, η=0.1; (g) - (h)
ζ=0.6, η=0.1; (j) - (l) ζ=0.6, η=0.2.
Further intuition on the appearance of the two-peak feature
can be developed by tracking the effects of spatial anisotropy
and magnetic frustration on the bare bimagnon velocity; see
Fig. 8 first column. The individual magnon velocities are
shown in the second and the third column respectively. For
the isotropic model, narrow bands and tiny pockets of low bi-
magnon velocities indicated by the blue (grey) spots develop
as shown in Fig. 8(a); we have a single peak in this case. How-
ever, with the inclusion of spatial anisotropy and frustration
the patches of slow moving bimagnon velocity occupy greater
regions of the phase space of the bimagnon continuum; see
Figs. 8(d), (g), and (j). Hence, the propagation of bimagnons
is sensitive to the details of short range exchange couplings.
In these cases a two-peak structure appears.
A plausible explanation for the bimagnon velocity behav-
ior, which has a direct correlation with the appearance of the
two-peak RIXS spectra, can be obtained by applying the un-
certainty principle. A bimagnon is a composite object, where
two magnons are at a position separation, with a bimagnon
velocity v. The two magnons interact with the potential en-
ergyV (ladder interaction) for an interaction time τ. For low
bimagnon velocity (anisotropic system with frustration) − uti-
lizing the uncertainity principle − we have τ ∼ ~/V  τc,
where τc is the interaction collision time scale set by the ladder
scattering process. With strong interactions τ is small, setting
up a high frequency of interaction. The bimagnons can partic-
ipate in multiple ladder scattering events, resulting in a split
peak structure. In the absence of anisotropy or frustration, the
bimagnon velocity is high as seen from Fig. 8. Again, using
uncertainty principle arguments we find τ ∼ ~/V  τc. In
this scenario, the collision time is large. There are less num-
ber of ladder scattering events (weak interaction) and the bi-
magnons do not lead to peak destabilization; we find a single
peak structure. Note, the bimagnon velocity trend as a signa-
ture for the appearance of a split peak is a necessary condi-
tion, but not a sufficient one. The trend in the magnon veloc-
ity holds for other parameter choices in the AF phase and to
a certain extent in the CAF phase. Finally, we hope that our
predicted two-peak feature will encourage experimentalists to
study the appearance of this fine structure detail in the RIXS
spectrum to gain insight into our understanding of correlation
effects in quantum matter such as pnictides.
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Appendix A: Separated forms of quartic ladder interaction
vertex
The channels vn(k) and v′n(k) for the AF and CAF phase are
defined in Table I. The matrix elements of Γˆ and Γˆ′ in units of
Jx for the AF and CAF phase are given by
7TABLE I. Definition of the channels vn(k) and v′n(k)
n vn(k) v′n(k)
1 uk+quk cos kx u′k+qu
′
k cos kx
2 uk+quk sin kx u′k+qu
′
k sin kx
3 uk+quk cos ky u′k+qu
′
k cos kx cos ky
4 uk+quk sin ky u′k+qu
′
k sin kx cos ky
5 uk+qvk u′k+qu
′
k cos kx sin ky
6 vk+quk u′k+qu
′
k sin kx sin ky
7 vk+qvk cos kx u′k+qv
′
k
8 vk+qvk sin kx v′k+qu
′
k
9 vk+qvk cos ky v′k+qv
′
k cos kx
10 vk+qvk sin ky v′k+qv
′
k sin kx
11 uk+qvk cos kx cos ky v′k+qv
′
k cos kx cos ky
12 uk+qvk sin kx cos ky v′k+qv
′
k sin kx cos ky
13 uk+qvk cos kx sin ky v′k+qv
′
k cos kx sin ky
14 uk+qvk sin kx sin ky v′k+qv
′
k sin kx sin ky
15 vk+quk cos kx cos ky u′k+qv
′
k cos ky
16 vk+quk sin kx cos ky u′k+qv
′
k sin ky
17 vk+quk cos kx sin ky v′k+qu
′
k cos ky
18 vk+quk sin kx sin ky v′k+qu
′
k sin ky
Γˆ =

−2 0 0 0 −1 −γcx 0 0 0 0 0 0 0 0 0 0 0 0
−2 0 0 0 γsx 0 0 0 0 0 0 0 0 0 0 0 0
−2ζ 0 −ξ −ζγcy 0 0 0 0 0 0 0 0 0 0 0 0
2ζ 0 ζγsy 0 0 0 0 0 0 0 0 0 0 0 0
θ φ −γcx γsx ζγsy ζγsy ρ µ ν χ 0 0 0 0
θ −1 0 −ζ 0 0 0 0 0 ρ µ ν χ
−2 0 0 0 0 0 0 0 0 0 0 0
−2 0 0 0 0 0 0 0 0 0 0
−2ζ 0 0 0 0 0 0 0 0 0
−2ζ 0 0 0 0 0 0 0 0
4η 0 0 0 0 0 0 0
4η 0 0 0 0 0 0
4η 0 0 0 0 0
4η 0 0 0 0
4η 0 0 0
4η 0 0
4η 0
4η

. (A1)
In the above we have introduced the following notations
γcδ = cos(q · δ), γsδ = sin(q · δ), (A2)
θ = 4ηγ2q, φ = −2(1 + ζ)γ1q, (A3)
ρ = −2η + λ, (A4)
λ = −2ηγcxγcy, µ = 2ηγsxγcy, (A5)
ν = 2ηγcxγ
s
y, χ = −2ηγsxγsy. (A6)
8Γˆ′ =

−2 0 0 0 0 0 −1 −γcx 0 0 0 0 0 0 0 0 0 0
−2 0 0 0 0 0 γsx 0 0 0 0 0 0 0 0 0 0
−4η 0 0 0 −2η λ 0 0 0 0 0 0 0 0 0 0
−4η 0 0 0 µ 0 0 0 0 0 0 0 0 0 0
−4η φ′ 0 ν 0 0 0 0 0 0 0 0 0 0
−4η 0 χ 0 0 0 0 0 0 0 0 0 0
θ′ φ′ −γcx γsx λ µ ν χ ρ′ ζγsy 0 0
θ′ −1 0 −2η 0 0 0 0 0 ρ′ ζγsy
−2 0 0 0 0 0 0 0 0 0
−2 0 0 0 0 0 0 0 0
−4η 0 0 0 0 0 0 0
−4η 0 0 0 0 0 0
−4η 0 0 0 0 0
−4η 0 0 0 0
2ζ 0 0 0
2ζ 0 0
2ζ 0
2ζ

. (A7)
In the above we have introduced the following notations
θ′ = 2ζγ′2q, φ
′ = −2(1 + 2η)γ′1q, (A8)
ρ = −ζ(1 + γcy). (A9)
Only the upper right part of the matrix is shown since the
Hamiltonian is Hermitian.
Appendix B: Solution of the ladder approximation
Bethe-Salpeter equation
The two-magnon Green’s function can be expanded in
terms of the one-magnon propagators
Π(q, ω;k,k′) = i
∫
dω′
2pi
Gαα(k + q, ω + ω′)
×Gββ(k, ω′)Γkk′ (ω,ω′), (B1)
with the basic propagators up to 1/S order
G−1αα(k, ω) = ω − ωk + i0+, (B2)
G−1ββ (k, ω) = −ω − ωk + i0+. (B3)
The vertex function Γkk′ (ω,ω′) satisfies the Bethe-Salpeter
equation
Γkk′ (ω,ω′) = δkk′ + i
∑
k1
∫
dω1
2pi
Vkk1 Gαα(k1 + q, ω + ω1)
×Gββ(k1, ω1)Γk1k′ (ω,ω1). (B4)
The unperturbed two-magnon propagator is defined as
Π0(q, ω;k) = i
∫
dω′
2pi
Gαα(k + q, ω + ω′)Gββ(k, ω′)
= [ω − ωk+q − ωk + i0+]−1. (B5)
It is much more convenient to directly compute the RIXS cor-
relation function
G(q, ω) =
2
N
∑
kk′
Mk,qMk′,qΠ(q, ω;k,k′)
= i
2
N
∫
dω′
2pi
∑
k
Mk,qGαα(k + q, ω + ω′)
×Gββ(k, ω′)Γk(ω,ω′), (B6)
where we have introduced a new vertex function
Γk(ω,ω′) =
∑
k′
Mk′,qΓkk′ (ω,ω′), (B7)
which also satisfies the following Bethe-Salpeter equation
Γk(ω,ω′) =Mk,q + i
∑
k1
∫
dω1
2pi
Vkk1 Gαα(k1 + q, ω + ω1)
×Gββ(k1, ω1)Γk1 (ω,ω1). (B8)
The lowest order irreducible interaction vertex in separated
forms reads as
Vkk1 =
2
N
Nc∑
m,n=1
vm(k)Γmnvn(k1). (B9)
Substituting Eq. (B8) into Eq. (B6), we obtain
G(q, ω) = G0(q, ω) +A(q, ω), (B10)
with the non-interacting correlation function
G0(q, ω) =
2
N
∑
k
M2k,qΠ0(q, ω;k), (B11)
and
9A(q, ω) =
Nc∑
m,n=1
i
2
N
∫
dω′
2pi
∑
k
Mk,qG(0)αα(k + q, ω + ω′)G(0)ββ (k, ω′)vm(k)Γmn
×i 2
N
∑
k1
∫
dω1
2pi
vn(k1)G(0)αα(k1 + q, ω + ω1)G
(0)
ββ (k1, ω1)Γk1 (ω,ω1)
=
Nc∑
m,n=1
Gm(q, ω)ΓmnBn(q, ω)
= GˆΓˆBˆ. (B12)
The new functions Gˆm(q, ω) and Bˆn(q, ω) are defined by
Gˆm(q, ω) = 2N
∑
k
Mk,qvm(k)Π0(q, ω;k), (B13)
Bˆn(q, ω) = i 2N
∑
k1
∫
dω1
2pi
vn(k1)G(0)αα(k1 + q, ω + ω1)
×G(0)ββ (k1, ω1)Γk1 (ω,ω1). (B14)
Recalling our basic Eq. (B8) we obtain
Bˆ = GˆT + RˆΓˆBˆ, (B15)
where
Rˆmn(q, ω) = 2N
∑
k
vm(k)vn(k)Π0(q, ω;k). (B16)
We can now solve for G(q, ω)
G = G0 + GˆΓˆ[1ˆ − RˆΓˆ]−1GˆT . (B17)
In Eq. (B17), the matrix Gˆ(q, ω) are in 1 × Nc dimensions,
Rˆ(q, ω) and the unit matrix 1ˆ are in Nc × Nc dimensions.
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