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Abstract—The efficient design of fifth generation (5G) mo-
bile networks is driven by the need to support the dynamic
proliferation of several vertical market segments. Considering
the automotive sector, different Cellular Vehicle-to-Everything
(C-V2X) use cases have been identified by the industrial and
research world, referring to infotainment, automated driving
and road safety. A common characteristic of these use cases
is the need to exploit collective awareness of the road en-
vironment towards satisfying performance requirements. One
of these requirements is the End-to-End (E2E) latency when,
for instance, Vulnerable Road Users (VRUs) inform vehicles
about their status (e.g., location) and activity, assisted by the
cellular network. In this paper, focusing on a freeway-based
VRU scenario, we argue that, in contrast to conventional, remote
cloud-based cellular architecture, the deployment of Multi-access
Edge Computing (MEC) infrastructure can substantially prune
the E2E communication latency. Our argument is supported by
an extensive simulation-based performance comparison between
the conventional and the MEC-assisted network architecture.
Index Terms—MEC, C-V2X, VRU scenario, E2E latency, 5G
I. INTRODUCTION
Vehicle-to-Everything (V2X) communication paves the way
for a drastically improved road safety and driving experience
via reliable and low latency wireless services [1] [2]. The
efficient V2X system development is based on a plethora
of reliably-functioning sensors, which provide an enhanced
environmental perception by means of exchanging critical
messages among vehicles, pedestrians and road infrastruc-
ture [3]. Such a system, as depicted in Fig. 1, incorporates
different information exchange paths, namely, Vehicle-to-
Infrastructure (V2I), Vehicle-to-Network (V2N), Vehicle-to-
Pedestrian (V2P) and Vehicle-to-Vehicle (V2V) communi-
cation. These signaling paths can be either established via
Dedicated Short Range Communications (DSRC), or, assisted
by the cellular Long Term Evolution (LTE) network providing
coverage (Cellular V2X (C-V2X)), or, through an interwork-
ing of the two technologies [4].
Focusing on the C-V2X technology, the architecture of the
cellular network is expected to have a vital impact on the
support of delay-intolerant V2X services. This occurs, because
the End-to-End (E2E) latency of C-V2X signaling is limited
by the quality and dimensioning of the cellular infrastructure,
i.e., the capacity of backhaul connections, as well as the
delays introduced by both the Core Network (CN), as well
as the Transport Network (TN). As one would expect, these
latency bottlenecks will be more prominent for high loads
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Fig. 1. Envisioned fifth generation (5G) V2X system.
corresponding to coverage areas of high vehicular/ pedestrian
densities.
To cope with such requirements, extensive research has
recently taken place to enhance the advent experience of
V2X communication, with emphasis on latency shortening.
For instance, in [5], the packet delivery latency and network
utilization, focusing on an LTE system, were investigated for
Multimedia-Broadcast Single-Frequency Networks (MBSFN).
Furthermore, in [6], considering an LTE network architecture,
CN gateway relocation is proposed for V2X latency improve-
ment. Finally, with reference to implementation aspects, the
authors in [7] investigated latency-reduction techniques such
as Transmission Time Interval (TTI) shortening and self-
contained sub-frames in C-V2X systems, whereas, in [8], a
5G implementation testbed for autonomous vehicles based
on Software Defined Radio (SDR) incorporating different
solutions, was presented.
Nevertheless, in contrast to the above mentioned works, we
argue that stringent latency requirements posed by the V2X
system can attract the utilization of Multi-access Edge Com-
puting (MEC) technology. Leveraging its ability to provide
processing capabilities at the edge of the network, an overlaid
MEC deployment is expected to assist in obtaining low packet
delays, due to its close proximity to end users [9]. As a
consequence, in this paper, concentrating on the Vulnerable
Road User (VRU) use case, which studies the safe interaction
between vehicles and non-vehicle road users (pedestrians, mo-
torbikes, etc.) [10] via the exchange of periodic Cooperative
Awareness Messages (CAM), we aim to highlight the latency-
related benefits of introducing MEC system deployment over
VRU service point
Inter-vehicle distance
eNB/MEC
Fig. 2. The investigated two-lanes freeway scenario.
a state-of-the-art cellular network. Our study assumes Uu-
based V2X communication, which is one of the LTE solutions
exploiting the existing cellular infrastructure [11].
The remainder of this paper is organized as follows: in
Section II, we present an overview of the studied system
model; Section III provides a detailed description of the
E2E latency components and Section IV presents the relevant
numerical results. Finally, Section V concludes the paper.
II. SYSTEM MODEL
In this section, different aspects of the evaluation platform
will be presented. First, we identify the multiple entities con-
stituting the system setup and then we describe the VRU use
case. Finally, we review the link model and its accompanying
assumptions.
A. System Setup
Throughout this work, a freeway road environment is
assumed, consisting of one lane per direction, as shown in
Fig. 2. To provide a basis for possible future analytical work,
which is, however, outside the scope of this paper, the vehicles
are placed at the start of each system realization following a
Mate´rn hard-core point process over one dimension [12], with
speeds drawn from a uniformly distributed random variable
(i.e., ∈ U(vmin, vmax)). To model the inter-vehicle distance,
we have resorted to the hardcore parameter of the mentioned
point process, which represents the repulsion between any
two generated points. Moreover, a cluster of N VRUs is
on a pedestrian area between the two lanes; whereas such
a populated area can be mapped to real-world scenarios like
gas stations or other service points across a freeway.
At the network side, it is assumed that the focused freeway
segment is under LTE coverage; given that, for brevity, we
consider a single-cell setup, the occurrence of any handover
events is not taken into account by the evaluation platform.
The serving Evolved NodeB (eNB) is assumed to be collo-
cated with a MEC host of given processing capabilities, as
will be explained later on.
B. Vulnerable Road User - signaling model
As highlighted in Section I, a VRU is assumed to interact
with vehicles and, possibly, other users on the road. A straight-
forward example is the one of safety-related applications
[13], in which periodically generated VRU messages (e.g.,
CAM) can be exploited for crash prevention purposes. In
order to model the generation of those periodic messages,
we assume that the k-th VRU generates data packets of size
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Fig. 3. Packet generation procedure for two VRUs (black square and red
cross, respectively) with random transmission timing offsets.
of lk ∈ U(lmin, lmax) bits at random starting time offsets,
denoted as τk. Such CAM transmission randomness is used to
model the nature of road-safety applications. Due to the CAM
signaling periodicity, this cycle is repeated every T seconds
with newly generated transmission offsets. A visualization of
the messaging scheme for two VRUs is shown in Fig. 3.
It should be mentioned that, depending on the periodicity
of packet generation and the number of VRUs existent at
the focused service point, the available Uplink (UL) radio
resources will need to be shared among the VRUs.
Once a given VRU transmits its CAM in the UL exploiting
the Uu interface, the corresponding input packet will be
processed by the MEC host collocated with the serving eNB
and then, the processed information (output packet) will be
forwarded to vehicles in the vicinity of the VRU by means of
Downlink (DL) Uu-based transmission.
According to the key results in [14], the main challenge in
designing efficient C-V2X CAM signaling is to serve the cell
edge vehicles. Due to their low quality experienced channels,
these vehicles require a large number of Physical Resource
Blocks (PRBs), as compared to their cell-center counterparts.
Therefore, accounting for the nature of CAM messages, where
the E2E latency is dependent on the successful reception of the
packets by the destined vehicles, we resort to the concept of
location-based vehicle clustering. According to this approach
and, based on location availability, each VRU defines a cluster
of close-by vehicles and a cluster-based multicast transmission
takes place in the DL.
C. Link Model
All considered vehicles and VRUs are assumed to be served
by an eNB, based on the pathloss model adopted from the
WINNER+ project [15], as follows
PL (dB) = 22.7log10(d)− 17.3log10(h˜eNB)− 17.3log10(h˜UE)
+ 2.7log10(fc)− 7.56, (1)
where d is the distance between the transmitter and receiver, fc
is the center carrier frequency and h˜eNB and h˜VRU represent the
effective antenna heights at the eNB and VRU, respectively.
The latter quantities are computed as follows: h˜eNB = heNB−
1.0 and h˜VRU = hVRU − 1.0, with heNB and hVRU being the
actual antenna heights (i.e., in meters).
Additionally, independent and identically distributed (i.i.d.)
random variables are used to model the fast fading and
shadowing-based attenuation phenomena. Also, it should be
noted that the scheduler employed in our work equally dis-
tributes the available PRBs over all scheduled VRUs and
vehicles.
In the following section, a thorough E2E latency analysis
is presented, focusing on both the proposed, MEC-assisted
network architecture, as well as the conventional, “distant-
cloud”-based cellular architecture, which will serve as a
comparison benchmark for the numerical evaluations.
III. LATENCY MODELING
As mentioned earlier, the objective of this work is to
investigate the E2E latency performance achieved through col-
located deployment of MEC hosts and cellular network eNBs.
Towards accomplishing this aim, in this section, we model
the various latency components related to CAM transmission,
routing and processing for both system approaches.
Regarding the conventional cellular network architecture
approach (Fig. 4), the one-way CAM messaging latency is
modeled as Tone-way = TUL + TBH + TTN + TCN + TExc,
where TUL is the radio UL transmission latency, TBH is the
Backhaul (BH) network latency, TTN is the TN latency, TCN
is the CN latency and TExc is the CAM processing latency.
Consequently, the E2E latency, is expressed as:
TE2E = TUL + 2(TBH + TTN + TCN)︸ ︷︷ ︸
Network latency
+TExc + TDL, (2)
where, TDL represents the DL transmission latency.
For the proposed, MEC-enabled network approach, the
network latency can be avoided via processing the CAM
packets at the MEC host, collocated with the connected eNB.
In what follows, we provide further explanations regarding
the mentioned latency components.
A. Radio Latency
As described in Section II, each VRU generates a packet
for transmission within a random offset time index. The time
required for the k-th VRU to transmit a packet of size of lk
bits to its serving eNB is calculated as follows
TUL,k =
lk
rULk
, (3)
rULk = ηklog2(1 + SNRk), (4)
where rULk is the achievable UL rate, ηk is the number of
allocated PRBs and SNRk represents the received Signal-to-
Noise Ratio (SNR) at the eNB. Throughout this work, we
assume fair resource allocation, where the total number of
available PRBss is shared equally among the VRUs transmit-
ting at the same time index. As a result, the number of these
VRUs, denoted by Nˆk, sharing the resources with the k-th
VRU is computed as follows
Nˆk =
N∑
i=1
1(τi = τk), ∀k = {1, 2, · · · , N}, (5)
TBHTUL TTN + TCN TExc
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Fig. 4. One-way signaling latency for two VRUs - conventional approach.
where 1(·) is the indicator function. Due to the periodic nature
of message generation, the computation of shared resources
is carried out for each time window (i.e., [Tj , Tj+1], ∀j =
{1, 2, · · · }). As mentioned in Section II, for DL transmissions,
after successful packet processing at the server, we resort to
the concept of cluster-based multicast transmission [14]. The
main idea is to select a set of existing vehicles in the system
for transmission, in order to avoid large latencies caused by
cell-edge vehicles, which would not be of high criticality for
the VRU, as the set of VRUs is assumed to be located close to
the cell center. Consequently, the vehicle cluster for the k-th
VRU denoted as Sk, will consist of the M closest vehicles to
that VRU. Thus, the DL latency can be expressed as follows
TDL,k = max(∀i∈Sk){
lk
rDLk
}, (6)
where the maximum operator is used to measure the farthest
vehicle’s packet reception delay in cluster S‖. Regardless
of the eNB location, having the k-th VRU position as a
reference, the maximum radio DL latency serves as a cluster-
wide metric, which is aimed to be minimized. As it will be
shown later, the effect of the cluster size is significant, since
the available radio resources in the DL have to be shared
among all vehicles within cluster Sk .
B. Network Latency
As mentioned earlier, the following latency components are
non-existent for the MEC-assisted CAM signaling case, since
there is no involvement of the TN and the CN in CAM packet
routing.
1) Backhaul Latency: The BH latency TBH represents
the time required for packets to be routed through the BH
network, which has a finite capacity, denoted by CBH. It is
assumed that the BH capacity is equally shared among the Nˆk
VRUs concurrently uploading their messages at time instant
τk. As a result, the BH latency for the k-th VRU is
TBH,k =
lkNˆk
CBH
. (7)
2) Transport and Core Latency: In order to provide realis-
tic modeling of the TN and CN latencies, we resorted to the
recent results reported in [16], where a proof-of-concept was
implemented for an LTE environment with commercial ter-
minals, running a real-time adaptive video streaming service
TABLE I
SIMULATION PARAMETERS
Entity Parameter Value
Vehicles
Speed (km/h) ∼ U(70, 140)
Inter-veh. distance (m) 10
λ (vehicle/m) 0.01
Cluster size 5
VRU
Number of VRUs (N ) 100
x-coordinates (m) ∼ U(1200, 1800)
Tx power (dBm) 23
lk (kbits) ∼ U(8, 12)
βk (cycles/bit) ∼ U(100, 300)
eNB / MEC host
Tx power (dBm) 46
Bandwidth (MHz) 9
CBH (Mbps) 10
F (Gcycles/sec) 9
General
Frequency (GHz) 5.9
Number of lanes 2
Lane length (km) 3
Lane width (m) 4
Pathloss exponent 3
Shadowing std. dev. (dB) 3
Fast fading std. dev. (dB) 4
Thermal noise (dBm) -110
Additional losses (dB) 15
TN+CN latency (ms) ∼ U(15, 35)
routed through a MEC host and several eNB agents placed
at different locations, as compared to the MEC host position.
Inspired by the results presented in this work, the two latency
components are assumed to be uniformly distributed, over a
range of realistic values, as it will be shown in the numerical
evaluation section.
C. Execution Latency
Finally, we model the time required for processing a packet
of size of lk bits at a server, either collocated with the eNB or
at the distant cloud. Assuming that the input packet requires
βk cycles/bit for processing and the server has a processing
capacity denoted by F , the execution latency for the k-th VRU
is expressed as
TExc,k =
Nˆklkβk
F
. (8)
IV. SIMULATION RESULTS
In order to illustrate the latency improvements via MEC
deployment within cellular systems for V2X communications,
we provide different simulation scenarios via varying values
of two main system parameters; namely, the vehicles and
VRUs spatial densities. Moreover, we also aim at observing
the vehicles’ cluster size impact on the experienced latency.
For both the proposed and conventional cellular network
architectures, the focused metric is the E2E latency, as well as
its individual components as explained in eq. (2). The values
of all involved parameters are presented in Table I, unless
otherwise stated.
A. Effect of VRU Density
First, we look into the case of increasing VRUs. As
explained in the previous sections, each VRU is assigned a
random timing offset for transmission. Thus, the generated
periodic message traffic increases accordingly with the VRUs.
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Fig. 5. (a) Average E2E latency for increasing number of VRUs. (b)
Component-wise latency breakdown.
In Figure 5, the average E2E signaling latency with and
without MEC host deployment is shown both as a whole and
component-wise. Clearly, MEC utilization provides a lower
E2E latency (the observed gains are in the range of 66%-80%),
due to the exploitation of processing resource proximity of-
fered by the MEC host. Additionally, we observe an increasing
behavior of the latency along with the VRU density, which is
due to the increasing demand of the available resources. First,
for the radio transmission latency components, as the number
of VRUs increases, the available resources per VRU decrease,
due to the equal allocation assumption. Similar explanations
hold for the BH and the execution latencies. It should be
noted that the TN and CN latencies were modeled as random
variables, independent of the system parameters, which can
be further modified in future work.
B. Effect of Vehicles Density
In this part, an alternative scenario of fixing the number
of VRUs and increasing the spatial density of the vehicles
is studied, as per Fig. 6. Since the VRUs in the investigated
use case are the active agents and the vehicles are the passive
ones, i.e., transmission is always initiated by the VRUs, the
E2E latency is dependent on the vehicles’ spatial density. As
discussed in Section II, the vehicles’ density (i.e., λ) only
plays a role in the radio DL latency. Since a location-based
multicast transmission is employed, where the cluster size
(i.e., |Sk|) is fixed, as the number of vehicles increases, the
probability to have the cluster closer to the VRU of interest
will increase as well. Hence, as expected, the DL latency
decreases with increasing λ.
Since the cluster size highly affects the E2E latency through
its contribution to the DL radio latency, the experienced DL
latency for increasing vehicle cluster sizes is simulated and
presented in Fig. 7. Due to the definition of the DL latency
(eq. (6)) and its dependence on the cluster’s farthest vehicle to
successfully receive the packet, as the cluster size increases,
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Fig. 6. (a) Average E2E latency for increasing vehicles’ deployment densities.
(b) Component-wise latency breakdown.
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Fig. 7. Average cluster-related radio DL latency as a function of the vehicle
cluster size.
the probability of vehicles being far from the focused VRU
will increase as well. As a result, this explains the increasing
fashion of the radio DL latency, which is as depicted in Fig. 7.
V. CONCLUSION
In this paper, we have investigated the problem of improv-
ing the timeliness of collective road awareness, concentrating
on the VRU use case and focusing on a freeway segment under
cellular network coverage. With the aim of minimizing E2E
signaling latency, we have proposed a MEC-assisted network
architecture, according to which MEC hosts are collocated
with eNBs, thus, they can receive and process VRU messages
at the edge of the access network. Towards quantifying the
benefits of the new approach, we have defined the latencies
related to radio transmission and message processing, driven
by realistic assumptions. By means of numerical evaluation,
it has been observed that, for some of the investigated system
parameterizations, the proposed overlaid deployment of MEC
hosts offers up to 80% average gains in latency reduction, as
compared to the conventional network architecture. It is in-
terestingly shown that performance benefits remain significant
for different vehicle/ VRU deployment densities, as well as for
different vehicle cluster sizes when VRU-to-vehicle distance-
dependent multi-cast signaling is performed.
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