and Zheng (1996) and the neural network test of White (1989) 
where m(x t ) ≡ E (y t | x t ) is the true but unknown regression function and ε t is the error term such that E (ε t | x t ) = 0 by construction. To test for a parametric model g(x t , β) we consider H 0 : m(x t ) = g(x t , β * ) almost everywhere (a.e.) for some β * ∈ R k (2) H 1 : m(x t ) = g(x t , β) on a set with positive measure for all β ∈ R k
In particular, if we are to test for neglected nonlinearity in the regression models, set g(x t , β) = x t β. Then under H 0 , the process {y t } is linear in mean, conditional on x t , that is, H 0 : m(x t ) = x t β * a.e. for some
The alternative of interest is the negation of the null, that is, 
When the alternative is true, a linear model is said to suffer from "neglected nonlinearity" (Lee, White, and Granger 1993) . If a linear model is capable of an exact representation of the unknown function m(x t ), then there exists a vector β * such that Equation (4) holds, which implies
where ε * t = y t − x t β * . By the law of iterated expectations ε * t is uncorrelated with any measurable functions of x t , say h(x t ). That is,
Depending on how we use these moment conditions and the function h(·), various specification tests may be considered. The specification tests based on these moment conditions, so-called conditional moment tests, have been studied by Newey (1985) , Tauchen (1985) , White (1987 White ( , 1994 , Bierens (1990) , Bierens and Ploberger (1997) , and Stinchcombe and White (1998) , among others. The neural network test exploits Equation (7), with h(·) being chosen as the neural network hidden unit activation function. LWZ's nonparametric kernel test utilizes Equation (7), with h(·) being chosen as E (ε * t | x t ) f (x t ), where f (x t ) is the density of x t . We now turn to details of these two tests.
Nonparametric kernel test
If H 0 is true, i.e., g(x t , β) = x t β is a correctly specified family of parametric regression functions, one can construct a consistent least-squares (LS) estimator of m(x t ) given by x tβ , whereβ is the LS estimator of the parameter β, obtained by minimizing ε 2 t = (y t − x t β) 2 with respect to β. The LS estimator iŝ β = (X X) −1 X y, where X is an n × k matrix with x t in its tth row. If H 0 is not true, then an alternative model is to use the nonparametric regression estimation of the unknown m(x t ). This article considers nonparametric kernel regression and neural network regression. A kernel estimator is a local LS (LLS) estimator obtained by minimizing ε 2 t K (
) where
) is a decreasing function of the distances of the regressor vector x t from the point x = (x 1 , . . . , x k ), and h > 0 is the width of the window that determines how rapidly the weights decrease as the distance of x t from x increases. For example, when g(x t , β) = x t β(x), an explicit expression of the LLS estimator of β isβ
where K (x) is the diagonal matrix with the diagonal elements (K (
The estimatort he local linear LS (LLLS) or simply the local linear (LL) estimator. (For more details, see Gijbels 1996 and Pagan and Ullah 1999.) As E (ε * t | x t ) = 0 a.e. under the null Equation (4), by the law of iterated expectations,
). Under the assumptions stated in Li 1999 (p. 107) , the asymptotic test statistic is then given by
See Zheng 1996, Fan and Li 1996 , and Li and Wang 1998 for details.
Neural network test
Another alternative model we consider is an augmented single-hidden-layer feedforward neural network model in which network output y t is determined, given input x t , as
where β is a conformable column vector of connection strength from the input layer to the output layer; γ j is a conformable column vector of connection strength from the input layer to the hidden units, j = 1, . . . , q; δ j is the (scalar) connection strength from the hidden unit j to the output unit, j = 1, . . . , q; and ψ is a squashing function (e.g., the logistic squasher) or a radial basis function. Input units x send signals to intermediate hidden units, then each hidden unit produces an activation ψ that then sends signals toward the output unit. The integer q denotes the number of hidden units added to the affine (linear) network. When q = 0, we have a two-layer affine network y t = x t β + ε t . Hornik, Stinchcombe, and White (1989) show that a neural network is a nonlinear flexible functional form being capable of approximating any Borel-measurable function to any desired level of accuracy provided sufficiently many hidden units are available. White (1989) developed a test for neglected nonlinearity likely to have power against a range of alternatives based on neural network models. (See also Lee, White, and Teräsvirta 1996 on the neural network test and its comparison with other specification tests.) The neural network test is based on a test function h(x t ) chosen as the activations of "phantom" hidden units ψ(x t Γ j ), j = 1, . . . , q, where Γ j are random column vectors independent of x t . That is,
under H 0 , so that
where
) is a phantom hidden unit activation vector. Evidence of correlation of ε * t with Ψ t is evidence against the null hypothesis that y t is linear in mean. If correlation exists, augmenting the linear network by including an additional hidden unit with activations ψ(x t Γ j ) would permit an improvement in network performance. Thus the tests are based on sample correlation of affine network errors with phantom hidden unit activations,
Under suitable regularity conditions it follows from the central limit theorem that n
as n → ∞, and if one has a consistent estimator for its asymptotic covariance matrix, sayŴ n , then an asymptotic chi-square statistic can be formed as
Elements of Ψ t tend to be collinear with X t and with themselves, and computation ofŴ n can be tedious. Thus we conduct a test on q * < q principal components of Ψ t not collinear with x t , denoted Ψ * t , and employ the equivalent test statistic that avoids explicit computation ofŴ n , denoted N q,q * ,
where R 2 is uncentered squared multiple correlation from a standard linear regression ofε t on Ψ * t and x t . This test is to determine whether or not there exists some advantage to be gained by adding hidden units to the affine network.
It should be noted that the asymptotic equivalence of Equations (16) and (17) being estimated robust to the conditional heteroskedasticity (White 1980 and Andrews 1991) or Equation (17) with the empirical null distribution of the statistic computed by a bootstrap procedure that is robust to the conditional heteroskedasticity. The latter is used in this article, specifically, the wild bootstrap.
Monte Carlo
The goal of this article is to examine the finite sample properties of these tests, especially with the empirical null distributions being generated by the bootstrap method. The LWZ test (denoted as L) and the NN test (denoted as N q,q * ) are considered, for both of which both the naive bootstrap (Efron 1979 ) and the wild bootstrap (Wu 1986 , Liu 1988 ) are used.
Data-generating processes
To generate data we use the following models, all of which have been employed in the related literature. (See Tong 1990.) There are four blocks. The error term ε t below is always i.i.d. Block 1 (Lee, White, and Teräsvirta 1996) DGP 1.1 Linear AR
Block 2 (Lee, White, and Granger 1993) DGP 2.1 Linear MA(2)
Note that the forecastable part of DGP 2.2 is linear and the final term introduces heteroskedasticity.
Block 3 (Lee, White, and Granger 1993) DGP 3.1 Square
These are bivariate models where σ = 5, z t = 0.6z t−1 + e t , e t ∼ N (0, 1), and e t , ε t are independent.
Block 4 (Zheng 1996) Four models with x t = (x t1 x t2 ) are considered. Let z t1 and z t2 be independently drawn from N (0, 1). Two regressors x t1 and x t2 are defined as x t1 = z t1 and x t2 = (z t1 + z t2 )/ √ 2. DGP 4.1 Linear
Simulation design
For the simulations, the information set is x t = y t−1 for Block 1, For L, as in Li and Wang 1998 (p. 154) , we use a standard normal kernel. Note that x t is a 1 × k vector, and k = 1 for Blocks 1, 3 and k = 2 for Blocks 2, 4. Thus the smoothing parameter h is chosen as h i = cσ i n −1/5 (i = 1) for Blocks 1 and 3, and h i = cσ i n −1/6 (i = 1, 2) for Blocks 2 and 4, whereσ i is the sample standard deviation of ith element of x. Four values of c(= 0.1, 0.5, 1, and 2) are used, and the corresponding estimated rejection probability is denoted as L c . In computing L c , h k , shown in Equations (10) and (11) 4. Repeat the above steps B times. I use B = 500. The bootstrap p-value of T n is the relative frequency of the event {T * n ≥ T n } in the B bootstrap resamples.
Results
For weakly dependent processes in Blocks 1 and 2, the results of the conditional bootstrap are presented in Tables 1 and 2 and the results of the recursive bootstrap are presented in Table 3 . For Blocks 3 and 4 where x t is exogenous, there is no need to distinguish the conditional and recursive bootstrap procedures, and the results are presented in Tables 1 and 2.  Table 1 gives the estimated size of the tests for the five DGPs that are linear in conditional mean. The 95% asymptotic confidence interval of the estimated size is (0.036, 0.064) at 5% nominal level of significance, and 1  50  35  32  40  40  40  46  40  42  45  39  41  43  100  40  40  47  34  30  38  31  33  39  42  41  40  200  46  44  49  53  52  55  51  51  50  44  42  50  1.2  50  60  58  32  131  129  40  126  119  40  165  161  35  100  105  104  46  201  187  39  193  172  40  249  225  31  200  172  166  49  276  258  40  269  257  37  365  333  39  2.1  50  45  39  38  48  42  57  50  43  50  45  42  42  100  51  50  57  52  48  57  59  53  49  39  41  42  200  51  48  56  51  50  50  50  49  56  47  42 (0.081, 0.119) at 10% nominal level of significance, since if the true size is s (e.g., s = 0.05, 0.10) the estimated size follows the asymptotic normal distribution with mean s and variance s(1 − s)/1,000 with 1,000 Monte Carlo replications. We observe the following size behavior of the two tests under the null:
1. For DGP 1.1, 2.1, 2.4, and 4.1, where the conditional variance of y t is constant, both the naive and wild bootstrap procedures give similar size behavior for the NN test and for the LWZ test. Li (1999, p. 118) , who shows that the rate at which the test converges to the standard normal limiting distribution depends on c (and thus on h), and a smaller c will lead to a smaller error in the normal approximation. 50  47  57  59  13  50  46  1  46  51  0  40  40  100  31  41  42  15  41  43  6  51  42  0  41  43  200  38  43  43  27  57  58  8  49  52  2  50  43  1.2  50  47  59  51  31  73  50  10  81  45  0  70  45  100  46  55  53  34  70  47  24  92  54  4  116  56  200  62  74  59  46  100  50  43  125  50  19  169  56  2.1  50  26  52  31  20  39  37  6  41  43  0  46  51  100  30  46  37  26  48  55  11  49  43  0  48  48  200  44  53  48  26  55  53  9  50  45  0  38 not preserve the conditional heteroskedasticity in resampling. The effect of the conditional heteroskedasticity can be removed using the wild bootstrap, which preserves the heteroskedasticity in resampling. The result shows that the tests with the wild bootstrap procedure generally have an adequate size for DGP 1.2 for both NN and LWZ tests.
The asymptotic NN test (N
6. Also, it can be noted that the asymptotic NN test N A q,q * is not robust to the presence of conditional heteroskedasticity, because Equation (17) is obtained from Equation (16) under conditional homoskedasticity, as noted in Section 2.2. On the other hand, the asymptotic normality of Equation (11) for the LWZ test does not require conditional homoskedasticity as long as some moment conditions are satisfied (see Li 1999, p. 107) , and thus the size of L A c may not be affected by the presence of GARCH. But as mentioned above, L A c is very sensitive to c. Table 2 presents the power of the tests N q,q * and L c at the 5% level. (The power results at 10% are available from the author but are not reported here for space reasons.) As the results obtained can be considerably influenced by the choice of nonlinear models, we try to include as many different types of nonlinear models 3  50  143  135  56  184  170  43  170  163  34  268  257  39  100  188  190  54  291  280  57  291  285  61  407  388 3  50  69  80  44  48  118  47  31  153  45  4  168  43  100  69  83  54  91  158  55  72  215  51  30  269  61  1.4  50  320  356  355  435  580  588  247  602  612  2  376  424  100  660  701  687  872  923  920  780  937  939  82  829  844  1.5  50  404  452  439  523  718  662  293  716  683  6  530  504  100  840  864  865  942  977  973  864  978  971  192  929  927  1.6  50  46  59  54  28  69  64  11  74  75  0  76  87  100  40  53  58  37  84  84  20  114  106  3  131  135  2.2  50  35  62  44  37  67  59  12  72  73  0  81  70  100  48  55  49  47  75  64  33  91  83  2  115  93  2.3  50  31  71  45  94  170  139  99  287  230  33  431  346  100  75  91  73  179  253  224  266  493  425  183  743  636  2.5  50  79  109  73  290  383  318  262  556  433  10  589  446  100  142  162  139  643  728  647  753  916  815  337  962  810  2.6  50  76  96  60  222  330  222  126  420  237  3  362  177  100  155  173  128  515  623  481  469  752  513  75  728  364  3.1  50  123  147  134  195  322  269  198  456  378  62  584  505  100  207  248  237  443  572  537  492  723  676  365  865  810  3.2  50  132  152  125  190  289  231  187  375  306  108  464  386  100  227  254  222  374  488  415  411  600  508  326  717  611  4.2  50  102  182  107  745  829  695  884  968  870  859  995  955  100  343  378  315  978  986  968  999  999  993 Bera and Higgins (1997) and Weiss (1986) , these processes are conditionally heteroskedastic or exhibit apparent heteroskedastic structure. So the use of the wild bootstrap could absorb some of these nonlinearities and thus could have an adverse impact on the power of the statistics. Similarly, for the LWZ test, power is greater when the naive bootstrap is used compared to the wild bootstrap, because the test with the naive bootstrap procedure not only may have power to detect nonlinearity in conditional mean but also is not robust to the presence of conditional heteroskedasticity or seemingly similar heteroskedastic structures of bilinear and nonlinear moving-average processes. Table 3 presents the size and power performances of the recursive bootstrap tests, whereas Tables 1 and 2 present those performances of the conditional bootstrap tests. Comparing these two bootstrap procedures for the weakly dependent time series (Blocks 1, 2) provides us with very useful information about using the bootstrap for time series models:
1. The size of the conditional bootstrap test is better than that of the recursive bootstrap test. The use of the conditional bootstrap benefits the LWZ test much more than the NN test. The size of the conditional bootstrap LWZ test is not sensitive to c, whereas the size of the recursive bootstrap LWZ test is quite sensitive to c. Hence, even for the time series, use of the conditional bootstrap is recommended, treating the lagged dependent variables as exogenous instead of bootstrapping them recursively from the estimated models.
2. The power performance of both bootstrap procedures is rather similar.
Conclusions
This article has considered two conditional moment tests for neglected nonlinearity in time series regression models and the finite sample performance. Both the naive bootstrap and the wild bootstrap are used to generate the critical values, together with asymptotic distributions. For parametric models, Davidson and MacKinnon (1999) show that the size distortion of a bootstrap test is at least of an order n −1/2 smaller than that of the corresponding asymptotic test. For nonparametric models, h also enters to the order of refinement. Li and 50  47  47  43  50  27  30  18  15  2  2  100  48  45  45  48  29  27  20  18  9  12  200  55  52  53  51  36  36  26  23  9  10  1.2  50  140  55  141  56  51  38  52  24  26  6  100  178  39  190  38  71  50  70  37  49  20  200  309  59  314  49  91  53  118  47  133  37  2.1  50  26  27  32  26  28  27  22  18  2  2  100  22  24  31  38  30  35  28  26  7  6  200  42  35  40  46  32  45  18  20  3  7  2.4  50  38  35  39  40  25  26  19  16  3  4  100  36  40  47  44  30  29  18 work really well and are robust to the choice of c. A particularly useful result is that the performance of the conditional bootstrap is much more reliable than that of the recursive bootstrap even for time series models.
