All global solutions of arbitrary topology of the most general 1+1 dimensional dilaton gravity models are obtained. We show that for a generic model there are globally smooth solutions on any (reasonable) non-compact topology, e.g. on any punctured two-surface. For higher genus they are necessarily connected with gravitational kinks, i.e. with a twisted lightcone-structure. The solution space is parametrized explicitly and the geometrical significance of continuous and discrete labels is elucidated. As a corollary we determine the (in general non-trivial) topology of the reduced phase space. The classification covers basically all 2D metrics of Lorentzian signature with a (local) Killing symmetry.
Motivation and First Results
Much of the interest in two-dimensional gravity models centers around their quantization. However, for any interpretation of quantum results and, even more, for a comparison and possibly an improvement of existing quantization schemes, a sound understanding of the corresponding classical theory is indispensable.
Therefore, in this paper we pursue quite an ambitious goal: Given any 2D gravity Lagrangian of the form [ 
we want to classify all its global, diffeomorphism inequivalent classical solutions. This shall be done without any restriction on the topology of the spacetime M . For some of the popular, but specific choices of the potentials D, V, Z, such as those of ordinary (i.e. string inspired, 'linear') dilaton gravity, of deSitter gravity, or of spherically reduced gravity, cf. [2] , the possible topologies of the maximally extended solutions turn out to be restricted considerably through the field equations. In particular their first homotopy is either trivial or (at most) Z. (Allowing e.g. also for conical singularities, cf. below, the fundamental group becomes more involved.)
For any 'sufficiently generic' (as specified below) smooth/analytic choice of D, V, Z, on the other hand, the field equations of L allow for maximally extended, globally smooth/ analytic solutions on all (reasonable) non-compact spacetime topologies. This shall be one of the main results of the present paper. There are no solutions on compact manifolds (except in the flat case, cf. Sec. 5). 2 Take, on the other hand, any of the familiar twosurfaces with an arbitrary number of handles (genus) and holes (punctures), but at least one puncture so as to ensure non-compactness. Fix a Lagrangian L of the above 'generic' class. Then there will be solutions of the equations of motion of the given Lagrangian for that given punctured two-surface. These solutions are globally smooth. Also they are maximally extended, i.e. the boundaries are either at an infinite distance (geodesically complete) or they correspond to true singularities (of the curvature R and/or the dilaton field Φ).
The existence of solutions on such non-trivial spacetimes is a qualitatively new challenge for any programme of quantizing a gravity theory. Take, e.g., a Hamiltonian approach to quantization: In any dimension D + 1 of spacetime the Hamiltonian formulation necessarily is restricted to topologies of the form Σ×IR where Σ is some (usually spacelike) D-manifold. In our two-dimensional setting Σ may be IR or S 1 only. Thus π 1 (M ) can be Z at most. According to our discussion above this is far from exhaustive in most of the models (1) . Let us compare this to the case of full four-dimensional Einstein gravity. Clearly, there the space of solutions will include spacetimes of incredibly complicated topologies. Therefore, a restriction to topologies of the form M = Σ × IR seems hardly satisfactory in the 4D scenario as well. A path integral approach to quantum gravity, on the other hand, does not place an a priori restriction on the topology of the base manifold M . However, also in this approach for M = Σ × IR the definition of an integration measure is plagued by additional ambiguities and problems. The class of models (1) may serve as a good laboratory to improve on that situation and to gain new insights in such directions.
For spacetimes of topology Σ × IR, furthermore, we are interested in an explicit comparison of the solution space of (1) (space of all solutions to the field equations modulo diffeomorphisms) with the reduced phase space (RPS) in a Hamiltonian formulation of the theory. In the simply connected case Σ = IR we already classified all global diffeomorphism inequivalent solutions in [4] . The solution space was found to be one-dimensional, parametrized by a real number C ∈ IR. As the result of a symplectic reduction must lead to an even-dimensional RPS, we may conclude that in the case of an 'open universe' (Σ = IR) the proper definition of a Hamiltonian system, describing the same physics as (1) , is in need of some additional external input. This may creep in implicitly, e.g., when defining boundary/fall-off conditions for the canonical phase space fields or may be introduced by restriction to particular foliations. Periodic boundary conditions, on the other hand, lead to a Hamiltonian formulation which is perfectly well-defined without any further input besides that of periodicity (with respect to some arbitrarily fixed coordinate period). Effectively they describe the case of a 'closed universe' Σ = S 1 and we conclude that for cylindrical topologies of M the solution space of (1) must be even-dimensional. Indeed it will turn out to be two-dimensional, a second parameter 'conjugate to C' arising from the 'compactification' (in one coordinate).
For generic theories (1) the solution space for M ∼ S 1 ×IR, and thus the corresponding RPS, will have a highly non-trivial topology. This is the second challenge which has to be faced in any quantization scheme: One has to cope with this non-triviality of the orbit space, as for sure the RPS of four-dimensional gravity will be even more intricate.
Let us now sketch how to determine the solution space of (1) for arbitrary topologies of M . Our starting point will be the universal covering solutions, which we determined already in previous papers of this series [2, 4] , referred to as I and II, respectively, in the following: In I we showed that for any of the models (1) locally g may always be brought into a generalized Eddington-Finkelstein form (Eq. (II,3)):
in which case Φ is a function of x 0 only. For the explicit form of these two functions h and Φ we refer the reader to I. 3 Here we mention only that, up to diffeomorphisms, they are determined completely in terms of the 'potentials' D, V, Z, except for one integration constant C ∈ IR. As an example, for D(Φ) ≡ Φ, Z(Φ) ≡ 0 one obtains h = x 0 V (u)du+C and Φ = x 0 .
In II we constructed the maximal, simply connected extension of the local solution (2) . We showed that its global causal structure is determined completely by the (number and kind of) zeros and the asymptotic behaviour of the respective function h. We derived elementary rules allowing for a straightforward construction of the corresponding Penrose diagrams. As a result one obtains a one-parameter family of universal covering solutions, where the shape of the Penrose diagrams changes with C only when the function h changes number and/or degree of its zeros (or its asymptotic behaviour). 4 Actually, the models considered in I, II were even more general than those of (1). All of the above holds for generalizations of (1) with non-trivial torsion as well. Also the above results have been extended to the case of a (generally dilaton-dependent) coupling of (1) to Yang-Mills fields of an arbitrary gauge group. In the latter case there arise additional parameters labelling the universal covering solutions (cf. I, II) and certainly the solution space for other topologies changes, too. The content of the present paper may be adapted easily to this more general case, but for simplicity we discuss only models in the absence of Yang-Mills fields. An example for a model with torsion is the KV-model [5] , the Lagrangian of which consists of three terms: curvature squared, torsion squared, plus a cosmological constant Λ. As this model is well adapted to illustrate much of what has been said up to now, we want to use it in the following to collect first impressions of what to expect when analysing the general model.
In the KV-model the function h of (2) takes the form h = Cx 0 −2(x 0 ) 2 [(ln x 0 −1) 2 +1− Λ], Eq. (I,60), where x 0 ∈ IR + . Fig. 1 shows a survey of the zeros of h and its asymptotic behaviour and thus a survey of the various Penrose diagrams. For a negative cosmological constant Λ there are no zeros of h for x 0 ∈ ]0, ∞[ if C < 0 and one zero if C > 0. The respective Penrose diagrams, G1 and G3, are drawn in Fig. 2 . Despite some differences the situation for negative Λ reminds one of spherically symmetric vacuum gravity: Also there a horizon is present only for positive Schwarzschild mass m ∼ C. Moreover, like 
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Figure 2: Some Penrose-diagrams for the KV-model. The thin lines denote Killing trajectories, the broken lines Killing horizons. The style of the boundary lines indicates their completeness properties; however, since they are irrelevant for our topological considerations, we will treat them rather sloppily. The arrows in G9 indicate that the patch should be extended horizontally by appending similar copies, and likewise G11 sould be extended vertically and horizontally.
the spherical model the KV-model with Λ < 0 belongs to the class of particular models where the possible topologies of spacetimes are restricted severely. Actually, with formula (2) at hand we can now be more precise about the class of models which allows for all (reasonable) non-compact topologies: This happens whenever the one-parameter family of functions h of the respective model contains functions h with three or more zeros.
In the KV-model this is the case for positive Λ. Correspondingly, there are additional Penrose diagrams then: G11 if 0 < Λ < 1 as well as G9 if Λ > 1, cf. Figs. 1,2. For (1) with D(Φ) ≡ Φ, Z(Φ) ≡ 0, on the other hand, obviously h = x 0 V (u)du + C contains functions with at least three zeros, iff the potential V is not strictly monotonic. We do not attempt to formulate the analogous conditions on the three potentials D, V, Z in (1), since in I an explicit formula for the one-parameter family h has been provided and in terms of the latter the condition for non-trivial spacetime topologies is simple enough.
Let us now discuss the possible global solutions that correspond to the universal covering solutions in Fig. 2 . On this occasion we remark that for reasons of brevity we skip the discussion of Penrose diagrams resulting from functions h with multiple zeros (zeros of higher degree) in this introductory section; these occur for specific values of C only (e.g. for Λ < 0 at C = 0), which correspond to the boundary lines in the survey diagram Fig. 1  (G2,4-8,10 ). Also we postpone a discussion of the deSitter solutions (Sec. 5), which exist for positive values of Λ if C takes one of the two particular values C ± (Λ) on the boundary lines between G11/G3 or G1/G9 (i.e. at G4-7,10).
We start with G1: Obviously this is a completely homogeneous spacetime and (2) provides a global chart for it. Identifying x 1 and x 1 + ω, ω = const, evidently we obtain an everywhere smooth solution on a cylindrical spacetime M ∼ S 1 × IR. It results from the Penrose diagram G1 by cutting out a (fundamental) region, e.g. the strip between two null-lines in Fig. 3 , and gluing both sides together in such a way that the values of the curvature scalar R, constant along the Killing lines, coincide at the identified ends. The constant ω (or a function of it) becomes the variable conjugate to C here. It may be G9 G1 G3 Figure 3 : Cylinders from G1,3,9. The opposite sides of the shaded strip have to be identified along the Killing lines (cf. also Fig. 10 ). Note that in G3,9 there occur closed Killing horizons (broken lines), which leads to pathologies of the Taub-NUT type.
characterized in an inherently diffeomorphism invariant manner as the (metric induced) distance between two identified points on a line of an arbitrarily fixed value of R (e.g. R = 0). Thus ω is a measure for the 'size of the compact (spacelike) universe'. Next G3: Clearly also in this case we can identify x 1 with x 1 + ω in a chart (2); obviously the resulting metric is completely smooth on the cylinder obtained, the fundamental region of which is drawn in Fig. 3 . However, this cylinder has some pronounced deficiencies: Not only does it contain closed timelike curves as well as one closed null-line (the horizon); this spacetime, although smooth, is geodesically incomplete. There are, e.g., null-lines which wind around the cylinder infinitely often, asymptotically approaching the horizon while having only finite affine length (Taub-NUT spaces, see Sec. 4). So, from a purely gravitational point of view such solutions would be excluded. Having the quantum theory in mind, one might want to regard also such solutions. Being perfectly smooth solutions on a cylinder, certainly they will be contained in the RPS of the Hamiltonian theory. We leave it to the reader to exclude such solutions by hand or not.
This will also be a general strategy of the present paper. Our classification is aimed at being as broad as possible. However, it will be grouped already in such a way that singling out of a certain type of perhaps undesired solutions is straightforward. Most noteworthy in this respect may be the consideration of conical singularities, treated in a separate section at the end of the paper. 5 Excluding solutions of the latter type, as well as non-Hausdorff extensions of the Taub-NUT type spaces from G3, the above solutions are all global solutions for the KV-model with negative cosmological constant Λ. In particular we see that the topology of spacetime is planar or cylindrical only. Also the RPS (Σ = S 1 ) is found to have a simple structure: It is a plane, parametrized by C and ω. (An exclusion of the somewhat pathological solutions corresponding to G3 may be achieved by imposing the restriction C ≤ 0).
Now the KV-model with Λ > 0: The discussion of G1,3 is as above. Also for G9,11 an identification x 1 ∼ x 1 + ω in a chart (2) leads to a smooth (but incomplete) cylinder again. However, for G9,11 there are also cylindrical solutions without the deficiencies 5 One of the reasons for this separation is also that the RPS of the Hamiltonian formulation introduced in [6] or [7] is in some sense insensitive to these solutions (so effectively one may ignore them to find the RPS). This may be different in other Hamiltonian treatments. We will come back to this issue. mentioned above. Take, e.g., G9: Instead of extending the patch from Fig. 2 infinitely by adding further copies one could take only a finite number of them and glue the faces on the left and the right side together (cf. Fig. 4 ). Clearly the result will be an everywhere smooth, inextendible spacetime. Also it allows for a global foliation into Σ × IR with a spacelike Σ ∼ S 1 . Now, however, there is no coordinate invariant way of measuring the 'size' of the closed universe; lines of constant curvature are no longer closed. Still there is some ambiguity in the gluing process that leads to a one-parameter family of diffeomorphism inequivalent cylinders for any fixed value of C and fixed number of blocks involved. This second quantity, conjugate to C in a Hamiltonian formulation, and its geometric interpretation shall be provided in the body of the paper (cf. Fig. 14 below) .
Thus in the case of G9 (and similarly of G11) we find the solution space for cylindrical spacetimes to be parametrized by C (within the respective range, cf. Fig. 1 ), by an additional real gluing parameter, and by a further discrete label (block number).
For G9 there is also the possibility of solutions on a Möbius strip: We only have to twist the ends of the horizontal ribbon prior to the identification. It will be shown that these non-orientable solutions are determined uniquely already by fixing C and the block number; there is now no ambiguity in the gluing! Incomparably more possibilities arise for G11. Again there are cylinders of the above kind, with an analogous parametrization of these solutions. However, now we can also identify faces in vertical direction (cf. Fig. 2 ). For instance, gluing together the upper and lower ends as well as the right and left ends of the displayed region, one obtains a global solution with the topology of a torus with hole. (It has closed timelike curves, but in contrast to the cylindrical solution from G3 there are no incomplete winding extremals now). The solution space for this topology is three dimensional now, the two continuous parameters besides C resulting from inequivalent gluings again.
The chess-board-like, but multilayered structure of the Penrose diagram allows for much more complicated global solutions. In fact, it is one of the examples for which solutions on all (reasonable) non-compact topologies exist. Fig. 5 displays two further examples: A torus with three holes and a genus two surface with one hole. The respective fundamental regions (for the topologically similar solution R5) are displayed in Fig. 17 below. As a general fact the dimension of the solution space exceeds the rank of the respective fundamental group by one, and thus it coincides with twice the genus plus the number of holes. Again there are further discrete labels. Let us pause for a moment to consider the RPS (= the above solution space for topology Σ × IR) in the case of Λ > 1 (simultaneous existence of G9 and G11, cf. Fig.  1 ). Again it is two-dimensional, being parametrized locally by C and the respective conjugate 'gluing' variable. However, for C taken from the open interval ]C − , C + [ (where Fig. 1 and II,37) there are infinitely many of these two-dimensional parts of the RPS, each of which is labelled by its 'block number'. More precisely, for sufficiently large negative numbers of the (canonical) variable C (C < C − ) the RPS consists of one two-dimensional sheet. At C = C − this sheet splits into infinitely many two-dimensional sheets. At C = 0, furthermore, any of these sheets splits again into infinitely many, all of which are reunified finally into just one sheet for C ≥ C + . Furthermore, the gluing between the sheets at C ± and 0 is not unique; the orbit space is non-Hausdorff there.
So, while for Λ < 0 a RPS quantization is straightforward, yielding wavefunctions Ψ(C) with the standard inner product, an RPS quantization is not even well-defined for Λ > 0 (due to the topological deficiencies of the RPS). In a Dirac approach to quantization [6, 7] , on the other hand, related problems are encountered when coming to the issue of an inner product between the physical wave functionals: For Λ > 1, e.g., the states are found to depend on C, again, but for C ∈ ]C − , 0[ there is one further discrete label, and for C ∈ ]0, C + [ there are even two such labels. When no discrete indices occur, as is the case for the interval Λ < 0, an inner product may be defined by requiring that the Dirac observable ω conjugate to C becomes a hermitean operator when acting on physical states [8] ; this again leads to the Lebesgue measure dC then. Such a simple strategy seems to fail for Λ > 0 (and also any generic case of (1)). 6 This is one of the points where an improvement of quantization schemes may set in.
We return now to the discussion of solutions of more complicated topology such as those displayed in Fig. 5 . Topologically any (oriented) punctured two-surface can be built by gluing together spheres with one, two, and three holes. The three-holed sphere seems to provide an example for a spacetime compatible with topology change: Starting at an initial hypersurface Σ ∼ S 1 , i.e. at one of the three holes, the evolution of this circle does not remain a cylinder but splits into two such cylinders. However, this 'pair of pants' necessarily contains a kink, i.e. along at least one of the three non-contractible loops on the punctured sphere the lightcone turns around (non-trivially). As a consequence, although the 'initial' hypersurface Σ may be spacelike, at least one of the two resulting circles is no longer globally space-(or time-)like, but consists of spacelike and timelike parts.
Thus, opposite to what may be folklore, there do exist everywhere smooth and nondegenerate solutions on 'pants-like' (and even more complicated) topologies also for Lorentzian signature of the metric; only they necessarily contain kinks. 7 We illustrate this for the torus with hole resulting from the identification of opposite faces in the picture for G11 in Fig. 2 : Following a loop around this 'hole' (i.e. along the boundary lines marked with the curvature values ±∞), obviously the lightcone makes a full turn (360 • ), corresponding to a kink-number two. 8 Let us also remark that one can construct similar examples without closed timelike curves.
Are the above global solutions all global, maximally extended ones for the KV-model? Yes and no. Take, e.g., 2D Minkowski space, remove a point from it, and consider the n-fold covering of this manifold: Clearly the resulting spacetime is incomplete. However, for n = 1 it is impossible to extend this spacetime so as to regain the ordinary Minkowski space. This is a very trivial example of how to obtain an in some sense maximally extended 2n-kink solution from any spacetime. In the presence of a Killing vector there are, however, more intricate possibilities of constructing kinky spacetimes (resulting, e.g., also in inextendible 2-kink solutions, even flat ones). All of these kinky solutions, which are present also for the KV-model due to the existence of a Killing vector, are, however, somewhat different from the one described in the previous paragraph for the example G11: In both cases the spacetimes are geodesically incomplete (G11 is incomplete at the thin boundary lines R = −∞) and an extension is prevented due to non-smoothness of the curvature (or other metrical quantities). However, in the kink described in the paragraph above, called 'of type one' in the following, the curvature truely goes to infinity at the incomplete boundaries. This is not the case for kinky solutions of the present, second type: At the incomplete boundary metrical invariants do not diverge; only, if one attempts to extend the metric further, this will turn out not to be possible in a smooth way. A typical example for the latter kind of singularity is a 'conical singularity', which can exist already for a flat spacetime (cf. Sec. 6, Fig. 23 ): In this example the curvature is zero everywhere outside the incomplete point under consideration, but is 'infinite' precisely at that point (including that point, one would have to allow for distributional metrics and curvature tensors; but even doing so, certainly the metric would no longer satisfy the field equations -so indeed an extension is impossible).
From the topological point of view all of the type-two kinks result from cutting (an arbitrary number of) holes into any given global solution. But, even in the 2-kink case, now these 'holes' cannot just be re-inserted without violating smoothness. Furthermore, 7 Roughly speaking, this means that the lightcone turns around a couple of times when going along some non-selfintersecting non-contractible loop on the spacetime M . Especially in the case of cylinders (M ∼ S 1 × IR) this can be made precise in terms of the mapping degree of the metric; but the concept can of course also be applied to local foliations S 1 × IR, e.g. near boundaries (holes). 8 Note that to decide whether a spacetime contains kinks, it is not sufficient to restrict one's attention to merely a basis of the fundamental group. As such we may choose a purely timelike closed loop a and a purely spacelike one b (vertical and horizontal journeys in G11, respectively); the kink constructed above is aba
there is (at least) a one-parameter family of (for the metric structure) inequivalent ways of increasing the number of holes. As a consequence, even when 'solution space' is understood in an extended sense so as to incorporate also solutions with type-two kinks, it is still correct to say that the dimension of the solution space for a given orientable topology exceeds the rank of its fundamental group by one. The (type-two) kink-number (or something more intricate) enters as an additional discrete label of the solutions then. So, concluding, there is a whole bunch of further global solutions. They are 'maximally extended', too, although only in the broader sense outlined above. They are always connected to kinks (of type two). Again we leave it to the reader to decide, whether he wants to allow for such solutions or not. Correspondingly, also in the body of the paper they will be dealt with only after discussing more regular solutions first.
In our exemplary treatment of the KV-model above we used a 'cut-and-paste' technique to construct the maximally extended solutions from the Penrose diagrams: We cut out some fundamental region from the universal covering solutions and glued it together appropriately. In the analogous classification for the general model (1) a more systematic, group theoretical approach shall be applied. For that purpose we will determine the full isometry group G of the universal covering solutions first. This will be achieved in Section 3, after collecting some basics in Section 2. One of the main results for G is summarized in the Theorem at the end of Section 3 (cf. Eqs. (14, 15) below, but also Eqs. (11, 10) ), applicable for all universal covering solutions of (1) except for those with three Killing vectors, which describe spaces of constant curvature and are discussed separately in Section 5. All global, maximally extended solutions may be obtained as factor solutions of the universal coverings by appropriate discrete subgroups of G. (A brief argument for this and some further specifications will be provided at the beginning of the following section). In this way the task of constructing all global solutions may finally be mapped to a purely group theoretical one, dealt with in Section 4 (cf. also the Theorem at the beginning of that section). The illustrative cut-and-paste technique is developed further in Section 4, too. Section 6, finally, treats solutions with type-two kinks. As they may be obtained as factor solutions of branched or even more generalized coverings only, we will be satisfied with a cut-and-paste description for them. This will still allow to illuminate much of the geometrical significance of earlier work on the subject and to discuss characteristics of kinky spacetimes. We will also provide new charts for some known kinks as well as an explicit description of (everywhere smooth) deSitter kinks [9] .
[Section 5 (Remarks on the Constant Curvature Case) and in particular Section 6 (Gravitational Kinks) may be read without much knowledge of the preceeding three sections so that a reader particularly interested in one or the other of the two subjects may turn also directly to the respective section].
Preliminaries
The method employed for finding the multiply connected solutions will be to factor the universal covering solutions by an adequately acting transformation group. Let G := Sym(M) be the symmetry group of the manifold M. For any subgroup H ≤ G we can construct the factor-(or orbit-)space M/H which consists of the orbits Hx (x ∈ M) endowed with the quotient topology (e.g. [12] ). To pass from this approach to a cutand-paste description choose a fundamental region, i.e. a subset F ⊆ M such that each orbit Hx intersects F exactly once. The group action then dictates how the points of the boundary of F have to be glued together (cf. Fig. 6 ).
generating shift glue Figure 6 : Cut-and-paste approach versus factorization. In the upper figure we indicated the action of a transformation group generated by a shift three copies to the right. To obtain the orbit space one identifies all sectors which are a multiple of three copies apart (e.g. all shaded patches). This space may be described equivalently by cutting out a fundamental region (lower figure) and gluing together the corresponding faces.
A priori orbit spaces may be topologically rather unpleasant, they need e.g. not even be Hausdorff. However, iff the action of this subgroup H is free and properly discontinuous, 9 then the orbit space is again locally IR n and Hausdorff, i.e. a manifold. If, furthermore, H preserves some (smooth, metric, etc.) structure or fields (e.g. Φ), then the orbit space inherits such a structure in a unique way, i.e. the metric and the other fields are well-defined on M/H (they 'factor through') and still fulfill the equations of motion (e.o.m.).
In this way one can obtain new 'factor'-solutions of the e.o.m. We now want to sketch shortly that when starting in this way from the universal covering M, one obtains all multiply connected, maximally extended global solutions: Given a multiply connected (smooth, maximally extended) manifold M , one can always construct the (unique) simply connected universal covering space M and, furthermore, lift all the structure (metric, fields) to it. Certainly, the lifted fields again satisfy the e.o.m. (since these equations are purely local), thus the covering is also a solution of the e.o.m. and coincides with M (which was found to be determined uniquely, cf. II). Conversely, the original multiply connected solution M can be recovered from the universal covering M = M by factoring out the group of deck-transformations. Let us note in passing that the fundamental group of a factor space is isomorphic to the group factored out, π 1 (M ) ∼ = π 1 (M/H) ∼ = H (more on this in [12] ).
The solutions obtained by this approach are all smooth, maximally extended, and Hausdorff. Of course, if one is less rigorous and admits e.g. boundaries (non-maximal extension), conical singularities (failures of the differentiable structure), or violation of the Hausdorff-property, then there are many more solutions. We will shortly touch such possibilities in Sec. 4 (Taub-NUT spaces) and Sec. 6 (kinks of type two). On the other hand, from the point of view of classical general relativity even the smooth solutions may still have unpleasant properties such as closed timelike curves or the lack of global hyperbolicity. This was mentioned already in the previous section. In any case, our strategy will be to describe all of them; if necessary they may be thrown away afterwards by hand.
Let us shortly summarize what is needed from the first two papers I and II (while some knowledge of II may be useful, a reading of I is not necessary): As remarked already in Section 1 the solutions to the model (1) or, more generally, to (II,4) could be brought into the Eddington-Finkelstein (EF) form (2) locally, with the dynamical fields Φ or X a , X 3 , respectively, depending on x 0 only. The zeros of h denote Killing horizons and divide the coordinate patch (2) into sectors. A Killing horizon is called non-degenerate, if the corresponding zero of h is simple (h ′ = 0), and degenerate otherwise. The patch was then brought into conformal form, the 'building block' (Fig. 7 (b) ). The metric (2) displays two symmetries, namely the Killing field ∂ ∂x 1 , generating the transformations
valid within one building block, and the (local) flip transformation
valid within a sector (cf. II,17), which has been used as gluing diffeomorphism for the maximal extension. The following lines will be of some interest: The null-extremals (cf. II,20-22)
and the special family of non-null extremals (cf. II,29)
which are also the possible symmetry axes for the flip-transformations (4). The building block is usually incomplete (unless there is only one sector) and has thus to be extended. This process (described in detail in II) consisted of taking at each sector the mirror image of the block and pasting the corresponding sectors together (using the gluing diffeomorphism (4)). Usually, overlapping sectors should not be identified, giving rise to a multi-layered structure, cf. e.g. the spiral-staircase appearance of G4 (Fig. 11  below) . Only where non-degenerate horizons meet in the saddle-point-like manner of G3 (Figs. 2,11), the enclosed vertex point is an interior point and the overlapping sectors have to be glued together, yielding one sheet.
Any symmetry-transformation of a solution to the model (1) must of course preserve the function Φ (more generally, for the model (II,4) the functions X 3 , X a ) and also scalar curvature (and, if non-trivial, also torsion). However, by means of the e.o.m. of (1) the scalar curvature may be expressed in terms of Φ. Similarly, for (II,4) curvature and torsion can by the e.o.m. (I,30) be expressed in terms of the functions X 3 and X a . Moreover, since X a carries a Lorentz index, one only has to preserve (X) 2 ≡ X a X a , which in turn may be expressed in terms of X 3 via another field equation (Casimir function C (X) 2 , X 3 = const, cf. I,33,43)). Hence, in order to preserve all the functions above, it is sufficient to preserve X 3 only. 10 [Recall that, in its specialization to vanishing torsion, (II,4) describes (1) upon the identification Φ = D −1 (X 3 ); so Φ is preserved, iff X 3 is in this case (as common throughout the literature, D is assumed to be a diffeomorphism). Thus, also for notational simplicity, we shall speak of X 3 only; readers interested merely in (1) may, however, well replace 'X 3 ' by 'Φ' in everything that follows.] Finally, we shortly summarize some facts concerning free groups (details can be found in [12, 13] ). A free group is a group generated by a number of elements g i among which there are no relations. The elements of the group are the words g i 1 k 1 . . . g i l k l , subject to the relations (necessitated by the group axioms) g i g i −1 = 1 and g i 1 = 1g i = g i (the unit element 1 is the empty word). A word is called reduced, if these relations have been applied in order to shorten it wherever possible. Multiplication of group elements is performed simply by concatenating the corresponding words and reducing if necessary. While for a given free group there is no unique choice of the free generators, their number is fixed and is called the rank of the group. Free groups are not abelian, except for the one-generator group; if the commutation relations ab = ba are added, then one speaks of a free abelian group.
Subgroups of free groups are again free. However, quite contrary to what is known from free abelian groups and vector spaces, the rank of a subgroup of a free group may be larger than that of the original group. The number of the cosets (elements of G/H) of a subgroup H ≤ G is called the index of H in G. If this index is finite, then there is a formula for the rank of the subgroup H:
(cf. [13, 12] ). Especially, subgroups of finite index have never a smaller rank than the original group. On the other hand, rank H − 1 = n · (rank G − 1) does not guarantee that the index of the subgroup H is finite; 11 still, the question whether a given subgroup has finite index is decidable (cf. [13] ), but the algorithm is rather cumbersome.
The Symmetry Group
As pointed out in the previous section, any symmetry transformation must preserve the function X 3 ; thus sectors must be mapped as a whole onto corresponding ones (i.e. with the same range of X 3 ). Since X 3 (x 0 ) is virtually always monotonic (except for the deSitter solutions, which are therefore discussed separately in Sec. 5), this has also the nice consequence that within one building-block a sector cannot be mapped onto another one. So each transformation gives rise to a certain permutation of the sectors and we can thus split it into (i) a sector-permutation and (ii) an isometry of a sector onto itself. Furthermore, it is evident that the whole transformation is already fully determined by the image of only one sector (the transformation can then be extended to the other sectors by applying the gluing diffeomorphism (4)). Let us start with (ii), i.e. determine all isometries of one sector onto itself: Again X 3 must be preserved, so in the chart (2) the map must preserve the lines X 3 = const ⇔ x 0 = const. But also null-extremals must be mapped onto null-extremals. This leaves two possibilities: If the null-extremals (5) (i.e. x 1 = const) are mapped onto themselves, then the only possibility is an overall shift of the x 1 -coordinate, x 1 → x 1 + ω, i.e. a Killing-transformation (3). The gluing diffeomorphism (4) shows that such a transformation extends uniquely onto the whole universal covering, and that it is in all charts (2) represented as an x 1 -shift of the same amount (but on the 'flipped' ones in the opposite direction!). If saddle-points are present (simple zero of h(x 0 )), we can also use the local Kruskal-coordinates (II,33), where the same transformation reads u → u exp(
2 ω), which looks in this case pretty much like a Lorentz-boost (cf. e.g. the arrows around the saddle-points in Figs. 14, 20 below). We will (thus) call these Killing-transformations shortly boosts and denote them by b ω . The composition law is clearly b ω b ν = b ω+ν , so the boosts form a group isomorphic to IR, which shall henceforth be denoted by IR (boost) . If, on the other hand, the two families of null-extremals, (5) (i.e. x 1 = const) and (6) (i.e. dx 1 /dx 0 = −2/h), are interchanged, then we obtain precisely the flip transformations. These transformations are the gluing diffeomorphisms (4), but this time considered as active transformations. Due to the constant in (4) the flips come as a one-parameter family; however, they differ only by a boost, i.e. given a fixed flip transformation f , any other flip f ′ can be obtained as
for some ω. We will thus consider only one flip and denote it by f . In the Penrose diagrams such a flip is essentially a reflexion at some axis (horizontal or vertical, according to sgn h; cf. Fig. 8 ) and it is of course involutive (i.e. self-inverse, f 2 = 1). Let us finally point out that while under a pure boost each sector is mapped onto itself (the corresponding sector-permutation is the identity), a flip transformation always (unless there is only one sector) entails a non-trivial sector-permutation (which is clearly self-inverse, since f is).
We now turn to task (i), the description of the sector-permutations: As pointed out above, each transformation is fully determined by its action on only one sector. Let us thus choose such a 'basis-sector'. If the transformation does not preserve orientation, we may apply a flip at this basis-sector and we are left with an orientation-preserving transformation. For these, however, the corresponding sector-permutation is already uniquely determined by the image of the basis-sector, i.e., for each copy of the basis-sector somewhere in the universal covering there is exactly one sector-permutation moving the basis-sector onto that copy. All these orientation-preserving sector-permutations thus make up a discrete combinatorial group (henceforth called {sector-moves}), which now shall be described in more detail.
Choose also a 'basis-building-block' and within this basis-block fix the first (or better: zeroth) sector as basis-sector (we label the sectors by 0, . . . , n and the horizons between by 1, . . . , n). By a 'basic move' across sector i we mean the following (cf. Fig. 8 ): Go from the basis-sector to the ith sector of the basis-block and from there to the zeroth sector of the perpendicular (i.e. flipped) block. The corresponding sector-move, mapping the basis-sector onto this other sector, shall be denoted by s i (of course s 0 is the identity, s 0 = 1). Also the inverse basic moves can be easily described: One has to perform the same procedure at the flipped basis-block only (cf. Fig. 8 ). An inverse basic move is thus the conjugate of the original move by a flip, f s i f = s i −1 (note f = f −1 ). Here f has been supposed to be a flip at the basis-sector. Flips at other sectors can be obtained by composition with sector-moves: s i f = f s i −1 is a flip at sector i of the basis-block (Fig. 8 ). Evidently there are two qualitatively different cases: If basis-sector and 'flip'-sector are both stationary/homogeneous, then the basic move is essentially a translation (e.g. s 3 in Fig. 8 is the basis-block resp. its image under the move, the dark shaded sector is the basissector (or its image). Only a few sectors of the universal covering are displayed. Note that the basic move s 4 and its inverse s 4 −1 transport the basis-block into different (but overlapping) layers of the universal covering. And note also that s 1 , s 4 , and their inverses turn the basis-block upside down! example of Fig. 8 ) turns the whole solution upside down, inverting space and time (thus still preserving the orientation, as required for elements of {sector-moves} -in contrast to, e.g., s 1 f , which inverts space only, cf. Fig. 8 ).
[Of course it is not necessary to choose the zeroth sector of the block as basis-sector.
Let us denote the basic move across sector i with basis-sector k by
They can, however, be expressed in terms of the old moves: As may be seen from The above basic moves s i form already a complete set of generators for {sector-moves}: By the extension process each location in the universal covering can be reached from the basis-sector by (repeated) application of the following step: Move through the basis-block or the flipped basis-block to some sector, then continue along the perpendicular block (i.e., There may yet be relations between the generators. If, however, all horizons are degenerate, then there are no relations, and the resulting group is the free group with generators s i . The reason is that in this case the vertex points between sectors are at an infinite distance (cf. II,30) and thus the overlapping sectors (after surrounding such points) must not be identified, yielding a multilayered structure (cf. e.g. s 4 in Fig. 8 , or the 'winding staircase'-like G4 in Fig. 11 below) . A non-trivial word composed of basic moves s i describes such a move, which must therefore necessarily lead into a different 'layer' of the universal covering, since this manifold is simply connected.
The situation is different if there are non-degenerate horizons: In this case there are (interior!) saddle-points at which four sectors meet, which then constitute a single sheet. Moving once around such a saddle-point leads back to the original sector. Consequently there emerges a relation: If e.g. the first horizon is non-degenerate then the basic move s 1 turns the solution 180 • around with the saddle-point as centre (cf. Fig. 8) . A second application of s 1 yields the original configuration again, so we have s 1 2 = 1. To find the analogous relations for a non-degenerate horizon say between the (k − 1)th and kth sector it is wise to temporarily shift the basis-sector to the kth sector. Then evidently k s k−1 turns the solution 180 • around that saddle-point and we have the relation (
Summarizing, we have found that the group {sector-moves} has the following presentation in terms of generators and relations (n being the number of horizons):
Any symmetry transformation can thus be written as a product of possibly a flip f (if it is orientation-reversing), a sector-move from the group (10), and a boost b ω (ω ∈ IR). Furthermore, this representation is unique, provided the elements are in this order. We have yet to describe the group product: Evidently boosts and sector-moves commute, since, as pointed out before, a boost is in all equally oriented charts (and sector-moves preserve the orientation) presented as a shift x 1 → x 1 + ω, Eq. (3). Furthermore, the conjugate of a boost by a flip is the inverse boost,
, and the conjugate of a basic move by a flip is the inverse basic move, f s i f = s i −1 , which also defines the conjugate of a general (composite) sector-move. The group product is thus completely determined, since in the formal product of two elements the factors can be interchanged to yield the above format. Thus the structure of the full isometry group is a semi-direct product
where the right factor (in round brackets) is the normal subgroup, Z 2 (flip) denotes the group {1, f }, and IR (boost) is the group of boosts described previously. Especially, if we restrict ourselves to orientable factor spaces and thus to orientation-preserving isometries, flips must be omitted and we are left with a direct product of the combinatorial group {sector-moves} with IR (boost) . Still, this description is not always optimal, for two reasons: First, one is often interested in orientable and time-orientable solutions. Second, while for only degenerate horizons the group {sector-moves} is a free group, this is not true if there are nondegenerate horizons (cf. Eq. (10)). Interestingly, both problems can be dealt with simultaneously. Clearly the time-orientation-preserving sector-moves constitute a subgroup of {sector-moves}, which we shall denote by {sector-moves} ↑ (in analogy to the notation used frequently for the orthochronous Lorentz group). If all horizons are degenerate and of even degree, then all sectors are equally 'oriented' (stationary or homogeneous) and consequently all sector-moves are automatically time-orientation-preserving; thus {sector-moves} ↑ = {sector-moves}, and its rank equals the number of horizons. This is no longer the case if there are horizons of odd degree. Then some sectors will have an orientation contrary to that of the basis-sector and a sector-move at such a sector will reverse the time-orientation (cf., e.g., s 1 in Fig. 8 ). The group {sector-moves} ↑ is then a proper subgroup of {sector-moves} (with index 2), which consists of all elements containing an even number of time-orientation reversing sector-moves.
Fortunately, this group can be described quite explicitly. Let us start with the case that there are non-degenerate horizons. To simplify notation we assume for the moment the first horizon to be non-degenerate (below we will drop this requirement). The sectormove s 1 is then an reflexion at a saddle-point and thus inverts the time-orientation (cf. Fig. 8 ). But also the sector-moves around all other sectors 'oriented' contrary to the basis-sector (sectors 2 and 4 in Fig. 8 ) will reverse the time-orientation. The idea is to extract the space-time-inversion s 1 from the group {sector-moves}: For each sector i introduce the new generators s i and s 1 s i s 1 , if the ith sector has the same 'orientation' as the basis-sector, and s i s 1 and s 1 s i , if it has the opposite 'orientation'. These new generators are all time-orientation-preserving. Together with s 1 they obviously still span the whole group {sector-moves} (relations between the new generators will be discussed presently). Conjugation by s 1 only permutes them among themselves (use s 1 2 = 1): s i s 1 ↔ s 1 s i and s i ↔ s 1 s i s 1 . Also, any element of {sector-moves} can be expressed as a word composed of the new generators with or without a leading s 1 . Thus the group is a semidirect product
where Z 2 (PT) = {1, s 1 } (the 'PT' stands for parity and time-inversion) and {sector-moves} ↑ is the group generated by the new elements given above (with i ≥ 2). There may still be some relations among those generators: From (10) 
(PT) ) yields a relation which in turn kills one generator. Thus rank {sector-moves} ↑ = 2 (number of degenerate horizons) + + number of non-degenerate horizons − 1 .
Finally, if the first horizon is degenerate but the kth is not, then one can replace s 1 above by k s k−1 and proceed in an analogous way. The result is (12,13) again. 12 The remaining case to consider is the one in which all the horizons are degenerate. Then {sector-moves} (10) is a free group and correspondingly its subgroup {sector-moves} ↑ is free, too (cf. Sec. 2). Let us determine its rank: As noted already above, if all the horizons are of even degree, {sector-moves} ↑ = {sector-moves}, and the rank equals the total number of (degenerate) horizons. (Thus (13) does not generalize to this case; but this will turn out to be the only exception). Next, again let it be the first horizon that is of odd degree (if it is not the first but the kth, just replace s 1 by k s k−1 in what follows): A set of generators can be found in the same way as above (introducing s 1 s k , s k s 1 , or s l , s 1 s l s 1 , respectively, k, l ≥ 2); however, now the element s 1 2 , which no longer is the unit element, has to be added as a further generator. If d denotes the number of (degenerate) horizons, we thus find 2d − 1 generators for {sector-moves} ↑ (two for each degenerate horizon except 12 Of course there may be other possibilities to split the isometry group into a product. For instance, if saddle-points are present, then one can choose a basis-saddle-point and instead of tracking the motion of the basis-sector (which leads to {sector-moves}) follow the saddle-point. The resulting group of orientationand time-orientation-preserving saddle-point moves coincides exactly with {sector-moves} ↑ , which can thus also be interpreted as {saddle-point moves} (cf. e.g. Figs. 13, 15(b), 16 ). The remaining saddle-point preserving isometries make up the 1+1 dimensional Lorentz group O(1, 1), which contains the boosts, flips (i.e. space-inversions and time-inversions), and reflexion at the saddle-point (i.e. space-time-inversion). Hence the full isometry group can also be written as
Furthermore, when restricting to orientable and time-orientable solutions we may use
where the proper orthochronous Lorentz group SO ↑ (1, 1) ∼ = IR (boost) contains only the boosts. Clearly, this is just the same as Eq. (14) .
for the first horizon, which adds one only). Here we also could have used formula (9), since {sector-moves} ↑ has index 2 in {sector-moves}. 13 Let us finally summarize the above results:
Theorem: The group of orientation-and time-orientation-preserving symmetry transformations G ↑ + is a direct product of IR with a free group,
Let furthermore n denote the number of non-degenerate horizons and d the number of degenerate horizons. Then the rank of the free group {sector-moves} ↑ is d if all horizons are of even degree,
We will largely work with this subgroup, but nevertheless discuss at a few examples how (time-)orientation-violating transformations can be taken into account.
Subgroups and Factor Spaces
We now come to the classification of all factor solutions. As pointed out in Section 2, they are obtained by factoring out a freely and properly discontinuously acting symmetry group from the universal covering solutions. Thus we have first to find all adequately acting subgroups of the full transformation group. However, not all different subgroups give rise to different (i.e. non-isometric) factor spaces. If, for instance, two subgroups H and H ′ are conjugate (i.e., there is a symmetry transformation h ∈ G such that H ′ = hHh −1 ) then the factor spaces M/H and M/H ′ are isometric. (Roughly speaking, this conjugation can be interpreted as a coordinate change). But also the converse is true:
Theorem: Two factor spaces are isometric iff the corresponding subgroups are conjugate.
(for a proof cf. e.g. [11] , Lemma 2.5.6). The possible factor spaces are thus in one-to-one correspondence with the conjugacy classes of adequately acting subgroups. Still, apart from this abstract characterization it would be nice to have some 'physical observable', capable of discerning between the different factor spaces. This concerns mainly the boost-components of the subgroup elements, since information about the sector-moves is in a rather obvious way encoded in the global causal structure (number and arrangement of the sectors and singularities) of the factor space. Indeed we will in general be able to find such observables. [Here 'physical observable' means some quantity that remains unchanged under the group of diffeomorphisms (= 13 Note, however, that in this case {sector-moves} does not split into a semi-direct product like in (12) , since now there is no subgroup Z2
(PT) ({sector-moves} is free!); it is only a non-trivial extension of Z2 with {sector-moves} ↑ .
gauge symmetry); so it will be a geometrical invariant, which not necessarily can be 'measured' also by a 'physical observer', strolling along his timelike worldline]. The above theorem is also valid for the case of a restricted symmetry group. For instance, a spacetime is often supposed to have -apart from its metric structure -also an orientation and/or a time-orientation. If the universal covering M carries a (time-)orientation and H is (time-)orientation-preserving, then also the factor space inherits a (time-)orientation. Now, if two subgroups are conjugate, H ′ = hHh −1 , but the intertwining transformation h does not preserve the (time-)orientation, then the corresponding factor spaces will have different (time-)orientations (while still being isometric, of course), and should thus be regarded as different. Thus, in this case the conjugacy classes of subgroups should be taken with respect to the restricted symmetry group (e.g. G ↑ + ). The requirement that the subgroup acts freely (i.e. fixed-point-free) already rules out some transformations. First of all the subgroup must not contain pure flips at any sector: A flip has a whole line of fixed points, namely an extremal of the kind dx 1 /dx 0 = −1/h (cf. (8) and Fig. 7 ) as symmetry axis. This symmetry axis would become a boundary line of the factor space, which then would no longer be maximally extended. Consequently not only f , but also f s i n and their conjugates have to be omitted. 14 But also reflexions at a saddle-point (turning the solution 180 • around this saddlepoint, e.g. s 1 in Fig. 8 ) must be avoided: Not only does the factor space fail to be timeorientable in this case, but also the saddle-point is a fixed point, which upon factorization develops into a singular 'conical tip' making the solution non-smooth. Thus, if the kth horizon is non-degenerate, then the elements (
and conjugates thereof must not occur in the subgroup H.
Let us next assume pure boosts, which form a group isomorphic to IR (IR (boost) ). The only discrete subgroups of boosts are the infinite cyclic groups generated by one boost, H ω := {b ω n , n ∈ Z} , ω > 0. In the coordinates (2) such a boost b ω is a shift of length ω in x 1 -direction. The factor space is then clearly a cylinder. Also, since boosts commute with sector-moves and 'anticommute' with flips (f b ω = b −ω f ), the group H ω is invariant under conjugation and the parameter ω cannot be changed. Thus the cylinders are labelled by one positive real parameter ω. In order to find some geometrical meaning of this parameter it is useful to adopt a cut-and-paste approach to the factorization procedure (used already intuitively in Sec. 1): In the above example a fundamental region F can be obtained from the patch (2) by cutting out a strip of width ω parallel to the x 0 -axis and gluing it together along the frontiers (preserving x 0 , i.e. vertical fibres). Of course there are several choices for F; it need not even be a horizontal strip, but any strip with vertical cross-section ω will work (cf. Fig. 10 ). The width ω of this strip (i.e. of the generating shift) is proportional to the length of an X 3 = const-path (resp. constant curvature or Φ) running once around the cylinder. This is the desired geometrical observable: For any metric g (i.e. function h in (2)) we get a set of distinct solutions parametrized by their 'size' or circumference (any positive real number). 15 Let us finally point out that this parameter ω has nothing to do 14 As pointed out before sif is a flip at sector i. By the group product one has further f si 2k = si −k f si k and f si 2k−1 = si −k (sif )si k , so they are conjugate to pure flips and thus also pure flips at displaced sectors. 15 In Sec. 1 we took the second continuous parameter besides C without restriction on its sign. For a comparison with the RPS this is more appropriate, since ω ∼ −ω is induced by the large diffeomorphism x 1 → −x 1 , which is not connected to the identity and thus cannot be generated by the flow of the with the Casimir-value C, present in the function h of the metric. It is a new, additional parameter resulting from the factorization. This all works perfectly well as long as there is only one sector, i.e., h has no zeros (i.e. no horizons). But if the same procedure is applied, e.g., to G3 cf. Figs. 2,3,11 (one zero of h), there occur some problems, if one adopts a standard gravity point of view: Not only is there a closed null-extremal (the horizon x 0 = const, at h(x 0 ) = 0), but other extremals approach it asymptotically, winding around the cylinder infinitely often while having only finite length. This situation resembles strongly the Taub-NUT space or rather its two-dimensional analogue as described by Misner [14] (cf. also [10] ). As explained there an extension is possible, if one abandons the Hausdorff property. The net result can be described as two concentric copies of the original cylinder attached to each other in a non-Hausdorff manner via four copies of the (closed) line h(x 0 ) = 0; those extremals which previously had been incomplete are now continued on the 'other sheet' not included before. A detailed description with illustrations can also be found in [15] . In fact, the resulting extended solution occurs naturally as factor space of the universal covering. The different sheets of the cylinder then simply stem from separate but equivalent sectors: In G3, Fig. 11 , for instance, I and III cover the one half of this cylinder, II and IV the other one, and also the four copies of the horizon joining them are just those of G3. 16 Note that this non-Hausdorff space is still locally homeomorphic to IR 2 (except at the central saddle-point). The loss of the Hausdorff-property is due to the fact that the group action is not properly discontinuous at the horizons h(x 0 ) = 0 (and not even free at the central constraints. 16 In this approach the central saddle point should be taken out of consideration since, in the quotient topology, any neighbourhood of it contains all four horizons.
saddle-point).
A similar result holds in general for solutions with zeros of h(x 0 ): Whenever the group factored out contains a pure boost we obtain a Taub-NUT like solution (a cylinder-'bundle', where at each horizon, h(x 0 ) = 0, two sheets meet in a non-Hausdorff manner) labelled by its 'size' (metric-induced circumference along a closed X 3 = const line). If there are further sector-moves in the group H, they have only the effect of identifying different sheets of this cylinder-bundle.
After these preliminaries we will now start a systematic classification of the factor solutions. We do this in order by number and type of horizons and illustrate it by the solutions of the JT-, R 2 -, and KV-model (examples J1-3, R1-5, and G1-11, respectively; for definition of the models and for all their Penrose diagrams cf. II, but also Figs. [2] [3] [4] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
No horizons (e.g. G1,2, J3): This case has already been covered completely by the above discussion: There is only one sector, so {sector-moves} is trivial. Furthermore, flips are not allowed, thus only boosts remain and they yield cylinders labelled by their circumference (positive real number).
In the following we will continue studying all factorizations possible for solutions with horizons (zeros of h). As pointed out before, there exist Taub-NUT-like solutions for all of these cases (resulting from pure boosts). They are essentially cylinder-bundles parametrized by one constant (their size, or circumference), but they are somewhat pathological containing closed timelike curves and, most of all, being non-Hausdorff. We will thus from now on restrict ourselves to non-Taub-NUT solutions only. Then pure boosts must not occur in the subgroup H. But this also means that no sector-permutation can occur twice with different boost-parameters, since otherwise they could be combined to a non-trivial pure boost. This suggests the following strategy: Factor out IR (boost) from G, i.e. project the whole symmetry group onto G/IR
Then all above (non-Taub-NUT) subgroups H are mapped one-to-one under this projection. One can thus 'forget' the boost-components, and first solve the combinatorial problem of finding the projected subgroups H (which we will nevertheless simply denote by H). Only afterwards we then deal with re-providing the sector-moves with their boost-parameters. Also, since {sector-moves} and {sector-moves} ↑ act properly, no further restrictions need to be placed on the subgroups.
One horizon (e.g. G3-6, R1,2, J2): (Fig. 11) The group {sector-moves} is in these cases still rather simple: s 1 |s 1 2 = 1 ∼ = Z 2 for a simple zero (non-deg. hor., G3, R1), and s 1 |− ∼ = Z for the others. First of all we see that flips have to be omitted altogether: The most general form in which they can occur is f s 1 k b ω , but this is by the group product always conjugate to f or s 1 f and thus a pure flip.
The action of {sector-moves} on the manifold is most evident for a zero of even degree, in which case we have the ribbon-structure of G5(6). Then s 1 is a shift of one block to the right (in the situation of Fig. 11 ). The non-trivial subgroups are the cyclic groups generated by s 1 n , for some n ≥ 1, and the corresponding factor space is obtained by identifying blocks which are a multiple of n blocks apart, i.e., gluing the nth block onto the zeroth. This yields a cylinder of a 'circumference' of n blocks (see Fig. 12 for n = 3). II   IV   III   II   IV   I   G3 G4 G5(6) Figure 11 : Penrose diagrams for one horizon (G3-6). For a non-degenerate horizon (G3) the vertex point is an interior point and the manifold a single sheet. For degenerate horizons of odd degree (e.g. G4), on the other hand, this point is at an infinite distance, and thus the manifold has infinitely many layers. Finally, for horizons of even degree it is an infinite ribbon (G5 (6)).
I V III
For degenerate horizons of odd-degree (e.g. G4) the situation is rather similar, only the basic move is now a 180 • -rotation around the (infinitely distant) central point, 'screwing the surface up or down' (i.e. mapping I → III, II → IV, III → V, etc.). Thus we get again cylinders of n blocks circumference. When passing once around such a cylinder, however, the lightcone tilts upside down n times, so we have got an n-kink -solution. Especially, the solutions with n odd are not time-orientable. Finally, for simple zeros (non-degenerate horizon, e.g. G3) the only non-trivial sector-move is s 1 (s 1 2 is already the identity again), but this is the reflexion at the saddle-point (which this time belongs to the manifold) and thus not a free action. So we get no smooth factor solutions in this case.
If we had restricted ourselves a priori to orientable and time-orientable solutions, then we would have had to start from {sector-moves} ↑ . For G5(6) this makes no difference since then {sector-moves} ↑ = {sector-moves}, and indeed all cylinders were timeorientable in this case. For G4, on the other hand, {sector-moves} ↑ is a proper subgroup, {sector-moves} ↑ ∼ = 2Z < Z ∼ = {sector-moves}, generated by s 1 2 . This reflects the fact that only solutions of even kink-number are time-orientable. Finally, for G3 {sector-moves} ↑ is trivial and there are no factor solutions at all.
We have so far neglected the boost-component of the generator. After all the fullfledged generator of the subgroup will be s 1 n b ω ! Does this have any consequences on the factor space? According to the theorem at the beginning of this section we must check whether the corresponding subgroups are conjugate. This is not the case here: The generator s 1 n b ω of the subgroup commutes with everything except flips, and even a flip only transforms the group elements to their inverse, f s 1
Thus the group remains the same, and one cannot change the boost-parameter ω by conjugation. Let us again look for some geometrical meaning of this parameter. In the case of pure boosts discussed above (which also lead to cylinders) we have found the metric-induced circumference as such an observable. This cannot be transferred to the present case, however. Only the number of blocks n 'survives', but there is no closed X 3 = const-line along which a circumference could be measured. So we have to be more inventive: One could, e.g., take a series of null extremals, zigzagging around the cylinder between two fixed values of X 3 (see pointed lines in Fig. 12 ) and interpret the deviation from being closed, i.e. the distance between starting-and endpoint on this X 3 = const-line, as measure for the boost. This distance is of course independent of the choice of the starting point on the X 3 = const-line, but it depends on the two X 3 -values; especially, they can always return start start = return boost glue Figure 12 : Boost-parameter for G5 (6) . In both cases the generating shift s 1 3 (or its inverse) is used to glue the right shaded patch onto the left one. If this generator has a non-trivial boost-component, then one has to apply a boost before gluing the patches (right figure) . To illustrate the effect we have drawn a polygon of null-lines (pointed lines). Due to the boost the endpoint of this null-polygon will be shifted against the start, and this deviation may serve as a measure for the boost-parameter. Of course the same construction can also be applied to the other cases (e.g. G4, Fig.  11 ).
be chosen such that the deviation is zero (closed polygon). This interpretation of the boost-parameter may be somewhat technical (we will find a much nicer one for e.g. G8,9 below), but there is certainly no doubt that the parameter is geometrically significant.
Two simple (non-deg.) horizons (e.g. G8,9, J1):
, where the second relation may be replaced by s 1 s 2 s 1 = s 2 −1 . With the help of these two relations any element can be expressed in the form s 2 n or s 2 n s 1 , and the group can thus (in coincidence with (12)) be written as a semi-direct product, Z 2 (PT) ⋉ Z, where Z 2 (PT) := {1, s 1 } and Z := {s 2 n , n ∈ Z} = {sector-moves} ↑ . However, not all those elements can be permitted: s 1 is a reflexion at one saddle-point, s 2 s 1 = 1 s 2 is a reflexion at the other saddle-point, and the general element s 2 n s 1 is conjugate to one of them, thus also a saddle-point reflexion. The only freely acting group elements are thus the s 2 n and they shift the manifold horizontally (in Figs. 13,14) a number of copies sidewards. The factor space is then a cylinder. Each cylinder carries again a further real boost-parameter, but let us postpone this discussion and before admit flips (i.e. non-orientable solutions). The most general transformations involving flips (still omitting boosts) are s 2 n f and s 2 n s 1 f , but s 2 n f and s 1 f are pure flips and cannot be used. A small calculation shows further that the only remaining adequate groups are those generated by one element s 2 n s 1 f , n = 0. Since s 1 f is a flip at the middle sector (a reflexion at the horizontal axis in Fig. 13 ) and s 2 n a shift along that axis, the whole transformation is a glide-reflexion and the factor space a Möbius-strip of n copies circumference. Now concerning the boost-parameter: The complete cylinder-generator is s 2 n b ω . So we must check whether subgroups with different parameters ω are conjugate. Of course conjugation with s 2 , f , and boosts does not change the parameter. However, conjugation with s 1 or s 1 f changes ω to its negative, (
Hence the factor spaces corresponding to ω and −ω are isometric and one could consider to restrict the boost-parameter to non-negative values, ω ∈ IR 0 + . However, the transformation s 1 f is a flip at the central sector, i.e., a reflexion at the longitudinal axis (horizontal in Figs. 13, 14) and thus inverts the time. Hence, if the spacetime is supposed to have a timeorientation, then the generators with boost-parameter ω and −ω are no longer conjugate in the restricted symmetry group and the parameter has to range over all of IR.
In order to give this parameter a geometrical meaning we could of course employ the 'zigzagging' null-polygon again, but in this case there is a much nicer description: In Fig. 14 part of the infinitely extended solution G8,9 is drawn. A generating sector-move shifting the solution two copies (in this example) to the right dictates that the rightmost large patch (four sectors) is pasted onto the corresponding left patch. The boost-parameter then describes that before the pasting a boost has to be applied to the patch. As shown in Fig. 14 its effect is, e.g., that the thin timelike line crossing the right patch vertically has to be glued to the curved line of the left patch. The (shaded) region between these two lines is a possible fundamental region for this factor space! Also, due to the boost the spacelike tangent vector (arrow) to the dotted curve is tilted.
In II it was shown that the saddle-points are conjugate points and the extremals running between them are those of (8) (in Fig. 14 , they have been drawn as dotted lines). They run through the saddle-points into all directions between the two null-directions. A boost bends them sidewards, altering the angle of their tangent. One can now start from a saddle-point in a certain direction along a spacelike extremal. This extremal will eventually return to the original point, but due to a boost its tangent (cf. arrow in Fig.  14) at the return may be tilted (boosted) against that at the start. This boost is of course independent of the chosen extremal and is thus a true 'observable'; in particular, there is one solution without boost. Thus, the cylindrical solutions are parametrized by a positive integer (number of patches) and a real constant parametrizing the boost. 17 As discussed before, if there is no time-orientation, then the boost-parameter has to be restricted to IR 0 + . In the above interpretation of the boost-parameter this restriction arises if one cannot distinguish between boosts to the past or future. Of course, if a time-orientation is given, then such a distinction is possible. Note that in this case the (time-) direction of the boost is independent of the sense in which the extremal runs through the diagram.
It may seem that for the Möbius-strip one would also have such a continuous parameter due to different flips. However, this is not the case: Any two flips are conjugate (via a boost, f ′ ≡ f b ω = b −ω/2 f b ω/2 ∼ f ), hence the corresponding subgroups are conjugate and all Möbius-strips are equivalent. (There is always one extremal (8) which returns unboosted). Also, in contrast to the former examples, a boost cannot be defined consistently on the Möbius-strip; the boost transformation does not 'factor through' the canonical projection onto the factor space. This is also seen immediately from Fig. 13 (b) , where in the Möbius-case the sectors occasionally have to be identified with their mirror images and thus the arrows indicating the boost-direction do not match. However, locally this Killing symmetry is still present. Hence, the Möbius-strip solution is only parametrized by a positive integer (number of copies).
More than one generator:
So far we have treated the cases where {sector-moves} ↑ ∼ = Z (one generator) or trivial. In those cases also all subgroups have been one-generator groups Z, and the possible topologies have thus been restricted to cylinders and Möbius strips (remember that the subgroup H factored out equals the fundamental group of the factor space, π 1 (M/H)). This situation changes drastically when there is more than one generator, as there are then subgroups of arbitrarily high rank (even infinite).
Ultimately we want to know the conjugacy classes of subgroups of {sector-moves} ↑ (they are all properly acting). Subgroups of free groups are again free, so in principle any solution can be obtained by the choice of a free set of generators. But this is only the easier part of the job: 17 If we had chosen α < 0 in (II,13), then the whole Penrose diagram would have to be rotated by 90
• . The above extremals would then be timelike and the boost at the return could be interpreted nicely as acceleration during one journey around the cylinder.
• Given a subgroup (say, in terms of generators) it may be hard to find a free set generating this group.
• Also the free generators are by no means unique (one can, e.g., replace g 1 , g 2 , . . . by g 1 , g 2 g 1 , . . . ). Only the number of free generators (the rank of the subgroup) is fixed. So there is the problem to decide whether two sets of generators describe the same group or not.
• We have to combine the subgroups into conjugacy classes.
Since the group is free, these three issues can be solved explicitly (at least for finitely generated subgroups); 18 however, the algorithms are rather cumbersome and thus we will not extend on this here (details in [13] ).
Due to the more complicated fundamental groups it is to be expected that one gets interesting topologies. As already mentioned in Sec. 1, all the solutions will be noncompact (this is also clear, since there is no compact manifold without boundary with a free fundamental group!). Thus it would be nice to have a classification of non-compact surfaces at hand. Unfortunately, however, there is no really satisfactory classification which could be used here (cf. [12] ). Let us shortly point out the wealth of different possibilities: A lot of non-compact surfaces can be obtained by cutting holes into compact ones. Of course the number of holes may be infinite, even uncountable (e.g. a Cantor set). A more involved example is that of surfaces of countably infinite genus (number of handles). Finally, there need not even be a countable basis of the topology (this does not happen here, though, since by construction there are only countably many building blocks involved). For an important subcase (finite index), however, the resulting topologies are always of the simple form 'compact surface with finitely many holes'.
Abstractly the index of a subgroup H is the number of cosets of H. But it has also a nice geometrical meaning: Since {sector-moves} acts freely and transitively on the sectors of the same type (and thus on the building blocks), the index of H in {sector-moves} counts the number of building blocks in the fundamental region! Actually, since we started from {sector-moves} ↑ , it would be more convenient to use the index of H in that group. If all horizons are of even degree, then {sector-moves} = {sector-moves} ↑ and there is thus no difference. On the other hand, if there are horizons of odd degree, then {sector-moves} ↑ is a subgroup of index 2 of {sector-moves} and consequently the number of building blocks is twice the index of H in {sector-moves} ↑ . This is also obvious geometrically, since the fundamental regions in this case are built from patches consisting of two building blocks (e.g. those situated around a saddle-point in the examples of Figs. 15 (b), 16 below) . The index counts the number of these fundamental patches in the fundamental region then. [For finite index, furthermore, the number of fundamental patches (= index) is correlated directly to the rank of H via formula (9) (with G replaced by {sector-moves} ↑ ). We recommend to check this and the above statements explicitly at some of the examples below.]
We will now provide the announced examples, starting with a discussion of the respective combinatorial part of the (orientation and time-orientation-preserving) symmetry group and followed by a discussion of possible factor spaces. Figures 15 and 16 contain fundamental patches as well as the generators of {sector-moves} ↑ . Although this group is the same in all these cases (rank 2), its action for R5 is different from the others, and correspondingly will be found to give rise to different factor solutions. In the example Fig. 15 (a) (two doubly degenerate horizons) the group {sector-moves} (= {sector-moves} ↑ ) is free already, with the two generators s 1 and s 2 . Geometrically, however, the moves with basis-sector 1 have a nicer representation. Let a := . Clearly a is a move one block to the right above the singularity and b a move to the left below the singularity. Note that since we are in the universal covering their composition, ab, is not the identity but leads into another layer of the covering; if an identification shall be enforced, then the element ab must occur in the subgroup factored out.
In Fig. 15 (b) only the second horizon is degenerate (G7,10, R3,4). Thus the fundamental patch consist of two building blocks. Here {sector-moves} ↑ is a proper subgroup of {sector-moves} and has the two free generators s 1 s 2 and s 2 s 1 (since the second sector is homogeneous but the basis-sector stationary). Again, a := s 2 s 1 is a move one patch to the right above the singularity and b := s 1 s 2 a move to the left below the singularity. Thus the action is similar to that in Fig. 15 (a) . However, if (time-)orientation-preservation is not required, then here one has the additional symmetries f and s 1 , i.e. reflexion at the horizontal axis resp. at the saddle-point. Let us now determine the topology for the solutions with finite index. It is clear that then there are also only finitely many boundary segments. [This is a slightly informal terminology, since these 'boundary segments' (singularities, null infinities, points at an infinite distance) do not belong to the manifold. Still, this can be made precise and such boundaries are called 'ideal boundaries' or 'ends'; we will thus simply use the notion boundary.] The generators of the subgroup H determine how the faces of the fundamental region have to be glued and thus also how the boundary segments are put together to form boundary components. This is shown at two examples in Fig. 17 . There opposite faces should be glued together, which can be achieved by using the following generators: b, a −1 ba, a −2 ba 2 , a 3 for the left case, and b, a −1 b 2 a, a −1 bab −1 a, a 2 in the right case, provided one starts from the lowest fundamental patch. When starting from another patch, the subgroups and their generators will be conjugates of the above ones, but clearly this does not change the factor solution. Now, topologically to each boundary component (which is clearly an S 1 ) a disk can be glued. This yields a compact orientable surface, which is completely determined by its genus. The original manifold is then simply this surface with as many holes as disks had been inserted (each boundary component represents a hole). The genus in turn depends on the rank of the fundamental group π 1 (M/H) ∼ = H and on the number of holes: rank H = rank π 1 (M/H) = 2 genus + (number of holes) − 1 .
The general procedure to determine the topologies of the factor spaces can thus be summarized as follows: Choose a subgroup of a certain rank, draw a fundamental region and determine which faces have to be glued together. Then count the connected boundary components (= number of holes) and calculate the genus from (16) . We illustrate this procedure at two examples in Fig. 17 . Some further examples for R5 are given in Fig. 18 . Actually, they show that surfaces of any genus (≥ 1) and with any number (≥ 1) of holes can be obtained: Continuing the series Fig. 18 (b) , (c), (d) one can increase the number of handles arbitrarily, while attaching single patches from 'below' like in (e) allows one to add arbitrarily many holes! For the cases of Fig. 15 (e.g. R3) the same analysis can be applied. For instance, it is obvious that cylinders with an arbitrary number of holes (≥ 1) can be obtained. Also surfaces of higher genus are possible; however, now the number of holes is always ≥ 3 (past and future singularity, and at least one hole in 'middle height'). [Note that this is no contradiction to the cylinder-with-hole case, since a cylinder with one hole is a sphere (genus-0-surface) with three holes]. In contrast to the R5-examples these factor solutions do not have closed timelike curves.
We turn to the cases with infinite index and thus infinite fundamental regions. All subgroups of infinite rank belong to this category, but also many subgroups of finite rank (see below). One topological reason for an infinite rank of the subgroup (and thus also of the fundamental group π 1 ) is the occurrence of infinitely many holes. For instance, it was pointed out that in the solution R3 (Fig. 15 ) the move ab is not the identity but leads into a new layer of the universal covering. One can of course enforce the identification of overlapping layers by imposing the relation ab ! = 1 and its consequences. This is tantamount to factoring out the group generated by ab and all its conjugates (the elements a k aba −k , k ∈ Z, form already a free set of generators). The result is a ribbon with infinitely many holes (slits). Needless to say that the parameter space of such solutions is infinite dimensional now (cf. also remarks at the end of this section). [If in addition one imposed the relation a n ! = 1, then the previously infinite set of generators would boil down to n + 1 generators (a n , and a k aba −k for 0 ≤ k < n), and the resulting factor space (finite index again) would be a cylinder with n holes.] Likewise, in the example R5 (Fig. 16 ) the identification of overlapping layers is obtained by factoring out the infinitely generated commutator subgroup (generated freely e.g. by a m b n ab −n a −m−1 , (m, n) = (0, 0); cf. [12] ); the factor space is a planar, doubleperiodic 'carpet' then. Adding, furthermore, the generator a n (or b n ) yields a cylinder with infinitely many holes (e.g. Fig. 18 (a) extended infinitely in vertical direction); and adding both a n and b k yields a torus with nk holes, which is again of finite index.
Another possible reason for an infinite rank is an infinite genus (number of handles); such a solution is obtained for instance by continuing the series Fig. 18 (b), (c), (d) infinitely. Of course, both cases can occur simultaneously (infinite number of holes and infinite genus).
Let us now discuss the groups of finite rank and infinite index. Already the universal covering itself, being topologically an open disk (or IR 2 ), 19 provides such an example (with the trivial subgroup factored out). But also one-generator subgroups can by (9) never be of finite index (if rank{sector-moves} ↑ ≥ 2). These subgroups yield proper (yet slightly pathological) cylinders without holes: Let H g = g ≡ {g n , n ∈ Z} for arbitrary nontrivial g ∈ {sector-moves} ↑ . To speak in pictures: The generator g of this infinitely cyclic subgroup 20 defines a path in the universal covering. Now the end-sectors of the path (i.e. of the corresponding ribbon) are identified and at all other junctions the solution is extended infinitely without further identifications (cf. Fig. 19 ). Thus a topological cylinder, although with a terribly frazzled boundary, is obtained (as before it is possible to smooth out the boundary by a homeomorphism).
[The cylinders obtained in this way may have kinks of the lightcone or not. For instance, in the example Fig. 19 . At all other faces (indicated ) the solution has to be extended without further identifications, similarly to the universal covering.
And even for higher ranks of H there are solutions of infinite index. The topologies obtained in this way are again of the simple form compact surface with hole(s). There is, however, a much greater flexibility in the rank (which is no longer restricted by formula (9)) as well as in the number of boundary-components (remember that in the examples Fig. 15 all solutions of finite index had at least three boundary-components). Indeed, one can obtain any genus and any number of holes ≥ 1 in this way:
As already mentioned we may abuse the classification of compact two-manifold with boundary for our purpose; one has just to replace the true boundaries by 'ideal boundaries' which do not belong to the manifold. Note that the periphery of the fundamental patch consists of a couple of faces which have to be glued together pairwise, separated by ('ideal') boundary components. [It is topologically immaterial whether these boundary components are pointlike or extended singularities, since they do not belong to the manifold; each priori not a subset of the plane (due to the overlapping layers), but by a simple homeomorphism it may be brought into this form.] 20 or rather the corresponding cyclically reduced element (remember that conjugate groups yield equal factor spaces).
boundary point can be stretched to an extended segment by a homeomorphism and viceversa.] The faces come in pairs and the number of pairs equals the rank of the group {sector-moves} ↑ . Thus in the present case there are at least two such pairs, which is sufficient to produce fundamental regions with arbitrarily many faces. Furthermore, by virtue of the infinitely branching extensions one can get rid of redundant faces: just extend the solution infinitely at this face so as to obtain a new ('frazzled') boundary segment which connects the two adjacent ones, yielding one larger boundary segment. Thus it is possible to produce polygons, the faces of which are to be glued in an arbitrary order. According to [12] this already suffices to produce all topologies announced above.
Finally, we have to discuss the boost-parameters. Since each free generator of H carries a boost-parameter, their total number equals the rank r of this subgroup. Also an interpretation can be given in analogy to the cases dealt with before (zigzagging null-polygon and/or boosted saddle-point extremals). However, not all such choices of an r-tuple of real numbers are inequivalent. We show this at the example of the torus with three holes (Fig. 17 , left part): There are four generators and thus also four boost-parameters, three of them describing the freedom in the horizontal gluing (b, a −1 ba, and a −2 ba 2 ) and one for the vertical gluing (a 3 ); let us denote them by (ω 1 , ω 2 , ω 3 ; ω 4 ). Now, since conjugate subgroups lead to equivalent factor spaces, we can e.g. conjugate all generators with a. This leads to new generators, but since a lies in the normalizer 21 N H of H in {sector-moves} ↑ they still span the same (projected) subgroup H. Thus it is possible to express the old generators in terms of the new ones. However, during this procedure the boost-parameters change: For instance, the (full) 22 first generator ω 1 b is mapped to a −1 ω 1 ba = ω 1 (a −1 ba), i.e. the parameter ω 1 is shifted from the first to the second generator. Altogether, the three 'horizontal' boost-parameters ω 1−3 are cyclically permuted and thus we get an equivalence relation among the 4-tuples, (ω 1 , ω 2 , ω 3 ; ω 4 ) ∼ (ω 3 , ω 1 , ω 2 ; ω 4 ). This is of course also geometrically evident: While the timelike loop corresponding to ω 4 is uniquely characterized, the three horizontal loops corresponding to ω 1−3 are indistinguishable (there is no 'first one').
In general, we have a (not necessarily effective) action of the group N H/H on the space of boost-parameters IR r . Here N H is the normalizer of H in {sector-moves} ↑ (or, if no (time-)orientation is present, also in {sector-moves} or Z 2 (flip) ⋉ {sector-moves}, respectively). The true parameter space is the factor space under this action, IR r (N H/H). Locally, it is still r-dimensional; however, since the action may have fixed points (e.g. in the above example the whole plane (ω, ω, ω; ω 4 )), it is an orbifold only.
Remarks on the Constant Curvature Case
So far we have only dealt with those solutions where the metric (or X 3 -preservation) restricted us to only one Killing field. For reasons of completeness one should treat also the (anti-)deSitter solutions (II,10) of the general model, corresponding to the critical values X 3 = X 3 crit and X a = 0 (cf. I), which have constant curvature (and zero torsion). Constant curvature manifolds have already occurred as solutions of the Jackiw-Teitelboim 21 The normalizer of a subgroup H contains all elements g for which g −1 Hg = H. 22 Here we denoted the boost by ωi instead of bω i in order to avoid confusion with the sector-move b.
(JT) model [17] , Eq. (II,11) , where, however, the symmetry group was still restricted to only one Killing field since X 3 had to be preserved. Here, on the other hand, these fields are constant all over the spacetime manifold, and thus the solutions have a much higher symmetry.
Already the flat case offers numerous possibilities: The symmetry group, which is in this case the 1+1 dimensional Poincaré group, consists of -translations -boosts (centered at any point) and if no orientation and time-orientation needs to be preserved also -reflexions at any non-null axis 23 -glide-reflexions = translation + reflexion at the (non-null) translation axis -reflexion at any point (turning the solution 180 • ).
As before reflexions would yield a boundary line (the reflexion axis) or a conical singularity (at the reflexion centre) and boosts a Taub-NUT space. The only fixed-point-free transformations are thus translations and glide-reflexions. We have thus the following generators and corresponding factor spaces:
• One translation: Cylinders; parameters = length squared of the generating translation = circumference (squared) of the resulting cylinder (especially, there is only one cylinder with null-circumference).
• One glide-reflexion: Möbius-strips, again parametrized by their circumference.
• Two translations: Torus, labelled by three parameters: The lengths (squared) of the two generators a and b and their inner product. Globally, however, this is an overparametrization: Replacing, for instance, the translation vector b by b + n a changes one length and the inner product, but still yields the same torus (just the original longitude is now twisted n times around the torus).
• One translation and one glide-reflexion: Klein bottle. Here only two parameters survive (the inner product of the two generators can be conjugated away always).
[This is somewhat similar to the transition from cylinders to Möbius strips in the case of G8,9 in the previous section, where also a potential continuous parameter was eliminated by the non-orientability.]
Since two glide-reflexions combine to a point-reflexion or boost, and three translations generically yield a non-discrete orbit, this exhausts all cases. Now concerning the 'proper' (R = 0) (anti-)deSitter solutions resp. their universal coverings: Here the situation is slightly more involved. Of course all factor solutions of the JT-model (II,11) are also available for the (anti-)deSitter case, as both have constant curvature and zero torsion. Clearly the Killing fields V1, V3 (cf. Fig. 20 ) corresponding to the solutions J3 and J1 are independent Killing fields for the (anti-)deSitter solutions, too (V2, the Killing vector corresponding to the symmetry direction of J2, is only a linear combination of them). A third independent Killing field can be obtained by taking the Lie-bracket of the former two, V4 := [V1, V3], or, equivalently, by shifting the field V3 by a quarter of its period. Thus also the curved (anti-)deSitter solutions have the highest possible Killing symmetry (three independent fields for a two-dimensional manifold). 24 One would expect that this gives again rise to further factor solutions. As an example, one has now in addition to cylinders also Möbius-strips of arbitrary circumference and not only of an integer number of blocks as in the case of J1 (G8,9). A general analysis must of course start from the full isometry group of the space. For the (anti-)deSitter-space itself the group is O(2, 1), the connected component of which equals SL(2, IR). When passing to the universal covering space then also the symmetry group has to be replaced by its universal covering group, SL(2, IR), and this group is famous for having no faithful matrix representation and thus of being rather difficult to handle. A partial classification has been accomplished by Wolf [11] , who deals with homogeneous spaces 25 only and obtains a discrete series of cylinders and Möbius-strips for them. There are strong hints that even in the general case these are the only possible topologies! (For instance, it would suffice to show that all properly acting subgroups of SL(2, IR) are isomorphic to Z.) However, a proof requires a different approach and might be given elsewhere.
Gravitational Kinks
Already some time ago the study of gravitational kinks of the lightcone has been proposed [18] . By this one means that, loosely speaking, the lightcone tilts around (non-trivially) when going along a non-contractible non-selfintersecting loop on the spacetime M (cf. Sec. 1). Such kink-solutions have already appeared in Section 4 (for G4,7,10,11) and they seem to exhaust all possible cases. However, in [9] a large family of kink-solutions for deSitter gravity (II,11) has been found, and it is at the first glance not at all clear how they fit into our scheme.
Let us in the following start from scratch approaching the subject of kinks. A much debated example of a kink-metric is
frequently called 'bare kink', e.g. [19] . The null-extremals are calculated easily to
and it is thus clear that the lightcone tilts with increasing x. In order to get a Penrose diagram it is advisable to interpret x and t as polar coordinates,
which brings (17) immediately into conformally flat form:
Here and in the Penrose diagrams of Fig. 21 we have tacitly assumed that the identification x ∼ x + 2π is made (2-kink version). Other kink-numbers can be obtained as covering spaces (only even kink-numbers) or/and additional factorizations by a point-reflexion. This patch is, however, still incomplete! The central point t = +∞ is at an infinite affine distance, but the null-infinities at t → −∞ are incomplete. A maximal extension can 23)). Left the original coordinates x, t; right (part of) the Penrose diagram, where they play the role of polar coordinates, x being the angle and t some radial coordinate which goes → +∞ towards the origin.
be obtained using Eddington-Finkelstein coordinates, 26 or even simpler by applying the transformation x ± t = tan(x ±t), which yields
The scalar curvature for this metric, R = 4 cos 2t − cos 2x −2 + cos 2t + cos 2x ,
ranges between R = −4 att = nπ (white regions in Fig. 22 ) and R = 4 atx = nπ (dark shaded regions). Att,x = nπ the metric becomes singular, and these points (full circles in Fig. 22 , where the Killing trajectories meet) are at an infinite distance. A similar form of the metric has also been found in [20] . From the bare kink one can derive another queer example, the Misner-torus. It is obtained by also periodically wrapping up the second coordinate t in (17) . A fundamental region is shown in Fig. 22 , where the inner and outer circle are to be identified. This metric, although well-behaved everywhere on a compact manifold, is incomplete near the 26 In the EF-coordinates (2) the corresponding function is h = cos 2x 0 , as is easily shown. This means (according to II) that the building block is infinite, periodic, with non-degenerate horizons, and the total Penrose diagram is the chessboard-like arrangement of Fig. 22 . The points at the focusing Killing lines (full circles) are points at an infinite distance; thus to obtain the universal covering the overlapping sectors after surrounding those points should not be identified. Disregarding this multilayered structure (after all, the 2-kink is single-layered!), we can give a global chart for this carpet: The null-extremals (6) can be integrated explicitly in this case, f (x 0 ) := − , t = w − z leads to (21). horizons. The singularity again is exactly of the Taub-NUT type; in fact, the Misner-torus is just another subspace of the non-Hausdorff maximal extension of the 'standard' (cf. Sec. 4) Taub-NUT space for the metric (17) .
Adding a simple conformal factor to the metric (17) yields quite a different example. The resulting metric
has the same tilting-lightcone structure as (17) and is thus again a kink-metric. Calculating the curvature of this metric shows that it is actually flat: R ≡ 0. This seems rather strange, since in our discussion at the beginning of Sec. 5 we did not find any flat kink-solution. Again the transformation (19) clarifies the situation (as before we choose the 2-kink version of (23), i.e., glue x = 2π to x = 0): This time it leads to
so this is nothing but flat Minkowski space in polar coordinates, the origin being removed. In contrast to (17) the metric (23) is incomplete at the origin; it has a hole which can easily be filled by inserting a point, leaving ordinary Minkowski space without any kink. Our objection against (23) is that it is (at least in retrospect) a rather blunt construction of a kink. In fact, any nice no-kink manifold gives rise to lots of such kinks simply by cutting holes into it: Since the lightcone tilts upside-down twice when surrounding the hole, this is a 2-kink solution. Taking covering solutions (and factoring by point-reflexions, if possible) arbitrary kink-numbers can be obtained. There is, however, nothing particularly interesting about cutting holes into a manifold. Also, the resulting 2-kinks are incomplete and can (and thus should) be completed by re-inserting the removed point (or patch). Of course, when passing to covering spaces and/or factoring by a point-reflexion, if possible, leading to n = 2-kinks, this insertion can no longer be done, because it would yield a kind of 'branching point' (conical singularity) at which the extension could not be smooth. Still, this construction seems rather artificial.
It is nevertheless worthwhile to try to adapt the factorization approach of the previous section to these kink-solutions. First of all the central point or patch in question has to be removed from the manifold, because there the solution would not be smooth. Once this is done, however, the manifold is no longer simply connected, so one must pass to its universal covering, which now winds around the removed point in always new layers (e.g., if in Fig. 11 the saddle-point of G3 is removed, then the new universal covering space equals the 'winding staircase'-manifold G4). All kink-solutions can then be obtained by factoring out a 'rotation' of a multiple of 2π (or π, if there is a point-reflexion symmetry) around the hole. But according to the previous sections there should also occur a kind of boost-parameter. Is it meaningful in this context?
The answer to this question is yes, and this is perhaps best seen at the flat 2-kink example. As long as the vertex point (origin) was supposed to belong to the manifold, smoothness singled out one specific boost value for the gluing of the overlapping sectors, leading to Minkowski space; otherwise there would have occurred a conical singularity at the origin. However, if this point is removed, then there is no longer any restriction on the boost-parameter. Its geometrical meaning is that after surrounding the origin a boost has to be applied before gluing or, in terms of fundamental regions, that a wedge has to be removed from the original (punctured) Minkowski space and the resulting edges are glued by the boost (also the tangents must be mapped with the tangential map of this boost, cf. Fig. 23 (a) ). Of course, it is also possible to insert a wedge, but this is equivalent to removing a wedge from an adjacent (stationary) sector.
Clearly such a space is everywhere flat (except at the origin, which is considered not to belong to the manifold) but has non-trivial holonomy. For instance, two timelike extremals which are parallel 'before' passing the origin at different sides will be mutually boosted afterwards (bold lines in Fig. 23 ). It is, however, a bit hard to write down a global metric (chart) for this space. For instance, there is no smooth global conformal chart: If there were any, then the solution would be smoothly conformally equivalent to the punctured plane. A metric in conformal gauge is flat, iff the conformal factor equals a product of two functions of the lightcone coordinates u and v: g = f 1 (u)f 2 (v) dudv. But any such a metric can be extended smoothly into the origin and is flat there. Thus we cannot expect a chart which is conformally related to (17) .
One possibility to obtain a chart is to enlarge the puncture to a whole square: Let f (x) be a smooth function which vanishes for x < −1 and equals 1 for x > +1. Then the metric
is flat outside the square −1 < u, v < 1 (cf. Fig. 23 (b) , where the shading indicates the conformal factor). Still the holonomy is non-trivial, as is easily calculated. In order to get the square cut out as small as possible (preferably pointlike), the interval where f ascends must be made narrower. Thus, in the limiting case, one could describe the entire solution Thus the holonomy is non-trivial (surrounding the origin yields a boosted frame), and at the origin there is a conical singularity. An explicit chart can be obtained for the region outside a square (25). This is illustrated in (b), where the shading indicates the conformal factor (dark corresponding to a larger factor).
by allowing for a distributional conformal factor as
where θ(x) denotes the Heaviside step function. The conformal factor then takes one constant value in the future (or any other) lightcone and another value everywhere else.
We will now study another approach which leads to a closely related case only, but allows for a large generalization. It starts with promoting the point-like hole to a whole slit. In this way it is possible to move the hole away from the origin into the interior of one sector (cf. Fig. 24 ). Although this is now a slightly different metric (!), it has also kinknumber 2, is everywhere flat, and has non-trivial holonomy. Sufficiently far outside this new metric still coincides with the old one. The new form has the advantage that the whole cut takes place within a region that can be covered by Eddington-Finkelstein coordinates (2). Now instead of removing the wedge we can as well remove a strip bounded by nullextremals (c), since it is immaterial where the cut is placed. And in these coordinates the surgery is outstandingly simple: One only has to cut out a strip parallel to the x 0 -axis on one side of the slit and to identify the boundaries (d).
This method is no longer restricted to boost transformations. Above the EF-metric in (d) was taken to be that corresponding to boosts (i.e. h ∝ x 0 ). One can, however, take h = const, describing translations. Then the surgery in Fig. 24 (d) still makes sense, but the picture has to be taken literally now, i.e. the strip removed is of constant metric width. Note that in this case necessarily a slit has to be removed, since translations have no fixed points. In this case the holonomy is trivial, but due to the different length of the pieces on both sides of the slit the manifold is so badly distorted that the slit cannot be filled smoothly, either. It is this last procedure that can be applied to any metric of the local form (2), i.e. any metric with a Killing field. Let us therefore make this surgery more explicit (at the cost of enlarging the slit slightly to a disk). For this purpose let x µ denote the original (EF-)coordinates, u µ the new kink-coordinates, and, without loss of generality, let the 'hole' be centered at the origin, x µ = 0. Then the desired transformation is
with, e.g., 0 ≤ u 1 < 2π. If the term to the right in the expression for x 1 were absent, this would merely be the formula for polar coordinates. The extra term accomplishes the 'cutting' by producing a shift of length l = 2πℓ in x 1 -direction at any full turn-around of the 'angle'-variable u 1 . This is illustrated in Figs. 25 (a), (b) for ℓ > 0, k = 1.
In the left diagram (a) u 0 , u 1 are polar coordinates. The radii u 1 = const are mapped in a one-to-one fashion onto the rays in the right diagram (b), where x 0 , x 1 are Cartesian coordinates. Of course this transformation breaks down near the origin, as is seen by the intersecting rays in (b). If the corresponding region (eccentric shaded disk) is excluded from (a), e.g. by the stronger restriction u 0 > |ℓ|/k (broken circle), then we are left with an 'annulus' on which (27) is a local diffeomorphism. (The jump from u 1 = 2π to u 1 = 0 does not raise any problems, since by the x 1 -homogeneity of our solutions all fields will be smooth.)
Inserting (27) into the EF-metric (2) leads to the desired kink-metric. However, since the expressions are rather ugly, we will only write them down in terms of a zweibein. Note that the metric (2) for the original solution can be obtained from e + = dx 1 , e − = dx 0 + 
As the expression (28) is 2π-periodic in u 1 , g = 2e − e + provides a metric on a cylindrical spacetime M . The non-degeneracy of g is guaranteed (only) for values u 0 > |ℓ|/k, 27 since e − ∧ e + = (ku 0 + ℓ cos ku 1 ) du 0 ∧ du 1 .
It is a 2k-kink metric, i.e. moving along any circle u 0 = const > |ℓ|/k, the lightcone makes 2k half-turns or k full turns. [This is evident by construction, but may be verified also explicitly: Obviously e + µ = (sin(ku 1 ), ku 0 cos(ku 1 ) − ℓ) winds around the origin (e + µ = 0) k times along a (any) non-contractible loop u 0 = const. Due to its linear independence, Eq. (29), e − µ is doomed to follow this tilting movement. This concludes the proof, since the null-directions are determined precisely by e ± .]
As already pointed out, the function h in (28) is completely arbitrary and can be chosen to fulfill the e.o.m. of any of the models (1). For instance, if h is taken to be the function of the JT-model, h JT (x) = −1 − x 2 , then we arrive exactly at the deSitter-kinks of [9] . These solutions are perfectly smooth everywhere (in contrast to those of [19] ) but still non-trivial (i.e. not extendible to the global deSitter space). 28 It is somewhat problematic to give a complete classification of the kink solutions found above. Clearly no diffeomorphism on M can change the kink-number k of g, so this will 27 If preferred, one can of course reparametrize the u 0 -coordinate, e.g. u 0 → |ℓ|/k + exp(u 0 ), such as to get a metric for all (coordinate) values of u 0 (and u 1 ∼ u 1 + 2π). 28 As a benefit of the present approach we may correct a small mistake in [9] : At that time we believed that the spacetime described by (28) (with h = h J T ) contains closed timelike curves. It is obvious from the present analysis that this is not the case. Quite on the contrary, for a cylindrical solution (28) there is not a single closed loop with a definite sign of ds 2 . Moreover, as a consequence there is no foliation of the cylinder into spacelike leaves Σ ∼ S 1 (a Hamiltonian formulation, however, may still be defined, as demonstrated in [9, 6] ). be one discrete parameter; and there is of course also the boost-parameter. But also the location and shape of the hole is meaningful; it is, however, questionable whether two kinks with holes of different size are to be regarded as different, since then the one with the smaller hole is an extension of the other. One way out of those problems could be to require the kinks to be 'maximally extended' in the sense described in the introduction; i.e. the solution may be incomplete, but trying to extend it further some defects (e.g. non-smooth points) would occur. Another idea to cope with conical singularities could be to admit branching points, but this is not always sufficient. Note in this context that even the kinks with a slit can be extended further: One can simply extend beyond the longer edge of the kink into an overlapping layer. However, when trying to interpret the ends of the slit as branching points one runs into problems: Approaching the slit from the left side (in the example Fig. 24(d) ) one would expect two branching points, whereas seen from the righthand side there is only one point. Thus the extension could not even be Hausdorff.
Finally we want to point out that the construction of Figs. 24,25 is by no means the most general of this kind: One could, e.g., take G9 and make a long horizontal slit over a number of blocks, then remove a few blocks on the one side and glue together again (cf. Fig. 26 ). Let us also mention that such surgery is not restricted to cylindrical solutions (i.e. one hole only), but, within any of the global solution obtained in the previous sections, one can make any number of holes, each giving rise to one boost-, one kink-, and perhaps some further discrete parameter; and even surfaces of higher genus can be obtained in that way.
