Abstract-The increasing integration of distributed energy resources (DERs) calls for new monitoring and operational planning tools to ensure stability and sustainability in distribution grids. One idea is to use existing monitoring tools in transmission grids and some primary distribution grids. However, they usually depend on the knowledge of the system model, e.g., the topology and line parameters, which may be unavailable in primary and secondary distribution grids. Furthermore, a utility usually has limited modeling ability of active controllers as they may belong to a third party like residential customers. To solve the modeling problem in traditional power flow analysis, we propose a support vector regression (SVR) approach to reveal the mapping rules between different variables and recover useful variables based on historical data. We illustrate the advantages of using the SVR model over traditional regression method that finds line parameters in distribution grids. Specifically, the SVR model is robust enough to recover the mapping rules when the regression method fails. This happens when 1) there are measurement outliers, 2) there are active controllers, or 3) measurements are only available at some part of a distribution grid. We demonstrate the superior performance of our method through extensive numerical validation on different scales of distribution grids and IEEE test buses. Robustness of our method is observed.
I. INTRODUCTION
Deep penetration of DERs adds new capabilities, and significantly affects the operations of distribution grids. In such distribution networks, proper monitoring will be needed for detecting outages [1] , cyber attacks [2] , and system failures [3] . In addition to monitoring, operational planning is needed for predicting over-voltage, calculating economic dispatch [4] , and conducting short-term grid controls [5] - [7] .
The power flow equations are the basis for monitoring and planning in distribution grids [8] , [9] . However, the power flow equations are built through the knowledge of system topology and network parameters. Such knowledge is only available in well-maintained primary distribution grids and limited secondary distribution grids.
In many primary and secondary distribution grids, the assumption of complete information does not hold. In secondary distribution grids, only the planned topology and switch locations are known, but real-time changes to the topology can be hard to track. Line parameter profiles are inaccurate or even missing. Even reconstructing the admittance matrix can be hard when using distribution management systems (DMS) such as CYME [10] . Future distribution networks will host a variety of active control devices ranging from voltage regulators to inverters for rooftop solar, EV charging and storage. These assets are usually independently owned and operated outside of the domain of the DMS. The control rules implemented by these devices are unavailable or can be hard to model, making the direct application of power flow analysis difficult and inaccurate [11] even when topology and line parameters are perfectly known. Incomplete system information and limited measurements make the system identification problem hard in practice. The availability of measurements from active devices, line sensors, smart meters, and μPMUs [12] is an opportunity to overcome this challenge by designing scalable approaches for system monitoring and analysis relying on new types of data.
In this paper, we focus on building the mapping rules equivalent to the power flow equations in distribution grids. In particular, we discuss how to design data-driven methods to recover the key relationships in power flow equations: the mapping rules between power injections and voltage phasors. Given the set of voltage phasors, real power injections, and reactive power injections at all buses in a distribution grid and without the existence of active controllers, the mapping rules are governed by the elements of the admittance matrix and can be estimated through linear regression. The challenge of using the linear regression approach in distribution grids is that the perfect conditions are usually not satisfied. For example, the parameter estimation approach is not robust against measurement outliers, which are common in distribution grids. More over, the linear regression requires the measurements of all buses. In distribution grids, only measurements at the root (substation or feeder transformers) and the leaves (end users) are available. In this case, a parameter estimation regression model is impossible to build without the measurements at intermediate buses. Furthermore, the little generality of a linear regression model prevents it capturing the dynamics of any third party-owned controllers. While some data-driven models can provide better generality, they usually do not have direct connections to physical law-based models, which makes them vulnerable of overfitting.
To address these challenges, we propose to use a kernel based support vector regression (SVR) [13] model to train and represent the mapping rules. The insensitive zone of the SVR model provides better tolerance over outliers. The kernel trick provides generality so that the SVR model can incorporate the dynamics of active controllers and handle incomplete measurements. Furthermore, by choosing an appropriate kernel, the SVR model guarantees that once all the measurements are perfectly measured, the SVR model exactly represents the physical law based power flow equation.
We test the proposed SVR model for estimating the mapping rules between voltage phasors and power injections on different scales of distribution grids, e.g., IEEE 8, 123 bus, and systems with bus number between 8 and 123. We also compare the SVR model with the parameter learning-based regression model. The results reveal that the SVR model outperforms parameter learning-based models, especially for the cases of missing measurements, systems with active controllers and measurements with outliers. The satisfactory results reveal that we can use the SVR based mapping rule estimation as the equivalence of the traditional physical law based power flow equations in distribution grids with renewables.
II. THE SUPPORT VECTOR REGRESSION-BASED REPRESENTATION OF POWER FLOW MAPPINGS
For traditional grid monitoring and planning tools, the physical power flow mappings serve as the basis [14] :
where i = 1, · · · , n. p i and q i are the real and reactive power injections at bus i, 
where u i and w i are the real and imaginary components of the voltage phasor, the physical law-based power flow mappings (1) can be expressed as functions of u i and w i :
Furthermore, we denote
Then, the inherent power flow mappings (2) can be abstractly represented as
Traditionally, the power flow mappings f pi and f qi are determined by the system topology and line parameters. However, in distribution grids, the physical law based representation of power flow mappings may be unavailable because of inaccurate topology information and missing line parameters in distribution grids. To solve the problem, we observe increasing data availability in distribution grids. Therefore, we propose to directly represent the power flow mappings from one set of measurements to another solely based on historical measurements of x t and p it (or q it ), t = 1, · · · , T [13] .
A. Representing Power Flow Mappings by Inner-Product
When estimating the power flow mappings, f can be expressed in a different form than (2) to emphasize the unknown coefficients g ik and b ik :
Subsequently, the power flow mappings (2) 
where < ·, · > represents the inner product of two vectors,
In other words, if we map the state vector x = [u; w] to a higher dimensional space, the power flow mapping becomes linear between p i and φ pi (x) with parameters [g i ; b i ]. After denoting 1) the output as y, 2) the system model parameter as β, and 3) the state vector as x, the power flow mappings could be expressed as:
where
B. Estimating Model Parameter via Linear Regression
The power flow mapping (6) is linear with respect to the system parameters β y . A straightforward approach of finding the mapping is to estimate the physical model parameter β y directly through linear regression based on historical data points (x t , y t ), t = 1, · · · , T . By defining
the least-square estimation of β y is:
C. Estimating Mappings via SVR
Unlike the linear regression approach, the inner-product representation of the power flow mappings naturally forms 
where t = 1, · · · , T , are T samples from historical data. In particular, the inequality constraints (8b) and (8c) set zero penalty for training data samples located in the -insensitive zone, in which the data samples contribute no error to the regression fit, or ξ t = 0 and ξ t = 0. Only the training data samples outside the -insensitive zone determine the optimal fitting. These data samples are called support vectors. The illustration of an SVR model is shown in Fig. 2 . 
D. Representation from Reproducing Hilbert Kernel Space
The SVR optimization (8) is in general difficult to solve due to a large number of constraints and the high dimension of the feature map φ y (x). However, special choices of the feature map φ y (·) lead to a simple representation of the solution for the SVR regression. These feature maps satisfy the kernel trick property:
where the inner-product between φ(x 1 ) and φ(x 2 ) is a scalar function of the inner-product between x 1 and x 2 , and h(·) is a scalar function. The space of such feature maps satisfying this property is the reproducing Hilbert kernel space (RHKS). By choosing a feature map φ(·) in RHKS, we can avoid directly calculating the feature map and estimating the topology and line parameters explicitly in the intermediate step.
Instead, the kernel automatically helps map the data to a proper higher dimension space. To solve the optimization problem (8), we only need to calculate the inner-product between different training data samples: K(x t1 , x t2 ) = h ( x t1 , x t2 ). Furthermore, the solution of (8) does not directly provide the optimal model parameter β . Instead, the solution of (8) is given by an optimal set of parameters α t , t = 1, · · · , T . Therefore, the power flow mappings (2) could be represented as the linear combination of the kernel product between a state x and the historical data x 1 , · · · , x T , parameterized by α :
The α t is nonzero only when x t is a support vector. This fact makes the SVR-based representation of power flow mapping sparse and easy to compute.
As an illustration, Fig. 1 summarizes the transform from the physical law-based representation to the historical data-driven SVR-based representation of the power flow mappings. 
III. ADVANTAGES OF SVR REPRESENTATION

A. Connection between the SVR Model and the Physical Laws
When the historical measurement at all buses are fully observable, and there are no measurement errors, the regression model and the SVR model can both get the correct mapping. In detail, we have the following theorem proving that the SVR-based representation of power flow mapping can exactly recover the physical law-based representation:
Theorem 1. The physical law-based power flow mappings (2) can be exactly represented by choosing the quadratic kernel
Proof. First, the quadratic kernel is in the reproducing Hilbert kernel space (RHKS). The feature mapping corresponding to the quadratic kernel (11) is
Second, we can constructively build a β such that the innerproduct between β and the quadratic feature map φ(x) exactly recover the power flow mapping for p i . Given x = [u; w] and the feature mapping φ(·) in (12), we define β as following:
With the definition of φ(x) in (12) and β in (13), the innerproduct between β and φ(x) is exactly the physical law-based mapping from x to p i :
B. Robustness against Insufficient Measurements
In many distribution grids, the measurements are only available at the root level where the substation/feeder transformers are located, and the leave level where the residential loads and distributed energy resources are located. In the intermediate level buses, no measurements are available. In this case, neither the system is fully observable, nor the regression model can provide the correct line parameters. However, due to the flexibility of the kernel-based SVR model, we can still use the measurements at the available buses as the input to have an accurate power flow representation between the partially measured voltages and power injections at root/leaves. Fig. 7 shows an example of a partially-observed distribution grid, where the measurements on red nodes are unavailable. Since the traditional regression model requires all measurements to calculate v i v j cos(θ i − θ j ) and v i v j sin(θ i − θ j ), in this case, the regression model can never get the correct line parameters, which is the prerequisite for all following applications.
However, in this case, the power injections are still determined by the voltages of the available nodes (bus 1, 4, 5, 7, and 8), the generality of the SVR model guarantees that it can still capture the mapping rules. While the physical-based model does not have a meaningful interpretation for partiallyobservable grids, the SVR representation model still captures the temporal relationship between the mapping rules and the historical data.
If the hidden nodes are without source, we can prove that there exists an equivalent admittance matrix. However, reactive Power is injected from bus 1, and is consumed at bus 4, 5, 7, and 8. The measurements are unavailable at bus 2, 3, and 6 which are marked red. power compensations on unobserved buses are very common in distribution grids. With such net power injections at hidden buses, the regression-based model fails.
C. Robustness against Outliers
One common used regression cost function is the squarederror loss. However, on finite samples, the squared-error loss places much more emphasis on observations with large absolute residuals |y t − f (x t )| during the fitting process. It is thus far less robust, and its performance severely degrades for grossly mismeasured y-values ("outliers") [13] .
One can improve the robustness by using an absolute loss function, which forms a least absolute deviation estimation (LAD) [16] , which replaces the quadratic loss function by absolute value loss function which provides more robust criteria. However, the LAD model cannot guarantee a unique solution [17] . There are possible multiple solutions achieving the minimal loss functions. Hence, it is still not robust enough for power flow regression.
The SVR model resolves the drawbacks of the traditional regression and the least absolute value deviation estimation. First, the asymptotic behavior of the -insensitive loss function is linear, which is less sensitive to large absolute residuals. Furthermore, the regularization of the parameter β in the loss function eliminates the possibility of multiple optimal solutions, which makes the SVR model much more stable than the LAD model. The numerical results over different distribution grids verify the advantage of SVR Models. 
D. Generality for Active Controller Modeling
While the active controllers in distribution grids are widely deployed, they affect the physical law-based power by adding unmeasured power injections to distribution grids. One common kind of active controllers is a capacitor power bank for volt/var control to maintain a stable voltage. Fig. 5 illustrate a droop control function where the additional reactive power injection is determined by the magnitude of the voltage. The generality of SVR model also provides a practical approach to representing the third-party owned distributed controllers' model once the control algorithm is a differentiable map as a function of real and reactive power.
IV. NUMERICAL VALIDATION
We test our data-driven power flow approach on a variety of settings and real-world data sets. We use 8, 16, 32, 64, 96, 123-bus test feeders, as well as two Southern California Edison (SCE) distribution networks with different topologies. Here, the 16, 32, 64, 96-bus systems are extracted from the IEEE 123-bus system. The bus power injection data is from primary distribution grids of SCE and secondary distribution grids of Pacific Gas and Electric (PG&E). The real and reactive power injection data are from small and medium business or aggregate of several residential homes. The sampling frequency is one hour. The SCE data set's period is from January 1, 2015, to December 31, 2015, and the PG&E data set's period is from August 1, 2010, to July 1, 2011. For IEEE standard test feeders and SCE distribution networks, we run power flow using Matpower package [18] to obtain the associated voltage magnitudes and phase angles at each bus. In our experiments, the topology and line parameter information from case files are only used for data preparation via the Matpower-based power flow to obtain the voltage and phase angle information. In all evaluation steps, we assume that the topology information and the line parameters are unavailable.
In particular, we compare the parameter learning-based approach and our proposed SVR approach for three common scenarios in distribution grids: 1) with partially observable distribution grids, 2) with the existence of outliers, and 3) with unknown volt/var droop controllers. All these scenarios are tested on different scales of distribution grids including radial networks and mesh networks.
A. Test Buses
We test our proposed methods on different settings of distribution grids. Fig. 6 shows four different distribution grids we test on. Fig. 6a shows the standard 8-bus test cases with full observability. Fig. 6b shows the 8-bus test cases with measurements available only on green color nodes. Fig. 6c and 6d show the mesh network variation of the 8-bus test cases: there are two routes from the substation to lower level nodes (1-2-3-{4, 5, 6} and 1-9-10-{4, 5, 6}), and both of the two routes are connected. In Fig. 6c , all buses are with measurements. In Fig. 6d , measurements are only available on green color nodes.
B. Robustness against Insufficient Measurements
We conduct the performance test of the proposed SVR method when we have partial available measurements in a distribution grid. We model the net power injection at hidden buses as energy losses which are proportional to the energy consumptions at leaves nodes. We further add random measurement errors with different levels of standard deviations to training set, and test the robustness of the SVR model when there are measurement errors. The result is shown in Fig. 7 . No matter what the relative measurement error is, the SVR's performance for partially available data is better than regression, implying the better modeling flexibility and robustness. 
C. Robustness against Outliers
The robustness to outliers of the proposed SVR method is illustrated in Fig. 8 . We use mean squared error (MSE) to evaluate the performances. In the test, we modify the percentage of outliers in training set for all direct measurements. The outliers are generated from Python's Normal random variable generator with variance the same as the variance of the corresponding measurements. When there are no outliers, both of the two methods work well. However, the MSE of the regression method increases fast even if there are only 2% outliers in training data, while the performance of the SVR method is robust enough for 8% outliers in training data.
D. Flexibility for Active Controllers
We test the performance of the proposed SVR model when there exists active controllers in the system. In particular, we add a droop controller at bus 7 in an 8-bus distribution grid. The control signals are the voltage magnitude at bus 7 (Droop Control I), or average voltage magnitude at bus 4, 5, 7 and 8 (Droop Control II), which stabilizes the voltage of a single bus or the voltages at the leaves of the network, correspondingly. Fig. 9 shows the performance of the SVR method when there are unmodeled active controllers in distribution grids. With the unmodeled active controller, the performance of the regression is much worse than SVR.
V. CONCLUSION
In this paper, we propose a data-driven approach to recover the mapping rules of power flow equations in distribution grids. While the traditional regression-based parameter learning approach can recover the network structure with perfect measurements, it has a higher chance to fail in distribution grids due to the incomplete measurements and noisy data. In comparison, our proposed method is very robust when there are outliers in historical measurements. Furthermore, our proposed method has more generalization ability to model active controllers without the need of the actual control rules. Also, our proposed method is robust when we only have partial measurements in distribution grids. To ensure the stable operation of power systems, we are very risk-averse of introducing data-driven models. Therefore, we introduce the support vector regression model to represent the power flow mappings via fitting the model using historical data. In this paper, we prove that the data-driven SVR method can match the traditional regression method exactly when there are perfect measurements, which eliminate the possibility of overfitting and unwanted errors. These advantages make our proposed method promising to apply in distribution grids and serves as the basis of power flow equations in other applications, such as state estimation and optimal power flow.
