Abstract. In this work, we develop a reduced-basis approach for the ecient computation of parametrized expected values, for a large number of parameter values, using the control variate method to reduce the variance. Two algorithms are proposed to compute online, through a cheap reduced-basis approximation, the control variates for the computation of a large number of expectations of a functional of a parametrized Itô stochastic process (solution to a parametrized stochastic dierential equation). For each algorithm, a reduced basis of control variates is pre-computed ofine, following a so-called greedy procedure, which minimizes the variance among a trial sample of the output parametrized expectations. Numerical results in situations relevant to practical applications (calibration of volatility in option pricing, and parameter-driven evolution of a vector eld following a Langevin equation from kinetic theory) illustrate the eciency of the method.
Introduction
This article develops a general variance reduction method for the many-query context where a large number of Monte-Carlo estimations of the expectation E Z λ of a functional parametrized by λ ∈ Λ have to be computed for many values of the parameter λ.
Such many-query contexts are encountered in nance for instance, where pricing options often necessitates to compute the price E Z λ of an option with spot price X λ t at time t in order to calibrate the local volatility σ λ as a function of a (multi-dimensional) parameter λ (that is minimize over λ, after many iterations of some optimization algorithm, the dierence between observed statistical data with the model prediction). Another context for application is molecular simulation, for instance micro-macro models in rheology, where the mechanical properties of a owing viscoelastic uid are determined from the coupled evolution of a non-Newtonian stress tensor eld E Z λ due to the presence of many polymers with conguration X λ t in the uid with instantaneous velocity gradient eld λ. Typically, segregated numerical schemes are used: compute X λ t for a xed eld λ, and then compute λ for a xed eld E Z λ . Such tasks are known to be computationally demanding and the use of dierent variance reduction techniques to alleviate the cost of Monte-Carlo computations in those elds is very common (see [2, 19, 22, 3] for instance).
In the following, we focus on one particular variance reduction strategy termed the control variate method [10, 21, 20] . More precisely, we propose new approaches in the context of the computation of E Z λ for a large number of parameter values λ, with the control variate method. In these approaches, the control variates are computed through a reduced-basis method whose principle is related to the reducedbasis method [17, 18, 23, 4, 5] previously developed to eciently solve parametrized partial dierential equations (PDEs). Following the reduced-basis paradigm, a smalldimensional vector basis is rst built oine to span a good linear approximation space for a large trial sample of the λ-parametrized control variates, and then used online to compute control variates at any parameter value. The oine computations are typically expensive, but done once for all. Consequently, it is expected that the online computations (namely, approximations of E Z λ for many values of λ) are very cheap, using the small-dimensional vector basis built oine for eciently computing control variates online. Of course, such reduced-basis approaches can only be ecient insofar as:
1. online computations (of one output E Z λ for one parameter value λ) are signicantly cheaper using the reduced-basis approach than without, and 2. the amount of outputs E Z λ to be computed online (for many dierent parameter values λ) is sucient to compensate for the (expensive) oine computations (needed to build the reduced basis).
In this work, we will study numerically how the variance is reduced in two examples using control variates built with two dierent approaches.
The usual reduced-basis approach for parametrized PDEs also traditionally focuses on the certication of the reduction (in the parametrized solution manifold)
by estimating a posteriori the error between approximations obtained before/after reduction for some output which is a functional of the PDE solution. Our reducedbasis approach for the parametrized control variate method can also be cast into a goal-oriented framework similar to the traditional reduced basis method. One can take the expectation E Z λ as the reduced-basis output, while the empirically estimated variance Var M Z λ serves as a computable (statistical) error indicator for the Monte-Carlo approximations E M Z λ of E Z λ in the limit of large M through the Central Limit Theorem (see error bound (2.4) in Section 2.1).
In the next Section 2, the variance reduction issue and the control variate method are introduced, as well as the principles of our reduced-basis approaches for the computation of parametrized control variates. The Section 3 exposes details about the algorithms which are numerically applied to test problems in the last Section 4.
The numerical simulations show good performance of the method for the two test problems corresponding to the applications mentionned above: a scalar SDE with (multi-dimensional) parametrized diusion (corresponding to the calibration of a local volatility in option pricing), and a vector SDE with (multi-dimensional) parametrized drift (for the parameter-driven evolution of a vector eld following a Langevin equation from kinetic theory). Using the control variate method with a 20-dimensional reduced basis of (precomputed) control variates, the variance is approximatively divided by a factor of 10 4 in the mean for large test samples of parameter in the applications we experiment here. As a consequence, our reduced-basis approaches allows to approximately divide the online computation time by a factor of 10 2 , while maintaining the condence intervals for the output expectation at the same value than without reduced basis.
This work intends to present a new numerical method and to demonstrate its interest on some relevant test cases. We do not have, for the moment, a theoretical understanding of the method. This is the subject of future works.
2. The variance reduction issue and the control variate method
Mathematical preliminaries and the variance reduction issue
Let B t ∈ R d ,t ∈ [0,T ] be a d-dimensional standard Brownian motion (where d is a positive integer) on a complete probability space (Ω,F,P), endowed with a ltration (F t ,t ∈ [0,T ]). For any square-integrable random variables X,Y on that probability space (Ω,F,P), we respectively denote by E(X) and Var(X) the expected value and the variance of X with respect to the probability measure P, and by Cov(X;Y ) the covariance between X and Y . For every λ ∈ Λ (Λ being the set of parameter values), the Itô processes 
Furthermore, assume that the random variable Z λ is square integrable (Z λ ∈ L 2 P (Ω)) with variance Var Z λ , then an asymptotic error bound for the convergence occuring in (2.1) is given in probabilistic terms by the Central Limit Theorem as condence intervals: for all a > 0,
In terms of the error bound (2.2), an approximation E M Z λ of the output E Z λ is thus all the better, for a given M , as the variance Var Z λ is small. In a manyquery framework, the computation of approximations (2.1) for many outputs E Z λ (corresponding to many queried values of the parameter λ ∈ Λ) would then be all the faster as the variance Var Z λ for some λ ∈ Λ could be decreased from some knowledge acquired from the λ ∈ Λ computed beforehand. This typically denes a many-query setting with parametrized output suitable for a reduced-basis approach similar to the reduced-basis method developped in a deterministic setting for parametrized PDEs.
In addition, the convergence (2.1) controlled by the condence intervals (2.2) can be easily observed using computable a posteriori estimators. Indeed, remember that since the random variable Z λ has a nite second moment, then the strong law of large numbers also implies the following convergence:
Combining the Central Limit Theorem with Slutsky theorem for the couple of Monte-
(see for instance [9] , exercise 7.2.(26)), we obtain a fully computable probabilistic (asymptotic) error bound for the Monte-Carlo approximation (2.1) of the output expectation: for all a > 0,
It is exactly the purpose of variance reduction techniques to reduce the so-called statistical error appearing in the Monte-Carlo estimation of the output expectation E Z λ through the error bound (2.2). And this is usually achieved in practice by using the (a posteriori) estimation (2.4).
Remark 2.1 (SDE discretization and bias error in the output expectation).
In practice, there is of course another source of error, coming from the timediscretizations of the SDE (1.2) and of the integral involved in the expression for Z λ .
In the following (for the numerical applications), we use the Euler-Maruyama numerical scheme with discretizations 0 = t 0 < t 1 < ··· < t N = T (N ∈ N) of the time interval [0,T ] to approximate the Itô process (X λ t ):
where {G n , n = 0,...,N − 1} is a collection of N independent d-dimensional normal centered Gaussian vectors. It is well-known that such a scheme if of weak order one, so that we have a bound for the bias due to the approximation of the output expectation E Z λ by E Z λ (where Z λ is a time-discrete approximation for Z λ computed from (X λ n ) with an appropriate discretization of the integral
The approximation of the output E Z λ by E M (Z λ ) thus contains two types of errors: • rst, a bias E Z λ − Z λ due to discretization errors in the numerical integration of the SDE (1.2) and of the integral involved in Z λ ,
• second, a statistical error of order Var Z λ /M in the empirical Monte-
We focus here on the statistical error.
Variance reduction with the control variate method
The idea of control variate methods for the Monte-Carlo evaluation of E Z λ is to nd a so-called control variate
, and then to write:
where E Y λ can be easily evaluated, while the expectation E Z λ − Y λ is approximated by Monte-Carlo estimations that have a smaller statistical error than direct
Monte-Carlo estimations of E Z λ . In the following, we will consider control variates 
Clearly, the best possible control variate (in the sense of minimal variance) for a xed parameter λ ∈ Λ is:
In the following, we will need another representation of the best possible con- 
where the notation ∇u λ means ∇ y u λ (t,y) and σ λ (t,y)σ λ (t,y) 
Note that the left-hand side of (2.8) is Z λ , and the right-hand side is the sum of a stochatic integral (with zero mean) plus a scalar u λ (0,x) (thus equal to the expected value E Z λ of the left-hand side). Hence, the optimal control variate also writes:
Of course, the formula (2.9) is again idealistic because, most often, numerically solving the PDE (2.7) is a very dicult task (especially in large dimension d ≥ 4).
Outline of the algorithms
Considering either (2.6) or (2.9), we propose two algorithms for the ecient online computation of the family of parametrized outputs {E Z λ ,λ ∈ Λ}, when the parameter λ can take any value in a given range Λ, using (for each λ ∈ Λ) a control variate built as a linear combination of objects precomputed oine.
More precisely, in Algorithm 1, we do the following:
• Compute oine an accurate approximationỸ λ of Y λ using (2.6), for a small set of selected parameters λ ∈ {λ 1 ,...,λ I } ⊂ Λ (where I ∈ N >0 ).
• For any λ ∈ Λ, compute online a control variate for the Monte-Carlo estimation of E Z λ as a linear combination of {Ỹ λi ,i = 1,...,I}:
And in Algorithm 2, we do the following:
• Compute oine an accurate approximationũ λ of the solution u λ to the Kolmogorov backward equation (2.7) for a small set of selected parameters λ ∈ {λ 1 ,...,λ I } ⊂ Λ.
• For any λ ∈ Λ, compute online a control variate for the Monte-Carlo computation of E Z λ , in view of (2.9), as a linear combination of T 0 For the moment being, we do not make further precise how we choose the set of parameters {λ 1 ,...,λ I } oine. This will be done by the same greedy procedure for both algorithms, and will be the subject of the next section. Nevertheless, we would now like to make more precise how we build oine: whose eciency at eectively reducing the variance has already been shown in [21] .
We present this alternative probabilistic approximation in Appendix A, but we will not use it in the present numerical investigation.
One crucial remark is that for both algorithms, in the online Monte-Carlo computations, the Brownian motions which are used to build the control variate (namely 
we see that the reduced-basis approximation of Algorithm 1 has the form:
while the reduced-basis approximation of Algorithm 2 has the form:
The residual variances Var Y λ − Y λ I for Algorithms 1 and 2 then respectively read as: 12) and:
The formulas (2.12) and (2.13) suggest that Algorithm 2 might be more robust than Algorithm 1 with respect to variations of λ. This will be illustrated by some numerical results in Section 4.
Practical variance reduction with approximate control variates
Let us now detail how to select parameters {λ i ∈ Λ,i = 1,...,I} oine inside a large a priori chosen trial sample Λ trial ⊂ Λ of nite size, and how to eectively compute the coecients (µ Oine: select parameters {λ i ∈ Λ trial ,i = 1,...,I} in Λ trial ⊂ Λ a large nite sample.
Selection under stopping criterium: maximal residual variance ≤ ε.
Let λ 1 ∈ Λ be already chosen,
Greedy procedure:
For step i = 1,...,I − 1 (I > 1): For all λ ∈ Λ trial , computeỸ λ i as (3.2) and (cheap) estimations: 
where (µ λ j ) j=1,...,i ∈ R i is a vector of coecients to be computed for each λ (and each step i, but we omit to explicitly denote the dependence of each entry µ λ j , j = 1,...,i, on i). The computation of the coecients (µ λ j ) j=1,...,i follows the same procedure oine (for each step i = 1,...,I − 1) during the reduced-basis construction as online (when i = I): it is based on a variance minimization principle (see details in Section 3.1.2).
With a view to computing E Z λ online through computationally cheap Monte-
using only a few M small realizations for all λ ∈ Λ, we now explain how to select oine a subset {λ i , i = 1,...,I} ⊂ Λ trial in order to min-
(or at least estimators for the corresponding statistical error).
Oine stage : parameter selection
The parameters {λ i , i = 1,...,I} are selected incrementally inside the trial sample Λ trial following a greedy procedure (see Fig. 3 .1). The incremental search between steps i and i + 1 reads as follows. Assume that control variates {Ỹ λj , j = 1,...,i} have already been selected at the step i of the reduced basis construction (see Remark 3.4 for the choice ofỸ λ1 ). Then,Ỹ λi+1 is chosen following the principle of controlling the maximal residual variance inside the trial sample after the variance reduction using the rst i selected random variables: In practice, the variance in (3.3) is estimated by an empirical variance :
In our numerical experiments, we use the same number M small of realizations for the oine computations (for all λ ∈ Λ trial ) as for the online computations, even though this is not necessary. Note that choosing a small number M small of realizations for the oine computations is advantageous because the computational cost of the MonteCarlo estimations in the greedy procedure is then cheap. This is useful since Λ trial is very large, and at each step i,
has to be computed for all λ ∈ Λ trial . Remarkably, after each (oine) step i of the greedy procedure and for the next online stage when i = I, only a few real numbers should be stored in memory, namely the collection {E M large (Z λj ), j = 1,...,i} along with the corresponding parameters {λ j , j = 1,...,i} for the computation of the approximations (3.1).
Remark 3.1. Another natural criterium for the parameter selection in the greedy procedure could be the maximal residual variance relatively to the output expectation 
Online stage : reduced-basis approximation
To compute the coecients (µ λ j ) j=1,...,i in the linear combinations (3.2), both online for any λ ∈ Λ when i = I and oine for each λ ∈ Λ trial and each step i (see greedy procedure above), we solve a small-dimensional least squares problem corresponding to the minimization of (estimators for) the variance of the random variable Z λ −Ỹ λ i .
More precisely, in the case i = I (online stage) for instance, the I-dimensional vector µ λ = (µ λ i ) 1≤i≤I is dened, for any λ ∈ Λ, as the unique global minimizer of the following strictly convex problem of variance minimization: 5) or equivalently as the unique solution to the following linear system : 
The cost of one online computation for one parameter λ ranges as the computation of M small (independent) realizations of the random variables (Z λ ,Y λ1 ,...,Y λ I ), plus the Monte-Carlo estimators E M small , Cov M small , Var M small and the computation of the solution µ M small to the (small I-dimensional, but full) linear system (3.7).
In practice, one should be careful when computing (3.7), because the likely quasicolinearity of some reduced-basis elements often induces ill-conditionning of the matrix C M small . Thus the QR or SVD algorithms [8] should be preferred to a direct inversion of (3.6) with the Gaussian elimination or the Cholevsky decomposition. One important remark is that, once the reduced basis is built, the same (small I-dimensional) covariance matrix C M small has to be inverted for all λ ∈ Λ, as soon as the same Brownian paths are used for each online evaluation. And the latter condition is easily satised in practice, simply by resetting the seed of the random number generator to the same value for each new online evaluation (that is for each new λ ∈ Λ). So our output approximations now read for all λ ∈ Λ:
and asymptotic probabilistic error bounds are given by the condence intervals (2.4 For step i = 1,...,I − 1 (I > 1): For all λ ∈ Λ trial , computeỸ λ i as (3.8) and estimations:
If stopping criterium i (λ i+1 ) ≤ ε, Then Exit Oine.
Compute approximation ∇ũ λi+1 of ∇u λi+1 . 
where (µ λ j ) j=1,...,i are coecients to be computed for each λ (again, the dependence of µ λ j on the step i is implicit). Again, the point is to explain, rst, how to select parameters {λ i , i = 1,...,I} ⊂ Λ trial in the oine stage, and second, how to compute the coecients (µ 
Oine stage : parameter selection
The selection of parameters {λ j , j = 1,...,i} from a trial sample Λ trial follows a greedy procedure like in Algorithm 1 (see Fig. 3.2 ). In comparison with Algorithm 1, after i (oine) steps of the greedy procedure (1 ≤ i ≤ I − 1) and online (i = I), note that discretizations of functions (t,y) → ∇ũ λj (t,y), j = 1,...,i + 1, are stored in memory to compute the stochastic integrals (3.8), which is possibly a huge amount of data.
Online stage : reduced-basis approximation
Like in Algorithm 1, the coecients (µ λ j ) j=1,...,i in the linear combination (3.8) are computed similarly online (and then i = I) for any λ ∈ Λ and oine (when 1 ≤ i ≤ I − 1) for each λ ∈ Λ trial as minimizers of a Monte Carlo discretization of the least squares problem:
where we recall thatỸ λi λ are dened by (3.9) . Note that contrary to the reduced-basis elementsỸ λi in Algorithm 1, the elementsỸ λi λ in Algorithm 2 have to be recomputed for each queried parameter value λ ∈ Λ. Again, in practice, the unique solution (µ λ j ) j=1,...,i to the variational problem (3.10) is equivalently the unique solution to the following linear system: 11) and is in fact computed as the unique solution to the discrete minimization problem:
The cost of one computation online for one parameter λ is more expensive than that in Algorithm 1, and ranges as the computation of M small independent realizations of Z λ , plus the computation of I (discrete approximations of ) the stochastic integrals (3.9), plus the Monte-Carlo estimators and the solution µ M small to the (small I-dimensional, but full) linear system (3.12). In comparison to Algorithm 1, notice that the (discrete) covariance matrix C M small to be inverted depends on λ, and thus cannot be treated oine once for all: it has to be recomputed for each λ ∈ Λ.
General remarks about reduced-basis approaches
The success of our two reduced-basis approaches clearly depends on the variations of Z λ with λ ∈ Λ. Unfortunately, we do not have yet a precise understanding of this, similarly to the PDE case [23] . Our reduced-basis approaches have only been investigated numerically in relevant cases for application (see Section 4). So we now provide some theoretical ground only for the a priori existence of a reduced basis, like in the PDE case [18] , with tips for a practical use of the greedy selection procedure based on our numerical experience. Of course, it remains to show that the greedy procedure actually selects a good reduced basis.
A priori existence of a reduced basis
Following the analyses [18, 23] for parametrized PDEs, we can prove the a priori existence of a reduced basis for some particular collections of parametrized control variates, under very restrictive assumptions on the structure of the parametrization.
Proposition 3.3.
Assume there exist collections of uncorrelated (parameterindependent) random variables with zero mean Y j ∈ L 2 P (Ω), 1 ≤ j ≤ J, and of positive 13) and there exists a constant C > 0 such that, for all parameter ranges Λ = [λ min ,λ max ] ⊂ R, there exists a C ∞ dieomorphism τ Λ dened on Λ satisfying:
Then, for all parameter ranges Λ = [λ min ,λ max ] ⊂ R, there exist constants c 1 ,c 2 > 0 independent of Λ and J such that, for all N ∈ N >0 , N ≥ N 0 := 1 +
Var Z λ , ∀λ ∈ Λ.
(3.15)
One can always write Y λ like (3.13) with uncorrelated random variables (using a
Gram-Schmidt procedure) and with positive coecients (at least on a range Λ where they do not vanish). But the assumption (3.14) is much more restrictive. The mapping τ Λ for the parameter, which depends on the functions g j , j = 1,...,J, indeed tells us how the convergence depends on variations in the size of the parameter range Λ. See [18, 23] for an example of such functions g j and τ Λ , and Appendix B for a short proof inspired from [18, 23] .
The Proposition 3.3 may cover a few interesting cases of application for the a priori existence theory. One example where the assumption (3.13) hold is the following.
Consider an output Z λ = g(X λ T ) with g a polynomial function, and :
The optimal control variate Y λ in such a case writes in the form (3.13) (to see this, one can rst explicitly compute the reiterated (or multiple) Itô integrals in the polynomial expression of g(X λ T ) with Hermite polynomials [12] ). Then, (3.14) may hold provided b λ and σ λ are smooth functions of λ ∈ Λ (again, see [18, 23] for functions g j satisfying (3.14)). But quite often, the reduced bases selected in practice by the greedy procedure are much better than Y N (see [23] for comparisons when λ is scalar).
Requirements for ecient practical greedy selections
A comprehensive study would clearly need hypotheses about the regularity of Y λ as a function of λ and about the discretization Λ trial of Λ to show that the greedy procedure actually selects good reduced bases. We do not have precise results yet, but we would nevertheless like to provide the reader with conjectured requirements for the greedy procedure to work and help him as a potential user of our method.
Ideally, one would use the greedy selection procedure directly on {Y λ ,λ ∈ Λ} for Algorithm 1 and on {∇u λ ,λ ∈ Λ} for Algorithm 2. But in pratice, one has to resort to approximations only, {Ỹ λ ,λ ∈ Λ} for Algorithm 1 and {∇ũ λ ,λ ∈ Λ} for Algorithm 2.
So, following requirements on discretizations of parametrized PDEs in the classical reduced-basis method [23] , the stability of the reduced basis selected by the greedy procedure for parametrized control variates intuitively requires:
(H1) For any required accuracy ε > 0, we assume the existence of approximations, Y λ for Y λ in Algorithm 1 (resp.ũ λ for u λ in Algorithm 2), such that the L 2 -approximation error is uniformly bounded on Λ:
Moreover, in practice, one can only manipulate nite nested samples of parameter Λ trial instead of the full range Λ. So some representativity assumption about Λ trial is also intuitively required for the greedy selection procedure to work on Λ:
(H2) For any required accuracy ε > 0, we assume the existence of a suciently representative nite discrete subset Λ trial ⊂ Λ of parameters such that reduced bases built from Λ trial are still good enough for Λ.
Refering to Section 3.3.1, good enough reduced bases should satisfy exponential convergence like (3.15), with slowly deteriorating capabilities in terms of approximation when the size of the parameter range grows. Now, in absence of more precise result, intuitition has been necessary so far to choose good discretizations. The numerical results of Section 4 have been obtained with M large = 100 M small in Algorithm 1, and with a trial sample Λ trial of 100 parameter values randomly chosen (with uniform distribution) in Λ.
In absence of theory for the greedy procedure, one could also think of using another parameter selection procedure in the oine stage. The interest of the greedy procedure is that it is cheap while eective in practice. In comparison, another natural reduced basis would be dened by the rst I leading eigenvectors from the Princi- has maximal variance in a small initial sample Λ small trial ⊂ Λ, for instance.
Worked examples and numerical tests
The eciency of our reduced-basis strategies for parametrized problems is now investigated numerically for two problems relevant to some applications.
Remark 4.1 (High-dimensional parameter). Although the maximal dimension in the parameter treated here is two, one can reasonably hope for our reduced-basis approach to remain feasible with moderately high-dimensions in the parameter range Λ, say twenty. Indeed, a careful mapping of a multi-dimensional parameter range may allow for an ecient sampling Λ trial that makes a greedy procedure tractable and next yields a good reduced basis for Λ, as it was shown for the classical reduced-basis method with parametrized PDEs [25, 5] .
Scalar process with constant drift and parametrized diusion

Calibration of the BlackScholes model with local volatility
One typical computational problem in nance is the valuation of an option depending on a risky asset with value S t at time t ∈ [0,T ]. In the following we consider Vanilla European Call options with payo φ(S T ;K) = max(S T − K,0), K being the exercise price (or strike) of the option at time t = T . By the no arbitrage principle for a portfolio mixing the risky asset of value S t with a riskless asset of interest rate r(t), the price (as a function of time) is a martingale given by a conditional expectation:
where, in the Black-Scholes model with local volatility, S t = S λ t is a stochastic process solving the Black-Scholes equation:
and (F t ) is the natural ltration for the standard Brownian motion (B t ). For this model to be predictive the parameter λ in the (local) volatility σ λ needs to be calibrated against observed data.
Calibration, like many numerical optimization procedures, denes a typical manyquery context, where one has to compute many times the price (4.1) of the option for a large number of parameter values until, for some optimal parameter value λ, a test of adequation with statistical data P (K,t l ) observed on the market at times t l ∈ [0,T ], l = 0,...,L is satised. For instance, a common way to proceed is to minimize in λ the quadratic quantity:
, most often regularized with some Tychono functional, using optimization algorithms like descent methods which indeed require many evaluations of the functional J (λ) for various λ. One could even consider the couple (K,T ) as additional parameters to optimize the contract, but we do not consider such an extension here.
Note that the reduced-basis method for parameterized PDEs [17, 18, 23] has recently proved very ecient at treating a similar calibration problem [24] . Our approach is dierent since we consider a probabilistic pricing numerical method.
In the following numerical results, we solve (4.1) for many parameter values assuming that the interest rate r is a xed given constant and the local volatility σ λ has hyperbolic parametrization (4.3) (used by practitionners in nance):
where C(t,S) = 
The local volatility σ λ is thus parametrized with a 7-dimensional parameter λ = (a,b,c,d,α,Γ,C min ).
Our reduced-basis approach aims at building a vector space in order to approximate the family of random variables:
which are optimal control variates for the computation of the expectation of e −rT max(S λ T − K,0). In Algorithm 2, we also use the fact that
where the function u λ (t,S) solves for (t,S) ∈ [0,T ) × (0,∞): 
where C λ (t,S) solves the classical Black-Scholes PDE: 
Numerical results
The 
or with Algorithm 2 (Fig. 4.3 and 4.4) using approximate control variates: 
(4.9)
In each gure, the maximum, the minimum and the mean of one of the two residual variance above is shown, either within the oine sample deprived of the selected parameter values Λ trial \ {λ i , i = 1,...,I}, or within an online uniformly distributed sample test Λ test ⊂ Λ of size |Λ test | = 10|Λ trial |. 
Vector processes with constant diusion and parametrized drift 4.2.1. Molecular simulation of dumbbells in polymeric uids
In rheology of polymeric viscoelastic uids, the long polymer molecules responsible for the viscoelastic behaviour can be modelled through kinetic theories of statistical physics as Rouse chains, that is as chains of Brownian beads connected by springs.
We concentrate on the most simple of those models, namely dumbbells (two beads connected by one spring) diluted in a Newtonian uid.
Kinetic models consist in adding to the usual velocity and pressure elds (u,p) describing the (macroscopic) state of the Newtonian solvent, a eld of dumbbells represented by their end-to-end vector X t (x) at time t and position x in the uid. Vector stochastic processes (X t (x)) encode the time evolution of the orientation and • rst evolve the velocity and pressure elds (u,p)of the Newtonian solvent under a xed extra (polymeric) stress tensor eld τ (typically following NavierStokes'equations), and
• then evolve the (probability distribution of the) polymer congurations vector eld (X t (x)) surrounded by the newly computed xed velocity eld u.
The physics of kinetic models is based on a scale separation between the polymer molecules and the surrounding Newtonian uid solvent. On the one side, the polymer congurations are directly inuenced by the (local) velocity and pressure of the Newtonian solvent in which they are diluted. Reciprocally, on the other side, one needs to compute at every x ∈ D the extra (polymeric) stress, given the Kramers formula: 
This Langevin equation describes the evolution of polymers at each x ∈ D, under an advection u · ∇ x X t , a hydrodynamic force (∇ x u)X t , Brownian collisions (B t ) with the solvent molecules, and an entropic force F (X t ) specic to the polymer molecules. Typically, this entropic force reads either F (X) = X (for Hookean dumbbells), or F (X) =
(for Finitely-Extensible Nonlinear Elastic or FENE dumbells, to model the nite extensibility of polymers: |X| < √ b). In the following, we do not consider the advection term u · ∇ x X t (which can be handled through integration of the characteristics in a semi-Lagrangian framework, for instance), and we concentrate on solving the parametrized SDE: 
at a xed position x ∈ D. In practice, (4.11) can be approximated through 
, for all t, X and x.Then, witĥ g λ,x (X) = g λ (X + x) andf λ,x (t,X) = f λ (t,X + x), the output is the expectation of
And the corresponding ideal control variate readsŶ
In Algorithm 2, note that u λ solution to (2.7) does not depend on the initial condition used for the SDE. So, once parameters λ i (i = 1,...,I) have been selected oine, Algorithm 2 applies similarly for SDEs with one xed, or many dierent, initial conditions. Though, the oine selection of parameters λ i using SDEs with many dierent initial conditions should consider a larger trial sample than for one xed initial condition. Indeed, the selection criterium in the greedy algorithm does depend on the initial condition of the SDE. So, dening a trial sample of initial conditions Λ IC , the following selection should be performed at step i in Fig. 3 .2: Remark 4.3 (Multi-dimensional output). Clearly, the full output τ in the problem described above is three-dimensional (it is a symmetric matrix). So our reducedbasis approach such as presented so far would need three dierent reduced bases, one for each scalar output. Though, one could alternatively consider the construction of only one reduced basis for the three outputs, which may be advantageous, see [4] for one example of such a construction.
Note that it is dicult to compute accurate approximations of the solution to the backward Kolmogorov equation (2.7) in the FENE case, because of the nonlinear explosive term. It is tractable in some situations, see [16, 6] for instance, though at the price of computational diculties we did not want to deal with in this rst work We would like to mention the recent work [14] where the classical reduced-basis method for parameterized PDEs has been used in the FENE case (solving the FENE Fokker-Planck by dedicated deterministic methods). Our approach is dierent since we consider a stochastic discretization.
Numerical results
The SDE (1.2) for FENE dumbbells (when d = 2) is discretized with the EulerMaruyama scheme using N = 100 iterations with a constant time step of ∆t = 10 3 .
When b = 9, the variance reduction online with Algorithm 1 is again very interesting, of about 4 orders of magnitude with I = 20 basis functions, whatever the criterium used for the selection (we only show the absolute variance, in Fig. 4.7) . But when b = 4, the reecting boundary conditions are more often active, and the maximum online variance reduction slightly degrades (see Fig. 4 
.8).
We rst tested our variance reduction with Algorithm 2 for Hookean dumbells and it appeared to work well; but such a model is considered too simple generally. 
Conclusion and perspectives
We have demonstrated the feasibility of a reduced-basis approach to compute control variates for the expectation of functionals of a parameterized Itô stochastic
process. We have also tested the eciency of such an approach with two possible algorithms, in two simple test cases where either the drift or the diusion of scalar (d = 1), and vector (d = 2), Itô processes are parametrized, using 2-or 3-dimensional parameters.
Algorithm 2 is less generic than Algorithm 1 ; it is basically restricted to lowdimensional stochastic processes (X t ) since:
• one needs to solve (possibly high-dimensional) PDEs (oine), and • discrete approximations of the PDEs solutions on a grid have to be kept in memory (which is possibly a huge amount of data).
Yet, Algorithm 2 seems more robust to variations in the parameter. )ds , (6.2) where (X )dB s , (6.4) where Id d denotes the d × d identity matrix (see [21] for a more general and rigorous presentation of this Feynman-Kac formula in terms of the Malliavin gradient). The stochastic integral (2.9) can then be computed for each realization of (B t ), To get (3.15), we now explain how to choose the N coecients a n (λ), 1 ≤ n ≤ N , for each λ ∈ Λ when λ N n ∈ Λ, n = 1,...,N is given, and then how to choose those N parameter values λ (where x denotes the integer part of a real number x ∈ R) nishes the proof provided N ≥ N 0 ≡ 1 + C e (τ Λ (λ max ) − τ Λ (λ min )) .
