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 Abstract 
 
Magnetic shape memory (MSM) materials are a new class of smart materials which 
exhibit shape deformation under the influence of an external magnetic field. They are 
interesting for various types of applications, including actuators, displacement/force sensors, 
and motion dampers. Due to the huge strain and the magnetic field-driven nature, MSM 
materials show definite advantages over other smart materials, e.g. conventional thermal 
shape memory materials, in terms of displacement and speed. The principle behind the 
magnetic field induced strain (MFIS) is the strong coupling between magnetization and lattice 
structure. The investigation of both static and dynamic magnetic domain structures in MSM 
materials is a key step in optimizing the properties for future possible devices. 
 In this work, optical polarization microscopy is applied to investigate the twin 
boundary and magnetic domain wall motion in bulk NiMnGa single crystals. Surface 
magnetic domain patterns on adjacent sides of bulk crystals are revealed for the first time 
providing comprehensive information about the domain arrangement inside the bulk and at 
the twin boundary. The tilting of the easy axis with respect to the sample surface determines 
the preferable domain size and leads to spike domain formation on the surface. Out-of-plane 
surface domains extend into the bulk within a single variant, while a twin boundary mirrors 
the domain pattern from adjacent variants. Furthermore, magnetic domain evolution during 
twin boundary motion is observed. The partial absence of domain wall motion throughout the 
process contradicts currently proposed models. The magnetic state alternates along a moving 
twin boundary. With the abrupt nucleation of the second variant this leads to the formation of 
sections of magnetically highly charged head-on domain structures at the twin boundaries. On 
the other hand, a dynamic actuation experimental setup, which is capable to provide high 
magnetic fields in a wide range of frequency, was developed in the course of this study. The 
observation of reversible twin boundary motion up to 600 Hz exhibits the dependence of 
strain, hysteresis, and twin boundary velocity on the actuation speed. MFIS increases with 
II 
 
frequency, while the onset field is similar in all observed cases. Twin boundary mobility 
enhancement by fast twin boundary motion is proposed to explain the increase in MFIS. The 
twin boundary velocity is shown to be inversely proportional to the twin boundary density. 
No limit of twin boundary velocity is observed in the investigated frequency range. 
   
 Abstract (Deutsch) 
 
Magnetische Formgedächtnislegierungen [in Englisch: magnetic shape memory 
(MSM) materials] sind eine neue Klasse intelligenter Materialien, die unter dem Einfluss 
eines äußeren Magnetfeldes Formänderungen aufweisen. Sie sind interessant für verschiedene 
Einsatzmöglichkeiten, z.B. für Aktoren, Verschiebungs-/ Kraftsensoren oder 
Bewegungsdämpfer. Wegen der enormer Dehnung und der einfachen Steuerung durch 
Magnetfelder, zeigen MSM-Materialien eindeutige Vorteile bezüglich Auslenkung und 
Geschwindigkeit gegenüber anderen intelligenten Materialien, z.B. den gebräuchlichen 
thermischen Formgedächtnislegierungen. Die physikalische Ursache für die 
magnetfeldinduzierte Dehnung [in Englisch: magnetic field induced strain (MFIS)] ist die 
starke Kopplung zwischen Magnetisierung und Gitterstruktur. Die Untersuchung statischer 
und dynamischer Domänenstrukturen in MSM-Materialien ist ein entscheidender Schritt für 
die Optimierung der Eigenschaften für künftig denkbare Bauteile.  
In dieser Arbeit wird optische Polarisationsmikroskopie angewendet, um die 
Zwillingsgrenzen- und Domänenwandbewegung in massiven NiMnGa-Einkristallen zu 
erforschen. Die Oberflächendomänenstruktur benachbarter Seitenflächen von massiven 
Kristallen wurde erstmals abgebildet, wodurch aufschlussreiche Informationen über die 
Domänenanordnung im Innern des Kristalls und an der Zwillingsgrenze gewonnen werden 
konnten. Eine Fehlorientierung der magnetisch leichten Achse in Bezug auf die 
Probenoberfläche bestimmt die Domänengröße und führt eventuell zur Bildung von Spitzen-
Domänen an der Oberfläche. Oberflächendomänen, die senkrecht zur Oberfläche magnetisiert 
sind, erstrecken sich innerhalb einer einzelnen Variante ins Volumen des Kristalls, während 
eine Zwillingsgrenze das Domänenbild der beiden angrenzenden Varianten spiegelt. 
Außerdem wurde das Domänenverhalten während der Zwillingsgrenzenbewegung untersucht. 
Es wurde gefunden, dass sich manche Domänenwände dabei nicht mitbewegen, was derzeit 
vorgeschlagenen Modellen in der Literatur widerspricht. Der magnetische Zustand verändert 
IV 
sich vielmehr periodisch entlang einer sich bewegenden Zwillingsgrenze. Bei der 
schlagartigen Keimbildung der zweiten Variante führt dies zur Ausbildung von Abschnitten 
mit magnetisch stark geladenen Kopf-an-Kopf Domänenstrukturen an den Zwillingsgrenzen. 
Weiterhin wurde in dieser Arbeit ein Versuchsaufbau zur dynamischen Anregung entwickelt, 
mit dem hohe Magnetfelder in einem großen Frequenzbereich erzeugt werden können. Die 
Beobachtung reversibler Zwillingsgrenzbewegung hoch bis zu 600 Hz zeigt die Abhängigkeit 
der Dehnung, Hysterese und Zwillingsgrenzgeschwindigkeit von der 
Operationsgeschwindigkeit auf. MFIS nimmt mit der Frequenz zu, während das Feld, bei der 
die Zwillingsbewegung einsetzt, in allen beobachteten Fällen ähnlich ist. Zur Erklärung dieses 
Effektes wird eine Verbesserung der Zwillingsgrenzenbeweglickeit durch schnelle 
Zwillingsgrenzenbewegung angenommen. Die Zwillingsgrenzgeschwindigkeit ist dabei 
umgekehrt proportional zur Zwillingsgrenzdichte. Im untersuchten Frequenzbereich wird kein 
Grenzwert für die Zwillingsgrenzgeschwindigkeit beobachtet.  
Chapter 0              Introduction 
 
 
The term “shape memory” is conventionally used for a certain class of metallic alloys 
which can recover their shape by heating after deformation [Otsuka98]. This thermal shape 
memory effect is governed by a diffusionless phase transition, called martensitic 
transformation. A shape memory material undergoes a martensitic transformation from a 
high-temperature, higher-symmetry austenite phase to a low-temperature, lower-symmetry 
martensite phase by shifting atoms by a small distance compared to the inter-atomic distance. 
A twin crystalline structure is normally present in the martensite to accommodate the overall 
shape change of the material. In the martensitic state, the twin variant can be re-oriented if a 
sufficient large stress is applied. This causes a deformation in the material. Upon heating to 
the austenite phase, the material still ‘remembers’ its shape and recovers to its original shape 
by transforming from the lower-symmetry phase to the higher-symmetry phase. Discovery 
and early research of thermal shape memory materials date back to the 1930s (see [Otsuka98] 
for a review). Nowadays, with the great success in the development of Ni-Ti alloys [Nitinol] 
(trade name “Nitinol”, derived from its place of discovery, the Naval Ordinance Laboratory), 
thermal shape memory materials are being widely used in medical applications, e.g. for 
peripheral vascular stents and for dental brace.  
 In the 1990s, a new type of shape memory materials was developed, namely the 
magnetic shape memory (MSM) materials [Ullakko96]. These materials possess a similar 
thermal shape memory property as mentioned above. Additionally, the magnetic ordering in 
the martensite gives the materials another interesting behaviour, the magnetic field induced 
strain (MFIS), which is the core concern in this work.   
Indeed, magnetic field induced shape deformation is not new to the people who are 
familiar with magnetostrictive materials. The normal magnetostrictive strain is in the order of 
10-6. Terfenol-D, one of the highest magnetostrictive alloys, shows at maximum several tenths 
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of percent strain under a magnetic field [O’Handley00a]. The piezoelectric materials, the 
electric analogue, also show reversible strain when actuated by an electric field. For example, 
the lead zironate titanate (the PZT) exhibits 0.1 % electric-strain [Haertling99]. The actual 
attraction of MSM materials is their huge magneto-strain, which is of the order of several 
percents. There are a number of material systems showing MFIS [O’Handley01], among them, 
NiMnGa alloys are the most studied ones. Since the discovery of 0.2 % MFIS in 
stoichiometric Ni2MnGa at 265 K in 1996 [Ullakko96], much research effort has been applied 
to further understand the mechanism of the MSM effect and to improve material’s properties 
for future possible applications. Further work on off-stoichiometric Ni2MnGa alloys leads to a 
nearly 10% MFIS at room temperature [Sozinov02a]. 
 One of the key properties of NiMnGa leading to MFIS is the strong coupling between 
magnetization and lattice structure [Ullakko96]. In the martensite phase, the non-cubic unit 
cell causes a strong magnetocrystalline anisotropy. As a result, the magnetization is preferably 
aligned in a certain lattice axis (e.g. in the so-called 5M and 7M martensites, the magnetic 
easy direction is along the c-axis [Heczko05]). Under the application of an external magnetic 
field with direction perpendicular to the magnetic easy direction, because of the high 
magnetic anisotropy and strong magneto-structural coupling, the crystal reorients its structure 
such that its magnetic easy direction is aligned with the field direction. Due to the non-cubic 
nature of the unit cell, a reorientation of lattice means a deformation also of the macroscopic 
shape. A more detailed discussion of MFIS in the specific type of NiMnGa martensite (5M 
structure) will be shown in Sect. 1.1.3. 
 
 Chapter 1              Background 
 
 
The working principle of magnetic shape memory materials is firstly 
discussed. This is followed by introducing the theory of magnetic domains 
and the domain observation techniques related to this study. Finally, the 
specific research aspects of this work and the expected outputs are included 
in the Motivation section.   
 
 
1.1 Magnetic Shape Memory Materials 
 
1.1.1 Structure Modulation 
In NiMnGa, after cooling from the high-temperature austenite with cubic structure, the lattice 
symmetry is broken and different martensite phases are formed depending on the composition 
and temperature [Heczko05]. A number of structural phases have been found in the martensite 
of off-stoichiometric Ni2MnGa [Brown02, Mogylnyy03, Pons00]. In terms of MFIS, the most 
important ones are 5M [Murray00] and 7M [Sozinov02a] martensites (M stands for 
modulation). Due to the differences in magnetic anisotropy energy and twinning stress, only 
two of the martensite phases show room temperature MFIS. The 5M (5-layer modulated) 
martensite has a tetragonal structure with a c/a ratio smaller than unity.  A periodic shuffling 
of the lattice along the (110) direction has been found in this phase with a modulation period 
of 5 (110)-planes (that is why it is called 5M) [Pons00]. The theoretical maximum MFIS in 
the 5M structure is 6%. The 7M (7-layer modulated) martensite has a near-orthorhombic 
structure with three different lattice constants (c/a also smaller than unity). The maximum 
MFIS of 7M martensite shown up-to-date is about 10% [Sozinov02a]. Although, in the view 
of strain, the 7M martensite has a definite advantage over the 5M one, the 5M martensite is 
more widely studied. The main reason is that in 7M martensite the magnetic field induced 
stress is relatively low [Sozinov02b]. As a result, a larger magnetic field is needed to achieve 
the maximum strain, which is a disadvantage in practical applications. Moreover, the 
formation of 7M martensite is limited to a narrow temperature and compositional range 
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[Pagounis07]. Therefore, as a consequence of higher availability and possibilities for 
applications, the investigation of 5M martensite is dominating in recent research. As a matter 
of fact, all the samples in this work are commercially available 5M martensite crystals. 
Details of the 5M martensite structure and the MFIS mechanism are discussed in the 
following section. 
 
1.1.2 Twin Structure  
In the tetragonal unit cell of 5M martensite, the c/a ratio is about 0.94 [Heczko05]. When 
cooling down from the cubic austenite, one of the axes of the unit cell shrinks and the other 
two expand. Rather than forming a single phase martensite with a single lattice direction, a 
twinning structure appears that consists of three variants of the tetragonal unit cell. Lattice 
neighbourhoods with different c-axis directions are called twin variants and are connected by 
twin boundaries. A twin boundary is a highly symmetric interface that acts as a mirror for the 
crystal lattices on both sides. Also, the atoms at the boundary are shared by the lattice 
structures of the two sides. The relation between the unit cells of austenite and martensite, the 
twin variants, and the twin boundary are schematically shown in Fig. 1.1. A crystal may 
consist of fractions with various c-axis directions. However, as long as the fractions (variants) 
are linked by twin boundaries, it is still considered as a single crystal.  
 The unit cell of the martensite is tetragonal with two long a-axes. A positive uniaxial 
magnetocrystalline anisotropy exists in the c-direction with the anisotropy energy density of 
the order of 105 J/m3 (see [Soderberg05] for a review). Starting from a single crystal austenite, 
the cubic structure has no preferential direction during the transformation into martensite. 
This means that after the transformation, without any external magnetic field or stress applied, 
all three martensite variants have the same probability to appear. These variants nucleate 
randomly inside the crystal, which leads to a complicated twin structure. In such a three-
variant state, the MFIS is largely limited because the mobility of the twin boundaries is  
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Fig. 1.1. Schematic diagrams showing the unit cells in (a) austenite and (b) martensite with 
three possibilities of orientations. (c) shows the lattice arrangement in a two-variant 
martensite. It is: c < a < a´. The reduced length along the c-axis and the increased length along 
the a´-axis are exaggerated  
 
 
restricted by the complex twin structure. In order to achieve a state exhibiting MFIS, a 
“training” procedure by applying a large mechanical stress in certain directions is necessary. 
Despite the fact that the mechanism of training has not been studied systematically, a cyclic 
application of stress in two different (100) directions usually results in a state with a less 
complex variant structure. Ideally, after training, there only exist two variants which are 
connected by twin boundaries having the same normal direction. The effect of such training is 
shown in Fig. 1.2. The samples used in the whole study were already well trained by the 
supplying company (AdaptaMat Ltd.). They are in a two-variant state (Fig. 1.1 (c)) and MFIS 
is readily observable.    
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100 m
Cooled from austenite After training
 
 
Fig. 1.2. Optical images showing the effect of training on a NiMnGa single crystal. After 
cooling from the high-temperature austenite, martensitic variants nucleate randomly and a 
multi-variant state forms (left image). By alternatively applying compressive stress 
horizontally and vertically with respect to the image, a two-variant state consisting of only 
one twin plane direction is created (right image) 
 
1.1.3 Magnetic Field Induced Strain (MFIS) 
In the two-variant state, the variants with different c-axis directions are separated sharply by 
the twin boundaries. As the c-axis is the axis of magnetic anisotropy, the magnetic easy 
direction thus turns by nearly 90o (86.5o in the 5M martensite with a c/a ratio of 0.94) across 
the twin boundary. As a result of the high magnetic anisotropy, the magnetization in each 
variant aligns firmly with the corresponding easy direction. Therefore the magnetization 
direction also turns by nearly 90o across the twin boundaries. Figure 1.3 (a) displays the 
magnetization condition in a two-variant state. The exaggerated c/a ratio in the diagrams 
causes the change in magnetic easy directions in a non-realistic way. (For now, we assume 
that each variant is magnetically saturated without considering the formation of magnetic 
domains within the variants. Domain formation will be discussed in the next section.)  
 When an external magnetic field is applied parallel to the c-axis of one variant, the 
magnetization in all the other variants is forced to respond. For example, in Fig. 1.3 (b) the 
external field is along the c-axis of the red variants. The magnetization in the two red variants 
can stay in the original direction as the magnetic force acting on them is zero. However, in the 
blue variant, in which the original magnetization is nearly perpendicular to the external field,  
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Fig. 1.3. Schematic diagrams demonstrating MFIS. Twin boundary (yellow dotted lines) 
movement occurs under the influence of the external magnetic field (see text for details). The 
change in the magnetic easy direction across the twin boundary is exaggerated due to the 
exaggerated c/a ratio for clearer demonstration. A change in length of the whole sample, the 
strain, after the application of the field is shown in (b) 
 
  
the situation has to change to accommodate the magnetic force. Because of the high magnetic 
anisotropy, the magnetization in the blue variant is not free to rotate. Instead, the atoms near 
the twin boundaries shift to a new location in a way that part of the blue variant transforms to 
the red variant with the c-axis parallel to the field. Macroscopically, under the application of 
field, the red variant grows at the expense of the blue variant by moving the twin boundary. 
Due to the shape of the tetragonal unit cell, strain occurs after the twin boundary motion. The 
value of the strain depends on the degree of tetragonality. The maximum allowed strain can 
be calculated by max = 1 - c/a. So for a 5M martensite with c/a = 0.94, the maximum strain is 
6 %.  
 Besides the high magnetic anisotropy, a low twinning stress is another important 
factor in MFIS [Heczko03]. The twinning stress is defined as the stress needed to move the 
twin boundary. If the twinning stress is too high, the atoms near the twin boundary cannot be 
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shifted by the magnetic field. In a sufficiently strong field, the magnetization in the blue 
variant of Fig. 1.3 would then rather rotate until it aligns with the external field. The twinning 
stress tw in 5M martensite is around 1 MPa [Heczko03], while the magnetic field-induced 
stress mag, i.e. the stress applied on the twin boundary by the external field, is around  
2.5 MPa at 1 T field [Likhachev04]. This implies that when a sufficiently strong field is 
applied on the twin structure, the twin boundary can be moved by reorienting the lattice 
structure, resulting in macroscopic strain. Table 1.1 summarizes the key material parameters 
of the 5M off-stoichiometric Ni2MnGa single crystals.  
 
Table 1.1 Key material parameters of the 5M off-stoichiometric Ni2MnGa single crystals 
Parameter Value 
Maximum MFIS max 6% 
c/a ratio 0.94 
Magnetic anisotropic energy density Ku ~ 105 J/m3 
Twinning stress tw 1 MPa 
Magnetic field induced stress mag 2.5 MPa at 1 T 
 
 
 
1.1.4 Observation Techniques for Twin Structure 
(A) Transmission electron microscopy (TEM). By carefully mechanically grinding and ion 
etching a sample until it is transparent for electrons (with a thickness of the order of 
nanometers), the crystal structure can be revealed by transmitting a high energy electron beam 
through the sample. The electrons interact with the crystal lattice of the sample and a 
corresponding image is formed by focusing the transmitted electrons onto an imaging device, 
e.g. a CCD camera [Reimer93]. Shown in Fig. 1.4 (a) is the TEM image of a spark-eroded 
NiMnGa particle [Solomon05]. The twin structure is readily observable: structures with 
different lattice orientations are separated by straight twin boundaries. Another important 
feature of TEM is the possibility of obtaining the diffraction pattern of certain selected areas 
(see Fig. 1.4 (b)). This provides additional information about the crystal lattice arrangement. 
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Despite the high spatial resolution of 0.1 nm, this technique has some disadvantages. Besides 
the time-consuming and destructive sample preparation procedure, the in-situ handling of the 
sample is limited. For example, due to the use of an electron beam as imaging source, an 
application of high external magnetic fields is difficult. Also, the extremely small thickness of 
the sample under investigation prohibits the application of mechanical stress. Most 
importantly, the properties of the prepared thin samples are in no connection with the 
performance of the bulk crystals. These major drawbacks restrict the observation of twin 
boundary motion in MSM materials by TEM. 
 
 
(B) Electron backscattered diffraction (EBSD). For EBSD an electron beam is used to scan 
the sample surface. The incident electrons are diffracted by the crystal structure of the sample 
and a diffraction pattern, which contains the lattice orientation information, is detected by 
collecting the backscattered electrons on a fluorescent screen [Dingley92]. As each diffraction 
pattern corresponds to each pixel of the scan, after analyzing the patterns of the whole 
scanned area, a detail crystal orientation map is created. The scanning electron microscopy 
(SEM) image and the corresponding EBSD mapping of a NiMnGa fibre are displayed in  
 
Fig. 1.4 (a) Transmission electron microscopy image in an annealed NiMnGa spark-eroded 
particle showing the twin structure. (b) Corresponding selected-area electron diffraction 
pattern. The four extra superlattice spots between the strong fundamental spots indicate the 
presence of 5M martensite. [Solomon05] 
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Fig. 1.5 (a) [Scheerbaum08]. The polycrystalline fibre consists of both twinned crystals 
(separated by twin boundaries) and individual grains (separated by grain boundaries). By 
calculating the angle between neighbouring crystals, the twin boundaries can be identified. 
The determination of the crystal orientation in individual twin variants across a relative large 
area is the main advantage of this method. However, as in the case of TEM, an in-situ 
application of external magnetic fields for initiating twin boundary movement is limited. 
Furthermore, because of the relative long scanning and processing time, the imaging of a fast 
(> 100 Hz) reversible actuation of the MSM materials is not possible.      
 
 
(C) Optical microscopy. There are two types of contrast in observing the twin structure in 
MSM materials by optical microscopy. The first one is related to the surface relief of the 
sample. Since the lattices of the neighbouring twin variants are orientated differently, some of 
the surfaces of the multi-variant martensite sample are not totally flat after transforming from 
a cuboid austenite (see the top and bottom sides of Fig. 1.1 (c)). The differently reflecting 
surfaces of the twin variants are observable to the bare eye and images can be taken by a 
 
Fig. 1.5 (a) SEM image (top) and EBSD mapping (bottom) of a NiMnGa fibre. Twin 
boundaries (marked with double arrows) are separated from grain boundaries by considering 
the angle between the neighbouring crystal orientations. (b) Colour code for EBSD maps 
indicating the angular deviation between the crystallographic c-axis and the fibre axis. 
[Scheerbaum08] 
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conventional optical microscope. Figure 1.6 gives an example of the surface relief contrast 
[Marioni04]. After the application of a pulsed external field, the variant favoured by the field 
grows. This generates a set of differently reflecting surfaces and results in various contrasts in 
the image. 
Another type of contrast is due to the optical anisotropy of the tetragonal unit cell in 
the martensite. In an optical polarization microscope, the twin variants reflect the linearly 
polarized light differently and correspondingly change the plane of polarization which leads 
to the various contrasts in the final image (see Sect. 2.2.2 for details of the contrast 
mechanism). Figure 1.7 is a sequence of polarized light images demonstrating the growth of 
the variant preferred by the external compressive stress [Heczko03]. The large feasibility of 
applying external stress and magnetic field under an optical microscope provides a suitable 
environment for twin boundary motion investigations. The short acquisition time per image is 
beneficial to the observation of fast reversible motion by means of a stroboscopic technique. 
The twin structure images in this work were taken with this technique. More details about the 
imaging principle and experimental arrangement are presented in Sect. 2.2. 
 
 
 
 
Fig. 1.6 Optical images of a bulk NiMnGa crystal in the single variant state (left) and in the 
two-variant state (right). The contrast in the two-variant state image is due to the surface relief. 
The width of the sample is 5 mm. [Marioni04] 
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Fig. 1.7 Optical polarization microscopy images showing the evolution of the twin variant 
redistribution under a mechanical compressive stress. The contrast comes from the optical 
anisotropy of the variants. The width of each image corresponds to 3 mm. [Heczko03] 
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1.2 Magnetic Domains 
In ferromagnetic materials, there exists spontaneous magnetization. Such long-range order is a 
result of the coupling between neighbouring electron spins and is opposed by thermal 
agitation. When temperature increases, thermal oscillation starts to destroy this ordering. 
Above a certain point, called Curie temperature, the thermal energy is large enough to 
overcome the exchange energy of the coupling and all electron spins disalign. At temperatures 
well below the Curie point, the spins tend to align themselves in parallel to each other. In 
stoichiometric Ni2MnGa, the Curie temperature is 103 oC and the magnetic moment is shown 
to be largely confined to the Mn sites [Webster84]. The alignment of spins creates 
homogeneous volumes inside the material with uniform magnetization. Such a volume can be 
very large compared to the length scale of the spins. In an infinite long ferromagnetic material 
in stripe shape, if one considers the exchange coupling only, the magnetization will point to 
the same direction everywhere inside the stripe. However, in materials with a finite size, this 
is no longer the case and magnetic domains have to be taken into account.  
 
1.2.1 Energetics of Domains 
A magnetic domain is a volume with uniform magnetization inside a material. The formation 
and arrangement of domains is governed by the minimization of energies of the overall 
system. These energies include exchange energy, anisotropy energy, external field energy, 
stray-field energy, and magnetostriction energy [Hubert98]. Within this study, the first four 
terms are mainly concerned and are discussed qualitatively in the following. 
 
(A) Exchange energy. Neighbouring magnetization tends to align in parallel. Therefore, a 
single domain state gives the lowest exchange energy. When a multi-domain state has to be 
considered (due to the effect of the other energy terms), the exchange energy tries to keep 
each individual domain as large as possible. The transition area between different domains, 
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the domain wall, is being kept as wide as possible to avoid the abrupt change of magnetization 
direction which would significantly increase the exchange energy ex, which can be expressed 
as:  
ex = A (grad (J/Js))2      (1.1) 
where A is the exchange stiffness constant of the material and J is the magnetization vector 
and Js is the saturation magnetization. 
 
(B) Anisotropy energy. Certain directions of magnetization may be preferred in solids and 
the deviation of magnetization from these preferred directions increases the anisotropy energy. 
Spin-orbit coupling gives rise to the preferential direction of magnetization. It costs no energy 
to align the magnetization along the magnetocrystalline easy axis. Rotation of magnetization 
away from the easy axis, however, costs energy. In materials with uniaxial anisotropy, the 
anisotropy energy density ea is described by: 
ea = Ku1 sin2 + Ku2 sin4       (1.2) 
where  is the angle between the magnetization direction and the anisotropy axis, Ku1 and Ku2 
are material constants. The sign and magnitude of the two constants determine whether the 
material has a “uniaxial”, “planar” or “conical” magnetic anisotropy. In NiMnGa, Ku1 is 
shown to be positive and much larger than Ku2 [Heczko02], which means that the material 
possesses a high magnetic anisotropy with an uniaxial easy direction. The above equation can 
be reduced to:  
ea = Ku sin2       (1.3) 
where Ku is commonly called the anisotropy constant.  
 When considering the anisotropy energy as the difference between the energies needed 
to saturate the magnetic material in the easy and hard axes, the anisotropy constant Ku can be 
obtained from the magnetization curve [Cullity72]. For example, Fig. 1.8 shows the 
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magnetization curves along the easy and hard axes of a general magnetic sample with uniaxial 
anisotropy. The anisotropy constant is calculated from the area enclosed by the two curves.   
 
Since the magnetization inside the domain walls is not aligned with the preferred 
direction, there is an energy cost for the formation of domain walls, namely the wall energy w 
which is described in the following equation: 
w = 4 (AKu)1/2      (1.4) 
As the energy is proportional to the exchange stiffness constant A and the anisotropy constant 
Ku, materials with strong anisotropy, like NiMnGa, prefer to keep the total volume of domain 
walls as small as possible. Therefore, avoiding high wall densities by forming large domains 
is energetically favourable in these materials. 
 
  
 
Fig. 1.8 Schematic magnetization curves along different axes of a uniaxial anisotropic 
material. The shaded area represents the anisotropy energy Ku 
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(C) External field energy. The external field energy is also regarded as Zeeman energy eH. 
As long as there is an external field Hex, the magnetization inside the material tends to rotate 
and align with the field direction, which decreases the Zeeman energy. This relation is 
summarized by: 
eH = - (Hex  J )      (1.5) 
 
(D) Stray-field energy. The stray-field energy is also called magnetostatic energy. 
Minimizing this energy is achieved by preventing the accumulation of magnetostatic charges 
(poles) at the free surface of a solid or at the interface between domains or grains (internal 
charges) inside a material. The energy density ed can be written as: 
ed = -1/2 (Hd J )      (1.6) 
where Hd is the demagnetizing field. A closure domain structure is ideal for low magnetically 
anisotropic materials to avoid charges on each surface, resulting in no stray-field coming out 
from the sample (Fig. 1.9 (a)). In NiMnGa, however, the strong magnetic anisotropy limits the 
formation of domains with magnetization not parallel to the easy direction. So, instead of 
forming closure domains, the minimization of the stray field energy is achieved by 
performing domain branching which generates small surface domains with alternating 
magnetization directions parallel to the easy axis (Fig. 1.9 (b)) [Hubert98]. On one hand the 
stray-field at the surface is reduced, on the other hand the wall energy is saved in the inner 
part of the material. 
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Research in magnetic domains is the study of domain patterns and the temporal 
evolution of the domains in solids. The observation is interpreted by examining the 
contributions from the described energy terms. 
 
1.2.2 Magnetic Domain Structure in 5M NiMnGa 
The strong uniaxial magnetic anisotropy and the twin structure in the 5M off-stoichiometric 
Ni2MnGa leads to a characteristic arrangement of domains. Figure 1.10 shows the sketch of a 
single crystal martensite in a two-variant state. The domain structure at the twin boundary is 
magnified. Due to the strong anisotropy, the magnetization inside the domains is firmly 
aligned with the easy axis direction (the c-axis). In the individual variants, the domains with 
anti-parallel magnetization are separated by 180o domain walls (grey lines in  
Fig. 1.10). The different lattice orientations in the variants force the magnetization to follow 
different easy directions across the twin boundary. To avoid magnetic charges, the domains 
“propagate” through the twin boundary in a head-to-tail manner and the nearly 90o (86.5o, see 
Sect. 1.1.3) domain walls in between coincide with the twin boundary. 
 
Fig. 1.9 Stray-field minimization by formation of (a) closure domains in low anisotropy 
materials and (b) branched domains in materials with high anisotropy (e.g. NiMnGa). In (b) 
the stray field at the surface is reduced by the refinement of domains towards the surface in 
several generations 
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1.2.3 Observation Techniques for Domain Structure in MSM materials 
Observation of magnetic domains is done in a wide range of length scales, from millimeters to 
nanometers. Various techniques were developed for different purposes. Those techniques 
employed to investigate the domain structure in MSM materials are introduced below. 
 
(A) Bitter method. Small magnetic powder particles with a size of tens of nanometers, 
suspended in an aqueous liquid can be used to decorate the domain pattern on a flat and 
smooth surface [Hubert98]. The stray field coming out from the sample surface acts as a 
source of attraction to the magnetic particles. The stronger the stray field, the larger the degree 
of particle agglomeration. Shown in Fig. 1.11 is the domain pattern of the twin structure in a 
NiMnGa single crystal decorated by a colloidal solution with an average particle size of 7 nm 
 
Fig. 1.10 Sketch of the magnetic domain structure in a 5M NiMnGa martensite in the two-
variant state. The two differently oriented martensitic variants are connected by a twin 
boundary (thick dark line). Magnetization inside the domains (arrows) follows the 
corresponding c-axis directions. The domains within the individual variants are separated by 
180o domain walls (grey lines), while the nearly 90o domain walls between the domains of 
neighbouring variants coincide with the twin boundary. The angle between the two c-axes 
should be 86.5o, rather than a right angle 
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[Sullivan04]. The contrast is enhanced by using a Nomarski interferometer for detecting the 
relief induced by the non-uniform agglomeration of magnetic particles at the nanometer scale. 
The zigzag-shaped domain walls indicated by the colloidal particles exhibit the change of 
magnetic easy axis directions in the twin structures after the martensitic transformation from 
the austenite. Despite the advantages of simple equipment requirement and good sensitivity to 
small variations in magnetization, the Bitter method is limited to static or low speed 
observation under low external field conditions.  
 
 
Fig. 1.11. Domain pattern of a multi-variant martensite of a NiMnGa single crystal visualized 
by the Bitter method employing a Nomarski interferometer. [Sullivan04] 
 
 
(B) Magnetic force microscopy (MFM). A magnetized micrometer-scale sharp tip is used to 
scan the sample surface by MFM [Hubert98]. The magnetostatic force between the 
magnetization of the tip and the stray fields emerging from the “magnetic charges” at the 
sample surface deflects the cantilever attached to the tip. The repulsive or attractive forces 
experienced by the tip are proportional to the direction and magnitude of the magnetization at 
the sample surface. A corresponding image displaying the magnetization distribution 
(magnetic domain pattern) at the sample surface is formed after detecting the deflection (static 
mode) or the change in resonance frequency (dynamic mode) of the cantilever by a laser beam. 
For a tip magnetized in the direction perpendicular to the sample surface, the domains with 
magnetization in out-of-plane direction give a high contrast in the image. Figure 1.12 is an 
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MFM image of a NiMnGa single crystal in the two-variant state after cooling from the 
austenite with a 2 kOe external in-plane field [Pan00]. The contrast arises from the magnetic 
charges located between the in-plane head-on domains. The domain structure suggests that the 
presence of the external field favours the formation of two particular twin variants during the 
martensitic transformation. The image obtained contains only a magnetic contrast as the 
contribution from the surface roughness is subtracted. The relative high spatial resolution and 
the elimination of topographic contrast make MFM a useful tool to investigate fine domain 
structures down to a scale of tens of micrometers. However, the slow scanning speed makes 
the method unsuitable for high speed magnetic reversal experiments. Moreover, the 
application of high external fields needs a careful manipulation to prevent a switching of the 
tip magnetization. 
 
 
Fig. 1.12  (a) MFM image under 2.0 kOe applied field showing (110) twins and fir-tree 
domains meeting at the twin boundaries of a NiMnGa single crystal; (b) 2D schematic 
drawing of the twin and domain structure that could produce the MFM response image. 
[Pan00] 
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(C) Scanning electron microscopy (SEM). In SEM the sample surface is scanned by an 
electron beam. Electrons scattered by or re-emitted from the surface are collected for the 
formation of domain images [Hubert98]. There are two types of magnetic contrast in SEM. In 
type I, or secondary electron contrast, surface atoms are excited by the high energy electron 
beam and secondary electrons are emitted. The emitted electrons are deflected by the stray 
field on the sample surface in different directions depending on the field direction. A direction 
sensitive sensor collects the electrons and a corresponding image of the domain pattern is 
formed. In type II, or backscattering contrast, the incoming electrons are scattered back by the 
nuclei of the atoms near the sample surface. As the backscattered directions depend on the 
magnetization in the sample, domain images can be obtained by collecting the backscattered 
electrons by the direction sensitive sensor. Due to the deep penetration of the incident 
electrons, a substantial depth sensitivity (in the order of micrometers, depending on the 
electron energy) can be achieved. Both type I and II SEM images of a NiMnGa single crystal 
are shown in Fig. 1.13 [Ge04]. The various magnetic easy axis directions in the twin structure 
are demonstrated by the abrupt change in the domain patterns across the twin boundary. The 
possible internal twin structure can also be seen clearly in Fig. 1.13 (b). The spatial resolution 
of this technique is not as high as that of MFM. By analyzing the spin of the secondary 
electrons (scanning electron microscopy with polarization analysis, SEMPA) [Hubert98], a 
higher resolution and quantitative images of the surface magnetization can be obtained. 
However, the possibilities to handle the sample, to apply magnetic field or mechanical stress 
are limited by the vacuum condition inside the chamber of the microscope.  
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Fig. 1.13. Domain images of a NiMnGa bulk single crystal obtained by (a) type I contrast and 
(b) type II contrast in a SEM. The type II contrast shows more details of the domain structure, 
as well as the internal twin structure. [Ge04] 
 
 
(D) Transmission electron microscopy (TEM). When an accelerated high energy electron 
beam passes through a well prepared thin magnetic sample, it experiences different Lorentz 
forces depending on the local magnetization inside the sample [Hubert98]. Different modes of 
operation including in- and off-focus (Lorentz microscopy), and interference (electron 
holography) are employed for obtaining various types of magnetic contrast. The Lorentz 
images and holograms of a NiMnGa thin film before the martensitic transformation are shown 
in Fig. 1.14 [Park03]. The change in the magnetic domain structure at various temperatures 
corresponds to the various states during the transformation. A high spatial resolution down to 
the nanometer range and a high contrast to small variations of magnetization can be obtained 
by this technique. Nevertheless, it is limited to the observation of domains in thin films, which 
does not directly correspond to the domain arrangement in bulk crystals. 
 
 
Fig. 1.14. Lorentz microscope images in (a) austenite and (b) pre-martensitic intermediate 
state in NiMnGa. (c) and (d) are the reconstructed phase images of the holograms in the 
selected regions. [Park03] 
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(E) Optical microscopy. Direct observation of magnetic domains by optical microscopy is 
usually impossible without employing polarized light (Kerr microscopy). However, if the 
surface relief of the sample is somehow connected with the magnetization distribution at the 
surface, the domain structure can be indirectly revealed. Ge et al. reported that, by means of 
non-polarized light, the surface domain structure in a NiMnGa crystal is observed under an 
optical microscope (Fig. 1.15) [Ge06a]. The surface relief is modelled as the result of the 
different straining of the surface and of the bulk caused by the internal stresses associated 
with magnetic domain formation after saturation. Although the physical origin of the relief 
formation is not yet clear, this method is a relative convenient way to image domains in MSM 
materials. Nevertheless, the domain-related surface relief is only present at certain random 
areas of the sample surface. This makes a systemic investigation of the domain evolution 
difficult.      
 
(F) Magneto-optical microscopy. A magneto-optical indicator film (MOIF) is put on top of 
the sample surface. The stray field coming out the sample is then visualized under a 
polarization optical microscope taking advantage of the Faraday effect induced in the 
 
Fig. 1.15 Magnetic domains in a NiMnGa single crystal obtained by optical microscopy with 
non-polarized light. The origin of the association between domains and surface relief is not 
totally clear. [Ge06a] 
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indicator film [Hubert98]. Figure 1.16 shows the application of the MOIF and the obtained 
domain image in a NiMnGa bulk crystal [Soderberg05]. The staircase-like domain pattern 
directly reveals the c-axis directions of the individual twin variants. The main benefit is the 
high speed of imaging and the possibility of an in-situ large external field application. The 
low spatial resolution compared to other techniques is the major drawback. The domain 
images throughout this study were obtained by this method. More details can be found in  
Sect. 2.2. 
 
 
 
Fig. 1.16. The two-variant twin structure of the 5M NiMnGa martensite observed with an 
optical polarization microscope (left), and the corresponding magnetic domain structure 
revealed with a magneto-optical indicator film (right). The staircase-like magnetic domain 
structure indicates that the magnetization of the two twin variants is almost in-plane and 
follows the easy axis of magnetization in the respective variant. [Soderberg05] 
 
 
 
(G) Kerr microscopy. Kerr microscopy is a widely used technique for visualizing magnetic 
domains at the sample surface by using linearly polarized light [Hubert98]. However, due to 
the weak Kerr rotation in NiMnGa crystals [Buschow81], an image with a clear magnetic 
contrast is difficult to obtain. Details of the method and the corresponding limitations in 
NiMnGa research are given in Sect. 2.2.3 (A). 
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1.3 Motivation of This Work 
As indicated by the title, this work consists of two main aspects: magnetic microstructure and 
actuation dynamics in NiMnGa. Some recent results and open questions about these two areas 
are described below. At the end, the main objective of this study is given. 
 
1.3.1 Magnetic Microstructure 
The twin boundaries in MSM materials do not only separate the structural variants with 
different lattice orientations, but also the magnetic domains with different preferential 
directions. So each twin boundary contains a nearly 90o domain wall (see Sect. 1.2.2). The 
movement of the twin boundaries is in close connection with the rearrangement of 
magnetization inside the material. Therefore, investigating the static magnetic domain 
patterns and dynamic domain redistribution processes during the twin boundary motion will 
provide further information for understanding the basic mechanisms governing the MFIS. For 
example, it is still not clear whether the limiting speed of twin boundary motion is determined 
by the magnetic domain wall motion or the crystal reorientation.  
As shown in the last section, various experimental methods are used for the 
observation of magnetic domains in NiMnGa at different length scales. All these methods are 
limited to the observation of domains close to the sample surface, while the domain structure 
inside the bulk is not directly shown and can only be interpreted by domain theory. The real 
relation between surface and bulk domains in NiMnGa single crystals is still ambiguous. 
Therefore, the role of twin boundaries in the magnetization arrangement inside the bulk is not 
yet clarified experimentally. 
On the other hand, several studies put a strong emphasis on the observation of the 
initial domain structure inside twin variants or on complicated domain structures after the 
application of an external magnetic field [Ge04, Sullivan04]. Ge et al. reported the changes in 
domain structure on a NiMnGa bulk crystal before and after magnetic field application  
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(Fig. 1.17) [Ge06b]. However, in order to comprehend the role of magnetization on twin 
boundary motion, the observation of the magnetic domain evolution together with the twin 
boundary movement under a magnetic field is essential.  
 
H H H
 
 
Fig. 1.17. Optical images showing the change in the magnetic domain pattern after application 
of a field in different directions (shown by the black arrows). The domain pattern is visualized 
indirectly by surface relief, but not by direct magnetic contrast (see Sect. 1.2.3 (E)) [Ge06b] 
 
  
Understanding the static domain patterns in bulk NiMnGa single crystals is the first 
aim of this study. After gaining sufficient knowledge of the static structure, the dynamic 
observation of the domain rearrangement together with twin boundary motion is expected to 
give a solid experimental evidence on how the magnetization interacts with crystal 
reorientation. 
 
1.3.2 Actuation Dynamics 
The huge strain and fast response in MSM materials is promising for applications like high 
frequency actuators. An actuator is a device generating a mechanical movement in a particular 
or wide frequency range. Understanding the frequency response of MSM materials becomes 
the key step for the design of possible actuator devices in the future.   
 As the principle of MSM materials was first shown only about a decade ago, not much 
work in investigating the frequency response of these materials has been carried out so far.  
1.3 Motivation of This Work   27
Henry [Henry03a] did a systematic study on the dynamic actuation properties of MSM 
materials during his PhD study at M.I.T. In his work, the actuation of a bulk NiMnGa single 
crystal at various frequencies was driven by an ac magnetic field. MFIS was registered by 
measuring the displacement of the whole sample with a proximity sensor attached to one end 
of the sample. The strain hysteresis curves at a range of actuating frequencies up to 500 Hz 
were obtained (Fig. 1.18). The frequency dependence of the maximum MFIS was explained 
by the system and the material resonances. Commercially available actuators were also 
produced and examined by Adaptamat Ltd. [Tellinen02]. Again, mechanical resonance was 
postulated to be responsible for the observed frequency response. However, the movement of 
the twin boundaries, which is the basis of MFIS, has never been considered for contributing to 
this frequency dependent behaviour. The importance of the performance of moving twin 
boundaries in such integral measurements is greatly ignored so far.  
 
 
Fig. 1.18. Dynamic MFIS at various frequencies obtained from integral measurements. The 
higher the actuation frequency, the lower is the MFIS. A phase shift between strain and 
external field is observed. The frequency-dependent behaviour of the MFIS is explained by 
the difference in external field strength and the resonance frequency of the sample [Henry03a] 
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The direct observation of the twin boundaries during actuation, which is not available 
in the integral measurement, provides a direct way to understand the effect of actuating 
frequency on MFIS in terms of twin boundary motion. For example, by directly looking at the 
sample surface consisting of several twin boundaries, Marioni et al. reported a non-uniform 
twin boundary motion caused by the presence of obstacles (e.g. structural defects) after the 
application of a single pulsed magnetic field (Fig. 1.19) [Marioni04]. This reveals the 
response of twin boundaries in a straight way. However, similar observations during fast 
reversible actuation under well defined external fields, which would express the twin 
boundary motion as a function of the field frequency, is still missing. In order to further 
understand the influence of the twin boundary behaviour on MFIS in MSM materials, a direct 
observation of the twin boundary motion during actuation at a wide frequency range is 
necessary.   
In this study, the objective is to monitor the twin boundary motion during actuations at 
various frequencies. On one hand, this gives direct details on the frequency response of the 
twin boundary motion. On the other hand, the twin boundary velocity and hysteresis can be 
experimentally extracted for the first time.  
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Fig. 1.19. (a) Evolution of the individual twin-band thickness after a sequence of magnetic 
field pulses. (b) and (c) show the initial and intermediate twin structure of the sample. After 
each field pulse, an image of the sample surface was taken, and the width of each individual 
twin-band was measured. Each twin-band (represented by the capital letters) responds 
differently to the external magnetic pulses.  A non-uniform change of width in different twin-
bands is found [Marioni04] 
 
 
1.3 Motivation of This Work   30
1.3.3 Goal 
The main goal of this study is to obtain a fundamental understanding of structural twin and 
magnetic domain structures in MSM materials and their temporal evolution during MFIS at 
different speed of motion. Optical microscopy in connection with the magneto-optical 
indicator film technique is employed to investigate the static and dynamic domain structure in 
NiMnGa bulk crystals. Twin boundary dynamics at a wide range of frequency is studied with 
a tailor-made actuating setup utilizing time-resolved stroboscopic imaging. The details of the 
magnetization arrangement inside the bulk and the rearrangement process during twin 
boundary motion are expected to provide input for the refinement of theoretical models. The 
investigation of the twin boundary motion during fast reversible actuation can help to better 
understand the nature of the structural reorientation.  
 
 Chapter 2              Experiment 
 
 
In the first section of this chapter, the samples used in the experiments are 
described in terms of their physical properties. The twin structure and 
magnetic domain observation techniques are explained in more detail. The 
design, development, and function of the dynamic actuation setup, as well as 
the time-resolved imaging scheme, can be found in the last section. 
 
 
2.1 Samples 
 
Two off-stoichiometric Ni2MnGa single crystals from AdaptaMat Ltd. are used in the whole 
study. Both of them have an elongated cuboid shape with dimensions 19.3 mm × 5.3 mm × 
3.2 mm (sample A) and 24 mm × 5 mm × 2.5 mm (sample B) respectively. All faces are 
nearly parallel to the {100} planes of the austenite. However, some degrees (2-4o) of 
misorientation with respect to the sample surfaces were found by measuring the angles 
between the twin boundaries and the sample edges (see Fig. 2.1). This tilting is critical for the 
magnetic domain formation described in Chap. 3. The martensitic transformation 
temperatures of the samples are between 40 and 45 oC which are obtained by monitoring the 
surface structure (twinning and de-twinning) while changing the samples’ temperature. 
Therefore, the crystals are martensite at room temperature with martensitic variants connected 
by twin boundaries. As the crystals were used in a demonstrator for the MSM effect, they 
were already well trained and are in the two-variant state with a single twin plane direction. 
The twin boundaries can be easily moved by applying a mechanical compressive stress on the 
sample. If the stress is large enough, a single variant state can be obtained. Prior to the 
planned experiments, the magnetic field induced strain and the magnetization process of the 
samples were examined in order to collect some basic parameters of the single crystals. For 
the observation under the optical microscopy, a combined mechanical and electro-chemical 
polishing of the sample surface was carried out. 
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2.1.1 Magnetic Field Induced Strain (MFIS) 
Optical images of both samples are shown in Fig. 2.2 (a) and (c). The observed surfaces 
consist of twin boundaries which make about 45o with the edges (i.e. the blue side in  
Fig. 2.1 (b)).  Variants with different lattice orientations are observed as bright and dark 
contrast under the optical polarization microscope (see Sect. 2.2.1). In Fig. 2.2 (a), sample A 
is in a nearly single variant state with the c-axis orientation as indicated by the black arrows. 
When a magnetic field is applied perpendicular to this axis, the variant with the c-axis parallel 
to the field, indicated by the white arrows, starts to grow by twin boundary nucleation and 
motion. When the magnetic field strength reaches 340 mT with no mechanical stress applied 
on the sample, the specimen is nearly “saturated” in the single variant state with the c-axis 
parallel to the field (Fig. 2.2 (b)). By measuring the distance between two defects on the 
sample surface, a MFIS of about 6 % is obtained, which corresponds to the maximum strain 
in a 5-layer modulated martensite of NiMnGa [Heczko05].  Figures 2.2 (c) and (d) show the 
same experiment on sample B with a maximum magnetic field strength of 360 mT. Again a 
y
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z
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x
x  136o
y  42o
z  86o
(a) No misorientation
(b) Misorientation in sample B
 
Fig. 2.1 Schematic diagrams demonstrating the relation between lattice misorientation and 
angles of twin boundary. (a) shows the ideal case with no misorientation. (b) shows the case 
in sample B. The surfaces of the cuboid sample are marked with various colours. Twin 
boundaries are represented by the yellow lines. The double arrows show the alignment of the 
c-axes in the corresponding variants. The misorientation in sample B induces a small variation 
in the angles between the twin boundary and the sample edges compared to the ideal case. A 
similar misorientation is also found for sample A  
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MFIS of about 6 % is observed. Although both samples show a very similar MFIS at room 
temperature under similar magnetic field strengths, they are different in twin boundary 
density. As observed in Fig. 2.2 (b) and (d), sample A contains about 4 twin boundaries per 
millimeter, while sample B has roughly 23 boundaries per millimeter, which means a factor of 
5 to 6 in difference. The effect of such a difference on the actuation performance will be 
discussed in Chap. 3.  
 
 
 
2.1.2 Magnetization 
The magnetization and MFIS curves of sample A, shown in Fig. 2.3, were obtained in 
cooperation with Dr. Andrea Böhm from the Fraunhofer-Institut für Werkzeugmaschinen und 
Umformtechnik IWU. A strong magnetic field is provided by a commercial electro-magnet 
(PERMAGRAPH). A set of pick-up coils is used to measure the magnetic field strength and 
 
 
Fig. 2.2 Optical images showing magnetic field induced strain without mechanical stress. 
Both samples A (a-b) and B (c-d) reorient from one nearly single variant state to another by 
twin boundary motion, producing about 6 % strain 
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the sample magnetization. The MFIS is determined optically by monitoring the distance 
between the edges of the sample with a video camera and a computerized data-acquisition 
system. Magnetization is measured along the field direction, while the strain is obtained in the 
perpendicular direction. Prior to the experiment, a single variant was created by applying a 
strong mechanical stress along the direction perpendicular to the field. 
 
At fields below 100 mT, the magnetic field induced stress is smaller than the twinning 
stress. No movement of twin boundaries is induced and therefore no strain is observed. 
However, the continuous increase in magnetization from 0 to around 100 mT suggests that 
there is a rotation of magnetization in the single variant. The magnetic permeability is 
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Fig. 2.3 Magnetization (above) and the corresponding MFIS (below) curves of sample A. The 
inset shows the magnified magnetization curve at low fields revealing “jumps” due to abrupt 
lattice reorientation  
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relatively low because the magnetic easy axis of the single variant is perpendicular to the field, 
i.e. the sample is being magnetized in the hard axis. At about 150 mT, MFIS starts to occur 
which is evidenced by the increase in strain and the little jump in magnetization. The MFIS is 
a result of nucleation and growth of the new variant with its easy axis parallel to the field. 
Such variant is easily saturated magnetically by the external field. Consequently, a sudden 
increase in permeability is expected. When the field goes higher, a sharper jump in 
magnetization and strain is observed which finally leads to the magnetic saturation of the 
sample and a full MFIS of 6 %. During the removal of the external field, while the strain more 
or less remains constant, the magnetization stays at high values. At low fields, the 
magnetization decreases almost linearly due to the demagnetizing field generated by the 
magnetic poles on the sample surface.  
From the magnetization curves, some important magnetic parameters of the crystal are 
extracted. Due to the lattice reorientation during the magnetization process, the curves show 
different characteristics for increasing and decreasing field. On the increasing branch from 0 
to 100 mT, the curve shows the magnetic response along the hard axis. On the other hand, the 
easy axis behaviour is revealed along the decreasing branch. By extrapolating the initial 
increasing branch (the hard axis curve) to saturation, the magnetic anisotropy energy density 
Ku can be estimated by calculating the area enclosed by the hard and easy axis curves (see 
Sect. 1.2.1 (B)). An anisotropy constant of Ku = 1.1 × 105 J/m3 is obtained for this crystal, 
which is comparable to those reported in the literature (See [Pagounis07] for a review).  
Furthermore, when considering magnetic domain formation, the so-called Q-factor is 
important:     
οµ2/
2
s
u
J
KQ =
       (2.1) 
where Js is the saturation magnetization and µo is the vacuum permeability. Assuming Js to be 
0.6 T [O’Handley00b], the Q-factor of the NiMnGa crystal is about 0.7, which is comparable 
to that of bulk cobalt (Q = 0.4). The influence of this value on the magnetic domain formation 
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will be discussed in Chap. 3. Table 2.1 summarizes the properties of the two investigated 
single crystals. 
 
Table 2.1 Experimental parameters of both NiMnGa single crystals. *The values are 
calculated from the measurement of sample A. It is believed that these are applicable also to 
sample B 
 
   
 
Parameter Sample A Sample B 
Size (mm3) 19.3 × 5.3 × 3.2 24 × 5 × 2.5  
Maximum MFIS (%) 6 6 
Transformation temp. (oC) 40-45 40-45 
Twin boundary density (mm-1) 4 23 
Magnetic anisotropic energy density Ku (J/m3)                    1.1 × 105* 
Q-factor                         0.7* 
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2.2 Twin Structure and Magnetic Domain Observation 
As mentioned in Chap. 1, several methods can be used to observe the twin structure and the 
magnetic domains in NiMnGa. Among those, optical polarization microscopy has the highest 
feasibility to apply an in-situ external magnetic field. Most of the images in this work were 
taken by this technique. Details of the experimental setup are given below. 
 
2.2.1 Optical Polarization Microscopy 
The short acquisition time per image and low sample preparation requirement is the main 
advantage of optical microscopy for taking magnified images. In linearly polarized light, 
areas with different optical properties can be distinguished in terms of image contrast 
[Nesse04]. The scheme in Fig. 2.4 shows the basic components of an optical polarization 
microscope. First, the beam from a light source is linearly polarized by an optical polarizer. 
The linear polarized beam shines on the surface of the investigated sample and is reflected. 
Then, the reflected beam goes to the eyepieces of the microscope or a camera through another 
polarizer (the “analyzer”) with its polarization axis perpendicular to the first one. As the two 
polarizers are “crossed”, all light is absorbed by the analyzer if the polarization plane of the 
beam is not deflected by the sample. A totally dark image is observed in this case. If the 
polarization state of the reflected light is somehow changed, a certain amount of light is then 
allowed to pass through the analyzer. Depending on the degree of change in the beam 
polarization, a different intensity can be observed by properly choosing the analyzer 
orientation.  
  
2.2.2 Structural Contrast 
There are two material classes regarding the optical properties, isotropic and anisotropic 
[Nesse04]. In optically isotropic materials, when polarized light strikes on the surface and is 
reflected back, there is no change in the polarization of the light in all incident directions. 
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Crystals with cubic structure are optically isotropic. Therefore, they appear uniformly dark 
when viewed under a polarization microscope with crossed polarizer and analyzer. In 
optically anisotropic materials, on the other hand, the polarization of the incident light is 
changed according to the lattice orientation. A polycrystalline anisotropic material shows a 
non-uniform contrast due to the different lattice orientations in individual grains. Materials 
with non-cubic crystal structure are usually optically anisotropic.  
The tetragonal structure in the unit cell of NiMnGa 5M martensite induces an optical 
uniaxial anisotropy. In the twin structure, the change in lattice orientation between 
neighbouring variants leads to a contrast difference under the polarization microscope (see 
Fig. 2.2). Shown in Fig. 2.5 is the image of a polycrystalline NiMnGa bulk sample. Besides 
the contrast between twin variants in each individual grain, the difference in overall contrast 
across grains due to various grain orientations is also observed.  
Light source
Specimen
Polarizer
Objective 
lens
Mirror
Aperture
Analyzer
Eyepiece
or camera
 
 
Fig. 2.4 Schematic diagram showing the basic components of an optical polarization 
microscope. The polarization axes of the polarizer and analyzer are perpendicular. The 
amount of light that can pass through the analyzer depends on the optical properties of the 
specimen 
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2.2.3 Magnetic Contrast 
(A) Magneto-Optical Kerr Effect. The Kerr effect refers to the interaction between linearly 
polarized light and the magnetization on the surface of a solid. When a linearly polarized light 
beam hits the surface of a material, electrons oscillate in the direction parallel to the 
polarization plane. If the material possesses a spontaneous magnetization, the oscillating 
electrons will experience the Lorentz force and, consequently, the plane of polarization of the 
reflected beam is altered. This rotation of polarization depends on the magnitude and direction 
of the material’s magnetization. By properly arranging the illumination path, the 
magnetization distribution of the surface of a magnetic sample can be visualized under an 
optical polarization microscope [Hubert98]. 
 The Kerr rotation of Ni2MnGa has been studied at room temperature and at two 
different wavelengths (633 and 830 nm) [Buschow81]. By applying magnetic fields up to  
200µm
Grain
boundary
Twin
boundary
Twin
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Fig. 2.5 Polarized light image of a NiMnGa bulk polycrystal. Grains with different lattice 
orientations are separated by grain boundaries. The dark and bright contrast inside the grains 
shows twin variants in different orientations (sample courtesy Andrea Böhm) 
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1.8 T perpendicular to the sample surface, a polar Kerr rotation of +0.01 degree was observed 
at both wavelengths. The Kerr effect of Ni2MnGa is relatively weak compared to other 
Heusler alloys within the same study (e.g. in Fe2CoGa, -0.95 degree was obtained at  
830 nm). Because of the weak influence on the polarization of the incident light, the direct 
observation of magnetic domains by magneto-optical Kerr microscopy is so far not reported 
for Ni2MnGa.   
 In this study, a contrast enhancement by digital subtraction of the background image 
(differential imaging) was applied to obtain the magnetic domain images of bulk NiMnGa 
crystals by using optical polarization microscopy. However, the results are disappointing. No 
clear magnetic contrast was observed on the polished surfaces of the bulk crystals. 
Furthermore, the magnetic field induced shape change in MSM materials makes the 
differential imaging technique not suitable for investigating the magnetic domain evolution 
during the twin boundary motion in MSM samples. 
 
(B) Magneto-Optical Indicator Film (MOIF). In order to visualize the magnetic domain 
patterns on the surface of the bulk NiMnGa crystals, a MOIF is used in connection with 
optical polarization microscopy. Before describing the function and structure of a MOIF, the 
magneto-optical Faraday effect is introduced. 
 When a linearly polarized beam propagates in a material, in which a magnetic field is 
applied along the propagation direction, the polarization of the beam is rotated away from the 
initial plane by certain degrees depending on the strength of the field, the material, and the 
length of travel inside the material. This is called Faraday effect or Faraday rotation 
[Hubert98]. In some transparent magnetic materials with spontaneous magnetization (e.g. 
magnetic garnets), Faraday rotation occurs in the absence of an external field. Once the 
magnetization or magnetic domain arrangement in the material is changed, the degree of 
Faraday rotation will vary correspondingly. By using an optical analyzer, the change in 
2.2 Twin Structure and Magnetic Domain Observation  
 
41
magnetization, as well as the movement of magnetic domain walls inside the magnetic 
material can be visualized. 
 A MOIF is a device used to visualize the magnetic stray field emerging from a sample 
by making use of the Faraday effect [Hubert98]. It consists of a transparent substrate, a 
magnetic garnet layer with in-plane anisotropy, and a metallic mirror layer (Fig. 2.6). When 
the film is placed on a magnetic sample, the magnetic stray field emerging from the magnetic 
domains on the sample surface causes an out-of-plane magnetization rotation in the garnet 
layer. A polarized beam passing through the film experiences Faraday rotation and is reflected 
back by the metallic mirror. Due to the large Faraday rotation of the magnetic garnet, there 
are significant changes in the polarization of the beam in proportion to the strength and 
direction of the magnetization in the garnet layer. The changes are then visualized through an 
analyzer. An image corresponding to the stray field distribution is formed, although the stray 
field of the sample is not directly visualized in the MOIF technique. Rather, its influence on 
the magnetization of the garnet layer is indicated. The resultant pattern depends on the 
direction and magnitude of the stray field and the magnetic properties of the garnet (e.g. 
domain structure, permeability and anisotropy).  
 MOIF works best for magnetic specimens with an out-of-plane magnetic anisotropy 
which have a strong out-of-plane stray field. If the investigated sample possesses only in-
plane magnetic domains, no stray field will emerge from the domains and most likely only the 
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Metallic mirror
Sample
Polarized light
 
 
 
Fig. 2.6 Schematic diagram demonstrating the working principle of MOIF 
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domain walls will show a contrast in the MOIF technique. However, if there is a 
misorientation of the in-plane magnetic easy axis, like for the investigated samples in this 
study (see Fig. 2.1), these “in-plane” domains then contain a small out-of-plane component 
which can be visualized.  
 For the Faraday effect, as the polarization of the light is only altered by the magnetic 
field parallel to the propagation direction, there are two types of effects depending on the 
incidence angle of the polarized light [Hubert98]. In case of the polar effect, the light beam 
falls on the indicator film at perpendicular incidence. The out-of-plane component of the 
magnetization in the garnet layer rotates the polarization of the incident light, while the in-
plane magnetization shows no effect. Therefore, MOIF only indicates the stray field in the 
out-of plane direction in this case. If the light enters the indicator film obliquely, it 
experiences the influence of the in-plane component of the magnetization in the garnet layer 
and the in-plane domains of the garnet will show a different contrast in the image. This is 
called the longitudinal Faraday effect. 
 Figure 2.7 shows the picture, the layer structure, and the magnetic domain patterns of 
the MOIF used in the study. As the image was taken with perpendicular light incidence, only 
the domain wall contrast of the in-plane domains is observed in Fig. 2.7 (c). In the higher 
magnified image (Fig. 2.7 (d)), however, the observed maze domain pattern reveals the 
presence of a small out-of-plane magnetization component inside the large in-plane domains. 
This is caused by the secondary anisotropy with the easy axis in the out-of-plane direction 
[Hubert98]. The large-size in-plane domains suggest that the in-plane anisotropy is 
dominating and the weaker out-of-plane anisotropy creates a modulation of the magnetization 
(the band domains) within large in-plane domains.  
 In the experiments of this work, perpendicular light incidence (the polar Faraday effect) 
was employed such that the intrinsic garnet domains contribute no contrast to the final image. 
As the small out-of-plane stripe domains shown in Fig. 2.7 (d) are only observable with a high 
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magnification, they are not visible in the images of these experiments due to the relative low 
magnifying objective used.  
  
 
When an indicator film is placed on the surface of a sample, both the thickness of the 
metallic mirror and the unevenness of the sample surface keep the magnetic garnet layer at a 
distance from the sample. The MOIF is then just indicating the stray field pattern at a certain 
height above the surface, but not directly at the surface. Kiselev et al. calculated the stray field 
patterns at various heights above the surface of a material possessing domain branching  
(Fig. 2.8) [Kiselev08b]. At a distance close to the sample surface (Fig. 2.8 (a)), the 
contribution from the surface charges of small surface domains to the stray field is significant. 
 
Fig. 2.7 (a) The MOIF used in this study. (b) Layer structure of the MOIF. (c) and (d) show 
the magnetic domain patterns of the magnetic garnet in different length scales under zero 
external field. A domain pattern suggesting in-plane anisotropy is observed in (c), while the 
higher magnification image (d) shows band domains inside the in-plane domains, revealing 
the presence of a weak out-of-plane component of anisotropy  
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However, at a higher position (Fig. 2.8 (b)), the influence from surface charges is reduced and 
the resultant stray field is dominated by contributions from the internal charges. This 
demonstrates that the stray field pattern depends on the distance from the sample surface and 
is dominated by large-size basic domains above a certain height. Therefore, in case of the 
material with a domain branching pattern, the MOIF technique is not sensitive to the small-
size branched domains, while only the basic domains are visualized.   
 
 
 
 Figure 2.9 (a) shows the polarized light image of a NiMnGa sample in the two-variant 
state. The stray field emerging from this surface can be immediately visualized by placing a 
MOIF on top (Fig. 2.9 (b)). The image can be interpreted as the magnetic domain pattern near 
 
Fig. 2.8 Stray field patterns at various heights above the surface of a material possessing 
domain branching. The contribution from the surface (blue curve) and internal charges (red 
curve) are plotted separately. The black curve is the resultant stray field pattern at the 
particular height. Only the magnetic charges (indicated by + and -) in the middle spike 
domain are considered [Kiselev08b] 
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the surface of the observed area. The presence of contrast inside the domain is due to a tilting 
of the easy axis with respect to the surface. Otherwise, if the magnetization is perfectly in-
plane, no contrast inside the domains would be observed. 
 
 
 
200 µm
(b)
(c)
(a)
 
 
Fig. 2.9 (a) Structural contrast of the sample surface in the two-variant state. (b) Magnetic 
contrast of the same area visualized by placing a MOIF on top. (c) Schematic interpretation of 
the magnetic contrast. The domain pattern reveals the change of the magnetic easy axis across 
the twin boundaries     
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2.3 Dynamic Actuation 
Actuation of the MSM crystals in a wide range of frequency up to 600 Hz was realized by a 
specially designed mechanical setup. The fast motion of twin boundaries was captured by 
means of a time-resolved imaging technique. 
 
2.3.1 High Frequency Actuation 
The experimental setup for the dynamic actuation and its schematic diagram are displayed in 
Fig. 2.10. It consists of a load cell for measuring mechanical stress, a spring for applying 
mechanical compressive stress on the sample and an electromagnet for providing an 
alternating magnetic field for actuating the sample. The directions of the magnetic field and 
the mechanical stress are perpendicular to each other. As a result, these two forces are 
favoring two different variant orientations. When the mechanical stress is kept constant and 
the magnetic field is oscillating sinusoidally, a reversible variant reorientation occurs by twin 
boundary motion. The forces acting on the sample are schematically shown in Fig. 2.10 (c). 
The c-axes directions are indicated by double arrows. When the magnetic field strength is 
zero, the variants with the c-axis (black double arrows) parallel to the stress direction are 
favored by the stress. At the time when the magnetic field is strong enough, the variant with 
the c-axis (white double arrow) parallel to the field direction grows at the expense of the other 
variants by twin boundary motion. As time progresses, the twin boundaries are driven back 
and forth, which produces reversible MFIS. The reversible motion is necessary for the 
imaging technique described in the next section. 
In order to obtain sufficiently strong magnetic fields at a wide range of frequency, a 
gapped toroid made from laminated iron based metallic glass ribbons (MICROLITE® 100 µ 
from Metglas® Inc.) is used as the core of the electromagnet. The high relative permeability 
(maximum d.c. permeability = 600000) and low energy loss characteristics (< 0.8 W/kg at  
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1 kHz, 0.3 Tesla) of the material are the key to provide variable magnetic fields in the order of 
100 mT at a frequency up to the kHz regime.  
On the other hand, the restoring force given by the spring is also critical for the 
actuation. The compressive stress has to be large enough to initiate the twin boundary motion, 
while it should not be too large to prohibit the twin boundary movement driven by the 
magnetic field. As the space for installing the spring is limited, a relative strong spring with a 
spring constant of 5000 N/m is used to provide the restoring force of actuation. The actual 
compressive stress acting on the sample can be varied by changing the distance between the 
two fixed ends (see Fig. 2.10 (b)).  
 A thermocouple was attached to the sample surface for monitoring the temperature 
change of the sample during the high frequency actuation. It was found that a considerable 
amount of heat is generated by eddy currents during the high speed reversible MFIS. The 
temperature change for two selected actuation frequencies is plotted in Fig. 2.11. As most of 
the material parameters, e.g. twinning stress and magnetic anisotropy energy, are temperature 
dependent, a large change in the sample temperature during the experiments should be 
avoided. In fact, this is achieved within the time-resolved imaging scheme, which is discussed 
in the next section. 
 
 
Fig. 2.10 (a) Picture and (b) scheme of the dynamic actuation setup. (c) Forces acting on the 
sample. The c-axes of the relevant variant phase are shown by the double arrows inside the 
sample. The perpendicular forces are favouring variants with easy axes parallel to the forces 
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2.3.2 Time-Resolved Microscopy 
 
A time-resolved stroboscopic imaging technique (Fig. 2.12) was employed to capture images 
during the high frequency reversible actuation [Schäfer07, Flohrer06]. Two synchronized 
periodic signals with the same frequency are provided by a dual-output function generator. 
One channel (a sinusoidal signal) is used to produce an alternating magnetic field in the 
electromagnet through a 1000 Watt power amplifier (KEPCO BOP 100-10MG). The other 
one (a periodic pulsed signal) controlls a gated image intensifier located between the optical 
microscope and a CCD camera. The image intensifier (Quantum Leap) amplifies the light 
coming from the sample before it reaches the camera. An image is taken by the CCD camera 
when the gate of the image intensifier is opened. The brightness of the image is proportional 
to the exposure time of the intensifier. In order to achieve a high time resolution, the exposure 
time has to be short, which reduces the brightness of the image. This is compensated by 
accumulating up to 300 images through periodic exposure. Therefore, repetitive processes are 
required. The signal sent to the image intensifier is a periodic pulse signal with its pulse width 
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Fig. 2.11 Sample temperature as a function of time during continuous actuation at 200 and 
400 Hz by an ac magnetic field with a maximum amplitude of 350 mT. The variation in 
temperature is minimized by using a special time-resolved imaging scheme (see Sect. 2.3.2) 
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defining the time resolution down to 33 µs in this study. By changing the phase shift between 
the two signals, time-resolved images at different field strengths are obtained independently 
of the actuation frequency. In Fig. 2.13 the images obtained during a 300 Hz actuation are 
shown. By applying a stress of 0.9 MPa and a 150 Hz alternating magnetic field, reversible 
MFIS occurs by twin boundary motion. As the MFIS reaches its maximum twice in one cycle 
of the magnetic field, an actuation of 300 Hz is realized. The width of the variants with the c-
axis parallel to the field increases with the field (Fig. 2.13 (a) to (c)). When the field is 
reduced, these variants shrink due to the external mechanical force (Fig. 2.13 (d) and (e)). A 
hysteresis is observed when comparing (b) and (d).   
The heat generated during a continuous dynamic actuation could be significant (see 
Fig. 2.11). In order to minimize the contribution from heat on the actuation performance, the 
imaging time for each picture, as well as the time of actuation, is limited to less than one 
second. For such a short actuation time, no significant heating is observed. Furthermore, the 
system was idling for long enough time (tens of seconds) between each imaging, minimizing 
the degree of heat accumulation. By this, the sample is kept at constant temperature through 
the whole experiment. 
2.3 Dynamic Actuation   
 
50
 
 
 
Fig. 2.12 Scheme of the experimental setup for time-resolved imaging. Time-resolved images 
are obtained by controlling the phase shift between two synchronized signals generated by the 
function generator   
 
 
 
Fig. 2.13 Time resolved images during 300 Hz actuation under a constant compressive stress 
of 0.9 MPa. On the right, the sinusoidal curves schematically show the time-dependent 
magnetic field at 150 Hz. The grey pulses represent the opening window of the image 
intensifier. By controlling the phase shift, images corresponding to different field strengths 
are obtained 
 Chapter 3                        Results 
 
 
The results are divided into 3 sections according to the speed of motion. At 
the beginning, the static magnetic domain patterns in different martensitic 
variant states are shown separately. This forms the basic understanding of 
the domain arrangement in the samples. Next, external magnetic fields are 
applied to the sample to initiate the twin boundary motion. By in-situ 
monitoring the domain pattern, domain evolution under quasi-static 
magnetic field induced strain is observed. In the third section, the frequency 
response of the twin boundary motion up to 600 Hz is discussed in terms of 
strain, hysteresis, and twin boundary velocity.  
 
3.1 Static Domains 
By using the MOIF technique, the magnetic domain patterns near the sample surface can be 
easily visualized. Domain patterns on different sides of the crystal were obtained for a 
comprehensive analysis of the magnetization arrangement inside the bulk. Starting with the 
single variant state which has only one magnetic easy axis, a two variant state possessing a 
twin boundary was then created and studied. In both cases, the easy axis direction with 
respect to the sample surface is shown to be critical for the domain structure. 
 
3.1.1 Single Variant State 
A single variant state of sample B (24 mm × 5 mm × 2.5 mm) was created by applying a 
magnetic field of 400 mT along the elongated dimension. After removing the field, the sample 
is in the remanent state. In order to minimize the effect of the field history on the domain 
structure, the single variant was demagnetized by applying a 3 Hz alternating field with 
decreasing amplitude along the same direction.  
For a clear illustration, the surfaces are marked with various colours and are sketched 
in Fig. 3.1 (c) together with the uniaxial easy axis. Shown in Fig. 3.1 (a) is the domain pattern 
on the 24 mm × 2.5 mm (blue) surface after demagnetization. The single variant only 
possesses one easy axis, therefore the magnetization inside the crystal prefers to align parallel 
to this axis. The dark and bright contrast represents the surface domains with magnetization 
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pointing in opposite directions. The domain walls are not perfectly parallel to the sample 
edges. This confirms the tilting of the easy axis with respect to the edges of the blue side. A 
simplified schematic diagram of the domain pattern is sketched in Fig. 3.1 (d). The domain 
width at the left end is relatively large, while spike domains appear at the right end.  
In such a misoriented surface, the nearly in-plane magnetization creates magnetic 
poles on the surface. Domain refinement occurs to reduce the stray field caused by these 
poles. Nevertheless, the generation of more domains creates extra domain walls. This raises 
the wall energy which consists of both, anisotropy energy (magnetization is pointing away 
from the easy axis inside the wall) and exchange energy (neighbouring magnetization 
directions are not parallel at the wall). Also, the longer the wall, the higher is the energy cost. 
As a result of the easy axis tilting with respect to the sample surface, the preferable domain 
sizes are different at the two ends. At the left end, domain refinement is limited because the 
creation of one extra domain (i.e. two extra domain walls) causes too much energy. At the 
right end, because of the tilting of the easy axis, the formation of domains with a much shorter 
wall length is possible as shown in Fig. 3.1 (d). This greatly reduces the energy cost for the 
extra domain wall creation and, therefore, favours the formation of small spike domains to 
further reduce the stray field. To further quantify the effect of easy axis tilting, knowledge of 
the wall energy density w, which depends on the temperature-dependent exchange stiffness 
constant A, is essential (see Sect. 1.2.1 (B)).  
Figure 3.1 (b) shows the domain pattern on the opposite side of the blue surface. The 
case is similar to (a), but now spike domains are found at the left end (instead of right end in 
(a)). As the two surfaces are parallel, the easy axis tilting allows a formation of domains with 
shorter wall length at the left end of the bottom surface, which again leads to a domain 
refinement for reducing the stray field.   
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The domain arrangement in the single variant is shown to depend on the difference in 
wall length induced by the easy axis tilting. This gives a general idea how the energy 
minimization is done on the free surface of the bulk NiMnGa crystals. 
3.1.2 Two-Variant State 
While the study of the single variant provides a general idea of the domain character, 
investigating a two-variant crystal possessing a twin boundary is much more informative. Due 
to the fact that MFIS is caused by a field-induced twin boundary movement, the study of the 
magnetization arrangement at the twin boundary can provide more insight into MSM 
materials.  
Starting from a demagnetized single variant state, a two-variant state was created by 
applying a compressive stress along the shortest dimension on the centre part of sample B. 
 
 
Fig. 3.1 Magnetic domain patterns of the single variant state of sample B visualized by an 
indicator film. (a) Domain pattern on the blue side. (b) Domain pattern on the side opposite to
the blue side. (c) Schematic diagram of the sample in the single variant state. Sides are 
marked with different colours. The easy axis direction is shown by the double arrows. The 
easy axis is tilted with respect to the sample edge. (d) Sketch illustrating the domain pattern 
observed on the blue side. For clear illustration, the easy axis tilting with respect to the edges 
on the blue surface is ignored. Domain walls are indicated with blue lines. The domain wall 
lengths at the two ends are different  
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Demagnetization was then carried out by an alternating field along the same direction. 
Domain pictures taken on four adjacent sides of the two-variant state crystal are illustrated in 
Fig. 3.2 (a). After the stress-induced reorientation, the structural c-axis, also the magnetic easy 
axis, of the new variant is nearly perpendicular to the original variant. As the two variants are 
separated by a sharp twin boundary, the domain patterns change abruptly across the boundary 
due to the change in easy axis direction of the magnetization (see the blue side). On the blue 
surface, both easy axes are nearly in-plane. When looking at the red side, the difference of the 
domain patterns in the two variants is much larger. This surface is divided into three 
characteristic areas. On the far left, the easy axis of the variant is in-plane. In-plane bar 
domains similar to those on the blue side are observed within this variant. On the far right, the 
easy axis is out-of-plane. A mixture of maze and band domain patterns, as typical for a 
material with out-of-plane anisotropy, is found. In the intermediate area with the twin 
boundary underneath, a more irregular out-of-plane domain pattern is visible. On the opposite 
side, however, the twin boundary clearly divides the grey surface into two areas with totally 
different domain patterns. Moreover, the domain pattern of the right variant on the grey side 
is very similar to that on the far right area of the red side. A small area on both sides is 
selected for comparison and shown in Fig. 3.2 (c). A white band domain like the Greek letter 
‘’ is found on the red side, while a black ‘’ is observed on the grey side. If one checks the 
whole pattern on both sides carefully, they are nearly identical to each other, but inverted in 
contrast. This indicates that the domains on one side are going through the bulk and reach the 
surface of the other side. The inversion in contrast is because of the inversion in the stray field 
direction.  
The domain pattern in the middle part of the red side is also very similar to that on the 
green side. Shown in Fig. 3.2 (b) is the area selected from both sides for comparison. Like the 
above case, the patterns are the same but just inverted in contrast and flipped horizontally. 
This suggests that the domains on the green surface penetrate into the bulk within the left 
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variant, are then reflected by the twin boundary and finally come out at the surface of the red 
side. The illustration in Fig. 3.3 summarizes the above observations.   
The magnetic anisotropy energy of NiMnGa is of the order of 105 J/m3 (Sect. 2.1.2). 
Any domain magnetization pointing away from the easy axis is disfavoured by such high 
anisotropy value. Consequently, the complexity of the domain structure inside the bulk is 
largely reduced. Therefore, the domain structure remains the same from deep inside the bulk 
to the surface. As described in Sect. 2.2.3 (B), the MOIF only indicates the basic domains, 
while leaving the possible small domains unrevealed. The details of the finer domains, 
especially the branched domains at the surfaces with out-of-plane anisotropy, are given in the 
next section. Anyway, the branched domains are only limited to form close to the surface and 
are not mirrored by the twin boundary. 
 
 
Fig. 3.2 (a) Domain patterns on four adjacent sides of the sample in the two-variant state. 
Magnetic easy axis directions are shown in the inserted sketch. (b) Enlarged selected area 
from the green and the red sides. (c) Enlarged selected area from grey and red sides 
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3.1.3 Wedge-Shaped Crystal  
A wedge-shaped single crystal detached from sample A was studied (see the sketch in Fig. 3.4 
for the dimensions). Investigating a wedge-shaped sample provides the possibility to observe 
the dependence of the domain structure on sample thickness in bulk crystals. For NiMnGa 
films a linear dependence of the domain width on the square root of the film thickness was 
already reported [Chernenko05].  
In order to create a single variant state, a field with 400 mT perpendicular to the blue 
surface of the wedge was applied (see Fig. 3.4). After the ac demagnetization along the easy 
axis, domain images on two adjacent surfaces of the wedge were obtained and are shown in 
Fig. 3.4. As in the previous case, the single variant possesses only one magnetic easy axis. On 
the red side with nearly in-plane anisotropy, the bar domains cross the whole surface from top 
to bottom. When approaching the tip of the wedge on the left end, the domain width gets 
smaller and smaller. Because the sample is smaller compared to the case in Fig. 3.1, the effect 
of easy axis tilting is not obvious in this case. On the other hand, when looking at the blue 
side, maze domains are observed due to the out-of-plane anisotropy on this surface. Looking 
horizontally from left to right, the domain width is smaller at the left end, and increases 
gradually when reaching the right end. The trends of the change in domain width on both 
surfaces are consistent and are the result of a gradual change in sample thickness as explained 
below.  
 
Fig. 3.3 Schematic diagram summarizing the observations in Fig. 3.2. The surface domains 
penetrate into the bulk and are mirrored by the twin boundary 
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 As mentioned in the previous section, domain refinement takes place when a strong 
stray field coming out of the sample surface has to be reduced for lowering the overall energy. 
Moreover, the refinement greatly depends on the domain wall length, i.e. the wall energy. 
Because of the wedge shape, the wall length changes across the sample. When considering the 
180 degree walls on the red surface, the wall length is actually defined by the height (or 
thickness when looking at the blue surface) at different locations. According to theory, the 
relation between domain width and sample thickness depends on the range of thickness under 
consideration (Fig. 3.5) [Hubert98]. Below a characteristic thickness Ds (which depends on 
the domain wall energy, internal field energy, and domain closure energy), domain branching 
is not favoured and the surface domain width Ws is equal to the basic domain width Wb. The 
width increases linearly with the square root of the thickness (D1/2). The observation in 
NiMnGa thin films with a thickness up to 5 µm supports this theoretical prediction 
[Chernenko05]. When the thickness is larger than Ds, domain branching is expected to occur 
in order to reduce the stray field energy and leads to Ws<Wb [Hubert98]. The presence of 
several generations of branched domains increases the “growth speed” of the basic domains. 
Above Ds, it is predicted that the basic domain width increases linearly with D2/3 [Hubert98].  
Shown in Fig. 3.6 are the selected domain patterns at various locations on the blue 
surface. The thicknesses were obtained by measuring the height of the corresponding 
locations on the red side. A maze domain pattern is observed in all cases, and the domain size 
increases with thickness. The images obtained by the MOIF correspond to the basic domains 
in the volume (see Sect. 2.2.3 (B)). The domain width at each location, evaluated by the 
stereological method mentioned by Hubert and Schäfer [Hubert98], is plotted in Fig. 3.7. For 
comparison, the hypothetic curves with various exponent values are also plotted. The data are 
best fitted with an exponent of about 0.37.  
 As the presence of domain branching is confirmed by the MFM image of the surface 
(see next section), the sample thicknesses of the selected locations (300 to 3000 µm) are likely 
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larger than Ds. However, the relation Wb ~ D0.37 between domain width and thickness, as 
shown in Fig. 3.7, is different from the theoretical prediction (Wb ~ D2/3). One of the possible 
reasons is the difference between calculation assumptions and the actual situation in NiMnGa. 
In the calculation, a pure two-phase branching for the materials with a very large Q-factor 
(much larger than 1) is considered (see Sect. 2.1.2 for the definition of Q). In NiMnGa with  
Q  0.7 (Table 2.1), however, the formation of (partial) closure domains at the surface is more 
favourable. This alters the internal stray field distribution and, consequently, the conditions 
for branching. Although some studies confirm that the growth of basic domains in cobalt  
(Q  0.4, similar to that of NiMnGa) follows the prediction of theory (see [Hubert98] for a 
review), the case in NiMnGa observed here is different. 
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Fig. 3.4 Domain patterns on two adjacent sides of the wedge-shaped sample in the single 
variant state. The easy axis direction is shown in the inserted sketch. The “height” on the red 
side corresponds to the “thickness” on the blue side 
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Fig. 3.5 Calculated surface and basic domain widths (Ws and Wb respectively) of two-phase 
branching structures as a function of the film thickness (D). The insert shows the domain 
structure with one generation of branching [Hubert98] 
300 750 1200 3000
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Fig. 3.6 Domain patterns at various locations on the blue surface. The “thickness” was 
obtained by measuring the corresponding “height” on the red side 
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As explained in Sect. 2.2.3 (B), the images obtained by MOIF only show the basic 
domain arrangement. The branched domains at the surface are invisible in this technique. 
Shown in Fig. 3.8 are the domain patterns of the same selected area obtained by the MOIF 
and magnetic force microscopy (MFM), respectively. While Fig. 3.8 (a) displays the basic 
maze domains of the single variant with out-of-plane anisotropy, the image by MFM in (b) 
reveals the fine details inside the basic domain. Jagged-shaped domains are found within the 
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Fig. 3.7 (a) Domain width versus sample thickness in the wedge-shaped sample. The domain 
width was estimated by a stereological method at various areas. Fitting curves with different 
exponent values are also plotted. (b) Double-log plot of the same data set 
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rounded basic domain. It is the result of domain branching that small domains with alternating 
magnetization directions form at the surface (Fig. 1.9 (b)). More than one generation of 
branched domains is often found in the equilibrium state. Consequently, the amount of stray 
field emerging from the relative large basic domain is reduced.  
According to theory [Hubert98], the type of domain branching is strongly affected by 
the Q-factor. The value of Q determines the type of domain branching. In high-Q materials 
like NdFeB (Q  4), a pure two-phase branching is observed (Fig. 1.9 (b)). In medium-Q 
materials like cobalt (Q  0.4), because of the relative low magnetic anisotropy, there exit 
closure domains (Fig. 3.9) in the upper most level of branching with tilted magnetization 
[Unguris89]. This causes the formation of the jagged-shaped branching domains compared to 
the rounded-shaped domains in high-Q materials.  
The small jagged-shaped domains within the basic domains observed in Fig. 3.6 (b) 
suggest that the medium Q value in NiMnGa ( 0.7) allows closure domain formation at the 
surface. For a detailed investigation of these domains, higher resolution methods with in-
plane sensitivity like electron polarization techniques may give furthermore information 
[Hubert98, Unguris89].   
 
(a) (b)
 
Fig. 3.8 (a) MOIF and (b) MFM images at the same area. Due to the limited spatial resolution, 
only basic domains are visualized in (a). The jagged-shaped branching domains within the 
basic domains revealed in (b) suggest the closure domain formation at the sample surface. By 
looking at the branched domains carefully, several generations of branching can be identified   
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3.1.4 Summary 
Magnetic domain studies in NiMnGa are limited to domain detection near the sample surface 
(see section 1.2.3). The magnetization distribution inside the bulk is not directly available. 
Moreover, because of the limited information extracted, domain observation in MSM research 
is often only used as a proof of a magnetic easy axis direction or of a structural change [Ge06, 
Sullivan04, Park03]. Domain models are limited to 2-dimensional considerations [Karaca06]. 
A comprehensive examination of the magnetic microstructure is achieved in this work, which 
provides considerable insight into the magnetization arrangement in bulk NiMnGa crystals. 
 By applying the MOIF technique in the single and two variant states of NiMnGa 
single crystals, the influence of easy axis tilting, twin boundaries, and sample thickness on the 
magnetization arrangement has been revealed. Domain images from the various surfaces of 
the sample enable a comprehensive interpretation of the static domain structure near the 
surface, as well as inside the bulk. The next step is to study how the domains evolute under an 
external field, and also during the twin boundary motion. 
 
 
 
 
Surface 
closure domains
Outermost 
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Fig. 3.9 Schematic sketch demonstrating the formation of closure domains at the surface in 
medium-Q materials 
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3.2 Domain Evolution 
The rearrangement of magnetization in MSM materials during a magnetic field induced twin 
boundary motion is discussed in this section. Existing theoretical models and recent 
experimental results are reviewed and followed by the observations in this study. A 
significant difference between theory and experiment is found.  
 
3.2.1 Existing Models and Experimental Results 
(A) Models. Theoretical modelling for MFIS in MSM materials has been performed by using 
different approaches. For example, Tickle et al. [Tickle99] applied micromagnetics to predict 
the strain and magnetization distribution in NiMnGa under an external field. On the other 
hand, O’Handley analytically modelled the twin boundary motion by minimizing a free 
energy expression including Zeeman energy, anisotropy energy, external stress, and internal 
elastic energy [O’Handley98]. However, the presence of magnetic domains is usually not 
considered in these theoretical considerations.  
 Karaca et al. proposed a magneto-microstructural mechanism describing the magnetic 
domain evolution during the field-induced twin boundary motion (see Fig. 3.10) [Karaca06]. 
In this model, a single variant state with domains separated by 180o domain walls is firstly 
assumed. The magnetization inside the domains is parallel to the magnetic easy axis  
(Fig. 3.10 (3b)). When a magnetic field perpendicular to the easy axis is applied, a variant 
with the easy axis aligned along the field direction nucleates (Fig. 3.10 (5)). With increasing 
field, the new variant grows at the expense of the original variant. At the same time, a 
magnetization rotation in the first variant and a concurrent domain wall movement in both 
variants occur. At higher fields, the magnetization in the original variant rotates further to 
align with the field direction so that both variants will finally be in a single domain state  
(Fig. 3.10 (7)). 
 This is the first schematic model concerning the magnetization rearrangement and 
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magnetic domain wall movement during the twin boundary motion, despite the idea is based 
on assumptions and experimental support is lacking.  
 
(B) Experimental results. Several experimental techniques discussed in Chap. 1 are able to 
obtain images of the static magnetic domain patterns in NiMnGa. However, an application of 
a large external magnetic field up to hundreds of milliTesla is not possible for most of them. 
This limits the observation of the domain evolution during twin boundary motion. Ge et al. 
reported the domain pattern changes in a NiMnGa crystal after a field application in two 
perpendicular directions [Ge06] (see Fig. 1.17). The images were obtained by using optical 
microscopy with unpolarized light. The observed contrast is due to the surface relief without 
any contribution from the Kerr effect. Although the formation of the magnetic-domain-like 
Fig. 3.10 Magneto-microstructural mechanism describing the magnetic domain evolution 
during field-induced twin boundary motion as proposed by Karaca et al. [Karaca06] 
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surface relief is not clear, the authors proposed a surface relaxation mechanism in connection 
with local magnetization. However, as the evolution of the surface relief was not reversible, 
the actual redistribution process of magnetic domains could not be demonstrated clearly. On 
the other hand, Sullivan et al. employed a modified bitter method to visualize domains in 
NiMnGa single crystals under external field [Sullivan04]. Although the twin boundary motion 
is shown clearly, the domain wall movement is not demonstrated in detail.  
In order to comprehend the role of magnetization on twin boundary motion, the 
observation of the evolution of magnetic domains together with the twin boundary movement 
is essential.  
 
3.2.2 Observation 
A single variant state of sample A (19.3 mm × 5.3 mm × 3.2 mm) was created by applying a 
400 mT magnetic field along the elongated direction. Figure 3.11 (a) displays the magnetic 
domain pattern after demagnetization by applying a small ac field with continuously 
decreasing field strength in the same direction. Magnetic domains with the easy axis parallel 
to the previous field direction are separated by 180° domain walls. This is the same state as in 
Fig. 3.10 (3b).  
A continuously increasing external field is applied perpendicularly to the easy axis of 
the single variant. The sample is held on the sample holder with adhesive rubber. The 
mounting stress applied on the sample is small enough, such that the movement of twin 
boundaries is not prohibited. With increasing field the contrast between the different domains 
is slightly reduced (Fig. 3.11 a-b), which is due to an increase of the magnetic in-plane 
component of the indicator film with increasing in-plane field. The directions of 
magnetization in each domain are depicted qualitatively in Fig. 3.11. Recalling from  
Sect. 2.1.2, the magnetization starts to rotate slightly away from the anisotropy axis before the 
occurrence of MFIS. It is estimated from Fig. 2.3 that a rotation of the magnetization of about 
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15° occurs at the onset of twin boundary motion. The rotation of magnetization is assumed in 
the domain state sketched in Fig. 3.11 (b). Above a certain threshold field of approximate  
150 mT, a variant with the easy axis of magnetization parallel to the field nucleates abruptly 
and grows by the movement of twin boundaries within a small field range (Fig. 3.11 (c)). As 
the magnetic anisotropy axis of the generated variant is now parallel to the applied field, the 
magnetization is easily saturated by the external field, a homogeneously magnetized state is, 
therefore, observed in this variant. The new variant continues to expand at the expense of the 
original variant by twin boundary movement with increasing external field (Fig. 3.11 d-e). 
Finally, a single variant state with the easy axis now aligned parallel to the field direction 
(Fig. 3.11 (f)) is achieved. 
 During the magnetization process, no domain wall movement within the original 
variant is observed (the position of the domain walls in Fig. 3.11 a-e is unchanged). After the 
removal of the external field, the observed area is in a high remanent state, where the 
magnetization is mostly oriented along the formerly applied field direction (Fig. 3.11 (g)). 
However, this should not be the case for the whole sample since the remanence magnetization 
shown in Fig. 2.3 is low. After demagnetizing the sample with a small ac field of 
continuously decreasing field strength along the new easy axis direction, regular magnetic 
domains similar to Fig. 3.11 (a), yet with orthogonal orientation of magnetization, are 
generated (Fig. 3.11 (h)). 
From the non-uniform twin boundary contrast in the MOIF images, additional 
significant conclusions can be drawn. The non-uniform brightness across the twin boundaries 
(Fig. 3.11 (c)) is due to a different degree of magnetic charge accumulation as shown in the 
corresponding schematic drawing. Strong charges are created across the whole crystal 
thickness when (nearly) 90o head-to-head domains meet at the twin boundary, leading to a 
strong magnetic stray field that emerges from the sample surface. This is indicated by a 
brighter magneto-optical contrast in the indicator film at the twin-boundary. On the other 
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hand, where the magnetization passes the twin boundary continuously by (nearly) 90° head-
to-tail domain boundaries, no magnetic charges are generated and a reduced MOIF contrast 
across the boundary is obtained. As the 180o domain walls are not moving, the charged 
structure remains during the twin-boundary movement. Moreover, the contrast of the brighter 
regions at the twin boundary is reduced in higher magnetic fields (Fig. 3.11 (e)). This 
indicates a magnetization rotation towards the external field direction in the original variant, 
reducing the charge accumulation at the twin boundary. A quantitative evaluation of a 
possible rotation of magnetization cannot be given at this point as the in-plane magnetic 
component of the indicator film is also affected by the external field. In contrast to the 
mechanism proposed by Karaca et al. [Karaca06], these observations indicate no magnetic 
domain wall movement during twin boundary motion (except the 90o walls at the twin 
boundary). At low fields, a coherent magnetization rotation within the original variant with 
the easy axis perpendicular to the external field is expected, because the magnetization inside 
the domains experiences the same amount of magnetic torque. During the growth of the 
homogeneously magnetized second variant, magnetic charges at the twin boundary are 
created. These charges could be avoided if the walls in the original variant would be 
eliminated. However, the magnetization rotation in the original variant during the process is 
likely to reduce charge accumulation at the twin boundary. On the other hand, a spike domain 
formation at the twin boundary, although not observable by the MOIF technique due to 
limited resolution, is another possible source for reducing the charges. This suppresses the 
“pressure” on the domain walls in the original variant which arises by the tendency of pole 
avoidance. Therefore, wall motion does not occur. 
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Fig. 3.11 Magnetic domain patterns of sample A under an increasing field perpendicular to 
the easy axis obtained by the MOIF technique. The big hollow arrow shows the direction of 
the external field. (g) and (h) display the magnetic states for the zero field case at remanence 
and after demagnetization, respectively 
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3.2.3 Summary 
The investigation of the magnetic domain evolution during twin boundary motion in MSM 
materials was absent in both, theory and experiment. The experimental observation reported 
in this study shows a different picture than the previously proposed schematic mechanism. 
The direct evidence showing the absence of domain wall motion during twin boundary 
motion could be of benefit for the further development in theoretical modelling of MFIS in 
MSM materials.  
The neglection of magnetic domains in theoretical models for MFIS is compensated 
by experimental observations. No 180o domain wall motion inside the structural twins is 
necessary for twin boundary motion. Such direct observation can be an input for a further 
refinement of recent models of MSM materials with the inclusion of magnetic domains 
[Kiselev08a]. Furthermore, in the application point of view, the possible eddy current effects 
due to 180o domain wall motion for dynamic applications appear not to be an important factor 
for limiting the speed of motion. In the next section, the focus will be on the twin boundary 
dynamics of NiMnGa during high frequency actuation. 
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3.3 High Frequency Dynamics 
After the investigations of static domains and the domain evolution during twin boundary 
motion, the dynamic behaviour at high frequency actuation is studied. The dynamic actuation 
is examined by means of a time-resolved imaging technique (see Sect. 2.3). It is found that 
twin boundary motion in NiMnGa is actuation frequency dependent. Data on the twin 
boundary velocity is also obtained directly for the first time and is discussed in detail. For 
comparison, both samples A and B were studied.  
 
3.3.1 Magnetic Field Induced Strain (MFIS) 
In order to obtain the MFIS at various frequencies, the width of a particular twin variant is 
measured during the actuation. The width of the twin variant is directly and proportionally 
related to the overall strain of the sample. Moreover, the absolute movement of the twin 
boundaries is much larger than the change in strain itself, e.g. an extension of the crystal of  
6 µm would translate into a twin boundary movement of 100 µm. Therefore, measuring the 
change in variant width (i.e. the distance between two adjacent twin boundaries) significantly 
increases the resolution of the experiment compared to measuring the overall strain. 
Furthermore, the direct observation of the twin boundary motion provides the possibility to 
analyze the twin boundary velocity during actuation, which is still lacking in NiMnGa 
research.  
 In Fig. 3.12 the maximum and minimum widths of a particular variant in each sample 
at various actuation frequencies are shown. During the actuation, a mechanical compressive 
stress of about 0.9 MPa was applied to the samples by the spring to provide the restoring force 
for the reversible twin boundary motion. Two important points have to be noted in this 
experiment. First, the electromagnet has been calibrated such that the maximum magnetic 
field strength at every frequency was constant. Second, as mentioned before, the MFIS 
information is obtained by directly observing the twin boundary motion. Therefore, 
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measurement errors due to the spring and other moving parts in the setup are minimized. In 
both graphs in Fig. 3.12, the maximum width of the particular twin variant increases with 
actuation frequency, while the minimum width slightly decreases with increasing frequency in 
sample B, it remains zero in sample A. The corresponding overall strain of sample A is about 
4.2 % at low frequencies and 5.5 % at 400 Hz respectively, while for sample B it increases 
from 1 % to 2 % at 600 Hz. These reversible strains are smaller than the maximum strain of  
6 % shown in Chap. 2 due to the application of stress. A difference in the defect density in the 
two crystals could explain the different reversible strains. Although no information on defects 
inside the crystals is collected, the presence of defects is believed to be the main obstacle for 
twin boundary motion [Paul07].  
 A more significant observation is that in both samples the maximum strain increases 
with the actuation frequency. In a mechanical system, the mechanical resonance frequency 
could be the primary source for a frequency-dependent behaviour. By considering the spring 
constant and the mass of the system, the resonance frequency, fres, of the actuation setup is 
calculated by [Henry03a]: 
M
kfres pi2
1
=
           (3.1) 
where k is the stiffness constant of the spring, and M is the mass of the moving components in 
the system. The calculated value is less than 300 Hz, which does not show a direct relation to 
the linear and continuous increase in strain up to 600 Hz. It has been reported that the MFIS 
effect can be enhanced by providing an extra mechanical vibration to the MSM sample from a 
piezoelectric actuator [Peterson04]. Such enhancement is proposed to be due to an 
improvement of the twin boundary mobility by creating extra motion of the atoms along the 
shear direction. In our case, although there is no extra vibration, the fast motion of the twin 
boundaries in high frequency actuation may already be sufficient to increase the twin 
boundary mobility. The following effects contribute to the increased mobility: Presumably, 
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with increasing frequency of the field the twin boundaries are driven faster and there is more 
reversible movement in a unit of time. As the ease of twin boundary motion is greatly affected 
by the presence of defects [Paul07, Marioni04], such fast motion of boundaries may be able to 
overcome their friction on defects which prohibits the further movement of the boundaries at 
low frequency. As a result, the twin boundaries driven at higher frequency can travel further 
under the same driving force. Moreover, a reduction in twinning stress with increasing sample 
temperature in the range between 165 K and 315 K was reported by Heczko and Straka 
[Heczko03]. Theoretical calculations by O’Handley et al. [O’Handley06] also suggest a 
significant temperature dependence of the effective magnetic force related to the change in 
magnetic anisotropy with temperature and thermal activation effects. Taken these results from 
dc measurements into account, even without measuring a significant increase in the overall 
sample temperature (see Sect. 2.3.2), eddy current and internal friction-induced heat, which is 
generated during actuation directly at the twin boundaries, contribute to the increase in MFIS 
at high frequencies. To clarify the dependence of MFIS on the speed of twin boundary 
motion, pulsed magnetic fields with various rise time were used to initiate the movement of 
the twin boundaries. Section 3.3.4 gives the details of the experiment and results. 
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Fig. 3.12 Maximum and minimum widths of a particular variant in each sample at various 
actuation frequencies. The percentage values correspond to the overall strain. Dotted lines are 
guidelines to the eye. The maximum magnetic field strengths at each frequency are also 
plotted 
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3.3.2 Twin Boundary Velocity 
By assuming that the two twin boundaries of the particular variant move for the same distance 
in opposite directions, the average twin boundary velocity is calculated and shown in  
Fig. 3.13 (a). Both samples show an increase in twin boundary velocity with increasing 
actuation frequency. The velocity in sample A increases from 22 mm/s at 50 Hz to 215 mm/s 
at 400 Hz, and that in sample B increases from 4 mm/s at 200 Hz to 23 mm/s at 600Hz. At the 
same frequency, the twin boundary in sample A is much faster. This is due to the large 
difference in reversible strain mentioned above. Assuming there would be only one twin 
boundary in each sample, because of the larger reversible strain in sample A, the twin 
boundary in sample A would have to travel a longer distance than that in sample B  
(Fig. 3.14). The longer travelling distance of the twin boundary at a given frequency means a 
higher twin boundary velocity in sample A. In order to separate the effect of overall strain on 
the twin boundary velocity, the curves in Fig. 3.13 (a) are normalized such that the velocities 
are divided by the corresponding strain/full strain ratio and plotted in Fig. 3.13 (b). After the 
normalization, one would expect that the velocity values of both samples should be similar at 
the same frequency. However, in Fig. 3.13 (b) the values of sample A are still about 5 times 
larger than those of sample B. This can be explained by the difference in the twin boundary 
density in the samples. The lower number of twin boundaries in sample A means that each 
boundary has to travel a longer distance than in sample B, in order to achieve the same 
volume increase of the preferred variant by crystal reorientation (Fig. 3.15). Consequently the 
velocity in sample A is higher. Experimentally, the ratio between the twin boundary densities 
matches the ratio between the velocities quite well. As a visual aid, the normalized values 
shown in Fig. 3.13 (b) are scaled again by multiplying the velocities by the twin boundary 
density in each sample. The result is shown in Fig. 3.13 (c). The two sets of velocity are very 
close to each other as explained. The terms described above are summarized by:  
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Fig. 3.13 (a) Twin boundary velocity at various actuation frequencies of both samples. The 
percentage values represent the overall strain. (b) Normalized velocities by dividing the 
velocities in (a) by the corresponding strain/full-strain ratio. (c) Normalized velocities by 
multiplying the velocities in (b) by the twin boundary density in each sample. Dotted lines are 
guidelines to the eye 
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Fig. 3.14 Schematic diagrams for the responses of the two samples under dc and ac magnetic 
fields. (a) Both samples show 6 % MFIS under dc magnetic field and no stress. (b) and (c) At 
400 Hz actuation with ac field and constant stress, sample A has a larger reversible strain than 
sample B. As a result, the travelling distance of the twin boundary in sample A is larger as 
well  
 
Fig. 3.15 Diagrams showing the travelling distance of each individual twin boundary in two
cases of twin boundary density 
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where VTB  is the twin boundary velocity, r is the reversible strain,  is the full strain, l is the 
sample length, NTB is the number of twin boundaries, f is the actuation frequency, and TB is 
the twin boundary density. The factor of 2 before the actuation frequency is because the twin 
boundaries move back and forth in one actuation cycle, i.e. the actual distance travelled by the 
twin boundaries is double the strain. When comparing the calculated twin boundary velocities 
according to equation (3.2) and the values in Fig. 3.13 (a) obtained by experiment, the 
experimental values are all larger than the calculated ones by a fixed ratio in each sample. 
This is because the twin boundary motion is not uniform and the particular twin variant under 
observation in each sample has the largest change in variant width within the investigated 
region during the reversible motion. 
 
 
3.3.3 Strain Hysteresis 
The variant width vs. field at various frequencies is shown for sample B in Fig. 3.16. With the 
same arguments as presented before, these curves can be interpreted as MFIS hysteresis 
curves. The maximum variant width increases with frequency, which is already described 
above. Up to frequencies of 400 Hz, the onset of twin boundary motion on the increasing 
branch is at about 150 mT for all frequencies. The classical skin depth  is estimated by   
f⋅⋅⋅= piσµδ
1
      (3.3) 
where µ  is the permeability,  the conductivity, and f the magnetic field frequency. For the 
magnetic field with frequencies at 50 and 200 Hz (100 and 400 Hz actuation), the skin depth 
is estimated to be 39 and 20 mm, respectively, which is one order of magnitude larger than the 
samples’ shortest dimension. This implies that the amount of opposing magnetic field 
3.3 High Frequency Dynamics   
 
78
generated by the eddy currents is small, which does not affect the effective field strength 
inside the sample even at high frequency. Therefore, MFIS starts at similar field strengths for 
all frequencies. Furthermore, when considering the increasing branches of the curves, the 
slope increases with frequency. This suggests that by raising the external magnetic field 
strength by the same amount, the twin boundaries can be moved further at higher frequency. 
This gives direct evidence that the twin boundary mobility is enhanced by high frequency 
actuation.  
When considering the curve at 600 Hz (Fig. 3.16), the minimum (maximum) variant 
width is not at the minimum (maximum) field position. The twin boundary motion is 
obviously lagging behind the field. This is similar to the behaviour of a mass-spring system. 
When approaching the resonance of a mass-spring system, the displacement of the spring lags 
behind the applied force and the phase angle is 90o at resonance. In this case, the twin 
boundary motion (displacement) lags behind the magnetic field (applied force) when the 
 
Fig. 3.16 Variant width vs. field curves at various actuation frequencies of sample B 
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actuation frequency approaches the magneto-mechanical resonance of the material itself 
[Henry03]. However, a theoretical calculation of the magnetic field distribution and the phase 
inside the bulk sample during high frequency actuations is needed for the verification of the 
origin of such phase difference.  
In general, the hysteresis of the twin boundary motion increases with the actuation 
frequency. As the presence of defects and the enhancement in twin boundary mobility shows 
no direct relation to this behaviour, the magnetic field distribution inside the bulk could be the 
main contribution. For example, an increased magnetic hysteresis loss at high frequency may 
lead to the increase in the area of the strain hysteresis curve. Again, as mentioned above, a 
further theoretical analysis or an accurate estimation of the internal field inside the sample 
during actuations could be beneficial.  
 
3.3.4 MFIS by pulsed magnetic field 
The enhancement of the MFIS at high actuation frequencies shown in the previous sections 
was explained by an increase of the twin boundary mobility during the fast motion. In order to 
support this argument, experiments with a pulsed magnetic field were performed. In this 
experiment, pulsed magnetic fields with different rise time, in the range between 1 and 10 ms, 
are generated by the same electromagnet as before (see the insert in Fig. 3.17). For a 
reversible twin boundary motion, the pulsed field was repeated 10 times per second (10 Hz) 
and a constant compressive stress of 1 MPa was applied on the sample in the direction 
perpendicular to the field. Like the case described in Sect. 3.3.1, stroboscopic images were 
taken during the reversible motion and the width of a particular twin variant was monitored. 
Figure 3.17 shows the change in width of that variant at fields with various rise time. The 
lower curve represents the variant width before the rise of the field pulse (i.e. nearly zero 
field), while the upper curve shows the width at the maximum field (about 350 mT in all 
cases). It is observed that the shorter the rise time of the pulsed field, the larger is the change 
3.3 High Frequency Dynamics   
 
80
in variant width, which literally means the larger is the MFIS. This is the direct evidence for 
the dependence of twin boundary motion on the speed of motion. Considering the same 
maximum and minimum field amplitude, the fields with shorter rise time drive the twin 
boundary faster and result in a longer distance movement. Such MFIS enhancement is 
consistent with the observations shown in previous sections and proves that the speed of the 
magnetic field plays an important role in twin boundary motion in NiMnGa.  
 
 
 
 
 
Fig. 3.17 The change in width of a particular variant in sample B at various rise time of the 
magnetic field. The insert is the plot of field strength vs. time of the pulsed fields with different rise 
time. The blue square and red circle in the insert represent the time of acquisition for minimum and 
maximum field images, respectively. The fall time of the fields is the same (20 ms)  
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 3.3.5 Summary 
The MFIS dependence on actuation frequency is investigated by means of direct observation 
of the twin boundary motion. Similar to the studies which use integral measurement methods 
[Henry03b, Tellinen02], this work shows a strong frequency-dependent behaviour of MFIS in 
NiMnGa. However, the mechanical resonance-related interpretation given in the previous 
studies does not fit to the observations in this work. A new mechanism associated with defect 
density is therefore proposed. While the defect density is considered theoretically [Paul07] 
and experimentally [Marioni04] to play a main role in static MFIS, here the effect of defects 
during high frequency actuation is indirectly revealed. Furthermore, although both this work 
and the study by Peterson et al. [Peterson04] demonstrate a twin boundary mobility 
enhancement effect by either high frequency actuation or by using an extra piezoelectric 
actuator, the physical origin of the effect is still not fully understood. The movement of the 
atoms at the twin boundary, either oscillating or fast shifting, plays an important role in this 
aspect.   
The direct observation of twin boundary motion in two bulk NiMnGa single crystals at 
various actuation frequencies up to 600 Hz is demonstrated. MFIS increases with frequency, 
while the onset field is similar in all observed cases. The increase in MFIS is explained in 
terms of the ability in overcoming defects and of local heat generated at the moving twin 
boundaries. The dependence of the twin boundary velocity on the twin boundary density was 
studied. The velocity is shown to be inversely proportional to the density. No limit for the 
twin boundary velocity is observed in the investigated frequency range. 
 
 
 Conclusions 
 
   Bulk single crystals of NiMnGa magnetic shape memory materials have been 
investigated in the aspects of magnetic domain structures and high frequency twin boundary 
motion. The results demonstrate new and important discoveries for further understanding the 
role of magnetization in MSM materials and gaining practical knowledge for future high 
speed applications.  
 Magnetic domains revealed by the magneto-optical indicator film technique do not 
only show the magnetization arrangement on the sample surface, but also indirectly expose 
the domain structure inside the bulk. The penetration of the basic domains from the near 
surface into the bulk is the consequence of the high magnetic anisotropy. In a two variant state, 
the domain pattern of one variant is mirrored to the other by the twin boundary. These 
findings sketch a simple picture of the relation between magnetization and lattice structure on 
the scale of millimeters. 
 The absence of 180o domain wall motion during twin boundary motion, on one hand, 
contradicts recent models. This gives direct experimental evidence as an input for the 
refinement of models. On the other hand, the observation itself has a considerable impact on 
the optimization of MSM materials for high speed applications. For instance, possible eddy 
current effects due to 180o domain wall motion for high speed applications appear not to be a 
relevant issue.  
 The design and construction of the dynamic actuation setup in connection with time-
resolved microscopy enables the examination of the twin boundary behaviour during high 
frequency actuation. The enhancement of magnetic field induced strain at high frequencies is 
explained by an increase in twin boundary mobility. The dependence of twin boundary 
velocity on the twin boundary density is experimentally studied and summarized by a simple 
equation.  
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 From this work a fundamental understanding of the magnetic domain structures in 
MSM materials and their temporal evolution during reversal processes is obtained. Efforts 
were also made to correlate application related issues and the basic MSM mechanism. The 
following suggested investigations may give further information for understanding the MSM 
effect and improving material properties based on the gained knowledge within this study.  
 A comprehensive insight in the basic magnetic domain arrangement in bulk NiMnGa 
single crystals was given in this work. The next step is to capture the details of the reaction of 
the domains to an external magnetic field or a mechanical stress. Although the domain 
evolution during the twin boundary motion has been shown, it only represents one of the 
simplest cases (i.e. crystal reorientation from one single variant state to another). Similar 
observations with a more complicated configuration, e.g. two-variant states with different 
twin boundary densities, could extend the understanding of the interaction between 
magnetization and twin boundary motion in MSM materials.  
 By using the newly established experimental setup, the twin variant distribution and 
the corresponding change in volume fraction under the application of external forces (field or 
stress) can be monitored easily. A systematic study on the twin boundary nucleation and 
annihilation as a function of actuation time, sample temperature (with an additional 
temperature control unit), or magnetic field waveform is worth to be carried out. This firstly 
exhibits the response of the crystal structures to the external conditions. Also, the fatigue 
behaviour of the materials can be examined at the same time, which provides valuable 
parameters for the design of future devices.  
 Furthermore, pulsed field experiments with shorter rise time (in the order of micro 
seconds) are critical for revealing the speed limit of the twin boundary motion, which is 
important in design and development of devices for high frequency applications. 
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