Numerical Simulation of Weakly Ionized Hypersonic Flow for Reentry Configurations by Scalabrin, Leonardo & Boyd, Iain D.
Numerical Simulation of Weakly Ionized Hypersonic
Flow for Reentry Configurations
Leonardo C. Scalabrin∗ and Iain D. Boyd †
Department of Aerospace Engineering, University of Michigan, Ann Arbor, MI, 48109, USA
Numerical simulations of axisymmetric flows over reentry configurations at hypersonic
conditions using a Navier-Stokes solver are presented. The Navier-Stokes equations are
modified using Park’s two-temperature model to account for thermochemical nonequilib-
rium and weak ionization effects. The finite-volume method is used to solve the set of
differential equations. The code has the capability to handle any mixture of hexahedra,
tetrahedra, prisms and pyramids in 3D or triangles and quadrilaterals in 2D. The results
in this paper only use quadrilaterals. Numerical fluxes between the cells are discretized
using a modified Steger-Warming Flux Vector Splitting approach which has low dissipation
and is appropriate to calculate boundary layers. A point or line implicit method is used to
perform the time integration. Pressure, heat transfer rates and electron number density
profiles are compared to available experimental and flight measurements.
I. Introduction
Determining the extreme conditions experienced during reentry is an important part of a spacecraftdesign process. During reentry, the maximum temperature in the flowfield can reach values as high
as 50, 000K, leading to dissociation and ionization of gases. The degree of dissociation and ionization has
important effects on the heat transfer to the spacecraft, the key element of thermal protection systems
design. The amount of ionization is also important for the design of communication systems that reduce the
amount of communication blackout during reentry. To a lesser degree, the dissociation and ionization of the
gases in the atmosphere also impact the aerodynamic properties of the spacecraft. Accurate prediction of
the aerodynamic coefficients is important for stability analysis and can reduce the recovery footprint of the
spacecraft.
The simulation of weakly ionized gases over reentry vehicles has been performed successfully for a large
number of spacecraft, including RAM-C,1 FIRE,2,3 the Apollo Command Module,4 the Huygens probe5
and the Mars Space Laboratory.6 Today, numerical simulation of reentry flows is an integral part in the
design process of reentry vehicles.7 A design environment usually has a limited time to develop or test new
models and new methods. In an academic environment, the time constraints are reduced facilitating the
development of new models and methods for the physical processes that occur during reentry. The final test
of any such model is its impact on design variables when integrated in a full numerical simulation of a reentry
vehicle. Hence, it is desirable to develop a numerical code able to perform hypersonic reentry calculations
in order to test new physical models.
This paper presents the advances obtained in developing a numerical code able to simulate hypersonic
flows in thermochemical nonequilibrium that will serve as test bed for new physical models to be developed
in the future. The current code is an extension of an earlier version of the code8 modified to handle weakly
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ionized gases. This paper presents some results obtained using the code to simulate weakly ionized flow over
hypersonic reentry configurations.
II. Modeling
The flow is modeled assuming that the continuum approximation is valid and that the fluid can be weakly
ionized. Furthermore, it is assumed that the rotational and translational energy modes of all species can be
described by a single temperature T and that the vibrational energy mode of all species and the electron
energy can be described by a single temperature Tv. With those approximations, the conservation equations
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is the vector of conserved variables. In these expressions, ρ1 · · · ρns are the species densities, u and v are the
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where Cvs is the species specific heat at constant volume, subscript e indicates electrons, hos is the species
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is the vibrational energy per unit volume. In the last equation, the species vibrational energy per unit mass,







where Ru is the universal gas constant, Ms is the species molecular weight and θvs is the harmonic oscillator
characteristic temperature. The electron energy, ee, is given by
ee = CveTv . (6)
The electronic energy of atoms and molecules is neglected in the present work due to the relatively small
temperatures achieved in the flows considered in this paper.
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where p is the pressure, τij are the viscous stress components, qti, qri and qvi are the translational, rotational
and vibrational heat fluxes in the i-th direction. Moreover, hs is the species enthalpy and uds is the species
diffusion velocity in the x-direction. The flux vectors in the other directions are similar.
The pressure is calculated assuming that each species can be modeled using a perfect gas relation and











The species enthalpies are given by
hs =

(Cvts + Cvrs +Rs)T + hos + evs for molecules,
(Cvts +Rs)T + hos for atoms,
(Cvte +Re)Tv for electrons.
(9)
where Cvts and Cvrs are the translational and rotational species specific heats at constant volume.













where µ is the mixture coefficient of viscosity. The heat fluxes are modeled according to Fourier’s law as
~qt,r,v = −κt,r,v∇Tt,r,v , (11)
where κt,r,v are the mixture thermal conductivity for each energy mode. The species mass diffusion fluxes
are modeled using Fick’s law as
ρs~uds = −ρDs∇Ys , (12)
where Ds is the species diffusion coefficients and Ys is the species mass fraction.
Two different models to calculate mixture transport properties are available. One uses Wilke’s semi-
empirical mixing rule12 with species viscosities calculated using Blottner’s model13 and species thermal con-
ductivities determined using Eucken’s relation.14 The other option uses Gupta’s mixing rule15 with species
viscosities and thermal conductivities calculated using non-coulombic/coulombic collision cross section data
compiled by Wright.16 The diffusion coefficients for all species are assumed equal as a simple way to ensure
that the sum of diffusion fluxes is equal to zero.17 The diffusion coefficient is calculated assuming that the
Lewis number, Le, is constant. In this work, it is assumed that Le = 1.4.
The source term, Scv, is given by
Scv =
{
ẇ1 · · · ẇns 0 0 0 ẇv
}T
(13)
where ẇ1 · · · ẇns are the species mass production rates by chemical reactions and ẇv is the vibrational energy
source term. The species mass production rates are modeled using a standard finite-rate chemistry model
for reacting air in conjunction with Park’s two-temperature model11 to account for thermal nonequilibrium
effects on the reaction rates. The forward reaction rates used in this work are taken from Ref. 18 or 19 and
the backward reaction rates are calculated using curve fits for equilibrium constants taken from Ref. 11 or
19.
The vibrational energy source term is given by
ẇv = −pe∇ · ~u+
∑
ẇsevs + St−v + Sh−e , (14)
where pe∇·~u is an approximation to the work done on electrons by the electric field induced by the electron
pressure gradient1,10 and ẇsevs is the non-preferential addition or removal of vibrational energy of molecules
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by recombination or dissociation respectively. The energy exchange rate between the translation-rotational
and the vibrational energy modes, St−v, is modeled using the Landau-Teller model14 and Millikan and
White’s correlation20 with exceptions for some pairs of interactions.18 A high temperature correction for
limiting equivalent collision cross sections is also employed.21 The energy transfer rate between heavy
particles and electrons, Sh−e, is given by









where σer are the collision cross sections between electrons and heavy particles.1,9
The finite-volume method applied to unstructured grids is used to solve the set of differential equations.22
The present code is capable of simulating 2D/Axisymmetric flows using any mixture of quadrilaterals and
triangles, and 3D flows using any mixture of hexahedra, tetrahedra, prisms and pyramids. For axisymmetric
simulations, the source terms that arise from the finite-volume integration of the system of equations are
taken from Ref. 23. The inviscid fluxes across cell faces are discretized using a modified form of the Steger-
Warming Flux Vector Splitting (FVS) scheme24 which is less dissipative and yields better results in boundary
layers. The method switches to the original Steger-Warming FVS scheme25,26 at shock waves by using a
pressure switch.27 The viscous terms are calculated using the values of properties at the cell centers and
at the nodes.28 The property values at the nodes are calculated using a simple average of the values of the
cells that share that node. Use of this method increases the stencil employed in the derivative calculations
in order to avoid loss of accuracy when using unstructured meshes.28 Time integration is performed using a
point implicit or a line implicit method.29–31
III. Higher order extension of inviscid fluxes
Higher-order of accuracy extensions of finite volume codes using Flux Vector Splitting (FVS) or Riemann
solvers to discretize the inviscid fluxes is straightforward in structured grids because of the implicit connec-
tivity information. The MUSCL variable extrapolation22 originally developed for 1-D calculations is readily
extrapolated for 2 dimensions when using a structured grid. For the faces aligned to the vertical direction in
the structured grid shown in Fig. 1, the values to the left (uL) and to the right (uR) are obtained according
to
Figure 1. 2nd order stencil for a structured grid.{
uL = u(i,j) + 12Ψ(rL)(u(i,j) − u(i−1,j))










and ψ(r) is a limiter function.22 Even though all the meshes used in this work are “structured like” grids,
the code handles them internally as unstructured grids. Hence, the implicit connectivity information - the
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information of each cell neighbors - characteristic of structured codes is not available making the above
extension to higher order of accuracy more complicated.
Many approaches are available in the literature to achieve high order of accuracy using unstructured
grids. The most well known and widely used is the one developed by Barth and Jespersen.32 Many authors
modified the ideas of Barth and Jespersen to create their own extension to high order of accuracy.33,34 Those
approaches are highly effective at transonic and low supersonic flows but they seem to fail at hypersonic flows
due to the presence of stronger shocks. In fact, it is a common strategy in hypersonic flow simulations to
use some sort of pressure sensor to totally turn off the higher order extension across strong shock waves.35,36
Though effective, the use of a pressure sensor should not be necessary because the main function of a limiter
used in MUSCL extrapolation is to turn off the higher order terms close to shock waves.
A different approach to higher order extension using unstructured grids was developed by Batina37 in
which a structured stencil is assembled locally so Eq. 16 can be used. One example of such a stencil is shown
in Fig. 2(a). In that figure, the points i− 1 and i+2 are the opposite vertices of the triangles that share the
face for which the fluxes are being computed. The values at the vertices are obtained by averaging the cell
center values of the cells that share the vertices. A similar idea is also used by Bibb et al38 in the FELISA
cell-vertex code. Though FELISA is a 3D code, the idea is exemplified for a 2D case in Fig. 2(b). The
coordinates of point i − 1 in that figure are obtained by a reflection of the vector i, i + 1 in relation to the
point i. The property values at the point i− 1 are obtained from interpolation of the values at vertices that
define the cell in which the point lays. A problem with these two approaches is that the values of variables
in some points of the localized stencil are obtained by interpolation or averaging. Close to shock waves, the
interpolated or averaged quantities can be too large hindering the limiting process.
(a) Batina’s (b) Bibb et al
Figure 2. Stencil search approach for 2nd order calculations.
The approach proposed here follows the idea of Batina37 and Bibb et al38 closely. However, the interpo-
lation step is eliminated. Instead, the stencil is constructed such that only cell centered values are used. The
search for the stencil is depicted in Fig. 3 for “structured like” and unstructured grids. This figure shows
the search for the cell i+ 2. The search for the cell i+ 2 is limited to cells that share at least one node with
cell i + 1. The cells that meet such restriction are shaded in Fig. 3. The selected cell will be the one such
that the dot product between the face normal and the normalized vector joining the face centroid to the cell
centroid is the maximum positive value. Figure 3 shows some of the face centroid-cell centroid vectors and
the selected cells. For the search of the cell i− 1, the dot product must be the maximum negative value.
It should be noted that the distance between the cells i + 1 and i + 2 centroids is different from the
distance between i and i+ 1. That is clearly the case in Fig. 3(b). Therefore, the undivided differences used
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where ||a|| = ||~ri+1 − ~ri|| and ||b|| = ||~ri+2 − ~ri+1||. It is important to note that the search for the stencil is
performed only once at the start of the code run. This is in contrast to ENO39,40/WENO41 schemes that
search for stencils at every iteration. The cost for the stencil search is negligible in relation to the total run.
(a) Quadrilaterals (b) Triangles
Figure 3. Second-order stencil search.
IV. Implicit Line Solver
The system of equations used to numerically simulate hypersonic, chemically reacting viscous flows is
very stiff.22 One of the options to overcome the time-step limitations in such a case is using implicit time
integration. The developed code can use a point-implicit or a line-implicit method to solve the set of equations
implicitly. The line implicit method has better convergence performance but it comes at the expenses of a
more complicated algorithm.




Bj∆Qnb = Rni , (19)
where A and B contain the inviscid and viscous jacobians, R is the residual of the system of equations and
∆Q is the correction used in the time march. The summation in the last expression is over all j-th faces that
form the i-th cell. Moreover, nb stands for the neighbor of the i-th cell that shares the j-th face. Details of
the formulation can be obtained in Ref. 8 or 23. When using unstructured grids, Eq. 19 is a sparse matrix
without any structure. Considering the mesh shown in Fig. 4(a), the corresponding matrix form of Eq.
19 is shown in Fig. 5. There are many algorithms available for efficient solution of sparse linear systems.
Such algorithms rely heavily on general mathematical properties of matrices to solve the system. These
algorithms, however, do not take into account some flow characteristics that can simplify the system. For
instance, flow gradients will be stronger in the direction normal to the body according to boundary layer
theory. It was shown29 that solving the system of equations exactly in the normal direction for structured
grids and relaxing the system in the other directions was a good option to parallelize an implicit code.
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The idea of solving the linear system originated by an implicit method using special directions in un-
structured grids is not new.31,36 The first step in such a method is to define the special directions that will
be used. In this work, such directions are called lines that are grown from the body surface by a simple
algorithm that chooses the next cell such that the line stays nearly normal to the body. Cells that are
“leftover” are grouped together and handled by a point implicit algorithm. The lines formed from the mesh
in Fig. 4(a) are indicated in Fig. 4(b). That figure also shows a renumbering of the cells that will be shown
to facilitate the solution of the linear system. The renumbering of the cells is never carried out in the code.
Instead, an array keeps track of the relation between the two cell numbering systems.
(a) Mesh (b) Linear system
Figure 4. Distinct numbering used in the code.
Using the numbering for the cells provided in Fig. 4(b), the sparse system is greatly simplified as can be
observed in Fig. 6. The matrix is still sparse, but one can see a tridiagonal structure embedded in the matrix.
In order to take advantage of the tridiagonal structure, an iterative process is assembled. All the terms off
the tridiagonal part of the matrix are moved to the right hand side of the equation. By doing that, the
iterative process is now of the form depicted in Fig. 7. The last three lines of the system represent the three
cells “leftover” from the line finding procedure. Those cells corrections are calculated using a simple point
implicit method which is naturally integrated in the tridiagonal solver. Due to its diagonal characteristic,
Figure 5. Typical sparse linear system for unstructured grids.
the system is very simple to solve. Assuming that ∆Q(n+1,0) = 0, ∆Q(n+1,1) is obtained by solving a simple
tridiagonal system of equations. The next step requires a multiplication of the sparse matrix on the right
hand side by the newly calculated ∆Q(n+1,1). That multiplication is straightforward when using the face
based data structure of the mesh and the mesh numbering. The result of that multiplication is mapped to
the linear system numbering and a new right hand side is fed to the tridiagonal solver. Following Ref. 29,
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Figure 6. Full linear system.
four iterations are taken in the iterative process. The code starts running with a very small CFL number
which is increased to a maximum value of 10 when using a second order scheme or 1000 when using a first
order scheme.
Figure 7. Iterative solution of linear system.
V. Parallel Processing
The code developed in this work takes full advantage of today’s parallel machines by dividing the com-
putational work among many processors. This task is accomplished using METIS42 to partition the mesh
between the processors and MPI to communicate necessary information from one processor to another.
METIS uses graph theory to partition unstructured grids minimizing the amount of inter-processor
communication. Each node in the graph corresponds to a cell in the mesh. Each edge in the graph connecting
two nodes corresponds to the face shared by the cells represented by the two nodes. A partition generated
this way usually is not optimal for a line implicit solver because most of the lines are significantly shortened.
In order to avoid such a problem, the graph is modified so that each node in fact corresponds to a line and
each edge corresponds to all the faces connecting one line to another. The weights of the nodes in the graph
are set to the number of cells that form the line and the weight of each edge is equal to the number of faces
connecting each line so that the load balancing of the partitions is not reduced.
The implemented algorithm is highly effective as can be observed in Fig. 8 which shows the partitions
for a hybrid unstructured grid and for a “structured like” grid. It is clear in these figures that lines growing
normal to the body can reach their maximum length before reaching an inter-processor boundary.
VI. Results
To demonstrate the physical modeling capabilities of the code, three sets of data are used for comparisons.
The first set consists of heat transfer values over an experimental model of a Mars entry spacecraft43–45
measured in the HYPULSE Expansion Tube. The second set comprises in-flight measurements of electron
number densities over a reentry spacecraft.1 The third set consists of experimental measurements of heat
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(a) Unstructured (b) Structured
Figure 8. Mesh partitioning.
transfer, pressure and electron number densities over a blunted cone46,47 taken in the CALSPAN 96” shock
tunnel. The freestream conditions for all the mentioned data sets are tabulated in Table 1. The table also
includes frozen freestream conditions calculated for the same conditions of the CALSPAN data set.48 All
conditions satisfy the limit for a continuum approximation - Kn < 0.01 and all of them are in the laminar
regime.
A. HYPULSE Mars experimental model
This excellent set of data45 was successfully used in code comparisons44 previously. The data set has heat
transfer values for the forebody and afterbody flow over a Mars entry vehicle experimental model. Afterbody
flow results are very sensitive on the mesh used.44 Because this work does not include mesh adaptation
procedures, only the forebody flow is simulated. Details about the model geometry can be found in Ref. 43.
The mesh used in this simulation has 200 points in the normal direction and 102 points along the geometry.
This test case is simulated using a 5 species air model with 17 reactions.11 Figure 9(a) shows the axial
velocity contours over the geometry forebody which highlight the bow shock wave in front of the body. In
addition, it can be observed that the shock standoff distance is very small - in this case around 2 mm - a
characteristic of hypersonic flows. The low velocity region extends until the flow starts to expand at the
geometry shoulder. An earlier attempt in simulating this test case8 using a 1st order scheme did not yield
good results. The results of that simulation are shown in Fig. 9(b) which also includes experimental values
and the solution generated by the present code. The improvement in the results is remarkable. The heat
transfer values calculated using the 2nd order scheme proposed in this work falls within the experimental
uncertainties for most of the distribution.
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Table 1. Freestream Conditions.
HYPULSE RAM-C II CALSPAN
Equilibirum Frozen
YN2 7.670× 10−1 7.670× 10−1 7.670× 10−1 7.348× 10−1
YO2 2.330× 10−1 2.330× 10−1 2.330× 10−1 1.867× 10−1
YNO 0.0 0.0 0.0 6.482× 10−2
YN 0.0 0.0 0.0 9.918× 10−5
YO 0.0 0.0 0.0 1.360× 10−2
YNO+ 0.0 0.0 0.0 7.313× 10−9
Ye− 0.0 0.0 0.0 1.337× 10−13
T∞(K) 1113.0 254.0 510.1 510.1
ρ∞(kg/m3) 5.710× 10−4 2.70236× 10−4 2.911× 10−3 2.911× 10−3
u∞(m/s) 5162.0 7650.0 4229 4229
Tw(K) 300.0 1200.0 300.0 300.0
M∞ 7.9 23.9 9.32 9.27
Red 3.39× 104 1.95× 104 1.38× 105 1.38× 105
Kn 2.8× 10−4 1.2× 10−3 2.9× 10−4 2.9× 10−4
(a) Axial velocity contours (b) Heat transfer comparisons
Figure 9. Numerical results for HYPULSE Mars experimental model.
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B. RAM-C II flight data
The RAM-C II flight data is another good source of measurements for code comparisons. This set of data
has been used extensively for code assessment.1,49,50 In this work, the data obtained at 61 km altitude
is used in the comparisons. Geometry details can be obtained in Ref. 1. The mesh used in this work has
120 points in the normal direction and 60 points along the vehicle surface. Two different air models are
used in this study.11,19 Figure 10 shows a brief overview of the results obtained in the numerical simulation
of this set. In particular, Fig. 10(a) highlights the influence of the high temperature correction (HTC) of
Millikan and White’s vibrational relaxation time. One can observe that without the use of the correction, the
energy transfer between the translational-rotational and the vibrational mode is so fast that the vibrational
temperature reaches temperatures almost as high as the translational temperature. The high vibrational
temperature leads to stronger dissociation in relation to the case using the high temperature correction which
causes a smaller shock standoff distance, also observed in Fig. 10(a).
Maximum electron number densities in the normal direction are compared to flight data and other
numerical simulations in Fig. 10(b). The electron number density is very high in the stagnation region and
falls rapidly as the flow temperature reduces due to the expansion around the spheric nose cap. The present
numerical results are in good agreement with the numerical results of Grasso and Capano49 which used a 2
temperature model as well. That work used forward reaction rates from Ref. 11 and equilibrium constants
from Ref. 19. The present results using the two different chemistry models bound the distribution from
Grasso and Capano. The numerical results of Candler1 and Josyula and Bailey50 use a 6 temperature model
- one temperature for each molecule vibrational energy and another temperature for the electron energy. Not
surprisingly, their calculations yield different results from the present simulation. Moreover, their work use
the ambipolar assumption to model the diffusion coefficients of the ionized gas. Considering the uncertainty
in the data given by the electrostatic probe measurements, all the numerical calculations seem to be within
the flight data error. The results by Josyula and Bailey are in excellent agreement with the experimental
data.
(a) Temperatures along stagnation line (b) Electron number density comparisons
Figure 10. Numerical results for RAM-C II flight conditions at 61 km altitude.
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C. CALSPAN blunted-cone experiments
Geometry information for the blunted-cone simulated is available in Ref. 46. Two different meshes are used
in this study. Both meshes have 300 points in the normal direction and 90 points along the body. The heat
transfer in the stagnation region is very sensitive to the grid. Close to the symmetry axis, the points along
the body are distributed at every 3 degrees to avoid problems.51 Even though mesh “a” is fairly regular, it
still caused problems in the computed heat transfer distribution. Mesh “a” is further modified so that all
the cells at the wall have a constant height. The new mesh is called mesh “b” and can be seen in Fig. 11(b).
(a) Mesh “a” (b) Mesh “b”
Figure 11. Meshes used for the CALSPAN blunted cone calculations.
Figure 12(a) presents an overview of the flow over the blunted cone. A strong bow shock wave forms
in front of the body. The small distance between the shock wave and the wall, around 5 mm, comprises
the shock layer characteristic of hypersonic flows. The flow rapidly expands around the spheric nose until it
reaches the cone section. The strong shock wave causes a sudden increase in temperature, as depicted in Fig.
12(b). The high temperature, around 8000K, causes dissociation and ionization reducing the temperature
immediately after the shock wave, also seen in Fig. 12(b).
The numerical method used in the simulations has a significant impact on heat transfer values. Figure
13(a) shows the results for heat transfer along the body using 1st and 2nd order schemes, original and
modified Steger-Warming FVS and different meshes. The heat transfer distribution calculated using the
modified Steger-Warming FVS (MSW) with mesh “a” presents a sudden peak in the stagnation region.
Using the original Steger-Warming FVS (OSW) reduces the peak but the heat transfer distribution is no
longer flat close to the stagnation point. That is probably caused by the diffusive nature of the OSW FVS
for low subsonic flows. The unphysical peak is eliminated when using MSW and mesh “b”. The use of a first
order scheme also yields an unphysical peak close to the stagnation region which is similar to what is observed
for the HYPULSE simulation. The peak in the heat transfer obtained using mesh “a” is also eliminated by
making the switch between the OSW and the MSW FVS more sensitive to pressure variations. The fact
that both changing the mesh and the switch eliminates the peak suggests that the problem is related to the
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(a) Axial velocity (b) Temperature
Figure 12. Flowfield over the CALSPAN blunted cone experimental model.
shock capturing scheme. Mesh “b” is such that the shock becomes aligned to the grid which requires less
dissipation from the numerical algorithm. Increasing the switch sensitivity increases the dissipation in the
numerical method such that the shock wave is successfully captured in mesh “a”. The numerical methods
do not have much impact on the pressure distribution along the body, as can be observed in Fig. 13(b).
The modeling choices also have a significant impact on the heat transfer distribution. Figure 14(a) shows
that using Gupta’s mixing rule yields larger values for heat transfer than using Wilke’s mixing rule with
Blottner’s model because the latter underpredicts the transport properties.52 It can be observed also that
modeling the freestream as frozen flow yields higher heat transfer results because the dissociation products
originated in the high pressures and temperatures of the shock tunnel carry additional energy stored in
chemical form. Due to the relatively lower temperatures, the use of a 11 species chemistry model does
not influence the results significantly. Finally, assuming a supercatalytic wall,53 which assumes chemical
equilibrium at the wall temperature, increases the heat transfer dramatically. It should be noted that a
supercatalytic wall is an upper bound for the wall catalysis process. In reality, the catalysis process is
limited by the amount of species diffusing to the wall.54 The experimental results for the heat transfer
distribution are much larger than this upper limit which may indicate problems in the measurements. In
fact, Ref. 47 acknowledges that attempts to simulate the same conditions did not generate satisfactory
results. In contrast, the measured pressure distribution is in good agreement with the calculations, as seen
in Fig. 14(b). This figure also indicates that the choices in physical modeling do not have any significant
impact on the pressure distribution along the body.
The experiment by Chadwick provided electron number density profiles normal to the body at two
different positions. The first position, ES-1, is at 0.198 m measured axially from the nose while the second
position, ES-2, is at 0.47 m from the nose. The calculated and measured electron number density profiles for
the ES-1 position are presented in Fig. 15(a). One can observe that all the calculated profiles under predict
the measured values. The profiles calculated assuming that the freestream is in equilibrium conditions
predict the smallest number densities. The profile calculated assuming a frozen freestream shows the shock
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(a) Heat transfer (b) Pressure
Figure 13. Dependence of surface properties on meshes and numerical methods.
(a) Heat transfer (b) Pressure
Figure 14. Dependence of results on freestream conditions and transport properties calculation method.
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wave position by a sudden increase in number density 6 cm away from the wall. The expansion originated
at the spherical nose is visible as a decrease in electron number density occurring from 3 to 5.5 cm above
the wall. The assumption of frozen flow changes the outer boundary of the profile but it does not change
the maximum value significantly, in accordance to other researchers observations.48 The use of a 11 species
chemistry model increased the electron peak density but the calculated values still do not agree well with
the experimental data.
Figure 15(b) shows similar comparisons for the ES-2 position. For this case, the agreement between
calculated and experimental values is further reduced. One can observe that the calculated electron densities
are smaller than the values at the ES-1 position. On the other hand, the experimental electron density values
are approximately the same as in the ES-1 position. The expected physical behavior of the electron density
is that it should be smaller downstream because the body wall is cold and the flow is expanding along the
conical section. Again, the poor comparison may indicate problems with the measurements.
(a) ES-1 (0.198m from nose) (b) ES-2 (0.47m from nose)
Figure 15. Electron number density along normal to the body.
VII. Concluding Remarks
A code for the simulation of flows around reentry configurations is developed. The code models the
flow using the Navier-Stokes equations modified to account for thermochemical nonequilibrium and weak
ionization effects. The equations are solved using a finite-volume method on unstructured grids with inviscid
fluxes discretized using Flux Vector Splitting. The time march is performed implicitly using a point or line
implicit method. The code is also parallelized using MPI to take advantage of parallel processing.
A generalization of variable reconstruction developed for structured grids is proposed for unstructured
grids. The generalization has the advantage of being readily applied to any type of elements in 2D or 3D.
An important characteristic of the procedure proposed is that no interpolated values are used making the
procedure very robust for hypersonic flows. Moreover, the stencil used in the reconstruction is fixed so that
its cost is negligible in relation to the total cost of the calculation. The line implicit implementation used in
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the code is also demonstrated. The use of two different numbering systems can simplify the originally sparse
system of equations to a tridiagonal system.
The code is successfully used to simulate the heat transfer over a Mars experimental model tested in
the HYPULSE Expansion Tube. The necessity of a higher order discretization is demonstrated to obtain
accurate values of heat transfer close to the symmetry axis. Numerical simulation of the RAM-C II flight
experiment has also shown that the present code predictions for electron number densities agree very well
with the measured data and with other researchers calculations that used the same physical models. Finally,
an attempt to simulate a blunted cone experimental model in the CALSPAN 96” shock tunnel suggests
that the experimental values used in the comparisons may have some problems. The measured values of
heat transfer are much above calculated physical limits and the measured electron number densities do not
decrease as the flow expands and cools.
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