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P R I M J E R S I N H R O N I Z A C I J E P A R A L E L ­
N I H P R O C E S A U P O T R E B O M S E M A F O R A I 
O P E R A C I J A NA S E M A F O R I M A 
Međjusobni odnosi međju procesima u kompjuterskom sistemu mora­
ju se regulirati na nivou operativnog sistema. Pomoću operacija 
poznatih pod nazivom WAIT i SIGNAL na varijablama koje zovemo 
"semafori" moguće je provesti jednostavno i uspješno sinhroni-
ziranje dvaju ili više procesa, što je prikazano na primjeru sin 
hronizacije procesa tipa "proizvodjač-potrošač". Važno je napo­
menuti da postoji mogućnost formalnog dokaza točnosti rješenja, 
što je u ovom primjeru takodjer učinjeno. 
Ovakvim rješenjem sinhronizacije procesa pomoću semafora i ope­
racija na semaforima uspješno se rješava problem zaposlenog če­
kanja (busy wait) što nije moguće dobiti drugim metodama. 
1. POJAM PROCESA 
Razmatranje vezano uz kompjuterski sistem, gledano sa stanovi­
šta korisnika kompjuterskog sistema, dakle izvana, moguće je 
provesti promatrajući izvodjenje logičkih jedinica cjelokupnog 
rada, nazvanih " j ob " (posao). Svaki se pak job može sastojat i 
od jednog i l i više programa, a svaki program od niza instruk­
c i ja i l i naredbi. 2elfmo l i , medjutim, kompjuterski sistem pro­
matrati kako radi interno, dakle kako se odvi ja ju i koji su sve 
postupci potrebni da bi se dobilo ono što se prema korisniku ma 
n i fes t i ra kao " izvodjenje joba" , a posebno ako se radi o d i z a j ­
ni z i ranju samog operativnog sistema, potrebno je uvesti neke 
pojmove i tehnike prikaza tog internog rada. 
Moderni kompjuterski sistemi ukl jučuju u svom radu niz para le l ­
nih odvi janja raznih postupaka. Paralelnost je moguća zbog ve­
l ike brzine rada, a posebno zbog velike brzine centralne j e d i ­
nice. S druge strane paralelnost je i v r lo potrebna u sistemu 
zbog uspješnog korištenja njegovih osnovnih resursa. Jedan ko­
r isn ik n i je očigledno u stanju zaposl i t i sistem ni uspješno ni 
jednol iko. Dozvolimo l i da više korisnika kor is t i sistem istov­
remeno, tada moramo omogućiti i paralelno izvodjenje pojedinih 
postupaka. Na hardwarskom nivou paralelnost j e ustvari uvijek 
pr isutna. Na nivou operativnog sistema, a to je naš nivo proma­
t ranja, takodjer se već i kod jedne centralne jedinice j av l j a 
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niz paralelnih postupaka. Naime, kanalske jedinice kod izvodje-
nja U/l operacija rade stvarno paralelno s centralnom jedinicom. 
Zbog toga kanale takodjer smatramo procesorima. Procesorom naime 
smatramo kod t re t i ran ja problemasa stanovišta operativnog s is te­
ma svaki hardwarski dio koji je u stanju in terpret i ra t i i izvodj_ 
t i instrukci je. Izvodjenje jednog u lažno/izlaznog postupka jest 
dakle aktivnost u kompjuterskom sistemu koja se izvodi paralelno 
s nekim drugim aktivnostima. Svim ovim aktivnostima upravl ja ope 
rat ivni sistem izvodjenjem svoj ih kontrolnih programa, što opet 
rezu l t i ra u odredjenim aktivnostima u sistemu. 
Sve te aktivnosti mogu se odvi ja t i paralelno u c i je los t i i l i u 
pojedinim svojim di je lovima. Takve aktivnosti nazivamo procesi­
ma, odnosno paralelnim procesima. Neki job,koj i se sastoji od 
jednog programa, može u sistemu pobuditi više procesa (aktivno­
s t i ) da bi se dobio konačni rezul tat . Ono što je dakle c je l ina, 
gledano izvana, sasvim drugačije izgleda kad se promatra sa sta­
novišta operativnog sistema, odnosno internog rada kompjutera. 
Zbog toga je b i l o i potrebno uvesti pojam procesa. Proces je d i ­
namičkog karaktera, on je aktivnost koja se sastoj i iz niza ak­
c i j a , za razl iku od programa ( i l i joba) koji je statičkog karak­
tera i sastoji se od niza instrukci ja. 
Treba napomenuti da iako se paralelnost j av l j a u radu kompjutejr 
skog sistema, svi korisnički programi rade se potpuno sekvenci-
ja lno . Razloga je vjerojatno v iše. Paralelnost u programu b i lo 
bi teže programirati jer bi trebalo uzimati u obzir potrebe us­
ki adj i van ja pojedinih di je lova programa i potrebe izmjene infor_ 
maci ja medju dijelovima koji bi se mogli odvi ja t i paralelno. To 
bi znatno kompliciralo izvedbu programa i otežalo upotrebu kom­
pjutera. Nadalje, programeri za sada nisu trenirani da takve pro 
grame rade. Glavni je razlog vjerojatno ipak taj što j e naš na­
čin mišl jenja i rada u principu se r i j sk i , a ne paralelan. 
Uvodjenje pojma procesa i paralelnosti pokazalo se u operativnim 
sistemima pogodnim i korisnim jer je time olakšano razumijevanje, 
opisivanje rada, d iza jn i ranje i izrada operativnih sistema te,što 
je možda još važni je,teoretsko t ret i ran je problema i razvoj teo­
retskih postavki i r ješenja. 
Postoji nekoliko raznih def in ic i ja procesa. Tako na primjer u 
OS/360 proces se naziva "task" i def in i ra ovako: "Task je osno­
vna jedinica izvodjenja za kontrolni program. U sistemu MULTICS 
(poznati operativni sistem razvi jen za sisteme firme General 
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Electr ic - Honeywel) v r i j ed i de f i n i c i j a : "Proces je program u 
izvodjenju, a izvodjenje se provodi na procesoru". U operat iv­
nom sistemu T.H.E. (koj i je razvio Di jkstra E.W. za firmu Phi­
l ips) de f in ic i ja j e s l i jedeća: "Pravi la ponašanja zovu se pro­
gram. Program se izvodi na procesoru. Ono što se dogadja pri 1_|_ 
kom izvodjenja, naziva se proces". Forma 1 izirana de f in i c i j a 
procesa g las i : "Pretpostavimo da postoji skup cjelobrojnih re­
gistara , X , . . . X n . . . } Stanjem se onda smatra dodje l j iva 
nje odredjene vr i jednost i nekom registru { X . } . Procesom se srna 
tra skup pravi la koja def in i ra ju preslikavanje S-*S', t j . pres­
likavanje od početnog stanja, preko s l i jedećih stanja, do kona 
čnog stanja. Sva stanja od početnog do konačnog čine h i s t o r i j ­
ski skup stanja. Taj h is to r i j sk i skup stanja u potpunosti op i ­
suje sam proces". Na primjer neki proces može b i t i zadan histo 
r i jskim skupom P = { ( 1 , 2 ) , ( 2 , 3 ) , ( 4 , 4 ) , ( 8 , 5 ) U ' . i + I ) T , 
a l i proces P može takodjer b i t i zadan početnim stanjem { ( 1 , 2 ) } 
i pravilima pr i je laza iz svakog stanja u svako sl i jedeće sta­
nje { ( x , y ) } ->{ (2x ,y+ l ) } . Ovakva de f in ic i ja omogućava teoret­
ska razmatranja nevezana za b i lo koji konkretni operativni s i ­
stem, odnosno kompjuterski sistem. 
2. ODNOSI MEDJU PROCESIMA 
Ako u nekom sistemu imamo n aktivnih procesa i p procesora,ta­
da dolazi u sistemu do raz l i č i t i h s i tuaci ja. Ako b i lo koji pro 
ces može b i t i izveden na b i lo kojem procesoru i ako je pritom 
zadovoljena re lac i ja : 
p > n, 
procesi će se odvi ja t i paralelno. Ako, naprot iv, broj proceso­
ra bude manji od broja akt ivnih procesa, t j . v r i jed i re lac i ja 
p < n, 
doći će do kvazi paralelnog i paralelnog odvi janja procesa.Pro­
ces i će u kratkim vremenskim razmacima ko r i s t i t i procesor i 
svaki će napredovati pa će za promatrača s višeg nivoa (kor is­
nika sistema) izgledati kao da se procesi odv i ja ju istovreme­
no. To zovemo kvaziparalelnim odvijanjem. Pitanja koja se od­
mah nameću jesu: 
- Kojem procesu val ja dod i je l i t i procesor u slijedećem koraku? 
- Koliko dugo može neki proces držat i procesor za sebe? 
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Idgovori na ova pitanja nisu sasvim jednostavni. 0 njima uve l i -
:o ovis i ponašanje cjelokupnog kompjuterskog sistema. Medju pro 
;esima, dakle, kao da postoj i odredjena konkurentnost, natjeca-
ije da dobiju procesor i mogu nastavit i s izvodjenjem. Takav od 
IOS medju proces ima,gdje se procesi smatraju neovisni jedan o 
Irugom i promatra se samo njihova medjusobna natjecanja za resur_ 
;e, naziva se konkurentnost procesa. S druge strane procesi mo-
aju v r lo često b i t i u drugačijem odnosu, u odredjenoj ovisnos­
i l i rektno jedan odredjeni proces prema drugom odredjenom pro-
:esu. Pod odredjenim procesom smatra se unaprijed zadani poznati 
iroces. Može se takodjer dogoditi da procesi postanu ovisni je -
lan o drugom zbog nastale trenutne s i tuaci je u sistemu,što znači 
la njihova ovisnost n i je unaprijed bi 1 a odredjena. U svakom s lu-
aju medjusobno ovisni procesi moraju na neki način uskladit i svo 
e izvodjenje, u protivnom ne može se ni jedan ni drugi dal je \z_ 
odi t i . Pritom može doći u nekim slučajevima i do medjusobne i z -
ljene informacija pa govorimo o komuniciranju medju procesima.Ne_ 
i autori nazivaju komuniciranjem medju procesima sve vidove njj_ 
iove medjusobne ovisnosti je r dolazi do neke vrst i izmjene infor 
taci ja preko operativnog sistema u svakom slučaju. Odnose medju 
irocesima možemo svrstat i u 3 osnovne vrste, i to: 
. Medjusobno iskl jučenje procesa (Mutual Exclusion) 
. Sinhronizaci ja procesa (Synchronization) 
. Zastoj (Deadlock). 
edjusobno iskl jučenje procesa je takav odnos medju procesima 
oj i ne dozvoljava simultano (paralelno) izvodjenje dvaju pro¬ 
esa u pojedinim njihovim di jelovima. Te di je love procesa naz i -
amo kr i t ičnim sekcijama. Takav odnos mora b i t i r i ješen u ope-
ativnom sistemu putem odredjenog postupka i l i , kako se to n a j 1 
ešće naziva, putem odredjenog mehanizma. Medjusobno isključe -
je j av l j a se kada dva i l i više procesa traže neki ned je l j i v i re 
;urs i da ga kor i ste.Svako takvo korištenje resursa,koji je n e - -
j e l j i v ,p reds tav i ja kr i t ičnu sekciju jer samo jedan proces može 
obi t i ned je l j i v i resurs na korištenje i kor is t i t i ga. Mehani -
am za medjusobno iskl jučenje to osigurava i kao rezul tat dobi-
amo seri jsko korištenje resursa, t j . resurs dobiva jedan pro> -
es i drži ga dok ne prestane s korištenjem resursa, zatim ga 
obiva drugi proces i td . Drugi vid odnosa medju procesima je 
inhronizaci ja. Općenito gledajući procesi se unutar kompjuter-
kog sistema odvi ja ju asinhrono. Medjutim, mogu postojati d i j e -
ovi procesa, pa i č i tavi procesi ,č i j i je rad potrebno medjuso-
no usk lad i t i , što znači da se d i je lov i jednog procesa ne mogu 
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izvesti p r i j e odredjenih di je lova drugog procesa i l i obratno; 
npr. proces koji predstavlja iz lazni spooler ne može početi 
štampati i z laz na štampaču tako dugo dok sam proces, č i j i i z ­
laz treba štampati, ne završi iz laz u spool datoteku. Operat_i_ 
vni sistem mora sadržavati mehanizam koji će takvu sinhroniza_ 
c i ju os t va r i t i . Upravo takav jedan mehanizam b i t će u daljnjem 
tekstu de ta l jn i je promatran i obrazložen. 
Treći odnos medju procesima, koji smo spomenuli, jes t zasto j . 
To j e ustvari pojava kada nekoliko r az l i č i t i h procesa t raži re­
surse, a l i ih ni jedan ne može dobit i zbon trenutne s i tuaci je u 
sistemu. Takav se odnos uspostavlja medju svim aktivnim procesJ_ 
ma i ima za posljedicu zaustavl janje svih procesa, dakle zastoj 
u pravom smislu r i j e č i . Takav odnos potrebno j e , naravno, sp r i ­
j e č i t i , a ako je do njega došlo, val ja ga r i j e š i t i da bi proce­
si mogli nastavit i s izvodjenjem. 
Jedan od odnosa, koji se svrstava u sinhronizaci ju a j av l j a se 
v r lo često u kompjuterskom sistemu, jest odnos nazvan proizvo-
djač-potrošač (procuder-consumer re la t ionsh ip) . Taj se odnos sa 
stoj i u slijedećem: Skup procesa nazvanih "pro izvod jač i " i skup 
procesa nazvanih "potrošači" komuniciraju medjusobno preko me -
djumemorije (buf fera) . Proizvodjači su c ik l ičk i procesi koji ne 
prestano "proizvode" neku vel ič inu (podatak) i "odlažu" tu velj_ 
činu u buf fer , dok su potrošači procesi koji c ik l ičk i ponavlja­
ju postupak "uzimanja" vel ič ine iz buffera i " t roše" (konzumira 
ju) dotičnu ve l ič inu. Tipičan primjer za ovakve procese jest ka 
da "pro izvodjač i " s tav l ja ju sadržaj za štampanje na štampaču(iz^ 
lažni slog) u iz lazni buf fer , dakle "s tav l ja ju l i n i j u " u i z laz ­
ni buf fer , a potrošači su u tom slučaju procesi koji taj sadržaj 
buffera uzimaju i vrše štampanje. Zbog jednostavnijeg i svrsisho 
dnijeg prikaza upotrebljava se posebni način prikaza procesa u 
tzv. pseudo-jeziku, odnosno u našem slučaju to će b i t i tzv. pse¬ 
udo-Algol notaci ja, dakle notacija slična Algolu. U toj notaci j i 
procesi se mogu prikazati ovako: 
PROIZVODJAC 
P: BEG1N 
- Proizvedi vel ič inu 
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POTROŠAČ 
C: BEG IN 
- Uzmi vel ič inu iz buffera 
- Potroši vel ič inu 
GOTO C 
END 
Može se v id je t i da pseudo-Algol notacija omogućava jednostavni­
j i prikaz procesa uzimajući samo di je love bitne za sinhroniza-
c i j u , dok ostale samo opisno navodi. Pretpostavimo nadalje da 
je buffer takav da može sadržavati N ve l ič ina. To je kapacitet 
buffera. Budući da se ovi procesi odvi ja ju asinhrono, ne mo 
že se predvidjet i koji će prvi započeti, n i t i kada će drugi us­
l i j e d i t i i u kojem će d i je lu b i t i para le ln i . To n i je moguće pre 
dv id je t i zato j e r : 
- može u svakom trenutku doći do prekida koji treba ob rad i t i ; 
- procesi mogu t raž i t i za svoje korištenje resurse koji su zau­
zeti od strane drugih procesa i neizvjesno je koliko će te re 
surse čekat i; 
- procesima se dodje l ju je procesor za izvodjenje,al i je nepred-
v id ivo u općem slučaju koliko puta i koliko dugo će proces za_ 
držati procesor. 
Medjutim, komuniciranje ova dva procesa putem buffera nužno je 
usk lad i t i , s inhroniz i ra t i u pojedinim dijelovima i situacijama, 
j e r bi u protivnom moglo doći do takve komunikacije koja n i je p_o 
že l jna , odnosno dozvoljena. Moglo bi se na primjer dogoditi da 
se dvaput odštampa ist i redak i l i neki propust i , i l i pak da 
se dogodi neki drugi s l ični pogrešni zahvat. Da do toga ne dodje, 
mora u našem slučaju u b i lo kojem trenutku b i t i ispunjeno s l i j e ­
deće: 
1. Proizvodjač ne može s tav l ja t i vel ič inu u puni buffer ( jer bi 
uništ io prethodni sadržaj koji n i je proči tan). 
2. Potrošač ne smije "prazni t i iz praznog buffera" ( jer bi u 
tom slučaju uzimao dva i l i više puta istu ve l i č inu ) . 
3. Proizvodjač i potrošač ne smiju istovremeno zahvaćati u buf­
fer ( jer bi opet moglo doći do pogrešnog punjenja i l i praž­
njenja) . 
Ovdje se mora napomenuti da se pod "punim bufferom" smatra s lu ­
čaj kada je napunjeno N elemenata, a l i n i je ni jedan uzet (pot-
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rošen), a pod "praznim bufferom" kada su svi napunjeni elemen­
ti potrošeni. Naravno, budući da se radi o bufferu/ 'uzimanjem" 
sadržaj buffera se ne razara n i t i ne poništava pa se zbog toga 
može govor i t i o pražnjenju "praznog"buffera, što bi uzrokovalo 
uzimanje već uzetog sadržaja. Isto tako punjenje "punog" buf fe­
ra uzrokovalo bi uništenje neke vel ič ine jer bi se "preko nje" 
upisala nova ve l ič ina. 
Označimo l i broj vel ič ina stavi jenih u buffer s u (upis u buf­
f e r ) , a broj uzetih vel ič ina iz buffera s p (pročitano iz buf­
fe ra ) , onda u b i lo kojem trenutku promatranja mora b i t i ispu -
njena re lac i ja 
0 < u - p $ N ( 1 ) 
Ova relaci ja ustvari matematički izražava pravi lo 1. i 2. Pra­
v i l o 3- n i je pak ništa drugo nego medjusobno iskl jučenje proce 
sa u njihovim krit ičnim sekcijama koje su ovdje: postupak sta­
v l jan ja vel ič ine u buffer kod procesa proizvodjača, odnosno po 
stupak uzimanja vel ič ine iz buffera kod procesa potrošača. Kao 
što će se nadalje pokazati ovakvu sinhronizaci ju tipa proizvo-
djač-potrošač moguće je postići v r lo jednostavno i elegantno po 
moću semafora i operacija na semaforima. 
3. SEMAFORI I OPERACIJE NA SEMAFORIMA 
Komuniciranje medju procesima moguće je r i j e š i t i raznim tehni­
kama. Jedna od teoretski na jbo l j ih i općeprihvaćenih tehnika je 
tehnika pomoću tzv. semafora i operacija na semaforima. Koncep­
c i ju semafora uvodi 1 9 6 5 - godine Dijkstra E.W. i od onda se sta]_ 
no upotrebl javaju. Semafor n i je ništa drugo nego cjelobrojna ne-
negativna var i jab la č i ja se vr i jednost može mijenjat i pomoću o¬ 
peracija na semaforima. Postoje svega dvi je takve operaci je, i 
to su WAIT i SIGNAL operaci ja. Ako sam semafor nazovemo s, onda 
WAIT(s) znači sl i jedeću operaci ju: 
WAIT : BEGIN 
J F S 4 0 THEN s: = s - 1 
ELSE BEGIN 
- zaustavi proces 
- stavi proces u red čekanja 
na semaforu 
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Operacija koju smo nazvali SIGNAL(s) značit će s l i jedeći postu­
pak: 
SIGNAL: BEGIN 
IF red prazan THEN s: = s+1 
ELSE BEGIN 
- uzeti proces iz 
reda čekanja 
- ak t iv i ra t i proces 
END 
END 
Važno je napomenuti da operacije WAIT i SIGNAL moraju b i t i imple_ 
mentirane kao "ned je l j i ve operaci je", t j . operacije kod koj ih su 
prekidi maskirani, dakle te se operacije sigurno u c i je los t i sva_ 
ki puta izvode kada se jedanput počnu i zvod i t i . Takvu implemen­
taci ju moguće je os t va r i t i . 
Analiziramo l i što se dogadja pri l ikom izvodjenja WAIT i SIGNAL 
operaci je, možemo zak l juč i t i s l i jedeće: WAIT operacija zaustav­
l ja proces i stavl ja ga u red čekanja na semaforu (poseban red 
koji O.S. formira) ako je vr i jednost semafora nula. Ako v r i j ed ­
nost semafora n i je jednaka n u l i , oduzet će se od semafora 1 , a 
proces će dal je nastavit i sa svojim izvodjenjem. SIGNAL opera­
c i ja naprotiv oslobadja proces iz reda čekanja na semaforu ako 
neki proces čeka na tom semaforu. Naravno, jedno izvodjenje S I ­
GNAL operacije oslobadja samo jedan proces iz reda čekanja. Ako 
"na tom semaforu" ne čeka ni jedan proces, SIGNAL operacija će 
jednostavno povećati vr i jednost semafora za 1 . 
Semafori mogu posluži t i u razne svrhe kao što su medjusobno is ­
ključenje procesa, sinhronizaci ja procesa, zašt i ta ned je l j i v ih 
resursa od simultanog korištenja više procesa i td . 
Svakom se semaforu dodje l ju je početna vri jednost c ( s ) . Ako je 
C ( s ) = l , onda takav semafor nazivamo binarni semafor. On će pro­
pust i t i samo jedan proces. Ako označimo ukupni broj SIGNAL ope­
raci ja na semaforu sa ns (s ) , a ukupni broj WAIT operacija na sê  
maforu s sa ws(s), onda se vri jednost semafora s u nekom pro iz ­
voljnom trenutku promatranja može iz raz i t i relaci jom: 
v(s) - c(s) + n(s) - nw(s) (2) 
gdje je sa v(s) označena vr i jednost semafora s u p ro i zvo l j ­
nom trenutku promatranja. Budući da je per definitionem v (s ) ^0 , 
v r i j e d i : 
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c(s) + ns(s) - nw(s) £ 0 (3) 
odnosno 
nw(s) 3 ns(s) + c(s) (k) 
Znak jednakosti v r i j ed i kada je v(s) = 0. Ove jednostavne rela_ 
c i je su osnovne re lac i je koje vr i jede za svaki semafor, a poslu­
ž i t će nam kasnije u dokazivanju ispravnosti rješenja s inhroni-
zaci je pomoću semafora i operacija na semaforima. 
4 . RJEŠENJE PROBLEMA SINHRONiZACIJE TIPA PROIZV0DJAČ-P0TR0ŠAČ 
POMOĆU SEMAFORA I OPERACIJA NA SEMAFORIMA 
Svako rješenje problema mora, osim gore navedenih re lac i ja , za­
dovoljavati i re lac i ju ( 1 ) te mora uz to postojati medjusobno 
iskl jučenje procesa pri l ikom pristupa u buffer.Za rješenje pro­
blema upot r i jeb i t ćemo t r i semafora, i to semafor s imenom PRA­
ZAN, semafor koj i neka se zove PUN i semafor kojemu ćemo dati 
ime SLOBODAN. Ova imena nas ujedno podsjećaju na to za što nam 
semafor s l u ž i . Tako na primjer semafor PRAZAN služi za kontro­
lu punjenja buffera pa se postavlja na vr i jednost N. Dakle,vri 
jedi re lac i ja 
c(PRAZAN)= N (5) 
Ovaj se semafor postavl ja na početnu vr i jednost N zato je r j e 
moguće N puta unosit i vel ič inu u buffer j e r j e N kapacitet bu­
f fe ra . Semafor PUN postavlja se na početnu vr i jednost nula je r 
u prvom početku n i je napunjen, dakle v r i j ed i re laci ja 
c(PUN) = 0 (6) 
Semafor SLOBODAN služi za kontrolu pristupa u buf fer , što zna­
či za medjusobno iskl jučenje procesa "proizvodjača" i procesa 
"potrošača". Zbog toga semafor se postavl ja na vr i jednost 1,da­
kle v r i j e d i : 
c(SLOBODAN) = 1 (7) 
U početku može u buffer pr is tup i t i samo jedan proces, i to pro-
izvodjač, što će b i t i osigurano. Rješenje za odvi janje oba pro­
cesa bi upotrebom navedena t r i semafora g las i l o : 
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- Uzmi vel ič inu iz buffera 
SIGNAL(SLOBODAN) 
SIGNAL(PRAZAN) 
- Potroši vel ič inu 
GOTO C 
END 
Anal iz i ra juć i b i l o kakvu medjusobnu s i tuaci ju kod izvodjenja oba 
procesa može se v id je t i da će uvijek b i t i ispunjeni uvjeti koje 
smo p r i j e pos tav i l i . Počne l i na primjer prvi s izvodjenjem,pro 
ces POTROŠAČ b i t će zaustavljen na semaforu PUN jer je njegova 
vr i jednost jednaka nuli sve dok se ne izvede proces PROIZVODJAC. 
Čim PROIZVODJAC stavi jednu vel ič inu u buffer, operacija SIGNAL 
(PUN) koju se izvodi u sklopu tog procesa oslobodit će proces 
POTROŠAČ koji čeka na tom semaforu i on će moći uzeti ve l ič inu 
iz buffera. Ukoliko na primjer u vrijeme uzimanja (nismo odredi­
l i koliko ono t ra je) proces PROIZVODJAC proizvede vel ič inu i ho­
će je s tav i t i u buf fer , b i t će zaustavljen na semaforu SLOBODAN 
(medjusobno iskl jučenje) je r resurs (buffer u ovom slučaju) drži 
drugi proces. Naravno, kad proces POTROŠAČ završi s uzimanjem ve_ 
l ič ine izvodjenjem operacije SIGNAL(SLOBODAN), oslobodit će pro 
ces PROIZVODJAC iz stanja čekanja i dozvol i t i mu pristup u buffer 
Može se pr i l i čno jednostavno dokazati da u b i lo kojem momentu od­
nosno medju sobnom položaju kod izvodjenja oba procesa ispunjeni 
su traženi uvjet i za s inhronizaci ju. Primijenimo l i r e lac i j u (4 ) , 
imamo 
nw(PRAZAN) ^ ns(PRAZAN) + N (8) 
3h 
PROIZVODJAC 
P: BEG IN 
- Proizvedi vel ič inu 
WAIT(PRAZAN) 
WAIT(SL0B0DAN) 
- Odloži vel ič inu u buffer 
SIGNAL (SLOBODAN) 
SIGNAL(PUN) 
GOTO • P 
END 
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Relaciju možemo p roš i r i t i i pisat i na s l i jedeći način: 
0 « nw(PRAZAN) ^ ns(PRAZAN) + N (9) 
je r je nw broj izvedenih WAIT operaci ja, pa može b i t i oč ig le­
dno samo jednak nul i i l i veći od nule. Takodjer v r i j ed i rela­
c i ja 
0 £ nw(PUN) $ ns(PUN) ( 10 ) 
j e r možemo pr imi jen i t i is t i način zakl jučivanja. Promatrajući 
proces PROIZVODJAČ možemo postavit i re lac i ju 
ns(PUN) 4 u ^ nw(PRAZAN) ( 1 1 ) 
Naime, iako se čini da je broj SIGNAL operacija na semaforu PUN 
i WAIT operacija na semaforu PRAZAN ist i i jednak broju upisa­
nih (napunjenih) ve l ič ina, to n i je u općem slučaju tako je r se 
može dogoditi da dodje do prekida u vrijeme stavl janja (odlaga_ 
nj a) vel ič ine u buffer pa će u tom momentu v r i j e d i t i navedena 
relaci ja (11) i to može potrajat i odredjeno vri jeme. 
Iz procesa POTROŠAČ može se analogno zak l juč i t i da v r i jed i 
ns (PRAZAN) ,< p ^ nw(PUN) ( 1 2 ) 
je r proces POTROŠAČ može pri l ikom uzimanja vel ič ine iz buffe-
ra b i t i takodjer prekinut u izvodjenju. 
Iz re lac i je ( 1 1 ) s l i j ed i 
u £ nw(PRAZAN) ( 1 3 ) 
Dok iz re lac i je ( 1 3 ) i re lac i je (8) jednostavnom supstitucijom 
l i jeve strane s l i j ed i 
u ns (PRAZAN) + N ( U ) 
Kombiniramo l i sada re lac i je (12) i (14) , dobivamo re lac i ju 
u < p + N (15) 
odnosno 
u-p < N (16) 
što j e i trebalo dokazati. 
Budući da su ova zakl jučivanja važeća za b i lo koji vremenski 
trenutak promatranja, dokaz v r i jed i općenito, t j . ako su pro­
cesi i n j ihovi odnosi regul irani na način kao u našoj defi n i -
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c i j i odnosno r ješenju, uvijek će re laci ja (16) b i t i ispunjena. 
Ta re lac i ja č i n i , medjutim, samo jedan dio uvjeta koji moraju 
b i t i ispunjeni pa treba i za ostale uvjete dokazati da postoje 
i ispunjeni su u b i lo kojem trenutku promatranja. 
Na temelju re lac i je (12) možemo dal je izvesti 
p * nw(PUN) (17) 
Uvrstimo li umjesto nw(PUN) vel ič inu ns(PUN), re laci ja se pre­
tvara u 
p <: ns(PUN) (18) 
a to možemo jer na temelju re laci je (10 ) s l i j ed i da je v e l i č i ­
na ns(PUN) uvijek veća i l i jednaka ve l ič in i nw(PUN). 
Primjenom re lac i je ( 1 1 ) dobivamo 
p £ u ( 19 ) 
odnosno 
0 ^ u - p (20) 
Povežerio l i re laci ju (20) s relacijom (16) , dobivamo 
0 š u - p $ N q.e.d 
što je upravo i trebalo dokazati. 
Semafor SLOBODAN služi za medjusobno iskl jučenje procesa PRO-
IZVODJAČ" i procesa POTROŠAČ pri l ikom zahvatanja u buffer. Čim 
jedan od n j ih izvede WAIT operaciju na semaforu SLOBODAN,drug i 
je ne može više i zves t i , odnosno biva stavl jen u red čekanja na 
tom semaforu. U tom će redu proces čekati tako dugo dok proces 
koji kor ist i buffer ne izvede SIGNAL operaciju na semaforu SLO­
BODAN. Ta operacija oslobodit će proces koji čeka i on će moći 
zahvat i t i u buffer i izvesti svoje operacije s bufferom.Dakle, 
dok jedan proces ne završi kr i t ičnu sekciju, drugi proces ne 
može početi s izvodjenjem svoje kr i t ične sekci je, a to je upra­
vo medjusobno iskl jučenje koje se i trebalo u ovom slučaju pos-
1 1 C l . 
5 . ZAKLJUČAK 
Pretpostavimo l i da je moguća real izaci ja WAIT i SIGNAL opera­
c i ja na način kao što je ovdje def in i rano, može se kao što je 
dokazano r i j e š i t i problem sinhronizaci je procesa tipa proizvo-
djač-potrošač. Takodjer je u ovom prikazu bio dan primjer me-
djusobnog iskl jučenja procesa pomoću semafora. Takav odnos mo-
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guče je očigledno r i j e š i t i pomoću semafora na vr lo jednostavan 
način. Mogu se upotrebom semafora r i j e š i t i i drugi odnosi koji 
medju procesima postoje i treba ih r i j e š i t i na nivou operat iv­
nog sistema. Semafori i operacije na semaforima predstavl ja ju, 
dakle, v r lo dobru i uspješnu tehniku za rješavanje odnosa medju 
proces ima. 
Stvarna real izac i ja semafora i operacija na semafor ima, kao ope­
raci ja koje može izvesti samo operativni sistem,je moguća, i to 
kao kombinirano hardwarsko-softwarsko r ješenje. Pritom treba na 
pomenuti da u slučaju kada postoji stvarno istovremeni zahtjev 
za izvodjenje b i l o WAIT b i lo SIGNAL operacije od strane dva i l i 
više procesa, mora postojati hardwarski mehanizam koji jedan od 
procesa propušta, a druge stavl ja u red čekanja. Naravno,dalje 
se nameće pi tanje organizaci je reda čekanja na semaforu, odno­
sno oslobadjanja procesa iz reda. Moguće je uzeti jednostavni 
FIFO, organizaci ju na bazi pr io r i te ta i l i neku drugu, što je pj_ 
tanje dizajna samog operativnog sistema, odnosno hardwarea. 
Najvažni j i rezultat primjene semaforske tehnike je ustvari r je ­
šenje problema koji j e poznat pod nazivom "busy wait" (zaposle­
no čekanje), U b i t i taj problem se sastoj i u tome što proces koj i 
čeka i u stanju "čekanja" kor is t i procesor i izvodi neprestano 
isp i t ivanje stanja neke var i jab le . Proces zbog toga što ne na­
preduje u svojem izvodjenju praktički "čeka"0n čeka dogadjaj koji 
će promijenit i stanje var i jab le koju test ira i tako mu omogućiti 
da l jn je izvodjenje. Dakle, takvo čekanje predstavl ja gubitak 
procesorskog rada. Neke druge tehnike upravo takvo čekanje ko­
r is te za rješenje sinhroni zaci je i medjusobnog iskl jučenja pro­
cesa. Kod semaforske tehnike, medjutim, proces stvarno miruje 
t ne izvodi se kad j e u stanju čekanja je r se stavl ja u red 
čekanja i ne dobiva procesorsko vrijeme za izvodjenje, nego 
stvarno miruje tako dugo dok ga SIGNAL operacija na semaforu 
na kojem čeka ne oslobodi iz reda čekanja i ponovno ak t iv i ra . 
WAIT i SIGNAL operacije ugradjuju se u sam nukleus operativnog 
sistema. Danas je ova tehnika prihvaćena i priznata u dizajnu 
i korištenju operativnih sistema. WAIT i SIGNAL operacije ust­
vari su hardwarsko-softwarsko rješenje je r se ne mogu r i j e š i t i 
kompletno na nivou operativnog sistema. Pozivanje ovih operaci­
ja moguće je samo putem operativnog sistema (SVC instrukci ja, 
extracode) tako da ih kompjuterski sistem izvodi samo u kont­
rolnom stanju (control mode, supervisor mode). 
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Kvaternik R. An Example of Parallel Processes Synchronization 
Using Semaphores and Operations on Semaphores 
SUMMARY 
For efficient and easy treatment of operating systems problems 
it is necessary to introduce the concept of a process. The pro­
cess is an activity withxn the computer system as opposed to the 
program, which is only a static set of instructions. Between 
processes there are different kinds of communications. One of 
them is a synchronization of processes. Using semaphores and 
operations on semaphores it is possible to solve the "producer-
consumer" problem in an efficient manner. Such a solution, 
together with the formal proof of i t s correctness, has been 
demonstrated in this a r t i c l e . 
The final conclusion is that semaphores and operations on 
semaphores are really an efficient tool for treating 
communications problems between processes.The semaphoring 
techniques eliminate "busy wait" completely.Implementation of 
WAIT and SIGNAL operations has to be solved, however, during 
operating system design. 
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