I. INTRODUCTION

S
ATELLITE multispectral scanner imagery of the earth's surface such as that obtained from Landsat are often cormpted by cloud formations. The usual reaction of analysts is to discard these images as useless. However, in some situations, the data of interest in the scene is temporary and a clear scan of the area cannot be obtaLned at the appropriate time.
The question arises as to whether it is possible to filter out the cloud cover thus exposing the earth's surface below the clouds.
In order to investigate the potential of such a technique, a model of the cloud distortion process has been developed. The ''noise" effects of the cloud are not a strictly additive or multiplicative process but are a combination of the two. Assuming the cloud cover is light enough so that some of the energy from the earth's surface passes through the cloud (in at least one spectral channel), a transformation can be developed which makes the signal and noise additive. Then optimum linear filtering techniques can be appfied to separate the signal and noise. An appropriate inverse transformation then returns the filtered signal to the picture domain.
To apply this filtering technique an estimate of the signal or the noise statistics must be made. This is done by assuming that the cloudy regions are generally brighter than the noncloudy areas and that the clouds have relatively low spatialfrequency content compared to the ground reflectance.
Thresholds are set in both the picture and spatial-frequency domains to allow an estimate of the noise statistics from the original cloudy image.
II. CLOUD DISTORTION MODEL AND FILTERING
PROCEDURE
Assume that an image of the earth is produced when a light cloud cover exists over the region of interest as shown in Fig.   1 . If we assume that the cloud reflection of sunlight plus the cloud transmission equals one (ignoring diffusion) and that the sun illumination is approximately constant on the earth's sur- 
7-y
face, tlien the received image at the scanner is signal and noise are additive (see (2) ). The filter function is
where r{x,y) is the reflectance of the image of interest, t{x,y^ is the attenuation due to the clouds, and L is the sun iUumination. The values of r(af, j), r(x, j), and "a" (sunlight attenua tion) range between 0 and 1. A transformation is now performed by subtracting s(x,j') from L and taking the logarithm: log \L -six,y)] = log [t {x,y)] + log [L -aLr {x,y)].
If the signal is now assumed to be log [L -aLr(x,y)] and the noise is assumed to be log [t{x, y)\, then the signal and noise are additive anduncorrelated. Weiner linear filtering techniques can now be used to remove the noise [1 ], [2] . This method of converting a multiplicative process to an additive one and then applying linear filtering has been gener alized and named homomoφhic filtering [3] . In this case both multiplied terms (reflectance and transmission) are real and nonnegative so that the simple logarithm is an effective transform.
In order to follow the procedure outlined above, the sun il lumination L must be estimated from the cloudy picture. Since a, r{x, y), and t{x,y) are all between 0 and 1, the maxi mum value of s{x,y) cannot be greater than L (see (1)). If the cloud transmission at any point is zero, the value of s(x,y) at that point will be L, Therefore a reasonable value for L in a large set of consistent data is the brightest point present. To prevent computation problems deriving from the logarithm of zero, the value of L is set to one integer larger than the bright est point present. The original data is then processed by sub tracting the intensity of each point from this estimate of L. The logarithm of the inverted data is then taken. Now the (3) where (μ, i^) is the cross power spectrum between the signal and the signal plus noise and Spp (μ,ΐ') is the power spectrum of the signal plus noise. The two spatial frequency components are μ and This is a noncausal filter which uses all the cloudy picture points to estimate each individual signal point [1] . In order to apply this filtering, an estimate must be made of Sj^p (m, ϊ'). This will be discussed in Section IV.
III. EXAMPLE OF HOMOMORPHIC FILTERING
An example of the ability of this filtering technique is now given to show its potential. A noisy picture is simulated using an original image r(x,y} and a noise pattem t(x,y) so that the output image s(x,y) is formed by (1). Two-dimensional linear filtering is performed on log [L -s(x,y)] using known statistics of r(x, y) and t(x, y). The signal estimate is then obtained by exponentiating the filter output the inverting the grey levels. The complete process is shown in Fig. 2 .
Results of several simulations using 64 X 64 pictures are shown. For comparison purposes, the mean and standard de viation of the noisy and filtered pictures are normalized so that μ = 128 and σ = 48 on a display scale of 256. Fig. 3(a) is a noisy signal with L = I5,r(x,y) = 2l3 in the background and 4/5 in the foreground, and t(x,y) is white noise, uniformly distributed between 0.02 and 1.0. The filtered resuU is shown in Fig. 3(b) . Fig. 4 shows another noisy picture and the filtered results with the signal level decreased to 23/30 in the background and 4/5 in the foreground. In Fig. 5 (a) the same noise as used in Fig. 3(a) was low-pass-filtered before it was used. The signal edges (high frequencies) are retained in the filtered output because the noise has no components at these frequencies. These simulation results give an idea of the maximum possi ble improvement because the model being used is exact and the noise statistics are known.
I V . E S T I M A T I O N O F N O I S E STATISTICS I N C L O U D Y
PICTURES
It is possible to assume that the spatial and spectral properties of clouds can be modeled by a universal cloud model and use the statistics based on this model in the filter. However, a more accurate method is to estimate the cloud frequency content directly from the cloudy picture. This allows for wide variation in the types of clouds which can be removed. The basic as sumptions made are that the clouds contain only low spatial frequencies and are located in the picture domain only where the intensity is above the normal received ground reflection.
Based on histogram data of cloudy and clear imagery, a threshold level for each spectral chaimel was selected which represented typical ground-level reflections. Only points above this threshold level were considered as potential cloud points. These threshold settings were consistent across spectral chan nels so that approximately the same percentage of points in each channel were above threshold in a cloudy image.
The first approximation for cloud transmission in a particular image is
where L is the sun-illumination estimate described earlier and G is the typical ground-reflection [aLr{x,y}] estimate. The transmission estimate is bounded by ( l / Z -G ) and 1. Values falling outside this range are set to the respective Umits above. A transmission value of one is the theoretical maximum and although zero is the theoretical minimum, computational problem.s occur with the logarithjn operation if this is allowed. The two-dimensional fast Fourier transform [ 4 ] , [5] of the logarithm of t (x,y) is then used to estimate the spatialfrequency content of the clouds. The square of the magnitude of the transformed points represents the power spectral den sity of the noise components. However the high-frequency par).s of this power spectrum are removed using an ideal cir cularly symmetric low-pass filter of radius 9 cycles per picture width. This filter is used because our low-frequency assumption about clouds implies that high-frequency components, even though associated with high-intensity picture points, are more likely due to ground reflectance (concrete roads, etc.) than due to the noise (clouds). The resulting fdtered version of the power spectrum is used as the actual noise power spectral es timate 5^^^ (μ, i;).
There are other possible methods of estimating the noise statistics which currently seem less promising. One method is to quantify the presence of clouds in the multispectral image using the LARS classifier [ 6 ] . This classifier processes multi spectral data one point at a time, classifying unknown data using training statistics developed from preclassified data. Training classes can be chosen to include different percentages of cloud cover.
Another method would measure statistics of clouds over water or some other essentially constant ground reflectance. In this case (2) reduces to
\og[L-s(x,y)]=log [t(x,y)]'^K
where is a constant, and the power spectmm obtained is that of the noise except for the dc (0,0) frequency point.
This power spectrum should be circularly symmetric since clouds have no preferred orientation. It should consist mainly of low-spatial-frequency components since clouds are relatively large and smooth functions compared to ground reflectance. Some^care must be taken to normalize the power spectrum so that M ( μ , i^) remains positive.
V . TWO-DlMENSIONAL WiENER FILTERING
Once the noise statistics are estimated, the Wiener filter of (3) can be implemented (see Fig. 2 ) . The noise and signal are additive and can be assumed to be independent. However both the signal and noise have nonzero means and these must be accounted for in the filter. If we assume the signal Λ/and noise Ν are uncorrelated two-dimensional stationary random processes, the cross correlation between the signal Μ and the signal plus noise Ρ is ( 6 ) where r¡M and r?^ are the means o f the signal and noise, respectively. The corresponding cross power spectrum is found from the two-dimensional Fourier transform:
where δ (μ, Ρ) is the twO-diiriensional Dirac delta function [ 4 ] . Similarly the spectral density is Spp (μ, ν) = Sumiß,") + S^NÍH, ") + ^VMVPÍ o (μ, i'). ( 8 ) Combining ( It should be mentioned that the method of deriving the noise statistics discussed in Section IV slightly underestimates the noise power (due to the waφing by ( 4 ) ) . However, at some frequency points the noise estimate may be so high that (8) is negative, in which case, the filter function at that point is set to zero.
The filtered image
Using the model resulting in (2), the term is always posi tive and T ?^ is always negative. Therefore there is a boost at is then retransformed as shown in Fig. 2 to obtain the ground reflectance estimate aLr(x, y). Results using this technique are shown in Fig. 6 . The upper left picture is a 256 X 256 cloudy Landsat image (channel 1) of the Chicago area. The upper right picture is the filtered output using the processing described above. The lower two pictures show results using an ideal high-pass filter on the original cloudy data and using an ideal high-pass filter on log[¿ -s(x,y)]y respectively. The last two are included for comparison with the more accurate filtering based on the model.
V I . T H R E E -D I M E N S I O N A L F I L T E R I N G
The real potential in the cloud filtering process is in incorporating a third dimension, the spectral channels, forming a 3D reflectance r(x,y, z) and cloud transmission f ( x , j ' , z ) . The linear filter thus employed is 3Ό,Η(μ, Ρ, ρ ) , using three fre quencies (two spatial and one spectral). Although there are only four points in the spectral dimension for Landsat data, the method has good promise, because most clouds follow the same response in the spectral dimension: cloud transmission increases with wavelength in a predictable fashion. This implies that the cloud transmission t(Xyy) in each spectral chaimel 
should be zero for every point where b o t h 0 and (μ,i^)7^ (0, 0 ) . This coupled with the low-frequency assumption o f cloud content impUes that the Wiener filter operates only on points where ρ = 0 and + < (low-pass filter radius)^ and on the three points μ, ί', ρ = 001,002,003, respectively. Thus the effect o f the transformation is to compress all cloud effects into a very small region where they can then be filtered out.
The actual filter estimate is made by performing a 3D FFT on the noise estimate, log [ΐ (χ, y, ζ)], and setting the appro priate regions in the frequency domain to zero. The filtering is then performed using 3D versions of (9) and (10).
These results can be seen in Figs. 7-9. Fig. 7 is all four spec tral channels of the original cloudy image. Fig. 8 shows the re sults of the 3D filtering. Fig. 9 is an expanded version of the channel 1 original and filtered result. The resuhs are encouraging in that more additional image details not present in the original cloudy image become visible and the filtered output is not significantly degraded.
V I I . CONCLUSIONS
Two-and three-dimensional filtering of multispectral data to remove light cloud cover is a distinct possibility. In computer simulated noisy situations, the filtering results are good. Addi tional Landsat data should be processed to arrive at conclusive results as to the utility of such techniques. The measurement of noise statistics might be improved by iteratively using the estimated ground reflectance in place of the constant G in ( 4 ) . The model of the cloud distortion of images needs to be refined based on the results of filtering using the simple model pre sented. It may be necessary to consider convolutional effects of cloud cover as well as multiplicative effects. The change in multispectral classification accuracy after filtering may be a suitable measure of the performance of such homomoφhic filters.
Although this discussion has been limited to cloud effects in satellite imagery, the techniques might be generalized to include the general case of the removal o f interfening regions between a sensor and the object of interest as in seismic exploration. 
