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１．はじめに
最近，ニューラルネットワーク（NeuralNetwork：ＮＮ）の応用研究が各分野で進展し
ており，学習や認識の特性が有効に利用されている。これは，対象とするシステムの諸条
件，あるいは特性に関する総合情報をネットワークとしての結合荷重で記憶させることで
所定の期待出力を求めようとするものである。
階層型ニューラルネットワークの学習法は，一般に誤差逆伝搬法(BackPropagation：
BP）が広く知られている。ＢＰでは，出力誤差による結合荷重の修正量を，出力層から入
力層へ伝搬することにより学習を行う。また，ＢＰと異質の原理,特徴を有する学習法とし
て，揺らぎによって駆動される学習法（Fluctuation-drivenlearning：ＦＤL）が提案され
ている')｡これは,すべての重みの修正量を出力誤差と各ニューロンの持つ揺らぎ源,ユニッ
トに入ってくる入力値の積の時間平均によって個別に算出する。
本研究では，関数近似の問題，線形計画（LinearProgrammingLP）問題の実行可能
領域の認識に関して，ＢＰ，ＦＤＬによる階層型ニューラルネットワークの特性，有効性を
検討するものである。
２．ＢＰ学習法について
図１に示すような〃層から構成される階層型神経回路網を考える。パターン，を提示
したときの第冷層（ん＝２，３，．．．，〃）の各ユニット〃'の入出力関係は次式のように示
される。
o釣＝が(鳩）
ⅣＡＦ
鯛＝Ｚｚ(ﾉf71'庵o;７１＋砕
ｉ＝１
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(2)
ここで鯛,ｏ角はパターンｐを提示したときの第冷層ノ番目のユニット〃′における入力
値，出力値であり，ｚ(ﾉ:71,庵は第ﾉｾ－１層の／番目のユニット〃ｸﾞｰ’と第冷層のノ番目の
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図１階層型神経回路網の構成
ユニット〃'との結合荷重の値，鰍は第冷層/番目のユニット〃'の入力値におけるし
きい値，１V鹿は第A?層のユニット数である。また，厳は第ノ番目のユニット〃'における
微分可能な増加関数であるユニットの入出力関数である。この関数として，非線形関数で
あるシグモイド関数を用いる。
１/(jr)＝ (3)1＋exp（－兆）
シグモイド関数の一次導関数Ｃｌ【/(ｒＷｒは，次式のように自らの関数／(jr）で一次導関数
を表すことができる関数である。
〃(苑） Ｔ奎三ＬＴ滞綜=/い(1-/(x)）￣ (4)Cir
"層からなる階層型神経回路網の結合荷重zUf7l'庵の修正量△pz(ﾉｶﾞ71,魔は，次のように表さ
れる。
△pzc$-1,魔＝〃脇o;71 （５）
６ルー(焔一oZjM（ﾉﾙ)(1－九（職)）
＝（粉－ＯＢ,)０lb(１－Cl＄）（６）
NAF＋１３角＝た(‘尚)('一方(鯛))昌(鵬'"溌十'）
Ⅳ均十１
＝ｏ釣(l-ojlj)Ｚ(6魔lzUff+'）（７）Ｓ＝１
（ﾉﾔ＝２，３，…，'z－１）
上記の(6)式は出力層のユニットに対して，(7)式はそれ以外の層のユニットに対しての修正
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図２ニューロンモデル
量を表す。ここで，〃は学習係数，鰯は教師信号である。
神経回路網の学習収束の評価関数として，教師信号と出力値の２乗誤差Ｅを考える。
Ｅ＝ＺＥｐ
ｐ （８）
Ｅ,一合菫(鱗-.公), （９）
３．揺らぎ駆動学習
ニューロンモデルを図２に示す。各ユニットは，ランダムに変動する揺らぎ源〃(t)を内
蔵しており，学習動作中では活性化している。このため，学習動作中には膜電位が一定で
あっても，ニューロン出力もランダムに変動している。
図２において，ｐはＮＮに入力されるパターンを表す。/はパターンｐの継続入力期間
乃内での時刻を表す。
また，学習動作中においても，シナプス結合係数群ｚ、（列ベクトル）は，、内では不
変とする。
シナプス前ニューロン群も揺らぎ源を内蔵しているため，その出力も揺らいでおり，列
ベクトルｑ(p,ｔ）で表す。
ニューロン内の処理時間は無視でき，情報伝達諸量は次のように表せる。なお，出力関
数／{･｝は連続，離散のいずれであってもよい。
outputfilnction：
（〃(p,！)＋〃(/)）
thresholdfluctuation：〃 (/）
melnbranepotential：、(p,/）
synap
●●
tlC ｗｅｌ８llts：”
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"魔(，,/）＝zDHqb(p,/）
U魔(，,/)＝〃魔(，,／)＋雄(/）
γ魔(，,/)＝／{睦(p,/)｝
膜電位：
活性値：
出力：
０
‐
リ
ー
１
１
１
１
１
ここで，ルはニューロン番号を表す。
揺らぎ〃魔(/）は次の条件を満たす。
１．揺らぎ〃蝿(/）の振幅〃偽が連続値をとり，その確率密度Ｍ("魔）が時不変かつ不偏
（期待値が０）である。
２．揺らぎ振幅〃魔の確率密度肌("鹿)が〃〃に関して連続かつ微分可能である。
入力パターン，の継続入力期間乃内における瞬時誤差ｅ(，,ｔ）の期待値〈e〃を学習
時の評価誤差とし，ｅ(，,ｔ）に２乗誤差を用いる（(8)，(9)式参照)。
隠れニューロン群Ｓ〃と可視ニューロン群Ｓひへの結合係数ベクトル⑪庵を確率的最急
降下則2）
O<e”△p雌＝－ｓ :たこＳｈＵＳひ (13）0〃ん
によって修正する。
以下の解析にあたっては，パターン，，ニューロン番号AFについて同様に記述できるの
で，特に必要な場合を除き，添字，およびﾉIFを省略する。（13)式中の偏微分は，シナプス
前ニューロン群出力ベクトルｑの確率密度Ｑ(q）とｅ条件付期待値〈elq〉を用いて，次
式のように表せる。
ﾉ1Q(,)α(昊砦2”川一伽 (1０
ここで，積分範囲はｑがとり得る全空間とする。以下，特に断らない限り，積分範囲は変
数の全空間とする。
更に，（10式右辺中の偏微分は活性値zノを用いて
込夛砦Ｌ号(;|:|一旦苦;|；２ (15）
のように書き直せる。（15)式右辺中の各量には，次の関係がある。
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<e',>=ﾉv(‘'小'(川Ｍ
－ﾉv(,'q)[ﾙEに'Ｍ)火]〃
v(ひ|q)＝１Ｖ("－〃）
くり|q>＝〃＝ｕｊＴｑ
(１０
(17）
(1０
(10式のＥ{el(",ｑ)｝はｅの条件付確率密度を表す。
これらを(15)式から(14)式へ代入することにより，誤差期待値の結合係数依存性に関する基
本式として，次式を得る。
0<ｅ〉￣
OLD ﾙⅦ)[念ﾉ１Ｍ'一川ﾙEに'(川))伽]｡｡ (1９
(19式右辺中の偏微分項を消去するために，次式を満たす補助関数ｇ("）を導入する。
-湯M")=g(")Ｍ"） (2０
このｇ("）を用いると，（19式右辺中の偏微分項は
alV（zノー〃） ＝ｇ(zノー〃)･１V(zノー〃） (21）0〃
で置換できる。更に，ｚノー〃＝Ｃｌ/によって積分変数を変換すると，（19)式は
鶚=〃g(")ｗ(q)M")E{．'(川)}州血 ⑫
のように，偏微分を含まない積分によって表せる。ここで，各ニューロンでのシナプス前
ニューロン群出力ｑとそのニューロン内の揺らぎ〃は互いに独立なランダム変量である
ため，Ｑ(q)１V(")Ｅ{el(",ｑ)｝はｅ,〃,ｑの結合確率密度Ｐｒ(e,〃,ｑ）を表している。
以上より，次式が得られ，誤差期待値の結合荷重依存性をランダムな３変量の積の期待
値によって表現できることがわかる。
鶚="〃g(")ｑｗＭＵ)州吻
＝〈ｅ･ｇ(")･qT＞ (23）
パターン，の継続入力期間Ｔｂ内では，（23)式中に表れるｅ･〃,ｑの生起確率はいずれも時
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不変であるため，それらの積の期待値〈e,〃,ｑ＞はそれらの積の時間平均［･]かによって
推定できる。
これにより，（13)式で､示した最急降下則のための結合係数修正式として，次式を得る。
△川,､＝－E[e(，,/)．g)ｾ｛"魔（/)}．q庵(,,/)]Ｌ：A?ＥＳ胸ｕｓ〃 （24）
確率密度jＶＭ秘）が分散ぴ:の正規分布である時，（24)式は，
e(,,／)･〃胸（/).q俺(､,/)恥 (25）△pめん＝－ｅ ぴ：
で与えられる。
４．実験内容
本研究では，ＢＰおよびＦＤＬを用いて，階層型ニューラルネットによる関数近似，ＬＰ
問題の実行可能領域の認識を行った｡各アルゴリズムの実装はＣ言語てi行い,計算機はＭＭＸ
搭載のPC-9821V200を使用した。
４．１関数近似
ｓｉｎ関数/(妬)＝ｓｉｎ(jr）とパルス波関数/(jr)＝りん(妬)への関数近似について検討する。
範囲は０から２元までとし，パルス波関数については，次式で定義される不連続関数を用い
た。
にiilﾁ…此(jr)＝ (2０
ＮＮの構成としては，ＢＰ，ＦＤＬともに入力層から１１頂にユニット数が1個，５個，１個
の３層とした。またＦＤＬでは，非線形ニューロン型ＮＮ，線形ニューロン型ＮＮ，入出
力層が線形ニューロン,中間層で線形ニューロン１個,非線形ニューロン４個の異種ニュー
ロン混在型ＮＮで関数近似を行った。また，学習回数はすべて5000回とした。各学習で設
定したパラメータは，，を０から２元まで0.0l刻みで630パターン，結合荷重の初期値に[-
1.0～1.0］の一様乱数を用い，〃を0.9とし，ＢＰではＥを1.0とする。ＦＤＬにおいて，
ｚ＝10とし，揺らぎ〃蝿（/）として正規乱数を用いた。非線形ニューロンにはシグモイ
ド関数を用いて，Ｅを０．１とした。
４．２ＬＰ問題の実行可能領域認識
次に示す３つの条件式（腕＝３），２つの変数（〃＝２）のＬＰ問題の実行可能領域を階
層型ＮＮに学習させる。
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領域を認識するためのＮＮの構成として，中間層ユニットの総数１層（入出力層含めて
合計３層)，入力層ユニット数２個，中間層のユニット数は５個とする。さらに入力信号の
組は-10～10までの実数とする。よって出力層ユニット数はそれぞれの変数妬,,jr2が正か
負かを識別するためのユニットとして２つ加えている。よって，出力層ユニットの数は５
個となる。
用いるパラメータは，ＢＰでは学習係数〃を１．２，シグモイド関数の傾きｅを１．０とす
る。ＦＤＬでは，’7を0.9,ｅを0.8とし，、＝10,揺らぎ〃ん(/）として正規乱数を用いた。
初期結合荷重の初期値に［-1.0～１０］の一様乱数を用い，学習回数の上限を30000回とし
た。また，ニューロンモデルは，非線形ニューロンを用いた。
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パルス関数近似における学習結果
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図８ｓｉｎ関数近似における学習結果
図３に２次元空間のグラフを示す。
図３において，（28Ｉ，（29,（3D式に囲まれた部分で，jrl，妬２ともに正である部分，すなわち
図３の斜線部分がこのＬＰ問題の実行可能領域て､ある。そして，（27)式が目的関数であり，
図３では最適解である場合を示している。
また，図３の点線内部で入力信号（兀,,苑2）の組をランダムに発生させる。発生させたパ
ターン総数は，200個で，各学習終了後の領域認識率を求める。
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表２ＮＮにおける処理時間表１学習後の収束結果
／(x） sｉｎ(x）此(x）sｉｎ(jr）此(x）/(え）
１．３０×１０－３
１．５６×１０－３
３．１４×１０－３
１．３８×１０－３
１．７５×１０－３
１．７８×１０－３
Logisticneurous
Linearneurous
Mixedneurous
1343.37
1129.62
1214.88
1433.44
1435.72
1679.94
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図１１パノレス関数近似における学習結果
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図１０ｓｉｎ関数近似における学習結果
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図１２ｓｉｎ関数近似における学習結果 図１３パルス関数近似における学習結果
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ｘ（、｡）
図ｌ４ｓｉｎ関数i丘似における学習結果
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表３ＢＲＦＤＬによるＬＰ問題の領域認識率（％）
1２３４５６７ＴｅｓｔＮｏ．８９１０
ＢＰ
ＦＤＬ
9７．０９７．０９８．０９８．０９９．０９７．０１００．０１００．０９９．０95.0
95.0９１．０９７．０９７．０９９．０９２．０９５．０１００．０９９．０９１．０
５
４
３
２
１
０
０
０
０
０
０
柵
腿
朕
Ⅱ
８
７
６
５
４
３
０
０
０
０
０
０
柵
鴻
鰐
Ⅱ Ｌ＿0.20.1０
０１０００２０００３０００４０００
学習回数（回）
図ｌ６ＢＰによる学習特性
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学習回数(回）
図ｌ７ＦＤＬにおける学習特性
5000
５．実験結果及び考察
５．１関数近似
図４，５にＢＰ，ＦＤＬによるｓｉｎ関数近似における学習特性（収束状況）を，図６，７
にＢＰ，ＦＤＬによるパルス関数近似における学習特性（収束状況）を示す。また，表１に
学習後の二乗誤差を，表２に処理時間を示す。
以上の結果より，ＦＤＬはＢＰに比べ精度は劣るが，様々な種類のニューロン構成によ
り学習が可能であることがわかる。また，学習時間をＦＤＬはＢＰの10倍以上必要とした。
これは，逐次処理型のコンピュータでＦＤＬアルゴリズムを作成することに原因がある。
FDLは，ＢＰのように出力誤差を逐次逆伝搬するのではなく，出力誤差が求まればそのと
きの揺らぎの大きさと各ニューロンの周辺量によって個別かつ同時に並列的に算出できる
という特徴がある。しかし，逐次処理型のコンピュータではこの特徴が生かせない。また，
FDLでは，パターン，の継続入力期間、に比例して想起のための処理量が多くなるこ
ともＢＰよりも学習時間が必要であるのに関係している。よってＦＤＬでは，並列分散処
理型のコンピュータでアルゴリズムを作成することにより，学習時間の短縮が行える。
図８にＢＰによるｓｉｎ関数近似の学習結果を，図９にパルス関数近似の学習結果を示す。
また，図10から図15に，ＦＤＬによる各ネットワークによる関数近似の学習結果を示す。
図10,11が非線形ニューロン，図12,13が線形ニューロン，図14,15が混在型ニューロン
での学習結果となる。図より，ＢＢＦＤＬ共に関数近似が行われているといえる。学習回
数5000回の時点での近似度は,ＢＰのほうが優れていることがわかる。また,ＦＤＬの各ニュー
ロンモデル別に見ると，非線形ニューロンでは曲線的になめらかに近似している。また，
線形ニューロンでは，直線的に近似している。そして，非線形，線形混在型ニューロンで
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'よ二つの特徴を合わせた近似を行っており，非線形ニューロンと線形ニューロンの配置の
割合などにより影響を受けるものと思われる。なお，ＦＤＬの各図は，揺らぎ除去時の出力
結果を示している。
５．２ＬＰ問題の実行可能領域認識
図１６，図17にＢＰおよびＦＤＬの学習特性を示す。また，表３に，１０個のランダムなテ
ストデータに対する領域認識率を示す。
以上の結果より，ＢＰの方がＦＤＬよりも学習の収束，認識率共に優れていることがわ
かる。これは,ＢＰが,誤差が確実に減少する方向へ結合荷重の修正量を計算するのに対し，
FDLは誤差が確率的に減少する方向へ修正量を計算するためである。しかしＦＤＬでは，
揺らぎの大きさのみで収束の活性度を調節可能である。よってＦＤＬはＢＰに比べて，多
くのパラメータの設定が容易である。
６．おわりに
ＦＤＬは，ＢＰに比べて学習時間を多く必要とした。これは，パターンｐの継続入力期
間、に比例して想起のための処理量が多くなるためである。しかし，ＦＤＬは，ニューロ
ンモデルが連続か離散かにかかわらず，また，両モデルが混在する場合にも，同一の結合
係数修正式によって階層型ＮＮの学習が可能であり，揺らぎの大きさにより学習の活性度
が制御できる。また，出力誤差の各ニューロンへの分配機能があれば，簡単な並列演算に
よってすべての結合係数の修正量を個別かつ同時に算出できるため，微分や逆伝搬処理が
必要なＢＰに比べ，並列分散処理との親和性に優れていると考えられる。
今後は，ＦＤＬの特徴を利用した階層型ＮＮの並列分散処理や，数理計画問題の解法に
取り組む予定である。
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Recently,artificialneuralnetworkiswidelyappliedinapracticalengineeringfield
andotherresearchfield，becauseofitsinteUigentpropertiessuchaslearningand
recognition・Therefore，variousneuralnetworksareproposedaccordingtotheir
applicationpurposeandtherehavebeendevelopedmanyapplicationalgorithms・
Theseartificialneuralnetworksaresimplycalledasneuralnetwork(ＮＮ）
Amongthesevariousneuralnetworkalgorithms,backpropagation(ＢＰ)technique
ismostwidelyusedasthelearningmethodofthefeedforwardneuralnetworkOnthe
otherhand,afluctuation-drivenlearningmethod(ＦＤL)isrecentlyproposedwhichmay
beeffectiveforrecognitionoffeasibleregionofmathematicalprogrammingproblems
Inthispaper，weinvestigatetheefficiencyoflearningandrecognitionofmathemati‐
calprogrammingproblembycomparingtheselearningalgorithms,ｉ､ｅ・backpropaga‐
tionandfluctuation-drivenlearningalgorithm．
