Abstract. We introduce a nonsymmetric, associative tensor product among representations of Cuntz algebras by using embeddings. We show the decomposition formulae of tensor products for permutative representations explicitly We apply decomposition formulae to determine properties of endomorphisms.
Introduction

Motivation, definition and basic facts
In algebraic quantum field theory, endomorphisms of operator algebras play important role [5] . We have shown in [8, 9, 10] , the branching laws for endomorphisms of the Cuntz algebra O N with respect to permutative representations by [1, 3, 4] , and shown properties and classifications of endomorphisms by branching laws.
When I gave a talk on this in Kyoto, September, 2004, I. Ojima asked me a specific question of what is the tensor product of representations of O N . This is indeed impossible to answer in the usual sense because nobody knows the "canonical" (or suitable) embedding of O N into O N ⊗ O N . By [11] , it is known that O 2 ∼ = O 2 ⊗ O 2 . However it seems that the property of such map is not easy to study because we can not find concrete formulae of this isomorphism with respect to canonical generators of O 2 . Hence we give up to use such isomorphism in this study and we consider other possibility. For this purpose, we begin to review the definition of tensor product in group theory.
By the diagonal embedding ϕ of a group G into G × G, we obtain the representation π 1 ⊗ ϕ π 2 of G by
from the tensor representation π 1 ⊗ π 2 of G × G for representations π 1 and π 2 of G. The representation π 1 ⊗ ϕ π 2 is usually called the tensor product of π 1 and π 2 simply. The associativity and the distribution law with respect to the direct sum for ⊗ ϕ is assured by the property of ϕ. Because π 1 ⊗ ϕ π 2 and π 2 ⊗ ϕ π 1 are equivalent, this tensor product is called symmetric (or commutative). If there is other embedding ϕ ′ of G into G × G, we can define another composition of two representations of G by ϕ ′ and its property also depends on the choice of ϕ ′ . In this sense, there may exist other tensor like structure among representations of G. According to this idea, we define a kind of tensor product of representations of Cuntz algebras as follows.
For 2 ≤ N, M < ∞, let t 1 , . . . , t N , r 1 , . . . , r M and s 1 , . . . , s N M be canonical generators of O N , O M and O N M , respectively. Define the unital * -embedding
Then the following diagram is commutative for each N, M, L ≥ 2:
In other words, the following holds on O N ML :
We call this property the weak co-associativity of the family ϕ ≡ {ϕ N,M : N, M ≥ 2}. Define RepO N the class of all unital * -representations of O N . For the family ϕ, we introduce the following operation ⊗ ϕ .
For π 1 , π 2 ∈ RepO N , we denote π 1 ∼ π 2 if π 1 and π 2 are equivalent.
Lemma 1.2 (i) and (ii) are easily verified. The statement (iii) is derived from the weak co-associativity of ϕ in (1.2). By Lemma 1.2 (iii), we can use a notation
We show a relation between the permutation of the order of the tensor product and automorphisms as follows. For N, M ≥ 2, define the bijection
(1.4)
. . , n.)
Then for any π i ∈ RepO Ni with i = 1, . . . , n, the following holds:
We summarize results here. Remark that π 1 , π 2 , π 1 ⊗ ϕ π 2 in Definition 1.1 are representations of different algebras in general. This differs from the tensor product in group theory. By Lemma 1.2 (i), ⊗ ϕ is well-defined on the set of equivalence classes. Especially π 1 ⊗ ϕ π 2 is unique up to unitary equivalence. By Lemma 1.2 (ii) and (iii), ⊗ ϕ is associative and distributive with respect to the direct sum. By Theorem 1.3, π 1 ⊗ ϕ π 2 and π 2 ⊗ ϕ π 1 are not equivalent in general because α id,σ is outer when σ = id. This is different from the situation of quantum groups with R-matrix [6] . We show concrete examples such that
It seems that the definition of ⊗ ϕ is artificial, but ⊗ ϕ satisfies ingredients of tensor product except its commutativity. Furthermore, the decomposition formulae associated with ⊗ ϕ is explicitly computed on permutative representations in the next subsection.
Tensor product of permutative representations
In this paper, any representation, embedding and endomorphism are assumed unital and * -preserving. of maps on Λ such that π(s i )e n = e fi(n) for each n ∈ Λ and i = 1, . . . , N .
* Ω : n ∈ N} is an orthonormal family in H where J (n) ≡ (j 1 , . . . , j n ).
The vector Ω in both (ii) and (iii) is called the GP vector of (H, π).
We review results of permutative representations [1, 3, 4, 7] . Any permutative representation is uniquely decomposed into cyclic permutative representations up to unitary equivalence. Any cyclic permutative representation is equivalent to P N (J) for a certain
For any J, P N (J) exists uniquely up to unitary equivalence. (ii) If both π 1 and π 2 are cycles, then π 1 ⊗ ϕ π 2 is a direct sum of cycles.
(iii) If π 1 is a permutative representation and π 2 is a chain, then π 1 ⊗ ϕ π 2 is a direct sum of chains.
By Lemma 1.2 (i) and Theorem 1.5 (i), the tensor product of permutative representations is decomposed into cyclic permutative representations uniquely up to unitary equivalence. Hence, the decomposition formula of tensor products makes sense. In order to show more detail, we prepare several notions of multiindices.
we denote the greatest common divisor and the least common multiple of a and b by gcd(a, b) and lcm(a, b), respectively. We generalize lcm(a, b) as lcm(a, b) = ∞ when a = ∞ or b = ∞. In order to describe the decomposition formula, we introduce two products among multiindices. For
When representations π 1 and π 2 are P N (K) and P M (L), we denote
where
In § 2, we prove Theorem 1.3, Theorem 1.5 and Theorem 1.6. In § 3, we define a tensor product among certain endomorphisms and states. In § 4, we show examples and an application of Theorem 1.6. In § 4.2, we give two inequivalent endomorphisms of O 4 and show that they are irreducible and do not have inverse.
Proof of Theorems
For N ≥ 2, let O N be the Cuntz algebra [2] , that is, a C * -algebra which is universally generated by generators s 1 , . . . , s N satisfying s * i s j = δ ij I for i, j = 1, . . . , N and s 1 s *
. For σ, η ∈ S n , define the unitary U σ,η from
In this sense, the transposition of tensor product is understood by the permutation of canonical generators of O N M up to unitary equivalence. In consequence,
the cycle of vectors of (H, π). Let (H, π) be P N (J) with the GP vector Ω for J = (j n ) n∈N . Define the family {Ω n } n∈N of vectors in H by Ω n ≡ π(s j1 · · · s jn )
* Ω for n ∈ N. We call {Ω n } n∈N the chain of vectors of (H, π). For a subset S of a Hilbert space H, we denote S ⊥ the orthogonal compliment of S in H. ⊥ with respect to π 1 and π 2 , respectively. This implies that there exist neither cycle nor chain in {Ω i,j : i = 1, . . . , a, j = 1, . . . , b} ⊥ . In consequence, the statement holds. (iii) (a) Let J ∈ {1, . . . , N } a and K ∈ {1, . . . , M } ∞ . Let (H 1 , π 1 ) and (H 2 , π 2 ) be P N (J) and P M (K) and let Ω 1 , . . . Ω a be cycles of vectors of π 1 and Ω ′ n , n ∈ N be chain of vectors of π 2 . Define Ω i,j ≡ Ω i ⊗Ω ′ j for i = 1, . . . , a and j ∈ N. Then for any i, j, there are
On the other hand, there exists neither cycle nor chain in {Ω 1 , . . . , Ω a } ⊥ and H 2 has a chain {Ω ′ n : n ∈ N} and does not have cycle. This implies that there is neither cycle nor chain in ({Ω i : i = 1, . . . , a} ⊗ H 2 )
⊥ . In consequence, the statement holds. (b) For J, K ∈ {1, . . . , M } ∞ , the statement holds by the similarity of (a).
Proof of Theorem 1.6. We identify
and (H 2 , π 2 ) be P N (K) and P M (L) with GP vectors Ω 1 and Ω 2 , respectively.
Assume that a, b < ∞. Define
. . , a and j = 1, . . . , b. Then
b).
By assumption, W ≡ {w i,j : (i, j) ∈ {1, . . . , a} × {1, . . . , b}} is an orthonormal family in K and there exists neither cycle nor chain of vectors in W ⊥ . Therefore it is sufficient to check cycles in W with respect to Π by Theorem 1.5 (ii).
c).
. . , c. For x, y ∈ N, let w x,y = w i,j if x ≡ i mod a and y ≡ j mod b. Then w 1,i , w 2,i+1 , . . . , w 1+C−1,i+C−1 belong to V i and they are orthogonal. From this,
Hence the statement holds for this case.
Assume that a = ∞ and b < ∞. Define
. . , b}} is an orthonormal family in K and there exists neither cycle nor chain in W ⊥ . Therefore it is sufficient to check chains in W with respect to Π by Theorem 1.
Then w n,n+i−1 belongs to V i for n ≥ 1 and they are orthogonal and w n,n+i−1+bm = w n,n+i−1 for each n, m ≥ 1 and i = 1, . . . b. From this,
Hence the statement holds for this case. Assume that a = b = ∞. Define
By assumption, W ≡ {w n,m : (n, m) ∈ N × Z} is an orthonormal family in K and there exists neither cycle nor chain in W ⊥ . Therefore it is sufficient to check chains in W with respect to Π by Theorem 1.
and (
Then w n,n+i belongs to V i for n ≥ 1 and they are orthogonal. From this, W ⊂ i∈Z V i . This implies that K = i∈Z V i and (
Tensor product of others
We introduce a tensor product among certain endomorphisms and among states such that it is compatible with the ϕ-tensor product in (1.3).
Tensor product of endomorphisms
Define U (N, l) the group of all unitaries on V N,l with respect to the standard inner product
Proof. Let t 1 , . . . , t N , r 1 , . . . , r M and s 1 , . . . , s N M be canonical generators of
From this, we see that
On the other hand, define
Then we can verify that U = u g× φ h . By (3.3), U is a unitary in O N M and ψ g ⊗ ϕ ψ h = ψ g× φĥ . Hence (ii) is proved. As the similarity, it is shown when k < l. The statement of (iii) is the case (l, k) = (1, 1). (iv) is verified by the weak co-associativity of ϕ. 
Tensor product of states
Let denote (O N )
* the set of all bounded linear maps on
By the weak co-associativity of 
In consequence, the ϕ-tensor of two vector states is also a vector state.
Example and application
We show examples and an application of Theorem 1.6.
Example
For any i ∈ {1, . . . , N } and j ∈ {1, . . . , M },
For example, when N = M = 2,
Hence ⊗ ϕ among representations is not symmetric in general.
For i, j ∈ {1, . . . , N } and i ′ , j ′ ∈ {1, . . . , M },
For a representation π, we denote π ⊗ϕn the n-times ϕ-tensor product of π. By the induction method, we have the following.
Especially, this decomposition is the irreducible decomposition and multiplicityfree. For example,
Application -Two endomorphisms of O 4
Let A be a unital C * -algebra A. An endomorphism ρ of A is irreducible if ρ(A) ′ ∩ A = CI. Two endomorphisms ρ and ρ ′ are equivalent if there exists a unitary u ∈ A such that Adu • ρ = ρ ′ . In algebraic quantum field theory [5] where s ij,k ≡ s i s j s * k for i, j, k = 1, 2, 3, 4. Then the following holds. (i) P 4 (1) • ρ = P 4 (24) and P 4 (1) •ρ = P 4 (34).
(ii) Both ρ andρ are irreducible and not automorphisms.
(iii) ρ andρ are are not equivalent.
Proof. Let t 1 , t 2 be canonical generators of O 2 . Define ψ 12 , ψ 13 ∈ EndO 2 by ψ 12 (t 1 ) ≡ t 12,1 +t 11,2 , ψ 12 (t 2 ) ≡ t 2 , ψ 13 (t 1 ) ≡ t 21,1 +t 12,2 , ψ 13 (t 2 ) ≡ t 11,1 +t 22,2 .
We can verify that ρ = ψ 12 ⊗ ϕ ψ 13 andρ = ψ 13 ⊗ ϕ ψ 12 . (i) By Table II in [8] , P 2 (1) • ψ 12 = P 2 (12) and P 2 (1) • ψ 13 = P 2 (2). From these, P 4 (1) • ρ = (P 2 (1) ⊗ ϕ P 2 (1)) • (ψ 12 ⊗ ϕ ψ 13 ) (by Theorem 1.6) = (P 2 (1) • ψ 12 ) ⊗ ϕ (P 2 (1) • ψ 13 ) (by Proposition 3.1 (v)) = P 2 (12) ⊗ ϕ P 2 (2) = P 4 (24) (by Theorem 1.6).
In the same way, we obtain P 4 (1) •ρ = P 4 (34).
(ii) Every P 4 (1), P 4 (24) and P 4 (34) are irreducible by Theorem 2.7 (iii) in [8] .
Hence both ρ andρ are irreducible by Lemma 3.1 (i) in [8] . (iii) By Theorem 2.7 (iv) in [8] , P 4 (1) • ρ = P 4 (24) ∼ P 4 (34) = P 4 (1) •ρ. Hence ρ andρ are not equivalent by Lemma 3.1 (ii) in [8] .
By the proof of Proposition 4.1, ψ 12 ⊗ ϕ ψ 13 ∼ ψ 13 ⊗ ϕ ψ 12 . Hence ⊗ ϕ among endomorphisms is not symmetric in general. Examples of endomorphisms of O N like ρ andρ in Proposition 4.1 are roughly classified in [9] for N = 2, 3.
