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INTRODUCCION
La necesidad de modelos probabilísticos adecuados que explicaran fenómenos 
como la dispersión de los animales en un bosque o los emplazamientos de las ciudades 
en una determinada región motivó el desarrollo de la teoría de procesos puntuales. Se 
trataba de modelizar imágenes relativamente simples formadas por un número finito de 
puntos dispersos sobre una región acotada. Sin embargo, imágenes como las líneas de 
fractura que se aprecian sobre una sección de un mineral, la imagen binaria que en la 
sección forman el mineral y su complementario o la producida, en la zona afectada, 
por un bombardeo, son notablemente más complicadas. Fenómenos más complejos 
exigen modelos más generales. Problemas como los indicados fueron el origen de las 
distintas formal i zaciones del concepto de conjunto aleatorio.
La Estadística no es sólo una ciencia teórica. Las técnicas multivariantes se 
desarrollaron realmente cuando las posibilidades informáticas de manejo de grandes 
cantidades de información permitieron que los procedimientos teóricos tuvieran una 
aplicación práctica. En el contexto de los conjuntos aleatorios el proceso ha sido el 
mismo. Conocer una realización de un proceso puntual en una zona acotada exige 
conocer solamente las localizaciones de un número finito, normalmente pequeño, de 
puntos. Sin embargo, una imagen binaria en una región acotada exige conocer, en 
principio, si cada uno de los puntos de la región pertenece a una u otra fase de la 
imagen. En el momento en que, mediante el ordenador, ha sido posible el manejo 
rápido y sencillo de imágenes digitalizadas ( o lo que es lo mismo de matrices con una 
gran cantidad de filas y columnas) se ha planteado la posibilidad y necesidad de tratar 
imágenes con técnicas estadísticas.
¿Cuál es la problemática estadística en la teoría de conjuntos aleatorios?. Las 
posibles respuestas a esta pregunta podrían agruparse en tres grandes situaciones:
a) Problemas de ajuste: contrastar si una imagen dada puede considerarse una 
realización de determinado tipo de conjunto aleatorio.
b) Estimación de parámetros: los conjuntos aleatorios vienen caracterizados por 
unos parámetros. Asumido que la imagen es una realización de un tipo de conjunto 
aleatorio, se plantea el problema de determinar los valores de los parámetros que fijan 
el modelo.
2c) Ergodicidad: habitualmente las realizaciones son conocidas en una región 
limitada del plano y los estimadores se basan en esta información. En el supuesto 
teórico de que nuestra región de observación creciera hasta ser todo el plano. 
¿Convergen o no nuestros estimadores a los verdaderos valores de los parámetros?
La complejidad de los distintos tipos de conjuntos aleatorios ha motivado un 
desfase considerable entre su desarrollo teórico y las técnicas estadísticas 
correspondientes en las que los métodos de simulación, métodos de Monte Cario, y 
no paramétricos ocupan un papel preponderante frente a los métodos paramétricos, 
debido a las dificultades para obtener expresiones explícitas de las distribuciones de 
probabilidad asociadas a los distintos estimadores.
De los tres grupos citados anteriormente, nuestro trabajo trata fundamentalmente 
de estimación de parámetros y marginalmente la problemática del ajuste en modelos 
booleanos (Matheron, 1975, Serra, 1982). La metodología utiliza indistintamente 
métodos clásicos y bayesianos según su adecuación a la situación concreta estudiada.
El trabajo se ha organizado en cuatro capítulos de cuyo contenido hacemos a 
continuación una somera descripción.
El primer capítulo está dedicado a recordar los conceptos y resultados de la teoría 
de conjuntos aleatorios que se utilizarán en los restantes. En el último apartado se hace 
una exposición más detallada de la problemática estadística de los conjuntos aleatorios 
y en particular de los modelos booleanos.
En el segundo comenzamos la exposición de nuestro trabajo. Estudiamos algunas 
propiedades de los conjuntos aleatorios a.s. convexos y compactos. Estos conjuntos 
nos servirán para la construcción de modelos booleanos cuyos granos primarios sean 
de este tipo.
En el tercer capítulo proponemos una adaptación del método bayesiano clásico al 
tipo de información de que se dispone en este contexto. Tanto en este capítulo como 
en el anterior los problemas considerados no son exclusivos del modelo booleano.
El cuarto se centra en el modelo booleano y se proponen una serie de técnicas de 
estimación de los parámetros del conjunto aleatorio.
Este trabajo ha sido realizado en el Departamento de Estadística e Investigación 
Operativa. Todos y cada uno de sus miembros han sido un ejemplo de compañerismo 
y convivencia. Agradezco también a Juan Ferrándiz sus sugerencias y comentarios. 
Estas página? son el resultado de la colaboración con Paco Montes, una persona que 
para mi es, por encima de todo, un buen amigo.
CAPITULO 1 
CONJUNTOS ALEATORIOS CERRADOS
La necesidad de modelos matemáticos para objetos de forma y tamaño variables, en 
el plano o en el espacio, motivó a finales de los sesenta y principios de los setenta la 
aparición de dos formalizaciones del concepto de objeto o conjunto aleatorios: una 
debida a Kendall (1974) y la otra a Matheron (1969,1975).
Ambas formalizaciones responden a una misma idea central: dado un conjunto B 
conocido nos preguntamos por el suceso de si el conjunto aleatorio toca o no a B. Se 
hace variar B en una determinada familia de conjuntos que para Kendall son las trampas 
y en Matheron normalmente será la familia de los compactos o la de los abiertos del 
espacio.
Arrancando de esta idea Kendall realiza una caracterización del conjunto aleatorio A 
en términos de una función aleatoria que para cada trampa vale 0 ó 1 según que el 
conjunto toque o no a dicha trampa. La construcción de Matheron es matemáticamente 
más simple y prácticamente más útil apoyándose en la teoría de las capacidades de 
Choquet y se resume en el primer apartado.
La teoría de conjuntos aleatorios, aunque reciente, es muy amplia por la enorme 
cantidad de problemas y posibles tratamientos de los mismos. El estudio de los 
conjuntos aleatorios forma parte de lo que se conoce como Geometría Estocástica. 
Exposiciones generales de Geometría Estocástica son: Stoyan, Kendall y Mecke (1987), 
Harding y Kendall (1974), Miles y Serra (1978), Baddeley (1982,1984) y Serra (1982). 
En este sentido el capítulo uno tiene, junto a la intención de recordar los resultados 
fundamentales que luego se utilizan, el propósito de explicar cual es nuestro 
planteamiento de los problemas estadísticos en conjuntos aleatorios. En cada apartado se 
indican las referencias de interés a consultar y el apartado mismo no intenta en ningún 
sentido sustituirlas. La notación utilizada sigue en lo posible la de las referencias 
indicadas en cada momento.
En el primer apartado se resume la definición de conjunto aleatorio cerrado de 
Matheron con la cual trabajaremos. Introducimos en el segundo las dos 
transformaciones conjuntistas que se utilizan en nuestro tíabajo. En el tercero se define 
estacionariedad, isotropía e independencia de conjuntos aleatorios. El cuarto apartado se 
dedica a dar la definición y propiedades más importantes, en función de los demás 
capítulos, del modelo booleano. El apartado quinto trata de los conjuntos aleatorios que
4con probabilidad uno son convexos y compactos haciendo especial hincapié en la 
definición de conjunto esperado. Por ser un concepto importante en nuestro trabajo y de 
uso no común hemos realizado una explicación más detallada. Definimos función de 
distribución de contacto en el apartado sexto. Por fin  dedicamos el último apartado a 
hacer un resumen de los problemas estadísticos propios de los conjuntos aleatorios en 
general y del modelo booleano en particular.
1.1. CONJUNTOS ALEATORIOS CERRADOS SEGUN MATHERON
Denotaremos por E un espacio topológico Hausdorff, localmente compacto y con 
una base numerable. (E), 9(E), C(E) las clases de los subconjuntos cerrados, 
abiertos, compactos en E. Así mismo C , C’0 y Con(C'o) serán las clases de los 
compactos no vaciós, compactos no vacíos conteniendo al origen y compactos, 
convexos no vacíos conteniendo el origen. Por F(E) denotaremos la clase de todos los 
subconjuntos de E. Si sobreentendemos el espacio topológico E denotaremos 
simplemente 3r , 9, C y F. Sean también los siguientes conjuntos:
ÍTb- { f  / Fe F n B *0 }  con Be F
y  = { f  / F€ y ,  FnB =0 }  con Be F 
D efin ición 1.1.1
Sobre el espacio &  de los conjuntos cerrados vamos a considerar la topología cT f  
generada por las familias de conjuntos:
{ 2TK con K e c }  y { ^ g con Ge 9 }
Una base de la topología está formada por los conjuntos
__.K _  ^  K
r  = n ...n & r
donde KeC, n es un entero positivo y Gi,...,Gne 9-
Defin ición 1.1.2
A la a-álgebra de Borel asociada a la topología <T f  la denotaremos por 
Fácilmente se comprueba que Of está generada por {D ^ c o n K e c }  o por 
2Tg con Ge 9 }  aisladamente, es decir:
5O f= o ('IP ^/K e C  
a ^ ^ / O e g } )
Estamos ya en condiciones de definir el concepto de conjunto aleatorio cerrado según 
Matheron.
D efin ición 1.1.3
Un conjunto aleatorio cerrado (abreviadamente RACS), A, es una función medible 
definida de un espacio de probabilidad (Q,Ct,P') en el espacio medible (D^Gf). En 
particular, si consideramos A(F)=F para cualquier F de IT podemos también definir un 
RACS como (D^g^P) donde la medida P equivaldría a la probabilidad inducida, 
P(V)=P’(A“1(V)), con Ve Gf en la formulación anterior.
El problema fundamental que se plantea es la caracterización del RACS, o lo que es lo 
mismo de la medida P, en términos de una función simple que desempeñe un papel 
análogo al de la función de distribución en variables aleatorias. Esta función será:
T(B)=P(irB)=P(AnB5É0) [1.1.1]
para unos determinados conjuntos B. El resultado es el siguiente.
Teorema 1.1.1 (Choquet-Matheron)
Sea E un espacio topológico Hausdorff, localmente compacto y con una base numerable 
y T una función definida sobre C(E) ( respectivamente sobre 9(E)). Entonces existe una 
única medida de probabilidad P sobre Of verificando P(3f^)=T(K) para Ke C(E) 
(respectivamente P(ITq)=T(G) para Ge 9) si y sólo si T es una capacidad alternante de 
orden infinito tal que 0<T<1 y T(0)=O.
D efin ición 1.1.4
a) T :P —»[-«>,+«»] se dice que es una capacidad (Meyer, 1966) si verifica las siguientes 
condiciones:
1) B,B'e P / B£B’=*T(B)<r(B')
2) { b J ^  ,B€-¡P/ B,eB j, u B t=B => ¿ im T ^ ) =T(B)
n=1 n“ A
3) { K j" "  ,Ke C / K CK, , o  t(k „ ) =T(K)
n=l n=i
b) Supongamos T definida sobre C (análogo para T definida sobre 9 ) y sean
6K ,K i,...,K n,...e C. Definimos: 
S ^K íK j)  ^ ( k u k J -K K )
Sn(K ;K p ...,Kn)  -S ^ K - .K , k J  - S ^ K u K ^ K ,, . . . ,^ . , )
Entonces diremos que T es una capacidad alternante de orden infinito si es una capacidad 
verificando que Sn>0 para cualquier n y K,Klv ..,Kne C.
En lo que sigue utilizaremos más frecuentemente la funcional Q definida a partir de 
T como:
Q(K)=1-T(K) VKeC [1.1.2]
D. Ross (1986) presenta una generalización de las formulaciones de conjunto aleatorio 
de Kendall y Matheron debilitando las condiciones del espacio en que trabajamos. En la 
introducción hemos presentado la teoría de conjuntos aleatorios como una generalización 
de la de procesos puntuales. La prueba de esta afirmación puede encontrarse en 
M.Baudin (1984).
1.2. TRANSFO RM ACIONES DE CO NJUNTO : D IL A T A C IO N  Y 
EROSION.
Suponemos ahora que E=R^. En este apartado vamos a definir una serie de 
operaciones entre conjuntos que serán fundamentales en nuestro trabajo.
Definición 1.2.1
Si A,Be P definimos su suma de Minkowski, o simplemente su suma, como: 
A+B={a+b / ae A, be B }
P dotado de esta operación es un semigrupo abeliano con elemento neutro, que 
sería {0}, pero no es grupo. Notemos que A + 0 -0  por definición.
Si h€Rd entonces A+{h} es el trasladado de A siendo h el vector de traslación. 
Denotaremos Ah=A+{h}.
Dado Be P tenemos B={-b / be B}, es decir, su simétrico respecto del origen. 
Definición 1.2.2
A,Be P llamaremos dilatación de A mediante B al conjunto A+B. Fácilmente se
7comprueba que
A+B={ze Rd / A nB z^ 0 }
Si A nB i*0  lo denotamos por a Tb  entonces,
A+B={ze Rd / BzÍ  a}
> -V -,;v . .
Definición 1.2.3
Si A, Be <P definimos la sustracción de Minkowski como:
a ©b =(ac+b )
donde Ac denota el complementario de A. Esta nueva operación nos permite definir: 
Definición 1.2.4
*
A,Be 1P llamaremos erosión de A mediante B al conjunto A OB. La interpretación de 
este transformado de A es la siguiente:
AGB={zeRd / Bzc a }
J.Serra (1982) ha desarrollado una metodología para el análisis de imágenes, la 
Morfología Matemática, que toma como modelos para las mismas los RACS. En 
esencia, el método propuesto consiste en obtener a partir de la imagen original que se 
quiere analizar nuevas imágenes mediante transformaciones morfológicas 
(transformaciones que han de verificar cuatro condiciones que corresponden a 
limitaciones de tipo práctico). Sobre las imágenes transformadas se realizan una serie de 
medidas. Las transformaciones morfológicas básicas son precisamente la dilatación y la 
erosión. Para una exposición detallada de la Morfología Matemática consultar la 
referencia indicada. Ejemplos de aplicación de la metodología son: F.Montes (1983) y 
F.Montes y J.Hidalgo (1984).
Para un estudio detallado de las propiedades de la dilatación y erosión además de la 
referencia de Serra es conveniente consultar Matheron (1975).
81.3. E S TA C IO N A R IE D A D , IS O TR O P IA  E IN D E P E N D E N C IA  
Definición 1.3.1
Un RACS en Rd se dice estacionario si A y Ah. tienen la misma distribución de 
probabilidad para cualquier he Rd.
Una realización de un RACS bidimensional, en el mejor de los casos, será conocida 
en la parte correspondiente a una ventana de muestreo, W. Es claro que, para que el 
conocimiento de AnW , sea representativo de tódá la realización y podamos obtener 
estimadores de características del RACS que no dependan de la localización de W hemos 
de exigir la estacionariedad del RACS.
D efinición 1.3.2
Un RACS en Rd se dice isotrópico si A y su rotado v(A) tienen la misma 
distribución para cualquier rotación v.
A isotrópico equivale a:
T(K)=T(v(K)) o a Q(K)=Q(v(K)) VKe C y cualquier rotación v.
En ocasiones será conveniente asumir que el RACS es isotrópico, sin embargo, hay 
multitud de situaciones donde las realizaciones son claramente anisotrópicas.
Definición 1.3.3
Definimos el par (Aj, A2) como el RACS asociado a una medida P en la G-álgebra 
producto Gf® G f. Diremos que A1 y A2 son independientes si:
P(VxV')=P(Vx3r)p (3 rxV') VV,V’e c f
Es inmediato que A j y A2 son independientes si y sólo si para todo K,K'e C. 
p ( y K* y K.) =Tj(K)T2(K')
donde
T ,(K )= P (7 Kx y )  y T2(K')=P(3rx3rK,)
91.4. MODELO BOOLEANO O MOSAICO ALEATORIO
Un tipo particular de RACS es el modelo booleano, sin duda, el tipo de RACS con 
un mayor número de aplicaciones. Para la exposición del modelo, hemos preferido 
seguir a Matheron (1975) donde aparecen definidos y caracterizados de un modo 
completamente general. Exposiciones más simples, como las de Serra (1980) y Stoyan, 
Kendall y Mecke (1987) precisan asumir hipótesis suplementarias.
Suponemos que el espacio E en el que trabajamos es un espacio euclídeo.
D efin ición 1.4.1
El RACS A se dice que es infinitamente divisible para la unión (IDRACS) si, para
cualquier entero n>0, A se distribuye como la unión .u A’, de n RACS independientes 
A^, i= l,...,n, e idénticamente distribuidos.
D efin ición 1.4.2
Sea xeE y A un RACS. Diremos que x es un punto fijo  de A si P(x€ A )= l, o lo 
que es lo mismo que Q({x})=0.
Existe una relación entre IDRACS sin puntos fijos y los procesos de Poisson 
localmente finitos en Entendiendo por localmente finitos que para cada
Ke C, a.s. incluye un número finito de elementos del proceso. Es la siguiente:
Proposición 1.4.1
A un RACS. Las afirmaciones siguientes son equivalentes:
a) A es un IDRACS sin puntos fijos.
b) Existe y, una medida a-finita y positiva sobre ÍT* y única tal que:
y( íTk)  =-logQ(K) VKeC
c) A es equivalente a la unión de un proceso de Poisson localmente finito 
en
Proposición 1.4.2
Sea y una medida a-finita sobre 3r ' y u :y —>(Q,o) una función medible de IT’ en 
el espacio medible (Q,a).
Supongamos que existe una sucesión {Hn} de elementos de a tal que HnTQ y 
0<t(u1(h d))< + »  Vn>0
10
Entonces existe una medida a-finita jj^O sobre (Q,a) y para casi todo coe Q, respecto de 
)i, una medida de probabilidad Pu(.;co) sobre af tal que:
^(ynu^C H )) =J Pu(V;co)(j.(dco) VHe a, VVe af
H
Como corolario inmediato de este resultado se tiene:
C orolario 1.4.1
a) VVe af y(V>=0 => Pu(V;co)=0 para casi todo coe Cl) respecto |i
b) Sea Au(co) el RACS definido por la medida de probabilidad Pu(-;co). Para casi 
todo coe Q. respecto de j i  se verifica:
u((a u(co))= 03 (Pu(-,co)-a.s.)
c) Supongamos que <p:2T'— es una función medible y que yes 9-invariante Sea 
f: función biyectiva tal que f  y f i1 son medibles y verificando
uo(p=fou para casi todo Fe & respecto de y. Entonces, para casi todo coe Q 
respecto de |i se verifica:
P11(V;Cü)=p/(p'1(V);f'(co))
Estamos ya en condiciones de definir y caracterizar los RACS booleanos. 
Supongamos que la medida y positiva definida sobre 3^' está concentrada sobre 
C '=C~{0}. Entonces es inmediato a partir de la proposición 1.4.1 que tenemos Ct, un 
proceso puntual de Poisson, sobre C' asociado con y.
D efinición 1.4.3
A =u{K  / Ke Ct} es un modelo booleano.
La estacionariedad de A está ligada al hecho de que y sea invariante bajo 
traslaciones. Supongamos y invariante bajo traslaciones y consideremos:
í centro de la bola que circunscribe a K si Ke C
u.'ST'—»E como u(K)=
O(eE) si Ke C’
u es medible.
Sea B un cubo semiabierto y acotado en E. Asociado a B existirá una sucesión {yk} 
de elementos de E tales que los Bk=B +{yk} y los B '^ B + í-y * } constituyen dos 
particiones del espacio euclideo E.
11
y  B > S  i * 1 B ) = Z ' ( U ' 1 ( B ) r ' I r
S •/u-1(B )n íy y J '| ^ ( u ’CB))
Es inmediato que y vu_1(B))  <°° VKe C’. La proposición 1.4.2 nos asegura la existencia
de una medida positiva a-finita fi sobre E y para casi todo xe E, respecto de jx, una 
medida de probabilidad Pu(-;x) sobre af tal que:
H
Además el apartado a de corolario 1.4.1 nos asegura que Pu(-;x) está concentrada los 
compactos no vacíos, C\ Dado heE, sea:
<p:3',-*£ T  
F -»F+h
y es pues cp-in varían te:
u(K+h) = u(K)+h para todo Ke C.
x—>x+h
En consecuencia: uocp=fou para casi todo Fe IF', respecto de y. Por el apartado c de 
corolario 1.4.1 jx es invariante bajo traslaciones y por tanto, proporcional a la medida de 
Lebesgue dx sobre E.
p.(dx)=adx siendo a una constante positiva. Además:
Pu(v Pí)=Pu(v +{-x};0) donde Ve c f ,V.X={F / F+xe V n ? '}
En definitiva el RACS X(x), con probabilidad asociada Pu(-;x), es equivalente al 
trasladado X (0)+{x}, donde X(0) es el RACS a.s. compacto asociado con la 
probabilidad Pu(-;0). X(0) es lo que llamaremos grano prim ario del modelo booleano 
estacionario.
Dado proceso puntual de Poisson en C' entonces u(C|)={u(K) / Ke Ct} 
constituye un proceso puntual de Poisson en E.
Pu(V;co)ji(dco)
A=u{K /K e(U }
tiene por funcional asociada la siguiente:
-logQ(K) = y( 7 k)  = a|pB( y K;x)dx = aJpu( y K+{x};0]dx
E E
Pero
12
aJpu(ITK+{x};0)dx = aJp({x(O)n(K+{-x})540})dx
e(v ^ (0 )+ k ) ]
donde V indica volumen utilizando el conocido resultado de Robbins (1944,1945). 
En consecuencia:
De hecho, suponiendo E=Rd podemos enunciar el siguiente resultado.
Proposición 1.4.3
Sea A un RACS y \j/(K)=-logQ(K)=-logP(AnK=0). Las siguientes condiciones 
equivalen:
a) El RACS es un modelo booleano con granos compactos.
b) Existe una clase {A(x) / xeRd} de RACS a.s. compactos y medibles respecto x, 
lo que significa que
es medible, y un proceso puntual de Poisson I I  sobre Rd asociado con una medida g- 
finita p tal que
para una medida G-finita positiva p sobre Rd y una clase p-medible Tx, xe Rd, de 
capacidades de Choquet asociadas con RACS a.s. compactos.
Vistas estas caracterizaciones es claro que el modelo booleano asociado a una 
medida y estacionaria puede ser considerado un proceso puntual marcado cuyo espacio 
de marcas son los conjuntos compactos no vaciós (C1). Notemos también que la 
constante a que aparece en [1.4.1] es la intensidad del proceso puntual de Poisson u(Cl) 
o lí .  A estos puntos en lo sucesivo los denominaremos gérmenes del modelo. Es 
evidente que un modelo booleano estacionario viene caracterizado por la intensidad del 
proceso TI y por X(0), grano primario. En el resto del trabajo utilizaremos la siguiente 
definición.
[1.4.1]
VKeC x-»Tx(K)=P(A(x)e3rK)
ÍTx(K)n(dx) < ~  VKeC
y A es equivalente a xL^ A(x).
c) VKe C, V(K)<~> y V(K )= jTx(K)n(dx)
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Definición 1.4.4
Sea n = {x 1pc2v—} un proceso puntual de Poisson estacionario con intensidad 0. 
Sean X l 5X2,... una sucesión de RACS a.s. compactos, independientes e idénticamente
distribuidos que son independientes de Ef y tales que E^d(x+k)<© o  VKeC . 
Entonces:
•^ •60
^n+xn
es un modelo booleano con grano primario X e intensidad 0. Lo denotaremos A-(X,0).
A continuación indicamos algunas aplicaciones y propiedades del modelo booleano. 
Para todo cuanto sigue son de interés las siguientes referencias: Berman (1977), Cressie 
y Laslett (1987), Diggle (1981), Dupac (1980), P. Hall (1985), Hanisch (1981), 
A.M.Kellerer (1983, 1985, 1986), H.G.Kellerer (1984), BJMatem (1960), Matheron 
(1975), J.Ohser (1980), Pitts (1981), Schwandtke, Ohser y Stoyan (1987), Serra 
(1980, 1982), Stoyan (1979), D.Stoyan y H.Stoyan (1980), W.Weil y J.A.Wieacker 
(1983) y Yadin y Zacks (1985).
Aplicaciones del modelo booleano
En Serra (1982) y Stoyan, Kendall y Mecke (1987) se puede encontrar una 
completa relación de referencias sobre modelización de situaciones reales utilizando 
RACS booleanos. Una idea de la diversidad de las mismas la tenemos observando que:
- Diggle (1981) modelizó la distribución del brezo en un bosque mediante un 
modelo booleano de bolas aleatorias cuya distribución de probabilidad del radio supuso 
que se distribuía según una Weibull.
- A.M.Kellerer (1983) estudió el número de impactos recibidos sobre un dosímetro 
así como la mayor o menor potencia media de los mismos suponiendo que la imagen 
producida seguía un modelo booleno de bolas aleatorias.
- Matem (1960) lo utiliza para la modelización de bosques.
Nos parece de interés hacer algún comentario sobre las posibilidades y limitaciones 
que presentan los RACS booleanos en su utilización para modelizar imágenes o formas 
tridimensionales.
La hipótesis más restrictriva de su definición es la de independencia entre los 
distintos granos primarios. En una imagen formada por impactos producidos sobre una 
placa fotográfica, donde los granos podrían asimilarse a los impactos, la hipótesis de 
independencia parece razonable. Sin embargo, estos casos son excepcionales. En el 
ejemplo de Diggle (1981) es muy poco asumible que el crecimiento mayor o menor de
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una planta no afecte el de las plantas cercanas. En general en todos los ejemplos 
biológicos esta situación se dará. Con carácter genérico, en el libro antes citado, Stoyan 
hace las siguientes consideraciones críticas:
i) Supongamos un sistema de partículas en el espacio muy dispersas ( o lo que en 
términos del modelo significaría una intensidad pequeña del proceso de gérmenes en 
relación al tamaño de ios granos). Dicho sistema estará formado en su mayor parte por 
partículas aisladas sin contactos entre si. Si a partir de los datos empíricos obtenemos un 
buen ajuste de algún modelo booleano, este nos da una idea razonable sobre la propia 
formación del sistema. La hipótesis de independencia no supone un gran inconveniente 
en la medida en que apenas hay contactos.
ii) Conforme aumenta la intensidad del proceso de gérmenes en relación al tamaño 
del grano primario los modelos booleanos resultantes dan lugar a sistemas más y más 
complejos. Supongamos que el modelo real que pretendemos modelizar es muy 
irregular. Un buen ajuste de un determinado RACS booleano al modelo real no ha de 
interpretarse como una explicación de ninguna realidad física, en particular de la génesis 
del modelo real.
En RACS y con carácter general, podemos adoptar el criterio de que un buen ajuste 
de una situación real a un modelo teórico nos permite una estimación más exacta de 
características del sistema sin que esto suponga una identidad de la formación del 
sistema real con la construcción del modelo ajustado. En este sentido Serra ( 1980, 
1982) observa cómo en la modelización de ciertos yacimientos minerales lo que mejor se 
ajusta a un modelo booleano no es el mineral sino su complementario, los intersticicios 
que quedan entre la materia sólida.
En los últimos años se ha realizado una generalización del modelo booleano clásico 
a funciones de gris, esto es funciones definidas de Rd en R, conocidas como funciones 
aleatorias booleanas. E l objeto de la generalización es la obtener modelos con 
propiedades análogas a las de los conjuntos booleanos que nos permitan el estudio de 
imágenes a niveles de gris. Los trabajos en esta dirección son escasos y los de mayor 
interés son: Serra (1985), D. Jeulin y PJeulin (1981) y F.Preteux y M.Schmitt (1986, 
1987).
Propiedades
A=(X,0) un modelo booleano en Rd.
a) A es estacionario.
*
b) Es estable para dilataciones. Si Ke C entonces A+K es un modelo booleano con
*
la misma intensidad y cuyo grano primario es X+K.
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c) Las secciones de A siguen siendo modelos booleanos. Incluso si consideramos 
una sección gruesa limitada por dos planos paralelos de normal u y proyectamos esta 
sección sobre un plano ortogonal a u seguimos teniendo un modelo booleano. No 
insistimos en las propiedades estereológicas del modelo booleano en tanto que nuestro 
trabajo está dedicado a modelos bidimensionales.
d) Es infinitamente divisible.
e) El número de granos primarios que tocan a Be tP(Rd) sigue una distribución de 
Poisson de parámetro G E ^Íx +b ).
D efin ición 1.4.5
Definimos la fracción de volumen p como la fracción media de volumen ocupada 
por A en una región de volumen unidad. Si suponemos que A es estacionario entonces 
p=P(0e A).
f) p=l-exp^-9EXd(X)j-= l-exp{-0a} donde a es el volumen medio del grano 
primario.
D efin ición 1.4.6
Definimos la covarianza en heRd como C(h)=P(0,he A).
Es evidente que la covarianza es la fracción de volumen de An(A-h). En modelos 
booleanos se tiene la siguiente expresión.
g) C(h)=2p-l+(l-p)2exp {evx(h ) | donde Vx(h)=EXd(xn(X-h))
Si el RACS A además de ser estacionario es isotrópico entonces C y Vx solamente 
depende del modulo de h.
D efin ición 1.4.7
a) Sean M ,K,K’e C. Decimos que K y K' están separados por M si para cualquier 
x e K y  x'eK ' el segmento [x,x']={(l-k)x+Ax\ 0<X<1} toca a M, es decir, [x,x']TM.
b) Si A es un RACS y Q(K)=p(9rK)  VKeC entonces se dice que A es semi- 
markoviano si
Q(KuK*uM)Q(M)=Q(KuM)Q(K'uM) [ 1.4.2]
para cualesquiera M,K,K'e C tales que K y K' están separados por M.
Notemos que si M  es tal que Q(M)=0 la igualdad [1.4.2] siempre se verifica. Si
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Q(M) es no nulo entonces [1.4.2] se verifica si y sólo si A n K  y A n K ' son 
independientes bajo la hipótesis de que DrM se verifica.
h) A=(X,0) tal que X es a.s. convexo y compacto. Entonces A es semi- 
markoviano.
El problema de la unicidad del grano primario en modelos booleanos equivalentes ha 
sido completamente resuelto en Preteux y Schmitt (1987).
1.5. RACS CONVEXOS Y COMPACTOS. CONJUNTO ESPERADO.
El estudio de los RACS que, con probabilidad uno, son convexos y compactos tiene 
interés en sí mismo. Algunos problemas que se presentan son la caracterización de 
envolturas convexas de muestras de vectores aleatorios, leyes de grandes números y 
teoremas centrales del límite, etc. Algunas referencias son: Arstein (1983), Arstein y 
Vitale (1982), Eddy (1980, 1981, 1983), Eddy y Gale (1981), Eddy y Trader (1981, 
1982), Lyashenko (1982, 1983), Matheron (1975), Puri y Ralescu (1983), Vitále 
(1977, 1979, 1981, 1983, 1987), W. Weü (1982).
Nuestro interés particular en este tipo de RACS se justifica en tanto nos sirven como 
granos primarios para la construcción de modelos booleanos. En lo que sigue hacemos 
una breve exposición de los resultados que vamos a utilizar en el resto de los capítulos.
Proposición 1.5.1
E=R2. Si X es un RACS isotrópico y a.s. convexo entonces para todo Ke Con(C') 
(convexos, compactos no vacíos).
EX^X+K) = EX¿X)-h^ -U(K)EU(X)+X¿K)
donde U(K) denota el perímetro de K. En particular si A=(X,0) es un modelo booleano 
en R2 cuyo grano primario X es a.s. convexo y compacto, se seguirá que:
Q(K)=P(AnK=0 )=exp{-0EX2(jC+ ¿)|=expj-0 EX ^)+^U j(K )E U (X )+X ¿K ) j
VKeCon(C')
Es decir, Q sobre Con(C) viene determinada por 0, a=E>^(X) y s =EU(X).
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Proposición 1.5.2
E=Rd. Para heRd y Ke Con(C') denotamos V(h)=?id(K nK j1) donde Kh=K+{h}. 
En concreto:
E
donde 1K es la función indicatriz del conjunto K. Se verifican los siguientes resultados:
1) V(0)=Xd(K).
2) 0£V(h)<V(0) con he E.
donde n ^ K  es la proyección de K sobre el hiperplano ortogonal a u. Entonces se tiene:
a) La función r-»V(r,u) es no creciente, continua en cualquier r>0 y admite derivada 
continua igual a -y(r,u) sobre el intervalo abierto definido por r>0 y V(r,u)>0.
b) La función r—»y(r,u) es continua por la izquierda en cualquier r>0 y por la 
derecha en cualquier r>0 tal que V(r,u)>0. Además si K tiene interior no vacío, 
r—»V(r,u) admite en r=0 derivada por la derecha igual a -y(0,u), y en cualquier r>0 
derivada por la izquierda igual a -y(r,u).
Funciones soporte sobre la esfera unidad y RACS a.s. convexos y 
compactos.
Una importante idea, que se remonta a Minkowski, es que un compacto convexo K 
puede ser identificado con su función soporte definida como:
D efinición 1.5.1
rjt es una función continua sobre Sq. La identificación entre conjunto convexo
V (h)=JlK(x )lK(x+h)dx 
3) Jv(h)dh= 
E
4) Sea ue S0 (esfera unidad). Para cualquier r>0 denotaremos:
V(r,u)=Xd(KnKm)
y
compacto y función soporte se justifica en base a: y
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Proposición 1.5.2
E=Rd. Para heRd y KeCon(C') denotamos V(h)=^d(K nK h) donde Kh=K+{h}. 
En concreto:
V(h)=J l K(x )lK(x+h)dx 
E
donde 1K es la función indicatriz del conjunto K. Se verifican los siguientes resultados:
1)V(0)=Xd(K).
2) 0<V(h)<V(0) con he E.
3) Jv(h)dh=
E
4) Sea u€ S0 (esfera unidad). Para cualquier ri>0 denotaremos:
V (r,u)=Xd(K riK jU)
7(r.“ ) = V i^ ir  (K^Ktu)
donde r iuiK es la proyección de K sobre el hiperplano ortogonal a u. Entonces se tiene:
a) La función r—»V(r,u) es no creciente, continua en cualquier r^O y admite derivada 
continua igual a -y(r,u) sobre el intervalo abierto definido por r>0 y V(r,u)>0.
b) La función r—»y(r,u) es continua por la izquierda en cualquier r>0 y por la 
derecha en cualquier r>0 tal que V(r,u)>0. Además si K tiene interior no vacío, 
r—»V(r,u) admite en r=0 derivada por la derecha igual a -y(0,u), y en cualquier r>0 
derivada por la izquierda igual a -y(r,u).
Funciones soporte sobre la esfera unidad y RACS a.s. convexos y 
compactos.
Una importante idea, que se remonta a Minkowski, es que un compacto convexo K 
puede ser identificado con su función soporte definida como:
D efin ición 1.5.1
rK ^ =maX<{(U,X)  ^ U€^0
r^ es una función continua sobre S¿. La identificación entre conjunto convexo 
compacto y función soporte se justifica en base a:
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Proposición 1.5.3
i)  rK=rK, <=» K=K'
2) KqK ' <=> rK < rK,
rK+K' “  rK + rK' 
4) roK = a rK Vot¿0
3 )  r i I f  “  r  + T V '
Como consecuencia de estas propiedades la función
y:Con(C) —> R (funciones soporte sobre la esfera unidad) 
K - > r K
es un isomorfismo que conserva el orden.
Si K,K'e Con(C') definimos su distancia de Hausdorff como:
donde B es la bola unidad cerrada. En particular se tiene el siguiente resultado. 
Proposición 1.5.4
Por lo tanto y es una isometría si consideramos sobre Con(C') la métrica de 
Hausdorff y sobre R la indicada en el segundo miembro de [1.5.1].
Si X es un RACS a.s. convexo y compacto, asociado a él tendremos una función 
soporte aleatoria definida sobre la esfera unidad. Trabajar con uno u otro será por, lo 
comentado, equivalente.
Conjunto esperado
Un procedimiento habitual en Geometría Estocástica es promediar funcionales 
escalares, tales como el área o el perímetro, sobre distintas realizaciones de una figura 
aleatoria. En 1975, Arstein y Vitale plantearon otro posible modo de obtener 
información sobre "valores medios" de dichas figuras o conjuntos aleatorios. Estos 
"valores medios" ya no son cantidades numéricas sino conjuntos. Es lo que se conoce 
como conjunto esperado y está basado en la integral de funciones a valores conjuntistas 
debida a Aumann (1965).
Para motivar la definición de conjunto esperado de un RACS a.s. convexo y 
compacto vamos a dar un ejemplo debido a Vitale (1987):
Sean K y K '  convexos y compactos fijos. Definimos el conjunto aleatorio X que
p(K,K') = in f { e >0  /  K ^K '+eB , K 'c K + e B }
P(K,K’) = max [1.5.1]
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con probabilidad 1/2 es igual a K y con probabilidad 1/2 es igual a K \ Podemos 
suponer que X toma un valor u otro de acuerdo con el lanzamiento de una moneda. Es 
bastante razonable considerar que un conjunto medio podría ser (1/2)K+(1/2)K\ Este 
conjunto está formado por los puntos de la forma ( l/2)x+ (l/2)x* donde xeK y x'eK'. 
Consideremos todos los vectores aleatorios que toman uno u otro valor de acuerdo con 
el lanzamiento de la moneda y que además son compatibles con X según el siguiente 
criterio: cuando X=K el vector toma un valor xe X=K y análogamente cuando X=K', el 
vector coincide con algún x*€ X=K'. El valor esperado del vector sería (l/2 )x+(l/2)x\ 
Si consideramos el conjunto unión de todos estos valores esperados obtendríamos 
(1/2)K+(1/2)K\
D efin ición 1.5.2
Sea X un RACS a.s. convexo y compacto. Decimos que z es una selección si:
a) z es un vector aleatorio.
b) z(co)e X(oo) (a.s.).
Se define la esperanza de X o conjunto esperado de X como:
EX = ^Ez / z es una selección de X y E|zJ |< oo}
donde |zj | es la norma euclídea del vector. Denotamos por | |K||= p( {0 } ,k ), entonces si
e | | X | | < o o  tenemos asegurada la existencia de EXe Con(C'). Además se prueba el 
siguiente resultado:
Lema 1.5.1
X RACS a.s. convexo y compacto, entonces, 
rEx(u)=E [rx (u) ]  VusS0
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1.6. FUNCION DE DISTRIBUCION DE CONTACTO
La complejidad de los conjuntos aleatorios cerrados obliga a que su estudio 
estadístico se realice observando características concretas del mismo. En la introducción 
al capítulo tres se hace un extenso comentario sobre esta cuestión. Entre las 
características asociadas a un RACS estacionario, y en particular a los booleanos, ha 
tenido una atención especial la función de distribución de contacto (Seira, 1982; Stoyan, 
Kendall, Mecke, 1987 y Berman, 1977).
La función de distribución de contacto depende de la elección de un conjunto Be C 
tal que contenga el origen. Dado este B se define:
D efin ición 1.6.1
A RACS estacionario y BeCo (compactos que contienen al origen). Se define la 
función de distribución de contacto asociada a B como:
Si B es un segmento unidad hablaremos de la función de distribución de contacto
unidad entonces Hg es la función de distribución de contacto esférica. Son las dos 
situaciones de mayor interés práctico. La inteipretación física de ambas distribuciones es 
simple:
-Tomamos un punto cualquiera de los poros de A (=AC). En particular Os A c. 
Consideramos la semirecta con origen en 0 y una dirección prefijada por nosotros. Sea L  
la variable aleatoria que nos da la longitud del segmento determinado por 0 y el primer 
punto de A. La función de distribución de L  es la función de distribución de contacto
-Análogamente tomamos Oe Ac. Desde 0 medimos D la menor distancia euclídea al 
RACS. Esta cantidad aleatoria tiene por función de distribución la de contacto esférica.
Variables D y L  en modelos booleanos
Sea A=(X,0) un modelo booleano bidimensional isotrópico y con el grano primario 
a.s. convexo y compacto. En este caso las distribuciones de D y L  tienen una expresión 
simple. En concreto tenemos:
p(pg A + xé) 
^ =1" P(0sA)HR(x)=l-Plpe A+xB / Os A
lineal que en RACS no isotrópicos será distinta según la dirección. Si B es la bola
lineal.
[1.6.1]
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FL(x)=l-exp|-e-|-x| si x>0 [1.6.2]
donde s denota el perímetro medio del grano primario.
1.7. PROBLEMAS ESTADISTICOS EN RACS BOOLEANOS
Nuestro trabajo se centra en modelos booleanos bidimensionales. En consecuencia 
en todo el apartado suponemos que trabajamos en R2.
Inform ación muestral
En estadística de conjuntos aleatorios se dispone habitualmente de uno de los dos 
tipos siguientes de información:
a) Una o varias realizaciones conocidas a través de una ventana de muestreo W. 
Cada una de estas realizaciones se supone digitalizada. Asumiremos que los errores 
introducidos por ía digitalización son despreciables.
b) Información obtenida mediante un muestreo disperso. Suponemos unos puntos 
 n alejados entre si y a partir de cada uno de ellos observaremos alguna
característica del RACS. Si suponemos unos puntos suficientemente alejados las 
medidas obtenidas a partir de cada uno de ellos son aproximadamente independientes. 
En el capítulo 2 justificaremos esta afirmación.
Problemas
Una exposición simple y completa de los problemas estadísticos en modelos 
booleanos y RACS cualesquiera, puede encontrarse en Stoyan, Kendall y Mecke 
(1987).
En un primer nivel se plantea la estimación de las características básicas de un RACS
cualquiera: fracción de volumen (p), covarianza (C(h) con heR2) y función de
distribución de contacto (HB) asociada a distintos B. Observemos que la estimación de
las tres cantidades se reduce a la estimación de la fracción de volumen de conjuntos
aleatorios que se obtienen mediante transformaciones del RACS original. De hecho,
*
C(h) sería la fracción de volumen de An(A-h) y Hg(x) la fracción de volumen de A+xB. 
Los métodos propuestos para la estimación de p son tres fundamentalmente:
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1) Conteo puntual.
Tenemos xlv ..,xn puntos de muestreo y para cada uno observamos si el punto está 
o no en el conjunto. El estimador de p sería:
i=l
p es un estimador insesgado. Algunas referencias sobre este método de estimación son 
Matem (1960), Peter Hall (1985) y Diggle y TerBraak (1982). Notemos que utilizamos 
información obtenida mediante un muestreo más o menos disperso.
2) Método lineal.
Supongamos N segmentos lineales paralelos de longitud 1 sobre una realización del 
RACS. E l estimador de p será:
A T
Pb=ÑT
siendo L  la longitud total de la parte de los segmentos cubierta por el RACS A. 
Información acerca de este método puede encontrarse en Stoyan (1979).
3) Medida de áreas.
Suponemos que conocemos AnW  de A. El estimador de p sería 
a y  AnW )
p‘= ^ w r  [1 -7-13
Supongamos que queremos estimar C(h)=P(0,h€ A c)=Q({0,h}), el estimador 
natural basado en medida de áreas sería:
X j({x  / x,x+he A n W }) X2((A nW )0{O ,-h }) 
X2({x /x ,x + h e W }) X2(w0{O,-h})
En general dado cualquier K el estimador natural, que es insesgado, de Q(K) será 
(Ripley, 1986;Seira, 1982)
= X2((AnW )© k)Q(K)
^ ( w g k )
[1.7.2]
De donde el estimador de la función de distribución de contacto será: 
Hn«=
t i t& u iiio u u i u t i iu u u iu j u u t u a m u iit u ii u t tu i
J  , ^  X ,{(a + x b ) o  (w © xb )} 
)=P\Qs A+xB/ = ——-------     1
X2(w ©xb )
[1.7.3]
que también es insesgado. Mase (1982) estudia propiedades asintóticas de los 
estimadores de la fracción de volumen.
En un segundo nivel tenemos los problemas específicos del modelo booleano que
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podemos dividir en dos grupos:
1) Contrastar si una imagen dada puede ser razonablemente bien modelizada 
mediante un modelo booleano.
2) Estimación de valores asociados al modelo como 0, intensidad, o s y a, perímetro 
y área medios del grano primario.
Para el primer problema el método, prácticamente único, que se utiliza es el 
siguiente: si suponemos que el modelo booleano es isotrópico entonces
-log ^1-Hb(x)^ = 0sx+07cx2 Vx>0 [ 1.7.4]
Tomamos distintos conjuntos B y para cada uno de ellos estimamos la función de
distribución de contacto empírica Hg. Si -log^l-Hg(x)^ puede ser bien aproximado por
un polinomio cuadrático entonces podemos considerar que el modelo booleano se ajusta 
bien a la imagen. Este método fue propuesto por Serra (1982). Información acerca del 
mismo puede encontrarse en Ripley (1986) y Cressie y Laslett (1987).
Si nos planteamos la hipótesis más restrictiva de que la imagen siga un modelo 
booleano concreto entonces Diggle (1981) propuso un test basado en los métodos de 
Monte Cario que explicamos con detalle en el capítulo 3.
En relación al segundo problema, los métodos de mayor interés para la estimación 
de los parámetros del modelo son, en nuestra opinión, los tres siguientes:
a) Mediante la estimación de la función de distribución de contacto.
En el método descrito para el primer grupo obtendríamos unas estimaciones de los 
coeficientes de x y x2 en [1.7.4] que nos permitirían estimar 0 y s.
b) Si a  denota el área de AnW , p el perímetro de A nW  sin incluir la parte 
correspondiente a las aristas de la ventana y X Ia constante de Euler-Poincaré de AnW  
(es decir, el número de componentes conexas menos el número de agujeros (Matheron, 
1975, capítulo 4)) entonces (A.M. Kellerer, 1983, 1985; H.G. Kellerer, 1984)
Ea = X2C^) (l-exp{-0a})
Ep -  0s^(W )exp{-0a}
Ex = exp{-0a} U(W) 2^o(W)se y w ) + e s m - e ^ _ - - i + i
sustituyendo Ea, EP y Ex por los valores de las variables obtenidos de una realización ( 
si tenemos varias por sus promedios) podemos estimar 0, a y s. Ver también W. Weil 
(1987) y A.M.Kellerer (1986). A.M.Kellerer (1985) realiza un estudio empírico de las 
varianzas de los estimadores. A'Schwandtke, J.Ohser y D. Stoyan (1987) presentan 
también un método similar.
v
c) Dupac (1980) consideró modelos de bolas aleatorias cuyas radios se distribuían
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normales. Utilizando los radios de las bolas no deformadas (frontera no cubierta) por el 
resto de los granos primarios y estudiando la relación con la distribución original del 
radio estimó la intensidad y los parámetros de la distribución del radio original. En 
capítulo 4 se explica el método y se generaliza a otras distribuciones no normales.
Señalemos, por último, que hipótesis adicionales sobre la forma del grano primario, 
por ejemplo que se trata de bolas aleatorias, proporcionan, a través de la estimación de a 
y s, mayor información sobre la distribución del modelo.
CAPITULO 2 
GRANO PRIMARIO Y CONJUNTO ESPERADO
En la definición de un RACS booleano aparecen dos elementos diferenciados e 
independientes entre si: un proceso puntual de Poisson, que son los gérmenes (TI), y 
un RACS que habitualmente supondremos a.s. convexo, compacto e isotrópico que es 
el grano primario (X). Esta misma definición sugiere el interés que puede tener el 
estudio aislado del grano primario. Un ejemplo: si aproximamos el grano primario 
aleatorio X por un grano más simple, como puede ser un conjunto fijo , y 
consideramos el modelo booleano con la misma intensidad pero en lugar del grano 
original el conjunto fijo. ¿ En qué sentido están próximos ambos RACS?
En el capítulo 1 se ha comentado que uno de los problemas estadísticos del 
modelo booleano más trabajado es la estimación de valores medios del grano primario 
tales como el área y el perímetro. Intentamos "conocer" un conjunto aleatorio mediante 
cantidades numéricas. Sin embargo, como vimos en el apartado 5 del tema 1 es más 
razonable intentar conocer valores medios que a su vez sean conjuntos. En lo que 
nosotros sabemos la estimación del conjunto esperado del grano primario en RACS 
booleanos es un problema prácticamente sin plantear.
Entre otras posibles, las cuestiones anteriores justifican el estudio del grano 
primario al margen del modelo que pueda generar. Sin embargo, siempre pensaremos 
en las implicaciones que una propiedad del grano pueda tener en el modelo total.
En el apartado primero se plantea la cuestión de la aproximación de RACS a.s. 
convexos y compactos por conjuntos fijos así como una generalización de la 
desigualdad de Tchebychev.
El segundo apartado está dedicado al problema de obtener condiciones para el 
muestreo disperso en modelos booleanos utilizando una propiedad del conjunto 
esperado.
El tercer y último apartado se dedica al problema antes comentado de la estimación del 
grano primario esperado.
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2.L APROXIMACION DE RACS A.S. CONVEXOS Y COMPACTOS.
El conocimiento de la esperanza de una variable aleatoria no nos determina su 
distribución. Sin embargo, conocer la esperanza de la variable nos da un valor medio 
de los valeres que tiende a tornar y alrededor del cual se concentra. El objeto de este 
apartado es mostrar que el conjunto esperado mantiene propiedades análogas a la 
esperanza de una variable aleatoria motivando la necesidad de su estimación como un 
modo razonable de estudiar el RACS.
Sea x una métrica definida sobre Con(C’) y X un RACS a.s. convexo y 
compacto. Dado KeCon(C') entonces E [t(X ,K )] y E [t2(X,K)] son medidas 
naturales del error medio que cometemos estimando X por K. En este apartado nos 
planteamos el problema de determinar el conjunto Ke Con(C’) tal que 
E [x(X ,L)]=  K€mi?(C0E [i(X ,K )]
O
En particular vamos a considerar las siguientes métricas donde K,K'e C1
p(K ,K ') = inf{e>0 / K q K'+eB, K 'cK +eB } = sup |rK(u)-rK,(u)| [2.1.1]
ue S0
sin duda la de mayor uso en la teoría de RACS a.s. compactos.
HjCK.K') = J |r K(u)-rK(u)|du [2.1.2]
J |rK(u)-rK<u)|2du
S0
[2.1.3]
Definición 2.1.1
Si X es un RACS a.s. convexo y compacto entonces definimos la varianza de X 
como
var(X) = e[t^X,EX)]
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Definición 2.1.2
X RACS a.s. convexo y compacto. Sea rx (u) con ue So su función soporte 
asociada. Definimos el conjunto mediana M como aquel que tiene por función soporte 
rM(u), mediana de rx (u).
Nota 2.1.1
En la definición anterior se asume la existencia de, al menos, un conjunto 
mediana. Por ejemplo, si exigimos:
a) Unicidad de la mediana de rx (u) para todo ue S0.
b) Si m(Z) es la mediana de Z entonces m(rx (u)+rx (v)) < m(rx (u))+m(rx (v)) para 
u,ve S0.
Entonces la función rM definida en [2.1.3] es una función soporte (Rockafellar, 
página 114).
Ejemplo 2.1.1
Sea X=cpK donde cp es una variable aleatoria con mediana única y Ke Con(C') 
entonces:
rM<u) = m((p)rK(u) VueS0
Proposición 2.1.1
X RACS a.s. convexo y compacto. Se tiene:
1) EX minimiza sobre Con(C') las siguientes expresiones:
1.a)
2) M  minimiza sobre Con(C') las siguientes expresiones:
Demostración
1) Sea ue S0 fija. Entonces:
P(dcoT
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es mínima si rK(u)=Erx(u). En consecuencia si K es tal que para casi todo u se da la 
igualdad anterior entonces K minimizará
su^ J* |rx (u)-rK(u)|2P(da>)
Por la misma razón y aplicando el teorema de Fubini EX minimiza 1 .b.
2) Análoga basándonos en que
J  |rx (u)-rK(u)|p(dco) 
es minimizada si rK(u)=m(rx(u)).
Nota 2.1.2
¿Es cierto el resultado para la métrica de Hausdorff? Una respuesta afirmativa 
supondría que en la ecuación 1.a de proposición 2.1.1 podemos intercambiar el 
supremo y la integral, lo cual en general no es cierto. Sin embargo, el resultado si es 
cierto para bolas aleatorias.
Lema 2.L1
X=cpB siendo <p una variable aleatoria positiva y B la bola unidad cerrada centrada 
en el origen. Entonces
e [p 2(X ,K )] 2 E [p 2(X,EX)] =var(X) VKeCon(C')
Demostración
a)Supongamos que K=cB con c>0 entonces es trivial ya que: 
e [p 2(X,cB)] = Ep2(tpB,cB)= E(<p-c)2 2 E(<p-Ecpj*=Ep2(X,EX)
ya que EX=(Ecp)B.
b) Si Kg {cB / c>0} sea <p0 una constante elegida de modo que:
P(k ,90b )  = in fp(K ,(pB )
Se verifica
p (k ,(pB )- p (k ,(P0b )  = |cp-cp0|= p(cp0B,cpBj
Veámoslo. Supongamos que cp>(p0 entonces
p (k ,cpB )=  in f{a>0 / K^cpB+aB, cpB^K+aB} [2.1.4]
Si e0=pÍK,(p0B ) sabemos que
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K£9oB+eoB£ (P^+eoB£Cf)B+a^  >^ cx^ eo
Por lo tanto de las dos inclusiones en [2.1.4] la que no va a verificarse es la 
segunda.
cp0B £ K + e 0B
Consideramos las funciones soporte de los dos conjuntos 
r%B(U) “  90 VUe S’ rK*oB(u) = rK(U)+e0
<p0% (u)+ e0 « . <p0+(<p-<p0) < r K(u)+e0+(cp-cp0)«=>
~  V  rK+(tb+( ^ ) ) B  ~  <?BcK+(e0+(<p -cp0)]B
La prueba sería análoga si (p<(p0.
Por tanto se sigue que:
P(K,<pB) = p(k ,(P0b )  + (<p-<P0) =  p(K,(p0B )  + p(<p0B,<pB)
E[p2(K,(pB)] £ e [ p2(cp0B>(Pb ) ] ¡> E p 2(E<pB,<pB)= var(X)
Una vez comprobado que EX es un buen estimador de X parece natural estudiar 
cotas de la distancia entre EX fijo  y X aleatorio. En definitiva cotas del tipo dado por
la desigualdad de Tchebychev para variables aleatorias. Sea vaTjCX) = EH^(X,EX). 
Se tienen los siguientes resultados.
Lema 2.L2
f  r \  I  ^ variPO
J * [  |rx(U>-rExH >£)du¿ — —  
S0
Demostración
vaTj(X) i  r r  | 12
= |rx (u)-rEx(u)|2du P(dco) £ Jp  ^[^ (u j-r^C u j^E
e2 -  os ■ 2>0
Proposición 2.1.2
X RACS a.s. compacto y convexo.
var. (X)
P(X+eBcEX)+P(EX+eBcX) < —r—± Ve>0
e mes(S0)
siendo B la bola unidad y
du
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mes(S0)=J du
s0
Demostración
*  J ^ | V U>-rEx(U)|>e) du2meS(So ) M Pí | rx(U)-rEX<ü>|>£) S£ ¡5 X
0
La última equivalencia es una consecuencia de la continuidad de rx (u)-r£x(u).
22. MUESTREO DISPERSO. ESPERANZA DEL GRANO PRIMARIO
Es un procedimiento usual en estadística espacial (fundamentalmente de procesos 
puntuales) tomar una serie de puntos suficientemente alejados entre si y a partir de 
estos realizar una serie de medidas. Por ejemplo, distancia desde estos puntos al 
vecino más próximo del proceso, o al segundo vecino más próximo, etc asumiendo 
que los valores obtenidos constituyen aproximadamente una muestra aleatoria. En este 
apartado nos planteamos, para el modelo booleano, en qué medida un procedimiento 
de este tipo da lugar a muestras aleatorias (por ejemplo, de la función de distribución 
de contacto). E l resultado en que nos apoyamos es una generalización de la 
desigualdad de Brunn-Minkowski para RACS a.s. convexos y compactos debida a 
Vitale (1987).
Vue S0 rx (u)-r£X(u) £e <=> rx (u) £ rEX(u)+e=rEX(u)+rffi(u)<=>
<=> EX+eBcX
V u e  S0 r£ x (u)-rx (u) £ <=> X+eBcEX
= P(EX+eB£X)+P(X+eBcEX)
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Teorema 22.1
Sea A un modelo booleano en Rd con grano primario a.s. convexo y compacto tal
p
que existe EX. Sea Ke C1 tal que K=|^J K. donde K^e Con(C') verificando:
EX+K. P i( eX+K. =0 V i^j c o n i,j€ { l,...,p }
entonces
p
Q ® = n 4 . )
i= l
Demostración
Q(K)= exp (-O E ^Íx +k ) )  = expj-eEX^.Uj X+fc¡j
Pero
EX.
P * 
U  X+K.di i» l = e { X ^ ( x +£ ) - X 4 x + k V
L i« l '
n
f  * ^  
X+K. +...
[ x + K , ) n  n [x + K p)
Vitale (1987) demuestra que
j_ i_
\?(E X )£E X d(X)
Por tanto
_1_ i_
X.(EX)=0 =>EXd(X)=0 =>X?(X)=0 (a.s.) =i> *.,(X)=0 (a.s.) => EX.(X)=0
Bajo la hipótesis [2.2.1] del enunciado tendríamos que:
EX+K. n EX+K.J =0
Pero es fácil ver que:
fr
E X+K. n  Íx +k .
v\
e x +k . n EX+K.i)
X + K .jn E Íx+ K .lU o  =>EXd [ x + iA o
f  *  '  
X+K. i. =0
En general se deduce inmediatamente que:
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EX, ( * N X+K.
I hj
n  n X+K. ►=0 para m=2,...,p
F
En consecuencia: Q(K) = r w o
i* l
Corolario 2.2.1
A=(X ,0) tal que existe EX. Sea Ke C' tal que K=jsJ K j con Kje Con(C') y 
verificando:
Entonces
(r
^EX+K. I n r * V\EX+K.J =0 V i* j
Q ( K ) = f l Q «i=l
Demostración
V /KDefinimos Lp= K.. Entonces LTK. Q es semicontinua inferiormente (Matheron, 
1975) y por lo tanto
jm .  q ( lp ) - qck)
v '  i=l
i**l i=l
Muestras aleatorias de la fundón de distribudón de contacto en modelos booleanos
Sean K y K ' compactos no vacíos fijos. Denotemos por F j(x) y F2(y) las 
funciones de distribución de contacto asociadas a K y K' respectivamente.
l - F , ( x ) - 2 S p
i - F ^ - a a s
donde q=l-p denota la porosidad del RACS. Sobre una misma realización del RACS 
observamos la variable D j con distribución Fj(x) y la variable D2 con distribución
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F2(y). La conjunta claramente será:
p d y t f , , » , .  , » K u yK '>
P[{ u(K),u(K ')}£A c]
donde u(K) y u(K’) denotan los centros de las bolas que circunscriben a K y K' 
respectivamente y que asumimos son los puntos a partir de los cuales observamos D j 
y D2. Supongamos que:
v[(EX+U(K)) n  (EX+u(K '))} = o 
xJ(EX+xK) n  (EX+yK’)} = o
entonces como consecuencia del teorema 2.2.1 se seguirá que
p(D 1>x,D2> y) = -Q M )Q (yK ') = P(D l>x) P (b2> y) = (l-F ,(x )) (l-F 2(y ))
Q
¿Cómo conseguir "aproximadamente" muestras aleatorias de una determinada 
función de distribución de contacto asociada a un K determinado?
Para ello hacemos K'=K+h en lo anterior. Observemos la variable aleatoria D j en 
el origen y en h. Denotemos los valores obtenidos por D10 y por Dl h. Entonces
Q(xKu(yK+h))
P(Dl.0>x>Dl,h>x) = Q({0,h})
Asumiendo que
Xd(EXn(EX+h))=0 
Xd((EX+xK)n(EX+yK+h)) = 0
entonces
p[Di,o>x>Di,h>y)= -Q (f } Q  q K ) -  (>-F,,oW) (1-Fi,h<y>) [2.2.2]
Estrictamente hablando D1>0 y D1>h no van a ser variables independientes. Para poder 
hablar con propiedad de independencia debemos hablar de las correspondientes
variables truncadas. Por ejemplo: sea h = sup ja  / ?td((EX+aK)n(EX+aK+h)) =oj y
D j la variable D j truncada al intervalo 
pues:
f  Fi «
[o,h]. La función de distribución de D j es
si 0<x<h
Fi(x) FjVV  
L 1 si x>h
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A partir de [2.2.2] es inmediato que D 10 y D ^h constituyen una muestra aleatoria de 
tamaño dos de Dr  Un h suficientemente alejado da lugar a h mayores y por lo tanto a
que la distribución de D j y D j sean prácticamente la misma.
23. ESTIMACION DEL GRANO PRIMARIO ESPERADO
Lema 23.1
g: Con(C')—>R verificando:
a) g (X K +(l-X )K ') = \g (K )+ (l-\)g (K ') 0<X<1
b) g continua.
Si X es un RACS a.s.convexo y compacto se verifica que g(EX)=Eg(X). 
Demostración
Sean X i,¡..,X n realizaciones independientes de X. Por la ley fuerte de los 
grandes números (Vitale y Arstein, 1975) se tiene que:
TI
g continua, por lo tanto:
Por a tenemos que
Pero
i j  -  ^
H - Z s ( X i ) ^ E (g(X )) (a-s )
i=l
y se tiene probado el resultado.
i
35
Corolario 2.3.1
Suponemos las mismas condiciones de lema 2.3.1 sustituyendo la condición a
por:
a') g(XK+(l-X)K ')¿Xg(K)+(l-X)g(K ') 0<¿<1 
Entonces: g(EX) < Eg(X).
Ejemplo 23.1
1) El conocido resultado que dice E(U(X)) = U(EX) siendo U(-) el perímetro en 
R2. En general la (n-l)-funcional de Minkowski en Rn (Matheron, 1975) verifica
s(XK+(l-X)K’) = s u g j r ^ , ^ .  (u)} = sugJX rK(u)+(l-X)rK.(u )} <
£ X sug rK(u) + (l-?i) sug rK.(u) = Xs(K)+(l-X)s(K’) 
o o
Por tanto s(EX) < E(s(X)).
rK(u). De un modo análogo al apartado anterior tendríamos que
donde K y K '  son intervalos cerrados. Por tanto ^ (E X ) = E^j(X).
Lema 2.33
X RACS a.s. convexo y compacto y h:Con(C) —> Con(C') verificando:
a) h ^K + C l-^K ’) ~ Xh(K)+(l-2.)h(K') 0<X<1.
b) h continua.
Entonces: h(EX) = Eh(X)
La prueba es análoga a la del lema 2.3.1 aplicando la ley fuerte de los grandes 
números de Vitale y Arstein (1975).
Corolario 2.33
Las mismas condiciones de lema 2.3.2 sustituyendo a por 
a’) h(XK+(l-X jk') £  Xh(K)+(l-X)h(K’) 0<X<1.
Entonces: h(EX) Q E(h(X)).
EÍW^CX)] = W ^ÍE X )
i(EX)£Ei(X).
4) En R siendo ^ (K ) la longitud de K se tiene
X.1Ú K +(l-X )K ’)=  X Jt1(K)+(l-X)^.1(K')
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Ejemplo 23.1
1) Sea ue Sola esfera unidad. Consideremos la proyección sobre el hiperplano 
ortogonal a u.
n  x : Conjc ( r2)  ) - *  Con(c'(R))
k  -» n  , ku-1-
a) n x (xk + (1-A.)K') = m ul K+(1-X)nui K ’
b) es continua (Matheron, 1975, página 69).
En consecuencia
E [ n 1x ] = n 1Ex
2) Sean { v j , . . . ^ }  elementos de S0 un conjunto de direcciones fijo  y 
Ke Con(C'). El estimador Lyashenko de K viene dado por
l ( k  /  Vm)  = ¿S |z€ R2 / z'u. < rK(u¡)}
Consideramos
L: Con(C') Con(C’)
K L (k  / v lt ...,vm)
Se comprueba que L  es continua. Además se verifica que
1) l (cc K  / V j, . . . ^ )  = {z / z V ^ a r ^ )  i=l,...,m } =
= a  {y / y’v.SrK(v J  = o l (k  / vi; ...,vm)
2) l (k +K’ / V j vm)  = l (k  / v , vm)+ L (K ’ /
Provemos los resultados. Sea E^ el conjunto de puntos extremos de
L^K / v1,...,vm^[ Análogamente se definen EK- y EK+K-. Se tiene que 
L ( k / v 2,...,vm)  =conv^ER)
l (k ’ / Vj^.^Vm) = conv^E^
L^K+KV vlv ..,vm)  = conv (?k+k )
Probar las igualdades 1 y 2 es equivalente a ver que EK+K- = EK+EK*. Supongamos 
que los Vj están ordenados ( por ejemplo en el sentido de las. agujas del reloj). Existe 
un único x¡g R2 tal que
x;v ¡ -  rK(v i )
x iv i + r  rK(v i+i )
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Existe un único yi€R2 tal que:
y'¡v i=rK-(v i )
y'iv i+r rK<v i+i )
Sea z¡g EK+K> el punto extremo tal que
: ;vr rK+K'(/ i ) = rK(V¡ ) + rK'(Vi)
ZiVi+ l=  rKH.K'(Vi+l ) = rK(Vi+l ) +  rK'(Vi+l )
z¿ es único pero xj+yj también es solución del sistema anterior por lo tanto = Xj+yj
la igualdad. Podemos
Corolario 2.33
A=(X,9) modelo booleano en R con X a.s. convexo y compacto tal que existe 
EX. Sea A ’=(EX,0). Entonces Q(K) = Q'(K) para todo Ke Con(C').
Demostración
Q(K)=expj-9EA.j (?C+k )  |  = expí-eX^X+K;) |  =Q’(K)
Corolario 2.3.4
A=(X,0) con X a.s. convexo y compacto tal que existe EX y sea A ’=(EX,0), 
entonces:
1) Si X es isotrópico, la función de distribución de contacto asociada a 
cualquier Kg Con(C’) de A y A' coinciden.
2) Para cualquier X, isotrópico o no, si H^Cu) denota un hiperplano cuya 
dirección ug Sq y consideramos A(u) = AnH^Cu), A '(u)=A'nHn.1(u) entonces los 
modelos booleanos A(u) y A'(u) tienen la misma intensidad para cualquier u que 
tomemos.
Demostración
La del apartado uno es trivial. En cuanto al segundo, Matheron (1975) probó que 
6(u) = e E X j^ X )
0(u) = 6EXí ( p iiix )=  ex1ÍE (n uXx ) j  = e \1( n ulE x ) = 6'(u)
Én definitiva hemos probado que E^+k* = Ek+Ek ' y se siguí 
pues afirmar que ELDC / V j,...,^ ^  = L^EX / V j, . . . ,^ ^ .
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Estimador Lyashenko de EX
El problema de la estimación de EX se puede plantear entre otras de dos formas:
1) Asumir que conocemos X lv ..,Xn realizaciones independientes de X y 
construir estimadores basándonos en los X¡.
2) Suponer que conocemos X ^ . —uX,, iníersectado con una ventana de 
muestreo y con esta información tratar de estimar el conjunto esperado EX.
La segunda situación es la que se plantea cuando suponemos un modelo booleano 
conocido a través de una ventana de observación.
Asumiendo pues que estamos en la segunda situación en lo que sigue se dan 
algunas soluciones parciales. En nuestra opinión es un problema de un enorme interés 
y completamente sin resolver.
Caso a: X  isotrópico
X isotrópico implica que EX es una bola ya que X y v(X) se distribuyen igual 
para cualquier rotación n y en consecuencia
y haciendo variar v en el conjunto de posibles rotaciones obtenemos que r£x(v) es una 
función constante.
EX es una bola con perímetro U(EX)=EU(X) y por consiguiente si estimamos 
EU(X) tenemos resuelto el problema. En el capítulo 4 veremos distintos 
procedimientos de estimación de s=EU(X) además de los comentados en capítulo 1.
Caso b: EX simétrico respecto del origen
Si V(^u)=E^.2(X n X ?Lu^  con u g S y X>0. Hemos comentado en capítulo 1 el
resultado de Matheron (1975) que dice
EX=E[v(X)] => rK (v) = rE[v w ] (v) Vve S0 
rE[v(X)](V) -  3 W y)] =  4 rx H v >J
Se sigue que
rEX^ v) “  rEx(y (v0
En capítulo 4 se estudiará algún método de estimación de V(Xu).
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U(EX) = J tj k=o mes(S)
1 du = EU(X) [2.3.1]
Por tanto U(EX) es estimable bien utilizando [2.3.1], bien utilizando la relación con 
EU(X). Notemos que en este caso no se exige la isotropía. Observemos que [2.3.1] 
es un resultado muy conocido pero en cualquier caso el procedimiento de prueba en lo 
que nosotros sabemos sí que lo es.
Notemos que
Por tanto, rEX(v) para las direcciones que elijamos son cantidades estimables. En
general tendremos estimaciones de {r£X . Lyashenko con esta información
i* l
sobre un conjunto convexo y compacto desconocido propone como estimador 
conjuntista el siguiente:
M n ui EX)  = rEX( ^ ) + rEx(-UX)
Asumiendo que EX es simétrico respecto del origen se tienen las igualdades
y por tanto
Vue S,o
En definitiva
( x ) = A dVOu) 
2 dX 0
Si denotamos por con i=l,...,m . La estimación de EX que consideramos
será:
CAPITULO 3 
FUNCIONES DE DISCREPANCIA
En modelos estocásticos complejos, tales como los procesos puntuales y en 
general los conjuntos aleatorios cerrados, los problemas de estimación de los 
parámetros y contraste del propio modelo son tratados habitualmente observando una 
característica concreta de los mismos. Ejemplos son: en procesos puntuales, la 
distancia desde un punto cualquiera al punto del proceso más próximo, o desde un 
punto cualquiera del proceso al vecino más próximo; en conjuntos aleatorios, la 
distribución de contacto. En todos ellos se reduce el estudio del modelo estocástico a 
la característica elegida, usualmente por tener una distribución de probabilidad 
conocida y manejable y ser fácilmente observable. Vamos a representar dicha 
característica por F, su función de distribución asociada. Esta función F podemos 
suponerla estimable en todos los puntos x que nosotros elijamos.
Si efectivamente el modelo real que estudiamos se corresponde con el teórico que 
asumimos, se tendría que Festá en una determinada familia paramétrica de 
distribuciones, { fjcdsG }  La complejidad de los problemas reales hacen que 
considerar esta situación sea, en nuestra opinión, poco práctico. Nos parece más 
razonable considerar que la función F desconocida puede ser aproximada por un 
elemento de { fjc ü sq }  Este será el enfoque que utilizaremos a lo largo de todo este 
capítulo y nuestro problema fundamental, la determinación de un co razonable.
El método que se utiliza es una combinación del bayesiano y del sugerido por 
Diggle (1979) para procesos puntuales y la justificación de su uso procede de las 
limitaciones que tenemos para estimar F(x) comentadas en capítulo uno. De las dos 
situaciones muéstrales comentadas en apartado 7 de dicho capítulo asumimos que 
disponemos de realizaciones conocidas a través de una ventana de muestreo.
Las referencias fundamentales para entender la justificación de este capítulo son la 
ya citada de Diggle (1979), Mase (1982), Bamard (1963) y Baddeley (1980).
3.L METODOLOGIA DE DIGGLE
Supongamos que, para describir un patrón puntual, elegimos la distancia 
observada desde n puntos del patrón en una región acotada, W, a su vecino más 
próximo. Estas medidas son dependientes. Esto no es obstáculo para, a partir de estos
n valores, estimar una función de distribución empírica, P . Suponiendo que el patrón 
puntual de que disponemos es una realización de un tipo concreto de proceso la 
característica observada tendrá una función de distribución en la familia paramétrica
•{F /^coe O J? Sea d(.) una medida de discrepancia entre dos funciones, t(co)=d(^,F{0). 
Por ejemplo:
d[F>Fíú)=sup|F(x)-Fffi(x)| o d(F,Fm)=J¡F(x)-Fm(x) dx
donde el supremo o la integral se toman sobre un rango adecuado de valores de x.
Diggle propone estimar el valor desconocido de a> mediante el valor co* que 
minimiza t(co). En el caso en que F^ no tenga una expresión analítica conocida puede 
ser estimada tomando
vi
F =—  A co rSftm _i=i
A A
donde F. están estimadas del mismo modo que F a partir de m-1 simulaciones del 
proceso asumiendo que el valor del parámetro es a>.
También propone Diggle un procedimiento de bondad de ajuste de la hipótesis de 
que nuestra realización lo es de un proceso dado con un valor determinado de a. El 
procedimiento está basado en Bamard (1963) y es el siguiente: generamos, con el
A
valor dado de a, m-1 realizaciones y estimamos F. para i=2,...,m. Suponemos que
A AFj=F. Si Fqj tiene una expresión analítica conocida sea
f A 1
En el caso en que no conozcamos F^ tomamos
r U - ^ - Y F .  y t=dÍF.,F.]
» J J i l  i* i j
j* i
En cualquiera de las dos situaciones si asumimos la hipótesis que deseamos 
contrastar cualquier ordenación de los tj es igualmente probable. En particular si t(¡) 
denota el i-ésimo tj ordenado y suponemos que la igualdad de dos tj no puede ocurrir
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entonces:
P{ ti=t( i)}=m con i=1>->m
El rango de t¡ nos da el nivel de significación del test de Monte Cario de la 
hipótesis nula. Con objeto de obtener estimaciones robustas sugiere el uso de varias 
características del patrón. Este es, en esencia, el procedimiento propuesto por Diggle. 
En ese mismo trabajo aplica y comprueba su bondad a una serie de patrones puntuales 
simulados. Una aplicación concreta al estudio del modelo booleano puede encontrarse 
en Diggle (1981).
3.2 FUNCION DE DISCREPANCIA
En el resto del capítulo trabajaremos con funciones de densidad. Todos los resultados 
y definiciones pueden igualmente ser enunciados para funciones de cuantía.
Definición 3.2.1
Supongamos que sobre coe O tenemos especificada una cierta distribución con 
densidad £0. Sea F la función de distribución de la característica en estudio
y jria  familia paramétrica de funciones de distribución mediante la cual
queremos aproximar F. Sea d(.) una distancia en R. Definimos función de 
discrepancia, t, asociada a d como:
t(co,x)=d(F0)(x),F(x)) coeQ, xeR [3.2.1]
Nota 3.2.1
a) t(co,x) es una medida del error cometido en x cuando en lugar de tomar F 
tomamos F^.
b) t(co,x) es una función desconocida ya que, aunque F^Cx) es una cantidad 
perfectamente conocida, F(x) no lo es. F(x) normalmente será estimable prácticamente 
para todo x y por tanto t(co,x) también lo será. En el siguiente apartado 
consideraremos el problema de la estimación de t(co,x) y las limitaciones que esto nos 
impone en relación a la estimación de co.
c) Normalmente supondremos que t(co,x) es una función acotada. Esto no supone 
ninguna restricción seria en tanto que l^F© 00>F(x)-0  para cualquier x de R. 
Podemos suponer sin pérdida de generalidad que la cota es la unidad.
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¿Cómo mejorar nuestro conocimiento sobre co partiendo de un conocimiento 
previo expresado en £0? En estadística de variables o vectores aleatorios la 
información habitual es una muestra aleatoria x=(x1,...,xn). En este contexto, el 
método bayesiano mejora la información sobre el parámetro pasando de una inicial 
a una final £(co/x) tal que
siendo fn(x/co) la verosimilitud de la muestra. Es decir, una mayor verosimilitud para 
un co dado significa un mayor valor de la densidad a posteriori en ese punto, siempre 
en términos relativos.
Supongamos que nuestra información consiste en el conocimiento exacto de la 
función t(co,x). ¿ Cómo incorporar a £0 el conocimiento de t(co,x)? Por analogía con el 
proceder bayesiano parece natural definir:
Definición 3.2.2
Dado £0 función de densidad de probabilidad y t(co,x) una función de 
discrepancia, definimos distribución t-posteriori como:
Nota 3.2.2
Es claro que a una mayor discrepancia corresponde una menor densidad t- 
posteriori.
A continuación enunciamos y probamos algunas propiedades de £(co/t) que 
indican lo razonable de la misma en cuanto a su utilización para la estimación de co.
Propiedad 3.2.1
donde el primer miembro denota el valor esperado de t(co,x) respecto de £(co/t). 
Demostración
¡;(a>/x) a  ¡;0(G>)fn(x/CD)
E[t(cú,x)/t]=
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que era lo que queríamos probar.
t(co,x) es una medida de error. E[t(co,x)/t] es un error medio cuando sobre la 
distribución inicial del parámetro hemos incorporado la información t(co,x). Puede ser 
considerado como un error medio residual.
Propiedad 32.2
siendo E0[t(co,x)] el valor esperado de t(co,x) respecto £0. Además la igualdad se da si 
y solamente si t(co,x) es a.s. constante respecto ^  considerada como función de co.
Demostración
E[t(co,x)/t] <E0[t(co,x)]
E0[t(co,x]-E[t(co,x)/t] = Jt(co,x)^0(co)dco
ft(co,x)^0(cü)dco J-
Ci Ci
Pero por la desigualdad de Cauchy-Schwartz sabemos que
lo que equivale a:
La igualdad se da si y sólo si existen constantes a y P tales que
(  i  1 > í -B iP0Í CX-/t(CÚ,x) +P =0 =1 <=> P0 t(C0,x)=*rr- =1
/
Una medida de la información proporcionada por t(co,x) sería:
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Propiedad 3 2 3
E o fc 0* * ) ] '  E [t(o}x)/t] =
lo que además equivale a:
var t'
E [t(cqx)/t]
0L J E[t(co,x)/tJ
¡Demostración
var[t(co,x)/t] = E^t2(m,x)/t]-E2 [t(co,x)/t]=
Jt(co>x)^0(co)dco
y » )
Jt(CD,x)dco 5o(“ »
_2
Jt(co,x)
dco
X)
r_2oj_ 
J t(co,Q.
dco
Jt(co,x)^0|
a
(co)dco -
5n(®)
J t(Cú,x)dco
=E[t(co,x)/t]|E0[t(co,x)]-E[t(cú,x)/t]J
Fácilmente se ve que lo anterior equivale a:
E0 [t(co,x)]E[t(co,x)/t]=E [t2 (co,x)/t]
que era lo que queríamos probar.
Lo razonable es que Pt (cuya densidad es ^(co/t)) de una mayor probabilidad a los 
co con discrepancias asociadas pequeñas que P0 (con densidad £0(co)). Formalicemos 
esta idea.
Definición 3.2.4
Asumimos que 0<t(co,x)<ly sea 0<a<l. Definimos: 
D*= {coe Q. / t(co,x)<a}
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Nota 3.2.3
ai ° i£lx £ & x s ia ^ c ^
Propiedad 32.4
» * « ) -  p"<q;>
r ^ ( “ ) ,
a J l ^ ó dC0Q
En consecuencia:
Vk>0 [0,1] tal que Votéo^ Pt(h “ )>kP0(Q“ )
Demostración
p.íor i = i-^-^dco5«(®). i— — dco— :—  
t(co,x) r £0(a
&  b o rd e o
fa a>) = f Í 2L
J t o ,x )^  ^ ( c p )
J t(co,xy
Q
U 0(co)dco
P< K )
r ^ ® ) ,  í - y ® ) .
ex I —7"— -dco a  —— rdco 
J t(co,x) J t(co,x)
a  n
La segunda afirmación del enunciado es consecuencia de:
lim -------     +oo
a->0+ rU co)
1 ndcoa J t(co,x)' 
a
Supongamos que h (:R—»R) es una función continua y creciente y sea 
t'(co,x)=h(t(co,x)). Es de suponer que t y t' han de tener comportamientos semejantes. 
De hecho tenemos el siguiente resultado:
Propiedad 3.2.5
Sea h :]0 ,l[ —»R función continua y creciente. Consideremos la distribución de 
probabilidad con densidad:
K(c° ) a  h iM )
entonces
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p„(nhx(“W ) ) )  = p j f l f r ) )  ;> P° ^ x ? ? )}<—
. ,  , r  <z0(®) .h(a) ttt— -rdco J h(t(co,x)) 
a
f  V “ )
h<a>J h(t(<D,x))ücü 
íi
La prueba es análoga a la propiedad anterior teniendo en cuenta que:
Ci“ (t) = {coe £2 / t(co,x)<a} = {coe £2 / h(t(co,x))<h(a)} = £¿<a)(h(t))
De hecho en lo que sigue consideraremos como función de discrepancia las
definidas en [3.2.1] y las transformaciones continuas y crecientes de las mismas. Será
de particular interés: t'(co,x)=h(t(co,x)) donde h(x) = l/(l-x ).
Ponderación de discrepancias
Las cantidades l/t(co,x) o l-t(co,x) pueden ser consideradas como medidas de 
precisión del modelo, F^, en el punto x. Parece natural ponderar estas medidas de 
precisión por la mayor o menor "probabilidad" de x respecto de la distribución dada 
por Fq,. Es decir, considerar:
$*(co/t) a  40(m) ’ f (x/co) [3.2.3]
o
S*(CD/t') a y © )  (l-t(co,x)f(x/co) [3.2.4]
que en cierto sentido recuerdan a una distribución a posteriori clásica ponderada por 
una medida de precisión del modelo.
Definición 3.2.5
Denominaremos a —-f(x/co) y a (l-t(co,x)f(x/co) medidas de precisión
ponderadas.
¿En qué sentido "mejoran" las precisiones ponderadas a las precisiones sin 
ponderar?
Parece razonable que a una mayor "probabilidad" del punto de muestreo x le 
corresponda una mayor precisión (bajo la hipótesis de que F^ se aproxima mucho a F)
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y viceversa. Esto se traduciría en que el valor esperado del-t(co,x), respecto Ftó(x), 
sea menor que el valor esperado de (l-t(co,x))f(x/co) respecto de la misma distribución. 
Sin embargo,
+CO
j ¿ ó f(x/0))dx
y
+°°
i ü ¿ ó f(x/“ )f(x/co)dx .
no son comparables entre si. Para hacerlas comparables lo natural es dividir estos 
valores por las precisiones totales, es decir:
J t(co,x)
dx
-r m
F. I..-. f(x/co)dx 
t(co,x)
respectivamente. En concreto se verifica el siguiente resultado: 
Propiedad 3.2.6
+0® +«0
f  . * . f2(x/m)dx f— i—-  f(x/co)dx_¿t(0D,x) ^  _¿t(03,x)
+00 +00
f  ; 1 f(x/CO)dX : dxJ t(co,x) J t(co,x)
[3.2.5]
Además si PCÚ(t(co,x)>0)=l donde P^ es la medida de probabilidad con densidad 
asociada dada por f(x/co) entonces la igualdad en la desigualdad [3.2.5] se da si y sólo 
si f(x/co) es constante para casi todo x respecto P^.
Demostración
Es una aplicación de la desigualdad de Cauchy-Schwartz, ya que [3.2.5] equivale
x
4» -H»
f L  dx f  ■1 — f2 (x/co)dx > \ f(x/co)dx
J t(co,x) J t(co,x) J t(co,x)
+«>
tomando
49
X -  - — 1......  e Y= / I M
7 t(co,x)f(x/co) V  t(co,x)
tenemos
r2EX¿= L - i— dx J  t(co,x)
EY2 = í-y ^ - r  f 2 (x/co)dx J t(co,x)
y aplicando la desigualdad de Cauchy-Schwartz se seguiría el resultado. La igualdad 
se daría si y sólo si existen a,p*0 constantes tales que:
Pa-jocX+pY=0 }=  1
a 2  --------   B2- - ^  [3.2.6]
t(C0,x)f(x/Cü) t(CD,x)
Bajo la hipótesis de que a.s. t(CD,x)>0 tendremos que [3.2.6] equivale a la igualdad:
.2
f2(x/co)=-% <=> f(x/co)=
P
Hemos visto que en un determinado sentido (l/t(co,x))f(x/co) mejora a l/t(co,x). 
Por una prueba análoga tendríamos que (l/t(co,x))f2(x/co) mejoraría a (l/t(co,x))f(x/co) 
y así sucesivamente. Vamos a ver una propiedad que resuelve la aparente necesidad de
utilizar j im \  1 -tCo^x)]^(x/co) como función de discrepancia.
Definición 3.2.6 
Sea
f(x/C0) f^ x/CO)
g(fx/co)=f(x/co), g,(x/a3)cc¿(- — ^ .........g n(x /c o )a -^ -^ -
E[t(co,x)/n]=J t(CD,x)gj;x/co)dx
Considerar las densidades gn(x/co) significa, para un co dado, ir  dando 
sucesivamente más importancia a los puntos x con una mayor densidad y 
simultáneamente ponderar por la precisión dada por l/t(co,x). En la medida en que co 
sea un valor razonable para el parámetro es nátural que:
E[t(co,x)/0] > E[t(©,x)/n] 
Se tiene, sin embargo, que:
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Lema 32.1
a) E[t(co,x)/0] > E[t(co,x)/l ]
dándose la igualdad si y sólo si t(co,x) es a.s. (respecto una función constante.
b)E[t(co,x)/0] no es necesariamente mayor que E[t(co,x)/n].
La prueba de a es la misma que la de la propiedad 3.2.2. En cuanto a b se tiene
lema 3.2.1. El punto x que que nos va a determinar la función de discrepancia es un 
valor elegido por nosotros. No es un valor aleatorio. Nos parece que la información 
que sobre © nos proporciona será menor en la medida en que menor sea la 
probabilidad de x si © es cierto. Un modo de hacer intervenir este hecho en la función 
de discrepancia es considerando la densidad f(x/©). La propiedad 3.2.6 responde a un 
intento de formalización de esta idea. Sin embargo, tomando f2(x/©) en lugar de 
f(x/©) lograríamos el mismo efecto pero aumentando las diferencias relativas según 
los distintos ©, y así sucesivamente. Iríamos valorando más y más el hecho de que es 
a partir de x de donde obtenemos la información, t(©,x), en detrimento del peso que 
damos a dicha información. El lema 3.2.1 intenta dar una respuesta a este problema 
justificando la ponderación mediante f(x/©) pero no con fi^x/©) con n> l.
Corolario 32.1
Sean
E[t(©,x)/0]> E[t(©,x)/n] <=>cov t(©,x),— / 0
lo cual no necesariamente ha de ocurrir.
Nos parece de interés hacer un comentario crítico sobre la propiedad 3.2.6 y el
^ © /t) a ^ © )  y ^ w / t ) a * ^ y  conn>l
Entonces:
a) Jt(tB)x)^co)dü)S í  t(co,x)^ j(co)dco
con igualdad si y sólo si t(©,x) es a.tf constante respecto Pq sobre Q.
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b) Jt(co,x)^co)dco no es necesariamente mayor que Jt(co,x)^co)dco 
n a
33. ESTIMACION DE LA FUNCION DE DISCREPANCIA
Durante todo el apartado anterior hemos trabajado asumiendo que t(co,x) era una 
función conocida. Sin embargo, esto no es así ya que F(x) no es conocido y 
tCcDjXj^dCF^xXFCx)). En la práctica dispondremos de una estimación de la 
discrepancia,
A (  A
v'coW
Para la estimación de F(x) tenemos las dos limitaciones usuales en estadística de 
RACS:
1) Un número finito de realizaciones del RACS.
2) Cada una de las realizaciones conocida solamente en la parte correspondiente a 
la ventana de muestreo, W.
Trabajaremos con unas distribuciones t-posterioris estimadas que denotamos:
t(ü>,x)=d F0(x),F(x) [3.3.1]
£(co/t) a :
t(co,x)
El conocimiento que sobre co nos proporciona t(co,x) era incorporado al inicial 
(£0) pasando a una distribución t-posteriori (£(./t)). En este apartado intentamos 
responder a la siguiente pregunta:
A
¿Qué limitaciones nos impone el hecho de conocer £(co/t) en lugar de £(co/t) en 
cuanto a la estimación de un valor razonable para co?
A
Es claro que las propiedades de £(co/t) se han de deducir de las propiedades de
A
F(x). Vamos a considerar las dos situaciones de muestreo que con mayor frecuencia 
se presentan en las aplicaciones.
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Situación 1
Tenemos una ventana fija  de muestreo W y n realizaciones independientes del 
RACS.
Definición 3.3.1
W ) = < f <dW ,f ¿:x))
siendo
A  F /i
F^ ) = S - i r
y F.(x) el estimador de F(x) obtenido de la i-ésima realización.
Teorema 33.1 
Si
a) E^Cx)] = F(x) V i= l,...,n
b) d(cx,P) función acotada y continua para 0<a,P<l. 
Entonces:
A
1) t/co,x)D--^.t(CQ.x) (a.s.) para cada co y x.
>x)j = t(co,x)
3)Umsug |tI(oo,x)-t(cD,x) =0
Demostración 
1) Claramente
e[fj:x)]=f (x)
y por la ley fuerte de los grandes números tenemos que 
£m F,j(x) = F(x) (a.s.)
d es continua y por lo tanto
lim d[Ft0(x),FIíx))=d(F(D(x)J7(x)) (a.s.)oHm t¿co,x)=t(co,x) (a.s.)
= Hm ftj:co,x)dP 
Por el teorema de la convergencia acotada tendremos
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f e  jtj:<»>x)<IP = Jfet¿:cú,x)dP = Jt(ü),x)dP = t(co,x)
Nota 3.3.1
A
Si pi(co,x) es el valor de t(co,x) obtenido a partir de la i-ésima realización y 
tomamos como estimador de t(co,x)
“  / N V  P í® *)Prí“ >x) = X  J----
tenemos
P ¿cd,x ) -»E[p¿(a>>x )J *  t(co,x)
Situación 2
En este caso suponemos una sola realización conocida a través de una ventana que 
crece en el modo que más adelante se indica.
Definición 33.2
A
Por Fw(x) denotaremos la estimación de F(x) obtenida a partir de la ventana W y
A ( A y
t^CovO = d|^ FÍO(x)JFw(x)
Definición 3 3 3
WnT R2 si {W n} es una sucesión creciente de compactos convexos en R2 tales 
que, d(Wn), supremo de los radios de los discos incluidos en Wn, tiende a +«>.
Teorema 33.2
Si
a )E [F \v^ =F(X)
b) F(x) puede ser expresada como función continua de las fracciones de volumen 
de RACS transformados del RACS original.
c) d(x,y) función acotada y continua en 0<x,y<l.
Entonces:
1) ^  (ca^^tC ovO  (a.s.)
3)Jim sug |tWi(co,x) - t(co,x) =0
La prueba es análoga a la del teorema 3.3.1 considerando el resultado de 
Mase(1982).
Nota 3.3.2
La hipótesis b del teorema anterior puede resultar un tanto extraña. Veamos que no es 
así. Sea, por ejemplo, la función de distribución de contacto asociada a K, F. Se tiene 
que:
es decir, Gn converge débilmente a G donde Gn y G son las funciones de distribución
Ahora estamos en condiciones de dar una respuesta a la pregunta central del 
apartado. Podemos conocer de £(co/t) aquellas características que se mantengan por 
paso al límite sabiendo que tenemos una convergencia débiL
y como sabemos si A es un RACS entonces A+xK también es un RACS.
Corolario 3.3.1
c)G n -»G
Af acuyas densidades asociadas son respectivamente £ co / tL  y q(co/t).
w Af  A >
d)Gw G siendo Gw la función de distribución con densidad q|^ co /
Ejemplo 33.1
a) Supongamos que pretendemos estimar co utilizando una función de pérdida 
cuadrática. Entonces el estimador Bayes será la esperanza de la distribución. Si
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y
E cd =J*©£(©/t)d©
es sabido que la convergencia débil no implica la convergencia de momentos. Por 
tanto, no tenemos asegurada la convergencia E^ co—>Eco. No parece pues aconsejable 
utilizar En© como estimación del parámetro.
b) Si en lugar de la cuadrática utilizamos una función de pérdida error absoluto 
entonces el estimador Bayes sería la mediana de la distribución y claramente las
medianas de ^(co/tJ o ^[© /t^J convergen a la mediana de £(©/t).
c) Sea Pn la medida de probabilidad asociada a y Pt la asociada a £(©/t). 
Denotaremos
A
D*(n) = {©€ Q / tn(©,x)¿a} con n>l y 0<a<l
Si suponemos que
Pt({© e C1 / t(© ,x)=a}) = 0
entonces se verifica:
i)Qx(n)nz£. {©eD/t(©,x)<a}
Demostración
i) ©€ £2 / t(©,x)<a y lim  t,j(©,x)=t(©,x) (a.s.) =>
A
=> 3nQe N / Vn>nQ tu(©,x)<a (a.s.)
Supongamos que t(©,x)>a. Sabemos que:
A
Dado a-t(©,x)>0 3nQ/n>n0 sug ^(© ^^(© .x/I^C W jX ^a 
En particular si kg =min{k/njc>ng } tendremos:
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t(co,x) es una función continua. Además tenemos que:
por tanto
3kj / Vk>kj t(conk,x ) > t^^co^x^
En consecuencia, para todo k>k^
l (“ v X)  -tnk(“ V x)  < m O  - a
Tomando límites en k tendremos:
& M “ v O s a
que es un absurdo, en consecuencia tenemos probado el resultado,
ii) En el corolario 3.3.1 hemos visto que
Teniendo en cuenta esto y el primer apartado se sigue el resultado.
3.4. VARIOS PUNTOS DE MUESTREO
Hasta ahora hemos supuesto que la característica de interés del modelo 
estocástico, F, era estimada en un único punto de muestreo, x. La práctica corriente 
será que estimemos, a partir incluso de una misma realización, la función F en un 
número finito de puntos { x j, . . . ^ } .  Se ha de generalizar el procedimiento para 
incorporar la información proporcionada por las nuevas estimaciones. Hemos 
considerado como razonables los dos siguientes procedimientos.
Método 1
Denotamos por cuestiones de claridad
Por analogía con el método bayesiano clásico se justificaría tomar como 
distribución sobre el parámetro co la siguiente distribución:
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m m
ex ^0(co )n [l-t(co ,x i)] [3.4.1]
i=l i=l
Definición 3.4.1
Sea
Q * ,  xn = { ^ /  t(c^X l)<  a,...,t(co,xm)< a j = cfx n ...n C l*a
Es claro que conforme aumentemos el número de puntos de muestreo x¿ iremos 
construyendo una sucesión decreciente de conjuntos. En particular tenemos el 
siguiente resultado.
Lema 3.4.1 
Sea
/  \
^n(C0/t,X.,...,Xm J OC ni
i=i
es decir, una t-posteriori sin ponderar. Entonces:
 cn  *n )
donde
t í
^0(“ ) .  dco
nfít(co’xi)
c. =— — < 1 V k = l.....m
k - So<®) ,u  dcol
r i ' M
k:
i=l
Método 2
Una segunda posibilidad es utilizar los x¡ para estimar alguna función t(co) que no 
dependa de los puntos de muestreo y que sea una medida de disimilitud entre y F. 
Por ejemplo:
+oo
t(co)= | t(co,x)f(x/co)dx
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t(G))= t(CO ,x)dx
t(co)= sup t(co,x)
Considerando
Nota 3.4.1
Todas las propiedades que en 3.2 hemos enunciado para £(co/t) tienen sus 
análogas para £*(co/t). Una cuestión peculiar aparece ahora. Dada una colección de 
t(co,x) con x variando lo lógico es tratar de encontrar una función t(co) que esté 
razonablemente cerca de todas las t(co,x). En este sentido tendríamos el siguiente 
resultado:
La función
En los apartados anteriores hemos intentado proponer y justificar un método de 
estimación de los parámetros. A continuación se ind’can algunas aplicaciones 
concretas. Somos conscientes de las dificultades prácticas de aplicación de la 
metodología y es una cuestión pendiente a desarrollar.
t(co,x)f(x/co)dx
minimiza:
+°°
1) J[t(co,x)-t(co)]2f(x/co)dx Veo eD
2) sujd J[t(co,x)-t(co)] f(x/co)dx
Parece pues aconsejable el uso de esta t(co).
3.5.EJEMPLOS
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Ejemplo 3.5.1
Sea A=(X,0) un RACS booleano isotrópico. Supongamos que utilizamos como 
característica observable para estimar el perímetro nominal, y , la función de 
distribución de contacto lineal.
Fv(x )= l-e xp |~ xJ  si x>0
Elegimos como punto de muestreo x y sea £(x) la estimación dada en capítulo 1. 
Supongamos que d es la distancia euclídea.
í(y,x)=d^Fv(x)£(x)) = | l-exp{-~j -£(x) =
l-exp^-xj-F (x) si y^-~^iog(l -F(x))=c 
F(x)-1 +exp^~x si y c -^ lo g íl -F (x))1 :
f(x/y)= ■
r  v  j ¥  i
^ x p l- ^ J si x>0
^0 en otro caso
Supongamos que la distribución a priori sobre y  es una G(0Cq,P0).
“ o
* , s Po a0-i
(“ o )
/ 1) a  ^ ,(v )[l -t(\jr,x)]f(xA|r)
La constante de proporcionalidad será:
¥c -«o
Po “o-1 -fr»Y  er(ao)
F (x )-l+ e n
+°e 0°° T ¥ 1 ¥
f  Po , “o"1 . T x £ ,  v t t  TT*
+J r ^ ] v  e V *  ‘F(x)^ e dy
Para que las integrales sean fácilmente calculables basta exigir que a0 sea un 
entero positivo. Imaginemos que queremos estimar y  utilizando una función de
A
pérdida error absoluto. El estimador ¥  será el valor que verifique la ecuación:
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J4(y/t)d\|*=i-
0
A
que con la exigencia anterior sobre 0Cq es una ecuación en V de fácil solución. 
Ejemplo 3.5.2.
Consideramos nuevamente la función de distribución de contacto lineal como
característica observable. Suponemos que {x lv ..,xn} son los valores reales que
..................................   n
hemos elegido como puntos de muestreo y {^ (xi)} las estimaciones de F en los
i=l
puntos Xj obtenidas utilizando [1.7.3]. Para ilustrar el segundo método antes 
comentado vamos a obtener t(\jr) y t’(\{0 dos posibles medidas de discrepancia no 
dependientes del punto x.
Dados |-log(V £(x.^ji ajustamos una función lineal sin término constante
i - l  n
utilizando, por ejemplo, mínimos cuadrados. Tendremos:
-log (l-£ (x)) = zx <=> £(x)El-e_zx para x>0
Sean
i ~ ir  z*-2
dy
Se tiene
i w 2\i/t(\ií) = ~ i-  ^   para \ir>03 2z7c+y  z7t+2\|/
o bien
1 l| IZL
t '(\K)=J |^ ' 1^ FCd(x)) -x|dx = J |  l-y -(l-y ) \ dy = 
o o
[ zn-yif
~ S I  \J/<Z7t 
I 2(Z7t+\J/)
0  SÍ \j/=Z7T
2(zjt+\|r) S1 '^>Z7Í
Notemos que:
b) t(z7i)=0.
c) t es decreciente en [0,ztc) y creciente en (zj:,+«>).
Propiedades análogas presenta t' siendo su cota superior 1/2. Consideremos
s(y) = 1
i - t w
y s'(y) = i
y -  t'(Y)
Entonces
3oW
s'(Y)^*(Y/s’) a ^ f = y v ) y - t '(Y )
Si suponemos que la inicial sobre y  es una uniforme en [a,b] entonces:
£*(\}//s) = c 1b-a
¥
_ Z7t+2y 2z7t+v_ si a<\|/<b
donde
c = Z7tb-a 21og
2z?t+b
2zrc+a
. l lo g { ^ ± ± 2b
2 n  Z7t=2a
En consecuencia tenemos completamente especificada £*(\}//s) y podemos 
fácilmente conocer su esperanza, mediana, intervalos que contengan con una 
determinada probabilidad al parámetro,... Todo lo indicado para £*(y/s) es análogo 
con ^ (y /s 1) tomando la misma inicial.
CAPITULO 4 
ESTIMACION Y MODELO BOÓLEANO
En los dos temas anteriores se han tratado una serie de problemas que, aunque 
giraban o tenían aplicaciones a los RACS booleanos, no se centraban exclusivamente en 
ellos. Este capítulo tiene como elemento unificador tratar los problemas clásicos de 
dichos modelos. En particular, contraste y estimación de los parámetros como se 
comentó en el primer capítulo. Los distintos apartados no tienen más relación entre sí 
que esta problemática común. El tipo de información muestral con la que se trabaja se 
indica en cada uno de los apartados y nos ceñimos a las dos situaciones asumidas en el 
capítulo primero como razonables. Los resultados que se indican son de tipo estadístico 
y sólo en alguna ocasión se da algún resultado teórico muy relacionado con la técnica 
estadística comentada. En función de esto la exposición prescinde en lo posible de un 
excesivo formalismo.
4.1. MOMENTOS DE D Y ESTIMACION DE 0 y \|/
La intensidad, 0 y el perímetro nominal, \jr, no son cantidades directamente 
estimables. Vamos a ver cómo la estimación de estos parámetros es equivalente a la 
estimación de los momentos primer y segundo orden de variables de primer contacto. 
Estas variables son observables y en consecuencia sus momentos diréctamente 
estimables.
Siendo D la variable con distribución dada por la función de distribución de contacto 
asociada a K, vimos en el primer capítulo que:
P(D>x) = = exp{e ( x l í f l  + x \ ( K ) )  }
siendo q la porosidad.
Proposición 4.1.1
[4.1.1]
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Demostración
Sea F_d la función de distribución de -D
F d (-x) = 1 - Fd (x) = exp-[e(xS^ p  + x2X2( K ) )  }
Por tanto:
F d(-D) = exp -U (0 ,1 )
-21ogFD(-D) = + D \ ( K ) )  - X2(2)
que era lo que queríamos probar
Definición 4.1.1
Sea Ke Con(Co) fijo  y tomemos ze^A+cpíc) cualquiera. Definimos la v.a. D<p 
como
D9 = inf{yX) / (yK)zT A+cpk}
Tenemos que
P(D9>x) = P(Dxp+x / Dxp) = exp{e (^íp<s+<[>U(K)) + x2^ ( K ) )  }
De un modo análogo a la proposición 4.1.1 se seguiría que
26 (p93 P<s + <PU(K)) + D2 X j(K )) -  x 2(2) [4.1.2]
Nota 4.1.1
En lo que sigue vamos a utilizar los momentos de D y D^. Es fácil ver que existen 
todos los momentos de D y D^ ya que .
lim P(D>at) = lim e x p {e f(a -l)tíiS < s + 9U(K)) + (a2- l ) t 2X ,(K ) ]}= 0♦ *- * — D /T ^s .f\ i_> «— ~t- > foe P(D>t) t~>-H»
Relación entre los momentos de D, y los parámetros 0 y y.
a) Tomando esperanzas en [4.1.1] y [4.1.2] obtenemos el siguiente sistema:
e ( m M p . + e d \ 2(k>)=
e(EDp^ < s  + <pU(K)) +e d2 X2(K ))=2tc
Que en términos de los parámetros nos quedaría:
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¥
/U(K)ED'
2tc +e = i
[4.1.3]
V
/'u<K>ED''
V 271
H-e
2 ^ CpU(K) 2
- 2T - H W K>Ed£ =  1
b) Sean K,K ’e Con(C0') distintos. Asociada a K tenemos la v.a. D y a K' tenemos 
asociada D \ Consideremos el siguiente sistema:
y ( U(K)ED) + =1
V ( U(g ED)  + 6(X2(K')ED’2) = 
Como caso particular si ^ (K 1) = 0 entonces:
^ f )  + 6(^2(K)ED2) = 1
[4.1.4]
[4.1.5]
¥ ( T i -
En consecuencia estimando los primeros momentos de D y D<p o D y D' podemos, 
utilizando cualquiera de los sistemas anteriores, estimar 0 y y .
Lema 4.1.1
Supongamos K=B, entonces:
2
ED =ED-q> + es-%- + o(<p3)<P 2
varCD^ = var(D) + \|/(p2ED + oCcp3)
Demostración
+e®
ED =J(x - 9) fD(x) dx = ED - 9 + 
<p
(cp -x) fD(x) dx
o
donde fD es la función de densidad de la variable aleatoria D.
<p
J(<p -x) 0(s + 2t ix ) exp{ -0[sx + 7tx^} dx = 0s + o(cp3)
despreciando términos cúbicos.
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<p
^«r í  ^- E^D “ tyP" (x"cp)2 fD^x^ ^ =E^D" (p)2 + °((p3)T V J
O
En consecuencia:
varCD^ = var(D) + \j/cp2ED + oCcp3) 
y el resultado está probado.
Momentos de H y D y los parámetros 9 y y  
Definición 4.1.2
Sean Ke Con(C’o) fijo. Asociada a este conjunto podemos definir la v.a. H. Sea 
ze (A+cB)c entonces
H -  inf{<p>0 / (cB + <pK)zTA}
siendo c una constante prefijada y B la bola unidad cerrada.
La distribución de H es la siguiente:
Observemos que si X es isotrópico entonces X + cB sigue siendo isotrópico, por 
tanto podemos seguir aplicando la generalización de la fórmula de Steiner debida a 
Matheron (1975). La expresión final resultante es:
Esta ecuación junto con cualquiera de las dadas en los sistemas 4.1.3, 4.1.4 ó 4.1.5 
nos proporciona otros sistemas que igualmente nos permiten estimar 0 y s. Como un 
caso particular de interés consideremos la siguiente situación:
Tomamos K tal que X2(K) sea cero, es decir, K un segmento. Asociado a este 
segmento consideramos las variables D y H. Tenemos el siguiente sistema:
P(H£t> Q(cB+tK)Q(cB)
P(H>t) = e x p {-9 [t(^+  c)U(K) + & ¿ K )]}
Corolario 4.1.1
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v(-^S p-E H ) + 6(cU(K)EH) = 1
que presenta la ventaja adicional de que solamente necesitamos estimar momentos de 
primer orden de H y D.
42. ESTIMADORES BAYES Y MAXIMO VEROSIMILES PARA LA INTENSIDAD 
Y PERIMETRO NOMINAL
Utilizando muestras aleatorias de la función de distribución de contacto lineal al 
conjunto original y al dilatado mediante una bola obtenemos estimadores Bayes de la 
intensidad y el perímetro nominal. También se pueden conseguir estimadores Bayes 
análogos si trabajamos con una muestra de la función de distribución de contacto 
asociada a un K convexo, compacto, no vacío y con área estrictamente positiva.
Definición 4.2.1
Sea L ' la distancia en una dirección fija  desde un punto cualquiera de los poros de 
A+(pB al conjunto, siendo (p>0 fijo  y B la bola unidad cerrada. Por S(a,t) denotamos el 
segmento con un extremo en origen, dirección a  y longitud t
exp{-0EX2(X+9B+S(a,t))|
P(L’>t)  ------ — -----------------------  ■= (aplicando fórmula de Steiner)=
exp «£-0EX2(X+(pB) J-
exp{-e[E[A(X+<pB)]
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exp{-0E(A(X+cpB)]}
= exp{-@- (s+27tcp)t} 
%
Dilatar el modelo booleano es equivalente a dilatar cada grano primario. El valor 
esperado del perímetro del grano primario en el nuevo RACS es el valor esperado del 
perímetro en el grano original más el perímetro de cpB. A partir de 4.2.1 es inmediato 
que:
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v . o ( i £ ! g S » )
En lo que sigue trabajaremos con muestras aleatorias de L  y L ' de tamaños n y m 
respectivamente.
Estimadores Bayes para 0 y y
Especificación de la distribución a priori
0 es un parámetro positivo, en consecuencia parece natural asumir para dicho 
parámetro una distribución a priori gamma. Tomamos pues: *
0 -  G(a0,p0)
El grano primario se supone casi seguramente convexo y compacto. Por exigencias 
del muestreo disperso es razonable exigir que exista una constante M  tal que 0<s<M a.s. 
Podemos por lo tanto asumir que:
~  « Be(a.,p.) donde p .eZ+M  1 1  1
Por la definición del modelo booleno sabemos que el proceso puntual y el grano
primario, como RACS, son independientes. En este sentido podemos, como una
posibilidad, suponer que nuestro conocimiento sobre el modelo es tal que las
distribuciones sobre 0 y s son independientes.
Si 5(0,s) denota la distribución a priori sobre (0,s) entonces:
5(0,s) = ^ m 2 ( s )
donde 5 i y £2 son ^  correspondientes marginales. Haciendo el cambio de variables:
\|í = 0s 
6 = 0(s+27tcp)
con jacobiano:
5 - \ } /
Tenemos, considerando las anteriores hipótesis, que:
f(V,8) = 5 ( * = * .  f « )  r 1- -  = ^ ( * * 0  7 a-  «8 - \ j r  8 - y  1 27t(p 2 S-\j/ o--\jí
a  (8 -  v )a° (0Cl + y *1 1 (M8 -  (M + 27:cp)\|f)Pl 1 exp { -  p (^ ~ ~ ^ )  }
u 27tcp
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Nota 4.2.1
En la obtención de la distribución a priori ha sido fundamental la hipótesis de 
independencia de 0 y s. Otro experimentador podría tomar otra a priori donde este 
requisito no se cumpla y ser perfectamente razonable. La hipótesis venía sugerida por la 
propia construcción del modelo. Un procedimiento como el que estudiamos parece 
natural aplicarlo al estudio de modelos que no tenemos recogidos en una imagen, por 
ejemplo, al estudio de bosques. Supongamos, sin embargo, que lo aplicamos a una 
situación donde disponemos de imágenes y que por consiguiente nuestro conocimiento a 
priori ha sido obtenido de imágenes observadas con anterioridad.
Colocados en esta situación consideramos que el principal inconveniente que podría 
plantearse a la hipótesis de independencia sería el siguiente: una imagen dada es 
observada con un determinado aumento que no tiene porqué ser el mismo para todas 
ellas. Esto supone que observamos imágenes deformadas (homotéticas de la imagen 
real) con distintos índices de deformación. ¿En qué medida hipótesis hechas con una 
determinada homotecia se mantienen para otras? En definitiva, si en lugar de observar A 
observamos XA, asumir que 0 y s para A son independientes, ¿implica que 0' y s' son 
independientes para XA?
A = O  X + a. i=l 1
siendo los {a j} un proceso puntual de Poisson cuya intensidad es 0.
XA = LJ XA + Xa.i=l i
a) Observemos que {Xa*} es un proceso puntual de Poisson con intensidad 0/X2.
Sea B un conjunto de Borel en R2, N(B) el número de puntos de {aj} en B y N’(B) 
el número de puntos de {Xa^ en B.
-ea,(B)[0A.,(B)]k 
P(N(B) = k) = e 2  2L  con k =0,1,2,...
pero:
Xa.eB «=> a.e^r * i X
Por tanto tendremos que
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P(N'(B) = k) = p (n (2-) = k ) = exp|-0X, ÍS-1
UJ
qX B
IX J
k!
= exp
e x jB f
ex,(B)'
k! con k=0, l,2,....
BnB* = 0  => N(B) y N(B’) son independientes 
B nB ’ = 0  <=> XBnXB’ = 0  VX>0
N'(B) = N ( |- )  y N'(B’) = N ( ^ l)
por tanto N’(B) y N’(B’) son independientes. 4
b) Sea ^(0,s/X.) una distribución a priori sobre (0,s) especificada suponiendo que 
nuestra información previa ha sido obtenida observando imágenes deformadas por una 
constante X. Se tiene la siguiente relación:
S(e,s/X) = x^(x2e , | - / i )=  x^(X2e/i)^2( ^ i ) =  ^(©/x^cs/X)
Por tanto, asumir independencia para un determinado X supone asumirla para cualquier 
X.
c) Aunque se sale del problema que estamos comentando merece la pena destacar el 
siguiente hecho: la fracción de volumen de un RACS booleano y de su homotético son 
iguales para cualquier X positivo
P(xe XA) =exp{-^-EX2(X X )}=  e x p {-^ X 2EX2(X )}=  exp{-0EX2(X)} = P(xg A)
Distribución aposteriori para ( y/,8)y (0,\¡f)
Sean ( lj,  ,ln) y (lj*,.....,lm') muestras aleatorias independientes de tamaños n y
m de L  y V  respectivamente. Sus verosimilitudes serán:
gn(LA|/,6) =  g„(LA|/) 
gm(L'A|r,5) =  gm(L '/5 )
La distribución a posteriori sobre será:
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fty.S/L.L') a  (5 -v)V<Ctl+P,) y “ +n‘1 [M5-\|f(M+2jt<p)]Pl V
27C9 j = i Tí 2719 i= l 71
siendo el factor de proporcionalidad conocido.
Hacemos el cambio:
e = 5=n/
2jc9
que nos proporciona la siguiente distribución a posteriori para (\j/,8): 
f(0,\|r/LJL') a
.V W  m . v/ , -  i  .  £  Ü ]T}
i=l j= l 7C
P 1*.
(y+2ic(p9)m exp{-2jc<p[—— + X - í ]  9}
2wp j . i  jt
Denotaremos
ti
rc id  j=i
m ii
z2 = 2jtcp [^e-  + X 4  
^  27i(p n J
entonces
f(9 ,y/L ,L ') a  £  O  (fr W  (27t(p)m‘k ( - 1 ) P‘ J_1 9m’k+J+<Io 
k=0 j=0
k + B -j-l+ a + n -l 
Y  1 1 expí-ZjXj/} exp{“Z20} =
m 3 -1 fjL
= ^  ^  CjCkj) 9C2<k,Í> exp{-z29} exp{-z1\|/}
La distribución marginal de \j/ es
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fj(\)//L,L') = Cj(kj) V ^ e x p í - Z j Y }
k=o j .o  (Zz) 2 ^
y el estimador Bayes para y , considerando una función de pérdida cuadrática es
_  T Y n V  ^  r(c 2(k,j)+ l) T(c (kj)+2)
w =  E[ y /L ,L ] = c X  X  C,(k,j) —  --------------------------------
B M  UO <• ^ W)+1 , ^ W)+2k' u J 0 (Zj) (Zj)
La distribución marginal de 6 es
H e  (k j )+ l)  c,(kj) 
f2(0/L,L-) = c2 , 2 , C1<W) ' (Viwi  0 exP{-z26}
k«0 j=0 ( z , r
y el correspondiente estimador Bayes será,
n „ r Q„  T n „  . r(c 3(k j)+ i) r(c 2(kj>+2)
0R = E[0/L,L] = c )  )  c .(k j)   -----------------------
« é 1 (Zi)^ w )+ i (Z2)‘ ’w)+2
El momento de orden p de y  es:
E iy /L M  -  c ¿ S  c
s t s  ( I j) -w > *.
y podemos obtener una expresión explícita del M.S.E. asociado con el estimador Bayes. 
También tenemos
« . - / l m  .  c ¿ £ ‘ . , w ) r< C i(tjH i)r< C i(ig > r i)tiik
y en consecuencia fácilmente se calcula una expresión explícita del M.S.E. para 0.
Nota 4.2.2
Como casos particulares si m=0, es decir, disponemos de información sobre L 
únicamente tendremos estimadores Bayes de 0 solamente. En cambio, si n=0 
seguiríamos teniendo estimadores Bayes tanto de 0 como de y.
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Estimadores Bayes utilizando la distribución de contacto esférica
Suponemos sobre el vector de parámetros (0,\jf) la distribución a priori indicada 
anteriormente, es decir,
M  -
X -P0ef(0,\}/) a ^ C j 0 ° \  1 y  1 e
j*o
donde
Suponiendo que disponemos de una muestra aleatoria de tamaño n de la variable D, 
Ia distribución a posteriori será,
n
f(0,\j//D) =f(0,\j/) 1  J_(y+27t0x.) exp{-(\|/x.+7t0x^)} 
i«i  1 1 1
pero
n ii k n ^
JJ(V+2jceXj) = Z, X  V k(2rt6)k{Ilx. } =X  X  a-)kírtxi }0V'k-
i=l  k- 0i i .....ik ** k=0 ij.....ik j_1 1
por consiguiente
f(9,\y/D) a Z_,7 ,  c L . . 0C,,k exp{-z 0} exp{-z_y}
j=0 k=0 i j  ik J'^  ‘  ‘k
donde
kk,
cjk , i  i =  c (2 ^ ) { ü \ }   xk J
cj , t  = V ( a i+ P i )+ j+k  
cj,k= P r 1- i +n-k 
zi -  p0+ * £ * t
u i - l  
n
-5>,h i=i
y la constante de proporcionalidad es conocida. Utilizando un procedimiento análogo 
al usado con muestras de L  y L ' podemos obtener las marginales de 0 y \j/ y todos sus 
momentos. En particular, tendremos estimadores Bayes de estos, parámetros y 
conoceremos sus M.S.E.
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Nota 4.2.3
Lo que acabamos de hacer para una bola, podríamos haberlo hecho suponiendo 
que tenemos una muestra aleatoria de la función de distribución de contacto asociada a 
cualquier K e Con(Co) tal que ^ (K ) >0.
Estimadores máximo verosímiles para 0 y y
La verosimilitud para dos muestras aleatorias independientes de tamaños n y m de 
las variables L  y L ' respectivamente es
las ecuaciones normales nos dan las siguientes expresiones para los M.L.E. de 0 y y :
pero y * d = nuc/l1 es el M.L.E. del perímetro nominal en el RACS X+cpB y esta última 
expresión lo que está diciendo es que la diferencia entre los perímetros nominales de 
los dos RACS, el original y el dilatado mediante (pB, es justamente (27tcp)0*, que es 
justamente el M.L.E. del número de granos primarios por unidad de área multiplicado 
por el incremento del perímetro de cada grano.
Distribuciones de 0* y y *
n m
g(L,LVe,v) = A "  exp{JÍ £ l,  } (y+2wpe)mexp{-('l'+ 2rc(P9) £ l ’j }
Denotando
n m
y * =  —
Nota 4.2.4
0* es un estimador "natural" de 0 ya que
l = £ l . - » 0 (a * 2 l í )
i«l K
Por lo tanto 1/1 es una gamma invertida, es decir,
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1 7C
y en consecuencia
7cn 7C
El momento de orden p es
\|^npr(n-p) 
E[(V*)p] = T
T(n)
En particular
n
e m =,s t y
o n2 r  H n -1 )2T
var(V*) = V2 —  [r(n -2) -  — — ] 
r(n) r(n)
Como 1/1 y 1/1’ son v.a. independientes, el momento de orden p de 0* vendrá dado 
por
E[(0*)p] = — -—  [ ¿ ( k) 7tpmknp k(-1 )p k(\jr+2cp7t0)k 
(27tcp)p k-° 
T(m-k) t).kr(n-p+k)1
 Y  ----------- J
T(n) Y T(n)
En particular
1 m n
EC9*] = W
2 2
var(9*) = — ■ [(\|H-27tcp6)2------—------5 + y 2----- ------ j ]
(27tcp)2 (m-2)(m -l) (n-2)(n-l)
Nota 4.2.5
var(0*) es considerada como función de cp es decreciente y su valor límite es:
r  /o \ ®2m2lim var(0*) = ----------------
(m-2)(m -l)2
Por consiguiente, en el límite, var(0*) no depende del grano primario que 
tengamos.
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43. DILATACIONES SUCESIVAS
En este apartado, como en los dos anteriores, suponemos que el modelo booleano 
A=(X,0) es isotrópico y existe el conjunto esperado, EX, que por consiguiente es una 
bola. Se propone un método de estimación de 0,s y a rápido de llevar a cabo y poco 
costoso, con la ventaja adicional de que la distribución de la muestra aleatoria es muy 
simple.
Sea T j un segmento con una dirección cualquiera, un extremo en el origen y 
longitud t prefijada y T2g Con(Co) al que exigimos que tenga área estrictamente 
positiva y además T j y T2 sean tales que
A+TjC A+T2
Sea W la región en la cual conocemos el modelo, es decir, la ventana de muestreo. 
Suponemos que tenemos puntos en W suficientemente alejados, es decir,
puntos que verifican las siguientes hipótesis:
a) X,((EX)x n(EX)x) = 0 V i*j
* 1 i
b) ^((EX+T j  )x n(EX+f j  )x) = 0 V i*j
c) X2((EX+T2)xn(EX+T2)J  = 0 V i*j
Definición 43.1
♦ c
Sean: Y0 el número de puntos x¡ en Ac* Y 1 el número de puntos en (A+Tj ) e Y2 
el número de puntos x¿ en (A+T2)c.
Proposición 4.3.1
a) Y0 « B(n,p0) siendo p0 = exp{-y} = exp{-0EX2(X)}
b) Y j <= B(n,p,) siendo p, = exp{(y+\)f ■ ^ - - ) } =  e x p { - (y + ^ )  }
c) Y2<= B(n,p2) siendo p2 = e x p {-(yi — A —i 6\ 2(T2) )  }
d) La distribución condicionada de Y! a Y0 es
Y i 'V y o ^ f r o ’p 'i)
siendo p'j = P(xé A+Tj / xc A) = exp{ -v 4 -j
e) La distribución condicionada deY2aY0eY 1es:
/ ^ tc* 
r #  y¡\
*  VALÉNCIA *
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V Yo=yo’Y i= y i~ B(yi>P2)
* * P(xg A+TJ
p2 = P(xg A+T2 / x€é A+Tj) =
P(x£ A+Tj)
f) La distribución conjunta de (Y0,Yi,Y2) es:
2/ = e x p {-^ (U (T 2).U(T1))-X2(T2) e }
Y o~yo»Y i~y i »Y 2- y 2) ~ y0, Po (1-Po)
si 0<y2<y1<yQ<n y cero en el resto
,yL
yn-yiy, «'o-'  
Pi d -P p
h
P2 (i-p y
Corolario 4.3.1
a) Los estimadores máximo verosímiles de po, p 'i y p'2 son:
siYo>°yYi>°*0 I 1 
P*i* = 0 y p2 = 0 si YQ=0 
p2 = 0 si Y j=0
b) Los estimadores máximo verosímiles de y, \jr y 0 serán:
Y* = -log Z«
11 2n
\|T* = log
ua,)
U(Tj)-U(Tir
0* = los^ l i
Y 2
U(T,)
vYo,
y a partir de estas expresiones obtenemos fácilmente los estimadores máximo 
verosímiles de 0, s y a.
Nota 4.3.1
Se tienen los siguientes resultados sobre P i'* y P2**•
a)Ep'* = p'1 l- ( 1‘po)
.2T
var(p'*) = (P i)  í-( l-P o ) O 'po)
Pi
(k-1)!
£ jp ;(n + k)...(n+ l)
n+k-j
j -0
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b) Ep2* = P2[i.(l-P 0)”] + O '15®)”- O-PoPi)*
4.4. UNA APLICACION A MODELOS DE BOLAS
Defínición 4.4.1
Sean x1,....,xn€R2. Definimos las cantidades:
V (xp ...,xn) = E^2(Xx n  n X x )i ^ 1  k
siendo X un RACS que podemos suponer convexo y compacto con probabilidad uno. 
De hecho en la aplicación al modelo booleano X será el grano primario.
Lema 4.4.1
EX.2(Xx,u  u X Xo) = nV(x1) - ^ V ( x ¡^ x ^ )+ ^ |V (xi ,x^,x.^)+...
^  ’ W b  ' 2
—+ (- l)nV (X j x„)
La prueba es una consecuencia inmediata de la igualdad
TI
= X V Ki> - X V Ki n K L )+ -+ ( - l) \ (K ,n . . .n K „ )
i-1 ij<ij 1
donde K j, ,Kn son conjuntos medibles en R2 de área finita. Dados {x ¡} issl n
puntos de R2 vamos a utilizar los siguientes parámetros:
Definición 4.4.2
p ii-J í _   }c A c)
Jl Jp
para A un RACS booleano.
La relación entre estos parámetros y los V (x¡,....,x ^ ) es la siguiente:
Proposición 4.4.1
p I”"dp = exp{-0[pV(X.)- Y  V(x. ,x )+......+ (-l)PV(x ,..,x .)]} =
Ji . . r.“  , . }i h Ji jp
= exp{-0[- ^  VCx^x^H......+ (-l)PV(x^,..,x^)]} qp [4.4.1]
La relación anterior es fundamental para poder estimar los V(x¡ j,...,x ¡k).
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Estimación de V(xj ,...,Xfc)
Dado un conjunto de puntos {x 1,...,xk} de R2, ¿cómo podemos estimar 
V(x!,...,xk)? Vamos a considerar un posible procedimiento basado en los estimadores
[1.7.2] de los parámetros pJl Jp. Hemos de hacer la hipótesis inicial de que, o bien 
0 o bien V(x¡) (=a) son conocidos ó han sido estimados previamente. Notemos que:
p1 = expí-GVCXj)}
n  ' [4.4.2]p = expl^GVCXj^)}
Del sistema [4.4.3] estimaríamos V (x j) y V(x¡ ,X2 ), asumiendo, por ejemplo, que 0 
es conocido.
p13 = exp{-20V(x.)+0V(x.,x3)}
23 [4.4.3]
p = exp{-20V(x1)+0V(x2,x3)}
[4.4.3] junto con [4.4.4] nos proporcionarían estimaciones de V ^ ) ,  
V(x1,x2),V(x1,X3 ) y V(x2,x3)
p123 = exp{-30V(x1)+0V(x1,x2)+0V(x1,X3)+0V(x2,x3)-0V(x1,x2,x3)} [4.4.4]
[4.4.4] junto con las anteriores nos permite la estimación de V(x1,x2,x3). Y en general 
por un procedimiento análogo podríamos estimar VC xj,...^).
Modelos booleanos de bolas con radio fijo. Ajuste del modelo.
Tomamos A=(cpoB,0) modelo booleano cuyo grano primario es una bola de 
radio fijocp0. Planteamos el siguiente problema de contraste:
Hq: A es un modelo booleano tal que X=cp0B 
H ^N o  %
Bajo la hipótesis nula a=7t(p02 es conocido. Estamos en condiciones de estimar 
V (0 ,x1,...,xk). Además podemos elegir x lv ..,xk aleatoriamente de modo que 
(cp0B)Xl,...,((p0B)Xk sean compactos convexos, uniformes, isotrópicos (estamos
trabajando con bolas) e independientes tocando a cp0B (Miles, 1981). Tendremos:
E{x, *k} [V(0>*i.... ’x^  = i S t r  [4.4.5]
Para cada k> l el miembro de la izquierda en [4.4.5] es estimable y por lo tanto 
comparable con el de la derecha. Así mismo podemos ir variando el número de puntos 
aleatorios k.
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4.5. GRANOS AISLADOS
Dada una realización de un RACS booleano llamaremos granos aislados a 
aquellos granos primarios cuya frontera no esté cubierta (y por tanto deformada) por el 
resto de la realización. Estos granos serán los reconocibles en la imagen (siempre y 
cuando asumamos que la forma del grano primario es conocida). Por ejemplo que el 
grano primario sea circular, u homotético a un cuadrado. Dada la imagen, utilizando 
algún indicador de forma (en círculos podría ser el clásico que considera el cociente 
entre el cuadrado del perímetro y el área), podremos decidir qué componentes conexas 
son granos aislados. En todo este apartado vamos a trabajar asumiendo formas 
circulares. Sería análogo tomando otras posibles formas.
Se habrá observado que, en todo lo anterior, no se ha utilizado información 
relativa a granos primarios (tales como áreas, perímetros,etc.). Sin embargo, en la 
caracterización del modelo booleano obteníamos la independencia, como RACS, de 
dichos granos. Por lo tanto si conociéramos el área de n granos primarios tendríamos 
una muestra aleatoria de dicha variable.
¿Cuál es la razón para no asumir información de este tipo?
Para intensidades y granos no muy grandes la probabilidad de encontrar bastantes 
granos aislados es pequeña. En consecuencia, habitualmente dispondremos de pocos 
granos aislados con los que trabajar. En este apartado asumiremos que la intensidad es 
pequeña en relación al tamaño de los granos.
Sea A=(YB,0) un RACS booleano con Y v.a. positiva. Denotaremos por f  la 
función de densidad de probabilidad de Y. Dupac (1980) probó que, si f*  denota la 
densidad del radio aleatorio de los granos aislados, se verifica:
f*(y) ap(y)f(y)
donde
y 4~
p(y) = exp{-07t[4y Jrf(r)dr + J(y+r)2f(r)dr]} [4.5. i ]o y
En lo que sigue {y j, yn} denotará la muestra aleatoria con densidad f*
obtenida a partir de una realización del RACS.
Hipótesis 4.5.1
Suponemos que f  pertenece a una familia paramétrica especificada 
fe { V  to e n } 1 '
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Lema 4.5.1
f*(y) = a(0,co)q(y)f(y)
donde
400a(6,co) = [Jq(y)f(y)dy]
y
q(y) = exp { -071 [y2+ 2yEY - J(y-r)2f(r)dr]
verificándose:
1) a(0,CD)>l
2) q (0)=l
3) q(y) es una función estrictamente decreciente si suponemos que Y es no 
degenerada en 0.
La prueba es una consecuencia de la siguiente igualdad:
y 4 -  y
4yjrf(r)d r + J(y+r)2f(r)dr = y2+ EY2 +2yEY - J  (y-r)2f(r)dr
0 y 0
En la introducción comentamos que para disponer de un tamaño muestral 
razonable era necesario exigir un grano primario pequeño. Se justifica pues la
Hipótesis 4.5.2
P(Y€ [0,X])=l-e donde X es un valor razonablemente pequeño.
Simplicando q(y)
La hipótesis 4.5.2 nos permite sustituir q(y) por su desarrollo alrededor de 0. 
q(y) = 1 - (28rcEY)y + (47t262[EY]2 - 2e7t)y2 + o(y2) [4.5.2]
MLE para 6y yf
La verosimilitud de {yi,....,yn} es:
n n n
= [a(e> ^ D [4.5.3]i=l i=l i=l
Denotamos por L*(0,co) el logaritmo de la verosimilitud de las y¡ consideradas
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como muestra aleatoria de f*  y L(co) será el logaritmo de la verosimilitud cuando los 
mismos y¡ son considerados como una muestra de f. A partir de [4.5.3] tenemos:
TI
L*(0,co) = nloga(0,co) + ^ lo g q fy )  + L(co)
i=l
L*(0,co) = -n log [l - 2071 (EY)2 + (4ít2e2(EY)2 - 20jc)EY2]
-0 7 t^ y 2 - 20JtE Y ^y. + 0 J t^J (y .- r)2f(r)dr + L(co) [4.5.4]
i=l i= l0
Para familias de distribuciones bastante generales tendremos que el segundo 
miembro es una función conocida de 0 y co. En consecuencia los MLE de 0 y co los 
obtendremos maximizando [4.5.4].
Ejemplo 4.5.1
Supongamos que f  es la densidad de una uniforme en [a,b] con a>0, entonces:
2 2 
L *(0,a,b) = -n log[l-20Jt(-S±^) + (4 jt202(á ± k ) -20j i ) | - ( . ¿ ¿ ) ] -
® n n
eic(a+b)2Lyi+ 3 ^ r X y i 'nlog(b' a)
Í=1 i« l '  i-1
Dados unos valores concretos de yi,...,yn obtendríamos el máximo de L*(0,a,b).
Momentos del grano aislado y momentos del grano original
E*Yk va a denotar el momento k-ésimo de la v.a. que nos da el radio de las bolas 
aisladas. A partir de [4.5.2] y de la expresión de a(0,co) que se deduce tendremos:
EYk-(20JtEY)EYk+1+(4íc202(EY)2-207t)EYk+2
-------------------- 2------71------2----------1------- t4-5-5]l-20Jt[EY] +[4ít% (EY) -207t]Ei
Estimación de f  utilizando la divergencia de Kullback
A partir de [4.5.1] se desprende que la forma funcional exacta de f*  usualmente es 
muy complicada. Un modo de superar esta dificultad que tiene en cuenta la hipótesis 
4.5.2 es considerar, en lugar de f*, una aproximación, es decir: 
f*(y) = co + ciy + C2y2 + C3y3
A partir-de la muestra aleatoria (yx, ,yn) podemos estimar los coeficientes q
mediante el procedimiento que queramos. Tendremos perfectamente especificada una 
cierta f*0. El problema que nos planteamos es determinar los valores (0*,co*)e R+xQ
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que minimicen alguna medida de divergencia entre f*0 y f*e>Cü. Vamos a considerar la 
debida a Kullback (1968).
Definición 4.5.1
Sean f  y g densidades con el mismo soporte, entonces:
I(f.g) = J f(x )lo g ^H  dx
que puede interpretarse como la información media por observación respecto f  para la 
discriminación en favor de f  contra g.
En nuestro problema tendremos
= Jf*0(y>1 dy -
o 1 e,a>^ 6,0)
Pero
f*  (0)
f * M (y ) =  a(e,Ci))q(y)f (y ) = * a(0,cü) 
suponiendo f  tal que f(0) sea distinto de cero.
+ Eo [> °g ¿ )] + E0[l°g^ ]  «
0,0) 0)
= 10gf^ lO )  + 67c[E0y2 + 2 E Y E oY  - E0{J(y-r)2f(r)dr}] + EQ[ l o g ^ ]  [4.5.6] 
0,0) 0
I(f*o>f*e,(D) como vemos en [4.5.6] es conocida excepto el valor f*etG)(0).
Buscamos una f*G (ú lo más parecida a f*0, se justifica pues:
Hipótesis 4.5.6
f * 0 , o / O )  =  f * o (O ) =  Co 
Bajo esta hipótesis se tendrá:
y
I(f* o = log + ^  E0Y2+ 2EY E0Y - E0{J(y-r)2f(r)dr}]
f* 0(y)
+E»Pos_é r] [4-5-7]
Que podemos considerar una función perfectamente conocida de 0 y co. Los 
valores (0*,co*) que tomaremos como estimadores serán aquellos que minimicen 
[4.5.7]. En el siguiente ejemplo indicamos solamente como quedaría planteado el
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problema en una situación concreta.
Ejemplo 4.5.2
Supongamos que f  es un polinomio de segundo grado. 
f(y)=b0+b1y+b2y2 con 0<y<X y O)=(X,b0,b1,b2)
Considerando la aproximación:i
i=0 o j=0 i=0 j - 0  i=0 J
donde
i  c i  1 ^C2C0 " Cl i ^ C3C0~ C2Cl C0^  +  ^c i
C0 = Z  ’ C‘ =  i ~  C2---------------- i ------------
0 C0 C0
Además:
k -0  k*0 i=0
donde los b^1 están definidos del mismo modo que los c*1.
co 1=0 1+0 i=o j=o (i+2)
2 3 . . 3 3 .1 - iH + 1  2 3 K1. yyc.d.i^ + v yp t^___yy Vl ^
é u o  1Jl+J+4J é w í  1+J+1 ^ o Z o 1+s+1
Estimaríamos 0 y los b¡ minimizando [4.5.8] bajo las restricciones:
yb.^ i=iJ 1-1-1
^  b . j  £ 0 ye [0 ,\] 
j®°
[4.5.8]
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Distanda de un grano aislado al resto dd RACS
Una de las características tradicionalmente utilizadas en procesos puntuales para 
contrastar la hipótesis de aleatoriedad espacial (es decir, si el proceso puntual es de 
Poisson) es la distancia desde un punto cualquiera del proceso a su vecino más 
próximo. Consultar, por ejemplo, PJ.Diggle (1975, 1983) o Upton y Fingleton 
(1985). Sin entrar en mayores profundidades hemos de tener en cuenta que la 
determinación de la distribución de dicha distancia implica la consideración de la 
distribución de Palm de un proceso puntual de Poisson (Stoyan, Kendall, 
Mecke,1987). Si llamamos M  a esta característica, es conocido que en Rd
FM(r)= l-exp{-6b / }
siendo 0 la intensidad del proceso de Poisson, b j el volumen de la bola unidad en Rd y 
Fm la función de distribución de M.
Un proceso puntual de Poisson es el modelo booleano más simple. Consideremos 
un modelo booleano de bolas aleatorias y denotemos a la v.a. análoga a M  por N. 
Parece de interés estudiar la distribución de N. Dicha distribución dependerá del radio 
aleatorio del grano primario. ¿En qué modo?.
Definición 4.5.2
Supongamos que tenemos un grano aislado "típico" y definamos N como la v.a. 
que nos da la distancia desde ese grano al resto del RACS.
Teorema 4.5.1
Si h es la función de densidad de probabilidad de N tenemos:
h(x) = 207t exp{-07t(x2+2xEY)} E*[(x+EY+y) exp{-20Jixy}] [4.5.9] 
donde E* denota esperanza respecto de la distribución f*.
Demostración
Denotemos por Y* el radio aislado aleatorio con densidad f* y sea:
C* = {(x,y) / a < x2+ y2 < b}
entonces
P(N > x / Y* = y) = lim  P(A° z> Cf*x / Ac 3  Cy+E) =v •" y y-e
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P(Ac=>Cy+x)= lim - - - - - - =
P(AC o C*+E) 
y-e
■H» y-eexp{-07c[J(y+x+r)2f(r)dr - J(y-e-r)2f(r)dr] }= lim 
£ —>0+ +00 y -Eexp{ -07C [ J(y+e+r)2f(r)dr - J(y-e-r)2f(r)dr] }
o o
= exp{-07c[x2 + 2x(y+EY)]}
y de esta igualdad se sigue el resultado.
Es comprobación trivial ver que si el radio aleatorio es degenerado en 0 tenemos 
como un caso particular la densidad de la v.a. M.
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