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We study an integrated silicon photonic chip, composed of several sub-wavelength ridge waveg-
uides, and immersed in a micro-cell with rubidium vapor. Employing two-photon excitation, includ-
ing a telecom wavelength, we observe that the waveguide transmission spectrum gets modified when
the photonic mode is coupled to rubidium atoms through its evanescent tail. Due to the enhanced
electric field in the waveguide cladding, the atomic transition can be saturated at a photon number
≈ 80 times less than a free-propagating beam case. The non-linearity of the atom-clad Si-waveguide
is about 4 orders of magnitude larger than maximum achievable value in doped Si photonics. The
measured spectra corroborate well with a generalized effective susceptibility model that includes
the Casimir-Polder potentials, due to the dielectric surface, and the transient interaction between
flying atoms and the evanescent waveguide mode. This work paves the way towards a miniaturized,
low-power, and integrated hybrid atomic-photonic system compatible with CMOS technologies.
I. INTRODUCTION
The ability to control and exploit light-matter inter-
actions holds substantial promises for discovering novel
phenomena and technological applications. From the de-
velopment of quantum theory, to the state-of-the-art pho-
tonic sensors and circuits, novel kinds of light-matter in-
teractions have always opened the door to new funda-
mental insights and technologies, with interdisciplinary
implications reaching beyond physics.
Within the last two decades the noticeable advance-
ments in the field of nano-photonics have broadened the
horizon of quantum technologies for promising out-of-
the-lab applications [1–6]. Integrated photonics allow
one to miniaturize and incorporate coherent and non-
classical photon sources [7–9], optically active media [10–
13], and detectors [14, 15] on a single chip. Atomic vapors
on the other hand, offer a highly polarizable and non-
linear medium. Therefore, combining nano-photonics
and atomic physics has promising potentials for devis-
ing novel atom-light interaction schemes as well as new
quantum hybrid systems benefiting from the best of both
worlds.
In recent years, several phenomena such as chiral trans-
port of the photons and their interactions have been stud-
ied in a hybrid system of cold atoms interfaced with op-
tical fibers [16–21], and photonic crystal waveguides and
cavities [22–25]. Although progress on the miniaturiza-
tion of cold atom experiments has been reported [26],
combining them in cavity networks is still a challenge.
When combined with nano-photonic circuits, thermal
vapors on the other, lend themselves to better scalability
and integration [27, 28]. So far, thermal atoms have been
coupled to integrated waveguides [29, 30], Mach Zehn-
der interferometer [31, 32], hollow-core fibers [33, 34],
tapered nano-fibers [35–37], and ring resonators [38]. A
recent attempt to increase the coupling strength between
atoms and photons benefits from tightly confined mode
of a sub-wavelength slot waveguide [39]. In spite of less
precision and control in thermal vapor cells, their lower
technical complexities and better compatibility with inte-
gration, still make thermal atoms interesting candidates
for realizing non-classical light sources [40], small-scale
atomic clocks [41], and quantum memories [42] as some of
the major building blocks of a hybrid atom-nanophotonic
network.
In this letter, we investigate the interaction between a
thermal rubidium (Rb) vapor and sub-wavelength ridge
waveguides. To benefit from the well-established CMOS
technology in silicon (Si) and be compatible with the
telecommunication band, we use a two-photon excita-
tion scheme, i.e. (5S1/2 → 5P3/2) at λ1 = 780 nm and
(5P3/2 → 4D5/2) at λ2 = 1529 nm (telecom wavelength)
where the latter is coupled to the waveguide. We demon-
strate the coupling of rubidium atoms to the evanescent
tail of the waveguide mode in the cladding. By system-
atic measurement of the absorption linewidth at differ-
ent telecom laser powers, even down to the single photon
level, we investigated the effect of tight-mode confine-
ment of the sub-wavelength waveguide via a noticeable
reduction of the saturation power. In addition, we in-
vestigate the effect of the surface on the atomic spec-
tra via the Casimir-Polder (CP) potential. Our exper-
imental measurements can be properly described via a
generalized effective susceptibility model based on total
internal reflection (TIR)-spectroscopy [43] when CP po-
tentials and transient effects due to the atomic motions
are incorporated.
Although the coupling between atoms and the waveg-
uide mode is still in the weak regime we believe that
our scheme has the potential of investigating stronger
coupling realms when more confined geometries like slot
waveguides and cavities [44] are considered. Moreover,
the substantial reduction of the required power for in-
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2ducing optical non-linearity makes this hybrid device an
efficient candidate to produce non-classical light at the
telecommunication band [45].
II. MEASUREMENT SCHEME
FIG. 1. (a) Artistic depiction of the experiment. The 780
pump laser (red) illuminates the nano-device perpendicular to
the chip surface from the top and excites Rb atoms to 5P3/2
state. The 1529 nm probe laser (purple) is coupled to the
silicon waveguide via grating couplers from below. Within
the uncovered interaction region the evanescent tail of the
guided mode excites the atoms from the intermediate level
to the 4D5/2 state. (b) Simplified level scheme of the
85Rb
isotope.
Fig. 1(a) and (b) show the schematics of the experi-
ment and simplified electronic levels of 85Rb isotope, re-
spectively. A 780 nm pump laser (Toptica DLX110, red),
locked to (5S1/2 F = 3→ 5P3/2 F’ = 4) transition of 85Rb
isotope, uniformly illuminates the un-covered part of the
waveguide and excites Rb atoms to the intermediate ex-
cited state. A 1529 nm probe laser (Toptica DL Pro,
purple) is coupled to the waveguide via a grating cou-
pler and scanned over 4D5/2 states. The evanescent tail
of the waveguide mode interacts with excited Rb atoms
in the cladding and further excites them to 4D5/2 level.
The modified mode gets coupled out of the waveguide via
another grating coupler and recorded with an avalanche
photodiode (APD, THORLABS APD410C) or a single
photon detection module (SPCM, ID Quantique id210)
at very low powers. A detailed description of the setup
and nano-photonic cell can be found in the appendix sec-
tion A and B.
III. NUMERICAL SIMULATION AND FIT OF
THE EVANESCENT WAVEGUIDE SPECTRUM
The blue trace in Fig. 2 shows the measured absorption
of the probe laser after lock-in-amplification of the APD
signal averaged over 2000 traces at a mode power of 41
fW (below saturation) and a temperature of 130◦C. Inset
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FIG. 2. Normalized absorption of the 1529 nm probe laser
traveling through a Si waveguide as a function of detuning
(blue). The green line shows the calculated effective suscepti-
bility using Eq.(1) and the dahsed line shows the asymmetric
Voigt fit to the measured data (blue). The hyperfine refer-
ence signal (purple area) is from a counter-propagating pump
and probe scheme in a 10 cm Rb cell. Inset (a) shows a
zoomed-in version of the reference spectrum with all hyper-
fine transitions.
(a) shows the measured absorption of a free propagating
probe beam through a 10 cm long, cylindrical ”reference”
cell for the 85Rb isotope with free counter-propagating
pump beam. In the following, the three main differences
between reference and waveguide signal are explained.
The first difference arises from the wavevector orienta-
tion of pump and probe beam and the loss of Doppler se-
lectivity. In case of the waveguide signal the wavevectors
are orthogonal. This means the pump laser addresses
all velocity classes. In addition, the wavevector of the
probe laser is modified by the effective refractive index
neff = 2.53 of the waveguide mode which contributes to
the Doppler broadening ωDopp = (neffσ)/λ2, with σ being
the mean velocity of the atoms in the vapor. Together
with the wavevector orientation, this leads to different
spacing of the individual hyperfine peaks and Doppler
broadening of the whole spectrum.
The second difference arises from the short transit time
of flying atoms through an evanescent field with a decay
length of L = 1/k⊥ ≈ 90 nm, where k⊥ is the normal
component of the wavevector. These atoms experience a
broadening of about Γtt/(2pi) = 435 MHz.
The third difference stems from the Si surface due to
the CP potentials which leads to an overall shift and
asymmetry of the lineshape.
To obtain a more quantitative understanding we
employ an effective susceptibility χeff description to
model the effect of the waveguide mode in polarizing Rb
atoms. With this theoretical model we assume that a
certain amount of the atoms are pumped to the 5P3/2
state, with all mF levels equally populated, and we
only consider the 5P to 4D transition, summing over
all allowed transitions with weights calculated from
Clebsch-Gordon (CG) coefficients. Each transition is
3modeled as a two-level system and in the non-depleted
regime which is a valid assumption in the weak probe
limit when the optical pumping effects can be safely
ignored. This leads to the following expression for the
effective susceptibility of the atoms
χeff(∆) = A
∫ ∫
dvdlF (v, l)×
[
Θ(v⊥)
e−lk⊥ − e−l/v⊥[Γ0/2+i(∆−C3/l3−v‖k‖)]
(Γ0/2− v⊥k⊥) + i(∆− C3/l3 − v‖k‖)+ (1)
Θ(−v⊥) e
−lk⊥
(Γ0/2− v⊥k⊥) + i(∆− C3/l3 − v‖k‖)
]
.
In this equation, l is the distance of the atom from the
surface.
F = exp [−v2/(2σ2)]/(2piσ2) exp (−lk⊥)/(2k⊥) contains
the Boltzmann factor for velocities perpendicular (v⊥)
and along the waveguide surface (v‖) and the field decay
length normal to the waveguide in y,z-directions (see the
inset of Fig. 3(b) showing the profile of the waveguide
and the coordinates).
The denominator of Eq. 1 contains the natural decay
rate Γ0/(2pi) = 1.89 MHz for the 4D5/2 state. Doppler
and transit time effects are included via v‖k‖ and v⊥k⊥
terms, respectively. Close to the surface, Rb atoms in-
duce a mirrored dipole with opposite charge. The po-
sition dependent (attractive) dipole-dipole interaction is
described by the CP potential. From numerical calcula-
tion, we found that a C3l
−3 potential is a good estimate
to calculate the surface effect on the atomic level shift
within the field decay length. A detailed description of
the full CP potential can be found in the appendix sec-
tion C.
Our simulations show that the cyclic transition (5P3/2
F = 4 to 4D5/2 F = 5) (largest peak in Fig. 2(a)) dom-
inates the broadened waveguide signal. Each hyperfine
transition is red shifted by −2pi × 53 MHz. However,
the full spectrum including all other hyperfine transitions
shows a shift of −2pi×7 MHz. This is because the weights
of the higher lying transitions shift the overall spectrum
by +46 MHz in the opposite direction without signifi-
cant change of the lineshape. Therefore, the waveguide
spectrum in Fig. 2 shows no significant shift.
In contrast to atoms moving parallel to the surface and
experiencing a uniform field, the perpendicular direction
exhibits an exponential field gradient with different initial
conditions selected by the Heaviside function Θ; atoms
traveling away from the structure (v⊥ > 0) have left the
surface in the 5P3/2 state, while atoms moving towards
the surface (v⊥ < 0) continuously feel an increasing field
strength. The susceptibility is calculated for all nine hy-
perfine transitions with corresponding amplitudes Aj of
the jth transition set via CG-coefficients. The simula-
tion in Fig. 2 shows the full spectrum. To extract phys-
ical quantities we fit an asymmetric Voigt profile to the
measured data [46]. The fit function is a convolution of
symmetric Gaussian function and a Lorentzian function
whose width (FWHM) is modified by two asymmetry pa-
rameters [47].
Since the Gaussian contribution (Doppler effect) as
well as the asymmetry parameters (surface effects) are
the same for all measurements, the Gaussian width is
fixed to ωG = (2pineff)/λ × σ = 2pi × 784 MHz, a value
corresponding to a cell temperature of 140◦C. The asym-
metry parameters were empirically determined from the
asymmetric Voigt fit for one of the measurements and
kept fixed for the rest of the analysis since the geometry
hence, the surface effects remain the same (fits to var-
ious spectra show consistent values for the asymmetry
parameters).
We confirmed with both the simulation and the fit
that the cyclic transition (5P3/2 F = 4 → 4D5/2 F’ =
5) dominates the absorption lineshape, so one asymmet-
ric Voigt fit is sufficient to fit the spectrum with the
Lorentzian width, amplitude, and offset as the only free
fit parameters. From the good agreement, we deduce
that the asymmetric Voigt fit offers a proper description
to extract information about absorption line-width and
non-linearity from our measurements also at high probe
power.
IV. PROBE POWER EFFECT, BROADENING,
AND NON-LINEARITY
Tight mode confinement within the waveguide leads
to much higher intensities compared to free propagating
laser beams. In this section we study the non-linearity
of the hybrid system and calculate the effective power
and photon flux needed for observing this non-linear be-
haviour.
The inset of Fig. 3(b) shows the COMSOL simulations
of the mode Poynting vector (S) distribution, carrying
the power along the waveguide and within the cladding.
This quantity allows one to define an effective mode area
interacting with atoms Aeff at 1529 nm as
Aeff =
1
max(S)
∫
Aout
SdA = 3510 nm2 (2)
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FIG. 3. (a) Measured absorption for different probe pow-
ers as a function of probe detuning ∆. The purple trace at
lowest power is recorded with the SPCM and scaled down by
a factor of 20 for comparison to other traces taken with the
APD at higher powers. Red lines show asymmetric Voigt fits
to the measured data. (b) The mean Lorentzian FWHM vs.
probe power interacting with rubidium atoms. The vertical
errorbars indicate standard deviations from 4 statistical mea-
surements for each power while the horizontal errorbars result
from the fit. Circles and diamonds stand for SPCM and APD
measurements, respectively. The filled points are color-coded
as the spectra in panel (a). The solid red line shows the fit
function for homogeneous power broadening vs. probe power.
The gray area shows the saturated region. Inset: Waveguide
geometry and the real part of the Poynting vector outside the
waveguide and along its axis.
where max(S) is the global maximum of the Poynting
vector and Aout denotes the region outside the waveg-
uide. Systematic measurements of the absorption spec-
trum as a function of the probe laser power allows one
to determine the saturation power, hence the real power
interacting with atoms.
Figure 3 (a) shows measured spectra for different probe
powers at 140◦C cell temperature and a ground state
density of nRb ≈ 1013cm−3 (A detailed study for different
atomic densities and their effect on the pump laser can
be found in the appendix section E). The purple trace,
corresponding to the lowest power, is recorded with a
single photon counting module. The obtained histogram
from the photon counter has been translated directly to
an absorption spectrum (more information can be found
in the appendix section D).
All other traces in Fig. 3 (a) at higher powers were
obtained with an APD. The spectra were fitted using
asymmetric Voigt fit functions with the same asymme-
try parameters determined in the previous section. Fig-
ure 3(b) shows the fitted Lorentzian FWHM as a function
of the probe power. Vertical errorbars are obtained from
statistical averages over four measurements with iden-
tical experimental parameters. Diamond-shaped data
points correspond to spectra measured with the APD and
the circle-shaped data are from the SPCM measurement.
From a series of probe power-dependent measurements in
a Rb reference cell we obtained the saturation intensity
of Isat ≈ 0.138 mW/cm2 for the (5P3/2 → 4D5/2) transi-
tion, the value that has been confirmed with calculations
based on the transition dipole moments and lifetime, as
well.
In each experiment, we first measured the probe
power Pref in the focus of the magnifying telescope
(see Pref in Fig. 1 of appendix). Later, the power
dependency of the Lorentzian FWHM was fitted with
Γ = Γ0
√
1 + γPref/(AeffIsat) + Γoff to extract the power
broadening behavior. In this expression γ is a scaling fac-
tor that captures all losses (including optics and coupling
to nano-structure) from the point where Pref is measured
to the interaction region. The offset Γoff/(2pi) = 420 MHz
is close to the value of transit time broadening Γtt ob-
tained from the effective susceptibility simulation. The
red curve in Fig. 3 (b) shows Γ = Γ0
√
1 + I/Isat +Γoff as
a function of the mode power Pmode = γPref ×Atot/Aeff.
It must be noted that while Atot is the total effective
mode area however, only a fraction of Aeff/Atot = 6.3%
of the mode power interacts with the surrounding Rb
atoms.
The filled data points are color-coded as the spectra de-
picted in Fig. 3 (a). The obtained APD traces show only
relative absorption after the lock-in amplifier. In order to
obtain the absolute absorption values for a broad range
of intensities, below and above the saturation power of
Psat = 76 fW (gray shaded area in Fig. 3(b)), the ab-
sorption coefficient α = α0/(1 + I/Isat) was calculated
for the filled data points. Here, α0 is the power inde-
pendent absorption coefficient in the weak probe regime.
The SPCM measurement gives the intensity-independent
absorption α0 and the APD spectra are scaled according
to the calibrated input power with α(I). For visualiza-
tion purposes the SPCM trace is scaled down by a factor
of 20 compared to the APD traces.
In order to investigate the onset of optical non-linearity
at low photon number achievable in our system we first
calculate the χ(3) coefficient contributing to the atomic
polarizability as P = 0[χ
(1) + 3/4χ(3)E2]E. Follow-
ing the two-level system approach (5P3/2 → 4D5/2)
we obtain |Re(χ(3)(∆))]|/nRb = 9.77 × 10−32m5/V2 at
|∆| = 2pi × 1GHz. This large detuning has been con-
sidered to be far away from any single-photon absorp-
tion of the Doppler broadened spectrum of the thermal
vapor. This non-linearity corresponds to a Kerr coeffi-
cient of n2 ≈ 3.68 × 10−6cm2/W, for a vapor at 150◦C
with the density of nRb = 10
19 m−3 at intermediate
5P3/2-state. For comparison, a free-propagating beam
focused down to the diffraction limit has a focus spot of
AGauss = pi/2 × (λ/2)2. This means in the vicinity of
the waveguide AGauss/Aout = 78 times less photons are
needed to reach this non-linear regime in contrast to a
free propagating beam. As mentioned before, at P = 76
fW of the mode power the upper transition gets satu-
rated corresponding to a photon flux of Φ = 5.8×105s−1.
Not only this non-linearity is approximately 7 orders of
magnitude higher than the achievable values for bulk sil-
icon [48], the enhanced field density of the waveguide al-
lows one to reach this value at substantially lower powers
of fW-range. An effective way to overcome the weak in-
5trinsic non-linearity of silicon is to integrate it with mate-
rials with a high Kerr coefficient. Using silicon-doped and
silicon-graphene hybrid systems the Kerr non-linearity
has been increased up to n2 ≈ 2 × 10−13cm2/W , about
an order of magnitude enhancement compared to bulk
silicon [49]. In an atom-clad waveguide the non-linear
medium is only interacting with a small fraction of the
mode power (less than 10% in our case) however, the op-
tical non-linearity remains large enough to exceed those
values by several orders of magnitude. Although the gain
bandwidth of the atomic medium is limited to a few GHz,
atom-photonic hybrid systems are still promising candi-
dates for non-linear photonics.
CONCLUSION
In this letter we investigated a hybrid system consist-
ing of thermal alkali vapor and integrated on-chip silicon
photonic structures. Via two-photon spectroscopy of ru-
bidium atoms we investigated the effect of atomic polar-
izability on modifying the waveguide transmission [50].
The spectra show an increased Doppler broadening, due
to the large effective index of the waveguide mode, ac-
companied with an additional broadening due to the
transit interaction of moving atoms with the mode. In
addition, due to the CP potential, the transmission spec-
tra becomes shifted and asymmetric [51]. Using an ef-
fective susceptibility model, including all relevant atomic
transitions, modified Doppler effect, transit effect, and
CP potential we have been able to reproduce the mea-
sured data with excellent agreement. From probe power
measurements beyond saturation we extracted the non-
linear response of our system in terms of a χ(3) coeffi-
cient. We demonstrated that large non-linearity at tele-
com wavelength on a silicon platform can be reached with
powers on the order of fW. This non-linearity is 4 orders
of magnitude larger than state of the art values achiev-
able in hybrid silicon systems.
Unlike previous reports on Si3N4 photonics [32] we did
not observe any noticeable degradation of devices within
the period of 5-6 months. This could be attributed to
the thin native oxide layer (SiO2) on silicon, protecting
silicon from rubidium atoms. This hybrid system opens
the door for future experiments with various waveguide
geometries with applications for fast optical switching,
cross-phase modulation and photonic gate operations.
On a more fundamental level, this system is suited to
study interacting atoms in a 1D situation, eg. slot waveg-
uides [39].
The small mode area of the evanescent field, on the
order of the wavelength, allows for systematic studies of
atom-atom interaction effects like self-broadening in low
dimensional geometries. The extension of the evanescent
field can be enhanced by tapering the waveguides facili-
tating two-photon excitation to the Rydberg levels, hence
creating large optical non-linearity. These interactions
could also be utilized to add non-linearity, e.g. to a sys-
tem of coupled ring resonators, which on their own create
a synthetic gauge field for non-interacting photons [52].
V. APPENDIX
A. Cell Design
FIG. 4. Photograph of the home-built Rb vapor cell.
A photograph of the vapor cell is depicted in Fig. 4.
The 1×1 cm nano-photonic chip on top of the Si window
is visible through the glass window. Around the glass
window a thin layer of Al is deposited. This way by ap-
plying a negative voltage at 330◦C to the glass frame and
a positive voltage to the windows we force ion diffusion
through the cell. Negatively charged O2− ions from the
glass frame form bonding layers at the windows with Si
and Al, respectively. The Rb reservoir is added after
evacuation.
B. Experimental Setup
The investigated nano-device is a 1 mm long, 500×250
nm rectangular Si waveguide between two grating cou-
plers supporting only one TE00 mode at 1529 nm on a
Si02/Si substrate (see Fig. 5 inset (a)). This 2 × 5 cm
substrate is anodically bonded to a glass frame and acts
as a Si window. The other side of the glass frame is
covered by a glass window. A glass tube attached to
the frame contains the Rb reservoir and is mounted on
a 3D translational stage in the center of Fig. 5. In order
to tune the atomic density and prevent condensation on
the Si chip, the reservoir temperature is independently
controlled. The chosen level scheme of 85Rb is depicted
Fig. 5. A 780 nm pump laser (Toptica DLX110, red) is
locked to the 5S1/2 F = 3 → 5P3/2 F’ = 4 transition
while the 1529 nm probe laser (Toptica DL Pro, green)
scans over the 4D5/2 states. Both lasers are operating
in continuous wave mode. The red pump laser is illumi-
nating the whole structure through the glass window of
6FIG. 5. Sketch of the excitation scheme, imaging setup, and
Rb vapor cell. A 3D translational stage allows addressing
different devices on the Si chip. The 780 nm pump laser illu-
minates the cell through the glass window and excites atoms
from the ground (5S) to the 5P state. The 1529 nm probe
laser is coupled into the nano-device and its evanescent in-
teraction with the atoms in the 5P state is recorded with an
APD and SPCM. (a) Image from the InGaAs camera with
light coupled in (left) and out (right). (b) The view through
the glass window allows alignment of the pump laser.
the cell. This way, the pump power is distributed ho-
mogeneously across the structure. A Si camera monitors
the pump spot on the chip (see inset (b)). The probe
laser is coupled into the nano-device through 10◦ tilted
on-chip grating couplers. The halfwave plate matches the
polarisation to the guided mode. Light coming from the
out-coupler is 90% reflected at the 10:90 beamsplitter and
spatially filtered by the pinhole before being imaged on
the InGaAs camera (Xenics Bobcat 320 Gated). Evanes-
cent two-photon interaction of the guided light with the
atoms is recorded with an avalanche photodiode (APD,
THORLABS APD410C) and at lower light level with a
single photon detection module (SPCM, ID Quantique
id210). When measured with an APD below the break-
down voltage, the pump laser is modulated for lock-in
amplification using an AOM in combination with a lock-
in amplifier (Stanford Research Systems SR830). The
SPCM is used together with a time tagger (Swabian In-
struments TT20) to produce a histogram for each laser
scan. The LEDs act as background illumination for align-
ment issues. Frequency axes are calibrated with a Fabry-
Pe´rot interferometer with a free spectral range of 2030
MHz.
C. Casimir Polder Potential
The origin of the Casimir-Polder (CP) effect is
sketched in the inset of Fig. 6(a). An atomic dipole
sees its mirrored dipole in the vicinity of a dielectric sur-
FIG. 6. (a) The simulated potential using the local density
of states (LDOS) approach is depicted as circles. This poten-
tial is then interpolated (blue line) and approximated with a
C3 fit (green dashed line). The black dashed line marks the
decay length of the evanescent field. The inset illustrates the
cause of the potential. (b) Effective susceptibility plotted as
function of detuning using the interpolated potential and the
C3 approach. Colors match with the legend in (a). (c) Differ-
ence in effective susceptibility between the interpolated and
C3 fit approach as a function of detuning.
face. This leads to an interaction potential between the
dipole and its induced image. However, this effect is only
noticeable on a short distance away from the surface.
Fig. 6(a) shows the induced CP lineshift (circles) on a
Rb atom in dependence of its distance z to the Si surface
for the (5P3/2 → 4D5/2) transition at 1529 nm. Up to
100 nm the potential is proportional to z−3. At longer
distances, retardation effects lead to deviations from the
z−3-behavior. In order to investigate the influence of
the retardation, we interpolated the potential (blue line)
and fitted the potential up to 100 nm with f(z) = C3/z
3
(green dashed line) and included these values in the nu-
merical calculation of the susceptibility. The results are
shown in Fig. 6(b) with colors matching the legend in
(a). For a fair comparison the z integration was per-
formed from 0 to 2 µm. Figure 6(c) shows that both
approaches give identical results. Contributions to χeff
from atoms at a larger distance (z > 1µm) from the sur-
face are comparably small and additionally attenuated
by the evanescent decay of the mode field (black dashed
line in Fig. 6(a)). Hence, the C3/z
3 potential used in the
main text is a valid approximation to treat the surface
effect properly.
D. Generating Spectra with the SPCM
The inset of Fig. 7 shows the measurement scheme
to obtain atomic spectra with the SPCM. A trigger sig-
nal sent simultaneously to the laser and the time tagger
initiates the counting of photons. The laser scans the
frequency at a rate of 7.7 Hz (every 130 ms back-and-
forth or 65 ms one way). Photons traveling through the
nano-device are counted by the SPCM. Those counts are
summed every 10 µs (bin width) in one bin (blue bars
7FIG. 7. Histogram of the counted photons transmitted
through the nano-device. The black dashed line acts as guide
to the eye. The inset sketches the measurement scheme to
produce the depicted spectrum.
in Fig. 7) after the trigger. On atomic resonance, the
counts decrease. The slope in the background is due to
changing laser power along the scan. The raw data in
Fig. 7 is obtained by summing all bins over 2000 consec-
utive triggers. In contrast to the traces recorded with
the APD combined with a Lock-in amplifier, the SPCM
measurements show absolute values for absorption. This
allows access to properties like the optical density of the
vapor.
E. Impact of Atomic Density
The 780 nm pump laser has to travel through a 5 mm
thick Rb vapor to reach the chip, whereas the 1529 nm
probe laser only interacts via its evanescent tail along
a 1 mm long interaction region. Hence, the detected
two-photon signal is highly dependent on the Rb density
within the cell. The atomic density n influences both
the pump and the probe laser. To study density effects
in this section the reservoir temperature was varied from
80◦C to 140◦C, which corresponds to 85Rb ground state
density nRb of O(1012) to O(1013) cm−3. The cell tem-
perature was constantly kept at 160◦C to prevent Rb
condensation on the chip. All data was recorded with the
APD for a fixed probe power of 210 fW out of the waveg-
uide. Figure 8(a) demonstrates the density on the ab-
sorption signal for various pump powers. For each pump
power the shaded region originates from statistical av-
erages over four measurements at each data point. For
all pump powers at first, the absorption increases with
density, controlled by the reservoir temperature until it
reaches a maximum. This trend can be qualitatively un-
derstood as a monotonic increase in the number of atoms,
hence more absorption of the probe beam. While the ef-
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FIG. 8. (a) The measured mean absorption as a function
of the ground state density for increasing pump power. The
shaded regions around each curve indicate the standard devi-
ation determined from 4 measurements for each data point.
The traces show a maximum that monotonically increases
with density and probe power indicated by the arrow. The
signal maximum becomes more pronounced with increasing
density and shifts towards higher densities. An empirical in-
crease in the density is fitted for each power to the rising
slope (circles) in (a). (b) Density dependent pump transmis-
sion for different powers. Discrete data points (diamonds)
and the fit function (solid lines) are color coded similar to the
pump power traces in panel (a). The decrease in absorption
at higher densities follows Beer’s law which is fitted to the
data as solid lines with Eq. 3. The inset shows the depen-
dence of density with pump power for the rising slope. Each
colored square corresponds to one fixed pump power with the
same color as depicted in panel (a). The dashed red line is a
guide to the eye showing the linear behavior of this parameter
with pump power.
fect of atoms on pump propagation can be ignored in
dilute regime, at higher densities the 780 nm laser is ab-
sorbed significantly. This leads to a decrease in 5P pop-
ulation and hence a decreased absorption of the probe,
consequently. The absorption maximum moves towards
higher densities. In order to investigate this behavior
more quantitatively, the rising slope (dots on top of each
trace) of each curve is fitted with the empirical ground
state density expression f0 = a(P780) × nRb(T ). The
only fit parameter a includes all physical constants and
depends on the pump power (P780), since this defines the
density in the 5P3/2 state. This parameter a is plotted
vs. pump power in the inset of Fig. 8(b). The red line
is a linear fit and a guide to the eye. Despite high pump
power on a ≈ 4 mm2 spot, the signal shows no signa-
ture of the optical pumping of the atoms into the dark
state manifested by a saturation behavior in the inset of
8Fig. 8(b). All data points are color-coded as the colorbar
in Fig. 8. Dividing the data in Fig. 8(a) by f0 removes
all linear dependence of the data to the atomic density
as well as the pump power. The rest might be attributed
to the absorption of the pump laser which is depicted for
the corresponding pump power and density in Fig. 8(b).
Following this approach, the pump transmission T should
obey Beer’s law.
T = T0 exp(−αd) (3)
Solid lines represent fits using Eq. 3 with T0 as free fit
parameter, the absorption coefficient α and propagation
length d. Errorbars stem from statistical standard devi-
ation from (a) and fit deviations from f0. The fits show
no dependence on pump power since all lines overlap.
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