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RESOLVENT AND RADIATION FIELDS ON NON-TRAPPING
ASYMPTOTICALLY HYPERBOLIC MANIFOLDS
YIRAN WANG
Abstract. We construct a semi-classical parametrix for the Laplacian on non-trapping asymptot-
ically hyperbolic manifolds, which generalizes the construction of Melrose, Sa´ Barreto and Vasy.
As applications, we obtain high energy resolvent estimates and resonance free strips. Also, we
prove that the Friedlander radiation field decays exponentially for initial data in proper spaces.
1. Introduction
Consider an n + 1 dimensional compact manifold X with boundary ∂X. The interior of X is
denoted by X˚ . Let ρ ∈ C∞(X) be a boundary defining function of ∂X, i.e. ρ > 0 in X˚, ρ =
0 on ∂X and dρ 6= 0 on ∂X. When equipped with a Riemannian metric g, the manifold (X˚, g) is
called conformally compact if G = ρ2g is non-degenerate up to ∂X. If in addition |dρ|G = 1 at
∂X, (X˚, g) is called asymptotically hyperbolic. In this case, the sectional curvature approaches −1
along any curve toward ∂X, see Mazzeo [12, 13]. As shown in [6] (see also [9]), for asymptotically
hyperbolic manifolds, there is a product decomposition near ∂X. That is, there exists a boundary
defining function x such that a neighborhood U of ∂X is diffeomorphic to [0, ǫ)x × ∂X, and
(1.1) g =
dx2 +H(x, y, dy)
x2
,
where H is a family of Riemannian metrics on ∂X parametrized by x. It is pointed out in [9] that
the metric g determines x and H up to a positive factor f ∈ C∞(X). More precisely, the metric
g determines a conformal structure on ∂X.
The Laplace-Beltrami operator ∆g on (X˚, g) is essentially self-adjoint on L
2(X). The spectra
of ∆g consists of essential spectrum [
n2
4 ,∞) and finite many eigenvalues in (0, n
2
4 ), see [12, 13, 15].
It is convenient to shift the spectrum and consider P = ∆g − n24 , so that the essential spectrum of
P is [0,∞). For λ ∈ C, Imλ < 0, we use λ2 as the spectral parameter and denote the resolvent by
(1.2) R(λ) = (∆g − n
2
4
− λ2)−1.
By the spectral theorem, R(λ) are bounded operators on L2(X) for Imλ < −n/2. From the
work of Mazzeo and Melrose [15], R(λ) has a meromorphic continuation from Imλ≪ 0 to C\ i2N,
N = {1, 2, · · · } as bounded operators on weighted L2 spaces. The poles of the continuation are
called resonances. Guillarmou showed in [8] that the resolvent has a meromorphic continuation
to C if and only if the metric g is asymptotically even. Otherwise, the points i2N are generally
essential singularities of R(λ).
In this work, we assume that (X˚, g) is non-trapping, i.e. there is no complete geodesic contained
in any compact set of X˚. The main goal of this work is to generalize a semi-classical parametrix
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construction of Melrose, Sa´ Barreto and Vasy [17] to asymptotically hyperbolic manifolds, and use
it to study the resolvent and radiation fields. Let h = 1/|Re λ| and σ = 1 + i Imλ/|Reλ|, we
transform the problem to a semi-classical one by P − λ2 = h−2P (h, σ), where
P (h, σ) = h2(∆g − n
2
4
)− σ2.
Roughly speaking, we look for an operator G(h, σ) such that
P (h, σ)G(h, σ) = Id+E(h, σ),
for h ∈ (0, 1), and σ in a box around 1 + i0 i.e.
σ ∈ Ω~ .= [1− ǫ, 1 + ǫ]× i[−Ch,Ch],
with some ǫ > 0 small and C > 0. Here the remainder E is of order h∞ as h → 0. We call such
an operator G(h, σ) a semi-classical parametrix for the Laplacian.
In [17], the authors constructed such a parametrix for the hyperbolic space with metric pertur-
bations supported sufficiently close to the infinity. To gain a rough idea of the structure of the
parametrix, we proceed with a simple example where the resolvent kernel is explicit. Consider the
Poincare´ ball model of the three dimensional hyperbolic space (B3, g0), where
B3 = {z ∈ R3 : |z| < 1}, g0 = 4dz
2
(1− |z|2)2 .
The manifold is complete and without conjugate points, hence the distance function r0(z, z
′) is
smooth away from z = z′ ∈ X˚. Let ∆0 be the Laplace-Beltrami operator and P0 = ∆0 − 1.
The Schwartz kernel (trivialized by the volume form) of the resolvent R0(λ) is R0(λ, z, z
′) =
1
4πe
−iλr0(z,z′) sinh−1 r0(z, z
′), see [17] and the references there. Now for the semi-classical operator
P0(h, σ) = h
2(∆0 − 1)− σ2, the Schwartz kernel of its inverse G0(h, σ) is simply
(1.3) G0(h, σ, z, z
′) = h−2
e−i
σ
h
r0(z,z′)
4π sinh r0(z, z′)
.
This kernel is singular at r0 = 0 i.e. z = z
′, and is a smooth oscillatory function away from z = z′
with phase function −σr0. It is important to notice that the kernel has complicated compound
asymptotics as h → 0, z, z′ → ∂B3 and z = z′. The authors of [17] were able to describe this
clearly by working on a specially designed semi-classical blown-up space.
In general, one expects the semi-classical parametrix to exhibit similar structures as G0(h, σ).
The Schwartz kernel of G(h, σ) can be regarded as a distribution (trivialized by the volume form)
on X˚ × X˚ × [0, 1). We follow [17] and work on a blown-up space X2~ defined in Section 3. The
blown-up space is a compact manifold with corners and has five boundary faces L,A,R, S,F, see
Figure 2. When lifted to X2~ , the kernel of G(h, σ) can be decomposed into two parts. The
first part only captures the conormal singularities at the diagonal of X2~ . Such operators are
pseudo-differential operators and denoted by Ψm0,~(X) with m indicating the order. The novelty
of our analysis lies in the second part, which captures the asymptotic behavior of the kernel at
the boundary faces of X2~ . The kernel belongs to a class of oscillatory functions associated to a
Lagrangian submanifold and conormal to boundary faces of X2~ . Such operators are denoted by
I
a+iσ
h
,µ−κ,c+iσ
h
~ (X,Λ), see Section 3 for detail explanations. The two operator spaces are combined
to Ψ
m,a+iσ
h
,µ−κ,c+iσ
h
0,~ (X,Λ). Our main result is
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Theorem 1.1. Assume h ∈ [0, 1), σ ∈ Ω~. There exist κ ≥ 0 and two operators G(h, σ) and
E(h, σ), whose Schwartz kernels are holomorphic in σ and satisfy
G(h, σ) ∈ Ψ−2,
n
2
+iσ
h
,−n
2
−1−κ,n
2
+iσ
h
0,~ (X,Λ), β
∗
~E(h, σ) ∈ ρ∞S ρ∞F ρ∞A ρ∞R ρ
n
2
+iσ
h
L
C∞(X20,~),
such that
P (h, σ)G(h, σ) = Id+E(h, σ).
We remark that the index −n2 −1−κ can be thought as the vanishing order of G(h, σ) in h, and
κ is related to the caustics of the Lagrangian. When the Lagrangian has no caustics as in the case
of [17], κ = 0 and the result is the same as Theorem 5.1 of [17]. However, in general, there is a loss
in the vanishing order. The Lagrangian central to our analysis can be described as following. Let
(z, ζ) be local coordinates of T ∗X˚. Consider the Hamiltonian function p(z, ζ) = 12 |ζ|2g∗(z), where
g∗ denotes the dual metric. Let pL be the lift of p to T
∗X˚ × T ∗X˚ from the left and HpL be the
Hamilton vector field of pL. Denote
Ω = {(z, z′, ζ, ζ ′) ∈ T ∗(X˚ × X˚) : z = z′, ζ = −ζ ′, p(z, ζ) = 1
2
}.
We consider a non-conic Lagrangian submanifold defined as the flow out of Ω under HpL i.e.
(1.4) Λ =
⋃
t≥0
exp tHpL(Ω).
Some equivalent descriptions are discussed in Section 2. In fact, if the distance function r0 is smooth
away from the diagonal, for example in the case of (B3, g0) or geodesic convex asymptotically
hyperbolic manifolds, we have an explicit picture
Λ\Ω = {(z, z′, dzr0(z, z′),−dz′r0(z, z′)) : z, z′ ∈ X˚, z 6= z′},
see [17] and [20]. In view of (1.3), it is clear that that G0(h, σ, z, z
′) is an oscillatory function
associated to Λ away from the diagonal. The general case is similar. To understand the asymp-
totic behavior of G0 at ∂(X × X), the point of view of [17] is to study the smooth extension of
Λ to the boundary in some properly designed rescaled vector bundles. In [20], the smooth exten-
sion is addressed for general non-trapping asymptotically hyperbolic manifolds by using different
techniques. Our local parametrization of the Lagrangian follows from the results of [20], and we
review them in Section 2. Also, our treatment bears some similarily with that of Duistermaat on
the Lagrangian level, see Section 5.2 of [2].
As in [17], the high energy i.e. |λ| → ∞ behavior of the resolvent is an immediate consequence.
Theorem 1.2. Let ρ be a boundary defining function of ∂X. Assume a, b > Imλ, a + b ≥ 0.
For any C2 > 0, there exists C1 > 0 such that the weighted resolvent ρ
aR(λ)ρb has a holomorphic
continuation to
(1.5) {λ ∈ C : |Reλ| > C1, Imλ < C2}
as bounded operators on L2(X). Moreover, there exist C > 0 and κ ≥ 0 such that
(1.6) ‖ρaR(λ)ρbf‖L2(X) ≤ C|λ|
n
2
−1+κ‖f‖L2(X).
For asymptotically hyperbolic manifolds (not necessarily non-trapping), Guillarmou [7] proved
there is no resonance in a region exponentially close to the real axis. For conformally compact
manifold with constant negative curvature outside a compact set, he obtained resonance free
regions as in Theorem 1.2. For asymptotically hyperbolic manifold with even metric (in the
sense of Guillarmou [8]), Vasy [22] developed a whole microlocal machinery to obtain strips of
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holomorphic continuation as well as high energy resolvent estimates. We remark that Theorem
1.2 does not require the asymptotically hyperbolic metric to be even to any order. The resolvent
estimates can be used to obtain, for example, the exponential decay of local energy for linear wave
equations on such manifolds.
As another application, we study the radiation fields in Section 5. The radiation fields were
introduced by Friedlander [3, 4] for the wave equations on asymptotically Euclidean spaces. They
are concrete realizations of the Lax-Phillips translation representation of the wave group, see
[10]. In [19], Sa´ Barreto and Wunsch showed that for non-trapping asymptotically Euclidean and
hyperbolic manifolds, the radiation fields are Fourier integral operators associated to the sojourn
relations.
Sa´ Barreto [18] studied the radiation fields in the asymptotically hyperbolic setting. Consider
the linear wave equation
(D2t −∆g +
n2
4
)u(t, z) = 0 on R+ × X˚,
u(0, z) = f1(z), Dtu(0, z) = f2(z), f1, f2 ∈ C∞0 (X˚).
When the product decomposition (1.1) is valid, we use z = (x, y). By Theorem 2.1 of [18], the
forward radiation field R+ : C
∞
0 (X˚)× C∞0 (X˚)→ C∞(R× ∂X) is defined as
R+(f1, f2)(s, y) = x
−n
2Dtu(s− log x, x, y) |x=0 .
The backward radiation field R− is defined by reversing the time direction.
Here, we are interested in the decay of R+ as s→ ±∞. For odd dimensional Euclidean spaces,
the radiation fields are given by derivatives of the Radon transform of the initial data f1, f2, see
Section 4.2 of Lax and Phillips [10]. If f1, f2 are rapidly decaying Schwartz functions, the radiation
fields are rapidly decaying in s as s → ±∞. Baskin, Vasy and Wunsch [1] recently studied the
radiation fields on perturbations of the Minkowski space M . One of their results is that if the
dimension of M is even, the radiation field decays like s−∞ as s→∞.
Roughly speaking, our Theorem 5.4 says that for ǫ small, and f1, f2 have sufficent regularity
and decay at infinity,
R+(f1, f2)(s, y) = e
−ǫ|s|
R0(s, y),
where R0 ∈ L∞(Rs;L2(∂X)) and smooth in s ∈ R\{0}. In particular, the radiation field decays
exponentially as s → ±∞. As pointed out in [18], the radiation field is related to the transposed
Eisenstein function E(λ), while E(λ) can be defined as the boundary value of ρ−
n
2
−iλR(λ) at ρ = 0.
In the non-semi-classical setting, Joshi and Sa´ Barreto [9] gave a clear description of the kernel
structure of E(λ). Here we study E(λ) for large |Reλ|, and show that E(λ) has a holomorphic
extension to strips. These are carried out in Section 5.
2. The Lagrangian and its parametrization
2.1. The Lagrangian submanifold and its extension. We review the main construction of Sa´
Barreto and Wang [20]. Let (X˚, g) be a n+1 dimensional non-trapping asymptotically hyperbolic
manifold. The cotangent bundle T ∗X˚ is a symplectic manifold with the canonical 2-from ω. In
local coordinates (z, ζ) of T ∗X˚,
ω =
n+1∑
j=1
dζj ∧ dzj .
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A submanifold Λ of T ∗(X˚) is called Lagrangian if dimΛ = dimX˚ and ω vanishes on Λ. Let g∗ be
the induced metric on T ∗X˚ . In particular, g∗ij = (g
−1)ij = g
ij . Consider a Hamiltonian function
p(z, ζ) = 12 |ζ|2g∗ = 12
∑n+1
i,j=1 g
ijζiζj . The Hamilton vector fieldHp is defined through ω(Hp, ·) = −dp.
In local coordinates,
Hp =
∂p
∂ζ
· ∂
∂z
− ∂p
∂z
· ∂
∂ζ
.
The integral curves of Hp are called bicharacteristics. Denote the unit sphere bundle of T
∗(X˚) by
S∗(X˚), then S∗(X˚) = {(z, ζ) ∈ T ∗X˚ : p(z, ζ) = 12}. Since Hpp = 0, Hp is tangent to S∗(X˚) and
the bicharacteristics stay in S∗(X˚). It is a well-known fact that the projection of bicharacteristics
to X˚ are geodesics of (X˚, g), see Section 2.C.8 of [5].
Now consider the product manifold X ×X. Let πL, πR : T ∗X × T ∗X → T ∗X be the projection
to the left, right factor respectively. With the natural identification of T ∗X×T ∗X and T ∗(X×X),
we also use πL, πR for the projections T
∗(X ×X)→ T ∗X. The cotangent bundle T ∗(X ×X) is a
symplectic manifold with canonical 2-form ω˜. In local coordinate (z, ζ, z′, ζ ′) of T ∗(X ×X),
ω˜ = π∗Lω + π
∗
Rω =
n+1∑
j=1
dζj ∧ dzj +
n+1∑
j=1
dζ ′j ∧ dz′j .
Set pL = π
∗
Lp, pR = π
∗
Rp. The Hamilton vector fields are denoted by HpL,HpR respectively. Let
(2.1) Ω = {(z, ζ, z′, ζ ′) ∈ T ∗(X˚ × X˚) : z = z′, ζ ′ = −ζ, |ζ|g∗ = 1}.
Consider the flow out of Ω under HpL or HpR, i.e.
ΛL =
⋃
t≥0
exp tHpL(Ω), ΛR =
⋃
t≥0
exp tHpR(Ω).
It follows from the definition that ω˜ vanishes on Ω, a 2n + 1 dimensional submanifold. The
Hamilton vector fields HpL ,HpR are non-degenerate and the symplectic form ω˜ is invariant under
their flow. So the flow out is a 2n + 2 dimensional manifold on which ω˜ vanishes. Hence ΛL,ΛR
are Lagrangian submanifolds of T ∗(X˚ × X˚).
It turns out that ΛL = ΛR because for any (z, ζ), (z
′, ζ ′) ∈ S∗(X˚) and (z′, ζ ′) = exp tHp(z, ζ)
with t ≥ 0, one can reverse the direction of the flow to get (z,−ζ) = exp tHp(z′,−ζ ′). By the
commutativity of HpL,HpR , we arrive at ΛL = ΛR. Moreover, we define
(2.2) Λ
.
=
⋃
t1,t2≥0
exp t2HpL ◦ exp t1HpR(Ω),
which is the same manifold as ΛL and ΛR.
Next we consider the wave operators
L =
1
2
(D2t −∆g(z)), R =
1
2
(D2t −∆g(z′)).
The symbols of these operators are
QL(t, z, z
′; τ, ζ, ζ ′) =
1
2
(τ2 − |ζ|2g∗(z)), QR(t, z, z′; τ, ζ, ζ ′) =
1
2
(τ2 − |ζ ′|2g∗(z′)).
We consider the flow out of
Σ
.
= {(t, z, z′; τ, ζ, ζ ′) ∈ T ∗(R× X˚ × X˚) : t = 0, z = z′, ζ = −ζ ′, |ζ|2g∗ = τ2 6= 0}
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under HQL and HQR i.e.
Λ˜
.
=
⋃
t1,t2≥0
exp t2HQL ◦ exp t1HQR(Σ).(2.3)
We check that Λ˜ is a conic Lagrangian submanifold of T ∗(R× X˚ × X˚). Recall that a Lagrangian
Λc ⊂ T ∗X\0 .= {(z, ζ) ∈ T ∗X : ζ 6= 0} is conic if (z, ζ) ∈ Λc =⇒ (x, tζ) ∈ Λc,∀t > 0. By the
commutativity of HQL and HQR , we have
Λ˜ =
⋃
t2≥0
exp t2HQL(Σ) =
⋃
t1≥0
exp t1HQR(Σ).
Notice that Σ is a 2n+ 2 dimensional conic submanifold, and the canonical two form dτ ∧ dt+ ω˜
vanishes on Σ. The symbols QL, QR are homogeneous and the Hamilton vector fields HQL,HQR
are non-degenerate. Therefore, Λ˜ is a conic Lagrangian submanifold. It is important to observe
that the projection of Λ˜ |{τ=1} to T ∗(X˚ × X˚) is just Λ.
To describe the smooth extension of Λ˜ in [20], we recall the 0-blown-up space defined by Mazzeo
and Melrose [15], see also [17]. Let Diag = {(z, z′) : z = z′ ∈ X}, and
∂Diag = {(z, z′) ∈ ∂X × ∂X : z = z′} = Diag ∩ (∂X × ∂X).
The 0-blown up space, denoted by X ×0 X, is defined as
X ×0 X = (X ×X\∂Diag) ⊔ S∗++(∂Diag),
where S∗++(Diag) denotes the doubly inward pointing spherical bundle of T
∗
∂Diag(X × X). Let
β0 : X ×0 X → X ×X be the blow-down map. Then X ×0 X can be equipped with a topology
and smooth structure such that β0 is smooth. The blown-up space has 3 boundary hypersurfaces.
The left and right faces, denoted by L and R, are defined as the closure of β−10 (∂X × X˚) and
β−10 (X˚ × ∂X) respectively. The front face ff is the closure of β−10 (∂Diag). We denote the lifted
diagonal by Diag0, which is the closure of β
−1
0 (Diag ∩ (X˚ × X˚)). See Figure 1.
Diag
∂Diag x
′
x
X
X
y − y′
Diag0
L
R
ff
β0
Figure 1. The 0-blown-up space X ×0 X.
Since β0 is a diffeomorphism when restricted to the interior of X ×0X denoted by int(X ×0X),
it induces a symplecmorphism from T ∗(int(X ×0 X)) to T ∗(X˚ × X˚), which we denote by β∗0 . We
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also use β0 for R × X ×0 X → R ×X × X. So β∗0 Λ˜ is a conic Lagrangian of T ∗(Rt × X ×0 X).
More explicitly, it can be expressed as
β∗0 Λ˜ =
⋃
t1,t2≥0
exp t2β
∗
0HQL ◦ exp t1β∗0HQR(β∗0Σ).
Here β∗0 is also used for the lift of vector fields, i.e. β
∗
0HQR = (β
−1
0 )∗HQR in a conventional notation.
Let ρL, ρR be boundary defining functions for the left, right faces respectively. Consider the
following singular change of variables,
M : Rt × (X ×0 X)\(L ∪R)→ Rs ×X ×0 X,
(t,m)→ (s,m) .= (t+ log ρL(m) + log ρR(m),m).
Let βS = β0 ◦M. The main result Theorem 1.1 of [20] is
Theorem 2.1. Let (X˚, g) be a non-trapping asymptotically hyperbolic manifold. The manifold
ΛS
.
= β∗SΛ˜ can be smoothly extended up to the boundary of T
∗(Rs ×X ×0 X).
The idea of the proof is to observe that
qL =
1
ρL
β∗SQL, qR =
1
ρR
β∗SQR
are smooth functions on T ∗(Rs × X ×0 X), i.e. smooth up to the boundary. From the basic
property of Hamilton vector fields Hfg = fHg + gHf for any f, g smooth, we conclude that
HqL =
1
ρL
β∗SHQL,HqR =
1
ρR
β∗SHQR on ΛS , because the symbols vanish there. So the integral
curves of HqL ,HqR are the same as those of β
∗
SHQL, β
∗
SHQR but with different parametrizations.
Therefore, we can write
ΛS =
⋃
t1,t2≥0
exp t1HqL ◦ exp t2HqR(β∗SΣ).
The initial set β∗SΣ can be extended to a smooth submanifold of T
∗(Rs × X ×0 X) up to the
front face. A key step Lemma 2.1 of [20] shows that the Hamilton vector fields HqL and HqR are
transversal to Rs×L and Rs×R respectively. With the non-trapping assumption, all the integral
curves arrive at Rs × ∂(X ×0 X) in a finite time. Hence ΛS has a smooth extension, denoted by
Λ¯S , to the boundary of T
∗(Rs ×X ×0 X). Again by the non-trapping assumption, Λ¯S is indeed
an embedded submanifold, see e.g. Section 5.1 of Duistermaat [2]. We remark that the proof of
Theorem 2.1 is based on a modification of an idea from Melrose, Sa´ Barreto and Vasy [17].
Actually, ΛS can be extended across the boundary as a Lagrangian in the following sense.
Consider a collar neighborhood of ∂X as in (1.1). This requires a choice of the boundary defining
function x. For ǫ˜ > 0, we can extend the collar neighborhood to (−ǫ˜, ǫ)x × ∂X which gives an
extension X˜ of X across the boundary. Then X˜ × X˜ extends X × X across the boundary and
corner, and the blow-up gives an extension of X×0X, denoted by X˜ ×0 X . In the proof of Theorem
1.1 of [20], we can extend the functions qL, qR smoothly to X˜ ×0 X, therefore, the flow out ΛS is
extended across the boundary as a Lagrangian submanifold. We remark that such extensions of
ΛS are not necessarily unique.
Let σ be the dual variable of s. One can check that after the change of variable M, σ is equal
to the dual variable τ of t.
Lemma 2.2. Λ¯S |{σ=1} is a compact submanifold of Λ¯S.
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Proof. The Hamiltonian functions QL, QR do not depend on t, thus qL, qR do not depend on s.
Therefore the fiber σ is constant along the Hamiltonian flow, and Λ¯S |{σ=1} is the flow out of
β∗SΣ |{σ=1}. By the non-trapping assumption, all the integral curves reach Rs × L and Rs × R,
and they arrive at a finite time because the vector fields are transversal to the corresponding
boundary faces. Therefore, it suffices to show that β∗SΣ |{σ=1} is compact. We first observe that
the base {(s,m) : s = log ρL(m)+log ρR(m),m ∈ Diag0} is a compact submanifold of Rs×X×0X
because Diag0 is compact and ρL, ρR are smooth. The fibers are compact for m in a compact set
of the interior of Diag0 since the metric is non-degenerate there. So the point is to verify that the
compactness holds up to the front face.
Near ∂X where the product decomposition (1.1) is valid, we take z = (x, y) as the local coor-
dinates and ζ = (ξ, η) as the dual variables. Let (x′, y′, ξ′, η′) be the local coordinate of the other
copy. Then
Σ |{τ=1}= {(0, x, y, x, y; 1, ξ, η,−ξ,−η) : x2ξ2 + x2h(x, y, η) = 1}.
For the 0-blow up, we can use the following projective coordinate valid near ff and L,
x′, X = x/x′, Y = (y − y′)/x′, y′.
The induced symplectic change of variables is
β∗0 : (x, y, x
′, y′; ξ, η, ξ′, η′)→ (X,Y, x′, y′;λ, µ, λ′, µ′)
where λ = x′ξ, µ = x′η, λ′ = ξ′ + ξX + ηY, µ′ = η + η′.
Then
β∗0Σ|{τ=1} = {(0,X, Y, x′, y′; 1, λ, µ, λ′, µ′) : X = 1, Y = 0, λ′ = µ′ = 0, λ2 + h(x′, y′, µ) = 1}.
In the projective coordinates, X is a boundary defining function of the left face. As discussed
in [20], we can take the singular change of variable M to be s = t + logX. This is because we
are away from the right face hence ρR is smooth, and changing boundary defining functions only
results in a diffeomorphism of T ∗(Rs ×X ×0 X). Thus
M
∗ : (t,X, Y, x′, y′; τ, λ, µ, λ′, µ′)→ (s,X, Y, x′, y′;σ, λ˜, µ, λ′, µ′)
where σ = τ, λ˜ = λ− τ/X.
Therefore,
β∗SΣ|{σ=1} = {(0, 1, 0, x′ , y′; 1, λ˜, µ, 0, 0) : (λ˜+ 1)2 + h(x′, y′, µ) = 1}.
Since h is non-degenerate, this shows that β∗SΣ |{σ=1} is compact up to ff. 
2.2. Parametrization of the Lagrangian. A conic Lagrangian Λc ⊂ T ∗X can be locally
parametrized by non-degenerate homogeneous phase functions, see e.g. [2]. So for any (z0, ζ0) ∈ Λc,
there exists a conic neighborhood Γ ⊂ T ∗X such that
Λc ∩ Γ = Λφ .= {(z, dzφ) : dθφ = 0}.
The phase function φ is smooth on some conic set of X × RN0 , homogenous of degree one in
θ, and non-degenerate in a sense that dz,θdzφ has rank N0. The following result describes the
parametrization of Λ0 = β
∗
0Λ, which is a Lagrangian submanifold of T
∗(int(X ×0 X)).
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Proposition 2.3. There exists finitely many phase functions φk ∈ C∞(Uk × Θk) where Uk form
an open covering of int(X ×0 X), and Θk are bounded subsets of RNk , Nk ∈ N, such that
Λ0 =
Mφ⋃
k=1
Λk, Λk = {(m,dmφk) : m ∈ Uk, dθφk = 0}.
Moreover, the phase functions satisfy
φk(m, θ) = − log ρL(m)− log ρR(m) + Fk(m, θ),
where Fk have smooth extensions to the boundary of X ×0 X.
Proof. We start from a parametrization of Λ¯S . We know that Λ¯S is a conic Lagrangian of T
∗(Rs×
X ×0 X). Moreover, we can regard Λ¯S as a Lagrangian on some extension of T ∗(Rs ×X ×0 X)
as discussed after Theorem 2.1. Hence for any (s0,m0;σ0, ν0) ∈ Λ¯S , there exists a neighborhood
I × U of (s0,m0) and a homogeneous non-degenerate phase function ψ(s,m, θ) on some conic set
I × U ×Θ ⊂ Rs × (X ×0 X)× RN such that
Λ¯S ∩ T ∗I×U (Rs ×X ×0 X) = Λψ = {(s,m, dsψ, dmψ) : (s,m) ∈ I × U, dθψ = 0}.
Because the phase function ψ is non-degenerate, the map
iψ : {(s,m, θ) ∈ I × U ×Θ : dθψ = 0} → Λ¯S ∩ T ∗I×U (Rs ×X ×0 X).
is a diffeomorphism. For any precompact neighborhood W ⊂ Λ¯S of (s0,m0, 1, ν0) ∈ Λ¯S |{σ=1},
the preimage i−1ψ (W ) is precompact. By the compactness in Lemma 2.2, Λ¯S |{σ=1} can be covered
by a finite number of such precompact neighborhood Wk. Therefore, we find finitely many phase
functions ψk defined on Ik × Uk ×Θk, such that
Λ¯S |{σ=1}=
Mφ⋃
k=1
Λψk |{σ=1} .
Here Ik,Θk are bounded sets because ψk can be restricted to precompact sets i
−1
ψk
(Wk).
Next, we get a parametrization of Λ0. We know that locally
Λ¯S |{σ=1}= {(s,m; 1, dmψk) : dsψk = 1, dθψk = 0}.
By inverting the singular change of variable M, we know for any m ∈ int(X ×0 X) that
(s,m; 1, ν) ∈ Λ¯S if and only if (t,m; 1, ν − dmρL
ρL
− dmρR
ρR
) ∈ β∗0 Λ˜.
By projecting to T ∗(int(X×0X)), this is equivalent to (m; ν− dmρLρL −
dmρR
ρR
) ∈ Λ0. Now we define
φk(m, s, θ) = ψk(s,m, θ)− s− log ρL(m)− log ρR(m).
Here we regard s as a parameter in φk. It is clear that
dsφk = dsψk − 1, dθφk = dθψk,
dmφk = dmψk − dmρL
ρL
− dmρR
ρR
.
So locally, φk is a phase function parametrizing Λ0, i.e.
Λ0 ∩ T ∗Uk(int(X ×0 X)) = {(m,dmφk) : m ∈ Uk, dsφk = 0, dθφk = 0.}
Since Uk covers int(X ×0 X), the proof is finished by taking Θk as Ik ×Θk and Fk as ψk. 
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Remark 2.4. In the above proof, we can get another covering of Λ0 by restricting φk to a smaller
parameter set. First of all, we can shrink the precompact set Wk so that they still cover Λ¯S |{σ=1}
and i−1ψk (Wk) = I˜k × Uk × Θ˜k, where I˜k, Θ˜k are precompact in Ik,Θk. Denote the restriction of ψk
by ψ˜k. Then Λψ˜k ⊂ Λψk and Λ¯S |{σ=1} is covered by Λψ˜k . By continuing the proof, we obtain the
restriction φ˜k of φk to Uk × (I˜k × Θ˜k) so that Λφ˜k ⊂ Λφk and Λ0 is covered by Λφ˜k . This remark
is useful in the proof of Lemma 4.1.
3. Operators on Semi-classical Spaces
The semi-classical blown-up space X20,~ can be constructed in a quite similar way as in Section
3 of [17]. On X ×0 X × [0, 1), the set Diag0 × [0, 1) intersect X ×0 X × {0} transversally. We
blow up this intersection to obtain X20,~, and let β0,~ : X
2
0,~ → X ×0 X × [0, 1) be the blow down
map. The final blow down map is β~ = β0,~ ◦ β0 : X20,~ → X ×X × [0, 1). As a compact manifold
with corners, X20,~ has five boundary faces, see Figure 2. The left, right faces, denoted by L,R,
are the closure of β−10,~(L × [0, 1)), β−10,~ (R × [0, 1)) respectively. The front face F is the closure of
β−10,~(ff× [0, 1)\(∂Diag0 × {0})). The semiclassical front face S is the closure of β−10,~(Diag0 × {0}).
Finally, the semiclassical face A is the closure of β−10,~((X ×0X\Diag0)×{0}). The lifted diagonal
denoted by Diag~ is the closure of β
−1
0,~(Diag0 × (0, 1)). See Figure 2.
Diag0 × [0, 1)~
h
β0,~
Diag~
L
R
F
S
A
Figure 2. The semiclassical blown-up space X20,~ obtained from X ×0 X × [0, 1).
The volume form dg of (X˚, g) can be used to trivialize the distribution densities and give a well-
defined distribution space C−∞(X˚). In local coordinates, dg =
√
detgdz. Let P be an operator
from C∞0 (X˚) to C
−∞(X˚) with Schwartz kernel KP (z, z
′, h), then
Pf(z, h) =
∫
KP (z, z
′, h)f(z′)dg(z′), f ∈ C∞0 (X˚).
In the rest of the paper, we often do not distinguish the notation of an operator and its Schwartz
kernel. It should be clear from the context which one is referring to.
By definition, the pseudo-differential operator space Ψm0,~(X) consists of operators P : C
∞
0 (X˚)→
C−∞(X˚) such that β∗~KP (z, z
′, h) is a conormal distribution of order m to Diag~, vanishing to
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infinite order at all faces, except on F where it is smooth with distribution values, and on S where
ρn+1
S
β∗~(KP ) is smooth with distribution values.
Next we define a class of oscillatory functions associated to Λ0, which is motivated by Definition
5.2.1 of Duistermaat [2]. To fit in our context, we change the large parameter τ in the original
definition by 1/h.
Definition 3.1. Let Λ be an immersed C∞ Lagrangian submanifold in T ∗X. An oscillatory
function u(z, h) associated to Λ of order µ is a locally finite sum of integrals of the form
I(z, h) =
∫
e−i
φ(z,θ)
h b(z, θ, h)dθ, θ ∈ RN ,
where Λφ = {(z, dzφ) ∈ T ∗X : dθφ = 0} is a piece of Λ, dx,θdθφ has rank N at dθφ = 0, and
b(z, θ, h) ∼
∞∑
j=0
bj(z, θ)h
µ− 1
2
N+j ,
where b(z, θ, h) vanishes for θ outside a fixed compact set of RN .
As discussed at the end of Section 5.2 of [2], the oscillatory integral I(z, h) = O(hµ−
1
2
κ0) locally
uniformly near z0 as h → 0, where κ0 is the dimension of the intersection of the tangent space
T(z0,ζ0)(Λφ) and the fiber of the cotangent bundle T(z0,ζ0)(fiber) with ζ0 = dzφ(z0, ζ0). In particular,
κ0 ≤ dim(X), and the points of Λ where κ0 6= 0 are called caustics.
Before we define the oscillatory functions, we discuss the parametrization of Λ0 near the diagonal.
For any z0 ∈ X˚, there is an open neighborhood U0 such that the distance function r(z0, z) is
smooth on U0\{z0}. It is proved in the Appendix that the injectivity radius of (X˚, g) is positive.
So there exists an ǫ1 > 0 such that r is smooth in an open neighborhood {0 < r < ǫ1} of
Diag◦ = Diag\∂Diag. In this neighborhood, the situation is exactly the same as in [17] where the
distance function is globally smooth away from Diag◦. Moreover, near Ω we have
Λ\Ω = {(z, z′; dzr,−dz′r) : z, z′ ∈ X˚, z 6= z′}.
So the Lagangian can be parametrized by the distance function near Diag◦. When lifted to X×0X,
β∗0r has a smooth extension to ff, and vanishes quadratically at Diag0, see [17] and the introduction
of [20]. Despite of its singularity at Diag0, it is preferable to take the distance function β
∗
0r as the
phase function in a neighborhood of Diag0, because it appears when we construct the semi-classical
parametrix near the semi-classical front face S in Section 3. It is worth mentioning that, as done
in [17], we can blow up X×0X along Diag0 to get a new space X×1X. Let β1 : X×1X → X×X
be the blow down map, and D be the new boundary face. Then β∗1r is a smooth boundary defining
function of face D in X ×1 X.
Denote by Vb(X
2
0,~) the set of smooth vector fields tangent to L,R,A faces of X
2
0,~. In the
following definition, we need a conormal function space as in [17], see also [15],
K
a,b,c(X20,~) = {u ∈ C∞(X20,~) : V1V2 · · ·Vmu ∈ ρaLρbAρcRρ−n−1S C∞(X20,~), Vi ∈ Vb(X20,~),m ∈ N}.
To simplify things, we also say u ∈ Ka,b,c(X20,~) if the lift of u to X20,~ belongs to Ka,b,c(X20,~).
Definition 3.2. Let (X˚, g) be a n + 1 dimensional non-trapping asymptotically hyperbolic mani-
fold, and Λ be the Lagrangian submanifold defined in (2.2). An oscillatory function u(m,σ, h) on
int(X ×0X) associated to Λ0 = β∗0Λ belongs to I
a+iσ
h
,µ−κ,c+iσ
h
~ (X,Λ), if it is a locally finite sum of
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oscillatory integrals
I(m,h, σ) =
∫
e−i
σ
h
φ(m,θ)b(m, θ, h, σ)dθ, h ∈ (0, 1), σ ∈ Ω~,
and that
(3.1) u ∈ ρi
σ
h
L ρ
iσ
h
R K
a,µ−κ,c(X20,~).
Here away from Diag0, the phase function φ is as in Proposition 2.3, and near Diag0, φ = β
∗
0r. The
amplitude function b(m,σ, θ, h) ∼∑∞j=0 bj(m,σ, θ)hµ− 12N0+j is compactly supported in θ, where N0
is the rank of dm,θdθφ at dθφ = 0. The constant κ ≥ 0 is determined by the caustics of Λ0.
We remark that the factor ρ
iσ
h
L ρ
iσ
h
R in (3.1) comes from the asymptotics of the phase function.
The amplitude function may be singular at Diag0. Finally, we define
Ψ
m,a+iσ
h
,µ−κ,c+iσ
h
0,~ (X,Λ) = Ψ
m
0,~(X) + I
a+iσ
h
,µ−κ,c+iσ
h
~ (X,Λ),
meaning the collection of operators P = P1 +P2 such that P1 ∈ Ψm0,~(X) and the lift of the kernel
β∗0KP2 ∈ I
a+iσ
h
,µ−κ,c+iσ
h
~ (X,Λ). This is the space where our parametrix belongs to.
4. Semiclassical Parametrix and Resolvent Estimates
4.1. Construction of a parametrix. In this section, we prove Theorem 1.1. That is for h ∈
(0, 1), σ ∈ Ω~, there exist two operators G(h, σ) ∈ Ψ−2,
n
2
+iσ
h
,−n
2
−1−κ,n
2
+iσ
h
0,~ (X,Λ) and E(h, σ) with
β∗~E ∈ ρ∞S ρ∞A ρ∞F ρ∞L ρ
n
2
+iσ
h
R
C∞(X20,~), both of which are holomorphic in σ and such that
P (h, σ)G(h, σ) = Id+E(h, σ).
The strategy of the proof is the same as in Melrose, Sa´ Barreto and Vasy [17] by successively
removing singularities of the resolvent kernel from Diag~ and asymptotics at boundary faces S,A,F
and L. We refer to the original paper for full details. The novelty here is at the semiclassical face
A. To make it clear, we divide the proof to five subsections.
4.1.1. At Diag~. We begin by looking for the normal operators of P (h, σ) at F and S faces. Near
∂X where the product decomposition (1.1) is vaild, we use (x, y) as the local coordinates for X.
The Laplace-Beltrami operator is
(4.1) ∆g = −(x ∂
∂x
)2 + nx
∂
∂x
− x2γ ∂
∂x
+ x2∆H ,
where γ = ∂x
√
detH/
√
detH, and ∆H is the positive Laplacian on ∂X parametrized by x. To get
rid of the first order term, we conjugate P (h, σ) by x
n
2 to get
Q(h, σ)
.
= x−
n
2 P (h, σ)x
n
2 = h2(−(x∂x)2 − n
2
xγ − x2γ∂x + x2∆H)− σ2.
Now we find the lift of the operator on X20,~. First, consider the 0-blow up. Let (x
′, y′) be
the local coordinates of the right factor of X ×X near ∂X. Then the center of the 0-blow up is
{x = x′ = 0, y = y′}. Near ff and L, we can use projective coordinates
(4.2) X = x/x′, Y = (y − y′)/x′, x′, y′.
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Here X is a boundary defining function for L and x′ is a boundary defining function for ff. From
x∂x = X∂X , we find that the lift of Q(h, σ) is
β∗0(Q(h, σ)) = h
2(−(X∂X )2 − n
2
Xx′γ −X2x′γ∂X +X2∆H(x′X,y′+x′Y )(DY ))− σ2.
Here ∆H(DY ) means the derivatives in ∆H are in Y variable. When restricted to ff = {x′ = 0},
the normal operator is
(4.3) Nff(Q) = h
2(−(X∂X )2 +X2∆H(0,y′)(DY ))− σ2,
which is the (semi-classical) Laplace operator on the fiber space
{X ≥ 0, Y ∈ Rn} with g0 = dX
2 +H(0, y′, dY )
X2
parametrized by y′.
Next consider the semi-classical blow up. The center is given by {X = 1, Y = 0, h = 0}. We use
projective coordinates,
(4.4) h, X~ =
X − 1
h
, Y~ =
Y
h
, x′, y′.
Then ∂X =
1
h∂X~ , ∂Y =
1
h∂Y~ , and the lift of Q is
β∗~(Q(h, σ)) = −((1 + hX~)∂X~)2 −
n
2
h2(1 + hX~)x
′γ − h(1 + hX~)2x′γ∂X~
+ (1 + hX~)
2∆H(x′(1+hX~),y′+x′hY~)(DY~)− σ2.
When restricted to the front face S = {h = 0}, the normal operator is
NS(Q(h, σ)) = −∂2X~ +∆H(x′,y′)(DY~)− σ2,
which is the Laplacian on the fiber space
(X~, Y~) ∈ Rn+1 with ge = dX2~ +
n∑
i,j=1
Hij(x
′, y′)dY~,idY~,j,
parametrized by (x′, y′). If σ ∈ Ω~, only (Reλ)2 shows up in the normal operator. But this is not
an important issue.
It remains to find the normal operator at S but away from F. Here the conjugation by x
n
2 does
not play a role. Let z be the local coordinates of X, and the metric g =
∑n+1
i,j=1 gijdzidzj . The
center of the semi-classical blow up is {z = z′, h = 0}. We take the projective coordinates
Z~ =
z − z′
h
, h, z′,
which is valid over the interior of the semi-classical front face S. Then
β∗~(P (h, σ)) = −
1√
detg
∂
∂Z~,i
(
√
detggij
∂
∂Z~,j
)− n
2
4
h2 − σ2.
When restricted to S = {h = 0},
NS(P ) = − 1√
g
∂
∂Z~,i
(
√
ggij
∂
∂Z~,j
)− σ2,
which is the Laplacian on the fiber space Z~ ∈ Rn+1 with ge = g(z′), parametrized by z′.
Finally, it is evident that β∗~Q is an elliptic operator uniformly up to F and S faces. By doubling
the manifold X20,~ across the F and S faces, we get an elliptic differential operator of order 2
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on a manifold without boundary. By the standard parametrix construction of elliptic operators
on compact manifold without boundary, there exist G0(σ) ∈ Ψ−20,~(X) and E0(σ) ∈ Ψ−∞0,~ (X)
holomorphic in σ such that P (h, σ)G0(σ) = Id+E0(σ). Moreover, G0(σ), E0(σ) can be arranged
to be supported near Diag~.
4.1.2. At S face. We look for G1(σ) such that
P (h, σ)G1(σ)− E0(σ) = E1(σ) ∈ ρ∞S C∞(X20,~).
The idea is that since E1 is smooth up to S, we can write down the Taylor expansion of E1
in ρS and remove the coefficients using the normal operator NS(Q). This can be carried out in
a sufficiently small neighborhood of S, where the lift of the geodesic distance function r is well
defined. Therefore, the same construction in Section 5 of [17], which uses essentially the distance
function, works here. The result is that we can find G1, E1 whose Schwartz kernels satisfy
G1 ∈ e−i
σ
h
rρ−n−1
S
ρ
−n
2
−1
A
C∞(X20,~), E1 ∈ e−i
σ
h
rρ∞S ρ
−n
2
A
C∞(X20,~),
and are supported in a neighborhood of Diag~ away from L,R faces. Notice that the center of the
semi-classical blow up is given by {β∗0r = 0, h = 0}. So near the corner S∩A, we can use projective
coordinates and set ρS = β
∗
0r, ρA = h/β
∗
0r. Therefore, it becomes clear thatG1 ∈ I
∞,−n
2
−1,∞
~ (X,Λ).
4.1.3. At A face. Since E1 vanishes to infinite order at S, we may blow downX
2
0,~ to X×0X×[0, 1)
and regard E1 as in I
∞,−n
2
−κ,∞
~ (X,Λ). We can take ρA = h, and to remove the asymptotics of E1
at A is equivalent to remove the coefficients of Taylor expansions of E1 in h to O(h
∞). The main
result is
Lemma 4.1. For h ∈ (0, 1), σ ∈ Ω~, there exists G2 ∈ I
n
2
+iσ
h
,−n
2
−1−κ,n
2
+iσ
h
~ (X,Λ) holomorphic in
σ such that
(4.5) P (h, σ)G2 − E1 = E2 ∈ h∞I
n
2
+iσ
h
,∞,n
2
+iσ
h
~ (X,Λ).
Proof. We follow the classical geometric optics method. On X ×0 X × [0, 1), we know that E1 =
h−
n
2 e−i
σ
h
rE˜1, where E˜1 is supported in a small neighborhood of Diag0 and has an asymptotic
expansion in h. Formally, we can write E1 as a locally finite sum of oscillatory integrals
E1 =
Mφ∑
l=1
∫
Θl
e−i
σ
h
φl(m,θ)bl(m, θ, σ, h)dθ, m ∈ Ul, θ ∈ Θl,
where the phase functions φl are as in Definition 3.2, Mφ is the number of phase functions, Ul
forms an open cover of int(X×0X), Θl are bounded sets in RMl and the amplitude bl(m, θ, σ, h) ∼∑∞
j=0 bl,j(m, θ, σ)h
−n
2
−
Nl
2
+j are compactly supported in θ. In fact, bl vanish if φl 6= β∗0r. Our task
is to find
(4.6) G2 =
Mφ∑
l=1
∫
Θl
e−i
σ
h
φl(m,θ)al(m, θ, σ, h)dθ,
where al(m, θ, σ, h) ∼
∑∞
j=0 al,j(m, θ, σ)h
−n
2
−1−
Nl
2
+j compactly supported in θ, such that
(4.7)
Mφ∑
l=1
∫
Θl
(P (h, σ)e−i
σ
h
φl(m,θ)al(m, θ, σ, h)− e−i
σ
h
φl(m,θ)bl(m, θ, σ, h))dθ = O(h
∞).
RESOLVENT AND RADIATION FIELDS 15
From the standard geometric optics method, we find with some calculation that over X˚ × X˚ ,
the phase functions φl should satisfy the eikonal equation p(z, dzφl) − 12 = 0 for p(z, ζ) = 12 |ζ|2g∗ .
The al,j should satisfy transport equations along the integral curves of the Hamilton vector field
−2Hp(z, dzφl)al,0 + (∆gφ)al,0 = bl,0,(4.8)
−2Hp(z, dzφl)al,j + (∆gφ)al,j = i
σ
(∆g − n
2
4
)al,j−1 + bl,j, j = 1, 2, · · · .(4.9)
Here Hp(z, dzφl) denotes the restriction of Hp to the Lagrangian. Actually, we consider solving
the equations on X ×0 X, hence all of these equations should be lifted to X ×0 X.
Since φl parametrizes Λ0 locally, they satisfy the lifted eikonal equation at the critical sets
Cl
.
= {(m, θ) ∈ Ul ×Θl : dθφl = 0}. The transport equations are first order linear ODEs along the
integral curves of β∗0Hp. To solve them, we regard the bl,j as globally defined functions bˆj on Λ0.
This is because bl,j is well defined on Λ0 where φl = β
∗
0r and they vanish otherwise. By imposing
zero initial conditions at Diag0, the equations can be solved holomorphically in σ to get aˆj globally
defined on Λ0. From the non-trapping assumption, the integral curves approach the left and right
faces of X ×0 X. We now determine the asymptotics of aˆj near the left face L. It suffices to do
the computations locally in the following three types of regions which cover a neighborhood of L.
Region 1: Near L and away from ff. This avoids the 0-blow up, and we can take (x, y, z′) as
the local coordinates near ∂X ×X. The Laplace operator is found in (4.1). From Proposition 2.3,
the phase function in such a region can be written as φl(x, y, z
′, θ) = − log x+F (x, y, z′, θ) with F
smooth up to ∂X×X. Then ∆gφl = −n+xC∞, by which we mean that ∆gφl = −n+xF˜ with F˜
smooth where in concern. This abbreviation is used throughout the rest of the proof to simplify
notations.
We can use the product structure of X × X and consider the Hamiltonian as p(x, y, ξ, η) =
1
2(x
2ξ2 + x2h(x, y, ξ, η)). Then
Hp = ξx
2∂x − (xξ2 + xh+ 1
2
x2∂xh)∂ξ +
1
2
x2Hh.
On Λ, we have ξ = ∂xφl = −1/x + C∞. Therefore, −2Hp(z, dzφl) = 2x∂x + xC∞. Locally, we
write aˆj = al,j, hence the first transport equation (4.8) becomes
−2Hpal,0 + (∆gφl)al,0 = 2x∂xal,0 − nal,0 + xal,0C∞ = 0,
because E1 is supported away from x = 0. By a simple indicial analysis, we conclude that
al,0 = x
n
2C∞. For al,1, the right hand side of (4.9) is
i
σ
(∆g − n
2
4
)al,0 = x
n
2
+1C∞.
So the same argument can be repeated to find al,j = x
n
2C∞.
Region 2: Near L ∩ ff and away from R. Here we can use projective coordinates (4.2) to get
∆g = −(X ∂
∂X
)2 + nX
∂
∂X
− (Xx′)Xγ ∂
∂X
+ (Xx′)2∆H .
Since β0 is a diffeomorphism over the interior of X ×0 X, it induces a symplectmorphism, which
in local coordinate (4.2) is
β∗0 : (x, y, x
′, y′; ξ, η, ξ′, η′) ∈ T ∗(X˚ × X˚)→ (X,Y, x′, y′;λ, µ, λ′, µ′) ∈ T ∗(X ×0 X),
where λ = x′ξ, µ = x′η, λ′ = ξ′ +Xξ + ηY, µ′ = η + η′.
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So the lift of the Hamiltonian p is p0 = β
∗
0p =
1
2(X
2λ2 +X2h(Xx′, y′ + x′Y, µ)), and
Hp0 = β
∗
0Hp = λX
2∂X − (Xλ2 +Xh+ 1
2
X2∂Xh)∂λ +
1
2
X2Hh.
From Proposition 2.3, the phase function φl = − logX + C∞, so that λ = ∂Xφl = −1/X + C∞.
Therefore, −2Hp0(m,dmφl) = 2X∂X+XC∞. Since ∆gφl = −n+XC∞, the first transport equation
becomes
−2Hp0al,0 + (∆gφl)al,0 = 2X∂Xal,0 − nal,0 +Xal,0C∞ = 0,
which implies that al,0 = X
n
2C∞. The rest is similar to Region 1.
Region 3: Near L ∩ ff ∩ R. Without loss of generality, assume y1 − y′1 ≥ 0. We can use the
following projective coordinates for the 0-blow up
(4.10) u = y1 − y′1, w =
x
y1 − y′1
, w′ =
x′
y1 − y′1
, y′ and Zj =
yj − y′j
y1 − y′1
, j = 2, 3, · · · n.
Here w,w′ and u are boundary defining functions for L,R and ff respectively. The Laplace operator
becomes
∆g = −(w ∂
∂w
)2 + nw
∂
∂w
− u2wγ ∂
∂w
+ u2w2C∞.
The induced symplectic change of variables is
β∗0 : (x, y, x
′, y′; ξ, η, ξ′, η′) ∈ T ∗(X˚ × X˚)→ (u,w,w′, Z, y′; τ, λ, λ′, µ, µ′) ∈ T ∗(X ×0 X),
where λ = ξu, λ′ = ξ′u, µj = uηjZj, j = 2, 3, · · · , n
µ′ = η + η′, τ = ξw + ξ′w′ + η1 +
n∑
j=2
ηjZj .
So the lift of p becomes p0 =
1
2w
2(λ2 + h(wu, y, η)), and the Hamilton vector field is of the form
Hp0 = λw
2 ∂
∂w
+ wC∞.
From Proposition 2.3, we know that the phase function φl = − logw − logw′ + C∞. Then λ =
∂wφl = −1/w + C∞, and we have −2Hp0(m,dmφl) = 2w∂w + wC∞. Again, ∆gφl = −n + wC∞.
So (4.8) becomes
−2Hp0al,0 + (∆gφl)al,0 = 2w∂wal,0 − nal,0 +wal,0C∞ = 0.
This gives al,0 = w
n
2
1 C
∞. The rest is similar to Region 1.
Up to now, we have shown that aˆj = ρ
n
2
LC
∞(Λ0). For the asymptotics in ρR, we just need to
notice that aˆj automatically satisfies the right transport equation. This is because polar coordi-
nates (r, ω, z′) is used in the local construction at face S (see [17]), and E1 is expressed in polar
coordinates hence symmetric in z, z′ when blown-down to X˚ × X˚ × [0, 1). So the asymptotics of
aˆj at R is the same as at L, i.e. aˆj = ρ
n
2
L ρ
n
2
RC
∞(Λ0).
By Remark 2.4, we let φ˜l be the restriction of φl to Ul × Θ˜l for Θ˜l precompact in Θl, such that
Λφ˜l ⊂ Λφl and Λ0 is covered by Λφ˜l . Let χk be a locally finite partition of unity subordinated
to the open covering Λφ˜l , and let al,j = (
∑
k χk)aˆj where the summation is over k such that
supp χk ⊂ Λφ˜l ⊂ Λφl . In particular, al,j vanishes on Λ0\Λφ˜l . We can extend al,j to a sufficiently
small neighborhood of Λφ˜l in T
∗(X ×0X), or equivalently a small neighborhood of C˜l .= {(m, θ) ∈
Ul × Θ˜l : dθφ˜l = 0}. Because Θ˜l is precompact in Θl, al,j can be extended to a smooth function
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in Ul ×Θl and compactly supported in θ. To see this will not affect the asymptotics of al,j at the
left and right faces, we can smoothly extend ρ
−n
2
L ρ
−n
2
R al,j instead. Therefore, we get well defined
amplitude functions al,j(m,dmφl) with al,j = ρ
n
2
L ρ
n
2
RC
∞(Ul × Θl) and compactly supported in θ.
Here we take the closure of Ul in X ×0 X to emphasize that the functions are smooth to the
boundary of X ×0 X.
Finally, by the Borel lemma, we get the asymptotic summation al ∼
∑
j al,jh
−n
2
−1−
Nl
2
+j such
that al = ρ
n
2
L ρ
n
2
Rh
−n
2
−1−
Nl
2 C∞(Ul × Θl) and is compactly supported in θ. The operator G2 is
well-defined as in (4.6). Applying the stationary phase method see e.g. Sogge [21], the oscillatory
integral in G2 with amplitude al is of O(h
−n
2
−1−κ) locally uniformly for some κ ≥ 0. The remainder
term is of O(h∞) because the amplitudes solve (4.7) on the critical sets while away from the critical
sets the oscillatory integral is O(h∞) by the stationary phase method. This completes the proof
of the lemma. 
4.1.4. At F face. This step is the same as in [17]. We regard E2 as a function on X ×0X × [0, 1).
Since E2 is smooth at ff, we can write E2 in Taylor series
E2 ∼
∞∑
j=1
ρjffE2,j , where E2,j ∈ ρ
n
2
+iσ
h
R ρ
n
2
+iσ
h
L h
∞C∞(ff× [0, 1)).
This is well-defined because | Imσ/h| < C, and ρ
n
2
+iσ
h
R → 0 as h → 0 and ρR → 0. Now we look
for G3 ∼
∑∞
j=1 ρ
j
ffG3,j such that
P (h, σ)G3 − E2 = E3 ∈ h∞ρ∞ff C∞(X20,~).
We found the normal operator at ff in (4.3), which is the semi-classical Laplacian of a hyperbolic
metric
Nff(Q0) = h
2(−(X∂X)2 +X2∆H(0,y′)(DY ))− σ2.
Appyling Proposition 6.15 of [15], we can find G3,j ∈ h∞ρ
n
2
+iσ
h
R ρ
n
2
+iσ
h
L C
∞(ff × [0, 1)). To see
this will not destroy the asymptotics at h → 0, we can repeat the construction near S on F
instead of on X20,~ as done in [17]. By Borel summation, we get G3 ∈ h∞ρ
n
2
+iσ
h
R ρ
n
2
+iσ
h
L C
∞(X ×0
X × [0, 1)). This can be arranged as G3 ∈ h∞I
n
2
+iσ
h
,∞,n
2
+iσ
h
~ (X,Λ). The remainder term is E3 ∈
h∞ρ∞ff ρ
n
2
+1+iσ
h
L ρ
n
2
+iσ
h
R C
∞(X ×0 X × [0, 1)).
4.1.5. At L face. Since E3 vanishes to infinie order in ρff, we can regard E3 as a smooth function
on X ×X × [0, 1). Near x = 0, the Laplacian is
P (h, σ) = h2(−(x ∂
∂x
)2 + nx
∂
∂x
− x2γ ∂
∂x
+ x2∆H − n
2
4
)− σ2.
The indicial operator is
I(P ) = h2(−(x ∂
∂x
)2 + nx
∂
∂x
− n
2
4
)− σ2.
The indicial roots are α = n2 ± iσh . For E3 ∈ h∞ρ∞ff ρ
n
2
+1+iσ
h
L ρ
n
2
+iσ
h
R C
∞(X ×X × [0, 1)), we can use
a Taylor series argument to find G4 ∈ h∞ρ∞ff ρ
n
2
+iσ
h
L ρ
n
2
+iσ
h
R C
∞(X ×X × [0, 1)) such that
P (h, σ)G4 −E3 = E4 ∈ h∞ρ∞ff ρ∞L ρ
n
2
+iσ
h
R C
∞(X ×X × [0, 1)),
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which is the final error. We can arrange G4 ∈ h∞ρ∞ff I
∞,∞,n
2
+iσ
h
~ (X,Λ).
To summarize, we find G = G0 + G˜, with G0 ∈ Ψ−20,~(X), and G˜ = G1 + G2 + G3 + G4 ∈
I
n
2
+iσ
h
,−n
2
−1−κ,n
2
+iσ
h
~ (X,Λ), such that P (h, σ)G−Id = E4, whereE4 ∈ ρ∞S ρ∞A ρ∞F ρ∞L ρ
n
2
+iσ
h
R
C∞(X20,~).
This completes the proof of Theorem 1.1.
4.2. High energy resolvent estimates. According to Theorem 1.1, the parametrix G = G0+G˜,
where G0 ∈ Ψ−20,~(X), and G˜ ∈ I
n
2
+iσ
h
,−n
2
−1−κ,n
2
+iσ
h
~ (X,Λ). The Schwartz kernel of G0 is a conormal
distribution to Diag~ of order −2, vanishing to infinite order at L,A,R. We can double the
manifold X20,~ across F, S faces where Diag~ intersects transversally to get a compact manifold
without boundary. By using the standard L2 theory of pseudodifferential operators, we have
‖ρaG0ρ′bf‖L2(X) ≤ C‖f‖L2(X),
where a, b ∈ R, a+b ≥ 0, ρ is a boundary defining function of ∂X on X, and ρ′ is the same function
on the other copy of X. The constant C does not depend on h.
For G˜, we first notice that on any compact set K ⊂ X˚ × X˚\Diag◦, the function χKG˜ is smooth
and bounded, where χK is a smooth cut-off function supported in K. By Schur’s lemma, for
a, b ∈ R, σ ∈ Ω~, there exists a constant C such that
‖ρaχKG˜(h, σ)ρ′bf‖L2(X) ≤ Ch−
n
2
−1−κ‖f‖L2(X).
Next near Diag~, the kernel is
ρaG˜(h, σ)ρ′b = ρ
−n
2
−1−κ
A
ρ−n−1
S
F,
where F is bounded. Using the projective coordinates for the semi-classical blow up: ρS = r, ρA =
h/r, the kernel is controlled by
|ρaG˜(h, σ)ρ′b| ≤ C(h
r
)−
n
2
−1−κr−n−1.
The volume form dg(z′) = C(n)rndrdw. Since the injectivity radius of (X˚, g) is positive (see
Lemma A.1 in Appendix), there exists an ǫ1 > 0 sufficiently small so that∫
r<ǫ1
|ρaG˜(z, z′, h, σ)ρ′b|dg(z′) ≤ Ch−n2−1−κ
∫ ǫ1
0
r
n
2
+κdr ≤ Ch−n2−1−κ,
where the constant C is uniform in z. The L2 estimate follows from Schur’s lemma.
Finally, to deal with the estimates near L,R, we recall Lemma 6.2 from [17], see also [14].
Lemma 4.2. Suppose for C > 0 the Schwartz kernel of B trivialized by dg(z′) satisfies |β∗0B(z, z′, h)| ≤
CραLρ
β
R. For α, β >
n
2 , there exists some constant C
′ such that ‖Bf‖L2(X) ≤ CC ′‖f‖L2(X).
The boundary defining functions are lifted to β∗~ρ = ρRρF, β
∗
~ρ
′ = ρLρF. From Theorem 1.1,
we have near L and R that
ρaG˜(h, σ)ρ′b = h−
n
2
−1−κρa+b
F
ρ
a+n
2
+iσ
h
L
ρ
b+n
2
+iσ
h
R
F,
where F is smooth and bounded. For a + b ≥ 0, a, b > Im σh , we can apply Lemma 4.2 to get the
L2 estimates. Finally, by a finite partition of unity of X20,~, the local estimates give
‖ρaG(h, σ)ρbf‖L2(X) ≤ Ch−
n
2
−1−κ‖f‖L2(X).
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The remainder term E can be estimated in the same way. For any M,N ≥ 0, we have
|ρaE(h, σ)ρ′b| ≤ ChNρa+M
L
ρ
n
2
− Imσ
h
+b
R
ρa+b
F
, near R,L,
|ρaE(h, σ)ρ′b| ≤ C(h
r
)NrM , near Diag~.
For a+ b ≥ 0, b > Im σh ,M > n2 − a and N ∈ N, there exists CN > 0 such that
(4.11) ‖ρaE(h, σ)ρbf‖L2(X) ≤ CNhN‖f‖L2(X).
For the resolvent estimate, we first recall the relation
(4.12) P − λ2 = h2P (h, σ), h = 1/|Re λ|, σ = λ/|Reλ|.
For λ/|Reλ| ∈ Ω~ and Imλ < 0, the resolvent is holomorphic. We can apply R(λ) to (4.12) and
use Theorem 1.1 to get h−2G(h, σ) = R(λ)(Id+E(h, σ)), and with weight
(4.13) h−2ρaG(h, σ)ρb = ρaR(λ)ρb(Id+ρ−bE(h, σ)ρb).
For h sufficiently small, Id+ρ−bE(h, σ)ρb is invertible by (4.11). Therefore, we can extend R(λ)
holomorphically to
h ∈ (0, 1/C2), | Imσ| < C1h⇐⇒ |Reλ| > C2, | Imλ| < C1,
through (4.13). The high energy estimates follow from the estimates of G and E. This finishes
the proof of Theorem 1.2.
Remark 4.3. If a, b = Imλ, one can obtain resolvent estimates on logarithmic weighted L2 spaces
by using the full version of Lemma 4.2.
5. Exponential Decay of the Radiation Field
5.1. Analysis of the Eisenstein funciton. The radiation field R± is related to the transposed
Eisenstein function, which we study first in this section. By fixing a product decomposition (1.1),
the choice of the boundary defining function x fixes a metric H0 on ∂X out of the conformal class
determined by g. As pointed out in Sa´ Barreto [18], the transposed Eisenstein function
(5.1) E(λ) = x−
n
2
−iλR(λ) |x=0,
is a well-defined operator whose kernel is a distribution on ∂X×X, conormal to ∂Diag = {(z, z′) ∈
∂X × ∂X : z = z′}. The proof essentially follows from Proposition 4.1 of [9]. The singularities of
the kernel E(λ, y, z′) can be resolved on a blown-up space ∂X×0X defined by blowing up ∂X×X
along ∂Diag. Let β˜0 : ∂X×0X → ∂X×X be the blow down map. It is clear that β˜0 = β0 |∂X×0X .
The new manifold has two boundary faces. The front face f˜f introduced by the blow up is the
closure of β˜−10 (∂Diag). This is a half-sphere bundle over ∂Diag. The right face R˜ is the closure of
β˜−10 (∂X × X˚). See Figure 3.
The definition (5.1) of transposed Eisenstein function clearly depends on the choice of the
boundary defining function x, and can be made independent by working with density bundles as
in [9]. However, we shall take ρ = x in this section for simplicity.
We study E(λ) in the limit |Reλ| → ∞ or equivalently as h → 0 with h = 1/|Re λ|. From
(4.13) and (5.1), we can write
(5.2) E(λ)ρ′b = ρ−
n
2
−iλR(λ)ρ′b |ρ=0= h2ρ−n2−iσhG(h, σ)ρ′b |ρ=0 ◦(Id+ρ′−bE(h, σ)ρ′b)−1.
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R˜f˜f
β˜0
X
y′
y
x′
∂X
Figure 3. ∂X ×0 X constructed from ∂X ×X
For h sufficiently small, the operator (Id+ρ−bE(h, σ)ρb)−1 is bounded on L2(X) uniformly in h.
For the L2 estimates of E(λ), it suffices to study
(5.3) E0(h, σ)
.
= ρ−
n
2
−iσ
hG(h, σ) |ρ=0,
for h ∈ (0, 1) and σ ∈ Ω~. Then,
(5.4) E(λ)ρ′b = h2E0(h, σ)ρ
′b ◦ (Id+ρ′−bE(h, σ)ρ′b)−1.
The Schwartz kernel of E0(h, σ) can be resolved on ∂X ×0 X × [0, 1). Actually, from Theorem
1.1, we know that G = G0 + G˜ and they satisfy
β∗~(ρ
−n
2
−iλG0) |R= 0,
β∗~(ρ
−n
2
−iλG˜) |R= ρ−
n
2
−iσ
h
F
ρ
n
2
+iσ
h
L
ρ
−n
2
−1−κ
A
ρ−n−1
S
F |R .
(5.5)
It is clear that F |R is smooth on R. Now we consider the restriction of boundary defining functions
ρF, ρA, ρL, ρS to R. This can be done in convenient local coordinates near the blow-up.
We use (y, x′, y′) as the local coordinates of ∂X ×X near the boundary. The center of the blow
up ∂Diag is {x′ = 0, y = y′}. First over the interior of f˜f, we use projective coordinate
(5.6) x′, Y =
y − y′
x′
, y.
Then x′ is a boundary defining function of f˜f, and (5.6) is just the restriction of (4.2) to X = 0.
Next, near the corner f˜f ∩ R˜, we take y1 − y′1 > 0 and use projective coordinate
(5.7) t = y1 − y′1, s =
x′
y1 − y′1
, Zj =
yj − y′j
y1 − y′1
, y.
Then t, s are boundary defining functions of f˜f, L˜ respectively, and (5.7) is the restriction of (4.10)
to w = 0. Since S ∩ R = ∅, the boundary defining function ρS is smooth and positive on R. Also,
ρA |R is a smooth boundary defining function of the face {h = 0} in ∂X ×0 X × [0, 1).
Now we see that the Schwartz kernel of E0(h, σ) is well-defined on ∂X ×0 X × [0, 1), and
(5.8) E0(h, σ) = β
∗
~(ρ
−n
2
−iσ
hG) |R= ρ−
n
2
−iσ
h
f˜f
ρ
n
2
+iσ
h
L˜
h−
n
2
−1−κF˜ (h, σ),
where F˜ is smooth on ∂X ×0 X × [0, 1). The L2 estimate of E0(h, σ) can be derived from Schur’s
lemma. As before, we use the volume form on X˚ to trivialize the density bundle. Hence for
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T : C∞0 (X)→ C−∞(∂X) with Schwartz kernel KT (y, z′)dg(z′), the action of T is
Tf(y) =
∫
KT (y, z
′)f(z′)dg(z′), ∀f ∈ C∞0 (X).
We start from the high energy estimate.
Proposition 5.1. For any C2 > 0, there exists some C1 > 0 such that for {λ ∈ C : |Reλ| >
C1, | Im λ| < C2} and b > n2 + | Imλ|, the operator E(λ)ρb is a holomorphic family of bounded
operators from L2(X) to L2(∂X). Moreover, there exist C > 0, κ ≥ 0 such that
‖E(λ)ρbf‖L2(∂X) ≤ C|λ|
n
2
−1−κ‖f‖L2(X).
Proof. The holomorphy follows from that of R(λ). For h = 1/|Re λ| sufficiently small and σ =
λ/|Reλ| ∈ Ω~, (Id+ρ−bE(h, σ)ρb)−1 is bounded on L2(X) uniformly in h. Hence it suffices to
estimate E0(h, σ). To apply Schur’s lemma, we need
I = sup
y∈∂X
∫
|E0(y, z′, h)ρb|dg(z′) ≤ C1, and II = sup
z′∈X
∫
|E0(y, z′, h)ρb|dH0(y) ≤ C2.
We can estimate the two integrals locally by a finite partition of unity of ∂X ×0 X. The case
away from x′ = 0 is straightforward because the kernel is of the form h−
n
2
−1−κF for some F ∈
C∞0 (∂X ×X). Hence it remains to deal with the case near the blow up, which can be covered by
the two types of local coordinates (5.6), (5.7).
First in projective coordinate (5.6), the pull-back of the volume forms are
β˜∗0(
dx′dy′
(x′)n+1
) =
dx′dY
x′
, β˜∗0(dy) = dy.
Here we absorbed the factors
√
detg and
√
detH0 to the kernel. The Schwartz kernel of E0(h, σ) is
β˜∗0E0(h, σ) = ρ
−n
2
−iσ
h
f˜f
ρ
n
2
+iσ
h
L˜
h−
n
2
−1−κF˜ (h, σ),
where F˜ is smooth on ∂X ×0 X × [0, 1). We find that for b > n2 − Im σh
I = h−
n
2
−1−κ sup
y
∫
(x′)b−
n
2
−iσ
h
−1F˜ (h, σ)dx′dY ≤ Ch−n2−1−κ.
Here the integration is for small x′, and the constant C depends on Ω~. For the second integral,
II = h−
n
2
−1−κ sup
x′,Y
∫
(x′)b−
n
2
−iσ
h F˜ (h, σ)dy ≤ Ch−n2−1−κ,
if b ≥ n2 − Im σh . Next we estimate the integrals in coordinate (5.7). The pull-back of densities
become
β˜∗0(
dx′dy′
(x′)n+1
) =
dsdtdz
sn+1t
, β˜∗0(dy) = dy.
Using the kernel asymptotics, we have for b > n2 + | Im σh | that
I = h−
n
2
−1−κ sup
y
∫
t−
n
2
−iσ
h s
n
2
+iσ
h (st)bF˜ (h, σ)
dsdtdz
sn+1t
= h−
n
2
−1−κ sup
y
∫
tb−
n
2
−iσ
h
−1sb−
n
2
+iσ
h
−1F˜ (h, σ)dsdtdz
≤ Ch−n2−1−κ.
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Here the integration is for t and s close to 0. For the other integral, we have
II = h−
n
2
−1−κ sup
t,s,z
∫
t−
n
2
−iσ
h s
n
2
+iσ
h (st)bF˜ (h, σ)dy ≤ Ch−n2−1−κ.
if b ≥ n2 + | Im σh |. Finally, by Schur’s lemma,
‖E0(h, σ)ρbf‖L2(∂X) ≤ Ch−
n
2
−1−κ‖f‖L2(X).
This finishes the proof in view of (5.4) and translating the estimates in terms of λ. 
The low and intermediate L2 estimate of the Eisenstein function basically follows from the work
of Joshi-Sa´ Barreto [9] and Mazzeo-Melrose [15]. We now briefly review some results to give the
estimate, and refer the readers to the original papers for more details.
Theorem 7.1 of [15] tells that the resolvent R(λ) has a meromorphic continuation from Imλ <
−n2 to C\ i2N, with residues of finite rank operators. In particular, R(λ) = R′(λ) + R′′(λ) where
R′(λ) is a 0-pseudodifferential operator of order −2 vanishing to infinity order at L,R of X ×0X,
and the Schwartz kernel of R′′(λ) trivialized by dg(z′) is
R′′(λ) = ρ
n
2
+iλ
L ρ
n
2
+iλ
R F (λ),
where F is smooth in X ×0X and meromorphic in λ. Here we used a different spectral parameter
and trivialization of the density bundle as in [15]. By the definition of Eisenstein function (5.1),
E(λ)ρ′b = ρ−iλ−
n
2R(λ)(ρ′)b |ρ=0= ρ−iλ−
n
2R′′(λ)(ρ′)b |ρ=0 .
On the blown-up space ∂X ×0 X, the lift of the Schwartz kernel with the density factor is
β˜∗0(E(λ)ρ
b) = (ρRρff)
−n
2
−iλρ
n
2
+iλ
R ρ
n
2
+iλ
L ρ
b−n−1
L ρ
−1
ff F (λ) |R
= ρ
b−n
2
−iλ−1
f˜f
ρ
b−n
2
+iλ−1
L˜
F (λ) |R .
Similar to the proof of Proposition 5.1, E(λ)ρb is bounded from L2(X) to L2(∂X) for b >
n
2 + | Imλ|, and λ in a compact set of C free of resonances. We summarize the results to
Proposition 5.2. There exists δ0 > 0 such that the Eisenstein function (5.1) is holomorphic on
Ω0
.
= {λ ∈ C\0 : | Imλ| < δ0}. For b > n2 + | Imλ|, E(λ)ρb is bounded from L2(X) to L2(∂X).
Moreover, for λ in any compact set of Ω0, there exists C > 0 such that
‖E(λ)ρbf‖L2(∂X) ≤ C‖f‖L2(X).
5.2. Asymptotics of the radiation fields. Let V(X) be the Lie algebra of smooth vector fields
on X, and Ve(X) = ρV(X) be the Lie algebra of edge vector fields, see Mazzeo [13]. These are also
called 0-vector fields, see [15, 16, 17]. We need the definition of the weighted edge Sobolev space
ρbHke (X)
.
= {u = ρbv : v ∈ L2(X), V1V2 · · ·Vkv ∈ L2(X), Vi ∈ Ve(X), 0 ≤ i ≤ k}.
Lemma 5.3. Assume {λ ∈ C : |Reλ| > C2, | Imλ| < C1} as in Theorem 1.2 and b > n2 + | Imλ|.
For m ∈ N and f ∈ ρbH∞e (X), there exists a constant C depending on m and f such that
‖E(λ)f‖L2(∂X) ≤ C|λ|−m.
Proof. Assume that f = ρbv. From the identity R(λ)(∆g − n24 − λ2) = Id, we get
λ2R(λ) = R(λ)∆g − n
2
4
R(λ)− Id .
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Apply this to definition (5.1) of E(λ), we have
λ2E(λ)ρ′bv = lim
ρ→0
ρ−iλ−
n
2R(λ)∆gρ
′bv − lim
ρ→0
ρ−iλ−
n
2
n2
4
R(λ)ρ′bv − lim
ρ→0
ρ−iλ−
n
2
+bv
= E(λ)ρ′b(ρ′−b∆gρ
′bv − n
2
4
v).
(5.9)
The last term in the first line vanishes because b > n2 + | Imλ|. Repeating this argument, we get
for k ∈ N that
λ2kE(λ)ρbv = E(λ)ρb(ρ−b∆gρ
b − n
2
4
)kv.
Notice that by our choice of the boundary defining function, ρ = x when (1.1) is valid. Using the
expression of ∆g (4.1), we see that
x−b∆gx
b = −(x ∂
∂x
+ b)2 + n(x
∂
∂x
+ b)− xγ(x ∂
∂x
+ b) + x2∆H .
So x−b∆gx
b is an edge differential operator of order 2 in the sense that it can be written as a finite
sum of ViVj with Vi, Vj ∈ Ve(X). Since v ∈ H∞e (X), by Proposition 5.1 and 5.2, there exists a
constant C such that
‖E(λ)ρbv‖L2(∂X) ≤ C|λ|
n
2
+κ−1−k.

The definition of radiation fields is recalled in the introduction. In [18], Sa´ Barreto proved that
the radiation field is related to the transposed Eisenstein function by
(5.10)
∫
R
e−iλsR+(f1, f2)(s, y)ds = iλE(λ)(f2 + λf1).
This is valid for Imλ < −n2 if f1, f2 ∈ C∞0 (X). By Proposition 5.1 and 5.2, the formula (5.10)
remains valid for λ in Ω0 = {λ ∈ C\0 : | Imλ| < δ0} with f1, f2 ∈ ρbL2(X) and b > n2 + | Imλ|.
The right hand side of (5.10) is holomorphic in Ω0, so is the left hand side.
As mentioned in the introduction see also [18], the spectrum of ∆g consists of absolutely
continuous spectrum [n
2
4 ,∞) and finitely many eigenvalues in (0, n
2
4 ). So we can decompose
L2(X) = L2ac(X)
⊕
L2pp(X) according to the spectrum, where L
2
pp(X) is spanned by the eigen-
functions and L2ac(X) is the orthogonal complement. As a consequence of Theorem 5.1 of [18], we
have
‖R±(0, f2)‖L2(Rs×∂X) = ‖f2‖L2(X), ∀f2 ∈ L2ac(X).
Finally we prove the main result about radiation fields.
Theorem 5.4. Assume that 0 ≤ ǫ < δ0 and b > n2 + ǫ. For f1 ∈ ρbH∞e (X) and f2 ∈ ρbH∞e (X) ∩
L2ac(X), the radiation field satisfies
R+(f1, f2)(s, y) = e
−ǫ|s|
R0(s, y),
where R0(s, y) ∈ L∞(R;L2(∂X)) and smooth in s ∈ R\{0}.
Proof. We will prove the theorem for f1 = 0. The case when f1 6= 0 is similar. First, we take
inverse Fourier transform in λ of (5.10) to get
(5.11) R+(0, f2)(s, y) =
1
2π
∫
R
eisλλE(λ)f2dλ.
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Figure 4. Contour deformation in the proof of Theorem 5.4.
By assumption, λE(λ) is holomorphic in Ω0 with only a possible pole at λ = 0. The order of
the pole of E(λ) at λ = 0 follows from that of R(λ). Here we use an argument in the Euclidean
potential scattering, see Section 2.10 of Melrose [16]. Since R(λ) is meromorphic near λ = 0, we
can write
(5.12) R(λ) =
N0∑
j=1
R−j
λj
+R0(λ),
where R0(λ) is holomorphic, and R−j are the residue operators with finite rank. From the spectral
theorem, R(λ) is bounded on L2(X) for Imλ < 0, λ2 /∈ spec(∆g − n24 ), and
‖R(λ)‖L2(X)→L2(X) =
1
dist(λ2, spec(∆g − n24 ))
.
Therefore, for Imλ < 0 near 0, we have ‖R(λ)‖ ∼ 1/|λ|2. This means that in the expansion (5.12),
there are at most 2 nontrivial singular terms R−2λ
−2 and R−1λ
−1. Hence R(λ), as well as E(λ),
has a pole of order at most 2 at λ = 0.
By taking one derivative in s of (5.11), we get
∂sR+(0, f2)(s, y) =
i
2π
∫
R
eisλλ2E(λ)f2dλ,
and the integrand now is holomorphic in the strip | Im λ| < δ0. We can change the contour of
integration as in Figure 4. By Lemma 5.3,
‖
∫
ΓK
eiλsλ2E(λ)f2dλ‖L2(∂X) = ‖
∫ ǫ
0
eiKs−ts(K + it)2E(K + it)f2dt‖L2(∂X)
≤ Ce−ǫsK−1 → 0 as K →∞.
The integral along Γ−K vanishes similarly. By Cauchy’s theorem,
∂sR+(0, f2)(s, y) = e
−ǫs
R0,+(s, y), where R0,+(s, y) =
i
2π
∫ ∞
−∞
eiλs(λ+ iǫ)2E(λ+ iǫ)f2dλ.
An application of Lemma 5.3 shows that R0,+(s, y) ∈ L∞(Rs;L2(∂X)) and smooth in s. Integrating
from 0 to s, we get R+(0, f2)(s, y) = Ψ(y) + e
−ǫsΨ0,+(s, y) where Ψ0,+(s, y) ∈ L∞(Rs;L2(∂X))
and smooth in s. However, we know that R+(0, f2) ∈ L2(Rs × ∂X) if f2 ∈ L2ac(X). It is easy to
see that e−ǫsΨ0,+(s, y) ∈ L2([0,∞)s × ∂X). Therefore, the function Ψ(y) has to vanish almost
everywhere. So we have
R+(0, f2)(s, y) = e
−ǫsΨ0,+(s, y).
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On the other hand, we can deform the contour to the lower half plane and use the same argument
to get R+(0, f2)(s, y) = e
ǫsΨ0,−(s, y). To finish the proof, we define R0 to be Ψ0,+ for s ≥ 0 and
Ψ0,− for s < 0. 
Appendix A. Positivity of the injectivity radius
For any point z on a general complete Riemannian manifold (X, g), the injectivity radius inj(z)
is defined as the supremum of δ such that the exponential map expz : Bδ(0) ⊂ TzX → X is a
diffeomorphism. The injectivity radius of X is defined as inj(X) = infz∈X inj(z). It is well-known
that for compact manifold, inj(X) > 0, see e.g. 3.80 of [5].
Lemma A.1. For (X˚, g) asymptotically hyperbolic, the injectivity radius inj(X˚) > 0.
Proof. Let ρ be a boundary defining function of ∂X. In the following, we denote
Uǫ = {z ∈ X˚ : ρ(z) < ǫ} and U cǫ = {z ∈ X˚ : ρ(z) ≥ ǫ}.
Since (X˚, g) is asymptotically hyperbolic, we can assume that the sectional curvature is less than
−κ0 < 0 in Uǫ0 , for some ǫ0 sufficiently small.
We first prove that ∀z ∈ U2ǫ0/3, inj(z) ≥ δ1 for some δ1 > 0. Since U2ǫ0/3 is closed and U cǫ is
compact, there exists some δ1 > 0 such that dist(U2ǫ0/3, U
c
ǫ0) ≥ δ1. Because the sectional curvature
is negative in Uǫ0 , by the conjugate point comparison theorem Corollary 11.3 of [11], there cannot
be more than one geodesics between any two points z, z′ ∈ U2ǫ0/3 that lies inside Uǫ0 . Therefore,
for any vector V ∈ TzX˚ with ‖V ‖ ≤ δ1, the exponential map is a diffeomorphism.
Now consider U cǫ0/3 ⊂ X as a compact manifold. Then inj(U cǫ0/3) ≥ δ2 for some δ2 > 0. Since
U cǫ0/3 and U2ǫ0/3 cover X˚, we conclude that inj(X˚) ≥ min(δ1, δ2) > 0. 
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