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Abstract
We calculate the energy gap (latent heat) and pressure gap between the hot and cold phases of the SU(3)
gauge theory at the first order deconfining phase transition point. We perform simulations around the
phase transition point with the lattice size in the temporal direction Nt = 6, 8 and 12 and extrapolate the
results to the continuum limit. We also investigate the spatial volume dependence. The energy density and
pressure are evaluated by the derivative method with non-perturabative anisotropy coefficients. We adopt
a multi-point reweighting method to determine the anisotropy coefficients. We confirm that the anisotropy
coefficients approach the perturbative values as Nt increases. We find that the pressure gap vanishes at all
values of Nt when the non-perturbative anisotropy coefficients are used. The spatial volume dependence in
the latent heat is found to be small on large lattices. Performing extrapolation to the continuum limit, we
obtain ∆ǫ/T 4 = 0.75± 0.17 and ∆(ǫ − 3p)/T 4 = 0.623± 0.056.
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I. INTRODUCTION
Determination of the equation of state from a first principle calculation of QCD is one of the most
important topics in the study of the quark matter [1]. In this paper, we study thermodynamic
quantities around the first order deconfining phase transition in the SU(3) gauge theory (the
quenched approximation of QCD). First order phase transitions are expected in the high density
region of QCD and also in the many-flavor QCD aiming at construction of a walking technicolor
model [2–4]. The SU(3) gauge theory at finite temperature provides us with a good testing ground
to study characteristic features of first order transition and to develop techniques to investigate
thermodynamic quantities around it.
At a first order phase transition point, two phases coexist at the same time. To keep the balance
between them, the pressure must be the same in the two phases. On the other hand, the energy
density is different in these phases. The difference is the latent heat which is one of the most
important physical quantities characterizing the first order phase transition. In numerical studies
of QCD, the integral method is widely adopted [5]. However, in the integral method, the pressure
gap is set to be zero in the formulation. To study the pressure gap itself, we adopt the derivative
method in this study.
In the derivative method, the values of the derivatives of gauge coupling constants with respect
to the anisotropic lattice spacings, which we call the anisotropy coefficients, are required. The
anisotropy coefficients in SU(3) gauge theory have been calculated in the lowest order perturbation
theory by Karsch [6]. However, the perturbative coefficients are known to lead to pathological re-
sults such as negative pressure and non-vanishing pressure gap at the deconfining transition point,
when the lattice size in the temporal direction Nt is small. This motivated a non-perturbative calcu-
lation of the anisotropy coefficients of Ref. [7], in which the pressure gap using the non-perturbative
anisotropy coefficients is confirmed to vanish at the first order phase transition on lattices with
Nt = 4 and 6. The latent heat was also computed using the non-perturbative anisotropy coeffi-
cients at Nt = 4 and 6. We now extend the study to larger values of Nt to carry out the continuum
extrapolation. We also adopt larger spatial volumes and study the spatial volume dependence of
the results.
In the next section, we introduce the basic formulation and the methods to study the energy
density and pressure by the derivative method. The non-perturbative anisotropy coefficients are
calculated by the method proposed in Ref. [7]. A multi-point reweighting method is used for
the calculation of the expectation values of the plaquette as well as the Polyakov loop and its
susceptibility at the phase transition point. The results of our numerical simulation is given in
Sec. III: Our simulation parameters are summarized in Sec. IIIA. The results of the anisotropy
coefficients are shown in Sec. IIIB. The separation of the configurations into the hot and cold phases
are discussed in Sec. IIIC. We then compute the latent heat and the pressure gap, and evaluate
the latent heat in the continuum limit in Sec. IIID. Our conclusion and outlook are summarized
in Sec. IV.
II. METHOD
A. Latent heat and pressure gap
The energy density ǫ and the pressure p are defined by the derivatives of the partition function
Z in terms of the temperature T and the physical volume V of the system
ǫ = − 1
V
∂ lnZ
∂ T−1
∣∣∣∣
V
, p = T
∂ lnZ
∂ V
∣∣∣∣
T
. (1)
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On a lattice with a size N3s × Nt, the volume and temperature are given by V = (Nsas)3 and
T = 1/(Ntat), with as and at the lattice spacings in spatial and temporal directions. Because Ns
and Nt are discrete parameters, the partial differentiations in Eq. (1) are performed by varying
as and at independently on anisotropic lattices [6, 8]. The anisotropy on a lattice is realized by
introducing different coupling parameters in temporal and spatial directions. For an SU(Nc) gauge
theory, the standard plaquette action on an anisotropic lattice is given by
S = −βs
∑
i<j 6=4
∑
x
Pij(x)− βt
∑
i 6=4
∑
x
Pi4(x), (2)
where Pµν(x) = N
−1
c Re Tr[Uµ(x)Uν(x + µˆ)U
†
µ(x + νˆ)U
†
ν (x)] is the plaquette in the (µ, ν) plane.
With this action, the energy density and pressure are given by
ǫ = −3N
4
t T
4
ξ3
{(
at
∂βs
∂at
− ξ ∂βs
∂ξ
)
(〈Ps〉 − 〈P 〉0) +
(
at
∂βt
∂at
− ξ ∂βt
∂ξ
)
(〈Pt〉 − 〈P 〉0)
}
, (3)
p =
N4t T
4
ξ3
{
ξ
∂βs
∂ξ
(〈Ps〉 − 〈P 〉0) + ξ ∂βt
∂ξ
(〈Pt〉 − 〈P 〉0)
}
, (4)
where 〈Ps(t)〉 is the space(time)-like plaquette expectation value,
Ps =
1
3Nsite
∑
i<j 6=4
∑
x
Pij(x) and Pt =
1
3Nsite
∑
i 6=4
∑
x
Pi4(x), (5)
and 〈P 〉0 is the plaquette expectation value on a zero temperature lattice. These expectation values
can be computed by numerical simulations of the SU(Nc) gauge theory non-perturbatively. Here,
for later convenience, we have chosen at and ξ ≡ as/at as independent variables to vary the lattice
spacings, instead of as and ξ as adopted in Ref. [6].
The derivatives of the gauge coupling constants with respect to the anisotropic lattice spacings
at
∂βs
∂at
, at
∂βt
∂at
,
∂βs
∂ξ
,
∂βt
∂ξ
, (6)
are called the anisotropy coefficients. They are computed from a requirement that the effects of
anisotropy in the physical observables can be absorbed by a renormalization of the coupling param-
eters. The anisotropy coefficients do not depend on the temperature, because the renormalization
is independent of the temperature. To calculate the energy density and pressure by a simulation
on isotropic lattices, we need the values of anisotropy coefficients at ξ = 1.
Performing simulation at the transition temperature with ξ = 1, the differences of the energy
density and pressure between hot and cold phases, i.e. the latent heat ∆ǫ and pressure gap ∆p,
can be calculated by separating the configurations into the hot and cold phases,
∆ǫ
T 4
= −3N4t
{(
at
∂βs
∂at
− ∂βs
∂ξ
)
(〈Ps〉hot − 〈Ps〉cold) +
(
at
∂βt
∂at
− ∂βt
∂ξ
)
(〈Pt〉hot − 〈Pt〉cold)
}
, (7)
∆p
T 4
= N4t
{
∂βs
∂ξ
(〈Ps〉hot − 〈Ps〉cold) + ∂βt
∂ξ
(〈Pt〉hot − 〈Pt〉cold)
}
, (8)
where 〈· · · 〉hot and 〈· · · 〉cold mean the expectation values in the hot and cold phases, respectively.
Separation of the configurations into the phases will be discussed in Sec. IIIC. Note that, in the
calculations of ∆ǫ and ∆p, the zero temperature subtraction is not necessary. In the next subsec-
tion, we discuss that the anisotropy coefficients can be calculated by the same finite temperature
simulations around the transition point on isotropic lattices [7].
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B. Anisotropy coefficients
We compute the anisotropy coefficients non-perturbatively following Ref. [7]. This method is
based on the measurement of the phase transition line in the (βs, βt) plane. On the transition line,
the temperature T = (Ntat)
−1 is constant, thus at is constant. From this information, one can
determine the anisotropy coefficients.
Another non-perturbative way to determine the anisotropy coefficients is the so-called “matching
method” [9–13]. In this method, one first determines ξ as a function of βs and βt by matching
space-like and time-like Wilson loops on anisotropic lattices, and then numerically determines
∂γ/∂ξ at ξ = 1, where γ =
√
βt/βs. Interpolation of the Wilson loop data at different sizes or
interpolation of ξ at different γ using an appropriate ansatz is required to evaluate ∂γ/∂ξ. The
method of Ref. [7] avoids uncertainties due to such interpolations.
On isotropic lattices with as = at = a and ξ = 1, the coupling constants satisfy βs = βt ≡ β
and we have (
at
∂βs
∂at
)
ξ=1
=
(
at
∂βt
∂at
)
ξ=1
= a
dβ
da
= 2Nc a
dg−2
da
, (9)
where β = 2Nc g
−2 and a
dg−2
da
is the beta function at ξ = 1, whose non-perturbative value is
well studied by numerical simulations of the SU(3) gauge theory [14–16]. See also Refs. [17–20]
for determination of the lattice scale. Moreover, a combination of the remaining two anisotropy
coefficients is known to be related to the beta function [6] as1(
∂βs
∂ξ
+
∂βt
∂ξ
)
at:fixed, ξ=1
=
3
2
a
dβ
da
. (10)
This equation is derived by the following way. The string tension σ defined as
σasat = − lim
A→∞
1
A
ln〈Wt〉, σa2s = − lim
A→∞
1
A
ln〈Ws〉, (11)
is independent of ξ = as/at. Here, 〈Ws〉 and 〈Wt〉 are the expectation values of space-like and
time-like planer Wilson loop operators, respectively. A is the number of plaquettes enclosed by the
Wilson loop. We then obtain
∂(σa2t )
∂ξ
= − lim
A→∞
1
A
∂
(
ξ−1 ln 〈Wt〉
)
∂ξ
= −∂βs
∂ξ
Css − ∂βt
∂ξ
Cst − σa
2
t
ξ
= 0, (12)
∂(σa2t )
∂ξ
= − lim
A→∞
1
A
∂
(
ξ−2 ln 〈Ws〉
)
∂ξ
= −∂βs
∂ξ
Cts − ∂βt
∂ξ
Ctt − 2σa
2
t
ξ
= 0, (13)
where, as mentioned in Sec. IIA, at and ξ are chosen as independent variables, and Cxy with
(x, y) = {s or t} is defined by
Cxy = lim
A→∞
1
Aξ〈Wx〉
∑
(〈WxPy〉 − 〈Wx〉 〈Py〉) (14)
with the sum taken over y-like plaquettes. At ξ = 1, Css = Ctt and Cst = Cts. Then, the equations
(12) and (13) give
(Css + Cst)
(
∂βs
∂ξ
+
∂βt
∂ξ
)
at:fixed, ξ=1
= −3σa2. (15)
1 In [6], a corresponding equation is given for (∂βs(t)/∂ξ)as:fixed.
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On the other hand, we also have
d(σa2)
dβ
= 2σa
da
dβ
= −Css − Cst, (16)
at ξ = 1, which leads to the equation (10).
The other input to determine the anisotropy coefficients at ξ = 1 can be obtained from the
information about the phase transition point in the (βs, βt) plane. The transition temperature
Tc = 1/[Ntat(βs, βt)] must be independent of the anisotropy of the lattice. Therefore, when we
change the coupling constants, (βs, βt)→ (βs + dβs, βt + dβt) on a lattice with fixed Nt, along the
transition curve, the lattice spacing in the temporal direction at does not change:
dat =
∂at
∂βs
dβs +
∂at
∂βt
dβt = 0. (17)
Let us denote the slope of the transition curve at ξ = 1 as rt,
rt =
dβs
dβt
= −
(
∂at
∂βt
)
ξ=1
/(
∂at
∂βs
)
ξ=1
=
(
∂βs
∂ξ
)
ξ=1
/(
∂βt
∂ξ
)
ξ=1
, (18)
where we used an identity(
∂βs
∂at
∂βt
∂at
∂βs
∂ξ
∂βt
∂ξ
)
=
(
∂at
∂βs
∂ξ
∂βs
∂at
∂βt
∂ξ
∂βt
)−1
=
1
D
(
∂ξ
∂βt
− ∂ξ∂βs
− ∂at∂βt ∂at∂βs
)
, (19)
with D = ∂ξ∂βt
∂at
∂βs
− ∂ξ∂βs ∂at∂βt . From Eqs. (10) and (18), the derivatives of βs and βt with respect to
ξ are expressed as (
∂βs
∂ξ
)
at:fixed, ξ=1
=
3rt
2(1 + rt)
a
dβ
da
,
(
∂βt
∂ξ
)
at:fixed, ξ=1
=
3
2(1 + rt)
a
dβ
da
. (20)
Using the slope rt and the beta function, the conventional combinations ǫ− 3p and ǫ+ p are given
by
(ǫ− 3p)/T 4 = −3N4t a
dβ
da
{〈Ps〉+ 〈Pt〉 − 2〈P 〉0}, (21)
(ǫ+ p)/T 4 = 3N4t a
dβ
da
rt − 1
rt + 1
{〈Ps〉 − 〈Pt〉}. (22)
Moreover, introducing the notation γ =
√
βt/βs, we obtain(
∂γ
∂ξ
)
at:fixed, ξ=1
=
(
∂γ
∂ξ
)
as:fixed, ξ=1
=
3
4β
1− rt
1 + rt
a
dβ
da
. (23)
Finally, the customarily used forms for the anisotropy coefficients (Karsch coefficients) [6] are
given by
cs =
(
∂g−2s
∂ξ
)
as:fixed, ξ=1
=
1
2Nc
{
β +
rt − 2
2(1 + rt)
a
dβ
da
}
,
ct =
(
∂g−2t
∂ξ
)
as:fixed, ξ=1
=
1
2Nc
{
−β + 1− 2rt
2(1 + rt)
a
dβ
da
}
, (24)
where βs = 2Ncg
−2
s ξ
−1 and βt = 2Ncg
−2
t ξ. Therefore, when the value for the beta function is avail-
able, we can determine these anisotropy coefficients by measuring rt from the finite temperature
transition line in the (βs, βt) plane.
5
C. Slope of the transition line
In order to determine the transition line in the coupling parameter space, we calculate the
rotated Polyakov loop
Ω = z
1
N3s
∑
~x
1
Nc
Tr
Nt∏
t=1
U4(~x, t) (25)
as a function of (βs, βt), where z is a Z(Nc) phase factor (z
Nc = 1) such that arg(Ω) ∈
(−π/Nc, π/Nc]. Thus, Ω is a complex number. We define the transition point as the peak po-
sition of the susceptibility
χΩ = N
3
s
(〈Ω2〉 − 〈Ω〉2) . (26)
In Sec. IIE, we investigate the coupling parameter dependence of χΩ on the (βs, βt) plane by
applying the multi-point reweighting method. The reweighting method enables us to compute the
anisotropy coefficients directly from simulations just at ξ = 1 without introducing an interpolation
ansatz. Therefore, we can use data of previous high statistic simulations on isotropic lattices. In
particular, this is a great advantage for a computation of the latent heat because high statistic
simulations are required for a precise calculation of the plaquette gap between two phases at the
transition point. The high statistic data can be used also for determination of the phase transition
line and the anisotropy coefficients.
As we see in the next section, χΩ forms a ridge approximately in the γ direction on the (βs, βt)
plane. This is due to the fact that the transition temperature is independent of the anisotropy
ξ. Therefore, to determine peak positions, it is convenient to introduce β¯ =
√
βsβt which is
perpendicular to the γ direction at γ ≈ 1. The slope in the (βs, βt) plane is now given by
dβs
dβt
=
d(β¯/γ)
d(β¯γ)
=
1
γ2
γ(dβ¯/dγ)− β¯
γ(dβ¯/dγ) + β¯
. (27)
Denoting the transition point for given γ as β¯c(γ), and fitting β¯c(γ) with a polynomial
β¯c(γ) =
nmax∑
n=0
fn (γ − 1)n, (28)
with fn the fitting parameters, the slope rt of the transition line at ξ = 1 (γ = 1) is given by
rt =
f1 − βc
f1 + βc
. (29)
We confirm that the results are completely stable under a variation of nmax and the fitting range
of γ.
D. Condition for vanishing pressure gap
From Eq. (8), when the pressure gap ∆p vanishes,
∂βs
∂ξ
/
∂βt
∂ξ
= − 〈Pt〉hot − 〈Pt〉cold〈Ps〉hot − 〈Ps〉cold (30)
should be satisfied. The left hand side is related to the slope of the transition line rt by Eq. (18).
Hence, the condition for ∆p = 0 reads [21]
〈Pt〉hot − 〈Pt〉cold
〈Ps〉hot − 〈Ps〉cold = −rt. (31)
In the next section, we test if this relation holds.
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E. Multi-point reweighting method
To find the transition line in the (βs, βt) plane, we need the expectation values of an order
parameter and its susceptibility as continuous functions of (βs, βt). In lattice simulations, the
reweighting method [22, 23] is useful in varying coupling parameters continuously. Around a first
order phase transition point, however, large fluctuation of the reweighting factor due to the flip-flop
between two phases can make the applicability range of a reweighting method very small. Here, it
is noted in Ref. [21] that, when we shift βs and βt around the first order phase transition point,
the leading fluctuations of the reweighting factor in ∆βs and ∆βt due to the flip-flop cancel out
with each other if ∆βs/∆βt = rt satisfies Eq. (31). This means that the reweighting method is
applicable for the determination of the transition line.
To further extend the applicability range in the coupling parameter space, we adopt the multi-
point reweighting method [23, 24]: Let us define the histogram for a set of observables X =
(X1,X2, · · · ) as
w(X;β) =
∫
DU
∏
i
δ(Xi − Xˆi) e−S . (32)
where Xˆ = (Xˆ1, Xˆ2, · · · ) is the operators for X. For simplicity, we denote (βs, βt) as ~β and use the
notation (~β · ~P ) = βsPs+βtPt. The action is then S = −3Nsite(~β · ~P ). Using w(X; ~β), the partition
function is given by Z(~β) =
∫
w(X; ~β) dX with dX =
∏
i dXi, and the probability distribution
function of X is given by Z−1w(X; ~β). The expectation value of an operator O[Xˆ ] which is written
in terms of Xˆ is calculated by
〈O[Xˆ ]〉~β =
1
Z(~β)
∫
O[X]w(X; ~β) dX. (33)
To obtain w(X; ~β) which is reliable in a wide range of X, we make use of the reweighing formulas
to combine data obtained at different simulation points [23]. We combine a set of Nsp simulations
performed at ~βi = (βsi, βti) with the number of configurations Ni where i = 1, · · · , Nsp. Here,
we choose Ps and Pt as two observables of X and redefine X as the set of observables other than
~P = (Ps, Pt). From the definition Eq. (32), the probability distribution function at ~βi is related to
that at ~β = (βs, βt) as
Z−1(~βi)w(~P ,X; ~βi) = Z
−1(~βi) e
3Nsite((~βi−~β)·~P ) w(~P ,X; ~β). (34)
Summing up these probability distribution functions with the weight Ni,
Nsp∑
i=1
Ni Z
−1(~βi)w(~P ,X; ~βi) = e
−3Nsite(~β·~P )
Nsp∑
i=1
Ni Z
−1(~βi) e
3Nsite(~βi·~P )w(~P ,X; ~β), (35)
we obtain
w(~P ,X; ~β) = G(~P ; ~β, ~B)
Nsp∑
i=1
Ni Z
−1(~βi)w(~P ,X; ~βi) (36)
with the simulation points ~B = (~β1, · · · , ~βNsp) and
G(~P ; ~β, ~B) =
e3Nsite(
~β·~P )∑Nsp
i=1 Ni e
3Nsite(~βi·~P )Z−1(~βi)
. (37)
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Note that the left-hand side of Eq. (35) gives a naive histogram using all the configurations dis-
regarding the difference in the simulation parameter. The histogram w(~P ,X; ~β) at ~β is given by
multiplying G(~P ; ~β, ~B) to this naive histogram.
The partition function is given by
Z(~β) =
Nsp∑
i=1
Ni
∫
G(~P ; ~β, ~B)Z−1(~βi)w(~P ,X; ~βi) dP dX =
Nsp∑
i=1
Ni
〈
G(
~ˆ
P ; ~β, ~B)
〉
(~βi)
. (38)
The right-hand side is just the naive sum of G(
~ˆ
P ; ~β, ~B) observed on all the configurations. The
partition function at ~βi can be determined, up to an overall factor, by the consistency relations,
Z(~βi) =
Nsp∑
k=1
Nk
〈
G(
~ˆ
P ; ~βi, ~B)
〉
(~βk)
=
Nsp∑
k=1
Nk
〈
e3Nsite(
~βi·
~ˆ
P )∑Nsp
j=1Nje
3Nsite(~βj ·
~ˆ
P )Z−1(~βj)
〉
(~βk)
(39)
for i = 1, · · · , Nsp. Denoting fi = − lnZ(~βi), these equations can be rewritten by
1 =
Nsp∑
k=1
Nk
〈
1∑Nsp
j=1Nj exp[3Nsite((
~βj − ~βi) · ~ˆP )− fi + fj]
〉
(~βk)
, i = 1, · · · , Nsp. (40)
Starting from appropriate initial values of fi, we solve these equations numerically by an iterative
method. Note that, in these calculations, one of the fi’s must be fixed to remove the ambiguity
corresponding to the undetermined overall factor.
Then, the expectation value of an operator O[ ~ˆP, Xˆ ] at ~β, Eq. (33), can be evaluated as
〈O[ ~ˆP, Xˆ ]〉(β) =
1
Z(~β)
Nsp∑
i=1
Ni
〈
O[ ~ˆP, Xˆ ]G( ~ˆP ; ~β, ~B)
〉
(~βi)
. (41)
Again,
∑Nsp
i=1 Ni 〈OG〉(βi) in the right-hand side is just the naive sum of OG over all the configura-
tions disregarding the difference in the simulation point.
III. RESULTS
A. Simulation parameters
On isotopic lattices, i.e. βs = βt = β, ξ = as/at = 1, we perform simulations of the SU(3)
gauge theory at several β points around the deconfining phase transition point. The lattice sizes
for temporal direction are Nt = 6, 8 and 12 with two different volumes for each Nt. Our simulation
parameters are summarized in Table I. The configurations are generated by a pseudo heat bath
algorithm followed by 5 over-relaxation sweeps. The Polyakov loop and the plaquettes are measured
every iteration. Data are taken at one to five β values for each (Ns, Nt) and are combined using
the multi-point reweighting method discussed in Sec. IIE.
The number of flip-flops between the hot and cold phases should not be small to obtain sta-
tistically reliable results near the first order transition point. We count the number of flip-flops
during the Monte-Carlo simulations by the method we explain in Sec. IIIC. These are 16 times at
β = 6.335 on the 963 × 12 lattice, and 116 times at β = 6.061 on the 643 × 8 lattice, for example.
Flip-flops happen more frequently when the aspect ratio Ns/Nt gets smaller. Thus, our numbers
8
TABLE I: Summary of the simulation setup. The lattice size is N3s ×Nt. Nconf. is the number of configu-
rations after thermalization.
Ns Nt β Nconf.
48 6 5.89379 201200
64 6 5.893 30000
64 6 5.89379 150000
64 6 5.894 215000
64 6 5.895 47000
48 8 6.056 200000
48 8 6.058 200000
48 8 6.06 200000
48 8 6.062 200000
48 8 6.065 220000
48 8 6.067 200000
64 8 6.0585 95000
64 8 6.061 2060000
64 8 6.063 300000
64 8 6.065 510000
64 8 6.068 1620000
64 12 6.3335 324000
64 12 6.335 290000
64 12 6.3375 10000
96 12 6.332 45000
96 12 6.334 474000
96 12 6.335 534000
96 12 6.336 336000
96 12 6.338 169000
of flip-flops would be sufficient. The statistical errors are estimated by the jack-knife method.
The bin size is adopted to be 1000, which is much smaller than the typical size of the interval of
flip-flops. The errors are saturated with this bin size.
For continuum and large volume extrapolations, we include the data obtained on 362 × 48× 6
lattice by the QCDPAX Collaboration [25]. The aspect ratios of this lattice, V 1/3/Nt = 6.6 with
V the spatial volume of the lattice, is within the range of our aspect ratios, Ns/Nt = 5.3–10.7,
while those of other Nt = 6 lattices of Ref. [25] are less than 4.
B. Transition line and anisotropy coefficients
The result of the Polyakov loop susceptibility χΩ on the 64
3 × 6 lattice is plotted in Fig. 1 as
a function of (βs, βt). Because the transition is of first order for the SU(3) gauge theory, the peak
of χΩ is quite clear with our large spatial volumes. Contour plots of χΩ are collected in Fig. 2. A
brighter color means a larger χΩ. The phase transition line β¯c(γ) is defined as the peak position
of the susceptibility for each γ. The results of β¯c(γ) are shown by solid lines in Fig. 2, with the
dashed lines their jackknife errors.
We now calculate the slope rt by the the method discussed in Sec. IIC. We choose the fit ranges
of γ for the polynomial fit Eq. (28) such that the statistical error of the susceptibility is sufficiently
9
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FIG. 1: Polyakov loop susceptibility χΩ as a function of (βs, βt) obtained on a 64
3 × 6 lattice.
TABLE II: Results of βc and the slope rt at ξ = 1 on each lattice, together with the ratio (〈Pt〉hot −
〈Pt〉cold)/(〈Ps〉hot − 〈Ps〉cold). The column “γ-range” is for the range of γ used in the fit for the slope. We
compare rt and (〈Pt〉hot − 〈Pt〉cold)/(〈Ps〉hot − 〈Ps〉cold) in Sec. III C.
lattice βc(Nt, V ) γ-range rt
〈Pt〉hot−〈Pt〉cold
〈Ps〉hot−〈Ps〉cold
483 × 6 5.89383(24) 0.999–1.001 -1.2020(39) 1.216(50)
643 × 6 5.894512(40) 0.999–1.001 -1.2022(52) 1.2053(38)
483 × 8 6.06160(18) 0.9998–1.0002 -1.209(33) 1.204(14)
643 × 8 6.06247(14) 0.9998–1.0002 -1.255(37) 1.2344(66)
643 × 12 6.3349(11) 0.9998–1.0002 -1.16(61) 1.327(84)
963 × 12 6.33533(11) 0.9999–1.0001 -1.204(53) 1.283(53)
small and the transition line is approximately straight. The fit ranges are summarized in Table II.
We confirm that the fit range dependence is small in the results. We also study the dependence on
the largest order of the polynomial in Eq. (28) by varying nmax = 1–7. We find that the fits work
well and stable for nmax ≥ 3. The differences in rt between nmax = 3 and 4 are less than 0.5% and
are much smaller than the statistical errors. We thus adopt nmax = 3. Our results of the transition
point βc and the slope rt at ξ = 1 are summarized in Table II. From this Table, we find no clear
spatial volume dependence in rt.
Unlike the case of rt, we do expect that βc has the spatial volume dependence following the
TABLE III: Beta function and anisotropy coefficients at ξ = 1 and at the transition point on each lattice.
lattice βc(Nt, V ) a(dβ/da) ∂γ/∂ξ cs ct
362 × 48× 6 5.89379(34) -0.5483(8) 0.704(10) 0.375(10) -0.268(10)
483 × 6 5.89383(24) -0.5484(8) 0.761(15) 0.303(28) -0.257(28)
643 × 6 5.894512(40) -0.5486(8) 0.760(20) 0.258(17) -0.213(17)
483 × 8 6.06160(18) -0.6210(8) 0.813(127) 0.215(117) -0.163(117)
643 × 8 6.06247(14) -0.6214(8) 0.681(99) 0.349(88) -0.297(88)
643 × 12 6.3349(11) -0.7164(12) 1.16(450) -0.16(414) 0.22(414)
963 × 12 6.33532(11) -0.7165(12) 0.915(239) 0.119(228) -0.060(228)
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FIG. 2: Contour plots of the Polyakov loop susceptibility as a function of (βs, βt). The lattice sizes are
483 × 6 (top left), 643 × 6 (top right), 483 × 8 (middle left), 643 × 8 (middle right), 643 × 12 (bottom left)
and 963 × 12 (bottom right), respectively. The solid lines indicate the phase transition line on each figure
and the dashed lines are the upper and lower bounds of the error.
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FIG. 4: Results of the Karsch coefficients cs (left) and ct (right) as functions of β. The dashed lines are
the perturbative values. The three open circles at β = 5.69245 are the results of Ref. [7] obtained on a
242× 36× 4 lattice with three different beta functions (beta functions defined by βc [14], string tension [15],
and a block spin transformation [16], from bottom to top for cs and in reverse order for ct).
finite size scaling theory. Accordingly, βc in Table II shows some spatial volume dependence. To
calculate the beta function, we thus extrapolate the results of βc to the infinite spatial volume limit
adopting the finite size scaling relation of first order phase transition, βc(Nt, V )−βc(Nt,∞) ∝ 1/V ,
where V is the spatial volume of the lattice. For the fit at Nt = 6, we include the data obtained on
the 362 × 48× 6 lattice of the QCDPAX Collaboration [25]. We obtain βc(Nt,∞) = 5.894512(40),
6.06307(28) and 6.33552(47) at Nt = 6, 8, and 12, respectively.
The results of βc(Nt,∞) as a function of Nt are summarized in Fig. 3, together with the data at
Nt = 4, 10, and 14–22 reported in Ref. [20]. The difference is invisible in the Figure when we replace
our βc(Nt,∞) with βc(Nt, V ) on our finite lattices. We now calculate the non-perturbative beta
function using the fact that the lattice spacing is a = 1/(NtTc) at the transition point βc(Nt,∞).
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TABLE IV: Expectation values of Polyakov loop at the transition point in the hot and cold phases. Also
given are the thresholds for phase separation: lower bound for the hot phase (LB(hot)) and upper bound
for the cold phase (UB(cold)).
lattice 〈Ω〉hot 〈Ω〉cold LB(hot) UB(cold)
483 × 6 0.04485(54) 0.00550(16) 0.0249 0.0231
643 × 6 0.04568(37) 0.00697(25) 0.0241 0.0239
483 × 8 0.02312(18) 0.00640(15) 0.0138 0.0136
643 × 8 0.02102(12) 0.004769(56) 0.0126 0.0124
643 × 12 0.007412(90) 0.002075(53) 0.0039 0.0037
963 × 12 0.007256(79) 0.001482(48) 0.0039 0.0037
We fit the data of Fig. 3 by
βc(Nt,∞) =
nmax∑
n=0
bnN
n
t (42)
with bn the fit parameters. The fit result is shown in Fig. 3 with a blue curve. We adopt nmax = 5
with which we obtain χ2/dof = 1.3. We confirm that the nmax dependence is quite small in the
final results: The differences in a(dβ/da) computed with nmax = 5 and 6 are about 0.2% at Nt = 6
and 8, and is about 0.6% at Nt = 12, which are much smaller than the statistical error of rt.
From the resulting fit function, we compute the beta function as a(dβ/da) = −Nt(dβc/dNt). We
obtain a(dβ/da) = −0.5488(8), −0.6217(8) and −0.7166(26) at βc(Nt,∞) for Nt = 6, 8 and 12,
respectively. The results of the beta function at βc(Nt, V ) are given in Table III. We note that the
statistical errors in a(dβ/da) are very small.
Combining the results of a(dβ/da) and rt on each lattice, we compute the anisotropy coefficients
using Eqs. (23) and (24), as summarized in Table III. In this Table, we also list the beta function
and anisotropy coefficients on the 362×48×6 lattice [25], for later use. For this lattice, we combine
our a(dβ/da) with the results of rt obtained in Ref. [7] on this lattice.
The results of the Karsch coefficients cs and ct are plotted in Fig. 4 as functions of β. The
dashed lines represent the perturbative values [6]. Results on the 643 × 12 lattice are omitted due
to the large errors.
For comparison, we also show in Fig. 4 the results of non-perturbative anisotropy coefficients at
βc = 5.69245 of Nt = 4 obtained on a 24
2 × 36× 4 lattice [7]. As noted in Ref. [7], the uncertainty
due to the choice of the beta function is not small at βc of Nt = 4: Among three beta functions
defined by βc [14], string tension [15], and a block spin transformation [16], the difference is as
large as 19% at Nt = 4, while it is about 3.5% at Nt = 6. To get an idea about this uncertainty at
Nt = 4, we show all the results using these three beta functions by the three open circles in Fig. 4.
We find that the clear deviations from the perturbative values at Nt = 4 and 6 decrease as Nt
is increased (β is increased). The overall β-dependence of cs and ct suggests that the perturbative
values may be reproduced around Nt = 12 (β ∼ 6.3) though the errors are large. 2
2 In Ref. [12], the authors attempted to estimate cs and ct by imposing a condition that the result of the equation
of state by the integral method should be reproduced, and suggested deviation of cs and ct from the perturbation
theory also at around βc of Nt = 12. Accordingly, our direct calculation of cs and ct leads to the equation of
state slightly different from the results of the integral method at Nt = 12, though both methods lead to vanishing
pressure gap. Here, we note that, on finite lattices, the results of the integral method and the derivative method do
not agree with each other even in the high temperature limit: The derivative method leads to 6.8% larger energy
density than that by the integral method on 963 × 12 lattice and 7.2% larger on 643 × 8 lattice, for example. This
may explain the difference in the values of cs and ct.
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FIG. 5: Histograms as functions of (Ps,ReΩ) (left) and (Pt,ReΩ) (right) at the transition point, obtained
on the 483 × 8 (top) and 963 × 12 (bottom) lattices. Brighter color means larger probability.
C. Phase separation at the first order transition point
To evaluate the latent heat and the pressure gap, we need to separate the configurations at
the first order transition point into the hot and cold phases. From Eqs. (7) and (8), ∆ǫ/T 4 and
∆p/T 4 are proportional to N4t and thus the gaps in the plaquettes will decrease as 1/N
4
t near the
continuum limit. This indicates that a high precision measurement is required at large Nt.
In Fig. 5 we show some contour plots of the histograms as functions of (Ps,ReΩ) and (Pt,ReΩ),
obtained on 483× 8 and 963× 12 lattices. Using the multi-point reweighting method, β is adjusted
to the transition point. The two peaks correspond to the hot and cold phases. The peaks are well
separated in the ReΩ direction, while they are overlapping in the plaquette directions.
To separate the two phases, we introduce cuts in the time history of the Polyakov loop [25, 26].
The red lines in Fig. 6 show a part of the time history of the Polyakov loop, enlarged around a
flip-flop, obtained on the 483 × 8 and 963 × 12 lattices. The former lattice is an example on which
the phase separation is relatively difficult. To remove jagged fluctuations, we average ReΩ over
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FIG. 6: A part of the time history of Polyakov loop ReΩ on the 483×8 lattice at β = 6.020 (left) and 963×12
at β = 6.335 (right). The solid blue curves show the smeared Polyakov loop over ±250 configurations around
the current configuration number.
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FIG. 7: Systematic uncertainties in the gap of space-like and time-like plaquette ∆〈Ps〉 and ∆〈Pt〉 depending
on the way of the phase separation, obtained on 483×8 (left) and 963×12 (right) lattices. Circular symbols
are obtained by separating the configurations at minimum of ReΩ histogram between the two peaks. Square
symbols are the results of our choice of the thresholds LB(hot) and UB(cold) given in Table IV, and
triangular symbols are the results adopting three times wider gaps between LB(hot) and UB(cold).
±250 configurations around the current configuration number. The total number of configurations
to be averaged, which we call the smearing width, is 501 in this case. The results of the time-
smeared Polyakov loop are shown by the solid blue curves in Fig. 6 . We then identify the hot/cold
phase when the time-smeared Polyakov loop is larger/smaller than a lower/upper bound value.
The configurations with the time-smeared Polyakov loop between the thresholds are discarded as
the mixed phase. The values of the thresholds we adopt are given in Table IV. We show in the
following that these choices give stable gaps on our lattices.
After separating out the two phases at each simulation point, we combine the configurations
by the multi-point reweighting method to compute expectation values in each phase just at the
transition point. In Table IV, the results of Polyakov loop expectation values in each phase at
βc(Nt, V ) are given. The results of 〈Ps/t〉hot/cold as well as the plaquette gaps, ∆〈Ps/t〉 ≡ 〈Ps/t〉hot−
〈Ps/t〉cold, are summarized in Table V.
To estimate systematic uncertainty due to the phase separation procedure, we repeat the study
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TABLE V: Expectation values of space-like and time-like plaquettes at the transition point in the hot and
cold phases, and their gaps.
lattice 〈Ps〉cold 〈Pt〉cold 〈Ps〉hot 〈Pt〉hot ∆ 〈Ps〉 ∆ 〈Pt〉
483 × 6 0.58111347(96) 0.5811273(10) 0.5814088(76) 0.5814875(91) 0.0002954(76) 0.0003602(92)
643 × 6 0.58119760(23) 0.58121330(23) 0.58151940(47) 0.58160140(50) 0.0003215(71) 0.0003876(78)
483 × 8 0.6002544(39) 0.6002574(38) 0.6003397(26) 0.6003617(31) 0.0000912(55) 0.0001097(56)
643 × 8 0.6002977(15) 0.6003163(16) 0.60023734(89) 0.60024163(90) 0.0000612(17) 0.0000755(18)
643 × 12 0.6253174(36) 0.6253176(36) 0.6253256(22) 0.6253293(22) 0.0000103(24) 0.0000137(25)
963 × 12 0.6253577(12) 0.6253584(12) 0.6253674(12) 0.6253710(12) 0.0000096(11) 0.0000124(11)
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FIG. 8: Latent heat ∆ǫ/T 4 for Nt = 6 (circle), 8 (square) and 12 (triangle) as a function of the aspect ratio
Ns/Nt.
by varying the smearing width and the values for the thresholds. The smearing width L may be
longer than the persistent time of the mixed phase, but should be much smaller than the persistent
time of hot and cold phases. In Fig. 7, we plot the results of ∆〈Ps〉 and ∆〈Pt〉 computed on
the 483 × 8 and 963 × 12 lattices near the transition point as functions of L. Filled symbols and
open symbols are ∆〈Ps〉 and ∆〈Pt〉, respectively. Circular symbols are obtained by separating
the configurations at the minimum of ReΩ histogram between the two peaks. Square symbols are
the results with the thresholds given in Table IV. Triangular symbols the results with three times
wider gaps between the thresholds than our choices given in Table IV. We see that, by removing
the mixed phase configurations between the thresholds, the gaps becomes slightly larger, but the
shift is much smaller than the statistical errors. This means that the dependence on the values of
the thresholds is negligible on our lattices. We also see that the results are quite stable for L <∼ 501.
From the stability of the results, we adopt L = 501 in our study. 3
3 In Refs. [25], a more elaborated method was adopted to remove the contributions of the mixed phase: Sufficient
number of configurations around the flip-flop points are removed until the results for 〈Ps/t〉hot/cold become stable.
However, because the spatial lattice sizes are much larger in our study, we expect that the contribution of the
mixed phase is much smaller on our lattices. Actually, dependences on the choice of the threshold and the smearing
width are very small, as discussed in the text. We thus adopt the simpler method in our multi-point analyses.
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TABLE VI: Gaps of thermodynamic quantities at the deconfining transition point of the SU(3) gauge theory
using non-perturbative anisotropy coefficients.
lattice βc(Nt, V ) ∆ǫ/T
4 ∆p/T 4 ∆(ǫ + p)/T 4 ∆(ǫ − 3p)/T 4
362 × 48× 6 5.89379(34) 1.56(4) -0.003(17) 1.56(5) 1.57(4)
483 × 6 5.89383(24) 1.42(5) 0.007(11) 1.43(5) 1.40(4)
643 × 6 5.894512(40) 1.53(4) 0.006(7) 1.53(4) 1.51(3)
483 × 8 6.06160(18) 1.51(17) 0.009(43) 1.52(21) 1.48(8)
643 × 8 6.06247(14) 0.99(10) -0.02(3) 0.97(12) 1.04(3)
643 × 12 6.3349(11) 1.81(509) 0.24(172) 2.05(681) 1.09(21)
963 × 12 6.33532(11) 1.35(27) 0.11(8) 1.45(34) 1.03(10)
D. Latent heat and pressure gap
Using the non-perturbative anisotropy coefficients (Table III) and the plaquette gaps (Table V),
we compute the latent heat ∆ǫ and the pressure gap ∆p using Eqs. (7) and (8). For the lattice
362×48×6, we adopt the results of plaquette gaps by Ref. [25] and the anisotropy coefficients given
in Table III. The results of latent heat and the pressure gap using our non-perturbative anisotropy
coefficients are summarized in Table VI.
It is known that the perturbative anisotropy coefficients lead to a difficulty of non-vanishing
pressure gaps, ∆p/T 4 = −0.32(3) and −0.14(2) at Nt = 4 and 6 [25]. From Table VI, we find that
the problem is completely resolved with non-perturbative anisotropy coefficients. We also confirm
that the condition for vanishing pressure gap, Eq. (31), is well satisfied on each of our lattices, as
TABLE VII: Latent heat in the thermodynamic limit at each Nt.
Nt ∆ǫ/T
4 ∆(ǫ − 3p)/T 4
6 1.511(24) 1.488(21)
8 1.106(84) 1.079(25)
12 1.349(265) 1.041(90)
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TABLE VIII: Latent heat in the continuum limit.
fit range Nt = 6–12 Nt = 4–12
∆ǫ/T 4 ∆(ǫ − 3p)/T 4 ∆ǫ/T 4 ∆(ǫ− 3p)/T 4
0.75(17) 0.623(56) 0.83(12) 0.652(51)
χ2/dof 3.12 6.38 1.75 4.05
shown in Table II.
We now study the spatial volume dependence of the results. Because the correlation length
remains finite at first order phase transition point, when the spatial lattice size is sufficiently larger
than the correlation length, the gaps will saturate. Thus we expect that ∆ǫ at the deconfining
transition point is independent of the spatial volume on sufficiently large lattices. In Fig. 8, we plot
∆ǫ/T 4 at Nt = 6 (circle), 8 (square) and 12 (triangle) as a function of the aspect ratio. From the
Nt = 6 results, we find that the latent heat is well stable at Ns/Nt >∼ 6. The results at Nt = 8 and
12 are also consistent with constant, although the errors are larger. We thus perform a constant
fit of the data shown in Fig. 8 at each Nt. The results of the constant fit at each Nt are given
in Table VII, together with the results of similar analysis for ∆(ǫ − 3p). Because the anisotropy
coefficients are not needed for ∆(ǫ−3p)/T 4, the statistical errors are smaller than those of ∆ǫ/T 4.
Finally, we extrapolate the results to the continuum limit. Because the leading lattice artifact
in the action is O(a2) and also the equation of state in the high temperature limit is a function of
N2t , we carry out linear extrapolations in 1/N
2
t . Using the data at Nt = 6, 8 and 12, we obtain the
solid and dashed lines in Fig. 9 which give
∆ǫ/T 4 = 0.75 ± 0.17, ∆(ǫ− 3p)/T 4 = 0.623 ± 0.056 (43)
in the continuum limit, Their χ2/dof are given in Table VIII.
In Fig. 9, we also show the results at Nt = 4 obtained in Ref. [7] using non-perturbative
anisotropy coefficients [7] and beta function defined by βc [14]. As discussed at the end of Sec. IIIB,
uncertainty due to the definition of the beta function is large at Nt = 4. We thus include the sys-
tematic error from the definition of the beta function (estimated as half of the maximum difference
among three beta functions) to the error bars for these data. Because the data at Nt = 4 turned
out to be not far from the fitting lines in Fig. 9, we also tried fits including the data at Nt = 4. The
results are given in the last two columns in Table VIII. We see that the results are stable under
the change of the fitting range, though the errors are not quite small yet.
IV. CONCLUSION AND OUTLOOK
Performing a series of finite temperature simulations of the SU(3) gauge theory on isotropic Nt =
6, 8 and 12 lattices with the aspect ratio Ns/Nt = 5.3–10.7, we computed non-perturbative values
of the anisotropy coefficients at the first order deconfining phase transition point by measuring the
transition line in the (βs, βt) plane using the multi-point reweighting method. We found that the
non-perturbative anisotropy coefficients approach their perturbative values as increasing Nt.
We then computed the gaps of several observables between the high and low temperature phases
at the first order transition point, by separating out the configurations in each phases. From the
results of the non-perturbative anisotropy coefficients and the plaquette gaps, we calculated the
latent heat and the pressure gap at the transition point. We confirmed that the non-perturbative
anisotropy coefficients lead to vanishing pressure gaps on our finite lattices. Studying the spatial
volume dependence and carrying out the continuum extrapolation, the latent heat was found to
be ∆ǫ/T 4 = 0.75 ± 0.17 and ∆(ǫ− 3p)/T 4 = 0.623 ± 0.056 in the continuum limit.
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Our direct calculation of the anisotropy coefficients suggests that the perturbative values of
the anisotropy coefficients may be recovered at Nt >∼ 12, though the errors are not small yet. If
this is so, the derivative method with perturbative anisotropy coefficients is applicable around the
transition point when Nt >∼ 12. This may help calculation of the equation of state in full QCD,
where a precise evaluation of (ǫ − 3p)/T 4 needed in the integral method is quite costly at low
temperatures (large Nt). The derivative method is an attractive choice also in the fixed scale
approach [27, 28].
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