In this talk, we present an efficient method for a convex optimization problem involving a large non-symmetric and non-Toeplitz matrix. The proposed method is an instantiation of ADMM (Alternating Direction Method of Multipliers) applied in Krylov subspaces. Our method shows a significant advantage in computational time for convex optimization problems involving general matrices of large size. We applied the proposed method to a removal of spatially variant blur. Spatially variant blur is not given in the form of a block circulant matrix with circulant blocks (BCCB) and an efficient implementation based on the diagonalization of BCCB matrices by the discrete Fourier transform (DFT) is not available. However, due to our method's efficiency in dealing with general matrices, spatially variant blur can be efficiently removed. Experimental results for total variation restoration in the case of spatially varian blur support our method's superiority.
and f , g ∈ R d . A Krylov subspace of order n is generated by a matrix A and a residual vector r := g − Af 0 as follows, K n (A, r) = span{r, Ar, · · · , A n−1 r},
where f 0 ∈ R d is an initial solution. Consider an optimization problem in the form of minimize u∈u 0 +Kn(A,r)
where each function h j : R d → R ∪ {+∞} is proper, closed, and convex, and each matrix G j ∈ R d×d for all j. The matrix A ∈ R d×d can be non-symmetric and non-Toeplitz.
SPATIALLY VARIANT BLUR
The image acquisition model can be rewritten as
where g, f , and n are lexicographically ordered vectors of observed, original, and noise images. The matrix A represents the operation by the spatially variant blur kernel. When the blur kernel changes depending on the locations in an observed image or the periodic boundary condition breaks down, the matrix A is no longer BCCB. Restoration algorithms that rely on the inversion of the matrix A cannot be implemented efficiently using the DFT matrix. Moreover, for spatially variant blur, the matrix A is, in general, non-symmetric.
NUMERICAL RESULTS OF TV RESTORATION
The dominant arithmetic operations are the matrix multiplications. The numbers of matrix vector multiplications by A or A T are shown for NESTA, PA, and KADMM, which show that the computational complexity of KADMM is significantly lower than NESTA and PA. Note that the iterations of NESTA and PA involve operations in the original solution space, whereas the iterations of KADMM involve operations in the reduced solution space. By the Krylov subspace method, not only the dimension of the search space is reduced, but also, in terms of CPU time, KADMM is much faster than PA and NESTA, especially for larger size images. 
