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Sommario
Questa tesi si colloca nell’ambito della topologia computazionale, un’area di ricerca recente-
mente sviluppatasi dalla combinazione di tematiche di matematica e informatica, ed affronta
problemi relativi alla discretizzazione della teoria di Morse dei punti critici nel dominio delle
funzioni definite su una mesh triangolare. Il contesto di applicazione della teoria di Morse
in generale, e dei grafi di Reeb in particolare, riguarda l’analisi di forme geometriche e la
costruzione di strutture scheletali che le rappresentino in maniera sintetica, pur mantenen-
done le proprieta` topologiche e le principali caratteristiche morfologiche. In ambito di grafica
computazionale, una forma, cioe` uno spazio che ha apparenza visuale ed e` connesso, compatto
e ha dimensione finita, e` generalmente approssimata da un modello digitale. Poiche` la topolo-
gia evidenzia le proprieta` qualitative di uno spazio, quali la connessione e il numero/tipo di
buchi di una forma, rappresenta un’ottimo strumento per descrivere ad alto livello la forma di
un modello matematico. La geometria, al contrario, e` maggiormente correlata alle caratteris-
tiche quantitative di una forma. A questo proposito la combinazione di topologia e geometria
origina un nuovo tipo di strumenti che automaticamente descrivono le caratteristiche piu`
rappresentative della forma e le codificano in modo appropriato. Riconoscere l’informazione
qualitativa, ossia legata ad una interpretazione semantica della forma e della sua struttura
morfologica, contenuta in un modello discreto e` uno degli obiettivi principali nella model-
lazione di forme.
In questa tesi si propone un modello concettuale che rappresenta una superficie attraverso
la codifica della sua topologia e ne definisce una bozza ad alto livello, tralasciando dettagli
irrilevanti e classificandone il tipo topologico. Alla base di questo approccio e` la teoria di
Morse e il grafo di Reeb, che forniscono un’astrazione della forma molto utile per analizzare
e strutturare l’informazione contenuta nella geometria del modello discreto della forma. Per
sviluppare questo approccio, e` stato necessario considerare sia gli aspetti teorici che com-
putazionali relativi alla definizione e all’estensione in ambito discreto del grafo di Reeb.
Per la definizione e la costruzione automatica del modello concettuale, e` stato sviluppato un
nuovo metodo per analizzare e caratterizzare una triangolazione rispetto al comportamento
di una funzione reale e almeno continua definita sul modello stesso. La soluzione proposta e`
in grado di analizzare anche situazioni degeneri quali, ad esempio, punti critici non isolati.
Per ottenere questo risultato la superficie viene caratterizzata attraverso l’analisi del compor-
i
tamento delle curve di livello della funzione, individuando aree critiche anziche` punti critici
e codificando l’evoluzione di tali curve in un grafo. In analogia al comportamento del grafo
di Reeb per superfici lisce, la rappresentazione ottenuta e` chiamata Extended Reeb Graph,
(ERG), modello ad alto livello di astrazione adatto a rappresentare e manipolare superfici
continue, lineari a tratti.
La capacita` descrittiva del grafo (ERG) e` stato inoltre aumentata tramite l’introduzione nel
grafo, accanto alle infomazioni topologiche in esso contenute, anche informazioni sulla geome-
tria del modello, ed e` stata messa in relazione l’informazione sia topologica che morfologica
dedotta dal grafo (ERG) con le caratteristiche della forma, fornendo una valutazione della
dimensione dei dettagli eventualmente trascurati. Infine, il metodo proposto e` stato applicato
con successo in diversi contesti applicativi.
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Abstract
This thesis deals with computational topology, a recent branch of research that involves both
mathematics and computer science, and tackles the problem of discretizing the Morse theory
to functions defined on a triangle mesh. The application context of Morse theory in general,
and Reeb graphs in particular, deals with the analysis of geometric shapes and the extraction
of skeletal structures that synthetically represents shape, preserving the topological properties
and the main morphological characteristics. Regarding Computer Graphics, shapes, that is a
one-, two- or higher- dimensional connected, compact space having a visual appearance, are
typically approximated by digital models. Since topology focuses on the qualitative properties
of spaces, such as the connectedness and how many and what type of holes it has, topology
is the best tool to describe the shape of a mathematical model at a high level of abstraction.
Geometry, conversely, is mainly related to the quantitative characteristics of a shape. Thus,
the combination of topology and geometry creates a new generation of tools that provide a
computational description of the most representative features of the shape along with their
relationship. Extracting qualitative information, that is the information related to semantic
of the shape and its morphological structure, from discrete models is a central goal in shape
modeling.
In this thesis a conceptual model is proposed which represents a given surface based on topo-
logical coding that defines a sketch of the surface, discarding irrelevant details and classifying
its topological type. The approach is based on Morse theory and Reeb graphs, which provide
a very useful shape abstraction method for the analysis and structuring of the information
contained in the geometry of the discrete shape model. To fully develop the method, both
theoretical and computational aspects have been considered, related to the definition and the
extension of the Reeb graph to the discrete domain.
For the definition and automatic construction of the conceptual model, a new method has
been developed that analyzes and characterizes a triangle mesh with respect to the behavior
of a real and at least continuous function defined on the mesh. The proposed solution handles
also degenerate critical points, such as non-isolated critical points. To do that, the surface
model is characterized using a contour-based strategy, recognizing critical areas instead of
critical points and coding the evolution of the contour levels in a graph-like structure, named
Extended Reeb Graph, (ERG), which is a high-level abstract model suitable for representing
iii
and manipulating piece-wise linear surfaces.
The descriptive power of the (ERG) has been also augmented with the introduction of ge-
ometric information together with the topological ones, and it has been also studied the
relation between the extracted topological and morphological features with respect to the
real characteristics of the surface, giving and evaluation of the dimension of the discarded
details.
Finally, the effectiveness of our description framework has been evaluated in several applica-
tion contexts.
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Introduction
Shape recognition and classification are basic steps for constructing descriptions of objects.
In this context, mathematics naturally provides a collection of tools that capture and un-
derstand the shape of spaces, classifying how they match and differ in shape. In particular,
classification of topological spaces and functions is a primary goal of topology and, more
generally, of mathematics. As already observed by D’Arcy Thompson [Tho42], mathemat-
ics provides a formal framework for eliminating and discarding insignificant information and
keeping in mind what is more significant. Mathematical descriptions are the starting point
for defining representation frameworks available for graphics and design. For example, math-
ematics allows the definition of descriptors that are constant despite the variability of the
local shape appareance. To accomplish this task, shapes are transformed in some fixed way
and properties that do not change under the class of transformations chosen are studied.
Properties that do not change under this kind of transformations are the so-called invariants
of the shape and include Euclidean, affine or projective invariance, as stated in the Erlangen
program. For instance, the homology groups of a topological space are invariant that are
often computed in order to classify the space; indeed, given a continuous function f between
topological spaces, the induced homomorphisms between the corresponding homology groups
help the classification of f . Of particular significance in computational sciences are subspaces
of the Euclidean 3D-space R3 because of their popularity in applications such as Shape and
Solid Modeling, molecular biology and Computer Aided Design and Manufacturing. A typi-
cal discrete representation of such a subspace is a simplicial complex embedded in R3, while
the function f is usually viewed as a simplicial map between complexes. These subspaces
are of course realizable in the real world and, in this context, the zeroth, first, and second
Betti numbers (i.e. the ranks of the corresponding homology groups) have intuitive geometric
interpretation as the number of components, tunnels, and voids, respectively.
However, the topological classification could appear insufficient for those application fields
that require the precise knowledge of surfaces of solids. It is therefore important not only to
compute the homology groups of a topological space, but also a representation of the elements
of these groups that in turn allows representation of the induced homomorphisms. In this
sense, differential topology and Morse theory are useful for providing the basic format of the
description and pointing out some of the topological facts that characterize a shape. More
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in general, topology descriptions may still be used and combined with additional geometric
information.
Another important issue is the capability of mathematics of decomposing the model into
sub-parts, each presumably simpler to describe than the original one and, at last, combining
these sub-descriptions in a global description. This approach relates to the human perception
theories proposed by Marr [Mar82] and Biedermann [Bie87, Bie95], where experimental results
are used for showing that people, when interpret the meaning of a novel scene, attend only
to a few details and recognize an object on the basis of basic level shapes. In particular, they
assume that each basic shape may be represented as the combination of a few generalized cones
called geons. Finally, a representation that specifies parts (geons), attributes and relations
between them, independently and explicitly is called a structural decomposition. In figure 1,
we show a list of shapes that the human intuition refers to the same basic level shape: a pot;
these models are not geometrically equivalent but they have the same structure, in particular,
all pots have a handle, a spout, a cover tip and a body portion.
Figure 1: Even if geometrically non equivalent, all these pots have a similar structure and the human brain
groups them in the same object class.
Since topology studies the shape properties that do not change under bi-continuous defor-
mations, it gives a formal framework for the formalization and solution of several problems
related to shape and shape understanding. Since the beginning, the importance of topo-
logical aspects in modeling and analysis has been recognized in many computer application
areas. Lately, this has caused the starting of a new research field, which has been called
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computational topology, term firstly introduced by [VY90, Veg97, DEG99] and followed by
[Har99, Axe99, BFS00, EHZ03, ABS03]. Computational approaches to topological questions
are increasing and we might foresee that computational topology will increase its popularity
in Shape Modeling. In particular, computational topology deals with the complexity of is-
sues related to the study of invariants under continuous deformations such as the number of
connected components, holes, tunnels, or cavities and with the design of efficient algorithms
for solving them. In this context, the formalization of the problem provided by the mathe-
matics gives a shape description/representation that helps also the analysis of the problem
computational complexity.
The work proposed in this thesis deals with the analysis and the definition of an automatic
and computationally affordable framework available for surface shape understanding and
coding. The main emphasis/effort is devoted to the description of a conceptual model for
surface description that defines a sketch of a surface without loosing its main topological
characteristics. In the remainder of the introduction, we firstly organize and motivate our work
in the Computer Graphics context, then an overview of the main contribution of this thesis
to the research in Shape Modeling is proposed; finally, the description of the organization of
the thesis chapters ends this part.
Motivation
The need of rapidly and effectively extracting knowledge from massive volumes of digital
content and the demand of handling new forms of content, such as 3D animations and virtual
or augmented reality, are coming into evidence. While the technological advances in terms of
hardware and software have made available plenty of tools for using and interacting with the
geometry of shapes, there is an increasing demand of methods for the automatic extraction
of the structure and the semantic content of digital shapes and the generation of shape mod-
els in which knowledge/semantics is explicitly represented and, therefore, can be effectively
retrieved, shared, exploited and used to construct new knowledge [IST]. Until now, research
in modeling shapes has mainly focused on geometry, with the aim of defining effective repre-
sentations and accurate approximations of objects. To describe geometric objects, however,
we commonly use different levels of mental models, even in daily life: it is possible to use
natural-language terms to qualitatively describe external shape, or to draw a sketch of the
object, or to describe it by listing its differences with respect to some other similar object,
or also to define it according to what it is used for, and so on. The common characteristics
is that our mental models frequently refer to shape or knowledge, that is, there are different
manners of answering questions such as “What does it look like or what is its meaning?”.
Nevertheless, there is a clear evidence that shape information is somehow treated differently
by the human brain than other forms of information [FS97, Spa97, FS98].
As highlighted by Nackman and Pizer in [NP85], a clear distinction can be made between
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representation and description: in their understanding, the information stored in an object
representation makes it possible to (at least approximately) reconstruct the original object,
while a description only allows to identify an object as a member of some class of objects.
In this sense, a geometric representation is quantitatively similar to the original shape, while
a description is only qualitatively similar. The representation of an object is more detailed
and accurate than a description, but it does not explicitly contain any information about the
shape of the object; for instance, in a terrain model, points having maximal elevation are
not distinguished from the others. On the contrary, since irrelevant details are discarded,
a description is more concise and communicates an elaborate and composite view of the
object class. Therefore, the concept of description implicitly refers to an important aspect of
modeling: the analysis and the simplification of the representation.
These considerations are modifying the approach to Shape Modeling. If until now a primary
challenge in computer graphics has been how to build and render complete and effective mod-
els, now the key issue is how to find and interpret them. To be effectively available, each
representation should verify a set of restrictive computational requirements such as repre-
sentational finiteness, constructivity and completeness. In particular, even if geometrically
well-defined, geometric models do not guarantee the shape representation is unique (for ex-
ample, the surface of a parallelepipedon may be represented in different ways and it may be
viewed as the union either of six rectangles or twelve right-angled triangles, etc.). Since the
amount of data stored in a geometric model may be arbitrarily complex and there does not
exist any organization of the geometric entities, queries on the object shape can be performed
only analyzing all model entities and may become computationally unacceptable. In addition,
geometry refers to rigid transformations in the shape and it is not sufficient to identify in-
trinsic and extrinsic properties that do not change under deformation. In this sense topology
provides a framework more flexible than geometry and it is better suitable for answering to
questions such as “What is the most similar object to a given shape?” or “Is it possible to
deform an object into another?”. Shape interpretation is especially relevant for the perception
of complex forms, in which the ability to vary the level of descriptive abstraction is the key to
recognizing and classifying highly complex shapes. In particular, a model description should
be accessible/computable and there should exist a clear definition of the object classes for
which the model is suitable and the representation is unique, the so-called scope/uniqueness.
In addition, to similar objects must correspond similar descriptions, even if the model should
reflect subtle differences between the objects [NP85].
As described in [FS98], the knowledge of a digital shape may be organized at three different
levels of representation: geometric, structural and semantic level. A first organization of the
shape data into a computational structure gives access to the geometric level of representation,
where different types of geometric models can be used to represent the same object’s form. As
examples, we can list polygons, surface models (splines, NURBS, implicit surfaces, radial basis
functions), solid models (3D mesh, Brep, CSG), clusters of pixels or voxels (shapes segmented
within an image or volume), etc. A geometric model explicitly codes the geometric information
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in a computer processable structure while, generally, its topology is only implicitly stored.
Then, a structural level of representation is reached by organizing the geometric information
and/or shape data to reflect and/or make explicit the association between parts/components
of shape geometric models or shape data. Examples of structural models are: multi-resolution
and multi-scale models, curvature based surface decompositions, topological decompositions,
shape segmentations, etc..
At the highest level of segmentation, the semantic level, there is the association of a specific
semantics to structured and/or geometric models through annotation of shapes, or shape sub-
parts, according to the concepts formalized by the domain ontology. Therefore, a semantic
model is the representation of a shape embedded into a specific context. With reference to
figure 2, the digital model of a pot is depicted using the different levels of representation just
described.
(a) (b) (c) (d)
Figure 2: The different levels of representation of a digital shape: the original shape (a) is viewed through
a purely geometry-level model (b), while its structure is highlighted in (c). Finally, the semantic view (d) is
able to propose an interpretation of the meaning of the object portions.
In geometric modeling, characterizing a shape means constructing a computational descrip-
tion of the most representative and salient features of the shape, usually a few basic types,
along with their relationships (structural decomposition). Characteristic regions, which may
be detected through curvature or topology based considerations, are considered the basic
descriptive elements of the surface shape [FS91, FS92, BFS00, DGG03]. This approach gen-
erally produces a graph-based representation of a shape, which is decomposed into basic
shape elements, or features, that may change under translation, rotation or scaling (invari-
ance). Moreover, the description should be locally insensitive to modifications of the shape
occurring far from the current focus (rich local support), and a small perturbation of the shape
should produce only a small perturbation of the description (tolerance to noise). Unfortu-
nately, it is rather difficult to define shape descriptors which fulfill all these requirements, but
several solutions can be explored to find a reasonable trade-off among the various possibilities.
The main features of an object implicitly suggest a simplification of the model: essential data
are those corresponding to the main features while other data can be discarded without loss
of information. Starting from the human intuition, topology and geometry defined among the
data may be exploited to derive a signature of the surface that can be used to describe/model
the data set at a more abstract level and using a global approach.
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Mathematics and, in particular, topology suggest a set of tools that characterize the salient
shape features, even for object representations that are not unique, such as geometric models.
In particular, the combination of geometry and topology provides interesting insights into
several computer application problems that involve Shape Modeling and Processing. In this
context, computational topology has been proposed to approach problems related to topolog-
ical issues, without neglecting the feasibility or the computational complexity of the problem.
In the geometric modeling field, polyhedral meshes have been topic of research in general
topology since decades and have formed a natural foundation for the development of alge-
braic topology, initially known as combinatorial topology [ES92, Hat01]. Here, topological
properties of the polyhedra, such as the Betti numbers and the related and well-known Euler
equation, can be simply computed by counting the basic elements (called “simplices”) of the
polyhedra. These concepts have been widely used in solid modeling to approach problems
related to the validity of complex data structures, to the extraction of features from models or
to the reconstruction of surfaces from discrete data sets. Beside combinatorial topology, clas-
sical tools, such as Morse theory, homotopy and homology, would appear to be appropriate
for dealing with topological questions and shape issues in Shape Modeling. For instance, both
homotopy and homology are branches of algebraic topology which deal with topological in-
variants such as the Euler characteristic and the number of connected components, holes, etc.
of a given manifold (in our case a surface). In this context, Morse theory sets the foundations
for associating the topology of a given manifold to the critical points of a smooth function
defined on the manifold. For instance, the simplest example of this relation is the property
that each compact manifold admits at least a minimum and a maximum point. Then, Morse
theory provides a significant refinement of this observation. In particular, the flexibility of
the choice of the mapping function makes the shape description frameworks based on Morse
theory easily adaptable to different application tasks. Starting from Morse theory, it is pos-
sible to define several shape descriptions, such as size functions, surface networks and Reeb
graphs. Such descriptors are related to the evolution on the surface of the contour levels and
are particularly interesting for Shape Modeling applications. Moreover, the juxtaposition of
critical points on a surface is generally considered as one of the simplest ways in which surface
shape is perceived and organized [Pen86]. However, there are few general techniques suitable
for analyzing the topology of discrete model, such as a simplicial complex. In particular,
there are some adaptations of Morse theory to combinatorial spaces that may be fruitful for
analyzing the shape of a geometric model.
Contribution
Among the different domains related to computational topology, this work deals with some
aspects of differential topology, a branch of mathematics that has been often used for surface
coding and description. Our aim is to describe a conceptual model for surface representation
based on topological coding, which defines a sketch of the surface usable for shape abstraction.
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Our approach is suitable for analyzing any data that can be modeled as a surface and tackles
the problem of moving from a geometric model to a structural one. The first step to fulfil this
task is to associate a signature to a geometric model. In our understanding, our description
organizes the object shape in a topologically consistent and visually intuitive structure and is
the most suitable for those application tasks, like shape recognition, simplification, retrieval
and similarity evaluation, for which the capability of detecting the main structure of a shape
and evaluating how much two shapes overlap or have common components is fundamental.
Nevertheless, the topological descriptor we derive from the geometric model can be used to de-
scribe the overall appearance of the shape object, discarding irrelevant details and classifying
its topological type.
The basic idea here is to perform a morphological analysis of the surface model aimed at
the recognition of its main shape features. Shape features identify elements (subsets of the
data points) having a higher degree of importance within the model. Theoretical approaches
based on differential topology and geometry, such as Morse theory and Reeb graphs, provide
a conceptual sketch of the surface, which can be used to transmit/code abstract descriptions
of the whole data set and to compose the object signatures instead of the whole models. In
particular, we adapt and extend to the discrete domain the basic concepts related to the
Reeb graphs, obtaining a high-level abstract model for the representation and the manipula-
tion of bi-dimensional surfaces. Using its original formulation, the Reeb graph is considered
and adapted to handle triangular meshes with the aim of defining a shape analysis tool for
piece-wise linear surfaces. Traditional abstraction tools generally yield to a very effective com-
pression/simplification of the surface shape but are developed for smooth manifolds instead
of surface models which are only continuous, as in the case of piece-wise linear approxima-
tions. In this case, a typical problem is represented by degenerate critical points, that is,
non-isolated critical points such as plateaus and flat areas of the surface. Methods proposed
in literature either do not consider the problem or propose local adjustments of the surface,
which solve the theoretical problem but may lead to a wrong interpretation of the shape
by introducing artifacts, which do not correspond to any shape feature. Thus we propose
the use of critical areas instead of critical points, extending the domain of applicability of
the Reeb graph description to surfaces that do not belong to the Morse class. Our surface
characterization is extended to the discrete domain by adopting a contour based strategy
and extending the usual Reeb graph definition. Finally, the set of possible relations among
critical areas is also extended. Our representation, we will name Extended Reeb Graph (ERG)
representation, handles also degenerate critical points and guarantees both the computational
efficiency and an effective topological coding of the object, thus allowing a qualitative quick
comparison among discrete objects. In figure 3 we sketch our idea of structural model; first
the model of a bitorus is characterized according to the behavior of the contour levels of a
function associated to the shape (in our case the distance of the surface points from the center
of mass), figure 3(a); then, the evolution of the contours is stored in a graph, which, when
enriched with a minimal number of contour levels, provides the object structure. Analogous
considerations may be used for coding the structure of a terrain model, figure 3(b); these
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topics will be deeply detailed in chapter 3.
(a) (b)
Figure 3: Overview of our approach: the surface of a bitorus (a) and a terrain model (b) are characterized
using the contour levels of a mapping function. Then, the evolution of the contour levels is stored in a graph,
which may be enriched with a minimal number of contour levels and additional geometric information.
In addition, an original algorithm for the surface characterization and the ERG extraction
is proposed. Moreover, applications of the representation framework we are introducing
are proposed for shape simplification, reconstruction and retrieval. In particular, we show
how the proposed extension does not distort the semantic meaning of the Reeb graph and
faithfully represent the surface morphology of a digital terrain model (DTM ). Research on
the use of such a model for terrain representation has also been presented in some papers
[BFS02, BFS00, BFS04] aimed at the definition of innovative, effective and efficient algorithms
for understanding, compression and restoration purposes. However, the ERG has been suc-
cessfully adopted for representing and understanding the shape of closed surfaces, and also
the extension to generic surfaces with boundary is proposed.
Overview
Before presenting a detailed layout of the chapters of this thesis, we would like to make
some general remarks about their structure. Chapters 1 and 2 are mainly devoted to the
presentation of tools currently available for shape analysis and synthesis, both in the contin-
uous/smooth and in the discrete domain. Our work is detailed in the chapters 3 and 4. The
preamble of each chapter will contain a short motivation of the topics proposed there, while
a short summary at the end of the chapters 1, 2, 3 and 4 will collect the main results, draw
some conclusions and outline perspectives for possible future work. Finally, we remark that
chapters 2, 3 and 4 are ended by a list of original publications related to the work proposed
in each chapter. The reminder of this dissertation is organized as follows.
First, in chapter 1, section 1.1, we present an overview of the mathematical concepts and the
theoretical tools coming from algebra, differential geometry and topology, which are referred
Chapter 0 — Introduction 9
throughout all the thesis. At the end of section 1.1 the generic concepts just proposed will
be detailed for surfaces, focusing, in particular, on results of Morse theory and differential
topology. Then, in section 1.2, a set of shape descriptors used for surface representation in the
smooth domain are described. In particular, we focus on apparent contours, surface networks,
medial descriptions, size functions and Reeb graphs.
Chapter 2 represents the discrete counterpart of chapter 1. In particular, in section 2.1 the
main concepts of computation topology and the results that have been applied to Geometric
and Shape Modeling are detailed, focusing on the application of the Morse theory to the
discrete domain; then, in section 2.2 the shape descriptors introduced in section 1.2 and
their discrete counterpart are reviewed, discussing their application to Shape Modeling field.
Finally, a brief discussion on the effectiveness of computational topology in Shape Modeling
and the comparison of the properties of the shape descriptors proposed in section 1.2 end the
chapter 2.
The main contribution of this work is described in chapter 3. In section 3.1 our surface rep-
resentation method for closed surfaces is proposed; in particular, the criteria we have adopted
for characterizing the surface are detailed in section 3.1.1, while an extended definition of
the Reeb graph structure that provides a discrete description of a piece-wise linear surface
is given in section 3.1.2. We will name ERG such a representation. Then, in section 3.2,
an algorithm for computing the ERG of triangle meshes is briefly described and its compu-
tational complexity is discussed in section 3.2.1. Properties of such a shape description and
the relationship between the ERG and the surface topology are discussed in section 3.3. A
set of possible simplification operations and algorithm refinements that make this approach
adaptable to the size of the shape features and multi-resolution are proposed in section 3.4.
Adopting our graph structure as the signature of a shape, the evaluation of the distance
between the corresponding graphs induces a similarity distance between the objects; then,
section 3.5 is devoted to the definition and the study of the properties of a distance between
attributed ERGs. Finally, in section 3.6 the shape description approach proposed in section
3.1 is adapted and extended to surfaces with boundary. Due to its large application for ana-
lyzing terrain-like surfaces, the feasibility method is firstly discussed for bi-dimensional scalar
fields and secondly extended to generic surfaces.
In chapter 4, the representation/description framework introduced in chapter 3 is discussed
to the light of different application fields. In particular, the suitability of our approach
for terrain modeling, surface analysis, simplification and restoring purposes is discussed in
sections 4.1, 4.2 and 4.3, respectively. In addition, in section 4.4 the robustness and the
effectiveness of our method for shape matching and retrieval is investigated.
Conclusions and hypotheses on further developments of the topics discussed throughout the
thesis will end the dissertation (chapter 5).
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Chapter 1
Mathematical Tools for Shape
Analysis and Synthesis
Methods based on differential topology and geometry provide a theoretical framework for
understanding and coding the shape of a manifold. For example, the classification theorem
for surfaces guarantees that the knowledge of the genus and the orientability of a surface
is sufficient for its topological classification. Similarly, Euler characteristics and homology
groups, being invariant to bi-continuous transformations, support the classification of topo-
logical spaces. Furthermore, the configuration of the critical points of a surface provides a
further amount of information that characterizes its shape by different formal codings, each
one highlighting slightly different properties of the surface. In this context, Morse theory
provides a possible approach to the problem and sets the theoretical background for several
surface representations, such as size functions, surface networks, Reeb graphs; all of them
being effective tools for coding the surface shape.
This chapter is organized in two main parts. In the first part, section 1.1, some of the basic
definitions and theoretical results of differential geometry and topology, algebraic topology
and Morse theory are introduced, which give the background for approaching the study of
smooth manifolds. In particular, in section 1.1.3 the background will be detailed for surfaces,
by introducing the classification theorem of surfaces and discussing the restriction to them
of Morse theory. However, due to the computational nature of this work, we give only an
overview of the main definitions and results and refer to text books [Mil63, Mas67, GP74,
Gri76, Car76, Fom95, Sat99, Mun00, Hat01] for a detailed description of the theory.
Given the theoretical background a number of different strategies for analyzing the shape of a
surface are presented in the second part (section 1.2), in particular, apparent contours, surface
networks, medial axis and shock graphs, size functions and Reeb graphs. These approaches
give different insights into the surface shape and may even code the surface features into a
topological structure which fully and compactly describes the surface shape.
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1.1 Basic concepts of geometry and topology
Topology, as the study of shape properties that do not change under deformation, gives a
formal framework for the formalization and solution of several problems related to shape and
shape understanding. In topology deformations are basic transformations which are formally
defined by homeomorphisms, that is bi-continuous and bijective functions. While topology
classifies a shape according to abstract properties of the associated space (e.g. being knotted
or having holes), differential topology deals with the relations among topology and critical
points of a function defined on the shape ([GP74, ES92]). In this section we recall the notions
which are more relevant to the topic of the thesis, while for basic topology definitions we refer
to text books such as [Mas67, ES92, Car76, Mun00]. More formally:
Definition 1.1.1 (Smooth function) Let X be an arbitrary subset of Rn. Then a function
f : X → Rm is called smooth if for every point x ∈ X there is an open set U ⊆ Rn and a
function F : U → Rm such that F = f|X on X ∩ U and F has continuous partial derivatives
of all orders.
In particular, given X ⊆ Rn and Y ⊆ Rm, the smooth function f : X → Y is a diffeomorphism
if f is bijective and f−1 : Y → X is also smooth. If such a function exists, the spaces X
and Y are diffeomorphic; in this case they are intrinsically equivalent because they may be
considered two copies, with two different coordinate systems, of the same abstract space.
In the differential topology context the concept of manifold is fundamental: such a term
usually identifies a space ”in which the neighborhood of each point is just like a small piece of
Euclidean space” [GP74]. In particular, M ⊆ Rn is a k-dimensional manifold if it is locally
diffeomorphic to Rk.
Definition 1.1.2 (Manifold without boundary) A topological Hausdorff space M is called
a k-dimensional topological manifold if each point m ∈ M admits a neighborhood Ui ⊆ M
homeomorphic to the open disk Dk = {x ∈ Rk | ‖x‖ < 1} ⊆ Rk and M = ⋃i∈N Ui.
Definition 1.1.3 (Manifold with boundary) A topological Hausdorff space M is called a k-
dimensional topological manifold with boundary if each point m ∈ M admits a neighborhood
Ui ⊆ M homeomorphic either to the open disk Dk = {x ∈ Rk | ‖x‖ < 1} ⊆ Rk or the open
half-space Rk−1 × {xn ∈ R | xn ≥ 0} ⊆ Rk and M =
⋃
i∈N Ui.
The number k represents the dimension of the manifold, while the compactness of the manifold
depends on the compactness of the space M . A homeomorphism ϕi : Ui → Dk is associated
to each open subset Ui, each pair (Ui, ϕi) is called a map, or a chart, while the union of charts
{(Ui, ϕi} is called the atlas on the manifold M . In addition, to each atlas on a manifold
Chapter 1 — Mathematical Tools for Shape Analysis and Synthesis 13
there is associated the concept of transition function. Let Ui, Uj be two arbitrary charts
and Ui ∩ Uj be their intersection. On this intersection two coordinate maps ϕi : Ui ∩ Uj →
ϕi(Ui∩Uj) ⊂ Dk and ϕj : Ui∩Uj → ϕj(Ui∩Uj) ⊂ Dk are defined. Since the a composition of
homeomorphisms is a homeomorphism, the homeomorphisms ϕi,j : ϕi(Ui∩Uj)→ ϕj(Ui∩Uj)
such that ϕi,j = ϕj ∩ϕ−1i are well defined on the open subset ϕi(Ui∩Uj) ⊂ Dk and are called
transition functions or gluing functions on a given atlas.
Definition 1.1.4 (Orientability) A manifold M is called orientable if there exists an atlas
{(Ui, ϕi)} on it such that the Jacobian of all transition functions ϕi,j from a chart to another
are positive for all intersecting pairs of regions. Manifolds that do not satisfy this property
are called non-orientable.
Determination of transition functions makes it possible to restore the whole manifold if in-
dividual charts and coordinate maps are already given and is an important issue in shape
reconstruction tasks. Since gluing functions may belong to different functional classes, it
is possible to specify within a certain class of topological manifolds more narrow classes of
smooth, analytic, piecewise smooth, Lipschitz, etc. manifolds. However, in this section we
will propose only the definition of smooth manifolds, others types of manifolds are defined in
similar way.
Definition 1.1.5 (Smooth Manifold) A k-dimensional topological manifold with (resp. with-
out) boundary is called a smooth manifold with (resp. without) boundary, if all transition
functions ϕi,j are smooth.
Definition 1.1.6 (Smooth surface) A smooth two-dimensional manifold with (resp. without)
boundary is called a smooth surface, or simply surface, with (resp. without) boundary.
A compact manifold without boundary is also called closed. Points on a manifold with
boundary are classified either interior, if they have a neighborhood homeomorphic to an open
disk, or boundary, if their neighborhood is homeomorphic to a half-disk.
Example of three-dimensional manifolds with boundary are the solid sphere and the solid
torus; while their boundary, the usual sphere S2 and the torus T 2, are two closed 2-manifolds.
In the case of a terrain surface, which is usually modeled by a single-valued function, the
reference manifold M is a two-manifold with boundary, where all points, except those along
the boundary, have a neighborhood homeomorphic to a disk.
A further classification of the points of a manifold is provided through the concept of dif-
ferential of a smooth function between manifolds. Such a classification is not unique but it
depends on the choice of the smooth function; however, as we will see in section 1.1.2, there
is a strict correspondence between the global topology of the manifold and the critical points
of a smooth function defined on the manifold.
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According to the notation proposed in [GP74, Fom95], we denote Tx(M) the tangent space
of a manifold M at a point x and df : Tx(M) → Ty(N) the differential of a smooth function
f : M → N such that f(x) = y.
Definition 1.1.7 Let f : M → N be a smooth function between two manifolds. Then:
• a point x ∈ M is called a regular point of the function f if the differential df at the
point x (dfx) is an epimorphism, i.e. it maps the space Tx(M) onto the entire space
Ty(N);
• let m and n be the dimensions of the manifolds M and N , respectively. Then, a point
x ∈ M is called a critical point for the function f if the differential dfx has a rank lower
than n;
• a critical point is called non-degenerate if the Hessian matrix H of the second partial
derivatives of f is non-singular at that point;
• a point y ∈ N is a regular value of the function f if every x ∈ f−1(y) it is a regular
point, while is a critical value of f if at least one x ∈ f−1(y) is a critical point. In
particular, the function f is called simple if only one critical point corresponds to each
critical value y.
It may be noticed that non-degenerate critical points are isolated with respect to the other
critical points. Moreover, the pre-image through f of a constant value t in the domain of f
is called level set or, also, contour or isolevel. Level sets may be non-connected.
1.1.1 Elements of algebraic topology
In this section we recall two concepts of algebraic topology, those of homotopy and ho-
mology groups, which have been successfully applied to the study of smooth manifolds.
Since this overview is far of being exhaustive, we refer to well known text books such as
[Mas67, Mun00, Sat99, Hat01] for more details on these topics. In particular, some of the
notions here introduced will be taken up in chapter 2.
A fundamental problem of topology is the classification of the topological spaces with respect
to continuous deformations, technically called homotopies. Algebraic topology studies both
topology spaces and functions through algebraic entities, such as groups or homomorphisms,
by analyzing the representations (formally known as functors) that transform a topological
problem into an algebraic one, with the aim of simplyfying it. Then, the focus of algebraic
topology is on the functors that translate the original problem into the algebraic language.
First of all, we recall one of the most important functors of algebraic topology: the funda-
mental group. The fundamental group of a topological space was introduced by Poincare´,
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[Mun00], to distinguish different categories of surfaces. Since the fundamental group is espe-
cially useful for studying spaces of low dimension, for high-dimensional spaces we will consider
the natural analogs, the homotopy groups, and their abelianization, the homology groups.
The homotopy is a continuous transformation from one function to another. More formally,
a homotopy between two functions f, g : X → Y is a continuous map G from X × [0, 1] → Y
such that G(x, 0) = f(x) and G(x, 1) = g(x), ∀x ∈ X, where the symbol “×” denotes the set
pairing. Another way of saying this is that a homotopy is a path from the first function to
the second in the mapping space Map(X,Y ). In particular, homotopy induces an equivalence
relation on the space X.
Definition 1.1.8 (Fundamental group) Let x0 be any point of a set X. Then, the funda-
mental group of X at the base point x0, denoted by π(X,x0), is the group of all equivalence
(homotopy) classes of loops based at x, where a loop is a path with initial and final points at
a given basepoint.
The identity element of the fundamental group is the set of all paths homotopic to the
degenerate path consisting of the point x0.
Despite the choice of the base point in definition 1.1.8, the fundamental group of an arcwise-
connected set X is independent of the choice of the point x0 ∈ X, thus depending only on
the homotopy type of X. In particular, the following statement holds:
Theorem 1.1.9 If S is arcwise-connected, the groups π(X,x0) and π(X,x1) are isomorphic
for any two points x0, x1 ∈ X.
Then the fundamental group of an arcwise-connected set X may be simply denoted by π(X).
An arcwise-connected space having trivial fundamental group (i.e., every loop is homotopic
to the constant loop), is called simply connected. For instance, any contractible space, like
the Euclidean space, is simply connected; however the vice-versa is not valid: for instance the
sphere is simply connected, but not contractible. Even if in some special cases the fundamental
group is abelian, this fact is not verified in general.
Moreover, if f : X → Y is a continuous map the fundamental group pushes forward. That
is, there is a map f∗ : πi(X) → πi(Y ) defined by taking the image of loops from X. The
push forward map is natural, i.e., (f ◦ g)∗ = f∗ ◦ g∗ whenever the composition of two maps is
defined.
The notion of homotopy groups generalizes that of fundamental group to maps from spheres
of dimension higher than one.
Definition 1.1.10 (Homotopy group) The k − th homotopy group of a topological space X
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is the set of homotopy classes of maps from Sk to X, with a group structure, and it is denoted
πk(X).
The fundamental group π(X) corresponds to π1(X) in the notation of the homotopy groups,
and, as in the case of π1, the map Sn → X must pass through a basepoint x0 ∈ X. The
homotopy groups πn(X), n > 1, are abelian groups.
When X can be written as a union X =
⋃
i Xi of spaces whose fundamental groups are
known, the fundamental group of X can be computed using the van Kampen’s theorem.
Unfortunately, higher-dimensional homotopy groups are complicated and hard to compute.
In particular, they are not directly computable from a cell decomposition of a space. Moreover,
even if the homotopy groups of a space could be calculated, they could provide an infinite
description of the space. In fact, for each n−dimensional space, only a finite number of
homotopy groups may be non-trivial and this phenomenon is a considerable drawback for
computational tasks.
A more computable alternative to homotopy groups is represented by the homology groups.
The homology of a space is an algebraic object which reflects the topology of the space and
uses finite generated abelian groups to analyze that. The algebraic tool used for this purpose
is called homological algebra, and in that language, the homology is a derived functor.
The term homology group usually means the singular homology group, which is an Abelian
group which partially counts the number of holes in a topological space. In particular, singular
homology groups form a measure of the hole structure of a space; however they are only one
special measure and they do not always pick up everything, see [Mas67, Spa66, Hat01] for
details.
To define the homology groups the notion of boundary homomorphism is introduced. First of
all, to encode information about a space X, a chain complex is considered, that is a sequence
of abelian groups (or modules) A0, A1, A2, . . . connected by homomorphisms ∂n : An → An−1,
such that the composition of any two consecutive maps is zero: ∂n ◦ ∂n+1 = 0, ∀n ∈ N. The
latter property implies that the image of the (n + 1)-th map is contained in the kernel of
the n-th one. The chain homomorphism ∂ is called the boundary homomorphism, while the
groups Zn = Ker(∂n) and Bn = Im(∂n) are denoted cycles and boundaries.
Definition 1.1.11 (Homology group) The n−th homology group is given by:
Hn = Zn/Bn+1 = Ker∂n/Im∂n+1
A chain complex is said to be exact if Bn+1 = Zn. Therefore the homology groups of X
measure “how far” the chain complex associated to X is from being exact.
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In particular, the elements of the n-th homology classes are n-cycles, where a n-cycle is a
n-dimensional object that has no boundary. For example, a 1-cycle is a closed curve, and a
2-cycle is a closed surface. The n-th homology group is made up of classes of n-cycles, where
two n-cycles are in the same class if together they form the boundary of some k+1-dimensional
object. For example, two points are in the same class if there is a path that connects them
(since the 0-dimensional points are the boundary of some 1-dimensional curve). Similarly,
two curves represent the same homology class if together they form the boundary of some
region. For instance, on a torus, two curves that go around the hole bound a region, so they
are in the same homology class, see the curves β and γ in figure 1.1.
The identity in the n-th homology group is the class made up of the n-cycles that bound
regions all by themselves. Such cycles are called trivial cycles. The cycle α in figure 1.1
represents a trivial cycle on a torus.
Figure 1.1: Examples of cycles on a torus.
Moreover, singular homology allows us to define homology groups for all cell complexes,
[Hat01], and homology groups are a very powerful tool in the study of surfaces. For closed,
arcwise connected surfaces, since there is a path connecting every pair of points, the 0-th
homology group is infinite cyclic. Since there is only one 2-dimensional region without a
boundary (namely the entire surface itself), the second homology group is also infinite cyclic.
So the most important homology group for surfaces is the first homology group.
For the sphere, the first homology group is trivial, while for the torus, it has two generators
(a cycle that goes around the hole, and a cycle that goes around the tube).
Since the fundamental group of a space X is also represented by loops, which are the only one-
dimensional objects without boundary, there is a group homomorphism α : π1(X) → H1(X)
which is surjective. In fact, the group kernel of α is the commutator subgroup and α is
called abelianization. Homology groups, unlike the fundamental group, are abelian: more
precisely the first homology group is the abelianization of the fundamental group. Even if
the differentiating power of homology is less than that of homotopy, homology still respects
the classes of homeomorphic spaces, [Zom01], in table 1.1 the first homology group and the
fundamental group are compared for a set of common spaces.
For any topological space, we can define the k−th Betti number βk as the rank of the k-th
simplicial homology group.
Definition 1.1.12 (Betti numbers) Let M be a smooth, compact, n−dimensional manifold.
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Fundamental and first homology groups
Space (S) Symbol π1(S) H1(S)
Circle S1 Z Z
Figure height Z ∗ Z Z× Z
Sphere S2 0 0
Torus T Z× Z Z× Z
n-torus Tn Zn Zn
Torus of genus g Σg Fg Z2g
Klein Bottle Z unionsq Z/(aba−1b) Z× Z2
Table 1.1: Comparison between the fundamental group and the first homology group.
Then, βk(M) = dim(Hk(M)), k = 0, 1, . . . , n are called the Betti numbers of M , where
Hk(M) denote the homology groups of M .
If Hk(X) is written like the direct sum of cyclic groups, the integers specifying the orders of the
finite cyclic summands are called torsion coefficients. The Euler characteristic (also known as
the Euler-Poincare´ characteristic), denoted by χ(M), is defined by χ(M) =
∑n
k=0(−1)kβk.
Finally, two topological spaces which are homotopy equivalent have isomorphic homology
groups and hence the same Euler characteristic.
1.1.2 Elements of Morse theory
Morse theory is a powerful tool to capture the topological structure of a shape. In fact,
Morse theory states that it is possible to construct topological spaces equivalent to a given
differential manifold describing the surface as a decomposition into primitive topological cells,
through a limited amount of information [GP74, Mil63, Gri76, Bot98, For02a, Sma61].
Formally, let M be a smooth manifold and let f : M → R be a real smooth function defined
on the manifold M . Then, the following definition is given:
Definition 1.1.13 (Morse function) The function f is called a Morse function if all of its
critical points are non-degenerate.
From definition 1.1.13, it follows that a Morse function has to be at least C2. In case of a
manifold M with boundary, the function f is Morse if, in addition to requiring that all critical
points of f are non degenerate, they lie on the interior of M and all critical points restricted
to the boundary of M are still non-degenerate, [CMEH+03]. Furthermore, in correspondence
of a critical point, any Morse function may be expressed in a local coordinate system as a
quadratic form.
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Lemma 1.1.14 (Morse Lemma) In a neighborhood of each critical point P , the function f
can be expressed in a local coordinate system (y1, . . . , yn) as
f = f(P )− (y1)2 − . . .− (yλ)2 + (yλ+1)2 + . . . + (yn)2, (1.1)
where λ is called the index of f in P and it represents the number of negative eigenvalues of
the Hessian matrix in P .
Lemma 1.1.14 is particularly interesting because it states that the function f admits the
canonical form in 1.1 not only in correspondence of a critical point but simultaneously in a
whole neighborhood (in figure 1.4 the critical points and their neighborhood will be shown
for surfaces). The existence of Morse functions on a manifold is guaranteed by proposition
1.1.15, (see [Fom95, FK97]).
Proposition 1.1.15 (Existence of Morse functions)
• On any smooth compact manifold there exist Morse functions;
• Morse functions are everywhere dense in the space of all smooth functions on the man-
ifold;
• any Morse function has only a finite number of critical points on a compact manifold;
• the set S of all simple Morse functions is everywhere dense in the set of all Morse
functions.
In computer geometry the class of height functions is very popular, where the height function
of a space S with respect to the direction ψ is given by the orthogonal projection of S with
respect to ψ. In particular, the level sets of the surface associated to the height function are
the intersections of the surface with planes orthogonal to a given direction. Then, almost all
height functions are Morse functions, see [FK97] for a proof of this statement. Other possible
choices of functions are the Euclidean distance of the points of S from a point in the space
p ∈ R3 (i.e. fp(x) = |p−x|) and the geodesic distance between a source point on the manifold
and the other points (i.e. f(x) = g(x, p), where g denotes the geodesic distance of x from a
given point p ∈ M). Additional details can be found in [Gri76, GP74, Mil63, FK97].
The main results of Morse theory have been proposed in the language of the CW complexes,
[For02b, LW69]; so we briefly introduce such a concept. Denoting Bk = {x ∈ Rk | ‖x‖ ≤
1} the k-dimensional unit closed ball, its boundary is the unit (k − 1)-dimensional sphere
S(k−1) = {x ∈ Rk | ‖x‖ = 1}. By definition a k-cell σ is a topological space homeomorphic to
Bk, while a cell is a topological space, which is a k−cell for some k; furthermore the subset
of σ, which corresponds to S(k−1) ⊆ Bk under any homeomorphism between Bk and σ, is
denoted σ˙ [For02b].
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Definition 1.1.16 (CW-complex) A finite CW complex is any topological space X such that
there exists a finite nested sequence:
∅ ⊆ X0 ⊆ X1 ⊆ · · · ⊆ Xn = X (1.2)
such that for each i = 0, 1, 2, . . . , n, Xi is the result of attaching a cell to X(i−1). The sequence
of spaces 1.2 is referred as a CW decomposition of X.
In particular, definition 1.1.16 implies that X0 is a 0−cell. Denoting γ : σ˙ → X a continuous
map, the operation of attaching a σ cell, which appears in definition 1.1.16, indicates the
disjoint union of X and σ quotiented by the equivalence relation that identifies each point
s ∈ σ˙ such that γ(s) ∈ X. In particular, the map γ is called attaching map and must be
defined on all of σ˙, that is the entire boundary of σ has to be glued to X. Examples of
attaching a cell to a topological space are shown in figure 1.2; in particular, figure 1.2(b)
presents one possible result of attaching a 1−cell to a circle. Since the boundary of the 1−cell
is not entirely glued to the circle, the space in figure 1.2(c) cannot correspond to an operation
of attaching a 1−cell to a circle.
(a) (b) (c)
Figure 1.2: The operation of attaching a cell to a disc (a) and a circle (b). The cell in (c) is wrongly attached
to the circle.
Provided that Morse functions exist and denoting Mx = {p ∈ M | f(p) ≤ x}, the main results
of Morse theory are stated in the following theorems:
Theorem 1.1.17 Let a, b be two real numbers such that a < b and let the set f−1[a, b] contain
no critical points of f . Then Ma is a deformation retract of M b, so that the inclusion map
of Ma into M b is a homotopy equivalence.
Theorem 1.1.18 Let P ∈ M be a critical point of f with index λ and f(P ) = c. Then
∀ > 0 such that f−1[c− , c+ ] contains no other critical points of f , the set M c+ has the
homotopy type of M c− with a λ-cell attached.
In particular, the previous theorems imply that a smooth compact manifold M may be seen
as a finite CW-complex, as proposed in the following:
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Theorem 1.1.19 Let M be a smooth compact manifold embedded in an Euclidean space (of
any dimension). Let f : M → R be a smooth, real-valued, Morse function on M . Then M
is homeomorphic (i.e. topologically equivalent) to a cell complex which has exactly one cell of
dimension i for each critical point of index i.
The decomposition of M into cells provided by the theorem 1.1.19 characterizes M through
the structure of cell complex. To build the cell complex corresponding to M , we have to start
with a single point (i.e. a 0-cell), then order and glue the remaining cells, for example with
respect to the value of f . Therefore there is a kind of arbitrariness in the construction of
the cell complex associated to M ; however a more general statement claims that the cells in
1.1.19 may be attached so that their dimensions form a non-decreasing sequence [For02a], in
figure 1.3. Unfortunately, theorem 1.1.19 does not say, for example, that all smooth functions
on M have the same number of critical points or that the cell complex obtained using a given
f is the ”best possible” (i.e. it has the fewest number of cells).
(a) (b) (c)
Figure 1.3: The CW decomposition of a torus (a). Removing a circle from the torus it remains a cylinder
that does not contain its boundary circles (b). Further, the circle is decomposed in one 0-cell and one 1-cell
(c) while the cylinder corresponds to one 1-cell and one 2-cell.
Theorem 1.1.20 (Weak Morse inequalities) Let M be a n-dimensional manifold with a fixed
CW decomposition with µk(M) cells of dimension k for each k. Let β∗(M) denote the Betti
numbers of M with respect to F (see definition 1.1.12). Then the following relations hold:
∀k, µk(M) ≥ βk(M).
Theorem 1.1.21 With the same notation of theorem 1.1.20, the following relation is verified:
χ(M) =
n∑
k=0
(−1)kµk.
where χ(M) is the Euler characteristic of M .
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Theorem 1.1.22 (Strong Morse inequalities) With the same notation of theorem 1.1.20, for
each k = 0, 1, . . . , n the following inequalities also hold:
n∑
k=0
(−1)kµk ≥
n∑
k=0
(−1)kβk.
The statement of theorem 1.1.20 may be recovered from theorem 1.1.22 comparing the strong
Morse inequalities for consecutive values of k. Furthermore, we observe that for each value of
k the Morse inequalities fix the minimum number of k−cells which are necessary to decompose
a manifold. However, the number µk may be far from the optimality. For example, recalling
that a simplicial complex is a particular case of CW complex (see chapter 2 for more details)
and for each simplicial decomposition of a torus the minimal values of the simplices are µ0 =
7, µ1 = 21, µ2 = 12, [For02b]; these numbers are significantly higher than the corresponding
Betti numbers (β0 = 1, β1 = 2 and β2 = 1).
Finally, we recall the following description of the homology of M :
Theorem 1.1.23 Let a, b be two real numbers such that a < b and f−1[a, b] be a set that
contains only one critical point P of f having index λ ≤ 0. Let ψP be the attaching map of
the cell corresponding to P . Then:
(a) if k = λ and k = λ− 1 then Hk(M b) ∼= Hk(Ma);
(b) Hλ−1(M b) ∼= Hλ−1(M
a)
ImHλ−1(ψP )
;
(c) the sequence 0 → Hλ(Ma) → Hλ(M b) → KerHλ−1(ψP ) → 0 is exact and split, i.e.
Hλ(M b) = Hλ(Ma)⊕KerHλ−1(ψP ).
Given a Riemannian metric on M (see [GP74, Fom95, FK97] for more details in these con-
cepts) and a local coordinate system (x1, . . . , xn) with orthonormal tangent vectors ∂∂xi (P ),
i = 1, . . . , n, the gradient of a function f in a point P is the vector:
∇f(P ) = [ ∂f
∂xi
(P )]T .
In particular the gradient is the zero vector iff the point P is critical.
Definition 1.1.24 (Integral line) An integral line γ : R →M is a maximal path such that:
∂γ
∂s
(s) = ∇f(γ(s)), ∀s ∈ R.
This means that the velocity vectors along the curve γ agree with its gradient. Each integral
line is open at both ends and those points are critical points. Integral lines are pairwise
disjoint and supposing that a critical point is an integral line itself, the integral lines partition
M . Integral lines decompose M into region of similar flow patterns.
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Definition 1.1.25 Denoting ψ : R ×M → M the negative gradient flow associated to f on
M , for each critical point x ∈ M , the unstable cell associated to x is defined by:
U(x) = {x} ∪ {y ∈M | lim
t→−∞ψ(t, y) = x}.
Analogously, the stable cell of x is:
S(x) = {x} ∪ {y ∈ M | lim
t→+∞ψ(t, y) = x}.
In practice the unstable cell of x is the set of all points in M which, when flowing up the
manifold, flow towards x. The dimension of the cell U(x) is the index λ of x and, when x
and y are two distinct critical points, U(x) and U(y) are disjoint. Analogously the dimension
of S(x) is n − λ. In particular, the unstable cells of the function f are the stable cells of
the function −f : this implies that the two types of cells have same structural properties.
Therefore, the manifold M is equal to the union over all critical points x of the U(x) (resp.
S(x)), [For02b, Zom01, CFP02].
Definition 1.1.26 (Morse-Smale complex) The connected components of the intersection be-
tween stable and unstable cells (U(x) ∩ S(y)) over all critical points x, y ∈ M are called
Morse-Smale cells.
The collection of all Morse-Smale cells define the Morse-Smale complex of the function f on
M .
By definition, each cells of the Morse-Smale complex is a union of integral lines that all share
the same origin y and the same destination x. The dimension of each cell of the Morse-Smale
complex is the difference between the indices of x and y. In particular, considering the value
z ∈ (f(x), f(y)) the intersection number of U(x)∩S(y) restricted at f−1(z) describes exactly
the map attaching the cell corresponding to x to that corresponding to y.
1.1.3 Surfaces
In this section some of the results proposed in section 1.1.2 are detailed for surfaces (see
definition 1.1.6), highlighting the properties that are the most useful for understanding the
surface topology. First of all, we recall that a closed surface admits a simple classification,
(see [Mas67]).
Theorem 1.1.27 (Classification theorem for surfaces) Any two-dimensional, compact, con-
nected, closed and smooth manifold is homeomorphic (and diffeomorphic) to one of the fol-
lowing manifolds:
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1. a two-dimensional sphere with g handles, where g ≥ 0;
2. a two-dimensional sphere with k cross-caps 1, where k > 0.
Manifolds belonging to class 1 (orientable surfaces) are not homeomorphic to those of class
2 (non-orientable ones); moreover, within both the classes 1 and 2, manifolds with different
value of g and k are not homeomorphic.
A topologically invariant property of a surface is its genus. With reference to theorem 1.1.27
the genus of an orientable manifold corresponds to the number of handles g, while for a non-
orientable one it is the number of cross-caps k. Therefore the genus is a homeomorphism
invariant; for example two compact orientable surfaces without boundary are homeomorphic
if and only if they have the same genus.
Theorem 1.1.28 (Jordan Curve Theorem for Surfaces) The maximum number of disjoint
simple closed curves which can be cut from an orientable surface of genus g, without discon-
necting it, is g.
The maximum number of disjoint simple closed curves which can be cut from an non-orientable
surface of genus k, without disconnecting it, is k + 1.
Since the genus of an orientable surface M corresponds to the number of non-intersecting loops
that can be independently drawn on the surface, it equals the first Betti number β1(M).
The topological type of a compact, connected surface with boundary depends on the number
of its boundary components and the topological type of the surface obtained by gluing a disc
onto each boundary component [Mas67].
Theorem 1.1.29 Let M and N be two surfaces with the same number of boundary compo-
nents. Then M and N are homeomorphic if and only if the surfaces M∗ and N∗ obtained by
gluing a disc to each boundary component are homeomorphic.
In particular, the theorem 1.1.29 highlights that the topological type of a surface with bound-
ary is independent of the position of the discs which close the boundary components.
The Euler characteristic of a surface with boundary is defined analogously as in the case
of surfaces without boundary. Then, two surfaces with boundary are homeomorphic if and
only if they have same number of boundary components, same Euler characteristic and they
are both orientable or non-orientable. Finally, we observe that, by definition, the genus of a
surface with boundary M corresponds to the genus of the surface M∗ obtained attaching a
1The cross-cap represents the self-intersection of a one-sided surface and can be thought of as the object
produced by puncturing a surface a single time, attaching two zips around the puncture in the same direction,
distorting the hole so that the zips line up, requiring that the surface intersect itself, and then zipping up.
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disc to each boundary component of M . Such a gluing operation could be impossible into
the usual space R3; however it is always possible in a higher dimensional space. For example,
a Seifert’s surface (that is an orientable surface with one boundary component such that the
boundary component of the surface is a given knot) could do not admit such a filling in the
usual three dimensional space but in a higher one.
Given a surface M and a smooth function f , the isolevels of f , i.e. the subsets of M having
the same value of f , can also be used to describe the surface shape. With reference to the
Morse lemma 1.1.14, if P is a non-degenerate critical point of f , in a small neighborhood of
f(P ) there is a coordinate system (x, y) such that f = f(P ) ± x2 ± y2. Then the isolevel
configuration around any critical point may be explicitly represented through the system of
equations: {f(P )±x2±y2 = f(P )± }, where  > 0 is a real value small enough. In addition
the proposition 1.1.14 implies that the topological changes in the isolevel configuration, that
is contour splitting or merging, only occur in correspondence of critical points of f .
In particular, critical points of a surface are classified as maxima, minima and saddles, accord-
ing to the behavior of the function f around them. In fact, a point P is classified maximum
(resp. minimum) if there is a neighborhood U of P such that ∀Q ∈ U , Q = P the function f
is such that f(P ) ≥ f(Q), (resp. f(P ) ≤ f(Q)). If the inequalities strictly hold the maximum
(resp. minimum) is isolated and is called a local maximum (resp. minimum). The point P
is a saddle if, on the points of U \ {P}, the value of the function f alternately increases and
decreases. In figure 1.4(a,b), the neighborhood of a minimum and a saddle point is shown
together with the projection of the surface isolevels near to the critical points.
Figure 1.4: The behavior of the contour levels around a maximum (a), a saddle (b), a monkey saddle (c) and
a volcano rim (d).
Finally, for any orientable surface, the relation 1.1.20 becomes:
#maxima−#saddles +#minima = χ = 2(1 − g). (1.3)
The relation 1.3 is also known as Euler or Morse formula.
In case the function f is not Morse, i.e. it admits also degenerate critical points, the config-
uration of the level sets still characterizes the critical points of f such as the monkey saddles
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and, in a broader sense, to flat regions; in particular, figures 1.4(c) and 1.4(d) highlight two
degenerate situations, a monkey saddle and a volcano rim, respectively. In particular, the
top line of the volcano rim corresponds to infinite critical points. In sections 1.2.4, 1.2.5, we
will see how the evolution of isolevels on a manifold M is used to define size functions and
Reeb graphs of a manifold. However, considering the right contribution of each critical point
in the Morse formula 1.3, this relation can be extended to the degenerate ones, as shown in
[ABS03, BFS02, WDSB00].
1.2 Shape descriptors: definition and properties
In this second part of the chapter, a number of shape representations commonly used in
Computer Graphics are introduced. In section 1.2.1 two geometric skeletons, the medial axis
and the shock graph, which are widely used in geometric modeling and computer vision,
are introduced. These structures code both the geometric and the topological structure of
the shape. Other shape descriptors that are mainly concerned with the topological type of
the shape are proposed in sections 1.2.2, 1.2.3, 1.2.4 and 1.2.5. In particular, we will focus
on the structures that provide a topologically consistent framework of the surface shape,
which may be, eventually, enriched with additional geometric information. For each of them,
the theoretical definition and the main properties are given, while their effective usage in
geometric modeling and their most suitable application fields will be discussed in section 2.2.
1.2.1 Medial axis and Shock graphs
Among the existing techniques for extracting the structure of a shape, the Medial Axis (MA),
also called Symmetry Set, is generally considered the most elegant and effective one. An
intuitive definition of the geometric skeleton in the continuum was given by [Blu67], who
described the skeleton extraction as a fire front which starts at the boundary of the shape
and propagates isotropically towards the interior. Therefore, the medial axis is defined by
the locations at which the fire fronts collide. The medial axis is related to a structure used
in the description of a finite number of points: the Voronoi diagram, that is the set of points
with more than one closest point on the input point set, of which it represents the continuous
counterpart [AK00].
More formally, the medial axis of a shape S in Rn, n ≥ 2, is the locus of centers of all maximal
discs of S, that is, those discs contained in S which are not contained in any other disc in S
(see figure 1.5, where the medial axis of two planar shapes is shown). Another way of defining
the medial axis is related to the number of tangency points between the discs and the shape;
if B(S) is the boundary of S, then the medial axis of B(S) is the set of points in S having
at least two nearest neighbors on B(S). In practice, we can associate to every point x of the
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figure its distance from the set B(S), d(x,B(S)), defined as:
d(x,B(S)) = inf{d(x, y) : y ∈ B(S)}.
Figure 1.5: Medial axis of two planar shapes. In the second example the medial axis is shown also for the
external part of the shape.
However, there are some points where the distance is not achieved uniquely; for such points
x, at least two boundary points (we call, for instance, y and z) can be found such that
d(x,B(S)) = d(x, y) = d(x, z). These singular points x define the nodes of the graph which
correspond either to areas where the shape branches or end parts of protrusion-like structures.
For example, the points on the MA of a curve may be classified according to the number
of nearest neighbors on the boundary: end points have a single contact with the boundary,
normal points have two contact points and branch points have three or more contact points
1.5.
Whilst the Medial Axis is independent of the object position in space (invariance), it has the
negative side that tiny perturbations of the boundary may significantly change the aspect of
the skeleton [AM97, TH02] producing extra edges in the graph with no distinction between
main and secondary features (see figure 1.6(a,b)).
The medial axis, together with the radius function, i.e. the distance from each point on the
axis to the nearest point on the boundary, defines the Medial Axis Transform, (MAT ), also
(a) (b)
Figure 1.6: In (a) and (b) is highlighted how small changes in the polygon are reflected on the skeleton.
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called Symmetric Axis Transform. In particular, the radius function and the MAT structure
induce a decomposition of the shape into subparts that correspond to an intuitive notion of
shape protrusion and branching. The power of this representation is that the shape boundary
and its MAT are equivalent and the one can be computed from the other [Blu67] (the original
shape can be recovered from its medial axis using a simple distance transform, [WF00]);
therefore, every two-dimensional object may be effectively compressed into a one-dimensional
graph-like structure.
If the shape is a polygon, the MAT is a tree-like planar graph whose arcs are composed
by straight-line segments and portions of parabolic curves. Finally, if the shape is simply-
connected, then its medial axis graph is a tree, while cycles appear in the MAT around each
hole in the shape.
The medial axis of a 3D shape is more complex and contains not only lines but also surface
elements (see figure 1.7) and is also known as medial surface. The medial axis transform
description method has been generalized to three dimensional space in [NP85]. In particular,
any object is decomposed into a collection of sub-objects, each drawn from three primi-
tive sets: width, axis and boundary primitives. Such primitive sets are separate, but not
completely independent. Width primitives are further classified in two classes: slope and
curvature districts. Width primitives are based on the radius function properties; in partic-
ular, representing the radius function as if were the elevation of some terrain surface, each
slope district correspond to a “mountain face” with the “valley” below it, while curvature
districts independently partition the shape into sub-regions that are locally either convex,
concave or saddle-like. Analogously, both axis and boundary primitives partition the surface
with respect to regions of simplified curvature, being the latter ones related to the curvature
associated to the boundary regions [NP85]. In particular, in [GK00], after the points of the
MA have been classified according their order and number of contacts of tangent spheres with
the object surface, the MAT structure is represented as a non-uniform collection of surface
patches, special curves and special points.
Figure 1.7: The medial representation of a solid shape contains also surface elements.
Another medial-like representation of a shape is provided by the shock graphs, [KTZ95], where
the shock set of a shape is a dynamic view of the MA, [GK03] which associates a direction
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and a speed of flow to the fire front propagation. Starting from singularity theory, Kimia
et al. in [KTZ95] explored the consequence of slightly deforming simple closed curves in the
plane in order to obtain a description which is independent of the coordinate system. In
particular, they suppose the shape is represented by a curve C0(s) = (x0(s), y0(s)) undergoing
a deformation, where s is the parameter along the curve (not necessarily the arclength), x0
and y0 are the Cartesian coordinates and the subscript 0 denoted the initial curve prior to
deformation. If each point of this curve can move by some arbitrary amount in some direction,
the evolution can be described as:
{
∂C
∂t = α(s, t)T + β(s, t) N
C(s, 0) = C0(s),
where T is the tangent, N is the outward normal, s is the parameterization of the curve,
t is the time duration of the deformation and α, β are arbitrary functions. However, re-
parameterizing the curve and concentrating on intrinsic deformations2that depend only on
the local geometry of the curve, such a notation may be rewritten as [Car76]:
{
∂C
∂t = β(κ(s, t)) N
C(s, 0) = C0(s),
where κ is the curvature. With the further hypothesis that the shape deformation is inde-
pendent of time when the transformation is applied to it, and simplifying the function β and
discarding the higher order terms of the Taylor expansion of β such that β captures only
the main morphological characteristics of the curve evolution, the following deformation was
considered: {
∂C
∂t = (β0 − β1κ) N
C(s, 0) = C0(s).
In case β1 is a constant such that β1 ≥ 0, it controls the regularization effect of the curvature
κ. When β1 is large, the equation becomes a geometric heat equation; when β1 = 0, the
equation is equivalent to the medial axis [KTZ95]; shock graphs are related to the latter case.
Shocks are generated in the course of the evolution of shape as singularities of the variation
process.
Therefore such structures differ for the interpretation of the structure entities rather than
their geometric representation. In fact, if the shape is a curve, the shock graph structure
associates to each arc the growing direction of the radius of the bi-tangent spheres: so the
resulting graph differs from the MA by arc orientations, see figure 1.8(b).
Four types of shocks may happen:
2Deformations that do not depend on the coordinate system.
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(a) (b)
Figure 1.8: The medial axis (a) and the shock graph (b) of two simple curves.
(First-order shock): is a discontinuity in orientation of the shape boundary;
(Second-order shock): is formed when two distinct non-neighboring boundary points join
and not all the other neighboring boundary points have collapsed together;
(Third-order shock): is originated when two distinct non-neighboring boundary points join
such that neighboring boundaries of each point also collapse together;
(Fourth-order shock): is formed when a closed boundary collapses to a single point.
It has been shown that second-order and fourth-order shocks are isolated points while first-
order and third-order shocks are neighbored by other shocks of the same type [KTZ95].
To build the shock graph, shocks of the same type that form a connected component are
grouped and classified according to the behavior of the radius function around shock points.
Then, shock points may be classified according to the number of contact points and the flow
direction, as shown in [GK00].
Lemma 1.2.1 (Classification of the shock points) [KTZ95] Shock points fall in the following
classes:
1. end points corresponding to a single contact point having inward flow;
2. interior points with two contact points and outward flow;
3. junction points corresponding to branches with only one outward flowing branch;
4. interior points with two contact points and inward flow;
5. junction points corresponding to branches all of which are inward flowing;
6. interior points with two contact points having both an outward and an inward flowing
direction.
These types of shock points form a directed, planar graph, which is referred as the shock
graph.
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In particular, shock points in 1, 2 and 3 are classified sources points, while these in 4 and
5 are sink points. Sources and sinks determine the nodes of the graph. Finally, points in 6
connect source points to sink ones and define the links of the graph. In addition to these
points, attributes are associated to the shock graph representation to store both the intrinsic
geometry of the portion of shape corresponding to a link and the radius and the flow direction
of each node. Analogously to the MA, the shock graph structure and the corresponding point
classification have been extended to 3D shapes [GK03]. However, in this case the shock graph
structure contains non homogeneous data and it is not a planar graph.
Due to the complexity of these structures, many methods have been proposed for extract-
ing a medial-like skeleton [GS99, LBP98, ZT99], also known as curve skeleton or centerline,
[SDSZ98]. Depending on the complexity of the skeleton extraction, many approaches focus
on 2D images and employ techniques such as boundary erosion [LLS92] or distance transform
[Bor96], which correspond to a rough approximation of the medial axis. The thinning ap-
proach to 3D objects is mainly based on a constrained distance transform or a potential field
of an object, as discussed in [GS99]. However there is not an unambiguous definition of such
a kind of structure and the meaning of the skeleton structures depends on the application
context.
Examples of the effective application of the medial axis, shock graph and medial skeleton
frameworks will be proposed in section 2.2.
1.2.2 Apparent contours
An important visibility feature of a smooth object with respect to a direction σ in the space
is the contour generator, also called outline or profile. In practice, the contour generator
is the curve on the surface, which separates the front-facing regions of the surface from the
back-facing ones. More formally, we observe that σ may be represented as a unit vector in R3.
Then, denoting nP the normal vector to the surface M in a point P , the contour generator
CG is the subset of M such that
CG = {P ∈ M | nP · σ = 0}.
Moreover, if the direction σ is generic, the scalar product in the definition of the contour
generator is a Morse function and further reasoning on the Euler characteristic of M may be
obtained through the knowledge of such a function, [Hae60]. CG generally consists of one or
more closed regular space curves on M , except when σ is the asymptotic direction of a point
on the viewing sphere S2 having zero Gaussian curvature [Koe90].
Then, the apparent contour of a surface with respect to a direction σ is the projection of the
contour generator onto a plane that is perpendicular to σ. When the direction σ is generic,
the apparent contour of a closed surface is a smooth curve, eventually having more irreducible
components, with some isolated singularities, which are double points and cusps as shown in
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[Whi55]. In [Pig91], Pignoni demonstrated that the apparent contour AC may be oriented;
then such an orientation and the direction of the projection also determine the orientation of
the irreducible components of AC . The visible portion of AC generates a set of curves which
is called a silhouette of the object, in figure 1.9 an example of contour generator, apparent
contour and silhouette is shown.
(a) (b) (c)
Figure 1.9: The contour generator (a) with respect to the viewing direction σ, the apparent contour (b) and
the silhouette (c) of a closed surface.
Focusing on the contour apparent structure, we observe that the height direction that orig-
inates the apparent contour is Morse, or may be transformed in a Morse function slightly
rotating the shape. The global genus of a smooth surface (and the Euler characteristic of
M) may be deduced by analyzing the singularities of the apparent contour AC , [Hae60]. In
particular, Pignoni, in [Pig91], demonstrated that the Euler characteristic of M is strictly
bound to the multiplicity of the fiber (f−1(. . . )) of the singular points of AC . A singular
point of AC is given either in an intersection (cross) or in an isolated point; however, these
singularities are unstable, i.e. disappear under small perturbations of the viewing direction.
The only singularities the AC admits are cusps or double points. A point on a curve is called
an ordinary cups if locally the curve can be represented as y2 = x3 after an appropriate
coordinate transformation. On AC a cusp is originated when σ is the asymptotic at the cusp
pre-imageon M . On the contrary a double point happens when there is a cross on the curve,
either from the same loop or two different loops. A double point occurs on AC when σ is
tangent to two distinct points of M . In addition, he assigned a value ν(d) to every double
point d of AC defined as follows. If d is generated from the intersection of two irreducible
components then ν(d) = 0, while if it is originated by the self-intersection of a single compo-
nent of AC , ν(d) = ±1, according to the orientation of the component. Then, a more generic
result holds: if M is a compact, orientable surface without boundary, the genus g of M is
given by:
g = 1 +
c
2
− µ(M)−N(M),
where the c denotes the number of cusps of AC , µ(M) is a global index on M obtained from
the winding numbers of each connected component of AG and N(M) =
∑
ν(d) is the sum of
the contribution of each double point d of AC , see [Pig91] for further details.
Finally, when the direction σ varies in time, the evolution of the apparent contour (and of the
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contour generator) changes accordingly and only a finite number of singularities may occur.
In particular, as demonstrated in [VS02] these changes are deducible from the Singularity
Theory. Applications of these results to implicit surfaces have been proposed in [VS02],
while in [GPK+99] the apparent contours have been approached for reconstructing a shape
topologically equivalent to the original one.
The analysis of an object silhouette is a well known problem in Computer Vision, which has
been exploited both for rendering [SGG+00, DFRS03] and non-realistic rendering [MKT+97].
Since parts of an object might be occluded when viewed from a given direction, the silhouette
generally does not completely characterize an object shape and it could be therefore not
really useful for shape recognition. However some approaches which are based on a finite
set of views of the same objects have been investigated. In particular, Cipolla in [CG00]
studied the evolution of the silhouette by smoothly varying the point of view and proposed
to consider a coordinate system coherent with the object features (the so-called epi-polar
coordinate system) in order to calibrate a pinhole camera. Unfortunately, this approach only
applies to revolution surfaces.
A possible silhouette-based approach to shape recognition and reconstruction is provided by
the analysis of the complete map of views of the object and code them in a graph, the so-called
aspect graph. The aspect graph is a graph whose nodes are the representative silhouettes of
all the partitioned regions on the viewing sphere S2 and whose edges are the vision events
between them. Due to the computational complexity of this approach (being the number of
possible viewing direction infinite), only approximations of the aspect graph representation
are computationally affordable. For example in [CK01] the authors proposed to consider only
a subset of a-prori fixed view directions. However, due to the intrinsic lack of information,
shape reconstruction techniques base on silhouettes do not guarantee the correctness of the
results.
1.2.3 Surface networks
As Maxwell already guessed [Max65], the critical points play a fundamental role to fully
understand the global topology of a terrain-like surface. Topological networks, which code the
relationships among the critical points, have been extensively studied; in particular, surface
networks have been proposed by Pfaltz [Pfa90] for the analysis of geographical surfaces. In
this case the “natural” function defined on the surface is the height one. Since every height
function is a Morse function (or it may be transformed in it slightly rotating the surface), it
follows that the number of critical points of the height direction is finite. In particular, critical
points of a terrain-like surface are classified in three types: local pits, local peaks and local
saddles (passes). Therefore, it is possible to code in a graph the relation among the critical
points of a surface, which are joined in the structure if there is an integral curve connecting
them, i.e. a curve everywhere tangent to the gradient vector field, see definition 1.1.24. In
this context, integral curves are also known as slope lines.
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Definition 1.2.2 Let P be a pass and let Q be a point in a neighborhood of P such that
the descending (resp. ascending) slope line from Q reaches P . Then then slope through Q is
called a ridge (resp. course) line and is said to emanate from P .
According to the notion of Morse-Smale complexes proposed in definition 1.1.26, integral
curves originate from a critical point and flow to another critical point, or boundary com-
ponent, and follow the maximum increasing growth of the function f , hence they can-
not be closed (nor infinite) and do not intersect each other except at the critical points
[Nac84, EHNP03]. In practice integral curves originate from each minimum in every direc-
tions and converge either to a saddle or a maximum, while only a finite number of integral
curves can start from a saddle point.
Lemma 1.2.3 Let P be a pass. Then, each ridge (course) line emanating from P either:
1. intersect the boundary of the surface;
2. reaches a peak;
3. reaches a pass other the P .
Finally, the union of slope lines covers all the surface. All points whose integral curve ascend
to the same maximum form a region, called a hill ; symmetrically, reversing the notion of
integral curve the concept of a dale is introduced as the region, which is composed by all
points whose integral curve converge in a minimum.
These considerations have induced the definition of a graph-like data structure since the
features can be regarded as nodes and edges on the surface that Nackman in [Nac84] called
Critical Point Configuration Graph (CPCG). In his work critical points of the surface are
identified as the nodes of a graph, while the connecting ridge or course lines are considered
as its arcs.
Definition 1.2.4 Let P and Q two critical points of f on the surface S. The pair (P,Q) is
in the edge set of the CPCG defined by f on S if and only if there is a ridge or a course line
that emanates from P and reaches Q or emanates from Q and reaches P .
Under the hypothesis the height function is Morse, he demonstrated that a CPCG (i.e. a
surface network) can assume only a finite number of configurations on the surface, which
induce a surface subdivision into zones of constant first derivative behavior, the so-called
slope-districts, in figure 1.10 two examples of slope districts and the corresponding CPCG
configurations are shown. Each slope district belongs to a single hill and to a single dale.
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(a) (b)
Figure 1.10: Two examples of slope districts and the configuration of the critical point graph around them.
In particular, the slope districts are classified into four classes only. Then, the surface networks
can be represented through a limited number of primitives, whose nodes are the critical points
and whose arcs are detected through the steepest ascending directions on the surface.
Finally, an example of surface network is proposed in figure 1.11; while applications of the
surface network framework are proposed in chapter 2, section 2.2.
(a) (b)
Figure 1.11: Contour levels (a) and the surface network of a terrain surface (b). Image taken from
www.soi.city.ac.uk/ jwo/GeoComputation00/.
1.2.4 Size functions
Size functions are based on the critical points of a continuous, real-valued function f defined
on a manifold. From the results of Morse theory described in section 1.1.2, it follows that
there is a strong relationship between size functions and the behavior of the function f .
Example of measuring functions are the height, the Euclidean distance from the center of
mass, the curvature at a point, etc. In particular, the flexibility of the choice of the function
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f makes the size function framework adaptable to different tasks, such as recognition and
classification problems. Size functions consider the evolution of the contour levels of f in
term of their connected components. A formal discussion of the properties of size function
and their definition may be found in [FL99, Fro90], however in the following we summarize
some of the results there contained.
Let M be a manifold and f : M → R a real function, for every y ∈ R, P, Q ∈ M are in
relation ∼=f≤y (i.e. P ∼=f≤y Q) if and only if either P = Q or there is a continuous path
γ : [0, 1] → M such that γ(0) = P , γ(1) = Q and f(γ(t)) ≤ y, ∀t ∈ [0, 1]. Starting from the
notation previously introduced, the size function is defined as follows:
Definition 1.2.5 (Size function) The size function associated to the pair (M,f) is the func-
tion l(M,f) : R× R → N ∪ {∞} defined by:
l(M,f) = {# of equivalence classes in which Mx is divided by ∼=f≤y}.
By definition, the size function l(M,f) is non-decreasing along the x-axis and non-increasing
along the y-axis. The representation scheme obtained through the size function reflects the
invariance properties of the function f . In particular, they may include invariance for similar-
ity, affine or projective transformations. Moreover, with reference to proposition 1.1.15, when
the function f is Morse the number of its critical points is finite. Thus, the size functions
with respect to a Morse measuring function are piecewise constant and the changes of values
of f appear in correspondence of critical points. In fact, if the pair (x, y) is a discontinuity
point for the size function l(M,f) and x < y either x or y or both are critical values for f .
Finally, the size function representation provides a qualitative description of the shape.
In [FL01] size functions are expressed as formal series. More formally, let l be a size function,
then it satisfies the following relation: l(x, y) =
∑
i∈I χi(x, y), x < y where I is a countable
set and each χi is the characteristic function of a triangle. Therefore, the size function may
be expressed as a formal series and each formal distance on formal series may be also used as
a distance between size functions.
In figure 1.12 the representation function of a curve with respect to the distance from the
center of mass is shown. Since the size function is non-decreasing in x and non-increasing in
y, the relevant information is depicted in the triangular region in figure 1.12(b).
The implementation and application of the size functions in Computer Vision has been pro-
posed in [VUFF93] and it will be discussed in section 2.2.
1.2.5 Reeb graphs
In this section we are focusing on the approach proposed by Reeb to code the evolution and
the arrangement of isolevel curves [Ree46, SKK91, FK97]. In the general case, the Reeb graph
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(a) (b)
Figure 1.12: A curve (a) and the size function with respect to the distance from the center of mass (b).
of a manifold M under a mapping function f is defined as a quotient space, which identifies
the levels sets of f . More formally:
Definition 1.2.6 (Reeb graph) Let f : M → R be a real valued function on a compact
manifold M .
The Reeb graph of M with respect to f is the quotient space of M×R defined by the equivalence
relation “∼”, which states that (P, f(P )) ∼ (Q, f(Q)) iff:
1. f(P) = f(Q);
2. P , Q are in the same connected component of f−1(f(P )).
Therefore, the Reeb graph of M collapses into one element all points having the same value
under the real function f and being in the same connected component. In practice, it contracts
at a point each connected component of the level sets. Even if in definition 1.2.6 there are not
hypotheses on the continuity and the differentiability of the function f , requiring the function
f is at least continuous is reasonable for applications and theoretical results are available. In
particular, if the function f is at least C2, Morse theory states that the topological changes
of the level sets occur only in correspondence of critical points. The Reeb quotient space
can be effectively represented as a graph structure: a node is defined for each critical level
of f , which corresponds to the creation, merging, split or deletion of a contour, that is, to
topological changes affecting the number of connected components in the counter-image of
f . Each arc joins two successive critical levels in their own component. If an arc connects
two nodes, n1 and n2, then the topology of isolevels on M between the critical levels n1 and
n2 does not change along the connected component of M joining the corresponding critical
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points, see theorem 1.1.17. Then, the Reeb graph of a surface M codes the shape of M in
terms of the critical points of f , structuring them into a topologically consistent framework.
Due to the theoretical results proposed in section 1.1.1 if the function f is at least continuous,
the number β1(M) of loops of the manifold is an upper bound of the number of loops of the
Reeb graph. In addition, Cole-McLaughin et al. showed in [CMEH+03] that, in case of
an orientable surface without boundary, the equality holds. For surfaces with boundary the
number of loops in the Reeb graph may be greater than the number of holes of the manifold,
while the equality holds for terrain-like surfaces. In fact, terrain surfaces (also known as paper
surfaces) have only one boundary component, which may be flattened; so the Reeb graph can
be always defined by adding a minimum to the set of critical points, which virtually closes
the surface and makes it homeomorphic to a sphere, as shown in [BFS00, TIS+95, WR00].
Moreover, Morse functions are well defined on them and, by considering the existence of a
virtual minimum, also the formula 1.3 is verified, see [Gri76], where this relation is also called
Mountainer’s equation, with reference to its interpretation for terrains. In particular, Reeb
graphs of terrain surfaces can be always represented as trees, where the root is given by this
virtual closure of the surface.
Furthermore, the quotient space defined by the Reeb graph may be also represented as an
oriented graph, defining it as the couple RGf (M) = (Pf (M), Af (M)), where the node set
is defined by Pf (M) = {Pi ∈ M,Pi is a critical point of f(M)} and the arc set Af (M) is
defined according to the topological connection of critical points. The arcs of RGf (M) can be
oriented according to the increasing value of the function f , that is, if a = (n1, n2) is an arc
of the graph, then f(n1) < f(n2). Since the arcs of RGf (M) are oriented, none oriented path
of RGf (M) can start and end at the same node, hence the Reeb graph is a-cyclic. Moreover,
if f is Morse, the nodes have at most degree three, [SKK91, FK97].
In figure 1.13(a) the points drawn on the manifold represent the equivalence classes of a closed
surface with respect to the height function highlighted. In figure 1.13(b) the Reeb’s quotient
space is represented as a traditional graph, where the equivalence classes are grouped into
arcs.
Similarly to the size representation proposed in section 1.2.4, the properties of the Reeb graph
strongly depend on those of the function f and the ”best” choice for the function f depends
on the application context. For a detailed overview on possible choices of the function f and
their application in computer graphics we refer to the following chapter, section 2.2.5.
1.3 Conclusions
We have proposed an overview of the main concepts of topology and geometry that provide
the theoretical background in shape analysis. In particular, we proposed the definition of two
topological invariants (the homotopy and the homology groups) that code shape information
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(a) (b)
Figure 1.13: A manifold, (a), and its Reeb graph representation with respect to the height function, (b).
like the number of holes, etc. Then we focused on the results of Morse theory discussing
on the existence of Morse functions and their properties. Morse theory provide a formidable
tool for decomposing and coding smooth manifolds in a finite number of cells; starting from
these considerations we have restricted our attention to the class of manifolds that are the
most suitable for shape modeling: the surfaces with or without boundary. The second section
of this chapter is mainly devoted to the overview of the definitions and the main properties
of tools that provide an abstract description of the shape and are suitable for automatically
coding a surface shape.
Shape descriptors are used to describe a given shape in a simple and expressive manner. Even
if the original shape might not be entirely reconstructable from the descriptors, the descriptors
for different shapes should be different enough that the shapes can be discriminated. In par-
ticular, the better the descriptor is, the greater the difference in the descriptors of significantly
different shapes and the lesser the difference for similar shapes. In shape modeling several de-
scriptors attempt to quantify shape in ways that agree with human intuition (or task-specific
requirements). Unfortunately there is not an ideal descriptor that satisfies all application
requirements. In this chapter, we have discussed how topology, which refers to properties of
the shape that do not change under bi-continuous transformations, provides, in combination
with geometry, a synthetic description available for shape analysis and understanding.
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Chapter 2
Computational Tools for Shape
Analysis and Synthesis
The need of extracting knowledge from massive volumes of digital data has increased the
demand of tools which are able to structure, filter, retrieve and organize the information
stored in a model. Then, the definition of new frameworks which are capable of finding and
interpreting the main characteristics of a model is fundamental. From this point of view,
traditional models are insufficient because the knowledge they carry is related solely to the
geometry, while the meaning of a shape, or semantics in a broader sense, is left to interpreta-
tion and analysis processes. If we wish to consider shape models in which the representation
capability is broadened to include explicitly the description of the main features of a shape,
then topology-based methods are particularly interesting for their abstraction and classifi-
cation power. The first step in the knowledge acquisition and explicitation process is the
association of a signature to the shape such that the signature is topologically valid and at
the same time quantifies some specific characteristics of the shape. Accepting continuous
shape deformations, computational topology inherits the flexibility of topology in analyzing
objects; therefore, topology-based tools are well suitable for shape comparison purposes. In
particular, due to its abstraction power, computational topology better relates than computa-
tional geometry to the shape interpretation issues. Finally, it formalizes topological questions
for computer applications without forgetting the feasibility of the problem.
A fundamental difficulty in applying theoretical results to scientific problems is the lack of
smoothness in real data. In particular, many degeneracies and non-isolated critical points
may occur in real situations. Methods proposed in the literature either do not consider this
problem or delegate the solution of problematic cases to local adjustments or perturbations,
simulating smoothness on the combinatorial context [Ban70, AE98, Zom01, EHNP03]. This
strategy, however, while theoretically solving the problem can lead to a wrong interpretation
of the shape by introducing artifacts, which do not correspond to any shape feature; moreover,
it suffers from numerical instability. Another approach to shift from the continuous to the
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discrete domain is to define theories ad hoc that perform results qualitatively similar to the
classical ones and are able to treat also degenerate configurations, such as the discrete Morse
theory in [For02b], the discrete curvature estimation in [FS91, MPS+03], the approximation
of the medial axis transform [Ogn94, AK00, MS01, TV03] and the Extended Reeb graph
[BFS00, ABS03] we will detail in chapter 3.
In this chapter we summarize some results of computational topology that have been fruitfully
applied to model analysis and propose an overview on the use of shape descriptors in shape
modeling. A brief summary of applications of topology in computer graphics are outlined
in section 2.1.1, while in section 2.1.2 we introduce the combinatorial concept of simplicial
complex, which is widely used in geometric modeling to represent discrete models, highlighting
the main results obtained for shape analysis. In section 2.1.3 some applications of algebraic
topology in shape modeling are introduced. In section 2.1.4 we discuss some of the possible
solutions adopted to adapt Morse theory and its main results to discrete field. Finally,
several topological descriptions are proposed and discussed in section 2.2, with reference to
their possible application to different contexts.
2.1 Computational Topology
Computational topology is a relatively recent field of research, which involves both math-
ematics and computer science. The term computational topology was firstly introduced in
[VY90, Veg97, DEG99] and followed by [AE98, Har99] to indicate a new research branch of
investigation originated to satisfy the increasing demand of solutions to topological questions
in the computational context. Computational topology deals with solving topological prob-
lems using an algorithmic approach (e.g. computing the homology groups of a given shape) as
well as with solving geometric problems using a topological strategy (e.g. mesh simplification
with guaranteed topological correctness). Application areas include digital image processing,
topology preserving morphing in computer graphics, solid modeling for computer aided design
(CAD), mesh generation and the analysis of experimental data, [Rob00].
Computational topology emphasizes on aspects related to the connectivity, continuity and
genus of an object without forgetting the feasibility or the computational complexity of the
problem. From this point of view, computational topology seems to be a suitable tool for
incorporating abstraction mechanisms in shape modeling. In addition, it is a fundamental
tool both for topological interrogation (e.g. model reconstruction, shape analysis and under-
standing) and for topological control (e.g. shape simplification, metamorphosis of an object).
Finally, computational topology plays a fundamental role for searching objects in databases:
tools for building abstract models which naturally combine geometry and global shape prop-
erties are very useful for defining high-level descriptors ([FS98, BMM+03]) and for similarity
assessment, [VH01, HSKK01].
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2.1.1 Related work
Computational topology techniques have been successfully applied to several application ar-
eas such as image processing, shape and solid modeling, mesh generation, computational
representation of cellular structures and all those fields requiring specific tools for recognizing
and preserving the topological type of an object during the shape transformation process
[DEG99, Har99].
In the image analysis research area there is a lot of works studying the topological relations
among the elements of digital images. This field has many applications including algorith-
mic pattern recognition and play a fundamental role in computer vision and remote sensing.
Images are typically represented by binary data on a fixed regular grid in two or three dimen-
sions, e.g. pixels and voxels. The fundamental concepts in this context are the connectivity
and the adjacency between two pixels, the definition of which depends on the kind of neigh-
boring relation chosen [Ser82]. Then a path in an image is a sequence of pixels so that any
contiguous ones are adjacent. Much work in this area focuses on algorithms for the labeling
of components and other features of digital images [Ser82, KRR92, Vin93]. Basic results
include consistent notion of connectedness [KRR92], algorithms for the Euler characteristics
of digital sets and a digital counterpart of the Jordan curve theorem [LPR91]. However, the
Jordan curve theorem does not hold for binary images; therefore it is not always possible to
distinguish the interior and the exterior part of a cycle. Computational techniques are also
fundamental for shape erosion and skeletonization, where pixels are removed from an image
as long as the global connectivity of the shape does not change, an example of application of
topology to image segmentation context is shown in figure 2.1.
(a) (b) (c)
Figure 2.1: Image segmentation: the original image (a), a topological rough seg-
mentation (b) and the watershed decomposition [Ser82]. Image taken from http://
www.icaen.uiowa.edu/ dip/LECTURE/Segmentation3.html.
Computational topology techniques play an important role in a large number of applica-
tions of shape and solid modeling, such as model metamorphosis, feature extraction, surface
reconstruction, compression and simplification, mesh generation and model representation
[DEG99, Veg97, Har99]. In these fields the data are typically finite sets of points from a finite
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dimensional metric space from which a discrete geometric model is recovered. A fundamental
role of computational topology is to provide methods for reconstructing topologically correct
models, for example considering the convex hull and the adjacency relationship among shape
elements [DEG99], and to check the topological validity of these models, for example using
invariants such as the Euler characteristic [ADF85, Ma¨n88]. Another application issue of
computational topology is shape metamorphosis, for which tools that determine the topol-
ogy of the intermediate models maintaining the connectedness of the intermediate shapes
are fundamental [Har99, Ale02]. Regarding that, methods that relate both implicit surfaces
[Har97a] and triangle meshes [LV98, LDSS99] benefit of topological techniques. For instance,
the method proposed in [LDSS99] obtains a user controlled morphing of two homeomorphic
triangle meshes of arbitrary topology and focus on the problem of establishing a correspon-
dence map between source and target meshes, see figure 2.2.
Figure 2.2: A topology driven metamorphosis of a cup into a torus, as shown in [LDSS99].
Computational topology is also useful for organizing and interpreting the main character-
istics of the shape, and grouping the single geometric entities in morphologically relevant
regions [FS98]. A meaningful representation of surfaces is provided by the geometric skele-
ton of a shape, also known as symmetry set [NP85] or medial axis because given by the
centers of maximal circles and spheres inscribed [Blu67, BL99], see section 2.2.1 for a more
detailed review on this topic. Due to its high-level abstraction properties and its formal defi-
nition, Morse theory furnishes the theoretical background of several computational methods,
such as size functions [VUFF93], slope districts [Nac84], surface networks [Pfa90] and Reeb
graphs [SKK91, HSKK01]. A more detailed description of representation frameworks based
on Morse theory is proposed in section 2.2. In addition, Morse theory has been used in several
fields of computer graphics to guarantee the topological correctness of an implicit polygoniza-
tion [Har97b, Har97a], for auditory display [Axe99], mesh compression [LLT03], semi-regular
remeshing and topological noise removal of models [WDSB00, GW01]. Finally, the Extended
Reeb Graph representation we introduced in [BFS00, BFS02, ABS03, BFS04] mainly relates
an extended definition of critical points and provides a topological description of the surface
of that does not alter the original data, see chapter 3 for more details.
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2.1.2 Basic concepts
Cell complexes, whose definition has been introduced in chapter 1, have a strong impact in
many applications, where they are used as discrete models of physical objects for which a
smooth representation is not available, or it is not suitable to be manipulated directly. A
complete introduction to cell complexes can be found in [Spa66, LW69]. In particular, in this
section we focus on a particular subclass of them: the simplicial complexes.
Definition 2.1.1 (Abstract simplicial complex) An abstract simplicial complex is a set AS,
together with a collection K of subsets of AS called (abstract) simplices such that:
1. ∀ν ∈ AS, {ν} ∈ K;
2. if τ ⊂ σ ∈ AS then τ ∈ K.
The elements {ν} are called vertices of AS . Moreover, a simplex σ is called a k−simplex
of dimension k if |σ| = k + 1, while a complex τ such that τ ⊂ σ is called a face of σ. A
simplicial complex is said to be finite when it is built out of a finite number of simplices. In
particular, in this work, we will consider only finite simplicial complexes.
Definition 2.1.1 does not consider any geometric information. The notion of geometric real-
ization of an abstract simplicial complex, or simply simplicial complex, is introduced for using
such a notion for geometric modeling purposes.
Before introducing the notion of simplicial complex, other concepts are introduced. Given a
set of k + 1 points T = {p0, . . . , pk} ⊂ Rn an affine combination of the points of T is a point
x =
∑k
i=0 λipi such that ∀i, λi ∈ R and
∑k
i=0 λi = 1. If ∀i also the relation λi ≥ 0, is verified
the affine combination is called a convex combination. The set of all convex combinations is
called the convex hull of T . Moreover, a set T is affinely independent if there do not exist
any point p ∈ T such that p is an affine combination of other points in T .
A k−dimensional simplex in Rn, 0 ≤ k ≤ n, is the locus of points of Rn that can be expressed
as convex combination of k + 1 affinely independent points. Then a face τ of a simplex
σ is the simplex generated by a subset U ⊂ T . In particular, a k−dimensional simplex is
completely characterized by the set of points that generate it, that is the vertices of the
simplex. For example 0−, 1−, 2− and 3−dimensional simplices are points, segments, triangle
and tetrahedra, respectively. Every proper proper subset of a simplex σ defines another,
lower-dimensional simplex τ , contained in the boundary of σ. For example, any two vertices
of a triangle generate one of its edges.
Definition 2.1.2 (Simplicial complex) A simplicial complex S is a finite collection of sim-
plices that satisfy the following properties:
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1. if σ ∈ S and τ is a face of σ, then τ ∈ S;
2. if σ, σ′ ∈ S then σ ∩ σ′ is empty or a face of both.
Let S be a simplicial complex. Then, the star Stσ of a simplex σ consists of all simplices that
contain σ as a face, including σ itself. Then, the link Lkσ of a simplex σ consists of all faces
of simplices in the star Stσ that are disjoint from σ, that is:
Stσ = {τ ∈ S | σ ⊆ τ};
Lkσ = {ν ∈ S | ν ⊆ τ ∈ Stσ, ν ∩ σ = ∅}.
In figure 2.3 we highlight the star and the link of the simplex σ, in this case a vertex.
(a) (b)
Figure 2.3: The star (a) and the link (b) of the vertex γ.
A simplicial complex is characterized by its geometry, describing the spatial location and
extent of its cells, and by its combinatorial properties, which describe how cells are connected
together. Combinatorial properties abstract the mutual spatial relations between the cells,
disregarding the actual geometry shape and location in shape. The combinatorial properties
of a simplicial complex are described by topological relations, which are divided in adjacency
relations, that are defined between cells of the same dimension that share a face, and incidence
relations that relate cells of different dimensions. For instance, the combinatorial structure
of a two-dimensional simplicial complex describes the way in which neighboring regions share
their common edges and vertices.
The dimension of a simplicial complex is the maximum of the dimensions of all simplices.
Since a closed k−simplex is also a k−dimensional cell, a k−dimensional simplicial complex is
a cell complex, where all cells having maximal dimension are simplices and the non-maximal
simplices are generated by subsets of vertices of the maximal simplices. In particular, a
k−dimensional simplicial complex is called regular if it is completely realized by its k−simplex.
Due to their capability of separating topological aspects from geometric ones, simplicial com-
plexes are largely used in geometric modeling to represent manifolds. Popular representations
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are the so-called triangulations. More formally, denoting |S| the underlying space of a sim-
plicial complex S (|S| = ⋃σ∈S σ), |S| is a topological space. A triangulation of a topological
space M is a case of dimensional simplicial complex S such that |S| = M . Improperly,
the term triangulation is also used to denote the geometric realization of a bi-dimensional
simplicial complex (also known as triangle mesh), while tetrahedralizations are a subclass
of three-dimensional simplicial complexes. Due to the flexibility and the properties of such
representations, triangle meshes are almost a standard de-facto in geometric modeling; even
if other representations could be computationally more efficient.
Since a finite simplicial complex is a CW complex, it has a CW decomposition in which
the cells are precisely the closed simplices. Therefore, for simplices there is not difficulty
to apply the results of singular homology and the notion of homology groups. In particular
boundaries and cycles are introduced by considering the chain complex generated by the free
abelian group whose generators are all continuous maps from n-dimensional simplices into X.
Then, the boundary homomorphism ∂ arise from the boundary maps of simplices, as shown
in section 1.1.1.
2.1.3 Algebraic topology in the discrete context
The problem of computing loop generators of the fundamental group and the first homology
group of a surface has been widely considered [LPVV01, EHP02, GGH02], see figure 2.4.
While a solution of such a problem is easily obtainable by iteratively removing simplices
from a triangle mesh without modifying the global Euler characteristics [GGH02], it has been
demonstrated that the problem of finding the best surface cuts is computationally exponential
(more formally, it is a NP −hard problem, [EHP02]). Related issues are to decide if a closed
path γ on the simplicial complex S is contractible or if two given paths γ1 and γ2 are homotopic
[DS95].
Existing work on extracting topological information from finite set of points includes a num-
ber of approaches of computational homology. The first step in computing homology from
point-sets is to build a triangulation or other regular cell complex that reflects the topology
of data. Then, it is possible to compute representations of the homology groups from the
complex. In particular, algorithms have been developed for computing the rank of these
groups (i.e. the Betti numbers), [DG98, DE95] at multiple resolutions. In [DE95] a combina-
torial algorithm computing the Betti numbers of a three-dimensional object represented by
a simplicial complex in linear time has been proposed. Afterwards, this algorithm has been
extended to determine a representation of generators of a complex in R3 [DG98]. These ap-
proaches use tools from topology to derive algorithms for compact triangulated 3-manifolds;
however, in both these methods, geometric insights, such as the Delaunay triangulation and
Voronoi diagrams, improve the efficiency of the algorithms. Recently, a generalization of the
persistence algorithm for computing the homology groups of a simplicial complex with respect
to arbitrary fields is proposed in [ZC04]. In this case, the authors admit that coefficient of
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(a) (b) (c)
Figure 2.4: Automatic recognition of cycles of a bitorus. Images taken from http://sic.sp2mi. univ-
poitiers.fr/lazarus.
the chain complex, see section 1.1.1, are not only in Z2 as in the previous results but may
belong also to Zp, where p is a prime integer, and Q.
2.1.4 Morse theory in the discrete context
Several attempts have been done to adapt the Morse theory to the discrete context. The most
intuitive idea has been to restrict functions that are mathematically well known to the points
of a discrete model, such as the height function [Nac84, SKK91] and the distance functions
[FK97]. In particular, the approaches proposed in [SKK91, FK97] use Morse theory as the
starting point for coding surfaces and complementing the models with additional geometric
information. Therefore, Morse theory is often used for providing the basic coding format and
pointing out the main topological properties. Beside the tentative of choosing a suitable class
of continuous functions defined in the combinatorial space to play the role of Morse functions,
the most interesting one directly assigns a single value to each simplex and associates a
discrete methodology of work.
The notion of critical points is fundamental in Morse theory: a generalization of this concept
for functions defined on k-dimensional complexes was introduced by Banchoff [Ban67]. De-
noting S a k-dimensional simplicial complex in Rn and f : Rn → R a function, f is called
general for S if f(v) = f(w) whenever v and w are the vertices of a bi-dimensional simplex
of S. Then, for each simplex σ ∈ S a value Aσ is defined as follows:
Aσ(v) =
{
1 if v ∈ σ and f(v) ≥ f(w) ∀w ∈ σ
0 otherwise
Let σ be a r-dimensional simplex of S and f a general function of S, the index of the vertex
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v with respect to f is given by:
i(v) =
k∑
r=0
(−1)r
∑
σ∈S,dim(σ)=r
Aσ(v).
If the function f is general on a triangulated manifold, then it is a Morse function and the
indices of the critical points correspond to i(v). On the contrary, if v is a critical point for
f having index λ the relation i(v) = (−1)j is verified. For regular points both the index λ
and i(v) are 0. Note that m-fold saddles, such as “monkey” saddles, may occur even if f is
general for S. The same could not happen for smooth manifolds. Examples of critical points
for a triangular mesh are proposed in figure 2.5.
(a) (b) (c)
Figure 2.5: A maximum (a), a 2-fold saddle (b) and a 3-fold (monkey) saddle.
In addition, Banchoff demonstrated the following result:
Theorem 2.1.3 (Critical point theorem, [Ban67]) Let f be a general function defined over
a simplicial complex S, then ∑
v∈V ert(S)
i(v) = χ(S),
where V ert(S) represents the set of vertices of S, (a vertex corresponds to a 0-simplex).
Theorem 2.1.3 is the discrete counterpart of theorem 1.1.20 and it holds also for m-saddles
[Axe98]. In addition, a similar result links the indices of the simplicial complex to the total
curvature of the manifold, representing a discrete counterpart of the Gauss-Bonnet theorem.
A basic assumption of the approach previously described and its derived applications [BS98a,
EHZ03, Axe99, CSA03, EHNP03, TIS+95, vKvOB+97] concerns the behavior of the scalar
field at the vertices of a triangle mesh, since adjacent vertices, i.e. vertices joined by an edge,
are required to have different field values. This hypothesis is needed to avoid the typical
problem represented by degenerate critical points, that is, non-isolated critical points such as
plateaus and flat areas of the surface.
For example, in [Axe99] a wave traversal function has been proposed as a Morse-like function
for auditory display, that is an application of simplicial complexes to the visual display of
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audio traces. In practice the wave traversal associates to each vertex of a triangle mesh the
topological length of the minimal path from that point and a source point. In particular, at
the starting point the value of the wave traversal is zero. Then, the value of all vertices that
share an edge with the source vertex becomes one. In figure 2.6 an example of wave traversal
is shown. Each successive wave is a sub-complex and a subset of the link of the previous
one. In particular, wave traversal functions are related to the Euler characteristics of the
complex and in the case the complex is homeomorphic to a manifold, they are equivalent to
Morse ones. In fact, they may be extended to continuous field by doing a linear interpolation
on the barycentric subdivision of the complex. The wave traversal may be also defined as a
distance function. More formally, denoting d(u, v) the distance between two vertices u and v
of a simplicial complex S given by the minimum number i of edges in any path from u to v
and d(u, σ) the distance between a vertex u and a simplex σ ∈ S having dimension greater
than 0, d(u, σ) is defined as the minimum d(u, v) over all vertices v ∈ σ. Then, the set of
simplices σ ∈ S having distance i from the seed point is given by:
D(i) =
{
d(u, v) = i, ∀v ∈ σ
σ is a face of a simplex τ such that d(u, τ) = i− 1.
Figure 2.6: The wave traversal function W proposed in [Axe99] for a bi-dimensional torus.
The wave propagation process continues until all vertices of the mesh have been selected.
Examining the values that the wave traversal assumes on the mesh vertices and adopting
the classification proposed in [Ban70] some critical points may be detected. Similarly to the
height distance, the wave traversal begins at a source point of index 0 and ends in at least
a maximum, while splits or unions of the function occur in correspondence of the critical
points whose index is 1. Since the approach in [Ban70] requires that the mapping function
is general, the wave traversal distance may be transformed into a general one by considering
a barycentric subdivision of all of the triangles and performing a small perturbation of the
function values. The result, however, depends on the starting point of the wave traversal
and the front propagation depends on the density and the distribution of the points on the
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polyhedron. Using Euclidean distances instead of topological ones, the same wave function has
been proposed in [LV99] for constructing the so-called Level Set Diagrams from triangulated
polyhedra. Since such representations explore the surface topology coding the contour levels
of the function in one dimensional axis structures,they may be regarded as a Reeb graph.
Starting from a similar wavefront propagation strategy, Wood et al. in [WDSB00] describe a
method for extracting iso-surfaces from distance volumes, which were used for semi-regular
remesh.
In [For98], a discrete Morse Theory is developed proposed to investigate the existence of a CW
decomposition of simplicial complex S having many fewer cells than the original simplicial
decomposition. Extensions of this work are proposed in [Cha00, For02b]. The main idea
behind the approach is to assign higher numbers to higher dimensional simplices of S, with
at most one exception, locally, at each simplex.
Definition 2.1.4 (Discrete Morse function) A function f : S → R is a discrete Morse func-
tion if for every k-dimensional simplex α(k) ∈ S the following conditions hold:
1. #{β(k+1) ⊃ α | f(β) ≤ f(α)} ≤ 1,
2. #{γ(k−1) ⊂ α | f(γ) ≥ f(α)} ≤ 1,
where β(k+1) and γ(k−1) are, respectively, a (k + 1) and (k − 1) dimensional simplex of S.
In figure 2.7 two examples of possible functions defined on the same complex are shown.
Here functions are indicated by writing next to each simplex the value of the function on
that simplex. In particular, the function 2.7(a) is not a discrete Morse function as the edge
f−1(0) violates the second rule in definition 2.1.4, since it has 2 lower dimensional neighbors
on which f assumes higher values; in addition the vertex f−1(5) violates the first rule, since
it has 2 higher dimensional neighbors on which f takes on lower values. On the contrary the
function in 2.7(a) is a discrete Morse function. In particular we can observe that a discrete
Morse function is not necessarily a continuous function on the simplex and is an assignment
of a single number to each simplex. This highlights that notion of discrete Morse function
strongly differs from that proposed by Banchoff [Ban70].
The main concept in Morse Theory is the notion of critical point. As discussed in chapter 1,
section 1.1, critical points are related to the notion of differential of a “sufficiently smooth”
function; however, a definition of critical point may be adopted also for this kind of non-
continuous function, as shown in [For98]. In fact, a k-dimensional simplex has been called
critical if the following relations are satisfied:
1. #{β(k+1) ⊃ α | f(β) ≤ f(α)} = 0,
2. #{γ(k−1) ⊂ α | f(γ) ≥ f(α)} = 0.
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For example, with reference to figure 2.7(b), the vertex f−1(0) and the edge f−1(5) are critical,
and there are not other critical simplices.
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(a) (b)
Figure 2.7: The function in (a) is not a discrete Morse function, while that in (b) is.
A discrete Morse function gives a way to build the simplicial complex by attaching the sim-
plices in the order prescribed by the function f , i.e. adding first the simplices which are
assigned the smallest values. Therefore, for any simplicial complex S with a discrete Morse
function f , and any real number c the level sub-complex S(c) is defined by:
S(c) = ∪f(α)≤c ∪β≤α β.
That is, S(c) is the sub-complex consisting of all simplices α of S such that f(α) ≤ c along
with all of their faces.
Such a discrete function still verifies the inequalities 1.1.20, 1.1.22 and it confirms the correct-
ness of the persistence algorithm for simplicial complexes proposed in [EHZ03]. In particular,
the combinatorial aspect of the discrete Morse function allows computation completely inde-
pendent of any geometric realization; therefore, an algorithm does not require any coordinate
or floating-point calculation. In [LLT03] the analysis of the optimality of the discrete Morse
function is proposed, where the term optimal means that the function has the minimum pos-
sible number of critical cells in each dimension. An algorithm, which reaches the optimality
of the function in linear time is provided for 2−manifold cell complexes, while in the gen-
eral case the problem is shown to be NP−hard. However, the choice of the function is not
canonical and there is not any natural way of associating such a function to the simplex. In
addition, being this function directly associated to the simplices it is neither extendable to
the continuous context nor correlated to the shape features.
2.2 Shape Descriptors: applications and methods
This section investigates the use of shape structures, such as medial axis, skeletons, size
functions, surface networks, component trees, centerlines and Reeb graphs in applications
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related to shape characterization and understanding. Most of these shape descriptors capture
the relevant features of the shape and the relations between them, and code and preserve the
topological properties of the object, as the number of connected components and holes. In
this way, the information used to describe the shape of the object is strongly reduced with
respect to the whole model, [FS98].
In particular, in our overview we will focus on the properties of structural descriptions, high-
lighting, for each descriptor, the most important ones. Shape descriptors should satisfy the fol-
lowing properties. They should provide a concise structure, which describes, at least roughly,
the shape of a surface. In addition they should expressly recognize the salient features of the
shape, be available for multi-resolution analysis and be computationally affordable, [CF01].
In order to be suitable for shape decomposition and/or similarity, a descriptor should satisfy
the invariance from rotations, translations and scaling operations. In fact, the comparison
and the extraction process of shape descriptors have to be independent of the coordinate
system and pose of an articulated object.
Moreover, the description should be locally insensitive to modifications of the shape occurring
far from the current focus. In addition, it should be robust, in the sense that small perturba-
tions of the shape should produce only small perturbations of the descriptor and stable, that
is local changes in the shape must reflect in a local deformation of the descriptor. This means
that localized and irrelevant changes with respect to the main features of the shape should
not affect the descriptors.
Shape descriptors may be classified as numerical and structural ones. The firsts associate a
set of numerical values to the object which measures and characterizes its shape (e.g. shape
distribution, spherical harmonics, size functions, curvature). The second ones associate a
geometric structure, simpler than the original shape, which resembles it and codes its main
features. In this latter case, there has to be a correspondence between point on the descriptor
and those on the object; the invertibility of the description, that is if the object may be
reconstructed from the model representation, and the topological and geometric equivalence;
for example it should be topologically equivalent to the original object. The latter property
includes the continuity of the descriptor: that is the description should be a connected graph
without stand alone parts. Finally, it should be desirable that a shape representation gives a
dimensional reduction of the object, in particular, it should be a linear structure.
In this context shape distributions [OFCD01], which evaluate the distribution on the surface of
a shape function that measures the geometric properties of the model, and spherical harmonics
[VSR01, FMK+03] are expressive tools. The latter descriptor, in particular, is invariant to
object rotations as it decomposes the model into a collection of functions defined on concentric
spheres with respect the center of mass. The original shape cannot be recovered from these
shape descriptors but comparisons may be efficiently accomplished using traditional distances
between functions. Furthermore, these descriptors do not identify the correspondence between
the most similar object sub-parts preventing any reasoning based on the shape structure; thus,
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there is not correspondence between the descriptor and the shape of the object sub-parts.
These considerations suggested us to mainly consider shape descriptors that decompose the
shape into salient portions and recognize the most significant points of the shape.
For instance, as far as terrain surfaces are concerned, it is also important that a description
captures important topographic elements, such as peaks, pits and passes, which have a rel-
evant semantic content and, at the same time, are formally well-defined. In this context,
surface networks or Reeb graphs, for example, provide highly abstract shape descriptions,
with several applications to the understanding, simplification and minimal rendering of large
data sets.
As briefly discussed in chapter 1, section 1.2, medial structures such as the medial axis and
the shock graph, better relate to the geometric properties of the shape, completely code the
surface shape and are independent of the shape position. Unfortunately they are not stable for
small shape perturbations and their representation may include also surface-like elements. On
the contrary, methods based on topology provide a very concise and abstract shape description
that has to be enriched with addition geometric information. Since it is rather difficult to
define shape descriptors that fulfill all requirements above proposed and some of them are a
bit contrasting (for example, linearity of the representation and resemblance to the shape),
the best solution does not exist but it depends on the application issues.
2.2.1 Skeletal structures
The word “skeleton” recalls a support structure (i.e. the skeleton of a ship), or the scheme
of something (the skeleton of an opera). Translating the concept in the digital context is
not straightforward: in fact no general definition of skeleton exists in the computer graphics
literature. In particular, this concept is naturally related with the geometric properties and
the application context of the shape. Traditionally, skeletal structures are represented by
graphs whose nodes represent the shape features and arcs the connection among them. A
first example of skeleton is the Medial Axis and was introduced in [Blu67] and also many
different skeletal structure have been proposed, with their own definition. As discussed in
section 1.2.1, this structure is centered in the shape and summarizes its general form: branches
are associated to object protrusions and loops correspond to its holes. Therefore, the medial
axis, possibly pruned to eliminate artifacts introduced by noise [AM97], is frequently chosen
as the skeletal structure, and has been proposed for volumetric restoring purposes [BTG95].
In that case, skeletons may consist of a set of geometric primitives such as points, curves,
polygons, etc.
Since in the geometric modeling context there is not a general definition of the notion of skele-
ton, its definition and representation depends on the choice of the application context. For
example, skeletal structures provide an approximation of the input object useful for recovering
a sketch of the original surface whose quality depends on the stored information and on the
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underlying recovering algorithm (i.e. implicit surfaces based on convolution [BL99, BBB+97]
or radial basis functions [TO02], direct methods [AC02]). In [AC02] skeletal graphs are used
for defining an approximation of the input surface geometry by using basic primitives, i.e.
generalized cylinders, each one related to building elements of the skeleton such as triangles,
edges or vertices with the local information stored during the graph construction.
In implicit modeling, skeletons, considered as a collection of elements with associated im-
plicit primitives, provide a compact representation that is useful in defining both motion
and deformation. Typical skeletons are hierarchical and are usually represented as a direct,
a-cyclic graph. Skeleton-like structures are also essential for implicit model animation; in
fact, during animation, its attributes may change, varying, for instance, radius, blending and
other surface details. Moreover, depending on the kind of the manipulation task (animation,
metamorphosis, growth, etc.), skeletal elements may rotate, stretch, appear or disappear.
However, the skeletal elements of the intermediate shapes obtained during the animation evo-
lution remain simply to define, articulate and display and the skeletal hierarchy (that is the
internal relationships between arcs and nodes) generally does not change [BBB+97].
Many attempts have been done to implement the Blum’s idea in the discrete case; in this case
we will distinguish between implementations which faithfully try to implement the medial axis
transform, shock graphs and skeletal curves.
Medial Axis: Several algorithms have been defined to compute the MAT from the Voronoi
diagram of a polygon in O(nlog(n)) operations [PS85], where n is the number of edges in the
polygon [SPB96, WBR86]. Since the medial axis of a 3D shape may be arbitrarily complex
and contains not only lines but also surface elements, the non-uniformity of data has to be
taken into account [GK00] to be able to store the medial representation in a graph structure.
The medial surface of a polyhedron is individuated by the bisectors of its boundary elements
(vertices, edges, and faces), where such bisectors are planes and quadric surfaces, [CKM99].
The medial surface elements are called sheets, seams and junctions; where a sheet is the
bisector of two boundary elements, a seam is an algebraic curve embedded in the space defined
by the intersection of two or more sheets and a junction is a point given by the intersection of
three or more sheets. In the worst case the complexity of the medial axis representation may be
O(n3), where n is the total number of the boundary elements [CKM99]. Several algorithms
have been developed for its automatic extraction from a polyhedral surface; for example,
the method proposed in [CKM99] detects the medial surface using the exact arithmetic in
(O(n2log(n))) operations in the average case, while in the worst case it could become expensive
O(n4). On the contrary, the technique presented in [SPB96] computes a numerical solution of
the medial axis using a linear approximation of the seam curves in (O(n2log(n))) operations.
Moreover, the medial axis may be analytically computed through the symbolic structure of the
Voronoi diagram and some or all geometric elements simultaneously, by solving systems either
of tri-variate non-linear equations [ER99] or quadratic equations that defines the Voronoi
vertices [RS97].
56 Chapter 2 — Computational Tools for Shape Analysis and Synthesis
Other approaches directly extract the medial axis using analytical methods, such as those
based on convolution surfaces [She99, Blo02]. Convolution methods involve some effort to
implement, but the computation itself is not unduly demanding. Once the vertex weights are
computed, convolution is not more used during the application. Finally, in [AK00] it has been
proposed a structure that represent an object as a union of spheres and was demonstrated
that such an approximation of the surface converges to the medial surface transform of the
shape as the number of spheres of the representation increases. This method is available also
for closed surfaces and object and the shape descriptor produced is not curvilinear but made
of surface patches as well, see figure 2.8.
(a) (b) (c)
Figure 2.8: A set of input points from the surface of an object (a), the watertight out-
put mesh (b), and a simplified version of the approximate medial axis (c). Image taken from
http://www.cs.utexas.edu/users/amenta/powercrust/
The medial axis framework has been widely used in several application tasks including mesh
generation [SERB99], shape representation and description [SAR96], animation [GHK99], im-
age processing [Ogn94, PGJA03], surface reconstruction [AK00] and solid modeling [STG+97].
In particular, the utility of the medial structure has been demonstrate for addressing issues
such as: the generation of hierarchical representations that remove local features without
loosing the global shape appearance; the generation of regular meshes suitable for the finite
element analysis; the object metamorphosis generating a sequence of shapes that transform
a shape into another and the generation of a shape from a number of constraints [STG+97].
As stated in section 1.2.1, the medial axis also depends on the level of detail of the approx-
imating structure. This fact raises the problem of graph pruning and makes the medial axis
hard to be used in shape matching and recognition contexts. In [OK95] measures, which
depends on the size and the relevance of the medial axis points, are introduced. These mea-
surements are automatically computed and used to decompose the medial axis structure in
a hierarchical representation that may be the starting point for an automatic pruning of the
MA. Since the medial axis is rather unstable with respect to boundary noise on the object,
simplification algorithms are necessary to remove the parts of the skeleton that correspond
to portions of the shape without perceptual relevance. In [AM97] an efficient method for
pruning the medial axis of 2D and 3D triangulations has been provided. In particular, such
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a method shorts the peripheral branches of the skeleton by removing all simplices that are
not relevant without modifying the homotopy class of the shape. The relevance of a branch
is evaluated according to the angle between two simplices. Then, a value is associates to each
vertex of the skeleton: at the beginning its value corresponds to the sum of the areas of the
boundary simplices that are incident in this vertex; then, when a vertex is removed during
the simplification process, the value of all its neighbor is updated. The value of each vertex,
divided by the measure of the radius of the Delaunay disk centered in that, determines if
such a vertex can be removed. Such a method is specialized for simplifying the noise of the
medial axis and its efficacy depends on the choice of the angle threshold. Analogously, the
approach proposed in [TH02] develops a method for removing the spurious branches of the
medial axis associated with noise, without sacrificing small but important details. Moreover,
an automatic feature reconstruction method is applied after a simple threshold-based pruning
process; later, this approach has been successfully extended to three-dimensional objects in
[TH03].
Shock graphs: Several recognition approaches have been based on comparing shock graphs
of 2D shapes, [KTZ95]. For example, in [SSDZ98] the shock graph was used as signature of
the shape of 2D objects to compare their topological structure. In order to perform the
graph matching, the shock graphs are transformed in rooted tree and then compared using a
subgraph isomorphism. By the observation that the subgraph isomorphism induces a maximal
clique on an association graph of the tree, another method for matching shock graph has been
proposed in [PSZ99]. There the geometric similarity between the nodes of the shock tree is
defined as the difference of the shock attributes discussed in section 1.2.1. Furthermore, the
shock graph framework defines a method of curve alignment [SKK03, GK03] that has been
effectively used for shape compression and reconstruction [SKK04]. For example, figure 2.9
shows the deformation framework proposed in [SKK03] where a shape is transformed into
another. Shapes whose shock graphs are topologically equivalent are grouped in the same
equivalence class. Then, deformations of the shape are considered, naming shock transitions
the configurations for which the topology of the corresponding shock graph changes. To
obtain a measure between two shapes a set of one-parameter families of deformations from
a shapes to the other has been defined and two sequence of graph deformations are called
equivalent if they are obtained through the same sequence of shock transitions.
A tentative of approaching the 3D shape matching has been provided in [CK01], where the
shock graph structure is associated to the aspect graph, a structure which, in this case, stores
in a graph a discrete sampling of all possible view directions of an object. There, nodes of the
aspect graph correspond to shock graphs instead of object views and the main problem is to
detect where the changes in the shock graph occur. To make this approach computationally
affordable the shape matching of two objects is performed with a number of view directions.
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(a) (b) (c)
Figure 2.9: The shock graph (a) is used to transform the shape (b) into (c).
Skeletal curves: Medial-like structures are also extremely interesting in image processing
as well as in Computer Graphics, for their applications to compression and understanding.
However, in the digital geometry context (also called digital geometry) more approximations
and more problems are involved. In fact, both the object and its medial axis are approximated
with a discrete grid of points instead of vertices, edges and triangles. Whereas the mathe-
matical definition of the medial axis in the continuous context is unique for any given 2D and
3D object, approximation methods vary for reconstructing that in the discrete context.
While in the continuum the MA has the same homotopy class as the object, the topolog-
ical structure of a skeleton may radically change from the discrete shape. Nevertheless, as
discussed in [Wad97], the connectivity of the skeleton structure should be similar to that of
the original model. In addition, it should be centered with respect to the surface boundary
and the set of points generated by the inverse distance transform should restore the original
model. Moreover, it should be independent of object rotations and robust to the noise (that
is, the presence/absence of individual pixels or voxels near to the object boundary should not
alter the shape representation). Finally, in applications that require curvilinear structures,
the medial representation should be as thin as possible, such that it may be coded in a graph.
Main drawback of these structures is that the object topology might be not preserved in
the skeleton and the graph could have an arbitrary number of cycles, which is independent
of the shape topology. During the removal process from the discretized object of pixels or
voxels, the main focus is on the preservation of topology such that pathways and surfaces
of the skeleton have a centralized location in the shape. Nevertheless, the need of having a
curve-like description of the shape conflicts with the goal of having an exact reconstruction
of the object and does not guarantee the centering in the shape of the descriptor.
Many methods have been proposed also for the extraction of medial-like skeletons from images
[Ros98]. Depending on the complexity of the skeleton extraction, many approaches focus on
2D images and employ techniques such as boundary erosion [LLS92], also known as grassfire
expansion process [AA96, TV03], distance transform [Bor96] and topological thinning [Ros98],
which correspond to a rough approximation of the medial axis, and λ-skeletons [Dok96].
The straight skeleton, firstly introduced by [AA96] defines a wavefront propagation process,
during which edges of the polygon move inward at a fixed rate. The counterparts of the
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medial axis branching points, called nodes, are induced by combinatorial changes of the
wavefront (events). The straight skeleton is quite similar to the medial axis; in fact, the
two are equivalent for convex polygons. However, as its name suggests, the straight skeleton
consists of straight line segments only, while the medial axis also contains parabolic arcs.
Performing in linear time, the straight skeleton has also a smaller combinatorial complexity;
on the other hand, unlike the medial axis, the straight skeleton is not a Voronoi diagram in
any sense. Tanase and Veltkamp [TV03] have lately proposed a slight modification of the
straight skeleton, and a related decomposition of polygons.
To simplify and recover the main features of gray-scale images representing terrain data,
Arcelli and Serino [AS00] introduced an interesting example of thinning deriving from the
extension of a binary thinning algorithm based on cross-section topology; in their work,
feature points, i.e. peaks, ridges and end-points, are preserved (as a network on the surface)
during a repetitive lowering of the intensity level of the non-ridge points.
Several attempts have been proposed to efficiently detect a medial curve-based structure of
an object [Pal00], or define skeleton building rules [Jon00]. For example, thinning refers to
the process of removing pixels or voxels from a discretized object in an attempt to whittle the
object down in topological fashion to a more simple representation consisting of connected,
unit-wide pathways of pixels or voxels. Topologically oriented thinning consists of repetitive
testing and subsequently deletion of pixel or voxels whenever their removal does not alter the
topology of the thinned shape. The main focus of thinning is the preservation of topology,
with the primary purpose being to aid in the identification of basic structure.
These curvilinear representations have been successfully applied to medical applications such
as virtual colonscopy, visualization of blood vessels, computer-driven angiography, in order
to visualize networks of blood vessels or branching patterns of air passageways in the lungs,
however the vast majority of approaches deal with the problem in two dimensions. The
method presented by Yhou and Toga in [ZT99] proposes a distance transform based on
boundary voxels propagation. Their approach merges a typical digital representation with a
scalar approach; in fact, they first detect pseudo-contours on the boundary, as in [ZT00], and
calculate their pseudo-centers. Then, the skeleton is built by connecting the pseudo-centers
previously obtained. A similar technique has been proposed in [VL00], where a source point
is chosen for propagating contours on the shape, however this method performs as well as the
shape is tubular and the sections are circular. Even if the majority of these methods have
difficulty in preserving the connectivity of skeletons and may accumulate errors during the
iterations, a skeletal graph representation may be obtained through the approach proposed in
[SSGD03]. There, the authors adopted a thinning approach based on the constrained distance
transform proposed in [GS99] to obtain a curvilinear structure suitable for shape matching. A
similar erosion-driven thinning of the object shape is proposed in [RGS04] where the skeletal
structure is associated to a set of solid primitives such as cones, cylinders and spheres and
used to design virtual woodworks.
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(a) (b) (c)
Figure 2.10: Three objects and the corresponding curve skeletons, (these images are available at
http://www.caip.rutgers.edu/vizlab.html).
Finally, examples of skeletal curves obtained with the method proposed in [GS99] for voxelized
objects are shown in figure 2.10. Solutions for different grid types such as the rectangular,
the triangular and the hexagonal grid have been proposed; a complete overview of thinning
methods may found in [Ros98]. Topological thinning guarantees connected skeletons; on the
other hand, the thinned output may contain surface elements since there exists arrangements
of pixels/voxels which cannot be further eroded. The alternative approach is based on distance
map computation.
Like thinning methods, distance maps are especially suitable for image processing and pattern
recognition, and in general for the analysis of discrete objects represented by grids of pixels
or voxels. The input to the distance map computation is indeed a grid of discrete points,
with each point labeled as being either a feature point or a background point. In this context,
feature points correspond to boundary points, and background points to interior ones. The
output is the distance map, i.e. a corresponding grid where each interior point is marked
with its relative distance to the nearest boundary point, as shown in figure 2.11 where the
Euclidean distance map of a discretized letter a and the corresponding medial skeleton are
depicted. Note that relative distance may or may be not the Euclidean distance between the
points. Some faster and more easily implemented approximations use non Euclidean metrics
such as Manhattan distance, chessboard distance, and so on.
The skeletal approach of voxelized objects proposed in [dBS00] is based on a constrained dis-
tance transform and generally extracts a non-connected simplified skeleton. Having obtained
such a skeleton, branch points are detected in order to guarantee the connection of the final
representation and non-significant edges are simplified by pruning. The resulting skeleton is
similar to the theoretical medial axis of the object, it is independent of rotation and it keeps
the symmetries of the original shape. Analogously, the method proposed in [Wad97] the
distance map is computed of the squared Euclidean distances of voxels from the boundary;
in addition, an exposure calculation is utilized to help determine whether a voxel belongs to
the skeleton or not, which denote the amount by which a sphere for one voxel is exposed in
relationship to one or more spheres for adjacent voxels. The choice of an exposure threshold
is not sufficient to guarantee the skeleton to be connected: some voxels must be added to act
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(a) (b)
Figure 2.11: The Euclidean 2D distance map of the internal area of a discrete letter a (a) and the corre-
sponding discrete medial axis (b). Image extracted from [Wad97].
as bridge points and to connect the skeleton, even if their exposure is below the threshold.
Different skeletons are obtained depending on the chosen threshold. Finally, a path tree is
generated that effectively simplifies the skeleton to a tree structure of 1D pathway, which
may be further smoothed and transformed in a graph structure, see figure 2.12.
2.2.2 Topological graphs for Image Understanding
In the field of image processing, structural graphs have been mainly used for optimizing the
coding and the manipulation of images and their meaningful components. There are, however,
many similarities with the use of topological graphs for the analysis of surface models, and it
is interesting to point them out.
First of all, gray-scale images may be represented as functions having R2 as support, and a
chain of integers may be associated to grey levels. In practice, an elevation can be associated
to each gray-level value, as shown in figure 2.13. While the topology of image surfaces is
obviously simple, the configuration of critical points, e.g. maximum and minimum gray-
levels, provides an interesting support for many filtering operations. Critical points, however,
are not the only image components used to define structural graphs, and other solutions have
been proposed with slightly different meanings.
An interesting structure is the component tree, also known as confinement tree or dendrone,
[Jon99, CB97, MD00]. Following the definition in [Jon99], given an image F , its components
are defined considering the connected components of the threshold decomposition of F , that
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(a) (b)
Figure 2.12: A voxelized horse model and skeletons at increasing threshold values (a), the final tree-like
skeleton (b). Image extracted from [Wad97].
(a) (b)
Figure 2.13: A gray-level image (a) and its 3D representation (b).
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is, considering the connected components of the threshold set
χt(f) = {x ∈ F |f(x) ≥ t}.
Each threshold set is filtered using a suitable criterion so that only relevant components are
taken into account. These connected components define the set of nodes of the component
tree, N = {Ct,n|Ct,n is the n-th component in χt(f), t gray-level of F}.
Moreover, so-called attribute openings can be associated to each node. Attribute openings
store information about both geometric properties, such as area and perimeter, and topolog-
ical properties, for example if the component has to be preserved or removed in the filtering
process. Then, the adjacency between components, i.e. the arc set, is defined consider-
ing the containment relationships which derives from the definition of threshold sets. Since
χt+1(f) ⊂ χt(f) it follows that for every Ct+1,n there exists some Ct,m such that Ct+1,n ⊂ Ct,m,
which defines an arc between the two components. Gray-levels are therefore piled one on the
other in a graph, which is a useful structure for further filtering. This approach has been
successfully used for segmenting in particular wood micrograph structures, and have been
proved to achieve better results in comparison with standard connected filters [Jon99].
As pointed out in [CB97], the topological changes are only determined by leaves and nodes
corresponding to junctions and bifurcations, while the other intermediate elements of the
tree do not influence the topology. In [MD00], an efficient algorithm for the extraction of
component trees is proposed. Such an algorithm firstly orders all pixels following a gray-level
decreasing criterion, then all confiners of each gray-level value are calculated; then, the global
computational complexity performs in O(nlog(n)) operations, where n is the number of pixels
of the image. The structure of the tree, in particular, is built and updated step by step during
the construction process.
Another structure which strictly relates to component trees is the max-tree introduced by
Salembier et al. [SOG98], and its dual, the min-tree. The main difference between component
tree and max-tree does not concern the topology (i.e. the connection among the nodes), but
the construction process and the kind of information stored in each node. In fact, the nodes
of a max-tree, which are created by recursive use of binarization of connected components,
are computed for each level and not using thresholding. Although the representation of the
component tree is more compact, the properties of a branch can be re-obtained inspecting the
descendants of the node. Furthermore, the authors observe that, in practice, if large images
are considered, a very high number of small flat zones is detected and the structure of the
tree is very complex. To overcome the fragmentation of flat regions, due to texture or noise
effect, they introduce a less strict binarization and consider that a flat zone is composed of
pixels having small grey level fluctuations. This artifact correspond to use a band larger than
the grey level difference among the components. The algorithm proposed for computing the
max-tree is based on dynamic programming principles and handles also tree having several
branches.
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In figure 2.14(a,b) the component tree and max-tree of the image in figure 2.13 are obtained
considering the topological structure and all grey levels.
(a) (b)
Figure 2.14: The component (c) and the max-tree (d) of the image 2.13(a).
Both max-tree and component tree nodes have variable degree which is, in general, higher
than three: in order to obtain a tree whose nodes have the same degree (one for the leaves,
and three the internal nodes), Salembier et al. [SG00] proposed to construct a binary partition
tree. Such a tree significantly reduces the amount of bits necessary to code the structure of the
connected operators, but it is necessary to introduce a 2-connectivity rule which determines
the strategy to make the tree binary. As a consequence, the tree representing an image may
be not unique and depends on the specific criterion used.
Finally, an extension of this structure to a 3D binary image represented by a voxel model
has been proposed in [SL01]. There, the graph structure of the object is used to analyze, and
eventually correct, the topology of cortical volumes. In fact cortical volumes are homeomor-
phic to a sphere and no cycles are expected in the graph representation. Then, the graph is
extracted with respect to the three main directions of a voxel model. In particular, a point
is associated to each section. Since in a volume-based model, configurations such that the
volcano rim proposed in figure 2.15 are not fully described the 3D image is embedded in its
bounding box and the graph is extracted both for the object and for its complement. Finally,
if there are no cycles in the graphs the topology of the model is correct; on the contrary, when
a cycle has been detected, operations of handle removal are performed on the model.
2.2.3 Surface Networks
Surface networks are widely used in topographic analysis of terrain models. In particular, they
provide and compact and versatile structure of data without loosing the surface topology. As
already shown by [Pfa90], weights may be added to the surface network edges to deduce the
relevance of a shape feature and perform a fast morphometric measurement on the surface.
In addition, two graph contractions, called by Pfaltz pit-pass and pass-peak contraction, may
be performed in the network in order to reduce the number of graph elements preserving
the topological structure of the underlying topographic surface. These observations have
been effectively applied to cartographic generalisation and visualization of geographical data
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(a) (b) (c)
Figure 2.15: The contour tree (c) does not highlight the multiply connected component of the image in (a)
and (b).
[WR00].
The first step in the generation of the surface network is to identify the morphometric char-
acteristics of the surface such as passes, pits and peaks. Such a surface characterization may
be obtained directly by analyzing the star of each vertex as discussed in section 2.1.4 and
adopted in [EHZ03, TIS+95, FMD02] or by studying the contour level evolution of the sur-
face, see [WR00]. The features (i.e. critical points) of the surface individuate the nodes of the
structure, while the arcs between the nodes are detected by following the steepest growing
direction of the surface elevation. For instance, the method proposed in [TIS+95, FMD02] to
connect minima to passes (an passes to maxima) analyses the star of each vertex. A similar
approach has been followed in [Zom01] to extract quasi Morse-Smale complexes on terrain
surfaces represented by triangle meshes. Unlike the smooth case, ascending (resp. descending)
paths may partially overlap, merge and fork an arbitrary number of times. Therefore several
artifacts have been introduced to solve this problem and avoid non-transversal intersections
at points that are not the critical ones. On the contrary, in [WR00] minima and passes are
connected to nearest critical points by following the iso-levels according to the increasing
direction of the surface elevation, as shown in figure 2.16.
Figure 2.16: Pipeline of the extraction of the surface network. Image taken from http://
www.soi.city.ac.uk/ jwo/GeoComputation00/.
Finally, in [TIS+95] a method for the extraction of the surface network from a grid has been
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proposed and used as intermediate structure for constructing the Reeb graph. In fact, it has
been demonstrated that the Reeb graph of a terrain surface may be effectively deduced by
its surface network.
With an approach similar to [BS98a], the critical net and the Morse-Smale decomposition of
the surface have been used for simplifying terrain-like models, where the simplification of the
models is a process that decreases the space of the Betti numbers, [Zom01, FMD02]. Further
applications and details on the surface network framework for the GIS context may be found
in [Ran04].
2.2.4 Size functions
The size function framework has been adopted for several application fields, such as shape
analysis and recognition, image analysis and retrieval, analysis of medical data and hand-
written text analysis [VUFF93, BdF+02].
In [VUFF93] size functions have been proposed as a possible tool for comparing two shapes
represented by a closed curve. First of all, the measuring function f is evaluated on a discrete
set of points of the curve and stored in a graph structure G. To individuate the interval in
which f varies, its maximum value is computed and a threshold value ∆, which correspond
to frequency of slicing of the function, is fixed. Once a value y of the measuring function has
been fixed, the subgraph Gf≤y of G corresponding to the vertices P of G such that f(P ) ≤ y is
computed. Finally, the size function l(f)(x, y), x ≤ y corresponds to the number of connected
components of Gf≤y that contain at least a point Q such that f(Q) ≤ x. An efficient
implementation of the size function representation has been proposed in [D’A02], in particular
the computational cost of the algorithms there proposed is O(nlog(n)+nα(2m+n, n)), where
n and m are, respectively, the number of nodes and arcs of G and α is the inverse of the
Ackermann’s function that, in practice, is almost constant and, in all applications known,
α ≤ 4.
Furthermore, in [VUFF93], a distance between size functions has been introduced to measure
how much two shape representations are similar. In particular, such a measure is defined as
the L1 norm of the difference of two size function representations over the triangular region
they are usually depicted. To accomplish this tasks, size functions are computed with the
same fixed resolution and regarded as triangular matrices; in addition, a normalization factor
is chosen so that the values of the two size functions are comparable.
In [BdF+02] the size function framework has been applied to the image retrieval from a data
set by hand-drawn input. Since a size function may be written as a linear combination of the
characteristic functions of triangular regions, the matching distance between two size functions
proposed in [BdF+02] is defined on the corresponding formal series [FL01]. Once every
possible matching between two formal series is computed, the matching distance evaluation
is performed through a Max flow algorithm. In figure 2.17 examples of test images are
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presented. In this case, the topological space of all pairs of black points in each image is
considered, and the measuring function associated to each pair (P,Q) is given by the function
µ((P,Q)) = −‖ P − Q ‖. The robustness of the size function framework with respect to
the function µ to partial occlusions and shape deformations is shown in figure 2.18; each size
representation in figure 2.18 corresponds to the picture in figure 2.17 denoted with the same
letter.
(a) (b) (c) (d)
Figure 2.17: Examples of binary images. Image taken from http://vis.dm.unibo.it/sizefcts.
(a) (b) (c) (d)
Figure 2.18: Size representations of the image in figure 2.17 with respect to the same measuring function.
Image taken from http://vis.dm.unibo.it/sizefcts.
The flexibility of the choice of the measuring function makes this framework easily adaptable
to different application tasks. However, the theory does not provide an automatic choice of
the most appropriate measuring function. Thus, the choice of such a function is done by
empirical considerations on its invariance properties. In addition, it has been observed that
a single measuring function is generally not sufficient to completely characterize a shape. In
fact, the size function depends on the sequence of critical points of the associated measur-
ing function. Since the critical points of two different functions over the same shape may
be arbitrarily different, two objects might be similar with respect to a certain function and
largely different with respect to another. Generally a measuring function highlights one of
the shape aspects, while the human perception would expect a range of descriptors. For
example, in figure 2.19(b,c,d,e) different size representations of the image 2.19(a) are repre-
sented, 2.19(b) f is defined as f = {minus the distance from the barycentre}, in 2.19(c)
f = {the distance from the barycentre}, finally in 2.19(d) f = {the abscissa of the points}.
Therefore, further investigations have to be devoted to study the relationship between two
68 Chapter 2 — Computational Tools for Shape Analysis and Synthesis
different choices of the measuring function and how to combine the resulting representations.
(a) (b) (c) (d)
Figure 2.19: An image (a) and its size representations with respect to different choices of the function f .
Image taken from http://vis.dm.unibo.it/sizefcts.
2.2.5 Reeb graphs
As presented in section 1.2.5 the Reeb graph is a topological representation of the surface
shape, which is constructed from the level sets of a real-valued function f defined over the
object surface and maps vertices to the value of the function. Firstly introduced in computer
graphics by Shinagawa et al. [SKK91], Reeb graphs have initially been limited to Morse
mapping functions and their knowledge required a priori knowledge of the object genus [SK91].
Application fields related to the use of Reeb graphs are surface analysis and understanding
[SKK91, BFS00], simplification [BFS02, WHDS04], similarity evaluation and shape retrieval
[HSKK01, BRS03, BMM+03], animation [KS00, XSW03], object reconstruction and editing
where the stored information is exploited for recovering, approximating and modifying the
input geometry [SK91]. For instance, the knowledge of the shape topology given by the graph
structure, improves the tiling from contour lines, [BMS00], thus solving the correspondence
and the branching problems, details on this topic may be found in [FKU77, Mey91, OPC96].
Methods for extracting the Reeb graph have been proposed in [SKK91, SK91, vKvOB+97,
CSA00, HSKK01, ABS03, PCM03, HA03, BFS04, WHDS04].
The Reeb graph construction of a terrain model represented by a grid proposed in [TIS+95]
identifies the critical points on a triangulation associated to the grid following a classification
criterion similar to that proposed by Banchoff, [Ban70]. Moreover, a global virtual minimum
is introduced to given a unique interpretation of the surface behavior along its boundary,
[TIS+95, BFS00]. In digital terrain models, Reeb graphs are also known as contour trees or
topographic change trees [GHF90]. A more systematic approach to code geographical data
organized in a triangulation has been proposed by Kreveld et al. [vKvOB+97]. There, they
suggest to extract iso-lines (also called contour levels) and keep track of their evolution in
a structure, which they called contours trees; the nodes of such a structure evidence where
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topological changes arises. In particular, the so-called super-nodes of the contour tree evidence
where topological changes arises [vKvOB+97]; therefore critical points of the mesh correspond
to super-nodes of the contour tree while super-arcs determine the connections between super-
nodes. Nodes are introduced to represent the regular points in an augmented contour tree,
that is, the nodes represent points which belong to a super-arc; such nodes have always
degree two. Super-nodes, indeed, have variable degrees: one, if they correspond to minima or
maxima (i.e. the leaves of the tree), and at least three if they correspond to passes. Moreover,
contour trees of terrain-like surfaces may also have super-nodes with degree two [vKvOB+97].
The algorithms they proposed construct the contours tree of a given tetrahedral mesh in two
steps: first, they consider two ”sub-trees” which code the junctions and the branches of the
surfaces, and then the sub-trees are merged. The computational cost of this last algorithm is
reasonable, (O(nlogn) for terrain-like surfaces) but, analogously to the Takahashi approach,
the critical point definition suffers of instability. Moreover, to guarantee the existence of a
Morse function on the mesh they assume the vertices have different height value, that is, it
is general, if not, they eventually perturb the original data set. In this way the degrees of
pass nodes is always three. Finally, an extension of this algorithm to three-dimensional scalar
fields has been proposed in [PCM03], where the topology of the contour levels is detected
with a parallel approach. An extension of the contour trees has been proposed by Tarasov at
al. [TV98] for 3D scalar fields, and Carr at al. [CSA03] for higher dimensions, which apply
such a tree to the X-ray analysis.
Several methods have been proposed for representing the Reeb graph of closed surfaces.
The first algorithm, proposed by Shinagawa et al. [SK91], automatically constructed the
graph from surface contours generated by the height function. To accomplish this task, a
weight function, which depends on the average distance between the vertices of two different
contours, was defined for each pair of contours lying on adjacent (consecutive) cross sections.
The algorithm automatically generates the major parts of arcs of the Reeb graph where
the number of contours of two consecutive cross sections is one. Then the remainder of
the graph is determined by using the weight function and a priori knowledge of the surface
genus. Specifically, the graph is completed by adding edges, in decreasing order of the weight
between contour pairs, so that the genus of the graph preserves that of the original surface.
Main drawbacks of this algorithm are the need of a priori knowing the genus of the surface and
the fact that this procedure is limited to contour levels of the height function. In addition,
since this algorithm loses the shape information between two consecutive cross sections, the
frequency of the contours of the surface is critical; therefore, a reasonable computation of the
graph requires a high number of surface slices and it is time and space consuming (O(n2),
where n represents the total number of vertices of the scattered contours). In figure 2.20 an
example of the graph representation obtained from contours as proposed in [SKK91] is shown.
On the contrary the method proposed by Hilaga et al. in [HSKK01] provides a multi-resolution
Reeb graph representation of triangle meshes which is independent of the object topology.
The construction of the graph begins with the extraction of the graph at the finest resolution
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(a) (b) (c)
Figure 2.20: The contour levels of a torus (a), their adjacency relationship (b) and the corresponding Reeb
graph representation (c).
desired, then adjacency rules are used to complete the multi-resolution representation in a
fine-to-coarse order. First of all, the domain of the mapping function is divided into a number
of intervals. Second, triangles whose image under f lies in two intervals are subdivided so
that the image of every triangle belongs to only one interval. Third, triangle sets, that is a
connected component of triangles whose images belong to the same interval, are calculated.
A node of the graph is associated to each triangle set. Then, arcs are detected by checking
the region adjacency of triangle sets. The whole process of the algorithm is computed in
O((n + m)log(n + m)) operations, where n and m represent, respectively, the number of
triangles of the original mesh and those inserted during the subdivision phase. In figure 2.21
an example of the Reeb graph construction method proposed in [HSKK01] is shown; in this
case the domain of f is subdivided in 4 intervals. The contour insertion in 2.21(b) determines
a set of mesh regions that correspond to the graph nodes 2.21(c), while their adjacency
originates the arcs of the graph 2.21(d). Finally, the method we proposed in [ABS03, BFS04],
which is available both for terrain-like surfaces and closed surfaces, will be deeply presented
in chapter 3.
(a) (b) (c) (d)
Figure 2.21: Pipeline of the Reeb graph extraction in [HSKK01]. (b)
In the reminder of this section an overview of possible choices of f for building the Reeb
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graph of a closed surface having arbitrary genus and represented through a triangle mesh is
detailed. Analogously to what has been discussed in section 2.2.4 about the size function
framework, the choice of each measuring function f highlights one shape aspect discarding
others. For preferring a particular function f with respect to another one, a constraint on its
choice is a good compromise between calculation, invariance and description efficacy. First
of all, according to the definition context, the mapping functions are grouped in two main
classes: maps which are mathematically well known and are applied to the discrete context,
and those directly defined on the mesh. Then we overview, in this order, the Reeb graph
representation with respect to the height function, the distance functions and the integral
geodesic distance proposed in [HSKK01]. The previous choices of f highlight the limits
coming from the exact evaluation of f on the mesh vertices: in fact, an approximation of the
mapping function or an interpolation of the vertex values is introduced during the contour
level calculation. For this reason, recent efforts define the map directly on the mesh such
that the produced graph is significant and invariant to affine transformations; examples have
been proposed in [VL00, LV99, MP02, WDSB00]; therefore we will discuss a discrete geodesic
distance proposed in [VL00] and the geodesic distance from curvature extrema appeared
in [MP02]. Then, we emphasize the main properties and drawbacks of the resulting Reeb
graphs, in particular, highlighting the most suitable applications. Finally, we observe that
some analogous considerations on the properties of the mapping function for the Reeb graph
representation could be straightforwardly extended to the size functions.
Reeb graph with respect to the height function: A standard choice of f is the height
function in the three-dimensional space (see figure 2.22), which has extensively been studied
in [SKK91, SK91, BFS00, BFS02, ABS03, WHDS04]. The equivalence classes induced by
the height function correspond to the intersection of the mesh with a set of planes that are
orthogonal to a given direction. In this case, the critical points correspond to peaks, pits and
passes in their usual meaning; the generated graph very intuitively resembles the skeleton of
the object silhouette but it depends on the chosen direction of the height function, so that
different orientations may produce different results.
The use of the height function is best suited for digital terrain models, where to associate
to each point of the model its elevation is a natural choice and, as previously described the
introduction of a global virtual minimum provides a unique interpretation of the surface
boundary. Methods for extracting the Reeb graph with respect to the height function of
a closed surface have been proposed in [SKK91, ABS03]. Although these methods have
different input requirements and computational costs, the properties of the extracted graph
are comparable; in particular, Morse theory guarantees that, with a suitable object slicing,
the number of cycles in the graph corresponds to the number of holes of S but does not
answer to the problem of calculating an optimal slicing of the model. As shown in [ABS03],
the choice of the slicing thickness is critical and the density of slices determines the scale of
the shape features detected. An extended discussion on the best slicing approach is proposed
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in chapter 3, where the complete framework for the Reeb graph extraction from triangular
meshes is proposed. However, the topological correctness of the graph is guaranteed by an
adaptive slicing process that refines the thickness of contour levels in correspondence of holes.
The main property of the Reeb graph calculated with respect to such a f is the independence
from translations and uniform scaling. Moreover, the evaluation of the function f is imme-
diate and the graph is a very powerful tool for understanding the shape in contexts where
surfaces have a naturally privileged direction, as terrain models, [BFS02, CSA03, TIS+95].
Furthermore, the dependence of the height function on rotations, makes this graph unsuitable
for matching and classifying 3D shapes unless shapes are somehow coherently oriented, for
example using the principal component alignment method proposed in [VT03].
Finally, starting from the sections that are the boundary components of the critical regions
of f and following the connectivity relationship coded in the Reeb graph, a topologically
consistent framework for surface reconstruction has been proposed in [BMS00].
Figure 2.22: Reeb graph representation of the same object with respect to two different height functions.
Reeb graph with respect to a distance function: Differential topology suggests another
class of Morse maps: the distance functions of the surface points from a given point p of the
Euclidean space. As shown in chapter 1 almost all distance functions are Morse functions
and, as demonstrated in [FK97], a distance point is Morse if and only if the point p is not a
focal point. Such a point could belong to the mesh or not, even though a reasonable choice
is the centre of mass or barycentre of the object which is easily calculated and, due to its
linear dependence on all vertices, stable to small perturbations. Then, the evaluation of the
function on the mesh vertices is straightforward: in fact, at each vertex v of the mesh, the
Euclidean distance between v and p is associated.
According to the criteria proposed in [ABS03], the isocontours of the distance map on M can
be detected by interpolating the values of f (for example, see figure 2.24). The contour levels,
which are computed for the height function, induce a characterization of the regions of the
mesh, which is done by comparing the value and the number of each boundary components.
Depending on this choice of f , the interpretation of maximum and minimum areas differs
from those obtained with the height function: in fact, the isocontours correspond to the
intersection of the mesh with a collection of spheres centered in the barycentre and with
different radii. In other words, it is possible to recognize a set of protrusions and hollows
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of the mesh with respect to the barycentre by analyzing the maxima and the minima of the
function f that have only one boundary component. An example of the different behavior
of minima is shown in figure 2.23(b): the minima corresponding to the palm and the back
of the hand represent two concavities while minima on the ring and little finger locate two
surface protrusions. Figures 2.23(a,c) represent, respectively, the contour levels of f on such
a hand model and the resulting Reeb graph representation. Because the barycentre and the
sphere/mesh intersection are independent of translation, rotation and uniform scaling of the
object, these properties are reflected on the resulting Reeb graph. Another example of Reeb
graph calculated for a tea pot model with respect to the barycentre distance in depicted in
figure 2.24.
(a) (b) (c)
Figure 2.23: Level sets of the distance from the barycentre of a hand model (a), the interpretation of minima
as protrusions or concavities (b) and its Reeb graph representation.
The Reeb graph representation with respect to the distance from the center of mass is suitable
for those application fields where the spatial distribution of the shape is important. In par-
ticular, in [BMM+03] such a choice of the function f has been considered for shape matching
purposes.
Figure 2.24: Level sets of the distance from the barycentre of a pot and its Reeb graph representation.
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Reeb graph with respect to the integral geodesic distance: A different mapping
function has been defined by Hilaga et al. [HSKK01], where the notion of an integral geodesic
distance has been introduced for matching purposes. In particular, for each vertex on a
triangulation M , the value of the function f is given by:
f(v) =
∫
p∈M
g(v, p)dS
where g(v, p) represents the geodesic distance between v and p, when p varies on M . This
function is not invariant to scaling of the object and it is replaced by its normal representation
defined as
f(v) =
∑
i
g(v, bi) · area(bi)
where bi = b0, . . . , bk are the base vertices for the Dijkstra’s algorithm which are scattered
almost equally on the surface and area(bi) is the area of the neighborhood of bi.
The resulting Reeb graph is theoretically invariant with respect to rotation, translation and
uniform scaling. Even if the surface curvature and the geodesic distance are good shape
descriptors, their dependence on second order derivatives makes them numerically unstable,
preventing their direct use for the graph definition. Due to the time complexity of the exact
evaluation of the function f , an approximation based on the Dijkstra’s algorithm has been
proposed. Unfortunately, this choice does not guarantee the absolute independence of its
values from the object orientation and it is computationally expensive. Examples of evaluation
of the function f are depicted in figure 2.25 where the darkest regions represent the regions
on the model where the topology of contour levels changes; finally, the graph structure of a
pot is shown in figure 2.26.
Figure 2.25: Isocontours of the function in [HSKK01] on the model of two frog in different positions.
Centerlines based on discrete geodesic distance from a source point: For represent-
ing three dimensional polyhedral objects a first approach which deals with the construction
of centerlines from unorganized point sets has been presented in [VL00], and later developed
for polyhedral objects in [LV99].
With reference to [VL00], a skeleton-like structure, available for triangular meshes homeo-
morphic to a sphere, is proposed, which is essentially a tree made of the “average point”
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Figure 2.26: The Reeb graph representation of a pot with respect to the function in [HSKK01].
associated to the connected components of the level sets of a given function; in particular,
the geodesic distance from a source point is chosen, as shown in figure 2.27(a).
To automatically select the source point an heuristic is used, which seems to work well on
elongate tubular shapes. In this case, skeletal lines obtained with different source points are
very similar and the resulting skeleton is invariant under rotation, translation and scaling.
Anyway, the choice of only one source point determines a privileged “slicing direction”, which
can lead to the loss of some features if the object is not tubular shaped (like the horse ears
in figure 2.27(b)).
(a) (b) (c)
Figure 2.27: Isolevels (a) and the centerline (b,c) of the horse as computed in [LV99].
Almost an extension of the previous approach to non-zero genus surfaces has been presented
by Wood et al. [WDSB00]; there, the graph is implicitly stored for generating high quality
semi-regular multi-resolution meshes from distance volumes. Also in this case, the object
topology is achieved by considering a wavefront-like propagation from a seed point, [AE98]
(see figure 2.28). The calculation of the isosurfaces is obtained by applying the Dijkstra’s
algorithm; this makes this approach unavailable for non-uniform scaling.
Afterwards, the framework deriving from this Reeb graph representation has been effectively
used as starting point for the detection of topologically correct quadrangulations on the surface
[HA03].
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Figure 2.28: The wave-front propagation in [WDSB00].
Reeb graph based on topological distance from curvature extrema: The strategy
proposed in [MP02] extracts the skeleton of a surface represented by a simplicial complex and
combines differential and computational topology techniques.
In this context, a multi-resolution curvature evaluation, [MPS+03] is introduced to locate
seed points which are sequentially linked by using the natural topological distance on the
simplicial complex (see figure 2.29(a,b)).
More precisely, once computed the approximated Gaussian curvature for the mesh vertices,
for each high curvature region Ri, i = 1, . . . , n, a representative vertex pi is selected. Starting
at the same time from all representative vertices, rings made of vertices of increasing neigh-
borhoods are computed in parallel until the whole surface is covered (see figure 2.29(c)), in a
way similar to the wave-traversal technique [AE98]. Rings growing from different seed points
will collide and join where two distinct protrusions depart, thus identifying a branching zone;
self-intersecting rings can appear expanding near handles and through holes.
A skeleton is drawn according to the ring expansion: terminal nodes are identified by the
representative vertices, while union or split of topological rings give branching nodes. Arcs
are drawn joining the center of mass of all rings (see figure 2.29(d)).
The function fpi(x) = min{k | x ∈ k − neigbourhood} defines the topological distance of x
from pi and can be extended to a finite set of vertices {p1, . . . , pn} as f(x) = mink=1,...,n{fpk(x)},
∀x ∈ M , i.e. f assigns to x its minimal topological distance with respect to more than one
vertex. Given M and f it follows that G = M/ ∼ is a Reeb graph with respect to such a
function f .
The complexity of the proposed graph, in terms of number of nodes and branches, depends
on the shape of the input object and on the number of seed points which have been selected
using the curvature estimation criterion. This graph is affine-invariant (translation, rotation,
scaling) because the chosen function f does not rely either on a local coordinate system or on
surface embeddings as it happens, for example, using the height function. On the other hand,
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(a) (b) (c) (d)
Figure 2.29: (a) Vertex classification based on Gaussian curvature, (b) high curvature regions are depicted
in red; (c) topological rings expanded from centers of high curvature regions (d) obtained graph.
if the curvature evaluation process does not recognize at least one feature region, e.g. surfaces
with constant curvature value as spheres, this approach is not meaningful for extracting a
description of the shape; on the contrary, the height function always guarantees to get a
result.
Since such a function is continuous, the Reeb graph representation has at least as many
cycles as the number of holes of the surface; however, some unforeseen cycles may appear
in correspondence of the wavefront collisions. Nevertheless experimental results have shown
that this framework works on shapes of arbitrary genus.
2.2.6 Comparison and discussion
In this section, several surface representations and their basic properties have been described.
As already mentioned, the choice of the best suited shape descriptor depends on the appli-
cation domain, see [BMMP03, BFS04] for detailed discussions on these topics. We are now
concerned with a discussion about the pros and cons of the described structures in relation
with different tasks. For instance, we observe that the use of shape descriptors that are invari-
ant from object position is best suited for accomplishing tasks like shape retrieval, recognition
and alignment, and the quality of the results depends on the efficacy of the chosen descrip-
tion. Despite the information needed to describe the shape, all these kinds of applications
are related to the basic problem of estimating the similarity between shapes.
Traditionally, the MAT is the most popular skeleton representation because it is available
both for reconstruction and animation purposes. As shown in section 2.2.1, algorithms for
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the computation of the MAT and the shock graph of a polygon perform in O(nlog(n)) oper-
ations, where n is the number of vertices of the polygon. However, its dependence on small
perturbations and noise makes it not very suitable for recognition and matching contexts.
Moreover, due to the large computational cost of 3D algorithms (O(n2log(n)) in the worst
case, [SPB96]), it is more used in image contexts than in the polyhedral ones. On the contrary
thinning methods based on grassfire erosion and distance transform are computationally very
fast, being the computation of the skeletal curve accomplished in linear time, O(n) operations.
Unfortunately these structures do not guarantee the correctness of the result and, often, the
resulting skeleton may be not connected. Moreover, the transformation of these skeletons into
a curvilinear structure can be not straightforward and requires a large number of topological
controls and heuristic assumptions.
Even though the original data storages have different properties both polyhedral and digital
representation methods attempts to give a meaningful representation of the shape. For ex-
ample, for a so-called 2.5D surface representation, which might be either terrain-like surfaces
or gray-scale images, many analogies can be highlighted. All topological structures, ERG,
contour tree, max-tree and component tree, propose to code flat components of the original
model and link them in a topologically correct way. Obviously the meaning of the term
flat is different in the two fields: for vectorial data ”flatness” relates to the data elevation
while for raster images it deals with the connected operators. Also elementary topological
concepts such as connectivity and adjacency have different interpretation: for digital data,
in particular, to decide if a component is connected its not a trivial problem [Dok96, Soi99].
For polyhedral surfaces, on the contrary, the connectivity and the adjacency among vertices
is detected by analyzing the incident edges in each vertex.
However, the Reeb graph structure effectively could code the characteristics of the image
and could be useful for image interpretation. In particular, the transposition of the Reeb
graph representation to the case of gray-scale images seems intuitive: in fact, in such images,
the height values correspond to the grey values and the height direction is obviously unique.
Model compression and image filtering have the similar purpose of simplifying the amount
of data and reduce noise effects. However they have different background and methods. The
algorithm presented in [BMS00], for instance, detects the critical points of the mesh and,
starting from the Reeb graph representation, discards the irrelevant data between critical
levels. In the case of filtering from component tree, as in [Jon99], conversely, the process
iteratively prunes the leaves of the tree until a termination criterion is satisfied.
Since both size functions and Reeb graphs are related to the critical points of the surface with
respect to a measuring function f , therefore, these shape descriptors may be compared. In
particular, we observe that the structure provided by Reeb graphs codes all critical points of
f while, with size functions only critical points of index 0 and a subset of those of index 1
are concerned. Moreover, the size function with respect to a function f generally differs from
that with respect to −f . In case the mapping function f is Morse, the Reeb quotient space
is equivalent to the original shape, therefore the size function may be obtained by directly
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Figure 2.30: The comparison of the surface network (a) and the Reeb graph representation (a) of a terrain
model.
analyzing the graph instead of the whole model. On the contrary, the inverse problem, that
is how to recover, if possible, the Reeb graph structure from size functions is still an open
issue. Finally, we observe that the computational cost of the size function and the Reeb graph
representations is comparable; in fact, once the measuring function has been evaluated on the
topological space the computational cost of the size representation is O(nlog(n)), as shown
in [D’A02].
Considering simple Morse functions, i.e. functions whose critical points are non-degenerate
and not at the same level, also Reeb graphs and surface networks may be easily compared:
the Reeb graph is a subgraph of the surface network, at least for the arcs not involving the
boundary. An algorithm for the extraction of Reeb graphs from surface networks has been,
for example, proposed in [TIS+95]. Both graphs code the topological structure of a surface,
with surface networks giving a surface-oriented view, while Reeb graphs giving a skeleton-like
and volume-oriented description. In figure 2.30 the surface network of a terrain represented
by contours is compared with the corresponding Reeb graph; all arcs of the surface network
coming from the outside of the surface boundary originate from a virtual minimum, which is
depicted for the Reeb graph structure.
In the table 2.1 a summary of the computational costs are shown. Note that the extraction
of the medial axis transformation depends on the number of line elements, ns, the number of
steps taken along each seam, s, and the number of boundary entities n of the MAT (details
can be found in [SPB96]). In addition, we observe that, in case of digital images, the number
n represents the number of digital elements (pixels or voxels). Finally, with reference to the
computational cost of the Reeb graph of a closed surface, its complexity depends both on the
number n of vertices of the original mesh and k, which is the number of vertices inserted in
80 Chapter 2 — Computational Tools for Shape Analysis and Synthesis
the mesh during the slicing phase, as shown in [ABS03].
Shape descriptor Application domain Computational cost
MAT polygon O(nlog(n))
MAT 3D object O(ns(n + s)log(n)
Shock graph polygon O(nlog(n))
Skeletal structures 2D and 3D images O(n)
Contour tree 2D images O(nlog(n))
Size functions curves and binary images O(nlog(n))
Surface networks bi-dimensional scalar fields O(nlog(n))
Reeb graphs bi-dimensional scalar fields O(nlog(n))
Reeb graphs closed surfaces O((n + k)log(n + k))
Table 2.1: Computational costs for extracting the skeletal structures.
Finally, a comparison among the properties of the Reeb graph structure under the different
choices of f is provided. However, we highlight that similar reasonings could easily adapted to
the size function framework. The Reeb graph with respect to the height function intuitively
resembles the skeleton of the input shape and is practically easy to extract: the object is
sliced with a set of parallel planes coding the evolution of the intersection sections. Moreover,
the slicing can be selectively refined giving a multi-resolution description of the shape. The
affordable computational time required for the graph extraction and the chance to attach
geometric information to arcs and nodes (for instance, the critical section of the objects, at
which topological changes occur) make it feasible for compression and reconstruction purposes,
as done in [BMS00]. An approximated shape can be recovered from the critical sections,
and the adjacency relation among them, necessary in branching situations, are given by the
graph structure. However, the dependence on the extracted graph on the direction of the
height function makes it ineffective for matching applications: the same object may have
completely different graphs depending on its position in space, thus invalidating even the
identity property. It remains that in particular cases where a preferential object orientation
exists, such as in digital terrain modeling, the Reeb graph with respect to the height function
is effective for matching applications too.
The distance from the barycentre of the input data set induces a Reeb graph which is invariant
to the object position in space, resulting suitable for the similarity analysis. Reconstructing
an approximated shape from the achieved graph would be quite complex, since isocontours are
not planar. In this description, nodes correspond to protrusions and hollows with respect to
the center of mass; the vertex classification based on the distribution of the distance function
on the object surface is similar to that shown by the graph based on geodesic distance in
those cases where the center of mass corresponds to the center of the surface in the geodesic
sense. The behavior of the two representations has to be taken into account in similarity
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analysis: for instance, the geodesic distance distribution on a frog does not change if the
legs are stretched rather than curled up, since the geodesic distance from the body does not
change, while the Euclidean distance from the center of mass does. Therefore, if the intent
is to distinguish between different poses of the same object, the Reeb graph with respect to
the distance from the barycentre should be preferred. Furthermore, the computational cost
for evaluating the function f is O(n) for the barycentre distance and O(n2log(n)) (due to
Dijkstra’s algorithm) for the function in [HSKK01]. Moreover, the representation proposed
by [HSKK01] has been effectively applied for matching purposes, but seems not suitable for
reconstruction.
The centerline extraction based on geodesic distance, conversely, is strongly affected by the
need of a source point, from which an approximated geodesic distance to each vertex is
computed. To make a search key of 3D shapes, the source point must be determined auto-
matically and stably, thus resulting in a difficult problem. For example, a small change in
the shape may locate a different source point, creating an obstacle for the construction of
a stable graph. Another problem of this representation is that important features may be
lost when the input object is not strictly tubular: the choice of a starting point determines
also a preferred slicing direction, so that protrusions perpendicular to that direction are not
captured. This is actually the same problem affecting the Reeb graph with respect to the
height function. The possible loss of important features also makes this graph not suitable for
reconstruction too, while the limitation of treating only zero genus solids has been overcome
in [WDSB00]. In spite of these limitations, it is intuitive and useful for finding centerlines of
tubular shapes, in applications like finding a central path in blood vessels and human organs,
and it is computationally cheap (O(nlog(n))).
The curvature-based skeleton is generated starting from the object protrusions, which are
first determined through a robust to noise multi-scale curvature evaluation on the surface.
Details are discarded since the curvature evaluation is performed at a wide range of scales,
and relevant features at each scale can be chosen through a query or collected together. The
curvature evaluation is time consuming but, once chosen the protrusion features as seed points,
the expansion of topological circles on the surface and the growth of graph edges take linear
time. These properties make this graph available both for matching and object manipulation
and, by adding geometric information on nodes and along arcs, for reconstruction purposes.
Furthermore, the cost of the evaluation of the function f is given both in the average and in the
worst case. For example, the distinction between average and worst case is important in the
method presented in [HSKK01], where during the function evaluation a number b of triangle
bases is introduced, (in practice b is less than 150), and the function is calculated starting
from them; in this way, the computational complexity is considerably improved. Finally, the
average cost of the curvature evaluation of the method in [MPS+03] depends on two entities:
the number of mesh vertices n, and kmax, which is the size of maximum neighborhood of each
vertex used to approximate the curvature.
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Function Computational cost
Average Worst
Height O(1) O(1)
Dist. from the barycentre O(n) O(n)
Int. geodesic distance [HSKK01] O(bnlog(n) O(n2log(n))
Dist. from a source point [Axe99] O(nlog(n)) O(nlog(n))
Top. dist. from curvature extrema [MP02] O(nkmax) O(n2)
Table 2.2: Computational costs for evaluating the different mapping functions.
2.3 Conclusions
As shown in section 2.1, topological methods such as homology, discrete Morse theory and
combinatorial topology, enable the solution of questions arising from discrete mathematics
and computational geometry. The importance of topology is strenghtned to approach fun-
damental issues of computer graphics such as recognition, deformation, decomposition and
homeomorphism. Topology can thus be viewed as a characteristic being more or less in any
problem of computational geometry. From this point of view there is an increasing demand
of studying the topological questions arising in computer graphics from an algorithmic view-
point. In this sense we have proposed a brief overview of main existing topological approaches
to shape analysis in the discrete context.
Among all representation techniques appeared during last years, shape descriptors that orga-
nize the shape features in a topological consistent framework are becoming very popular. In
particular, we have focused on those descriptors that provide a high abstraction level repre-
sentation of the shape structure. However, we observe that, at the moment, no existing shape
descriptor satisfies all “ideal” requirements listed at the beginning of section 2.2. Of course,
all shape descriptors we have previously discussed, provide a concise representation of the
shape that strongly reduces the amount of information stored in the models. Nevertheless,
each one presents a number of pros and cons that should carefully considered for application
tasks; for example, tasks like shape retrieval, recognition and alignment require the use of
shape descriptors that are invariant from object position, and the quality of the results de-
pends on the efficacy of the chosen description. Moreover, size functions are not geometrically
equivalent nor visually resemblant to the original shape but their representations are easily
comparable. The invariance of size functions, and Reeb graphs, regarding scaling operations
and the position in the space depends on the choice of the mapping function. Curve skeletons
are independent of the spatial embedding but they depend on the choice of the extraction
algorithm. In addition, we have shown that curve skeletons might be neither topologically
equivalent to the original shape nor continuous. On the contrary the medial axis and, con-
sequently, the shock graph are invertible, that is the original object may be reconstructed
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directly from the descriptor, and are invariant regarding object rotation, scaling and position.
Unfortunately, they are strongly sensitive to noise, the extension to three-dimensional objects
may be a non-linear structure, which contains also surface elements, and the algorithms for
their extraction are computationally expensive. Due to the properties of being mathemati-
cally well defined, topologically equivalent to the original shape, available for multi-resolution
purposes and storable in a linear structure, we have chosen the Reeb graph as the representa-
tion framework the most suitable for our purposes and, in chapter 3, we will define a method
for adopting such a descriptor in the discrete context.
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Chapter 3
Contour-driven surface analysis
In this chapter we are willing to introduce our approach to surface characterization and coding;
our aim, indeed, is to define and compute a topological graph from a triangle mesh with the
same properties as a Reeb graph. However, the approach proposed in this chapter is actually
not an extension of the Reeb graph itself, but rather a full application of its definition in the
discrete domain, which does not require the function f to be Morse.
As discussed in chapter 2, section 2.2, Reeb graph representations have initially been lim-
ited to Morse mapping functions and their construction required a-priori knowledge of the
object genus [SKK91, SK91]. Degenerate critical points were eliminated by local perturba-
tions of the surface [TIS+95], therefore, introducing artifacts non corresponding to any shape
feature and leading to imprecise shape description. More recently, approaches such that pro-
posed in [HSKK01] construct the Reeb graph representation through a multi-resolution slicing
strategy. Unfortunately, no topological controls are performed during the graph extraction;
therefore, there may be not correspondence between the topological type of the Reeb graph
representation at a certain level of detail and the object genus.
On the contrary, through the extended definition of critical areas we will propose in section
3.1.1, we will extend the application domain of the Reeb graph representation to generic
continuous surfaces, without any artifacts [BFS00, ABS03]. In addition, in section 3.1.2,
we will introduce an extended definition of the Reeb equivalence relation showing how the
quotient space defined by such a relation can be represented in terms of a graph. Finally,
discussion will be given on possible refinements of our method that guarantee the topological
correctness of our graph representation through a non-uniform slicing process.
The remainder of this chapter is organized as follows: first, our surface characterization and
an extension of the Reeb quotient space are given for a triangle mesh representing a closed
surface. Second, a method for constructing the Reeb graph representation is detailed in
section 3.2, providing its computational complexity. Properties and operations available for
our representation are proposed in sections 3.3 and 3.4. Then, a distance between two Reeb
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representations is defined in section 3.5 and conditions so that such a distance is a metric
are given. Finally, our representation is extended to surfaces with boundary, distinguishing,
in particular, “generic” surfaces with one or more boundary components from terrain-like
surfaces, which may be explicitly represented associating to each point of the domain its
elevation and have only one boundary component.
3.1 Generalized surface characterization
As discussed in section 1.1, knowledge about critical points is crucial for understanding and
organizing the topological structure of a surface. In the discrete context of shape modeling,
surfaces are frequently represented by triangle meshes, which may be regarded as a geometric
realization of a simplicial or a cell complex, as defined in chapter 2. Then, the mathematical
model behind such a representation is a piecewise-linear surface, that is a representation which
is locally flat but, globally, only continuous. Unfortunately, as shown in section 2.1.4, the
hypothesis that a surface is only continuous does not guarantee that the associated mapping
function is Morse, neither derivable, even if such a function is the ”transposition” of a Morse
function. In addition, it would be desirable to distinguish among small details and relevant
features of the surface, especially when dealing with free-form models or rough surfaces as
terrains. Many of the existing approaches to the characterization of discrete surfaces use local
point-wise criteria to detect and classify critical points: as discussed in chapter 2, triangle
meshes may be analyzed by checking the height difference between a vertex and the adjacent
ones in its star-neighborhood [Ban70, FMD02], and by producing a topological coding, which
is an adaptation of the surface network structure to piecewise-linear surfaces [EHZ03, TIS+95,
vKvOB+97]. Two drawbacks can be identified: first, these methods rely on the hypothesis
that all edge-adjacent vertices have different height; second, the number of the detected
critical points is usually very high and pruning or simplification steps are necessary to make
the resulting structures understandable.
Our aim is to faithfully represent the surface topology and shape, without any manipulation
of the function values or shift at surface vertices by using an extended characterization,
which can handle degenerate as well as non-simple critical points and can be tuned to filter
small features. This approach is based on the use of contours for characterizing the surface
shape and constructing a topological structure, the Extended Reeb Graph, which represents
the configuration of the critical areas of the surface. This extended characterization is a
generalization of our previous work, see [BFS00, BFS02, ABS01, ABS03, BFS04], in terms
of both characterization definition and algorithm for the extraction of the Reeb graph. Our
approach is also similar to the method proposed in [JKK+01] for supporting the computation
of intersections between parametric surfaces.
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3.1.1 Definition of critical areas
According to the theoretical results proposed in 1.1.3, a surface S may be characterized
by drawing the isolevels of a function of f defined on the surface, and analyzing both the
configuration and the topological changes of the resulting contour levels. In practice, when
the function f is a height function, we sweep the surface S with a set of slicing planes along
a direction in the space chosen, while for the distance from the barycentre the model is
intersected with a collection of spheres centered in the barycentre, etc. (further examples of
possible choices of the function f and their isolevel distribution are proposed in section 2.2.5).
The contour levels decompose S into a set of regions, whose boundaries contain complete
information for detecting critical areas and for classifying them as maximum, minimum and
saddle areas. For example, if a contour does not contain any other contour and the value of
the function on it is higher than the successive one, then it identifies a maximum area for the
function f chosen. Our generalized characterization corresponds to the localization of these
critical areas on S, aimed at a region-oriented rather than a point-oriented classification of
the behavior of S. All subsets of S defined by counter-images of critical values of f will be
considered critical areas of S and they can be points, lines and regions.
While the filtering effect and a possible adaptive slicing strategy will be discussed later in
this chapter, see section 3.4.1, we will assume for now that the domain [fmin, fmax] of the
function f is uniformly sliced with np intermediate points, at a distance dp between them.
The relationship between np and dp is: dp = (fmax − fmin)/(np + 1); in addition we denote
f0 = fmin, fnp+1 = fmax and f1 = fmin + dp; . In this way the domain of f is uniformly
subdivided in np + 1 intervals. Contour levels of f are the pre-images of the function values
fi = fmin + i ∗ dp, 1 ≤ i ≤ np, that is f−1(fi)); in figure 3.1 an example of our surface slicing
and the consequent surface decomposition of a torus with respect to the height function f is
proposed.
Figure 3.1: Contour level distribution and surface region decomposition of a torus with respect to the height
function f . In this case np = 15. In particular, r1 and r4 are critical areas while r2 and r3 are regular ones.
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Let C(S) be the set of the resulting contour levels of the surface S, without any specific
ordering. In particular we highlight that, if the fi values are regular values of the function,
each contour is a simple closed line, otherwise we could obtain a degenerate contour, such
a line or a point. In case a degenerate contour has been obtained, we renounce to have an
uniform slicing of the domain of f and consider the pre-image of another value, choosing the
new one in a small neighborhood of the previous function value; details on the implementation
aspects are given in section 3.2.
The contours in C(S) fully decompose the surface S into sub-regions, which correspond either
to critical or regular areas. Let BS(R) be the border of a region R and bb the number of its
connected components, where a connected component of BS(R) is a closed contour. Therefore,
the border of a region R on S is defined by BS(R) = B1 ∪B2 ∪ . . . ∪Bbb, where Bi ∈ C(S).
According to the definition of contours, if an element of C(S) intersects a region R then it
has to be completely part of its border BS(R).
A generic region R of S is classified according to the number and the function values of its
border components. Since the interior of any region R is well-defined, it is possible to associate
a so-called outgoing direction to each component of BS(R), and each outgoing direction is
needed to classify the region type. Each outgoing direction is classified as ascending or
descending according to the behavior of f across the corresponding border component. If the
f value decreases (resp. increases) walking from the inside towards the outside of the region
through the border component Bi, then the associated outgoing direction to Bi is descending
(resp. ascending).
Given a region R and its border BS(R), the following classification scheme is adopted:
• R is a maximum area iff all outgoing directions from BS(R) are descending, see figure
3.2(a,c,d,f);
• R is a minimum area iff all outgoing directions from BS(R) are ascending;
• R is a saddle area iff bb > 2 and there are both ascending and descending outgoing
directions from BS(R), see figure 3.2(e);
• finally, R is called regular iff does not belong to the previous categories, see figure
3.2(b).
With reference to figure 3.1, the regions r1 and r4 represent two critical areas, while r2
and r3 correspond to regular areas. In addition to the previous classification scheme, a
further distinction between simple and multi-connected minimum and maximum areas is
done: simple critical areas are minima (resp. maxima) that correspond to a simply-connected
region and complex critical areas are minima (maxima) that correspond to multi-connected
regions. In particular, we observe that a complex critical area with two border components
may identifies either a degenerate critical area such a volcano rim or a handle-like region
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of maximum or minimum (see figure 3.2(c,d)). The distinction between the two case is
done by checking the inclusion relationship between the components, however it could be
algorithmically quite expensive. Handle-like critical areas also occur in case of the distance
dp among the contour levels is large and does not allow detecting the saddle point contained
within the region. However, there is not loss of information and the topology of the model is
still correctly represented in the ERG.
(a) (b) (c)
(d) (e) (f)
Figure 3.2: Examples of critical areas.
The adopted characterization criterion is obviously dependent on the frequency of the slicing
process: if the frequency is too low, we might lose some important features, such as small
holes completely contained within two adjacent contour levels. It is easy, however, to detect
these situations and adapt the frequency of the feature size simply by using the Euler formula
for each region. The number of through holes h in a region R, in fact, is given by:
h = (E − V − T + 2− bb)/2 (3.1)
where E, V , and T are the numbers of edges, vertices and triangles in R respectively, and bb
is the number of border components of R, [Ma¨n88]. In particular, in figure 3.3(a) we show an
example in which the hole would be missed if too few sections are considered in the slicing
process, while figure 3.3(b) shows how the insertion of a contour solves this problem. Finally,
we observe that such a refinement of the original conturing may be repeated until all regions
does not contain any hole.
3.1.2 From critical areas to Reeb nodes
The generalized characterization just described can be coded as an Extended Reeb Graph
simply extending the equivalence relation used in the Reeb graph.
Let f : S → R be the a real mapping function defined on a surface S, and let [fmin, fmax] be
an interval containing the domain of f on the surface S, and fmin < f1 < · · · < fnp < fmax
the distribution of the values of the contour levels C(S) of S, which are supposed to be all
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(a) (b)
Figure 3.3: Adaptive contouring (b) of the mesh (a). In this case the hole is detected by halving once the
contour step.
non degenerate contours as explained in section 3.1.1. Then, by the definition the intervals
[fi, fi+1], i = 0, . . . , np the relations fmin = f0 < f1 and fnp < fmax = fnp+1 hold. In
addition, let
I = {(fi, fi+1), i = 0, . . . , np} ∪ {fmin = f0, f1, . . . , fnp, fmax = fnp+1}
be the partition of the interval [fmin, fmax] provided by the set of the np + 1 open interior
parts of [fmin, f1, . . . , fnp, fmax] and the function values of the contour levels.
Definition 3.1.1 An extended Reeb equivalence between two points P,Q ∈ S is given by the
following conditions:
1. f(P ) and f(Q) belong to the same element of t ∈ I;
2. P and Q belong to the same connected component of f−1(f(t)), t ∈ I.
Therefore, by applying the notion of the quotient relation in 3.1.1, it follows that all points
belonging to a region R are Reeb-equivalent in the extended sense and they may therefore
collapse into the same point of the quotient space. The quotient space obtained from such a
relation is a discrete space, which we call Extended Reeb (ER) quotient space. Moreover the
ER quotient space, which is an abstract sub-space of S and is independent from the geometry,
may be represented as a traditional graph which we name the Extended Reeb Graph, (ERG).
To represent the ER quotient space as a graph, the classes which are defined by points
on contours are represented by connecting points, while all other classes are represented by
normal points, simply called points; with reference to figure 3.4(b), connecting points are
depicted by using red rectangles while normal points are shown as circles. Connecting points
are representative of contours and normal points are representative of regions. A point p
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representing a region R is adjacent through a connecting point to another point q representing
another region R′ in the quotient space, and a normal point is adjacent to as many connecting
points as the number of connected components of the border of the associated region. From
this point of view, the image of a regular region of S in the ER quotient space is adjacent
only to two connecting points. Therefore, the connectivity changes of the graph representation
are concentrated in the image of the critical areas, and they are equivalent to the standard
Reeb graph representation which can be easily derived by merging the intermediate nodes
representing regular areas into a single arc; in figure 3.4(b) normal points that correspond to
critical areas are depicted in orange. After this merging step, the ERG simply consists of
nodes representing critical areas and the associated connecting arcs. In figure 3.4 an example
of the our extended Reeb quotient space is shown for a torus with respect to the height
function f , in particular we highlight how the sequence of points between p1 and p2 of the
quotient space ER in 3.4(b) represents an arc between the nodes n1 and n2 in figure 3.4(c).
(a) (b) (c)
Figure 3.4: The regions of the surface decomposition in figure 3.1 (a), the quotient space induced by f , (b)
and its graph-like representation (c). Circles represent the quotient of a region, while rectangles are images of
contour levels.
Finally, in the Reeb representation complex areas are distinguished from simple ones by
labeling the graph nodes as macro-nodes in the former case, and nodes in the latter one;
that is the macro-nodes are those particular leaf nodes with only ongoing or, respectively,
outgoing arcs and whose degree is at least two.
Starting from the surface characterization previously defined, the relation among the critical
points expressed in the Morse formula may be recovered also for the critical areas slightly
modifying and generalizing the relation 1.3, as shown in [BFS02, ABS03]. However, since
our characterization approach is based on a discrete approximation of the contour evolution
of the mapping function f , some hypotheses on the regularity of f should be verified. In
particular, we observe that the smooth counterpart of our contour-based surface characteri-
zation converges to the usual one. For this reason, even if we do not require that the mapping
function is Morse, when associated to the triangle mesh, it is necessary that, when defined on
a smooth surface, if possible, it is at least geometrically differentiable (G1). For instance, the
characterization obtained through the geodesic distance from the curvature extrema proposed
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in section 2.2.5 does not verify the Morse formula 1.3, even in the smooth context. Therefore,
our generalization of the formula 1.3 holds only for functions for which the notion of critical
point is defined, at least, in a generalized sense; this hypothesis will be assumed throughout
the reminder of this chapter.
The generalized Morse formula has to take into account the number of simple as well as com-
plex critical areas. Since in our surface decomposition there are no holes that are completely
contained in a region, for each complex critical area, ca, in [BFS02] we proposed to consider
the number mca = 2− bb, where bb represents the number of border components of ca. Then,
denoting Pmc the sum of all contributions of the complex areas, the Morse formula in section
1.1.3 becomes
M − p + m+ Pmc = χ, (3.2)
where M , m and p represent, respectively, the number of maxima, minima and passes of S and
χ is the Euler characteristics of the surface. This generalization is theoretically coherent with
the classical differential results that consider a slight perturbation of the surface to separate
a degenerate critical point in non-degenerate ones. For example, let us consider a complex
maximum with respect to the height function, such as that depicted in figure 3.5(a), it has
only one inner component, and thus mca = 0. Therefore, its contribution to the extended
Euler’s formula is 0. Let us now consider a small rotation of the surface: this would cause
the degenerate critical level to be decomposed into one maximum and one saddle, as shown
in figure 3.5(b), and the contribution of this configuration to the Euler formula would be
again 0. Similarly, if we consider a complex maximum having three border components 3.5(c)
(bb = 3, mca = 1) then the contribution to the Euler formula is −1. Again, if we let the
surface slightly rotate, then the critical point configuration would be made of two saddles and
one maximum 3.5(d), and again, its contribution to the extended Euler equation is −1. Red
regions correspond to maximum areas, while the green ones are saddles.
(a) (b) (c) (d)
Figure 3.5: The complex maximum in (a), totally composed of maximum points, is transformed by rotation
into a maximum and a saddle point (b). Similarly, a complex maximum having two cycles and two inner
components (c), is decomposed into two saddles and one maximum (d).
A similar extension of the critical area contribution may be further associated for n−fold
saddles, whose contribution in the Morse formula still is 2− bb. Since the border components
of a so-called monkey saddle are 4, its contribution to the Morse relation is −2. In particular,
we observe that this choice of the contribution of saddle areas is analogous to the discrete
counterpart of the index theory proposed in section 2.1.4.
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Finally, we observe that the contribution of each critical area in 3.2 may be written in the
form 2−bb. In fact, both minima and maxima have one border component, while the number
of border components of a non-degenerate saddle is 3; therefore, the sign minus in 3.2 before
each saddle is contained in such a contribution. Then, the relation 3.2 becomes:
N∑
i=1
(2− bbi) = χ,
where N is the number of critical areas and bbi represent the number of border components
of the i-th region.
3.2 ERG extraction
In this section, a short description of the algorithm for characterizing a closed triangle mesh
and extracting a Reeb graph representation in our extended sense is given. The extraction
and the classification of critical areas are done first by computing and inserting a suitable
number of contours into the triangle mesh, and second by reconstructing and classifying
the boundaries of the regions delimited by the inserted contours, according to the scheme
proposed in section 3.1.2.
The computation and the insertion of the contours into the mesh is done in a single step.
From a theoretical point of view, the physical insertion of contour levels in the model would
not be necessary but it simplifies the computation of the ERG arcs: above all, when an edge
of the model intersects several contour levels. Therefore, the contour levels C(S) inserted
into the mesh model are used as constraints during the region detection process, which uses
a region-growing strategy. The insertion of a contour C into S is computed as follows: given
a function value fi, a seed point p ∈ C is computed by selecting an edge e = (v1, v2), such
that fi is contained in the open interval (f(v1), f(v2)). C is extracted by starting from p
and moving by adjacency along the points on the mesh that have the same value of f until
p is reached again. If the points of C are not vertices of the mesh, they are inserted into the
mesh. The mesh is locally re-triangulated in order to obtain a valid mesh, and the contours
are inserted into the mesh as constrained edges. This process stops when all contour levels
have been considered. This procedure guarantees that degenerated contours as points, lines,
etc. are not taken into account because in such a case we cannot find any seed point p. Then,
the intersections of the model with the contour levels are computed and stored as a set of
connected components.
The insertion of C(S) decomposes the triangle mesh into a set of regions, each bounded
by C(S) elements. These regions are detected by labeling all triangles in the mesh, with a
region-growing process which propagates the label from a triangle to its adjacent ones without
crossing any contour. At the end of this labeling phase, all triangles having the same label
identify a region. Then, the border of each region is detected and the associated outgoing
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directions are classified. Starting from any edge of the region border, the associated connected
component is fully traced using edge-vertex adjacency. Then, the set R(S) of regions of S
is recognized and classified according to the criteria proposed in section 3.1.1. For each
component there is only one outgoing direction, which can be easily classified by checking the
elevation of any vertex inside the adjacent region. Finally, the number of border components
bb and their classification allow distinguishing between simple and complex critical areas.
According to the graph representation of the extended Reeb’s quotient space, each node of
the graph corresponds to a critical area; in particular, when the critical region recognized
as a maximum/minimum area is complex, a macro-node is defined. An arc is associated to
a sequence of regions that connects two nodes. Since each arc corresponds to a connected
component of the manifold between two critical areas, the Reeb graph extraction is based on
tracking the evolution of contour lines. In particular, we expect that the degree of each node
and macro-node in the ERG representation is equal to the number of connected components
of the corresponding critical region.
Our algorithm for the extraction of the ERG runs in two steps: first, the arcs between minima
(resp. maxima) and saddles are inserted, then the other arcs are detected. In the following,
a construction algorithm is described using a C pseudo-code:
ERG_Construction(N,A)
/* The ERG is defined by the set of nodes, N, and of arcs, A */
{
N=CriticalAreasRecognition(tin, contours);
/* Identify critical areas */
OrderAreas(N); /* Order the Critical Areas by value of f */
ExpandMaxima&Minima(N,A); /*Leaf arc extraction */
CompleteArcSet(N,A);
}
For sake of clarity the function “CompleteArcSet” is here detailed:
CompleteArcSet(N,A) /* N=nodes, A=arcs */
{
for (each node in N)
{
if (IsGrowingArea(node))
{
for ( each non visited growing direction node)
{
while (not(findOtherCriticalArea)))
ExpandToUpperLevel(node);
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if (R=OtherAreaReached)
ConnectWithArc(node, R);
} /* end for */
} /* end if */
} /* end for */
}
The function “ExpandMaxima&Minima(N)” connects all maxima and minima to their nearest
(in terms of region expansion) critical area and extracts a subset of Reeb arcs, while the
function “IsGrowingArea(node)” returns a boolean value, which is TRUE if the critical area
has at least one ascending direction that has not been visited yet. In figure 3.6 the main steps
of the ERG extraction process are depicted; in figure 3.6(a) nodes of the graph are associated
to each critical area which is recognized; the red region corresponds to the maximum area, the
blue one to the minimum area, while saddles are colored in green. Figure 3.6(b) represents
how the critical maximum (resp. minimum) is connected to other critical areas and the
corresponding partial graph representation; in particular, the light blue and light red regions
respectively correspond to the expansion of the minimum and maximum areas. This region
growing process corresponds to the function “ExpandMaxima&Minima(N)” in the algorithm.
Finally, figure 3.6(c) shows how the expansion process continues until the graph is completed.
Regions visited during the final step of the expansion process, which corresponds to the
function “CompleteArcSet(N,A)”, are colored in light green.
(a) (b) (c)
Figure 3.6: Pipeline of the ERG extraction: the recognition of the critical areas (a), the expansion of maxima
and minima (b) and the complete graph.
3.2.1 Computational complexity
The computational cost of the whole algorithm for the ERG extraction is given by the sum
of the costs of its single sub-parts, that is the insertion of contour levels into the mesh, the
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extraction of the critical areas and the final expansion process.
More in detail, given the surface mesh, the insertion of the contour levels C(S) depends on
both the number of vertices of the original triangulation, n, and the number m of the vertices
of C(S). Because the number of edges and triangles has the same order as the number of
vertices, checking the edge-to-plane intersection requires O(max(m,nlog(n))) operations. In
fact, the edges of the mesh are sorted in O(nlog(n)) operations, while O(max(m,n)) is the
number of intersection tests. Finally the insertion of the whole set of constraints requires
O(m) edge splits.
With regard to the computational complexity of the characterization process, the recognition
of critical areas is linear in the number of mesh triangles, then it requires O(n+m) operations,
because the number of triangles in the constrained mesh has the same order of the sum of
original vertices and the constrained ones. Also, during the arc completion step, the triangles
are processed once and the complexity still is O(n+m), so that the total computational cost
of the ERG extraction mainly depends on the insertion of contours in the mesh. Therefore,
the whole process, starting from a generic triangulation, requires O(max(m + n, nlog(n)))
operations. Finally, we observe that, if we consider a generic triangle mesh, the average size
of m is O(nlog(n)) even if in the worst case, m could be O(n2).
Therefore, the computational cost of the overall graph construction is O((n + m)log(n + k))
where m is the number of vertices inserted in the mesh during the slicing phase.
3.3 ERG properties
The extension of the Reeb graph representation previously introduced can handle degenerate
and non simple critical points without distorting the semantic meaning of the Reeb graph and
faithfully representing the surface topology. Therefore, the innovation of this method is both
the way of constructing the graph and the efficiency in dealing with degenerate situations. In
fact, our ERG representation extends the Reeb graph definition to discrete domain, without
requiring the mapping function to be Morse. Nevertheless, even if the theoretical hypotheses
of equation 1.3 are not verified, we are going to show that there is a strict relationship between
the critical areas we have obtained and genus of the original surface.
As shown in section 3.1.2 the coding of nodes in the ERG still verifies the Morse relationship;
in particular it has been noticed that the contribution of each critical area (simple or complex)
to that formula is given by 2−bb where bb is the number of its border components. Moreover,
as shown in section 3.1.2, bb equals the degree of the corresponding node. Then, the Morse
relation may be further re-written as:
N∑
i=1
(2− δi) = χ,
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where N is the number of nodes and δi is the degree of the i−th node of G. By considering that
the sum of all node degrees is twice the number of edges E (because each edge is computed
in the sum only once), the previous relation can be further expressed by:
2(N −E) = χ. (3.3)
Such an extension of the Morse relationship links the number of elements of the graph and the
genus of the surface. As a consequence of the relation 3.3 we highlight that each topologically
correct graph transformation should preserve the total difference between nodes and arcs of
the ERG representation. In addition, beside the information regarding to the topological class
of the surface, vertices and edges of the ERG structure might also contain some information,
which is related to the behavior of the surface along an arc.
Let us focus on the properties of the ERG as a graph structure made of nodes, arcs and
attributes. In fact, we are able to associate to our graph representation the notion of attributed
graph, introduced in the following:
Definition 3.3.1 (Attributed graph and sub-graph) An attributed graph G is given by a
quadruple G = (V,E, µV , µE), where V is a set of nodes, E is the set of the graph edges,
µV : V → AV and µE : E → AE are the node and the edge attribute functions, with AV , AE
sets of node and edge attributes of G. The set of attributed graphs is denoted by MGset.
A subgraph S of G is a quadruple (VS , ES , µVS , µES), where VS ⊆ V , ES ⊆ E, µVS and µES
are induced by µV and µE, respectively.
Since two nodes v1, v2 ∈ V may be connected with two or more edges, there exists a relation iE
set such that iE : E → V ×V . In particular, we observe that, when vertices and edges contain
a simple label (i.e. a name or a number) attributed graphs are also called labelled graphs.
Depending on the kind of graph attributes, graphs are distinguished in vertex-attributed (or
weighted) and edge-attributed graphs. In addition, we recall that a path between two vertices
n1, n2 ∈ V is a non-empty sequence of k different vertices v0, v1, . . . , vk where v0 = n1 and
vk = n2 and (vi, vi+1) ∈ E, i = 0, . . . , k − 1. Finally, a graph G is said to be acyclic when
there are no cycles between its edges, independently of whether the graph G is directed or
not.
Lemma 3.3.2 Let G be an extended Reeb graph. The G is a directed, acyclic and attributed
graph.
Proof.
• Directed:
Let e be an edge of G, that is e ∈ E. From 3.1.1 it follows that the function f cannot
be constant along any edge e; therefore, denoting v1 and v2 the nodes of e, the relation
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f(v1) = f(v2) holds. Then, the edge e may be oriented according to the monotonicity
of f along that; in practice, we denote e = (v1, v2) (resp. e = (v2, v1)) if f(v1) < f(v2)
(resp. f(v2) < f(v1)).
• Acyclic:
The monotonicity of f along each edge e ∈ E implies that G is acyclic. In fact, let
us suppose that there is a loop with starting and ending point v1. Therefore, there
would exist a sequence of nodes v1, v2, . . . , vn, v1 and edges e1, e2, . . . , en such that e1 =
(v1, v2), . . . , en = (vn, v1). This would imply the following sequence of inequalities:
f(v1) < f(v2) < . . . < f(v1), which is clearly impossible.
• Attributed:
Attributes may be easily associated to the G by considering either the geometric prop-
erties such area, perimeter and length of the associated portion of surface or shape
attributes such as texture, color, etc. While their choice may be questionable, the
existence of such attributes, both for nodes and edges, is always possible.
In particular we observe that, since the ERG is directed, each node identifies a subgraph S,
where VS contains the v itself and all nodes for which the node is an ancestor.
At the moment, in our settings, the edge attributes are defined as the real valued function
µE(e) = |f(v2) − f(v1)| and node attributes (µV ) are provided by their classification (as
minima, maxima or saddles). Furthermore, we observe that when the contouring of S is
uniform, each edge attribute µE may be replaced by the number cc of contour levels crossed
during the arc detection. As an example, with reference to figure 3.6, the attribute values
associated to the arc (n1, n2) between the maximum area and its adjacent saddle is 2. In fact,
the bigger the number cc is, the more relevant the associated feature is, where the relevance of
each node depends on the attributes of the edges adjacent to it and is defined as the maximum
of the attribute values µE of the adjacent edges. In practice, a node is the more relevant, the
longer the adjacent edges are.
As further improvement, we are investigating to store additional geometric attributes both
for edges and nodes. For example, natural choices of edge attributes seem to be the border
length, the area and the volume of the portion of surface associated to the edge, while for
nodes we could store also more information related to their position in the space and the
value of f in the corresponding critical area. Finally, to better store the global appearance
of the surface features, further labels that distinguish if a the shape looks spherical, conic or
cylindric, etc. could be associated to each node [ZTS02].
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3.4 ERG Management
Many applications of the ERG structure are based on graph comparison approaches or, at
least, they require an evaluation of the overall appearance of the shape descriptor. Since most
of such algorithms perform better when the number of nodes of the graph decreases, there is
the need of tools that estimate the relevance of the main shape features, organize them in a
hierarchical structure and, eventually, filter/simplify the shape structure preserving the main
surface characteristics.
In particular, in section 3.4.1, we briefly discuss how the slicing strategy we have adopted
may be adapted to the surface features and how, under opportune hypotheses, it guarantees
a hierarchical decomposition of the model, which orders the shape features consistently with
their relevance in the object. Moreover, the existence of topological and/or structural noise
in the graphs, due to a non relevant branching node in the graph or a subgraph, could make
more difficult the comparison of two ERG structures, being such a problem really relevant
in shape recognition and retrieval contexts. This fact, in addition to the possible hierarchical
organization of the shape features, suggests the idea of simplifying the nodes and the arcs of
the graph. Therefore, we propose a set of operations, which may be performed on the ERG
structure, analogously to the persistence operations on the critical net proposed in [EHZ03].
The algorithm in section 3.4.2 simplifies the ERG, to make it more suitable for manipulation
and comparison purposes.
3.4.1 Adaptive and multi-resolution approach
In this section we compare our slicing strategy with the criteria the most commonly adopted
and we discuss the main advantages and disadvantages of our approach.
With regard to the feature extraction step, the mesh characterization based on the classical
comparison of the function values at mesh vertices, as classically proposed in [Ban70, FMD02,
EHZ03, TIS+95], can be recovered also through our method. It is sufficient, indeed, to slice
the mesh in correspondence of the midpoint of each edge; in this way all vertices of the
original mesh would lie in a separate region and the characterization obtained through the
mesh contouring would be equivalent to consider the star region of each vertex. However, by
following this approach, the number of vertices of the mesh after the contour insertion process
could become quadratic and computationally inaffordable.
Finding the best compromise between the effectiveness of feature extraction and the number
of contour levels is the most critical point of the method. A solution is to characterize the
mesh as proposed in [FMD02, EHZ03, Ban70], by slicing the mesh with contours placed at
optimal positions: one contour directly below (resp. above) maxima (resp. minima), and
two contours for saddles, one above and one below. In this case the number of slicing planes
considerably decreases but the number of features does not, and the results would still be
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sensitive to small variations of the vertex elevation. For example the method proposed in
[vKvOB+97] for extracting the contour trees of terrain surfaces follows a similar strategy
and contours are computed on the mesh starting from the critical points detected with the
characterization proposed in [Ban70].
Let us now discuss the relation between the distribution of the function values fi and the size
of the features detected. First of all, we associate the notion of size only to maximum and
minimum areas, either simple or complex. The size of minima (and maxima) corresponds to
the difference between the function values of the border of the critical area and the closest
adjacent saddle level. The uniform slicing strategy, we have adopted, guarantees that all
features having size greater than dp are detected. Features whose size is less than dp are
discarded, except those that extend across a slicing plane. To make the filtering effect homo-
geneous, the contour behavior is re-computed at a distance dp from the point q in the critical
area, which has the maximum function variation within the region. In figure 3.7 an example
is given: the size of the feature (h) is smaller than dp and the maximum q disappears when
the contour level c1 is replaced by c2. In this way all features having size greater than dp are
recognized and the smaller ones are discarded.
dpqh
c2
c1
Figure 3.7: The feature in the middle has size h which is less than the slicing step dp, hence it is discarded
during the characterization process.
Therefore, we can easily estimate the importance of the features detected and if, at a fixed
resolution dp, the obtained graph is topologically correct and holes are not missed in the
graph; otherwise, the graph extraction may be eventually refined only in correspondence of
the hole as discussed in section 3.1.1. Moreover, it is not necessary the distribution of the
contour levels be uniform; however, in that case the size of each feature cannot correspond to
the number of contours crossed during the arc extraction.
Using a uniform slicing, the surface shape is described by the topological coding of its features
at a fixed resolution dp. In many cases, however, a description at different scales could be
more effective. This could be achieved by adopting a multi-resolution slicing process of the
mesh as proposed in [HSKK01]: a sequence of Reeb graphs can be extracted halving the
distance interval between the slicing planes until a threshold defined by the user is reached.
At each step, new nodes and arcs might be inserted into the graph as shown in figure 3.8,
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but there is a hierarchical relation between the nodes of the current graph and the previous
one. In our settings, a multi-resolution ERG extraction can be implemented by iteratively
halving the interval [fmin, fmax]. The power of this approach is clear: the surface shape can
be processed at different levels of detail and the estimation of its features is automatically
provided. Let i a step of the multi-resolution representation of the ERG; in correspondence
of such a step the domain of f is partitioned in 2i sub-intervals. Then, once the ERG at the
step i is known, a rule is proposed to extract the graphs at the step i−1 and lower resolutions;
that is, once the ERG representation has been computed to the finest resolution, the rougher
representations are directly deducible from that.
More in detail, let [f0, f2, . . . , f2i−1, f2i ] be the partition of the interval [fmin, fmax] at the i−th
step composed by 2i sub-intervals, such that f0 = fmin and f2i = fmax. In particular, we
denote k − th interval of such a decomposition as the interval [fk−1, fk], k = 1, . . . , 2i. Then,
at the i−th step, the representatives corresponding to the pre-images of the k−th interval are
obtained by collapsing the representatives of the intervals 2k−th and (2k−1)th in the (i+1)th
step, while the graph connectivity is obtained transposing that of the components of these
intervals. Similar reasonings link the ERG of two non consecutive steps; in this case, at the
j− th step, j < i, the quotient classes of the pre-image of the k− th interval may be deduced
from those at the i−th step, by contracting the (2i−jk)th, (2i−jk−1)th, . . . , (2i−j(k−1)+1)th
intervals of the i− th step, k = 1, . . . , 2j .
With reference to figure 3.8 some examples of the multi-resolution subdivision of the interval
[fmin, fmax] and the corresponding ERG representation with respect to the height function
are shown. In particular, we observe that the cycles of the graph are detected respectively
at the second and third level of detail, while finer resolutions of the graph do not change the
topological type of the quotient space.
Finally, on the contrary to the approach introduced in [HSKK01], graph configurations that
are not topologically consistent with the surface are not accepted in our framework. Generally,
such graph configurations are due to an insufficient slicing of the interval [fmin, fmax], as
discussed in section 3.1.1; for instance, the ERG representations corresponding to steps 1
and 2, that is figures 3.8(c,d), respectively, are not topologically equivalent to the object and,
in our settings, they are discarded. Therefore, the control that every region of the surface
decomposition does not contain holes in its interior suggests a way for deducing the “minimal”
resolution for which the graph is topologically equivalent to the shape surface and is chosen as
the starting step of our multi-resolution approach (in the example in figure 3.8, the starting
step is the 3rd, which requires 23 = 8 subdivisions of the domain of f , see figure 3.8(b)).
3.4.2 ERG Simplification
The simplification algorithm we have developed is not a simple pruning but a more complex
process able to transform the input graph into a new one, which describes the global structure
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(a) (b)
(c) (d)
Figure 3.8: The ERGs of a surface obtained with respect to a multi-resolution subdivision of the domain of
f .
of the object and discards the graph elements responsible for the noise. In figure 3.9 an
example of graph simplification and its correspondence on the mesh classification are shown;
as usual, red regions represent minima, blue ones are minima, while saddles are in green. For
instance, after the simplification, a maximum area and its adjacent saddle area, become a
macro-maximum.
Figure 3.9: The simplification of a simple graph and the correspondence between the graph simplification
and the model characterization. All nodes of the simplified Reeb graph of the trifolium are macro-nodes.
As highlighted in [Hir97], aim of our simplification algorithm is to eliminate the non-relevant
object features described in the ERG by guaranteeing the topological consistency of the
underlying model. The Morse relation presented in equation 3.3 implies that when an arc is
removed from the graph also a node has to be deleted. Moreover, in order to preserve the
topology and the acyclicity of the graph, a node n and an arc e = (v, n) are deleted from G
only if there are not other arcs e1 from the same node v to n.
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Minima and maxima are regarded as feature nodes, while saddle ones describe how the features
and the ”body” parts of the object are connected. Two threshold values, Thm and Ths, are
set to check the relevance of both minima/maxima and saddles. Such thresholds, which vary
from the smallest to the biggest edge attribute, may be either automatically computed, for
instance as the average of the edge attributes, or user defined. The main idea is to simplify
nodes that have relevance less or equal to the given thresholds; the simplification is the more
incisive, the higher threshold is.
Simple minimum and maximum simplification: In the ERG, simple minima and max-
ima are represented by nodes, which may be linked to both saddle and maximum (minimum)
nodes. However, when a simple maximum M is connected to a simple minimum m, the graph
is composed only by the two nodes m and M and the arc (m,M) because a surface S having
only two critical points is homeomorphic to a sphere [Mil63].
In our approach only minimum and maximum nodes that are adjacent to saddle nodes and
less relevant than Thm are simplified. When all minima and maxima adjacent to a saddle
node are removed, the saddle might be transformed into a minimum or a maximum node
(eventually complex), according to the number and the direction of the edges incident into
it, see figure 3.10.
s
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Figure 3.10: The simplification of a minimum node. The labels of the node indicate its type.
Complex node simplification: Complex maxima and minima can be adjacent both to
nodes and macro-nodes, we recall that, as defined in section 3.1.2 macro-nodes correspond
to complex maxima and minima. A complex minimum mm is not relevant if there exists
an edge e = (mm, s) where s is a saddle node and the attribute of e is smaller than Thm.
If there exists more than one edge with such characteristics, the simplification algorithm
chooses the one with the smallest relevance. The node mm is simplified removing the edge e
and connecting all other outgoing nodes to the saddle node s. The node mm is also removed
and the saddle s re-classified according to its behaviour in the new situation (see figure 3.11).
Complex maxima are handled in a symmetric manner.
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Figure 3.11: The simplification of a minimum macro-node. The labels of the node indicate its type.
Saddle simplification: Saddles are graph nodes with both ongoing and outgoing edges.
A saddle node v1 can be simplified if it is connected to another saddle v2 and the edge
e = (v1, v2) connecting the two saddles has attribute smaller than the threshold Ths. In this
case all nodes adjacent to v1 are connected to v2 and both the edge e and the node v1 are
removed, see figure 3.12.
e
v2
v1 v2
Figure 3.12: The simplification of a saddle v1.
The simplification process may be repeated until a very simple structure is reached and no
more nodes can be simplified according to the proposed criteria.
In particular, we highlight that the constraints we have inserted in the simplification process
of macro-nodes produce a final graph representation which is topologically equivalent to the
original one but may not be minimal, in the number of nodes and arcs. In addition the
order in which the simplification operations are performed may influence the final results.
Therefore, in our experiments, to do not too distort the results of the graph simplification,
our procedure has been applied only once, adopting the same parameters for all graphs.
3.5 ERG and shape similarity: distance measure between at-
tributed graphs
As shown in section 3.3, each extended Reeb graph representation may be also regarded as a
directed, acyclic and attributed graph. Furthermore, in this section we deal with the problem
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of finding a meaningful distance between two ERGs, considering the more general notion of
distance measure in the set of the attributed graphs, MGset. Evaluating the distance (and the
similarity) between two graphs is a very well known problem in all those application fields that
may be solved through graph structures. More formally, denoting d : MGset ×MGset → [0, 1]
a distance measure, the similarity measure, s(G1, G2), between two attributed graphs G1 and
G2, is defined as s(G1, G2) = 1− d(G1, G2).
Traditional methods to measure the distance between graphs may be distinguished in two
main classes: those that consider the adjacency matrix of the graphs [PSZ99, SW99] or those
that solve the problem through graph comparison and detect the maximal common subgraph
of two graphs, [Zel92, BS98b, FV01, Haz95]. Due to the fact that, in addition to the measure
estimation, the second approach takes in account also the correspondence among the graph
entities, it seems to be the most suitable for those application tasks, like shape similarity,
for which the capability of evaluating how much two shapes may overlap and have common
components is fundamental.
The algorithms proposed in [Ull76, RC77] detect the exact graph (and subgraph) match-
ing. Unfortunately, these methods, provide a really refined solution which fails for those
applications that require only an approximate solution. Moreover, the sub-graph matching
issue has been shown to be NP complete [GJ79, Abd98], therefore finding the exact solu-
tion is computationally inaffordable. On the contrary, since the problem of matching two
trees may be solved in polynomial time, several approaches tackle the comparison of two
graphs either transforming the graphs in tree-like structures [PSZ99, SKK04] or generating
an approximated solution, such that provided by the notion of error tolerant graph and sub-
graph isomorphism presentedin [MB98, BS98b]. There, the “classical” idea of isomorphism
is relaxed and replaced by that of error tolerant graph isomorphism.
Definition 3.5.1 Let G and G′ be two attributed graphs as proposed in definition 3.3.1 and
∆ = (δ1, . . . , δn) a sequence of graph editing operations (where a graph edit operation, δi, is
an addition, a deletion or an attribute modification of nodes and edges), then:
• the edited graph ∆(G) is the graph ∆(G) = δn(δn−1( . . . (δ1(G)) . . .));
• an error tolerant graph isomorphism is a couple (∆, ψ), where ∆ is a sequence of
editing operations such that there exists an isomorphism ψ between ∆(G) and G′.
Therefore, the concept of error tolerant graph isomorphism is an extension of the idea of
isomorphism [MB98] and introduces a set of graph editing operations that makes the two
graphs isomorphic. Examples of algorithms for computing error tolerant graph isomorphisms
have been proposed in [MB98, Mes97, BMM+03]. However, in this section we focus on the
problem of defining a metric between two graphs rather then on the extraction of the graph
isomorphism itself.
106 Chapter 3 — Contour-driven surface analysis
Before introducing some of the possible definitions of the measure between two attributed
graphs and discussing their properties, some notions related to the concepts of subgraph and
common subgraph are introduced. First of all, we recall that, given two graphs G1 and G2,
a function ψ : G1 → G2 is called a subgraph isomorphism from G1 to G2 if there exists a
subgraph S ⊆ G2 such that the restriction ψ : G1 → S is a graph isomorphism. By this
definition, to find a subgraph isomorphism from G1 to G2 it is necessary to detect a subgraph
of G2 isomorphic to the whole G1. Moreover, this notion is fundamental to “measure” how
much two graphs overlap.
Definition 3.5.2 (Maximal common subgraph) Let G1 and G2 be two attributed graphs. A
graph (S,ψ1, ψ2) is a common subgraph of G1 and G2 if there exists two subgraph isomor-
phisms ψ1 : S → G1 and ψ2 : S → G2. However, to simplify the notation, we will denote S
the common subgraph (S,ψ1, ψ2).
A common subgraph S of G1 and G2 is called maximal if there exists no other common
subgraph of G1 and G2 that has more nodes than S.
As shown in definition 3.5.2, the maximal common subgraph of two graphs maximizes the
number of nodes and edges without considering any graph attribute. In particular, we observe
that the choice of the representative of the maximal common subgraph is unique, up to graph
isomorphisms that take into account only the graph topology and discard the geometric at-
tributes. Since the computation of the maximal common subgraph is a NP-complete problem;
its exact computation is time consuming, even if the shape descriptors are composed by a few
number of elements. Among the techniques proposed to approximate the maximal common
subgraph, the most interesting ones seem to be those based on the notion of error-correcting
sub-graph isomorphism, because they also provide a correspondence between the graph enti-
ties without introducing any artifact. Given two graphs G1 and G2, an approximation of their
maximal common subgraph may be calculated with the methods proposed in [MB98, Mes97].
Such a subgraph is unique, up to error correcting graph isomorphisms; the mappings proposed
in figure 3.13(a,b) individuate two possible maximal common subgraphs and show how the
attributes of the subgraph are not uniquely determined.
As described in section 3.3, attributes may be associated both to edges and nodes of the
graphs. In particular, we observe that, in our representation, node attributes correspond
only to their topological classification and do not store any geometric information. Therefore,
they will not give any contribution in the “numerical” estimation of the distance and, in our
definition, only edge attributes will be considered. To better preserve the relation between
the ERG representation and the shape of the object, the distance measure should take into
account both the structure and the edge distribution of the two graphs. In particular, the
bigger the common subgraph SM of G1 and G2 defined by the error tolerant isomorphism is,
the bigger the similarity measure s(G1, G2) (and the smaller the distance d) should be.
In addition, we observe that, when the mapping function f is not constant on the surface,
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its ERG representation has at least an oriented arc and two nodes; that is, the graph which
corresponds to the trivial graph representing only a minimum and a maximum. As a con-
sequence, the maximal common subgraph between two generic ERGs, G1 and G2, is never
empty and is composed of almost an arc and its adjacent nodes.
In applications which are not only related to the topology of the graph, attributes play
a fundamental role the choice of the representative of the maximum common subgraph is
important. Therefore we introduce the notion of arc-maximizing common subgraph, that is
the maximal common subgraph that minimizes the sum of the differences of attributes of the
edges pair. More formally:
Definition 3.5.3 (Arc-maximizing subgraph) Let G1 and G2 be two attributed graphs and
MSet the set of their maximal common subgraphs. Using the same notation proposed in
definition 3.5.1, for each common subgraph S ∈ MSet, we denote
DiffS(G1, G2) =
∑
e∈S
|µE(ψ−11 (e))− µE(ψ−12 (e))|,
the sum of the differences of the edge attributes of G1 and G2, which are mapped by the graph
isomorphisms ψ1 : ∆(G1) → S and ψ2 : ∆(G2) → S.
Then, a subgraph SM ∈ MSet is called arc-maximizing if DiffSM (G1, G2) ≤ DiffS(G1, G2),
∀S ∈ MSet and we will denote Diff(G1, G2) the value DiffSM (G1, G2).
The notion of arc-maximizing common subgraph refines the concept of maximal common
subgraph requiring a kind of optimization on the edge attributes; if the graph G1 admits
more than one maximal common subgraph with respect to G2, the arc-maximizing one is
that for which the arcs of the two graphs “better” overlap. Obviously also such a subgraph
is unique up to graph isomorphism. In particular, the algorithm proposed in [BMM+03]
for graph matching determines an approximation of the maximal common subgraph which
is also arc-maximizing. In fact, additional constraints on the edge attributes are introduced
during the construction of the error-correcting graph isomorphism to minimize Diff(G1, G2).
Even if the subgraph configurations proposed in figure 3.13 are topologically equivalent, the
subgraph mapping proposed in 3.13(b) is also arc-maximizing.
Other approaches evaluate the “optimality” of the common subgraph on the attributes instead
of the topological maximality of the subgraph. The method proposed in [Mes97] and further
adopted in [ZTS02] suggests to consider as optimal the subgraph isomorphism that minimizes
the cost of the sequence of editing operations. In that case, possible operations are deletion,
insertion and substitution of nodes and arcs, that is the change of their attributes. Denoting
S a common subgraph of G1 and G2, not necessarily maximal, to be optimal in the sense of
[Mes97] should minimize the distance measure:
OS(G1, G2) =
∑
e∈(G1∆(G1))
(|µE(e)|) +
∑
e∈(G2∆(G2))
(|µE(e)|) + DiffS(G1, G2), (3.4)
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Figure 3.13: Two possible maximal mappings between two simple trees. Numbers represent the value of the
edges attributes while the line style shows the edge mapping.
where (G1∆(G1)) and (G2∆(G2)) respectively indicates the subgraphs of G1 and G2,
whose elements are not mapped by sugraph isomorphism in those of S, ψ1 : ∆(G1) → S,
ψ2 : ∆(G2) → S are the subgraph isomorphisms and DiffS(G1, G2) has the same meaning
like in definition 3.5.3.
In figure 3.14 the best mapping between two graphs is shown both with respect to the notion
of arc-maximizing common subgraph, see figure 3.14(a), and that with respect to the sum of
the edges attributes 3.14(b); in particular we observe that every maximal common subgraph
is made of two edges, while the optimal mapping with respect to the edge attributes, to be
topologically consistent, cannot map more than one edge.
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Figure 3.14: The arc-maximizing common subgraph (a) and the optimal mapping with respect to the dif-
ferences of the edges attributes (b). Numbers represent the value of the edges attributes while the line style
shows the edge mapping.
Finally, we introduce the notion of arc-overlapping common subgraph:
Definition 3.5.4 Let Subgrf(G1, G2) be the set of common subgraphs of the attributes graphs
G1 and G2. Then, S ∈ Subgrf(G1, G2) is called a best mapping common subgraph of G1
and G2 if DiffS(G1, G2) ≤ DiffW (G1, G2), ∀W ∈ Subgrf(G1, G2) such that there exists a
graph isomorphism ϕ : S → W between S and W .
S ∈ Subgrf(G1, G2) is an overlapping candidate if for each Ss subgraph of S there exists
another subgraph S′s of S and a graph isomorphism ϕs : Ss → S′s such that S′s is a best
mapping common subgraph.
S ∈ Subgrf(G1, G2) and overlapping candidate is called arc-overlapping if there exists no
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other overlapping candidate common subgraph of G1 and G2 that has more nodes that S.
By definition 3.5.4, we observe that if a maximal common subgraph is overlapping candidate, it
is also arc-overlapping; while the vice-versa it is generally false. In fact, every arc-overlapping
common subgraph is topologically maximal in the set of possible overlapping candidates but
it may not be a maximal common subgraph as defined in 3.5.2. Analogously to the definition
of optimal common subgraph in [Mes97] also the notion of arc-overlapping common subgraph
emphasizes the graph attributes instead of the graph topology; however some drawbacks
are limited by introducing the constraint that the overlapping candidate common subgraph
has to be topologically maximal. Analogously the maximal common subgraph, also the arc-
overlapping common subgraph is never empty and, indeed, it contains at least the best edge
pair.
Once we have introduced some of the notions of optimal graph matchings, in the reminder
of this section we will discuss the existence and the behavior of possible distances between
attributed graphs, focusing on their mathematical properties. In fact, according to the math-
ematical statements, it would be desirable that a distance measure was a metric.
Definition 3.5.5 (Metric, semi-metric and pseudo-metric) Let d : MGset×MGset → [0, 1] be
a distance measure. Then, d is a metric if it satisfies the following properties:
1. Non-negativity: d(G1, G2) ≥ 0, ∀G1, G2 ∈ MGset.
2. Identity: if G1 ∼= G2 =⇒ d(G1, G2) = 0, ∀G1, G2 ∈ MGset.
3. Uniqueness: if d(G1, G2) = 0 =⇒ G1 ∼= G2, ∀G1, G2 ∈MGset.
4. Symmetry: d(G1, G2) = d(G2, G1), ∀G1, G2 ∈ MGset.
5. Triangular inequality: d(G1, G2) + d(G2, G3) ≥ d(G1, G3), ∀G1, G2, G3 ∈ MGset.
When the uniqueness is lost, d is called a semi-metric, while the defect of the triangular
inequality makes it a pseudo-metric, [VH01].
In particular, we observe that the uniqueness property is really strong for shape descriptor
comparison and often it is not satisfied. However, depending on the application domain, it
may be not be a relevant drawback, because the main goal of high-level shape descriptors is
to represent only the relevant features of the shape, and the loss of uniqueness could be an
advantage. On the contrary, the triangular inequality is a very useful property in applications
based on shape retrieval because, if it holds, the number of comparisons may be diminished.
Edit distance measures, such that 3.4, minimize the cost of the editing operations but they are
metric only if the cost of the underlying edit operations satisfy certain conditions. Therefore,
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they are largely used as measures [Mes97, MB98, ZTS02] but usually do not verify either the
uniqueness or the triangular inequality properties. In addition distance measures that are
defined for tree-like structures are not longer valid for graphs. Therefore, in literature there
it is very difficult to find a definition of distance between attributed graphs, which is also a
metric and, generally, measures between graphs that satisfy the triangular inequality do not
consider either edge or node attributes. An example of the distance measure which is a metric
has been proposed in [BS98b]:
dB(G1, G2) = 1− |maxcs(G1, G2)|
max(|G2|, |G2|) ,
where maxcs(G1, G2) is the maximal common subgraph of G1 and G2 and | . . . | represents
the number of nodes of a graph.
As required by our statements, such a distance depends on the size of the subgraph; however,
it does not take into account the attribute values of edges and nodes. This implies that each
node of the subgraph has the same weight, despite its relevance in the graph. Moreover, such
a measure does not verify the uniqueness property: in fact the distance between two graphs
which are topologically isomorphic is always zero, even if they differ from some edge attributes.
For instance, the distance dB does not distinguish the two graphs in figure 3.15. In addition,
we observe that such a distance does not measure how the sub-parts that correspond through
the graph isomorphism effectively overlap; therefore, it is not the best choice in application
tasks that are related to retrieval of partial common sub-parts.
2
3 3
1 2
5
3
1
2 2
(a) (b)
Figure 3.15: The two graphs are isomorphic but not identical. The numbers indicate the value of the edge
attributes.
Therefore an adjustment of the distance is necessary to reflect also the differences of the graph
attributes. In particular, we observe that node attributes depend only on the topology of the
graph, in fact they reflect the node classification. So, they are important during the phase
of isomorphism detection but they seem to be unnecessary for qualitatively estimating how
far the two graphs are. Since the graph matching is computed on the set V of nodes, we will
say that an edge e belongs to a maximal common subgraph SM if and only if the nodes it
connects do. To adapt dB to our purposes, the idea is to compute the distance on the edges of
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SM , correcting the contribution of each edge in SM with the “normalized” difference between
the attributes of the corresponding edges of G1 and G2. To guarantee the contribution of
each edge in SM is a real value in the interval [0, 1], we introduce a real coefficient α in the
definition of the distance measure in the following formula 3.6, which is independent on the
choice of the graph pairs. In addition, such a coefficient should verify the conditions: α ≥ 1
and α ≥ maxe∈G(µE(e)), ∀G ∈ MGset. Clearly the hypothesis that α should be bigger than
the maximal edge attribute of all attributed graphs implies that α cannot be evaluated a
priori, thus is not computable and has to be relaxed. Since the distance measure has been
used for shape retrieval from a database, it is not important that our measure induces a global
ordering (and a global metric) on MGset but only for each subset fixed. Therefore, the value
of α currently chosen corresponds to the maximum attribute value on the edges of all graphs
in the database; that is
α = max(maxGi∈DGset(maxe∈Gi(µE(e))), 1), (3.5)
where DGset ⊂MGset represents a set of graphs and Ei is the set of edges of Gi.
Lemma 3.5.6 Let G1 and G2 be two attributed graphs of a data set DGset ∈ MGset and
SM their arc-maximizing common subgraph. According to the notation of definition 3.5.1, let
ψi : Gi → SM , i = 1, 2 be the graph isomorphisms between the subgraphs of ∆(Gi) and SM .
Then, the function d : DGset ×DGset → [0, 1] defined as follows:
d(G1, G2) = 1−
∑
e∈SM (1−
|µE(ψ−11 (e))−µE(ψ−12 (e))|
α )
max(|G1|, |G2|) , (3.6)
where α is the normalizing coefficient in the database defined in 3.5, is a pseudo-metric.
Proof. Non-negativity, uniqueness, identify and symmetry properties follow from the
definition of d.
1. Non-negativity: d(G1, G2) ≥ 0; in fact, by definition of µE we have:
0 ≤ µE(ψ−11 (e)), µE(ψ−12 (e)) ≤ α ⇒
0 ≤ |µE(ψ−11 (e))− µE(ψ−12 (e))| ≤ α, therefore∑
e∈SM
(1− |µE(ψ
−1
1 (e)) − µE(ψ−12 (e))|
α
) ≤
∑
e∈SM
(1) = |SM | ≤ max(|G1|, |G2|).
2. Identity: we have to evaluate d(G1, G2) when G1 ∼= G2. Since SM is the arc-maximizing
common subgraph it follows that SM ∼= G1, SM ∼= G2 and the isomorphisms ψ1 and ψ2
correspond to the identity.
Therefore, |µE(ψ−11 (e)) − µE(ψ−11 (e))| = 0, ∀e ∈ G1 and
∑
e inSM
(1) = |SM | = |G1| ⇒
d(G1, G1) = 1− |G1|
max(|G1|, |G1|) = 0.
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3. Symmetry: d(G1, G2) = d(G2, G1) by relation 3.6 and graph isomorphism properties.
4. Uniqueness: d(G1, G2) = 0⇒
∑
e∈SM (1−
|µE (ψ−11 (e))−µE(ψ
−1
2 (e))|
α
)
max(|G1|,|G2|) = 1.
Therefore,
∑
e∈SM (1−
|µE(ψ−11 (e))−µE(ψ−12 (e))|
α ) = max(|G1|, |G2|).
Since each addend of the first sum is always less or equal to 1, the last relation may
hold if and only if |G1| = |G2| = |SM |, that is G1 and G2 are isomorphic and (1 −
|µE(ψ−11 (e))−µE(ψ−12 (e))|
α ) = 1, ∀e ∈ SM ⇒ µE(ψ−11 (e)) = µE(ψ−12 (e)), ∀e ∈ SM .
Therefore, if the distance between two graphs is zero, they have to be isomorphic and
the attributes of two edges, which are paired through the isomorphisms ψi have to be the
same. Because node attributes are considered during the extraction of the isomorphism
it follows that the two graphs are identical up to graph isomorphisms (for example they
may vary the node label or position).
Through analogous considerations we can demonstrate the following lemma:
Lemma 3.5.7 Let G1 and G2 be two attributed graphs of a dataset DGset ∈ MGset and SM
their arc-overlapping common subgraph. Then, the distance 3.6 defined in lemma 3.5.6 is a
pseudo-metric.
Both statements 3.5.6 and 3.5.7 claim that the function 3.6 is a pseudo-metric but, since
they do not satisfy triangular inequality, they do not solve the problem of finding a metric
between attributed graphs. In particular, we observe that the notions of arc-overlapping
and arc-maximizing correspond to two different ideas of optimality: that with respect to the
attributes or that with respect to the topology of the graphs, respectively. In addition, given
two attributed graphs G1 and G2, the set of their maximal common subgraphs that are also
overlapping candidate may be empty; however, if the distance d 3.6 is defined on attributes
graphs for which such a set exists, it is a metric. The following statement provides a condition,
which is sufficient to guarantee that d verifies the triangular inequality.
Lemma 3.5.8 Let G1, G2 and G3 ∈ DGset be three non-empty attributed graphs of a dataset
DGset ∈MGset and S1,2 be a maximal and overlapping candidate common subgraph of G1 and
G2. Let S1,3 and S2,3 be defined analogously to S1,2.
Then, the distance 3.6 defined in lemma 3.5.6 verifies the triangular inequality:
d(G1, G2) + d(G2, G3) ≥ d(G1, G3)
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Proof.
The proof of the triangular inequality extends that proposed in [BS98b] and requires that the
common subgraphs Si,j, 1 ≤ i < j ≤ 3 are both maximal and overlapping candidates (and
therefore also arc-overlapping as previously described).
In practice, we have to verify the following relation:
1−
∑
e∈S1,2(1−
|µE(ψ−111 (e))−µE (ψ−121 (e))|
α )
max(|G1|, |G2|) + 1−
∑
e∈S2,3(1−
|µE(ψ−122 (e))−µE(ψ−132 (e))|
α )
max(|G2|, |G3|) ≥
1−
∑
e∈S1,3(1−
|µE(ψ−113 (e))−µE(ψ−133 (e))|
α )
max(|G1|, |G3|) (3.7)
where Si,j, 1 ≤ i < j ≤ 3 are defined like in the hypotheses and ψ11 : ∆(G1) → S1,2,
ψ21 : ∆(G2) → S1,2, ψ22 : ∆(G2) → S2,3, ψ32 : ∆(G3) → S2,3, ψ13 : ∆(G1) → S1,3,
ψ33 : ∆(G3)→ S1,3 are the corresponding subgraph isomorphisms.
Two cases are distinguished:
(A) The common subgraphs S1,2 and S2,3 are disjoint on G2. That is there are no arcs of G2
that are in the domain of ψ21 and ψ23 at the same time. In this case we will demonstrate
that a stronger relation holds:
1−
∑
e∈S1,2(1−
|µE(ψ−111 (e))−µE(ψ−121 (e))|
α )
max(|G1|, |G2|) + 1−
∑
e∈S2,3(1−
|µE(ψ−122 (e))−µE(ψ−132 (e))|
α )
max(|G2|, |G3|) ≥ 1.
That is:
1−
∑
e∈S1,2(1−
|µE(ψ−111 (e))−µE(ψ−121 (e))|
α )
max(|G1|, |G2|) −
∑
e∈S2,3(1−
|µE(ψ−122 (e))−µE(ψ−132 (e))|
α )
max(|G2|, |G3|) ≥ 0.
Equivalently:
max(|G1|, |G2|) max(|G2|, |G3|)
−max(|G2|, |G3|)
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e))− µE(ψ−121 (e))|
α
)
−max(|G1|, |G2|)
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e))− µE(ψ−132 (e))|
α
) ≥ 0. (3.8)
More explicitly form, six cases have to be analyzed.
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1. Case: |G1| ≥ |G2| ≥ |G3|.
The left-hand side of inequality 3.8 becomes:
|G1| |G2| − |G2|
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e)) − µE(ψ−121 (e))|
α
)
−|G1|
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
) ≥
and, since |G1| ≥ |G2|,
|G1|

|G2| − ∑
e∈S1,2
(1− |µE(ψ
−1
11 (e)) − µE(ψ−121 (e))|
α
)−
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
)

 ≥
|G1|(|G2| − |S1,2| − |S2,3|) (3.9)
The latter inequality holds because, by the definition of α, we have
(1− |µE(ψ
−1
11 (e)) − µE(ψ−121 (e))|
α
) ≤ 1
and, therefore,
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e))− µE(ψ−121 (e))|
α
) ≤ |S1,2|
and, analogously,
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
) ≤ |S2,3|.
Finally, by the hypothesis that S1,2∩S2,3 = ∅, we can conclude that |S1,2|+ |S2,3| ≤
|G2|, that is |G2| − |S1,2| − |S2,3| ≥ 0. ⇒ Q.E.D.
2. Case: |G1| ≥ |G3| ≥ |G2|
With a similar reasoning as before we obtain the relation:
|G1|

|G3| − ∑
e∈S1,2
(1− |µE(ψ
−1
11 (e)) − µE(ψ−121 (e))|
α
)−
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
)

 ≥
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|G1|(|G3| − |S1,2| − |S2,3|) (3.10)
Therefore, since |G3| ≥ |G2| ≥ |S1,2|+ |S2,3| we have |G1|(|G3|− |S1,2|− |S2,3|) ≥ 0.
3. Analogously we can demonstrate the remaining four cases: |G2| ≥ |G1| ≥ |G3|,
|G2| ≥ |G3| ≥ |G1|, |G3| ≥ |G2| ≥ |G1| and |G3| ≥ |G1| ≥ |G2|.
(B) The intersection SM on G2 of the subgraphs S1,2 and S2,3 is not empty.
Since S1,2, S2,3 and S1,3 are all maximal common subgraphs, it follows that there exists
at least a subgraph of S1,3, which is isomorphic to SM ; we denote Sub(S1,3, SM ) the set of
subgraphs of S1,3 that are isomorphic to SM . In addition, the hypothesis that S1,3 is an
overlapping candidate implies that there is a subgraph SM1,3 of S1,3, S
M
1,3 ∈ Sub(S1,3, SM )
such that the following relations are verified:
DiffSM1,3
(G1, G3) ≤
∑
e∈SM
|µE(ψ−113 (e)) − µE(ψ−133 (e))| (3.11)
DiffSM1,3
(G1, G3) ≤
∑
e∈SM
|µE(ψ−111 (e))− µE(ψ−123 (e))|. (3.12)
In particular, |SM | = |SM1,3|.
Since SM = (S1,2 ∩ S2,3) and | . . . | is a metric in R, for every edge e ∈ SM we have the
relation:
|µE(ψ−111 (e))− µE(ψ−123 (e))| ≤ |µE(ψ−111 (e))− µE(ψ−121 (e))|+ |µE(ψ−123 (e))− µE(ψ−123 (e))|.
By summing the terms of the previous inequality and using the inequality 3.12 we
obtain:
DiffSM1,3
(G1, G3) ≤ DiffSM (G1, G2) + DiffSM (G2, G3). (3.13)
Relation 3.13 will be useful in the following, to deduce the triangular inequality.
Then, we observe that the following inequality holds:
1− (|SM | −
Diff
SM
1,3
(G1,G3)
α
max(|G1|, |G3|) ) ≥ 1−
∑
e∈S1,3(1−
|µE(ψ−113 (e))−µE(ψ−133 (e))|
α )
max(|G1|, |G3|)
because |SM1,3| ≤ |S1,3| and
∑
e∈S1,3
(1− |µE(ψ
−1
13 (e))− µE(ψ−133 (e))|
α
) ≥
∑
e∈SM1,3
(1− |µE(ψ
−1
13 (e)) − µE(ψ−133 (e))|
α
) ≥
(by the relation 3.11)
|SM | −
DiffSM1,3
(G1, G3)
α
.
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Moreover, analogously to the case the sub-graphs S1,2 and S2,3 are disjoint, we will show
that the following relation, which is stronger than 3.7, is verified:
1−
∑
e∈S1,2(1−
|µE(ψ−111 (e))−µE(ψ−121 (e))|
α )
max(|G1|, |G2|) + 1−
∑
e∈S2,3(1−
|µE(ψ−122 (e))−µE(ψ−132 (e))|
α )
max(|G2|, |G3|) ≥
1− (|SM | −
Diff
SM
1,3
(G1,G3)
α )
max(|G1|, |G3|)
which implies that the triangular inequality is verified.
Equivalently, we will consider the following inequality:
max(|G1|, |G2|)max(|G2|, |G3|)max(|G1|, |G3|)−
max(|G2|, |G3|)max(|G1|, |G3|)
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e))− µE(ψ−121 (e))|
α
)−
max(|G1|, |G2|)max(|G1|, |G3|)
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e))− µE(ψ−132 (e))|
α
)+
max(|G1|, |G2|)max(|G2|, |G3|)
(
|SM | −
DiffSM1,3
(G1, G3)
α
)
≥ 0 (3.14)
Also in this case, we will distinguish six cases, according to the number vertices of each
graph:
1. Case: |G1| ≥ |G2| ≥ |G3|
In this case the expression 3.14 becomes:
|G1||G1||G2| − |G1||G2|
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e)) − µE(ψ−121 (e))|
α
)−
|G1||G1|
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
)+
|G1||G2|
(
|SM | −
DiffSM1,3
(G1, G3)
α
)
≥
(by simplifying |G1| and considering that |G1| ≥ |G2|)
|G1||G2| − |G1|
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e))− µE(ψ−121 (e))|
α
)−
|G1|
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e)) − µE(ψ−132 (e))|
α
) + |G1|
(
|SM | −
DiffSM1,3
(G1, G3)
α
)
=
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|G1||G2| − |G1|(|S1,2|+ |S2,3| − |SM |)+
|G1|

 ∑
e∈S1,2
|µE(ψ−111 (e)) − µE(ψ−121 (e))|
α
+
∑
e∈S2,3
|µE(ψ−122 (e))− µE(ψ−132 (e))|
α
−
DiffSM1,3
(G1, G3)
α

 ≥
(being |S1,2|+ |S2,3| − |SM | ≤ |G2|)
|G1|
(
DiffS1,2(G1, G2)
α
+
DiffS2,3(G2, G3)
α
−
DiffSM1,3
(G1, G3)
α
)
≥ 0. (3.15)
Finally, by the relation 3.13, the inequality 3.15 is satisfied.
2. Case: |G1| ≥ |G3| ≥ |G2|
In this case the inequality 3.14 becomes:
|G1||G3| − |G3|
∑
e∈S1,2
(1− |µE(ψ
−1
11 (e))− µE(ψ−121 (e))|
α
)−
|G1|
∑
e∈S2,3
(1− |µE(ψ
−1
22 (e))− µE(ψ−132 (e))|
α
)+
|G3|
(
|SM | −
DiffSM1,3
(G1, G3)
α
)
≥
with analogous reasoning as before we obtain:(
DiffS1,2(G1, G2)
α
+
DiffS2,3(G2, G3)
α
−
DiffSM1,3
(G1, G3)
α
)
≥ 0
and
|G1||G3| − |G1|(|S1,2|+ |S2,3| − |SM |) + |G1| ≥ 0
because |G1||G3| ≥ |G1||G2| and |G2| ≥ (|S1,2|+ |S2,3| − |SM |)
3. The remaining four cases are verified in analogous way.
Finally, we observe that our measure is an extension of the metric proposed in [BS98b]: in
fact, when the edges of G1 mapped in SM have the same attribute values of those ones in G2,
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it follows that |µE(ψ−11 (e))− µE(ψ−12 (e))| = 0, ∀e ∈ SM and d(G1, G2) = 1−
∑
e∈SM (1)
max(|G1|,|G2|) =
1− |SM |max(|G1|,|G2|) = dB(G1, G2).
When the hypotheses of lemma 3.5.8 are satisfied, the distance 3.6 is a metric. Currently, our
challenge is to find conditions that guarantee the measure is a metric and we are investigating
on other possible choices of the distance. In addition, we observe that the hypotheses of lemma
3.5.8 are strong for a real application in the database retrieval context and they have been
used only marginally in the proof of lemma 3.5.8.
3.6 ERG for surfaces with boundary
Even if some concepts may be straightforwardly extended to surfaces with boundary, until
now, in this chapter, we have supposed to have a closed triangle mesh as geometric model.
In this section we discuss how to extend our method, both in terms of characterization and
ERG extraction algorithm, to a surface with boundaries.
First of all, in section 3.6.1 we focus on a particular class of surfaces with boundaries: the
bi-dimensional scalar fields (also known as bi-variate functions). Such a kind of models is
particularly important in the analysis of digital terrain models and has a great relevance for
computer graphics applications related to Geographical Information Systems (GIS). Then,
in section 3.6.2 our method to extract the Reeb graph is adapted to a generic surface with
one or more boundary components and results are discussed focusing, in particular, on the
choices of the most suitable functions for such a kind of models.
3.6.1 Scalar fields
Bi-dimensional scalar fields are commonly used to represent terrain surfaces where walls or
cavities are usually not considered. For such a class of models the height function is the
most natural choice: in fact, it is directly correlated to the definition of the surface and it is
consistent with the human intuition because always there is a privileged direction to observe
the model. Moreover, if a scalar field is modeled as a smooth surface and there are not critical
points belonging on its boundary, Morse theory results are still available [Gri76].
More formally, a bi-dimensional scalar field h is mathematically defined as h : D ⊆ R2 → R
such that:
h : (x, y) → z = height(x, y).
In this case, the surface is defined by the points in S = {P ∈ R3|P = (x, y, h(x, y)) and the
height function f is naturally defined over S as f : S → R such that
f(p) = f(x, y, h(x, y)) = h(x, y).
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Since terrain surfaces have one boundary component, it is also necessary to give a unique
interpretation of the points that lie on the boundary. This is achieved by the insertion of a
global virtual minimum point (VM), so that the outgoing directions from the surface boundary
are only descending and S is virtually closed, as already proposed in [BFS04, TIS+95, Ran04].
In figure 3.16(a) the points drawn on the manifold represent the equivalence classes of an
elementary terrain surface with respect to the height function. In figure 3.16(b) the Reeb’s
quotient space is represented as a traditional graph where the equivalence classes are grouped
into arcs.
f
VM
(a) (b)
Figure 3.16: Reeb equivalence classes (dotted lines) (a) and Reeb graph (b) of a terrain-like surface. The
introduction of a virtual minimum (V M) makes the surface topologically equivalent to a sphere.
The most part of results proposed in section 3.1 are still available for scalar fields and there
is a tight correspondence between the existence of critical points, or areas, and the evolution
of the height contours on the surface. The use of height contours has also an inherent and
efficient filtering effect, which is related to the frequency or distribution of the slicing planes.
With reference to the notation proposed in section 3.1.1, when we consider a scalar field, each
contour of C(S) is either a simple closed line or an open line with the end points on the surface
boundary BS . Then, in this case, each connected component of the border of a region BS(R)
may be either a closed contour, or it may be composed by a connected and closed sequence
of open contour lines and BS parts. Note that in this latter case, if this type of components
exists, then it is only one corresponding to the external border component of the region R.
Therefore, the border of a region R on S is defined by BS(R) = B1∪B2∪. . .∪Bn∪b1∪. . .∪bk,
where Bi ∈ C(S) and each bj is a portion of the surface bondary, BS . Obviously, the border
components b1 ∪ . . . ∪ bk are missing when the region does not intersect BS , that is, the
sub-region R is fully contained within the surface domain.
If the region R intersects the surface boundary BS , then the external component of BS(R) is
a closed sequence of open contours connected among them through bj components, as shown
in figure 3.17. With reference to figure 3.17, the border components of R2 are made of the
ordered sequence union b2, B4, b4, B3, b3, B2 and the border component B6; in this case bb
is equal to two. In particular, with reference to the region R2, the Bi components correspond
to B2, B3, B4 and B6, while the bj ones are given by b2, b3 and b4.
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Figure 3.17: The dark regions in (a) are critical areas, the white are the “regular” ones. In (b) the regions
R1, R2 and R3 and their boundary components are highlighted; the capital labels indicate the contours of
C(S) and the small ones are portions of the surface boundary.
The existence of the virtual minimum, indeed, does not alter the surface characterization but
implies that, during the classification process, each border component bj has to be considered
as a descending direction. Then the classification scheme adopted in section 3.1.1 is modified
as follows:
• R is a maximum area iff all outgoing directions from BS(R) are descending, see figure
3.18;
• R is a minimum area iff all outgoing directions from BS(R) are ascending and BS(R)
does not intersect the surface boundary, that is, k = 0, see figure 3.18(c);
• R is a saddle area iff either k = 0, bb > 2 and there are both ascending and descending
outgoing directions from BS(R), or k > 0 and BS(R) verifies at least one of the following
conditions, (see figure 3.18(a,b)):
1. bb = 1 and there are at least two ascending outgoing directions;
2. bb > 1 and at least one of the open border components Bi ∈ BS(R) has an outgoing
ascending direction;
• finally, R is called regular iff does not belong to the previous categories, see figure
3.18(c).
In figure 3.18(b), the dark regions represent critical areas, which belong to the boundary
surface. Due to the assumption that all outgoing directions across the surface boundary
BS are descending, minima cannot be adjacent to BS, and in this sense the classification of
minima and maxima is not fully symmetrical.
When the critical areas have been recognized, the ERG is initialized by creating the node
corresponding to the virtual minimum, VM . The VM is connected to the saddle having
the minimum elevation and external to each macro-node. If such a saddle does not exist,
the VM is connected to the nearest (in terms of geodesic distance) complex maximum area,
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(a) (b) (c)
Figure 3.18: Maximum and saddle characterization for regions of a terrain surface (a), (b). In (c) a minimum
and a non-simply connected maximum are presented.
otherwise, if there are not complex maxima, the ERG is a trivial graph connecting the VM
to the only simple maximum existing and the surface is topologically equivalent to a sphere
[Mil63]. Then the ERG extraction algorithm works like in section 3.2, where the surfaces
under examination are closed; however, it must be considered that both the contours and
the region growing process eventually stops when the surface boundary BS is reached. In
particular, the pseudo-code of the function “CompleteArcSet” becomes:
CompleteArcSet(N,A) /* N=nodes, A=arcs */
{for (each node in N)
{if (IsGrowingArea(node))
{for ( each non visited growing direction node)
{while (not(findBoundarySurface) or not(findOtherCriticalArea)))
ExpandToUpperLevel(node);
if (R=OtherAreaReached)
ConnectWithArc(node, R);
} /* end for */
} /* end if */
} /* end for */
}
Starting from the surface characterization previously defined and considering the introduction
of the global virtual minimum VM , the relationship among the critical points expressed in
formula 3.3 is recovered also for the critical areas of a terrain surface, as shown in [BFS02,
BFS04]. In particular, denoting bbi the number of border components of the i − th critical
area, the Morse relation becomes VM +
∑N
i=1(2− bbi) = 2, where N is the number of critical
areas of S.
Finally, we observe that Reeb graphs of bi-dimensional scalar fields can be always represented
as trees, where the root is given by this virtual closure of the surface. Since the problem of
matching of two trees may be accomplished in polynomial time, this observation guarantees
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the matching of the ERG representation of terrain surfaces is more efficient than that of
closed surfaces and also distance measures between trees are easier to calculate.
3.6.2 Generic surfaces with boundary
In this section we briefly discuss how to extend the representation method previously described
to generic surfaces with boundary, both in terms of characterization and extraction algorithm.
This issue may be approached in several ways.
The classification theorem of surfaces with boundary 1.1.29 claims that the topological type
of a compact, connected surface with boundary depends on the number of its boundary
components and the topological type of the surface obtained by gluing a disc onto each
boundary component, [Mas67]. The genus of a surface with boundary S is the genus of the
surface S∗ obtained attaching a disc to each boundary component of S. The most intuitive
idea is to construct a closed model by physically filling each boundary component. Even if
the operation of closing the boundary components is theoretically always possible, there are
orientable surfaces, such as the Seifert’s surface of a knot, that do not admit such a filling in
the usual three dimensional space but in a higher one. In addition, there are several ways of
closing a boundary component and several artifacts could be introduced in the model during
the filling phase.
As shown in [CMEH+03], the straightforward application of the Reeb graph definition may
provide a graph representation whose number of loops may be greater than that of the surface,
in particular the number of loops in the Reeb graph of an orientable surface S having bS
boundary components, bS ≥ 1 and genus g may vary between g and 2g + bS − 1, that is:
g ≤ #{loops in the Reeb graph} ≤ 2g + bS − 1. (3.16)
In the Reeb graph representation loops that originate from a boundary component are not
distinguishable from these that correspond to a hole through the surface and, in particu-
lar, the peculiar characteristics of the Reeb graph of representing the genus of the surface,
independently of the mapping function, it is not more satisfied. In order to retrieve the in-
formation concerning the topological class of the surface, our idea is to organize the Reeb
graph representation into two levels: first, we store the evolution of the level sets and the
boundary components obtaining a description analogous to [CMEH+03], which completely
codes the graph structure. Second, a further representation, which is topologically coherent
with the genus of the surface S, is obtained by virtually closing the boundary holes without
any artifact; in particular, that description highlights the surface genus independently of the
mapping function. We also store the evolution of the level sets and the boundary components
obtaining a description similar to [CMEH+03].
Analogously to 3.1.1, the classification of the regions in which the surface S is decomposed
by the set of contour levels C(S) is achieved in two steps: first, all regions are detected and
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classified with a slight modification of the criteria proposed in 3.1.1, second, a further region
classification is obtained grouping regions, which belong to the same boundary and assume
the same value of f , in a so-called super-region.
Also in this case, we denote BS(R) = B1 ∪B2 ∪ . . .∪Bn ∪ b1 ∪ . . .∪ bk, the border of a region
R ∈ R(S), where Bi ∈ C(S) and each bj is a portion of a component in the surface boundary,
BS . Analogously to section 3.6.1, each component Bi ∈ C(S) may be either a closed contour
or a polygonal line (that is a line whose end-points belong to the surface boundary). In this
case each component bj of BS(R) may be either a portion or a whole component of a surface
boundary BS; in particular, since each region R may intersect more components of the surface
boundary, two different components b1j and b
2
j may belong to two different components of BS .
Therefore, a component of the surface border of BS(R) may be either a closed contour or a
closed sequence of open contours connected among them through bj components or an entire
component of the surface boundary BS ; analogously to the notation previously adopted, for
each region R we denote bb the number of its border components. With analogous reasoning to
sections 3.1.1 and 3.6.1, to each component Bi ∈ BS(R) ascending and descending directions
are associated while no hypotheses are done for components bj. Therefore, each region R is
classified according to a scheme similar to that proposed in section 3.1.1:
• R is a maximum area iff all outgoing directions from BS(R) are descending;
• R is a minimum area iff all outgoing directions from BS(R) are ascending;
• R is a saddle area iff n > 2 and there are both ascending and descending outgoing
directions from BS(R);
• finally, R is called regular iff does not belong to the previous categories.
In addition, we observe that, also in the case of surfaces with boundary, we can guarantee
that each region does not contain any holes through the surface; in fact, also in this case the
relation 3.1, which links the number of holes through the surface with the geometric entities
of the region and its border components, holds.
Detection of super regions To obtain a Reeb graph representation whose number of loops
equals the number of holes through the surface, a further region classification, for which we
simulate that each boundary component is virtually closed, is accomplished. Our algorithm
for the closure of a boundary component modifies the method proposed in [CMEH+03] to
get the minimal number of cycles in the Reeb graph. Analogously to there, maxima and
minima that f assumes on each boundary component are detected and virtually closed. End-
points of contour levels that belong to the opposite side of the same boundary component are
collapsed. In figure 3.19(a) the contour levels with respect to the direction f of a sphere with
one boundary component are depicted; white circles highlight the end points of contours and
their virtual closure is represented through dashed lines.
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In our settings we suppose that the mapping function f is at least continuous both on the
surface S and its boundary; therefore, the Bolzano-Weierstrass theorem implies that f as-
sumes on each boundary component BiS of S at least a maximum and a minimum value. If
the restriction of f to BS is Morse and there are more critical points on BiS , the boundary
sequentially alternates a maximum and a minimum point; therefore each maximum point
is adjacent to two minimum points at most and viceversa. In the following maximum and
minimum points will be simply denoted as maximum and minimum, respectively. In case, like
our application, each boundary component is composed by a polyline, which is a piece-wise
linear curve, each component BiS is composed by a sequence of edges that are joined along
their end points. In particular, maxima and minima that are not isolated are collapsed and
identified in a single point and classified according to the behavior of f around them. In
addition, we observe that if f is linear, maxima and minima of each boundary component
BiS are assumed in correspondence of vertices of the polyline. In figure 3.19(b), maxima and
minima of the surface boundary with respect to the direction f are shown: the edge A and
the vertex B are maxima, while the vertex C and the edge D are minima.
A
B
C
D
f
(a) (b)
Figure 3.19: Virtual correspondence of the end-points along a boundary component (a). Black circles indicate
the critical points with respect to the height function. In (b) the surface boundary is a polyline.
Let Mg be a global maximum of f assumed on a boundary component BiS of S and m1,
m2 the two minima adjacent to Mg on BiS such that f(m1) ≤ f(m2) (m1 and m2 may also
overlap), see figure 3.20. Denoting m the point on the arc (Mg,m1) such that f(m) = f(m2)
(f(m1) = f(m2)⇒ m = m1) two case are distinguished.
First, there are no maxima Mk of BiS belonging to the complementary arcs of (Mg,m) and
(Mg,m2) such that f(Mk) ∈ [f(m), f(M)]. In this case we virtually connect all end-points on
the arcs (Mg,m) and (Mg,m2) that belong on the opposite side of BiS and have same value
of f , as shown in figure 3.20.
Second, let Mk be a maximum of BiS that does not be belong to the arcs (Mg,m) and
(Mg,m2). We denote Mf = max{f(Mk) | f(Mk) ∈ [f(m), f(Mg)]}, in particular, we observe
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Figure 3.20: Virtual closing of a simple boundary component (a). In this case m1 = m2.
that the set Set(Mf ) of the maxima having value Mf may consist of several points. Let m′1
and m′2 be the points on the arcs (Mg,m) and (Mg,m2), respectively, such that f(m
′
1) =
f(m′2) = Mf . Then, we connect the contour end-points that belong to the arcs (Mg,m′1) and
(Mg,m′2) and with same value of f ; while the remaining part of BiS that does not contain
Mg is split into the sub-parts induced by the points of Set(Mf ).
Finally, the gluing process is repeated separately for the remaining sub-parts of BiS , until
BiS is completely closed.
In figure 3.21(a) an example of the virtual closure induced by our gluing algorithm is shown
with respect to the height function f . First, the maximum Mg and the minima m1 and m2
of BS are considered. Since f(M1) ≥ f(m2) the points m′1 and m′2 are detected and the
arcs (Mg,m′1) and (Mg,m′2) are glued; then BS is split in two parts: (m′2,M1) and (m′1,M1).
Then we connect the arcs (m′2,m2) and (m2,M1), while the maximum M2 generates a further
split of the arc (m′1,M1). Therefore, the maximum M2 induces the points m5 and m6; thus,
the two arcs (m′1,m5) and (M1,m6) glue together. Finally, the arcs (m5,m1) and (m1,M2)
are connected; analogously, (M2,m7) and (m7,m6) do. The correspondence between the
boundary portions is shown in figure 3.21(b) where the arcs with same number and same lin
style are glued.
In figure 3.21(c) we show a possible boundary decomposition induced by the method proposed
in [CMEH+03]. There, arcs between minima and maxima of a boundary component are
connected without considering if other critical values lie on the interval of values they span. In
particular, once the points m4, m3 and m5 have been identified, the arcs (M,m4) and (M,m3)
are glued; similarly (m3,M1) and (M1,m5) do; finally, the pair (m4,m1) and (M2,m1) is
connected and, analogously (M2,m2) and (m5,m2) do.
As a result of our gluing algorithm, contours with end points on same boundary component
are virtually closed and we refer to them as generalized contours.
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(a) (b) (c)
Figure 3.21: Virtual closing of a boundary component with our method (a,b) and that proposed in
[CMEH+03] (c)
Finally, super regions are extracted through the union of the regions which are in the same
interval of values of the function f and share at least one generalized contour. Considering
the generalized contours instead of the contour levels, the resulting super regions are further
classified using the same criteria proposed in 3.1.1. To what the outgoing directions of a
generalized contour are concerned, they are still classified ascending or descending according
to the behavior of the function f along the contour levels that compose that. The set of super
regions is denoted by SR(S) and, analogously to R(S), they provide a full partition of the
surface S.
Reeb representation The generalized characterization just described may be coded in a
graph by simply extending the equivalence relation used in the Reeb graph 1.2.6. In particular,
the notion of equivalence relationship we are introducing may be applied not only to the region
decomposition R(S) induced by the contour levels but to the super region segmentation
SR(S), too.
Let f : S → R be a real function defined on a surface S and let I = {(fmin, f1), (fi, fi+1), i =
1, . . . , np−1, (fnp, fmax)}∪{fmin, f1, . . . , fnp, fmax} be the partition of the interval [fmin, fmax]
provided by the function values of the contour levels and its np+1 interior parts as proposed
in section 3.1.2.
A further extension of the Reeb equivalence 3.1.1 between two points P,Q ∈ S is given by
the following conditions:
1. f(P ) and f(Q) belong to the same element of t ∈ I;
2. P and Q belong to the same component of f−1(f(t)), t ∈ I.
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Definition 3.6.2 and 3.1.1 differ only in the second condition, where the expression same
connected component is replaced with same component. This fact implies that two points are
equivalent even if they do not belong to the same connected component, like in the definition
of the super regions. Thus, in case we are considering the surface classification induced by
R(S), each region R is Reeb-equivalent with respect to 3.6.2; therefore it may collapse into
the same point of the quotient space. Analogously, if we consider the super regions previously
described, each of them induce a single point in the graph, even if it may be composed by
several connected components. In both cases the quotient space, which is an abstract sub-
space of S and is independent from the geometry, it may be represented as a traditional
graph.
According to the representation of the extended Reeb’s quotient space, each node of the
graph corresponds to a region (resp. to a super region), which has been classified as critical;
in particular, when a leaf node has only ongoing or, respectively, outgoing arcs and its degree
is at least two, a macro-nodes is detected. Since each arc corresponds to a sequence of
regions (resp. super regions) that connects the two critical ones and all vertices in a region
(resp. super region) are Reeb-equivalent, the Reeb graph extraction is based on tracking the
evolution of contour lines or generalized contours. In particular, the degree of each node
and macro-node in the ERG representation equals the number of contours (resp. generalized
contours) of the corresponding critical region (resp. super region).
As described in section 3.2, the first step of the algorithm for the construction of the ERG
is the extraction of arcs between minima (resp. maxima) and saddles by connecting all
maxima/minima to their nearest (in terms of region expansion) critical area; then, the graph is
completed through a region growing process that stops when all possible ascending directions
and arcs have been visited.
The two level representation we have introduced highlights the object topology. In particular,
we observe that the ERG obtained through our virtual closure of the boundary components
still recognizes the homotopy class of the surface and the number of cycles equals the genus
of the object. In figure 3.22 the ERG of the Seifert’s surface of a trifolium is shown both for
the region 3.22(a), while dotted lines in 3.22(b) represent the virtual correspondence of some
points; finally, the ERG with respect to SR(S) is drawn in 3.22(c). In figure 3.23 the ERG
is extracted with respect to height function and the distance from the barycentre.
Since the shape features effectively coded in the graph depend on the choice of the function f
in the Reeb graph definition, this is a fundamental subject. An overview of possible choices
of such a function has been proposed in [BMMP03], where the properties of the different
mapping functions are discussed.
In case of a surface with boundary those functions that depend on the shape distribution in the
space, such as the height function and the point distance from the center of mass [BMMP03],
instead of the points arrangement, such as the integral geodesic distance [HSKK01] and the
geodesic distance from a seed vertex [VL00, HA03], seem to be the most suitable.
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(a) (b) (c)
Figure 3.22: ERG wrt f for the region classification (a), the virtual correspondence along the boundary
component (b) and the corresponding ERG (c)
In fact, in a surface without boundary the geodesic distance highlights the shape protrusions
and cavities while it may unnaturally increase in correspondence of the boundary; therefore,
each boundary component may become a feature, which is indistinguishable from the others.
On the contrary, functions such as the distance from the center of mass emphasize the spatial
embedding without altering the value on the boundary components. The Reeb graph with
respect to the distance from the barycentre and the integral geodesic distance of the closed
bi-torus in figure 3.24(a) coincide, while the removal of some triangles affects more the latter
function 3.24(b) than the previous one 3.24(c).
(a) (b)
Figure 3.23: ERG of a surface with two boundary components with respect to the height function (a) and
the distance from the barycentre (b)
Finally, in case the function f in definition 1.2.6 is not Morse, the node configuration may be
arbitrarily complex and classical results do not guarantee some properties of the graph such
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(a) (b) (c)
Figure 3.24: Reeb graph of a bi-torus (a) without boundary: the graphs wrt the distance in [HSKK01] and
that from the barycentre coincide; while the same do not happen for the modified models (b) and (c).
as the relationship between the number of loops of the graph (seen as a topological space) and
the genus of the manifold proposed in [CMEH+03]. In particular, at the moment, we know
that the the simple continuity of f is necessary but not sufficient to guarantee that relation
while the requirement the function f is Morse seems really a strong hypothesis [CMEH+03],
with the result there is a lack of knowledge of how the hypotheses on the smoothness of the
function f may be relaxed.
3.7 Conclusions
In this chapter we have proposed an innovative method for characterizing and storing the
structure of a surface with or without boundary in a topological graph as expressive as
the Reeb graph. To accomplish this task, tools coming from graph theory and differential
geometry and topology, such as Morse theory, have been considered and adapted to digital
shapes. The novelty of this method, indeed, is in the approach that directly tackles the
discrete domain, without introducing any artifact.
According to well-known knowledge theories [EF86], the properties of such a structure pro-
vide an effective way of representing objects. Moreover, the existence of a distance measure
between ERGs representations has been discussed. In particular, we observe that our model
framework, associating a hierarchical relation to the geometric entities and giving a descrip-
tion of the shape in terms of its components (e.g., protrusions and body part) as well as their
configuration and attachments, organizes the shape at a higher level of abstraction than that
provided by the geometric model (in our case, a triangle mesh). The structured geometry
can finally may be used as input of tools that interpret the shape in a domain for which rules
are available to associate the semantics to form features which are relevant. Therefore, with
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reference to the knowledge framework proposed in the introduction of this dissertation, the
use of the ERG structure augments the knowledge of the object shape, even if the overall
shape knowledge environment may be reached in a further step, when the shape features
will be classified according to their semantic meaning. Finally, applications of our shape
representation to Shape Modeling field will be discussed in chapter 4.
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Chapter 4
Applications and Results
The topological framework introduced in chapter 3 furnishes a high-level description of the
surface shape, which provides an effective and fruitful investigation tool in several application
fields. Concepts of Morse theory and Reeb graph properties have been used and translated
into the discrete domain in order to define a sketch of the surface available for classification
[BFS00, ABS03], simplification and restoring [BMS00] and shape matching [BMM+03] pur-
poses. In particular, our high-level model guarantees both the computational efficiency and
the topological coding of the object, which allows a qualitative and quick comparison of the
object shapes. With respect to the previous works in this field, the proposed ERG repre-
sentation is able to faithfully represent the surface shape, even in case of degenerate critical
points, without distorting the semantic meaning of the Reeb graph and faithfully representing
the surface morphology.
In this chapter an overview of the application fields for which our representation framework has
been successfully adopted is detailed. For every task, prototypes based on libraries developed
in C language have been implemented and inserted as modules in an interface constructed
using the Open Inventor library [Wer94].
This chapter is organized as follows. In section 4.1 we propose the results obtained adopting
the ERG representation for terrain analysis and simplification. Shifting the focus to closed
surfaces, in section 4.2 we are willing to discuss on the effectiveness of the ERG representation
introduced in chapter 3 for understanding and classification tasks. Then, in section 4.3, the
problem of reconstructing surfaces from cross sectional data set is addressed, pointing out the
differences between the general case and the Reeb graph one. In particular, a short description
of the method we have used to restore the original surface using similarity among contours
is presented. Finally, in section 4.4, the effectiveness of using the ERG structure for shape
matching purposes is investigated and discussed and results are proposed both for a database
of free-form models and a database of CAD models.
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4.1 Digital Terrain Modeling
In geographical modeling, the increasing demand of tools for storing, manipulating and ren-
dering huge data sets requires the definition of tools that provide an effective and efficient
simplification of data points. Beside implementation issues related to hardware or software
problems, also modeling issues have to be considered to provide symbolic descriptions for
shape features of the terrain. Therefore, high-level descriptors like the Reeb graph are be-
coming essential to determine a procedure to access and retrieve efficiently only those data
relevant to the problem and to avoid the high cost of processing all data points. In this sense,
symbolic descriptions can be very useful not only for the modeling aspects, but also because
they behave as a “conceptual directory” associated with a digital representation that can be
used to facilitate selective access and retrieval of information from the representation.
Research on the use of the Extended Reeb graph representation for terrain representations has
been presented in [BFS00, BFS02] aimed at the definition of innovative, effective and efficient
algorithms for understanding, simplification and restoration purposes. Our generalized char-
acterization and the ERG coding provide a compact representation of the main features of a
terrain surface, which is effectively represented as a configuration of hills and dales [Max65].
The algorithm for constructing the ERG of bi-dimensional scalar fields, proposed in section
3.6.1, is efficient and allows a topologically correct reconstruction of the surface shape.
Some results of our ERG extraction for real terrains are provided in figure 4.1. The nodes
of the ERG representation are colored according to the meaning of the corresponding critical
areas into the models. In particular, the maxima are depicted in red, the minima in blue and
the saddles in green, while the virtual minimum is represented in yellow.
In addition, we observe that the ERG framework decomposes a natural scene in simpler
parts that are connected between them by the graph structure. Therefore, since such an
abstraction process is based on the understanding of the overall structure of the surface, it
represents a guideline for automated generalization and model simplification. The conceptual
model of a terrain surface provided by the ERG structure focuses on specific shape features
of the surface, which depends on the surface elevation. Nevertheless, it is able to derive the
prominent features from the geometric model.
Moreover, in figure 4.2 we show the simplified models obtained considering only the mesh
vertices that form the boundary of all critical areas of the models. The original models
in figure 4.1(a,c) have 160000 and 129600 vertices, respectively, while the simplified ones
in figure 4.2 have respectively 19200 and 26200 vertices; it is important to point out that
the simplification provided by the ERG mainly depends on the “topological” complexity of
the models rather than on the number of the original vertices. Thus, beside to the number
of contour levels considered, the effectiveness of the ERG for shape simplification purposes
depends intrinsic characteristics of the model.
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Figure 4.1: Two terrain models (a) and (c) and their possible Reeb graph representations (b) and (d). The
models in (a) and (c) are freely available at http//www. geographx.co.nz/.
Figure 4.2: Examples of simplification obtained by considering only the boundaries of critical areas. In (a)
the simplified model of the terrain given in figure 4.1(a), and in (b) that of 4.1(c).
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Finally, we notice that adopting the mesh characterization approach based on the neighbors
of each vertex, see chapter 3 section 3.4.1, our extended Reeb graph characterization is equiv-
alent to that provided by the contour tree, as proposed in [CSA03, vKvOB+97]. In fact,
both structures have a common root in the Maxwell’s paper [Max65] and pursue the aim of
organizing the contour levels of a two-dimensional surface in a systematic and topologically
correct way. However, the contour trees have been proposed only for scalar fields, while the
Reeb graphs have been studied for generic two-manifolds and successfully applied to arbitrary
complex surfaces; as an example, our approach works also on terrain surfaces with vertical
walls and cavities.
In addition, considering our extended Reeb graph approach, we highlight that surface net-
works and ERG cannot be directly compared. Surface networks obviously fail if degenerate
critical points exist, and, to our knowledge, there is no way to automatically filter the re-
sulting features during the network delineation process. Conversely, the ERG construction
process is stable and it provides a simplified configuration of the terrain features, which easily
and efficiently supports the minimal rendering of large terrain data.
4.2 Shape analysis of 3D objects
In many application fields, an important issue is how to decompose a model into its meaningful
and salient components. Depending on the application field, these components might be
directly considered or structured in a graph, using their adjacency relationships. Moreover,
they are useful either for analysing the surface shape or for associating a signature to the
model, or both. Also in this context the ERG structure may be fruitfully applied and we show
how it induces a meaningful shape decomposition. A first solution was suggested in [CP94],
where a shape was decomposed into solids. Unfortunately programming solid decomposition
algorithms is still an open issue. Moreover, such a method is available only for objects, which
have regular boundary surfaces; in addition solid decomposition suffers of quadratic blowup,
which is computationally too expensive and unsuitable for many application tasks.
Another approach is to decompose a surface in several patches. For example the methods
proposed in [ZTS02] are based either on convex sub-parts of the surface or watershed regions
[Ser82]. Finding the optimal convex decomposition is a NP-complete problem, therefore a
greedy approximation of that is accepted. Watersheds are related to the existence of a height
function defined on the surface, analogously to the Morse-Smale complexes. Since both these
surface decompositions are sensitive to the topological noise of the model and sub-regions
may be arbitrarily small and sparsely distributed, patches smaller than a given threshold are
included into the neighboring ones. Finally, a node is associated to each region and stored in
a graph that codes the adjacency relations among the regions. However, such a graph does
not explicitly store the object topology; that is the number of cycles of the graph adjacency
is independent of the genus of the surface shape.
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On the contrary, approaches that are based on differential geometry and topology, such as
shock graphs [KTZ95], medial axes [Blu67, DGG03] and Reeb graphs [HSKK01] (see sec-
tion 2.2 for more details) provide a shape understanding framework, which relies to formal
and mathematical definitions and takes into account the shape topology. Analogously to
the method proposed in [HSKK01], also the hierarchical fuzzy clustering proposed in [KT03]
decomposes the object surface according to the meaningful features detected with respect to
a mapping function and provides a graph available for animation purposes. Therefore, such
approaches provide a consistent definition of features, which is unequivocally and mathemat-
ically well-defined.
The shape characterization and the expansion process we have introduced for extracting the
ERG representation naturally induce a decomposition of the shape in topologically significant
regions. Since the region decomposition obtained from our contouring approach does not
admit slices with internal holes, each slice s is topologically equivalent to a disk with (bb− 1)
holes, where bb represents the number of border components of s, see chapter 3, sections 3.1
and 3.4 for details. In particular, simple maxima and minima are topologically equivalent
to a closed disk. With reference to our characterization method and the theorems 1.1.17
and 1.1.18, critical regions identify surface portions where the topology of the shape changes,
while the regular ones do not contain critical points that are relevant to a given threshold.
In addition, the portion of surface that spans the region between adjacent critical areas
corresponds to the arcs of the ERG.
Then, for each maximum or minimum area R, we define the influence zone IR of R the
portion of the surface identified by growing the border of the region, until the boundary of
another critical area is reached. Therefore, the union of the critical area and its influence
zone, denoted PM = (R ∪ IR), is the maximal region of the mesh containing R and non
containing other critical areas; that is the biggest mesh portion topologically equivalent to
R. Furthermore, considering the surface portions that correspond to the arcs beginning from
saddles, we observe that each of these surface sub-parts is topologically equivalent to a disk
with an hole, or better, to a cylinder without its bases. The following list summarizes the
kind of patches in which a shape is decomposed by our ERG representation:
1. critical areas that are classified as saddles;
2. regions that correspond to the union of maxima (resp. minima) and their influence
zones, previously denoted PM ;
3. surface portions that connect two saddle areas.
Denoting P1, . . . , Pn the patches induced by an ERG representation on a surface M , they
verify the following properties:
• Pi is a connected region, i = 1, . . . , n;
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• ⋃ni=1 Pi = S;
• ⋂ni=1 P ◦i = ∅, because two distinct patches may overlap only on their border components;
• each patch Pi, i = 1, . . . , n, is topologically equivalent to a disk with k− 1 holes, where
k is the number of boundary components of each patch.
In figure 4.3(b) an example of the segmentation induced by the ERG structure 4.3(a) is
proposed with respect to the height function. In particular, the red area corresponds to
a maximum area, while the light red one represents its influence zone. Analogously the
light blue area corresponds to the influence zone of the minimum. Finally, each light green
region represents a portion of surface included between two saddle areas that is topologically
equivalent to a cylinder.
(a) (b)
Figure 4.3: Shape decomposition of a bi-torus.
Finally, we underline that each border component of the patches of our shape decomposition
is shared by only two distinct patches, while in previous methods, such as those proposed in
[ZTS02, DGG03], corner vertices on the common bounders may have an arbitrary number of
incident regions. Since each border component is completely shared by two patches, cutting
and pasting operations along such a contour may be performed independently from other
contours.
Another example of shape decomposition is proposed in figure 4.4. In particular, figure 4.4(a)
shows critical areas, influence zones and transition regions of a horse models, while in figure
4.4(b) different colors identify different mesh patches; finally, some of the resulting patches
are highlighted and isolated in figure 4.4(c).
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(a) (b) (c)
Figure 4.4: Shape decomposition of a horse model.
4.3 Surface Reconstruction
Model simplification is achieved using shape abstraction and restoration mechanisms. The
representation framework introduced in [BMS00], proposes a progressive encoding of a surface
model, which could be easily transmitted and manipulated without losing the main topolog-
ical characteristics of the model. As discussed in section 4.2, performing a morphological
analysis of the surface model aimed at the recognition of its main shape features, the ERG
representation provides a conceptual sketch of the shape, which is generally based on very
few elements. The model simplification process is not stand-alone and in many contexts its
usefulness is related to its capability of reconstructing the original model. Therefore, the
effectiveness of the ERG framework for simplification purposes is related to the existence
of reconstruction or generation rules that can be associated to such a structure to allow a
complete restoring of the original surface through some reconstruction process.
The problem of reconstructing a surface from Reeb graphs has been firstly approached by
[SKK91, SK91]. In this case, the mapping function is the height one and the homotopy
model in [SKK91] is a generalization of the optimization algorithm proposed in [FKU77] (the
definition of homotopy may be found in section 1.1.1). In the simplest case, the homotopy
generates a straight line between corresponding points on the two contours (linear homotopy),
but the choice of more general homotopies makes smooth surface generation possible. Whilst
for terrain models the most natural choice of mapping function is the surface elevation, for
“generic” shapes the choice of the mapping function influences the reconstruction process. As
discussed in section 2.2.5 the height function depends on the object position, while the distance
from a point in the space is independent of similarity transformations. On the contrary, all
contours provided by the height function are planar and the reconstruction process would
be simplified by their use. Analogously, contours obtained with respect to the distance from
the barycentre lie on spheres; thus the reconstruction is still feasible, even if more complicate
than that with respect to the height function. Such a reasoning, indeed, is not possible for
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functions whose contour levels may be arbitrarily shaped and embedded in the space. In this
case the reconstruction problem becomes too complex, [BDE98].
The sketch of the surface provided by the ERG with respect to a height function is homotopi-
cally equivalent to the original shape and only morphological features, which are orthogonal
to the chosen direction could be discarded by such a coding. Therefore, even if topologically
equivalent, the reconstructed model only approximates the original one. To introduce more
details into the reconstructed shape, the reconstruction process could be refined by consid-
ering a wider set of directions, as proposed in [SL01]. The reconstruction approach we have
proposed in [BMS00] has been developed for extended Reeb graph representations obtained
with respect to a height direction; however, the theoretical aspects of such a framework could
be extended to contours which lie on a sphere.
The task of restoring the original surface from its ERG is to determine a surface that fits the
set of given sections. The problem of reconstructing surfaces from cross sectional data arises in
various fields, such as CAD/CAM, geological or biological researches, and especially in medical
image analysis such as magnetic resonance imaging, or computed axial tomography [Sch90].
In general, there exists an infinite number of such surfaces; therefore, to choose the one that
best matches the real object, it is necessary the desired solution satisfies additional properties.
For example, a commonly used constraint is that the surface found be of minimum area. In
our settings, the simplification step is performed using the ERG structure, which represents
the surface as a set of few critical cross sections with their adjacency relationships and codes
the evolution of the object shape by analyzing the shape of slicing planes. The restoring
step is aimed at associating appropriate restoring rules to the topological graph, so that
the reconstruction of the original shape from the graph can be done automatically. Having
the ERG as input to the reconstruction step simplifies the problems related to branching
but on the other side the critical level sets represent a very sparse sampling of the surface
shape. Therefore, tools are needed to blend correctly the shape of one contour into the
adjacent one, generating sufficiently dense intermediate contours among critical sections. As
well as our approach to model simplification is based on the shape analysis, our proposal for
reconstructing the surface between two sections it to establish how a cross section evolves
into the adjacent one, through the analysis of shape similarities between their contours.
The reconstruction of surfaces from contours can be decomposed into the following sub-
problems: the correspondence, the tiling and the branching problem [Mey91]. Given a set
of cross sections, if there are adjacent sections composed by more than one contour, then
the correspondence problem arises. In this case it is necessary to establish which and how
the contours have to be connected to form the surface. In general, there is no information
other than the contour boundary available; for this reason, to automatically compute the
connectivity of contours on adjacent sections may be difficult or even impossible, and may
lead to ambiguous solutions. This problem does not arise if adjacency relations between
contours are known. This is the case of the ERG structure, where contours are represented
by nodes and the arcs show how contours should be connected to form the surface. The
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graph represents the topological adjacency of the contour set, but without specifying any
geometrical connections between vertices of the contours.
Having established the connections between contours, the next step is the generation of a
surface between two boundary curves (tiling problem). In most cases, this is reduced to
finding a linear approximation of the surface, which could eventually be optimized through a
secondary surface-fitting step. In order to choose the best surface among the possible ones,
an optimization could be performed according to a certain objective function, which should
capture some notion of what a good surface is, and should be easy to compute.
To generate a surface between two given sections so that it maintains the shape constraints
of the object and the reconstructed surface will keep the same characteristic lines as the orig-
inal one, it is necessary to study each section shape and to establish the way in which each
shape converts into another. For every couples of adjacent sections, a set of correspondences
is defined between the points that best characterize the contours’ shape, represented as seg-
ments joining the vertices. We will refer to this segments as attachments; the union of all
attachments found between each couple of adjacent sections form a set of guiding lines that
represent/identify the characteristic lines of the surface. The guiding lines will be added to
the triangulation that will be generated between the two sections as constraints. Moreover,
by interpolating the guiding lines it is possible to obtain intermediate contours between the
two examined sections. At the end of the process, which can be iterated if necessary, a bigger
data set and a constraint set for the 3D triangulation will be obtained, which better reflects
the shape characteristics of the original model.
The reconstruction method we proposed in [BMS00] uses a combination of similarity criteria
which can be applied together or alternatively to determine the shape transformation of
a contour into another, in an automatic way. The similarity criteria used belong to two
different classes: local criteria, based on vertex features, and global criteria, in which vertices
are characterized according to their contribute to the global shape of the contour. Local
criteria of similarity are defined taking into account, at each vertex, neighborhood information,
concavity or convexity, and curvature. Neighborhood is used in the sense that two vertices on
two different contours are judged similar if they are “quite close”. More precisely, we define
similarity by neighborhood as follows:
P ∼=n Q ⇐⇒ d(P,Q) = min{d(P,Q1)|Q1 ∈ C2}+ dε,
where C1, C2 are the two contours, P ∈ C1 and Q, Q1 ∈ C2, while d(P,Q) represents the
Euclidean distance between P and Q and dε is an optional user defined threshold (see figure
4.5(a)). Two points on two different contours are similar by concavity/convexity if they are
both concave or convex. Therefore, if we approximate the concept of curvature at a vertex
with the length of the radius of the circle passing for the vertex P , his predecessor and his
successor along the contour, we define similarity by curvature as follows:
P ∼=curv B ⇐⇒ |R(Pprec, P, Psec)−R(Bprec, B,Bsec)| ≤ Rε,
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where P , Pprec, Psec ∈ C1, B, Bprec, Bsec ∈ C2, Pprec, Psec and Bprec, Bsec are the previous
and the following vertices with respect to P and B on the same contours, R(P1, P2, P3) is
the radius of the circle connecting P1, P2, P3, and Rε is a user defined threshold (see figure
4.5(b)).
Finally, the next step is to define a criterion for assessing global shape similarity, which
establishes “how much” two shapes are similar with respect to their whole appearance. To do
that, we adopted a linear approximation of the medial axis transformation, see section 1.2.1.
Once having computed an approximated MAT for the two contours, vertices belonging to
corresponding branches of the two skeletons are said to be similar by skeleton, and they are
linked together to form new attachments (see figure 4.5(c)).
(a) (b) (c)
Figure 4.5: Points similar by neighborhood found on a set of three sections (a); attachments between points
similar by curvature and by concavity/convexity determined among the points similar by neighborhood (b).
Skeletons of three contours and attachments between points similar by skeleton (c).
Once attachments have been detected, they represent characteristics lines of the object, and
they must be preserved in the reconstructed model if we want it to respect shape constraints of
the original model. Finally, an intermediate contour between each couple of adjacent contours:
each segment (couple of similar vertices) determines a point of the intermediate contour as
the interpolation of his extremes. In the simplest case, this is a linear interpolation, but also
other choices are possible. In this way a thicker sampling of the object is achieved, and a
more accurate reconstruction is made possible. In practice, we have added more details where
the simplification given by the Reeb graph was too high. Moreover, this also allows other
iterations of this method on the new data set obtained.
Although many different goal functions have been used to distinguish good surfaces from bad
ones [Mey91, MSS92, FKU77, SP88, CS78], most of these methods deal with tiling unbranch-
ing objects, that is to say objects which have only one contour on each section. Branching
objects will have more than one contour in at least two sections. Thus, the branching problem
is more complex than the tiling one because we now have to connect either a single contour
on one slice with several contours on the adjacent one (one-to-many tiling) or many contours
on one slice to many contours on an adjacent one (many-to-many tiling). Of course we can
think of this many to many relation as several one to many adjacency that could be solved
separately. Several solutions have been proposed in the literature to solve this problem: for
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example, when one contour on one section has to be connected with two contours on an
adjacent section, a composite contour is added to the set of cross sections, formed by the
two branching contours joined by a bridge vertex placed between their closest points [CS78].
This new contour is then one-to-one tiled with the base contour and, at the same time, each
portion is one-to-one tiled with the corresponding one of the two branch contours. For more
complicated contours, where it is difficult to automatically position a single midway vertex,
the algorithm requires user interaction to establish how the two contours have to be joined.
In a one to many branch, let the single contour be the pre-branch contour and the n cor-
responding contours the post-branch contours. A solution to the branching problem must
construct a surface between the pre-branch and the post-branch contours.
Our idea was to generate a kind of “pseudo-contour” between the pre-branch and the post-
branch contours, similarly to [OPC96]. This pseudo-contour detected by using the medial
axis of the multiply connected polygon obtained by projecting the post-branch contours onto
the pre-branch one. Then the intermediate contour is obtained from the skeleton shaved by
the dangling edges. The resulting contour is made of several cycles (one for each post-branch
contour) connected together (see figure 4.6 for an example).
(a) (b) (c) (d)
Figure 4.6: In correspondence of a branch (a), an intermediate contour is computed (b), whose behavior is
different toward the pre-branch (c) and the post-branch ones (d).
To summarize, the ERG structure simplifies the correspondence problem, however, since the
contours are rather sparse on the surface, the developed optimization methods do not exactly
restore the original surface. To obtain a more faithful reconstruction, and to maintain as
many characteristic lines as possible, it is possible to force the blending of one section into
the adjacent one according to shape characteristics of the contours.
Results of our reconstruction method are proposed in figures 4.7 and 4.8. In particular, in
figure 4.7 the reconstruction process is shown for a mathematical surface, while in figure 4.8
a pot is reconstructed from the critical contour levels of our extended Reeb characterization.
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(a) (b) (c) (d) (e) (f)
Figure 4.7: A surface (a), the critical sections given from our characterization of the surface (b), attachments
found between the critical sections (c), new sections generated after two iterations of our method (d,e), final
surface (f).
(a) (b) (c)
Figure 4.8: A pot (a), the contour levels and their correspondence in the ERG structure (b), the reconstructed
model (c).
4.4 Shape Matching
The problem of comparing shapes through their topological descriptors has been approached
in a great number of ways. For example, several descriptors are based on the statistical distri-
bution of the shape points in the space [VT03], spherical harmonic representations [KFR03],
high-curvature regions [HK03], shape decomposition [DGG03], while others try to organize
and interpret the shape features through a graph representation [ZTS02, HSKK01]. In partic-
ular, in this section, we will focus on the efficacy of considering a skeletal-like based represen-
tation of the shape for approaching shape matching problems. As discussed in section 2.2.1,
several approaches ([SSDZ98, PSZ99] consider the shock graph or a skeletal graph [SSGD03]
as the signature of the shape. Since the comparison of two trees structures is solvable in poly-
nomial time, these graphs are transformed into rooted trees, which are compared between
them using classical tree-matching algorithms.
Depending on the choice the mapping function, also the extended Reeb graph representation
can guarantee a shape description suitable for shape comparison purposes. For instance, a
suitable mapping function f has to be independent of rotation, translation, uniform scaling
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of the object and distribution of points on the surface. In addition, it is not admissible that
there are vertices privileged a priori. These requirements prevent the use both of the height
function [ABS03] and the centerline representation [LV99, HA03] for matching purposes,
which respectively depend on the orientation and on the selection of a seed point.
In the method proposed in [HSKK01], multi-resolution Reeb graphs are extracted with re-
spect to an approximated of integral geodesic distance. The similarity and the correspondence
among the shape descriptors are computed directly on the slicing subdivision, which is based
on a coarse to fine strategy that preserves the consistency of the graph structure. In [BRS03]
this methods has been further extended to the comparison of CAD models, where the main
idea is to demonstrate the efficacy of the Multiresolution Reeb graph to the problem of the
manufacture-model retrieval. However, instead of utilize the whole descriptive power provided
by the Reeb graph representation, these approaches restrict their attention to the surface de-
composition and do not consider the graph structure during the similarity evaluation process.
In [BMM+03] an algorithm for matching two directed, acyclic and attributed graphs is pro-
vided. Even if the approach there presented may be extended to a wider class of structures,
it has been effectively proposed to compare ERG representations extracted from a database
of closed surface models. As discussed in sections 2.2.5 and 2.2.6, the behavior of the differ-
ent choices of the function in the Reeb graph representations has to be taken into account
during the similarity analysis: in fact each function emphasizes different aspects of the object
shape. For instance, figure 4.9 highlights how the choice of the mapping function influences
the matching results, node colors indicate the node mapping of the graphs.
Figure 4.9: Matching between three Reeb representations of the teapot and its modified version. The
similarity evaluation obtained with respect to the distance 3.6 is depicted under each pair of graphs.
When the topology of an object, in figure 4.9 a teapot, is modified, the corresponding graphs
may result much different. Since the graph obtained by using the distance from the barycentre
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function represents the spatial distribution of the object with respect to its center of mass,
even if a part of the handle has been removed, the remaining part folds on itself and generates
critical points of the mapping function. On the contrary, the graph based on the integral
geodesic does not take into account the spatial embedding, thus such a function defined on
the teapot surface assumes only one maximum critical point on the broken handle, neglecting
the shape of the handle itself. Finally, concerning the distance from the curvature extrema,
the modification of the teapot handle results in a new curvature extreme generating a new
maximum critical point.
In our experimental results the ERG structure is obtained from a uniform partition I of
the interval [fmin, fmax]. According to the discussion in section 3.4.1, such a representa-
tion highlights that the main structure of the object is better detected through a rough
subdivision of it, while smaller features are located when the number of sub-intervals of I
increases. On the contrary, the representation provided by the geodesic distance from cur-
vature extrema depends on the choice of the base points, which are identified using the
multi-resolution strategy proposed in [MPS+03]. Finally, we observe the mapping functions
chosen for our matching experiments are always non-negative. Then, to compare the shape
features according to their relevance on the model, we have adopted the following normalized
ERG extraction: for each model the partition I is given by I = IP ∩ [fmin, fmax], where
IP = {( i∗fmaxm , ( (i+1)∗fmaxm ) | i = 0 . . . m−1}∪{ i∗fmaxm |i = 0 . . .m} is a partition of the interval
[0, fmax] and m is an integer chosen by the user.
Experimental results of our matching approach on a database of about 120 free-form models
are shown in figure 4.10, where the top objects retrieved by our matching algorithm on two
query models (a child and a dog) are shown. Results are arranged according to their similarity
value with respect to the query models, in decreasing order from left to right. The similarity
measure we have adopted is that proposed in definition 3.6; in particular, we observe that,
due to the subgraph matching strategy adopted, such a measure is a semi-metric. For both,
all proposed ERG representations where compared: line (a) corresponds to the distance from
the barycentre, line (b) to the integral geodesic distance and (c) to the geodesic distance from
curvature extrema. Since the matching approach is based on both the Reeb graph represen-
tation and the edge attributes, for each function, the best match was the model itself. In
addition, the ERG has been fruitful used for shape retrieval from databases of CAD mod-
els. Since in a manufacturing model high curvature points may be not isolated and identify
large regions, the distance from curvature extrema does not seem to be the best choice of the
function for the Reeb representation in the CAD context. Results of our shape retrieval ap-
proach obtained for the 85 CAD models, partially coming from the following databases:
http://www.designrepository.org/SM03 and http://www.designrepository.org/DECT03, dis-
cussed in [BRS03] and [BSRS03], are proposed in figure 4.11, where the five top objects
retrieved by our matching algorithm with respect to two query models (a linkage and a
socket) are shown. Analogously to figure 4.10, results are arranged according to their sim-
ilarity value with respect to the query models, in decreasing order from left to right. For
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both, all proposed Reeb graph representations where compared: line a) corresponds to the
distance from the barycentre while line b) to the integral geodesic distance. Each family of
objects is correctly detected, even if some false positives are possible; see figure 4.12 for the
representation of the object groups in the database.
Figure 4.10: Matching results for two query models in our database with respect to the three ERG repre-
sentations: (a) distance from the barycentre, (b) integral geodesic distance and (c) distance from curvature
extrema.
The graph comparison reflects the intuitive notion of similarity and groups the objects in a
number of families (for instance quadrupeds, humans, pots, hands, mechanical parts, etc.). In
particular, we noticed that a skeleton based retrieval approach the better perform the better
the features of an “ideal” representative class of the object are clear. With reference to figure
4.10, this fact implies that, at a high level of abstraction, objects similar to a dog should
have four legs, a tail, a body and an head. However, such characteristics are not so greatly
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different from these of a rough human model (which has an head, a body, two hands and
two legs); moreover, the mapping functions we have considered neither recognize the spatial
position of the features nor distinguish legs from hands, therefore false positive may occur. In
the case of the CAD model databases, the query results of the linkage correctly recognize in
the first three top positions all similar linkages; while the choice of other two models depends
on the function. In particular, the distance from the barycentre favours the choice of models
whose shape is lengthened while the integral geodesic distance selects objects having similar
features, even if spatially distributed in a different manner. This fact is further emphasized for
the socket model, where the fourth object retrieved, which has the same number of holes and
the same smoothed appearance of the query model, is preferred to a socket with a different
number of holes.
Figure 4.11: Matching results for two CAD models
False positive results are unavoidable in dealing with similarity measures, because the intuitive
notion of similarity is strongly subjective. This phenomenon rises more frequently when
the graph representation of the query model is very simple, both in terms of number of
entities and of configuration: in this case the query graph itself is easily contained into
other graph representations of the models in our database. However, the goal of the various
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(a)
(b)
Figure 4.12: The groups, in our database, of the linkage models (a) and the socket ones (b)
comparison methodologies is to reduce the false positive and the false negative results as much
as possible. In addition, if the target of the comparison is the simulation of the intuitive
notion of similarity, it is necessary to have a technique, which compares the shape structure
independently of their topology/structure and their geometry. For instance, in the free-form
context, a 3D model of a bunny and a pot resembling a bunny should result similar even
if they differ for the handle, while the same difference would be crucial when dealing with
similarity evaluation of CAD/manufactured models. Furthermore, we highlight that the use
of topological structures to represent model features allows a good representation both for
topology and structural aspects, while the ability of taking into account both topological and
geometrical aspects of the model shape strongly depends by the comparison process adopted.
Finally, we observe that mechanical models may differ from small features, number of holes
or smoothness: however, also in these cases our algorithm has performed in a satisfactory
manner, emphasizing these differences and grouping objects with similar shape.
A statistical description of our results is proposed in figure 4.13, where the queries to our
database are represented with respect to a standard evaluation of information retrieval sys-
tems: the precision/recall curve. In particular, the recall is given by the proportion of the
relevant models retrieved in answer to a query while the precision represents the proportion
of retrieved models that are actually relevant, [Rij79]. More in detail, given a database and a
query model, the models retrieved may be classified according to their relevance with respect
to the query, as shown in table 4.1, also known as “contingency” table [Rij79].
Therefore, the definition of precision and recall may be derived from table 4.1 as follows:
Precision = |A∩B||B| , Recall =
|A∩B|
|A| , where | . . . | is the counting measure. In other words, the
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Relevant (A) Non-relevant (A¯)
Retrieved (B) A ∩B A¯ ∩B
Not Retrieved (B¯) A ∩ B¯ A¯ ∩ B¯
Table 4.1: Contingency table of the database retrieval.
recall and precision descriptors attempt to measure the effectiveness of the retrieval method
measuring the ability of the system to retrieve relevant documents and discard non-relevant
ones.
The performance of our shape retrieval approach on our database of free-form shapes is
represented in figure 4.13(a), while in figure 4.13(b) the curves represent the behavior of the
method for the subgroup composed by the models that correspond to four-footed animals.
The different choices of the mapping function in the ERG are highlighted by the choice of
colors and line styles; in particular, the distance from the barycentre is in blue, the integral
geodesic distance is in magenta and the distance from curvature extrema is in green. In
figure 4.14(a) we show the matching results obtained with our graph comparison method
with respect to different resolutions of the Reeb graph on the database of 85 CAD models. In
this case, the Reeb graph with respect to the integral geodesic distance has been extracted in
a multi-resolution way, computing, respectively, 16, 32 and 64 subdivisions of the domain of
f . Finally, in figure 4.14(b) our matching approach is compared with respect to the spherical
harmonics retrieval method proposed in [FMK+03]; the label “DB” and “IG” indicate the
graph matching performed using the Reeb graph representation, respectively, with respect to
the distance from the barycentre and the integral geodesic distance, finally, “SH” denotes the
spherical harmonics.
Finally, we highlight that our method uses the graph representation induced by the Reeb
graph instead of a similarity measure deduced on the surface segmentation as proposed in
[HSKK01] and [BRS03]. This fact allows the construction of a not necessarily connected
common subgraph, which is able to detect and map together similar parts of the model
object, and makes the algorithm robust with respect to slight structural and topological
deformations. The proposed approach should not be considered as a coarse filter but as a
finer shape analysis tool where structure and topology are taken into account. In addition,
editing operations may be deduced from the graph isomorphism in order to topologically and
structurally align two different shapes.
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(a) (b)
Figure 4.13: The precision/recall curve of our graph matching approach with respect to the whole free-form(a)
and the animal subgroup (b).
(a) (b)
Figure 4.14: The precision recall curve for a multi-resolution Reeb graph based approach to the shape
retrieval (b) and the comparison with the method in [FMK+03] (b).
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4.5 Conclusions
In this chapter we have proposed some possible applications of our shape representation
framework. The ERG model has been tested on a large variety of models and, due to the
low computational cost of our algorithms, results show that it is suitable both for terrain
models and free-form shapes. In particular, we have shown that the ERG representation is a
complete framework for data reduction/generalization of terrain models and shape restoring.
Moreover, it provides an effective simplification of shapes without loosing their global topo-
logical appearance. Currently, we are investigating on how to associate a semantic meaning
to the main features detected by our characterization method and how they may be used for
object manipulation.
Moreover, even if the adopted matching approach is mainly based on the topological informa-
tion stored in the graph, as a future development we are planning to consider a greater number
of geometric attributes, which should improve the results so far obtained. Nevertheless, we
are planning to extend our matching approach to surfaces with boundary.
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Chapter 5
Conclusions
The main theme of this dissertation is the study of a representation framework, which pre-
serves and gives prominence to the topology of geometric objects and, in the meanwhile,
provides a sketch of the shape without forgetting the main features of an object surface. In
this sense, topological methods such as decomposition, deformation and structuring support
the definition of high level abstraction models and are fundamental in shape understanding.
In particular, this work has been motivated by questions of computational topology arising
in some applications of Shape Modeling, such as terrain modeling, surface analysis and shape
retrieval.
Some application tasks, like shape recognition, simplification and similarity evaluation, require
the ability of automatically detecting the main structure of a shape and evaluating how much
two shapes overlap. So, we have approached the problem of moving from a geometric model
to a structural one. Also, we aimed at defining a new method for effectively capturing the
structure of a shape through the identification of its relevant components and their mutual
relationships. Furthermore, we have investigated on the use of structural shape descriptors
for introducing, in the future, an automatic semantic annotation of the shape. We have
also worked on a method for automatically characterizing the surface shape, recognizing the
critical regions of a triangle mesh and coding in a graph the relationship between them. As
shape descriptor we have defined the so-called Extended Reeb Graph (ERG) representation
and we have given an algorithm to extract it for triangle meshes, with or without boundary.
Finally, we have provided some application fields in which the shape representation framework
we have introduced has been fruitfully adopted.
In the following sections, we sum up each of our contributions and we sketch future research
directions.
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5.1 Summary of results
The main contribution of this thesis deals with the aspects of computational topology that
support the definition of a conceptual model for surface representation based on topological
coding, and its effectiveness in Shape Modeling. Starting from a geometric model, in our case a
triangle mesh, we have derived a structural descriptor, which describes the overall appearance
of a surface shape and its topological type, discarding irrelevant details. Moreover, in our
representation, the topological structure is combined and enriched with geometric information,
such as the position in the space of the points of the contour levels that bound the critical
areas and the length of a protrusion, which may be used to better satisfy the application
needs.
The originality of this work is both theoretical, having defined a new shape descriptor able
to describe the topology of the shape in a discrete context, and practical, having proposed
new methods for the characterization of a piece-wise linear surface and the extraction and
the manipulation of the ERG.
Our topological descriptor deals with discrete models, has the same properties as the Reeb
graph and provides a high-level abstract model for the representation and the manipulation
of piece-wise linear surfaces. In particular, we have defined a tool for shape analysis, which
handles triangle meshes and, indeed, extends the domain of applicability of the Reeb graph to
non-smooth surfaces. In fact, the ERG represents and codes also degenerate critical points,
that is, non-isolated critical points such as plateaus and flat areas of the surface, adopting
a characterization strategy based on the contour levels of the surface with respect to a real
and at least continuous function defined on it. A further novelty of this approach is that our
representation framework is suitable also for surfaces with boundary.
Moreover, we have proposed an original algorithm for the surface characterization and the
ERG extraction, which is robust with respect to local changes of the shape, guarantees the
topological coding of the surface and is computationally efficient. Then, we have introduced
a set of rules for automatically simplify the graph representation, obtaining a multi-scale
and multi-resolution descriptor that can successfully recover information about the topology
of the underlying shape. Furthermore, the existence of a distance measure between two
ERG representations has been discussed focusing on its possible application to partial shape
matching.
Besides the definition and the study of the properties of our method, we have investigated on
the feasibility and the effectiveness of the shape representation we have proposed. Since the
ERG provides a conceptual sketch of the surface, it may be used in several application fields
for coding abstract descriptions of the whole data set and composing the object signatures
instead of the whole models. Therefore, in chapter 4 we have shown how our representation
framework can be effectively applied to a number of application domains, such as shape
simplification, analysis, restoring, reconstruction and retrieval.
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5.2 Directions for future work
This work can be extended and improved in several directions. The method we have developed
may apply to contexts that are more general than those presented in chapter 4; thus, we
believe that our approach to computational topology could be a useful tool for analyzing
data from different domains. Therefore, it would be interesting to test our method in other
application fields with respect to those proposed in chapter 4, such as virtual human analysis,
bio-medicine and robotics.
A number of open problems were discussed in the body of the thesis as they arose. These
ranged from easy extensions of the work presented in this thesis, to potential applications, to
general questions about whether we can use similar techniques to deduce other topological
descriptors from finite data. Therefore, in the following, we will point out a number of possible
developments we believe are really interesting.
For example, the shape decomposition induced by the ERG representation (see section 4.2
for details) seems to be a natural candidate for approaching the surface parameterization
problem from a shape-based point of view. In addition, we are planning to extend our surface
analysis method to topological objects, in particular simplicial complexes, in spaces of higher
dimensions. To accomplish this task and to arrange our surface characterization in a wider
formalism, we are currently investigating the Conley Index Theory [MM04] and its usefulness
to the iso-surface evolution.
From a practical point of view, we are considering the ERG for surface animation and meta-
morphosis; in that case, the most appropriate mapping functions seem to be those that are
independent of object position. Furthermore, we are planning to exploit the graph isomor-
phism induced by the matching approach proposed in chapter 4 to deduce rules for shape
editing, in order to topologically and structurally align two different shapes. In particular, we
are considering the to adapt our graph matching approach to generic surfaces with bound-
ary. In this topic we are also investigating the definition of new distance measures that are
independent of the matching approach and their possible combination with other distances.
With reference to the application of the ERG to shape retrieval, we are planning to consider a
multi-step approach where a set of different filters, for example coarse filters, shape harmon-
ics and structural descriptors, are used to progressively refine the set of geometrically similar
candidates. In this way we will obtain a multi-modal query mechanism that could provide
a combination of various measures of shape similarity, corresponding to function, form and
structure analysis of 3D shapes.
The choice of the mapping function in the Reeb graph representation determines the char-
acteristics of the resulting shape descriptor and, usually, each function highlights one shape
property at time. We are investigating how to simultaneously use and integrate different
mapping functions. This approach is promising and goes into the direction of developing
tools to automatically annotate the shape semantic. In fact, we are trying to understand
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where and how the semantics can be encapsulated in the digital representation of shapes
to move towards semantically capable digital representations of shapes, able to support the
emerging categories of applications dealing with digital shapes. In this sense we are planning
to formalize the application domain through a specific ontology which provides the rules for
associating semantics to shape or shape parts (e.g., in Industrial Manufacturing, a slot is
defined by two parallel faces which are both adjacent to a horizontal face) [IST].
In addition, we are studying the application of our surface characterization techniques to
the computation of the size functions (see chapters 1 and 2 for their definition and details)
of a closed surface. In fact, our contouring approach and the region decomposition method
may be exploited for efficiently computing the number of connected components of the level
sets. Then a possible approach to size function based on our shape characterization strategy
is sketched in the following. Once a number of contour levels has been inserted into the
original model, the regions in which the shape has been divided may be ordered with respect
to the increasing value of the measuring function. Then, to compute the number of connected
components of level sets, the expansion process proposed for the ERG construction may be
used for visiting the surface regions once, starting from the minima and labeling each region
with the label of the (topologically) nearest minimum area. When, during this labeling phase,
two or more labels could be associated to a region, the label that corresponds to the minimum
area having minimal value of the measuring function, is chosen. In this way to each region
is associated the minimum value of the measuring function on the connected component of
the level set to which it belongs to. Finally, the computation of the size function may be
completed further visiting once, in reverse order, the surface regions to collect the number of
labels adjacent to each saddle area and deducing the function values of the minima connect
to that saddle. The results of such a computation may be stored in a matrix.
In figure 5.1 we present an example of the size representation obtained using this approach;
in this case the measuring function is the height one and the size representation corresponds
to the surface characterization obtained inserting the contour levels in figure 5.1(a).
Our contouring approach can be effectively applied also to the extraction of the apparent
contours and the contour generator of the surface. In particular, we recall that the contour
generator with respect to a view direction σ is given by the set of points on the surface
whose normal nP is orthogonal to σ. Therefore, denoting φ = σ · np, the contour generator
corresponds to φ−1(0), details may be found in chapter 1. In particular, once the contour
generators have been inserted into the model the surface shape is decomposed into a set of
regions. Such contours could be useful for evaluating the topological type of the original shape
and for computing cuts on the surface, which could be exploited for automatically find a set
of charts available for surface parameterization. In particular, we observe that, generally, the
contour generator is composed of a set of closed contours. Contour generators may be classified
as separating, essential or trivial, analogously to the criteria proposed in [EHP02]. A contour
is called trivial if it is contractible to a point while it is called separating when removing it
from the surface, the shape is divided in two or more connected components. Finally a contour
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(a) (b) (c)
Figure 5.1: Size function (b) of a closed surface (c) and a three-dimensional representation of the size values
(c), the value of the size function is proportional to the elevation of each step.
is essential if it is not contractible to a point or a boundary circle. Therefore, the number
of regions originated by the insertion of contour generators may be reduced removing trivial
contours and keeping only the essential and the separating ones. Moreover, the removal of
less relevant contours may be accomplished through a progressive region erosion process that
advances using Euler operators [ADF85]. With reference to figure 5.2, we show the regions of
the surface induced by the contour generators, before and after the removal of trivial contours;
blue regions have one boundary component, red regions have two components and green ones
have three or more components.
(a) (b)
Figure 5.2: Surface regions (a) when all contour generator are inserted in the shape and after the contour
removal (b).
Also, we are planning to investigate a possible extension to discrete domain of the results
proposed by Pignoni [Pig91]. We recall that he demonstrated that there exists a relation
between the Euler characteristic of the global surface and the projection of the contour gen-
erator on a plane orthogonal to the view direction σ (i.e. the apparent contours). In this
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case the problem is to distinguish double points and cusps from irrelevant points along the
intersection of the apparent contours, as shown in figure 5.3. Nevertheless, we are currently
evaluating to solve this problem considering also the multiplicity of each internal region in
the projection plane and the behavior of the normal vector along the contour generator.
(a) (b)
Figure 5.3: Semi-transparent projections (b) of a shape (a). The intensity of the white color is proportional
to the number of times a ray light would meet the object surface in a given view.
From the number of open problems previously listed, it should be clear that computational
topology is a rich, interesting, and rapidly evolving discipline. The work in this thesis suggests
that further research in this field is likely to be fruitful and we foresee it will increase during
next years, as digital shapes will become more popular.
Bibliography
[AA96] O. Aichholzer and F. Aurenhammer. Straight skeletons for general polygonal
figures in the plane. Lecture Notes in Computer Science, 1090:117–126, 1996.
[Abd98] A. M. Abdulkader. Parallel Algorithms for Labelled Graph Matching. PhD
thesis, Colorado School of Mines, 1998.
[ABS01] M. Attene, S. Biasotti, and M. Spagnuolo. Re-meshing techniques for topolog-
ical analysis. In Proceedings of Shape Modelling and Applications 2001, pages
142–152, Genova, Italy, May 3–5 2001. IEEE Press.
[ABS03] M. Attene, S. Biasotti, and M. Spagnuolo. Shape understanding by contour
driven retiling. The Visual Computer, 19(2-3):127–138, 2003.
[AC02] A. Angelidis and M.-P. Cani. Adaptive implicit modeling using subdivision
curves and surfaces as skeletons. In Proceedings of the 7th ACM Symposium
on Solid Modeling and Applications, pages 45–52, Saarbrucken, Germany, 2002.
ACM Press.
[ADF85] S. Ansaldi, L. De Floriani, and B. Falcidieno. Geometric modeling of solid ob-
jects by using a face adjacency graph representation. ACM Computer Graphics,
(Proc. of SIGGRAPH ’85), 19(3):131–139, 1985.
[AE98] U. Axen and H. Edelsbrunner. Auditory Morse Analysis of Triangulated Mani-
folds. In H.-C. Hege and K. Polthier, editors, Mathematical Visualization, pages
223–236. Springer-Verlag, Heidelberg, 1998.
[AK00] N. Amenta and R. K. Kolluri. Accurate and efficient unions of balls. In Proceed-
ings of the 5th ACM Symposium on Computational Geometry, pages 119–128.
ACM Press, 2000.
[Ale02] M. Alexa. Recent advances in mesh morphing. Computer Graphics Forum,
21(2):173–196, 2002.
[AM97] D. Attali and A. Montanvert. Computing and simplifying 2D and 3D continuous
skeletons. Computer Vision and Image Understanding: CVIU, 67(3):261–273,
September 1997.
157
158 Bibliography
[AS00] C. Arcelli and L. Serino. Parallel reduction operators for gray-tone pic-
tures. International Journal of Pattern Recognition and Artificial Intelligence,
14(3):281–295, 2000.
[Axe98] U. Axen. Topological Analysis using Morse Theory and Auditory Display. PhD
thesis, University of Illinois at Urbana-Champaign, 1998.
[Axe99] Ulrike Axen. Computing Morse functions on triangulated manifolds. In Pro-
ceedings of the 10th Annual ACM-SIAM Symposium on Discrete Algorithms,
pages 850–851, New York, January 17–19 1999.
[Ban67] T. F. Banchoff. Critical points and curvature for embedded polyhedra. Journal
of Differential Geometry, 1:245–256, 1967.
[Ban70] T. F. Banchoff. Critical points and curvature for embedded polyhedral surfaces.
Am. math. Monthly, 77:475–485, 1970.
[BBB+97] J. Bloomenthal, C. Bajaj, J. Blinn, M.-P. Cani-Gascuel, A. Rockwood,
B. Wyvill, and G. Wyvill, editors. Introduction to Implicit Surfaces. Morgan
Kaufmann Publishers Inc., San Francisco, California, 1997.
[BDE98] G. Barequet, M. T. Dickerson, and D. Eppstein. On triangulating three-
dimensional polygons. Computational Geometry Theory & Applications,
10(3):155–170, June 1998.
[BdF+02] A. Brucale, M. d’Amico, M. Ferri, L. Gualandri, and A. Lovato. Size Functions
for Image Retrieval: A demonstrator on randomly generated curves. In M. S.
Lew, N. Sebe, and J.P. Eakins, editors, Proceedings of the International Con-
ference on Image and Video Retrieval (CIVR 2002), volume 2383 of Lecture
Notes in Computer Science, pages 235–244. Springer-Verlag, 2002.
[BFS00] S. Biasotti, B. Falcidieno, and M Spagnuolo. Extended Reeb Graphs for surface
understanding and description. In G. Borgefors and G. Sanniti di Baja, editors,
Proceedings of the 9th Discrete Geometry for Computer Imagery Conference,
volume 1953 of Lecture Notes in Computer Science, pages 185–197, Uppsala,
2000. Springer Verlag.
[BFS02] S. Biasotti, B. Falcidieno, and M. Spagnuolo. Shape abstraction using com-
putational topology techniques. In U. Cugini and M. Wozny, editors, From
Geometric Modeling to Shape Modeling, pages 209–222. Kluwer Academic Pub-
lishers, 2002.
[BFS04] S. Biasotti, B. Falcidieno, and M. Spagnuolo. Surface Shape Understanding
based on Extended Reeb Graphs. In S. Rana, editor, Topological Data Structures
for Surfaces: An Introduction for Geographical Information Science, pages 87–
103. John Wiley & Sons, 2004.
[Bie87] I. Biederman. Recognition-by-Components: A theory of human image under-
standing. Phicological Review, 94:115–147, 1987.
Bibliography 159
[Bie95] I. Biederman. Visual object recognition. In S. Kosslyn and D. Osherson, editors,
An invitation to Cognitive Science, volume 2, chapter 4, pages 121–165. MIT
Press, 1995.
[BL99] J. Bloomental and C. Lim. Skeletal methods of shape manipulation. In Proceed-
ings of Shape Modelling and Applications ’99, pages 44–49, Aizu-Wakamatsu,
Japan, March 1999. IEEE Press.
[Blo02] J. Bloomenthal. Medial-based vertex deformation. In Proceeding of the 2002
ACM-SIGGRAPH Symposium on Computer Animation, pages 147–151, 2002.
[Blu67] H. Blum. A transformation for extracting new descriptors of shape. In
W. Whaten-Dunn, editor, Proceedings of the Symp. Models for Perception of
Speech and Visual form, pages 362–380. Cambridge MA: MIT Press, 1967.
[BMM+03] S. Biasotti, S. Marini, M. Mortara, G. Patane´, M. Spagnuolo, and B. Falcidieno.
3D shape matching through topological structures. In I. Nystro¨n, G. Sanniti
di Baja, and S. Svennson, editors, Proceedings of the 11th Discrete Geometry
for Computer Imagery Conference, volume 2886 of Lecture Notes in Computer
Science, pages 194–203, Naples, 2003. Springer Verlag.
[BMMP03] S. Biasotti, S. Marini, M. Mortara, and G. Patane´. An overview on properties
and efficacy of topological skeletons in shape modelling. In Proceedings of Shape
Modelling and Applications, pages 245–254, Seoul, South Korea, May 2003.
IEEE Press.
[BMS00] S. Biasotti, M. Mortara, and M. Spagnuolo. Surface compression and re-
construction using Reeb Graphs and Shape Analysis. In Proceedings of the
16th Spring Conference on Computer Graphics, pages 174–185, Budmerice,
Bratislava, May 2000.
[Bor96] G. Borgefors. On digital distance transform in three dimensions. Computer
Vision and Image Understanding, 64(3):368–376, 1996.
[Bot98] R. Bott. Morse theory indomitable. Publ. Math. I. H. E. S., 68:99–117, 1998.
[BRS03] D. Bespalov, W. C. Regli, and A. Shokoufandeh. Reeb Graph Based Shape Re-
trieval for CAD. In Proceedings of the 2003 ASME Design Engineering Technical
Conferences, Chicago, Illinois, September 2003. ASME.
[BS98a] C. L. Bajaj and D. R. Schikore. Topology preserving data simplication with
error bounds. Computer & Graphics, 22(1):3–12, 1998.
[BS98b] H. Bunke and K. Shearer. A graph distance metric based on the maximal
common subgraph. Pattern Recognition Letters, 19:255–259, 1998.
[BSRS03] D. Bespalov, A. Shokoufandeh, W. C. Regli, and W. Sun. Scale-space repre-
sentation of 3D models and topological matching. In Proceedings of the 8th
ACM Symposium on Solid Modeling and Applications, pages 208–215, Seattle,
Washington, June 2003. ACM Press.
160 Bibliography
[BTG95] E. Bittar, N. Tsingos, and M.-P. Gascuel. Automatic reconstruction of unstruc-
tured 3D data: Combining Medial Axis and Implicit Surfaces. In F. Post and
M. Gobel, editors, Proceedings of the 16th European Conference on Computer
Graphics (Eurographics-95), volume 14 of Computer Graphics Forum, pages
457–468. Blackwell Publishers, 1995.
[Car76] M. P. Do Carmo. Differential Geometry of Curves and Surfaces. Cambridge
University Press, 1976.
[CB97] M. Couprie and G. Bertrand. Topological Grayscale Watershed Transformation.
In Proceedings of the SPIE, Vision Geometry V, volume 3168, pages 136–146,
Bellingham, WA, 1997.
[CF01] R. J. Campbell and P. J. Flynn. A survey of free-form object representation and
recognition techniques. Computer Vision and Image Understanding, 81(2):166–
210, 2001.
[CFP02] F. Cagliari, M. Ferri, and P. Pozzi. Size functions from a categorical viewpoint.
Acta Applicandae Mathematicae, 67(3):225–235, 2002.
[CG00] R. Cipolla and P. J. Giblin. Visual Motion of Curves and Surfaces. Prentice-
Hall, 2000.
[Cha00] M. Chari. On Discrete Morse functions and combinatorial decompositions. Dis-
crete Mathematics, 217(1-3):101–113, 2000.
[CK01] C. M. Cyr and B. B. Kimia. 3D object recognition using shape similarity-based
Aspect Graph. In Proceedings of the International Conference on Computer
Vision, pages 254–261. IEEE Press, 2001.
[CKM99] T. Culver, J. Keyser, and D. Manocha. Accurate computation of the Medial
Axis of a polyhedron. In Proceedings of the 5th ACM Symposium on Solid
Modeling and Applications, pages 179–190, Ann Arbor, 1999. ACM Press.
[CMEH+03] K. Cole-McLaughlin, H. Edelsbrunner, J. Harer, V. Natarajan, and V. Pas-
cucci. Loops in Reeb Graphs of 2-Manifolds. In Proceedings of the 19th ACM
Symposium on Computational Geometry, pages 344–350. ACM Press, 2003.
[CP94] B. Chazelle and L. Palios. Decomposition algorithms in geometry. In C. Ba-
jaj, editor, Algebraic Geometry and its Applications, pages 419–447. Springer-
Verlag, 1994.
[CS78] H. N. Christiansen and T. W. Sederberg. Conversion of complex contour line
definitions into polygonal element mosaics. In ACM Computer Graphics, (Proc.
of SIGGRAPH ’78), volume 12, pages 187–192. ACM Press, 1978.
[CSA00] H. Carr, J. Snoeyink, and U. Axen. Computing contour trees in all dimen-
sions. In Proceedings of the 11th Annual ACM-SIAM Symposium on Discrete
Algorithms, pages 918–926, New York, January 9–11 2000. ACM Press.
Bibliography 161
[CSA03] H. Carr, J. Snoeyink, and U. Axen. Computing Contour Trees in all dimensions.
Computational Gemetry, 24:75–94, 2003.
[D’A02] M. D’Amico. Aspetti computazionali delle funzioni di taglia. PhD thesis, Uni-
versity of Padova, 2002.
[dBS00] G. Sanniti di Baja and S. Svenssons. Detecting centres of maximal geodesic
discs on the distance transform of surfaces in 3D images. In G. Borgefors and
G. Sanniti di Baja, editors, Proceedings of the 9th Discrete Geometry for Com-
puter Imagery Conference, volume 1953 of Lecture Notes in Computer Science,
pages 443–452, Uppsala, 2000. Springer Verlag.
[DE95] C. J. A. Delfinado and H. Edelsbrunner. An incremental algorithm for Betti
numbers of Simplicial Complexes on a 3-Sphere. Computationally Aided Geo-
metric Design, 12:771–784, 1995.
[DEG99] T. K. Dey, H. Edelsbrunner, and S. Guha. Computational Topology. In
B. Chazelle, J. E. Goodman, and R. Pollack, editors, Advances in Discrete
and Computational Geometry, volume 223 of Contemporary Mathematics, pages
109–143. AMS, Providence, 1999.
[DFRS03] D. DeCarlo, A. Finkelstein, S. Rusinkiewicz, and A. Santella. Suggestive con-
tours for conveying shape. In ACM Computer Graphics, (Proc. of SIGGRAPH
2002), pages 848–855. ACM Press, 2003.
[DG98] T. K. Dey and S. Guha. Computing homology groups of Simplicial Complexes
in R3. Journal of the ACM, 45(2):266–287, 1998.
[DGG03] T. K. Dey, J. Giesen, and S. Goswami. Shape segmentation and matching with
flow discretization. In Proceedings of the Workshop on Algorithms and Data
Structures 2003 (WADS 2003), 2003.
[Dok96] P. Dokla´dal. Gray scale image segmentation: A topological approach. PhD
thesis, University Marne la Vallee and University of Technology of Brno, 1996.
[DS95] T. Dey and H. Schipper. A new technique to compute polygonal schema for
2−manifolds with application to null-homotopy detection. Discrete and Com-
putational Geometry, 14(1):93–110, 1995.
[EF86] M. A. Eshera and K.-S. Fu. An image understanding system using attributed
symbolic representation and inexact graph matching. IEEE Transacions on
Pattern Analysis and Machine Intelligence, 8(5):604–618, 1986.
[EHNP03] H. Edelsbrunner, J. Harer, V. Natarajan, and V. Pascucci. Morse-Smale com-
plexes for piecewise linear 3-Manifolds. In Proceedings of the 19th Symposium
on Computational Geometry., pages 361–370, 2003.
[EHP02] J. Erickson and S. Har-Peled. Optimally cutting a surface into a disk. In
Proceedings of the 18th Annual ACM Symposium in Computational Geometry,
pages 244–253. ACM Press, 2002.
162 Bibliography
[EHZ03] H. Edelsbrunner, J. Harer, and A. Zomorodian. Hierarchical Morse-Smale
complexes for piecewise linear 2-Manifolds. Discrete Computational Geometry,
30:87–107, 2003.
[ER99] M. Etzion and A. Rappoport. Computing the Voronoi diagram of a 3-D poly-
hedron by separate computation of its symbolic and geometric parts. In Pro-
ceedings of the 5th ACM Symposium on Solid Modeling and Applications, pages
167–178, Ann Arbor, 1999. ACM Press.
[ES92] R. Engelking and K. Sielucki. Topology: A geometric approach. Sigma series in
pure mathematics. Heldermann, Berlin, 1992.
[FK97] A. Fomenko and T. L. Kunii. Topological Modelling for Visualization. Springer
Verlag, 1997.
[FKU77] H. Fuchs, Z. M. Kedem, and S.P. Uselton. On the criteria to be used in decom-
posing systems into Modules. Communications of the ACM, 20(10):693–702,
1977.
[FL99] P. Frosini and C. Landi. Size theory as a topological tool for Computer Vision.
Pattern Recognition and Image Analysis, 9:596–603, 1999.
[FL01] P. Frosini and C. Landi. Size functions and formal series. Applicable Algebra in
Engineering, Communication and Computing, 12(4):327–349, 2001.
[FMD02] L. De Floriani, M. M. Mesmoudi, and E. Danovaro. Extraction of critical
nets based on a discrete gradient vector field. In I. Navazo and P. Slusallek,
editors, Proceedings of the 23th European Conference on Computer Graphics
(Eurographics 2002), volume 21, 3 of Computer Graphics Forum, pages 373–
382, Saarbrucken, Germany, 2002. Blackwell publishers.
[FMK+03] T. Funkhouser, P. Min, M. Kazhdan, J. Chen, A. Halderman, D. Dobkin, and
D. Jacobs. A Search Engine for 3D Models. ACM Transactions on Graphics,
22(1):83–105, 2003.
[Fom95] A. Fomenko. Visual Geometry and Topology. Springer Verlag, 1995.
[For98] R. Forman. Morse Theory for Cell Complexes. Advances in Mathematics,
134:90–145, 1998.
[For02a] R. Forman. How many Equilibria are There? An introduction to Morse The-
ory. In The Rice Undergraduate Colloquium. A publication of the American
Mathematical Society, 2002.
[For02b] R. Forman. A User’s Guide to Discrete Morse Theory. Se´minaire Lotharingien
de Combinatoire, 48, March 10–13 2002.
[Fro90] P. Frosini. A distance for similarity classes of submanifolds of a Euclidean space.
Bull. Austral. Math. Soc., 42(3):407–416, 1990.
Bibliography 163
[FS91] B. Falcidieno and M. Spagnuolo. A new method for the characterization of to-
pographic surfaces. International Journal of Geographical Information Systems,
5(4):397–412, 1991.
[FS92] B. Falcidieno and M. Spagnuolo. Polyhedral surface decomposition based on
curvature analysis. In T. Kunii and Y. Shinagawa, editors, Modern Geometric
Computing for Visualization, pages 263–269. Springer Verlag, Tokyo, June 1992.
[FS97] B. Falcidieno and M. Spagnuolo. Shape abstraction tools for modeling complex
objects. In Proceedings of Shape Modelling and Applications 1997, pages 16–25,
1997.
[FS98] B. Falcidieno and M. Spagnuolo. A shape abstraction paradigm for modeling
geometry and semantics. In F.-E. Wolter and N. M. Patrikalakis, editors, Pro-
ceedings of the Conference on Computer Graphics International 1998 (CGI-98),
pages 646–657, Los Alamitos, California, June 22–26 1998. IEEE Computer So-
ciety.
[FV01] M.-L. Ferna´ndez and G. Valiente. A graph distance metric combining maximum
common subgraph and minimum common supergraph. Pattern Recognition
Letters, 22:753–758, 2001.
[GGH02] X. Gu, S. J. Gortler, and H. Hoppe. Geometry images. In ACM Computer
Graphics, (Proc. of SIGGRAPH 2002), pages 355–361. ACM Press, 2002.
[GHF90] C. Giertsen, A. Halvorsen, and P. R. Flood. Graph-directed modelling from
serial sections. The Visual Computer, 6(5):284–290, 1990.
[GHK99] L. Guibas, R. Holleman, and L. E. Kavraki. A probabilistic roadmap planner for
flexible objects with a workspace medial axis based approach. In Proceedings
of IEEE/RSJ International Conference on Intelligent Robots Systems, pages
254–260. IEEE Press, 1999.
[GJ79] M. R. Garey and D. S. Johnson. Computers and Intractability: A Guide to the
Theory of NP-Completeness. W. H. Freeman, New York, 1979.
[GK00] P. Giblin and B. B. Kimia. A formal classification of 3D Medial Axis points and
their local geometry. In Proceedings of IEEE Conference on Computer Vision
Pattern Recognition, volume 1, pages 566–573, 2000.
[GK03] P. J. Giblin and B. B. Kimia. On the local form and transitions of Symmetry
Sets, Medial Axes, and Shocks. International Journal of Computer Vision,
54(1-3):143–157, 2003.
[GP74] V. Guillemin and A. Pollack. Differential Topology. Englewood Cliffs, NJ:
Prentice-Hall, 1974.
[GPK+99] V.P. Golubyatnikov, U. Pekmen, I. Karaca, E. Ozyilmaz, and B. Tantay. On
reconstruction of surfaces from their apparent contours and the stationary phase
164 Bibliography
observations. In Proceedings of Shape Modelling and Applications 1999, pages
116–121, Aizu-Wakamatsu, Japan, March 1–4 1999. IEEE Press.
[Gri76] H. B. Griffiths. Surfaces. Cambridge University Press, 1976.
[GS99] N. Gagvani and D. Silver. Parameter controlled volume thinning. Graphical
Models and Image Processing, 61(3):149–164, 1999.
[GW01] I. Guskov and Z. J. Wood. Topological noise removal. In B. Watson and J. W.
Buchanan, editors, Proceedings of Graphics Interface 2001, pages 19–26, 2001.
[HA03] F. He´troy and D. Attali. Topological quadrangulations of closed triangulated
surfaces using the Reeb Graph. Graphical Models, 65(1):131–148, 2003.
[Hae60] A. Haefliger. Quelques remarques sur les applications diffe´rentiables d’une sur-
face dans le plan. Ann. Inst. Fourier, Grenoble, 10:47–60, 1960.
[Har97a] J. C. Hart. Implicit representations of rough surfaces. Computer Graphics
Forum, 16(2):91–99, June 1997.
[Har97b] J. C. Hart. Morse Theory for Implicit Surface Modeling. In Proceedings of
Visualization and Mathematics ’97. Springer-Verlag, Berlin, September 1997.
[Har99] J. C. Hart. Computational Topology for Shape Modelling. In Proceedings of
Shape Modelling and Applications 1999, pages 36–43, Aizu-Wakamatsu, Japan,,
March 1999. IEEE Press.
[Hat01] A. Hatcher. Algebraic Topology. Cambridge University Press, 2001.
[Haz95] M. Hazewinkel. Classification in mathematics, discrete metric spaces, and ap-
proximation by trees. Nieuw Archief voor Wiskunde, 1995.
[Hir97] M. Hiraga. Object Recognition using Reeb graphs of height functions. PhD
thesis, University of Tokyo, 1997.
[HK03] B. Hamza and H. Krim. Geodesic object representation and recognition. In
I. Nystro¨n, G. Sanniti di Baja, and S. Svennson, editors, Proceedings of the 11th
Discrete Geometry for Computer Imagery Conference, volume 2886 of Lecture
Notes in Computer Science, pages 378–387, Naples, 2003. Springer Verlag.
[HSKK01] M. Hilaga, Y. Shinagawa, T. Komura, and T. L. Kunii. Topology matching for
fully automatic similarity estimation of 3D shapes. In ACM Computer Graphics,
(Proc. of SIGGRAPH 2001), pages 203–212, Los Angeles, 2001. ACM Press.
[IST] EC IST. FP6 Network of Excellence: AIM@SHAPE.
http://www.aimatshape.net. Starting date january 2004 - Duration 48
months.
[JKK+01] C. Jun, D. Kim, D. Kim, H. Lee, J. Hwang, and T. Chang. Surface slicing
algorithm based on Topology Transition. Computer Aided Design, 33:825–838,
2001.
Bibliography 165
[Jon99] R. Jones. Connected Filtering and Segmentation Using Component Trees. Com-
puter Vision and Image Understanding: CVIU, 75(3):215–228, September 1999.
[Jon00] P. P. Jonker. Morphological operations on 3D and 4D images: From shape
primitive detection to skeletonization. In G. Borgefors and G. Sanniti di Baja,
editors, Proceedings of the 9th Discrete Geometry for Computer Imagery Con-
ference, volume 1953 of Lecture Notes in Computer Science, pages 371–391,
Uppsala, 2000. Springer Verlag.
[KFR03] M. Kazdan, T. Funkhouser, and S. Rusinkiewicz. Rotation invariant spherical
harmonic representation of 3D shape descriptors. In L. Kobbelt, P. Schro¨der,
and H. Hoppe, editors, Proceedings of Symposium in Geometric Processing,
pages 156–165, Aachen, Germany, June 2003.
[Koe90] J. J. Koenderink, editor. Solid Shape. MIT Press, 1990.
[KRR92] T. Y. Kong, A. W. Roscoe, and A. Rosenfield. Concepts of Digital Topology.
Topology and its applications, 46:219–262, 1992.
[KS00] P. Kanongchaiyos and Y. Shinagawa. Articulated Reeb Graphs for interactive
skeleton animation. In Proceedings of Modeling Multimedia Information and
System, pages 451–467, 2000.
[KT03] S. Katz and A. Tal. Hierarchical mesh decomposition using fuzzy clustering and
cuts. ACM Transactions on Computer Graphics, (Proc. of SIGGRAPH 2003),
22(3):954–961, 2003.
[KTZ95] B. Kimia, A. Tannenbaum, and S. Zucker. Shapes, shocks, and deformations,
I: The components of shape and the reaction-diffusion space. International
Journal of Computer Vision, 15:189–224, 1995.
[LBP98] A. Liu, E. Bullitt, and S. Pizer. 3D/2D registration via skeletal projective in-
variance in tubular objects. In W. M. Wells, A. Colchester, and J. Warren,
editors, Proceedings of Medical Image Computing and Computer-Assisted In-
tervention, volume 1496 of Lecture Notes in Computer Science, pages 194–203.
Springer Verlag, 1998.
[LDSS99] A. Lee, D. Dobkin, W. Sweldens, and P. Schro¨der. Multiresolution mesh mor-
phing. In A. Rockwood, editor, SIGGRAPH 1999, Computer Graphics Pro-
ceedings, pages 343–350, Los Angeles, 1999. Addison Wesley Longman.
[LLS92] L. Lam, S.-W. Lee, and C. Y. Suen. Thinning methodologies - A comprehen-
sive survey. IEEE Transactions on Pattern Analysis and Machine Intelligence,
PAMI-14(9):869–885, 1992.
[LLT03] T. Lewiner, H. Lopes, and G. Tavares. Optimal discrete Morse functions for 2-
Manifolds. Computational Geometry: Theory and Applications, 26(3):221–233,
october 2003.
166 Bibliography
[LPR91] C.-N. Lee, T. Postn, and A. Rosenfield. Winding and Euler numbers for 2D and
3D digital images. CVGIP: Graphical Models and Image Processing, 53:522–537,
1991.
[LPVV01] F. Lazarus, M. Pocchiola, G. Vegter, and A. Verroust. Computing a canoni-
cal polygonal schema of an orientable triangulated surface. In Symposium on
Computational Geometry, pages 80–89. ACM Press, 2001.
[LV98] F. Lazarus and A. Verroust. 3D Metamorphosis : A Survey. The Visual Com-
puter, 14(8-9):373–389, 1998.
[LV99] F. Lazarus and A. Verroust. Level set diagrams of polyhedral objects. In
Proceedings of the 5th ACM Symposium on Solid Modeling and Applications,
pages 130–140, Ann Arbor, 1999. ACM Press.
[LW69] A. Lundell and S. Weingram. The Topology of CW Complexes. Van Nostrand
Reinhold Company, New York, 1969.
[Ma¨n88] M. Ma¨ntyla¨. An Introduction to solid modelling. Computer Science Press,
Rockville, Md,, 1988.
[Mar82] D. Marr. Vision - A computational investigation into the human representation
and processing of visual information. W. H. Freeman, San Francisco, 1982.
[Mas67] W. Massey. Algebraic Topology: An Introduction. Brace & World, Inc, 1967.
[Max65] J. C. Maxwell. On Hills and Dales. In W. D. Niven, editor, The London,
Edinburgh and Dublin Philosophical Mag. and J. Sci. 4th Series Vol. 40, 1870,
volume 2, pages 421–425. The Scientific Papers of James Clerk Maxwell, New
York: Dover, 1965.
[MB98] B. T. Messmer and H. Bunke. A new algorithm for error tolerant subgraph
isomorphism detection. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 20(5):493–504, 1998.
[MD00] J. G. Mattes and J. Demongeot. Efficient algorithms to implement the con-
finement tree. In G. Borgefors and G. Sanniti di Baja, editors, Proceedings of
the 9th Discrete Geometry for Computer Imagery Conference, volume 1953 of
Lecture Notes in Computer Science, pages 392–405, Uppsala, 2000. Springer
Verlag.
[Mes97] B. T. Messmer. Graph Matching Algorithms and Applications. PhD thesis,
University of Bern, Bern, Switzerland, 1997.
[Mey91] D. Meyers. Reconstruction of surfaces from planar contours. PhD thesis, Uni-
versity of Washington, Washington, USA, 1991.
[Mil63] J. Milnor. Morse Theory. Princeton University Press, New Jersey, 1963.
[MKT+97] L. Markosian, M. A. Kowalski, S. J. Trychin, L. D. Bourdev, D. Goldstein,
and J. F. Hughes. Real-time nonphotorealistic rendering. In ACM Computer
Graphics, (Proc. of SIGGRAPH ’97), pages 415–420. ACM Press, 1997.
Bibliography 167
[MM04] K. Mischaikow and M. Mrozek. The Conley Index Theory. In B. Fiedler,
G. Iooss, and N. Kopell, editors, Handbook of Dynamical Systems III: Towards
Applications. Elsevier Science B. V., Singapore, 2004.
[MP02] M. Mortara and G. Patane´. Shape-covering for skeleton extraction. Interna-
tional Journal of Shape Modelling, 8(2):245–252, 2002.
[MPS+03] M. Mortara, G. Patane´, M. Spagnuolo, B. Falcidieno, and J. Rossignac. Blowing
bubbles for multi-scale analysis and decomposition of triangle meshes. Algorith-
mica, 38(2):227–248, 2003.
[MS01] M. Mortara and M. Spagnuolo. Similarity measures for blending polygonal
shapes. Computers & Graphics, 21(1):13–27, 2001.
[MSS92] D. Meyers, S. Skinner, and K. Sloan. Surfaces from contours. ACM Transactions
on Graphics, 11(3):228–258, July 1992.
[Mun00] J. Munkres. Topology. Prentice Hall, 2000.
[Nac84] L. R. Nackman. Two-dimensional Critical Point Configuration Graphs. IEEE
Transactions on Pattern Analysis and Machine Intelligence, PAMI-6(4):442–
450, 1984.
[NP85] L. R. Nackman and S. Pizer. Three-dimensional shape description using the
Symmetric Axis Transform I: Theory. IEEE Transactions on Pattern Analysis
and Machine Intelligence, PAMI-7:187–201, March 1985.
[OFCD01] R. Osada, T. Funkhouser, B. Chazelle, and D. Dobkin. Matching 3D models
with shape distributions. In Proceedings of Shape Modelling and Applications,
pages 154–166, Genova, Italy, May 2001. IEEE Press.
[Ogn94] R. L. Ogniewicz. Skeleton-space: A multi-scale shape description combining
region and boundary information. In Proceedings of Comput. Vision Pattern
Recogn., pages 746–751, 1994.
[OK95] R. L. Ogniewicz and O. Ku¨bler. Hierarchic Voronoi skeletons. Pattern Recog-
nition, 28(3):343–359, 1995.
[OPC96] J.-M. Oliva, M. Perrin, and S. Coquillart. 3D reconstruction of complex poly-
hedral shapes from contours using a simplified generalised Voronoi diagram.
In J. Rossignac and F. Sillion, editors, Proceedings of the 17th European Con-
ference on Computer Graphics (Eurographics ’96), volume 15, 3 of Computer
Graphics Forum, pages 307–318. Blackwell publishers, 1996.
[Pal00] K. Pala´gi. A 3D 3-subiteration thinning algorithm for medial surfaces. In
G. Borgefors and G. Sanniti di Baja, editors, Proceedings of the 9th Discrete
Geometry for Computer Imagery Conference, volume 1953 of Lecture Notes in
Computer Science, pages 407–417, Uppsala, 2000. Springer Verlag.
[PCM03] V. Pascucci and K. Cole-McLaughlin. Parallel computation of the topology of
Level Sets. Algorithmica, 38(2):249–268, 2003.
168 Bibliography
[Pen86] P. Pentland. Perceptual organization and representation of natural form. Arti-
ficial Intelligence, 28:293–331, 1986.
[Pfa90] J. L. Pfaltz. Surface Networks. Geographical analysis, 9:77–93, 1990.
[PGJA03] S. Pizer, G. Geric, S. Joshi, and S. R. Aylward. Multiscale medial shape-based
analysis of image objects. In Proceedings of the IEEE, volume 91, pages 1670–
1679, 2003.
[Pig91] R. Pignoni. On surfaces and their contours. Manuscripta Mathematica,
72(3):223–249, August 1991.
[PS85] F. P. Preparata and M. I. Shamos. Computational Geometry. Springer-Verlag,
New York, 1985.
[PSZ99] M. Pelillo, K. Siddiqi, and S. W. Zucker. Matching hierarchial structures us-
ing association graphs. IEEE Transanctions on Pattern Analysis and Machine
Intelligence, 21(11):1105–1119, 1999.
[Ran04] S. Rana, editor. Topological Data Structures for Surfaces: An Introduction for
Geographical Information Science. John Wiley & Sons, Europe, London, 2004.
[RC77] R. C. Read and D. G. Corneil. The graph isomorphism disease. Journal of
Graph Theory, 1:339–363, 1977.
[Ree46] G. Reeb. Sur les points singulie`rs d’une forme de Pfaff comple`tement inte´grable
ou d’une fonction nume`rique. Comptes Rendu de l’Academie des Sciences,
222:847–849, 1946.
[RGS04] R. Raab, C. Gotsman, and A. Sheffer. Virtual woodwork: making toys from
geometric models. International Journal of Shape Modelling, 1(10), 2004.
[Rij79] C. J. Van Rijsbergen. Information Retrieval. Butterworth, 1979.
[Rob00] V. Robins. Computational Topology at Multiple Resolutions: Foundations and
Applications to Fractals and Dynamics. PhD thesis, University of Colorado,
Dept. of Applied Mathematics, June 2000.
[Ros98] A. Rosenfield. Digital geometry: Introduction and Bibliography. In R. Klette,
A. Rosenfield, and F. Sloboda, editors, Advances in Digital and Computational
Geometry, chapter 1. Springer-Verlag, 1998.
[RS97] G. Renner and I. A. Stroud. Medial surface generation and refinement. In
Proceedings of the 5th IFIP TC5/WG 5.2 Workshop on geometric modelling
in CAD on product modelling for computer integrated design and manufacture,
pages 371–383, 1997.
[SAR96] D. Sheehy, C. Armstrong, and D. Robinson. Shape description by medial axis
construction. IEEE Transactions on Visualization and Computer Graphics,
22(1):62–72, 1996.
Bibliography 169
[Sat99] H. Sato. Algebraic Topology: An Intuitive Approach. Translations in Modern
Mathematics, Iwanami Series in Modern Mathematics. American Mathematical
Society, Providence, Rhone Island, 1999.
[Sch90] L. L. Schumaker. Reconstruction of 3D objects from cross-sections. In W. Dah-
men et al, editor, Computation of curves and surfaces, pages 275–309. Kluwer
Academic Publishers, 1990.
[SDSZ98] A. Shokoufandeh, S.J. Dickenson, K. Siddiqi, and S.W. Zucker. Indexing us-
ing a spectral encoding of topological structure. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pages 491–497, 1998.
[Ser82] J. Serra. Image Analysis and Mathematical Morphology. Academic Press, 1982.
[SERB99] A. Sheffer, M. Etzion, A. Rappoport, and M. Bercovier. Hexahedral mesh
generation using the embedded Voronoi graph. Engineering Comput., 15:248–
262, 1999.
[SG00] P. Salembier and L. Garrido. Binary partition tree as an efficient representation
for image processing, segmentation, and information retrieval. IEEE Transac-
tions on Image Processing, 9(4):561–576, 2000.
[SGG+00] P. Sandler, X. Gu, S. J. Gortler, H. Hoppe, and J. Snyder. Silhouette clipping. In
ACM Computer Graphics, (Proc. of SIGGRAPH 2000), pages 327–334. ACM
Press, 2000.
[She99] A. Sherstyuk. Kernel functions in convolution surfaces: a comparative analysis.
The Visual Computer, 15(4):171–182, 1999.
[SK91] Y. Shinagawa and T. L. Kunii. Constructing a Reeb Graph automatically
from cross sections. IEEE Computer Graphics and Applications, 11(6):44–51,
November 1991.
[SKK91] Y. Shinagawa, T. L. Kunii, and Y. L. Kergosien. Surface coding based on Morse
Theory. IEEE Computer Graphics and Applications, 11(5):66–78, September
1991.
[SKK03] T. B. Sebastian, P. N. Klein, and B. B. Kimia. On aligning curves. IEEE
Transactions on Pattern Recognition and Machine Intelligence, 25(1):116–125,
2003.
[SKK04] T. B. Sebastian, P. N. Klein, and B. B. Kimia. Recognition of shapes by editing
their Shock Graphs. IEEE Transactions on Pattern Recognition and Machine
Intelligence, 26(5):550–571, 2004.
[SL01] D. Shattuck and R. Leahy. Automated graph based analysis and correction of
cortical volume topology. IEEE Transactions on Medical Imaging, 20(11):1167–
1177, 2001.
[Sma61] S. Smale. On gradient dynamical systems. Annals of Mathematics, 74:199–206,
1961.
170 Bibliography
[SOG98] P. Salembier, A. Oliveras, and L. Garrido. Antiextensive connected operators
for image and sequence processing. IEEE Transactions on Image Processing,
7(4):555–570, April 1998.
[Soi99] P. Soille. Morphological Image Analysis. Springer-Verlag, 1999.
[SP88] K. Sloan and J. Painter. Pessimal guesses may be optimal: A counterintuitive
search result. IEEE Transactions on Pattern Analysis and Machine Intelligence,
10(6):949–955, November 1988.
[Spa66] E. Spanier. Algebraic Topology. McGraw Hill, 1966.
[Spa97] M. Spagnuolo. Shape Abstraction tool for Modelling and Analysing natural Sur-
faces. PhD thesis, Institute Nationale des Sciences Applique´es, Lyon, France,
De´cembre 1997.
[SPB96] E. C. Sherbrooke, N. M. Patrikalakis, and E. Brisson. An algorithm for the
Medial Axis Transform of 3D polyhedral solids. IEEE Transactions on Visual-
ization and Computer Graphics, 22(1):44–61, 1996.
[SSDZ98] K. Siddiqi, A. Shokoufandeh, S.J. Dickenson, and S.W. Zucker. Shock graphs
and shape matching. In Proceedings of the 5th International Conference on
Computer Vision, pages 222–229, 1998.
[SSGD03] H. Sundar, D. Silver, N. Gagvani, and S. Dickinson. Skeleton based shape
matching and retrieval. In Proceedings of Shape Modelling and Applications,
pages 130–139, Seoul, South Korea, June 2003. IEEE Press.
[STG+97] D. Storti, G. Turkiyyah, M. Ganter, C. Lim, and D. Stal. Skeleton-based mod-
eling operations on solids. In Proceedings of the ACM Symposium on Solid
Modeling and Applications, pages 68–75. ACM Press, 1997.
[SW99] K. Scha¨dler and F. Wysotzki. Comparing structures using a Hopfield-Style
Neural Network. Applied Intelligence, 11(1):15–30, 1999.
[TH02] R. C. Tam and W. Heidrich. Feature-Preserving Medial Axis Noise Removal.
In A. Heyden, editor, Proceedings of ECCV 2002, Lecture Notes in Computer
Science 2351, pages 672–686, 2002.
[TH03] R. Tam and W. Heidrich. Shape Simplification Based on the Medial Axis
Transform. In Proceedings of IEEE Visualization 2003, pages 481–488. IEEE
Press, 2003.
[Tho42] D. W. Thompson, editor. On Growth and Form. Cambridge University Press,
Cambridge, MA, 1942.
[TIS+95] S. Takahashi, T. Ikeda, Y. Shinagawa, T. L. Kunii, and M. Ueda. Algorithms
for extracting correct critical points and constructing topological graphs from
discrete geographical elevation data. Computer Graphics Forum, 14(3):181–192,
September 1995.
Bibliography 171
[TO02] G. Turk and J. O’Brien. Modelling with implicit surfaces that interpolate. ACM
Transactions on Graphics, 21(4):855–873, 2002.
[TV98] S. P. Tarasov and M. N. Vyalyi. Construction of Contour Trees in 3D in
O(nlogn) steps. In Proceedings of the 14th Annual ACM Symposium on Com-
putational Geometry, pages 68–75, New York, 1998. ACM Press.
[TV03] M. Tanase and R. Veltkamp. Polygon decomposition based on the straight line
skeleton. Lecture Notes in Computer Science, 2616:247–267, 2003.
[Ull76] E. K. Ullman. An algorithm for subgraph isomorphism. Journal of ACM,
23(1):31–42, 1976.
[Veg97] G. Vegter. Computational Topology. In J. E. Goodman and J. O’Rourke,
editors, Handbook of Discrete and Computational Geometry, pages 517–536.
CRC Press, Boca Raton, New York, 1997.
[VH01] R. C. Veltkamp and M. Hagendoorn. State-of-the-Art in Shape Matching.
In M. Lew, editor, Principles of Visual Information Retrieval, pages 87–119.
Springer-Verlag, 2001.
[Vin93] L. Vincent. Morphological grayscale reconstruction in image analysis: ap-
plications and efficient algorithms. IEEE Transactions on Image Processing,
2(2):176–201, April 1993. 930722.
[vKvOB+97] M. van Kreveld, R. van Oostrum, C. Bajaj, V. Pascucci, and D. Schikore.
Contour Trees and Small Seed Sets for Isosurface Traversal. In Proceedings of
the 13th International Annual Symposium on Computational Geometry (SCG-
97), pages 212–220, New York, June 4–6 1997. ACM Press.
[VL00] A. Verroust and F. Lazarus. Extracting skeletal curves from 3D scattered data.
The Visual Computer, 16(1):15–25, 2000.
[VS02] G. Vegter and M. Szafraniec. Apparent contours of implicit surfaces. Technical
Report ECG-TR-124102-03, University of Groningen, August 2002.
[VSR01] D. V. Vranicˇ, D. Saupe, and J. Richter. Tools for 3D-Object retrieval. In
Proceedings of the IEEE 2001 Workshop on Multimedia Signal Processing, pages
293–298, Cannes, France, October 2001. IEEE Press.
[VT03] R. C. Veltkamp and J. W. Tangelder. Polyhedral model retrieval using weighted
point sets. In Proceedings of Shape Modelling and Applications, pages 119–128,
Seoul, South Korea, 2003. IEEE Press.
[VUFF93] A. Verri, C. Uras, P. Frosini, and M. Ferri. On the use of size functions for
shape analysis. Biological Cybernetics, 70:99–107, 1993.
[VY90] G. Vegter and C. K. Yap. Computational complexity of combinatorial surfaces.
In Proceedings of the 6th Annual ACM Symposium on Computational Geometry
(SOCG’90), pages 102–111. ACM Press, 1990.
172 Chapter 5 — Bibliography
[Wad97] L. Wade. Automated generation of Control Skeletons for use in Animation.
PhD thesis, The Ohio State University, USA, 1997.
[WBR86] A. Y. Wu, S. K. Bhaskar, and A. Rosenfeld. Computation of geometric proper-
ties from Medial Axis Transform in O(nlogn) time. Computer Vision, Graphics
and Image Processing, 34:76–92, 1986.
[WDSB00] Z. J. Wood, M. Desbrun, P. Schro¨der, and D. Breen. Semi-regular mesh extrac-
tion from volumes. In Proc. of the 11th Annual IEEE Visualization Conference
(VIS) 2000, pages 275–282, 2000.
[Wer94] J. Wernecke. The Inventor Mentor. Addison–Wesley, Reading, MA, 1994.
[WF00] F.-E. Wolter and K.-I. Friese. Local and global geometric methods for analysis
interrogation, reconstruction, modification and design of shape. In Proceedings
of Computer Graphics International 2000, pages 137–151. IEEE Press, 2000.
[WHDS04] Z. Wood, H. Hoppe, M. Desbrun, and P. Schroeder. Removing excess topology
from isosurfaces. ACM Transactions on Graphics, 23(2):190–208, 2004.
[Whi55] H. Whitney. On singularities of mappings of euclidean spaces I, mappings of
the plane into the plane. Ann. of Mathematics, 62:374–410, 1955.
[WR00] J. Wood and S. Rana. Construction of weighted Surface Networks for the
representation and analysis of surface topology. In Proceedings of the 5th Inter-
national GeoComputation 2000, London, UK, 2000.
[XSW03] Y. Xiao, P. Siebert, and N. Werghi. A discrete Reeb graph approach for the
segmentation of human body scans. In Proceedings of the 4th International
Conference on 3−D Digital Imaging and Modeling (3DIM’03), pages 378–385.
IEEE Press, 2003.
[ZC04] A. Zomorodian and G. Carlsson. Computing persistent Homology. In Proceed-
ings of the 20th ACM Symposium on Computational Geometry. ACM Press,
2004.
[Zel92] B. Zelinka. Edge shift distance between trees. Archivium Mathematicum, 28:5–
9, 1992.
[Zom01] A. Zomorodian. Computing and Comprehending Topology: Persistence and
Hierarchical Morse Complexes. PhD thesis, University of Illinois at Urbana-
Champaign, Urbana, Illinois, October 2001.
[ZT99] Y. Zhou and W. Toga. Efficient skeletonization of 3D volumetric objects. IEEE
Transactions on Visualization and Computer Graphics, 5(3):197–209, 1999.
[ZT00] Y. Zhou and W. Toga. Turning unorganised points into contours. In Proceedings
of Pacific Graphics ’2000, pages 243–252. IEEE Press, 2000.
[ZTS02] E. Zuckerberger, A. Tal, and S. Shlafman. Polyedral surface decomposition with
applications. Computers & Graphics, 26:733–743, 2002.
