Introduction
In this paper we study, at different levels of generality, certain systems of delay differential equations (DDE). One focus and motivation is a system with state-dependent delay (SD-DDE) that has been formulated to describe the maturation of stem cells. We refer to this system as the cell SD-DDE. In the cell SD-DDE, the delay is implicitly defined by a threshold condition. The latter is specified by the time at which the (also implicitly defined) solution of an external nonlinear ordinary differential equation (ODE), which is parametrised by a component of the SD-DDE, meets a given threshold value. We focus on the dynamical properties global asymptotic stability (GAS) of the zero equilibrium, persistence and dissipativity/ultimate boundedness.
The cell SD-DDE takes the form w ′ (t) = q((v(t))w(t),
for t ≥ 0 and (w, v) 0 = (ϕ, ψ).
We use the standard notation
x t (s) := x(t + s), s < 0, (1.4) if a function x is defined in t + s ∈ R. If t is fixed, then x t is a function describing the history of x at time t. We use subindices also in other contexts than histories and hope that our verbal explanations will avoid confusion. Both (1.1) and (1.2) are equations in R and all functions are real-valued. The functions q, γ, g and d have real arguments, µ is a parameter and γ, g, d, τ and µ take nonnegative values. We use D i to denote the derivative of a function with respect to the i th argument. The delay τ depends on the second component v t of the state (only). It is implicitly given by a nonlinear functional: For a function ψ : [−h, 0] −→ R, h > 0, we define τ = τ (ψ) ∈ [0, h] as the solution of the equation
where y(·, ψ) is defined via the ODE y ′ (s) = −g(y(s), ψ(−s)), s > 0,
and x 1 , x 2 ∈ R, x 1 < x 2 are given model parameters (and hence subindices are used in another context than in (1.4) ). We define y going backward in time to facilitate denoting time dependence in the second argument of g, given that ψ is defined on [−h, 0]. The system describes the dynamics of a stem cell population of size w(t), regulated by the mature cell population of size v(t). The equations have been deduced via integration along the characteristics from a partial differential equation describing the "transport" of a density n(t, ξ) over the progenitor cell maturity ξ ∈ [x 1 , x 2 ]. See [9] and references therein for the latter and [7, 25, 6] for modelling and biological background.
For precise definition of some terminology used in the remainder of the introduction we refer to Section 2.1. An equilibrium is called globally asymptotically stable, if it is globally attractive and stable. We write GAS for abbreviation, also for related word combinations like global asymptotic stability.
In the cell SD-DDE the limit case x 1 = x 2 corresponds to τ ≡ 0, hence the term in the exponent vanishes too and the DDE becomes a two-dimensional ODE. This ODE, which can be interpreted as a simplistic model on its own, has been studied in [8] . There is always a zero equilibrium. In a region of the parameter space, there also exists a unique positive equilibrium, in a disjoint region there is no positive equilibrium. The region in which the positive equilibrium exists is often called existence region. It has been shown that zero is GAS in absence of the positive equilibrium and unstable in the existence region. Moreover, a Lyapunov function has been constructed to prove that the positive equilibrium is GAS throughout the existence region.
The cell SD-DDE is of the form
where F has two-dimensional range space. If F has n-dimensional range space, we will write about n-dimensional DDE. If F is defined on a subset of C 1 := C 1 ([−h, 0], R n ) (see the opening paragraph of Section 2.2 for related definitions and notation) and satisfies certain smoothness conditions, well-posedness for n-dimensional DDE on the solution manifold, a continuously differentiable submanifold of C 1 , along with the fact that solutions define a maximal differentiable semiflow, is established in [26] . The approach is tailored to achieve differentiability for semiflows induced by SD-DDE. If we here write about general DDE, we mean this setting.
In [9] , the smoothness conditions are guaranteed for the functional inducing the cell SD-DDE and, by application of the general result, well-posedness and the existence of a maximal differentiable semiflow has been established for the cell SD-DDE. In the same paper a criterion for global existence for general DDE is established and applied to the cell SD-DDE, such that for the latter also associability of a global differentiable semiflow is proven. We will reformulate the result below.
Equilibria of the cell SD-DDE and their local stability has been studied analytically and numerically in [6] . Similar as in the two-dimensional ODE system, there always is a trivial equilibrium and for the unique positive equilibrium there is an existence region of the parameter space and a region of non-existence. The trivial equilibrium is locally stable in the region in which the positive does not exist and destabilises in a transcritical bifurcation upon entering the existence region. Close to the bifurcation point, the positive equilibrium is locally stable. However, away from the bifurcation point, other than in the ODE system, it may destabilise, evidentially in a Hopf bifurcation. The analytical stability results are based on linearised stability theorems for the cell SD-DDE. These have been established by combining the differentiability of the functional proven in [9] with the linearised stability theorems for general DDE in [14] (stability) and [20] (instability).
The aim of this research is to show that, in the existence region of the positive equilibrium there is persistence and in the region of non-existence the stability of the zero steady state is global.
For persistence theory we will refer to the monograph [18] . In the preface, the notion of persistence is introduced to describe the survival of a species over a long term. In the interpretation of our equations this suggests to replace the notion of species by the cell-types that w and v describe. One persistence result of the present paper (uniform persistence with respect to the persistence function ρ(ϕ, ψ) := min{ϕ(0), ψ(0)}) can be formulated as the existence of some ε > 0, such that
for the solution of any initial condition that is in certain ways admissible. If the lim inf is replaced by a lim sup, the resulting property corresponds to uniform weak persistence of our system. Since the persistence theory in [18] is for semiflows on metric spaces and the solution manifold for SD-DDE induces a metric space on C 1 , we should apply the theory to the C 1 -topology. An important theoretical result in [18] is that uniform persistence can be concluded essentially from uniform weak persistence and dissipativity or ultimate boundedness (again with a bound uniform in initial conditions) of solutions. Whereas, once a link to the theory is established, uniform weak persistence can be proven rather quickly, the challenge of showing dissipativity will turn out to lie in the structure of the cell SD-DDE.
Recall, that in the limit case of a two dimensional ODE it has been established that there is always a GAS equilibrium, such that in this case ultimate boundedness follows trivially. On the other hand, we discussed that for the (general) cell SD-DDE the positive equilibrium may be unstable. This hints at problems with a generalisation of the construction of a Lyapunov function.
A class of systems for which methods to show dissipativity are well-known are certain systems describing consumer-resource or chemostat like behaviour. There is one species that in absence of others has a self-regulatory mechanism, whereas the presence of others has only negative influence. The other species on the other hand depend on the former, e.g. via consumption. The idea is then to first show that the state-component associated with the self-regulatory species is ultimately bounded and then deduce ultimate boundedness of the components corresponding to the other species. The underlying theoretical result roughly says that dominance of a (component of a) solution can be concluded from a corresponding dominance of right hand sides. For ODE such a result can be found in [12] . For DDE such results are known if additional monotonicity properties can be referred to [15, Theorem 4.1] .
Another method that can sometimes be applied is related to conservation of mass considerations. It is first shown that the sum of the components is ultimately bounded and then conclusions for the components are drawn.
In [12, 4.1.3] dissipativity is shown for a one-component DDE that was already studied in [27] . In [12, 4.1.3] , it is distinguished between the case where the set of time points at which equilibrium is reached is bounded and the case, where it is unbounded. When trying to adapt the proof to some special cases of the cell SD-DDE (fixed delay), the authors of the present paper so far did not manage to resolve the case where a similar set is unbounded.
In summary, for the authors, even for the case of a fixed delay, none of these methods worked for the cell SD-DDE. A hint at the problems is the combination of the existence of the delay with the specific coupling of the components, which features one component, i.e. v, that typically inhibits both components and another component, i.e., w, that stimulates both.
We have found, that the methods that we elaborated here essentially apply to a certain class of two-dimensional DDE, that is more general than the cell SD-DDE and that can be formulated as
for a general functional j. We will refer to (1.1, 1.8) as the j-system. We find it instructive to present the methods for both, the j-system and the cell SD-DDE, in a top down approach. In the methods presented for the j-system we often refer to the hierarchical structure given by the two components and the linearity of (1.1), such that at the corresponding places, we did not aspire more generality at this point. Having specified two of the mathematical objects under study, in the following we outline our results and methods. Our first main result is the elaboration of general conditions for GAS of zero in the C-norm and in the C 1 -norm for a certain region of the parameter space.
To achieve this, we first give some conditions for general DDE under which notions of stability on a given subset of the state space in the C-topology imply the corresponding notions in the C 1 -topology. We then focus on the j-system and the case where j(0) = 0, i.e., where the j-system has a a zero solution. This case applies to the cell SD-DDE. Then, we show that a continuity property of j -in the C-topology -in zero can be used to transfer notions of stability and attractivity of the zero equilibrium from the w-component to the system. Since the stability properties for the wcomponent are assumed, for the proofs only the structure of the second equation of the j-system is relevant. The last property, i.e., transferability of stability notions from w-component to j-system, will be used to establish both, GAS of zero and persistence results.
Finally, we focus on the case where, away from zero, q is bounded away from zero from above. This implies that q is negative for positive arguments and nonpositive in zero. Then, linearity of the w-equation allows to establish stability, and if q(0) < 0 also attractivity, of zero for the wcomponent rather quickly. If q(0) = 0, we will show that attractivity is not always given. Under a general growth condition for j however, we can guarantee attractivity for the w-component, which completes the GAS of zero analysis.
Our second main result is the elaboration of a method to establish dissipativity and the existence of a compact attractor. The method is tailored to the j-system. We first establish some auxiliary results for general DDE: A Lipschitz property of the functional can be used to conclude the existence of a compact attractor from dissipativity in the C 1 -norm. Moreover, a boundedness property of the functional can be used to transfer dissipativity from the C-norm to the C 1 -norm. Then, for the j-system it turned out convenient to establish existence of a compact attractor by showing dissipativity in both norms directly, i.e., without the boundedness property for the functional. For the cell SD-DDE, we can establish dissipativity in both norms directly or combine the boundedness property of the functional with dissipativity in the C-norm.
Then we focus on the j-system. First, we assume that there is a constant above which q is bounded away from zero from above (which relaxes the assumption for q made in the GAS of zero analysis). Then we suppose that j can become arbitrarily large, independent of the v-argument, if the w-argument is sufficiently large. As a result, very roughly speaking, if w grows, then v grows, and w goes back to decreasing. A precise elaboration is somewhat subtle. We outline it in the following.
We first show that there is a constant such that, if the w-component remains long enough above it, it starts to decrease. Under the above assumption on j, constant and decrease duration are uniform with respect to initial conditions. On the other hand, the w-component obviously cannot increase faster than exponentially. Hence, if another constant is chosen so large that with exponential increase it could be reached only in a time longer than the decrease duration, the second constant can never be reached and dissipativity of the w-component in the C-norm follows.
To guarantee global existence of solutions, we assume that j maps, in the first argument uniformly with respect to the second, bounded sets on bounded sets. Note that, since for the cell SD-DDE j is linear in w, boundedness of j in general is unclear. With the same boundedness assumption for j, we can conclude dissipativity of the v-component, hence of the tuple, in the C norm. Then the differential equation can be used to transfer dissipativity to the C 1 -norm. Existence of a compact attractor can be concluded.
Our third and final main result is the elaboration of conditions for (weak and strong) persistence, essentially in the region of the parameter space complementary to the region in which zero is GAS. If dissipativity is shown, as discussed, uniform persistence can be guaranteed, if uniform weak persistence is established. We have mentioned that the case where q(0) < 0 and away from zero q is bounded away from zero from above can be associated with GAS of zero. In this sense, we cannot expect persistence for this case. Towards a persistence proof, we first assume that q(0) > 0. On the set defined by ϕ(0) = 0, in the notation of (1.3), zero is stable in the C-norm. As discussed, this implies stability of zero in C 1 . If ϕ(0) > 0, we can show that q(0) > 0 always leads to the impossibility of convergence to zero. In [18] weak repellence and uniform weak persistence are defined in terms of persistence functions and -in our context-repellence of zero is prescribed as a precondition for uniform weak persistence. This motivates finding persistence functions ρ such that ϕ(0) > 0 can be related to weak ρ-repellence of zero and uniform weak ρ-persistence.
In the analysis of the three properties, GAS of zero, dissipativity and persistence, we typically encountered cases where the property holds for both components. On the other hand, again for the three, the methods turned out to first focus on the w-component and then establish inheritance for the v-component.
For better readability, we tried to give preference to a top-down structure in the following way, even though this implied starting with a subsection, which for the majority consists of established results: In Subsection 2.1 we summarise established notions and theory of persistence, dissipativity and stability in a setting of given semiflows on metric spaces. In Subsections 2.2 and 2.3 we elaborate some preliminary results for general DDE and for the j-system, respectively. In particular, we guarantee that the systems define semiflows. We remain with the j-system in Sections 3 (GAS of zero) and 4 (persistence and dissipativity). Then, in Section 5 we focus on the cell SD-DDE and Section 6 closes with examples and discussion.
A "Hypothesis" or an assumption in the running text is assumed to hold from the point where it is stated to the end of the subsection or, if there is no subsection structure, to the end of the section. Beyond, it will be either tacitly dismissed or we will refer to it explicitly. To enable quicker reference, in "Theorems" all relevant "Hypotheses" will be referred to explicitly.
2 From semiflows on metric spaces to the j-system
Semiflows on metric spaces -definitions and established results
We will use the following notions [ 
be a continuous semiflow and let d denote the distance function. By a persistence function we mean an arbitrary function ρ : Y −→ R + that is continuous and non-identically zero. We will use ρ andρ to denote persistence functions.
In order to apply a criterion for persistence, we define
see [18, Section 8.3] . Note that, if ρ ≥ρ, then X ρ 0 ⊂ Xρ 0 . We can formulate [18, Definition 2.7] for a semiflow on R + as
We adapt [18, Definition 3.1] to our setting:
It is called uniformly (strongly) ρ-persistent if there exists some ε > 0, such that
The proof of the following result is straightforward and we omit it.
If the ordering holds on a subset of Y , then the subset is weaklyρ-repelling, if it is weakly ρ-repelling.
We will use [18, Definitions 1.39 and 8.14] for semiflows on R + :
see [18, (8.2) ]. We will apply
We reformulate [18, Theorem 4.5] .
Remark 2.8. In general, in obvious notation, there are no implications between (ρ, σ) and (ρ,σ) satisfying Theorem 2.7 (ii), if ρ ≥ρ. Moreover, there are no direct implications between Theorem 2.7 (iii) and point dissipativity: In the latter, the attracting set need not be compact, whereas for point dissipativity the attractivity needs to hold for all elements of the space, so also for y ∈ Y with ρ(y) = 0, which is not required in Theorem 2.7 (iii).
We next formulate some well-known definitions, see e.g. [24] .
If a stable equilibrium is globally attractive it is called globally asymptotically stable.
Recall that a global attractor need not be stable, see [17, Exercise 3.7.7] and that a stable equilibrium need not be attractive (consider the zero vector field). In [13, Section 10] for global asymptotic stability of an equilibrium only global existence of an arbitrary solution along with convergence to the equilibrium is required.
General differential equations
For n ∈ N and h ∈ (0, ∞) we will use the Banach spaces
With n depending on the context, we will refer to the corresponding topologies as C-and C 1topologies, respectively, and also denote a function as C 1 , if it is continuously differentiable. In the context of N -dimensional DDE with state-dependent delay (SD-DDE) let us introduce C := C([−h, 0], R N ) and C 1 := C 1 ([−h, 0], R N ). We will define solutions as in [14] . Let U ⊂ C 1 be open and F : U −→ R N .
Solutions on closed intervals [−h, t * ], t * > 0, are defined analogously. Admissible initial functions will belong to the set
(2.9) 
Here and below we use properties like continuity, boundedness or compactness in different topologies. It should be clear from the context, e.g. the domain or explicit specification, which topology is meant. Suppose that F satisfies (S) with n := N and O := U . A conclusion is the following.
, belong to X and the map S :
defines a continuous semiflow.
The lemma is part of [14, Theorem 3.2.1]. The original result also states the associability of a linear variational equation that refers to the derivatives of functional and semiflow. To later focus on nonnegative initial conditions we suppose for the remainder of the subsection that there is a certain set U + ⊂ U , such that for X + := X ∩ U + and Ω + :
A variant of this result, where (sLb), boundedness of T φ and T φ ⊂ U were required on all of the open set U , is shown as [9, Theorem 1.7]. The proof of the present lemma is analogous and we omit it. Requiring that F satisfies (sLb) on U + , only, will allow to drop the requirement of some Lipschitz properties for the functions defining the cell SD-DDE in regard to [9] . Now, S induces a continuous semiflow via
(2.11)
In the following we elaborate some tools to guarantee Theorem 2.7 (iii) for Y := X + and Φ := S + .
is nonempty and compact.
If one combines this estimate with the mean value theorem one has for some ξ
For θ = 0, the estimate yields equicontinuity of B. Next, In consistency with the term ultimate boundedness in Definition 2.1 property (2.12) is equivalent to point dissipativity of S + . Hence the following lemma could be interpreted as a sufficient criterion for point dissipativity to be transferable from C to C 1 .
Then (2.12) holds, i.e., S + is point dissipative.
Proof. Choose K and T (φ) according to the assumption. Define .13) for all φ ∈ X + , irrespective of the choice of ρ. Moreover, X + has a compact attractor, namely ω(X + ), and ω(
In the remainder of the subsection, we adapt the stability notions of Definition 2.9 to the introduced topologies. First, for subsets of C 1 one can define the same notions with respect to the metric induced by · 0 . Note that a priori there are no implications between (global asymptotic) stability or attractivity with respect to · 1 and the according property with respect to · 0 . The following result however shows that under some conditions there are. Lemma 2.17. Suppose that 0 ∈ X + , F (0) = 0 and that F | U + is C-continuous in zero. Then, if for φ ∈ X + and a solution x = x φ one has x t −→ 0 in C, then also x t −→ 0 in C 1 . In particular, if zero is globally attractive in C, it is so in C 1 . Moreover, if for E ⊂ X + , zero is stable on E in C, then also in C 1 . Hence, if zero is globally asymptotically stable in C, then also in C 1 .
Proof. Let ε > 0. By the continuity assumption for F we can choose δ, such that
We have shown the first statement. The statement on stability can be proven with similar arguments. We omit the details.
Recall that (sLb) and (S) require the C 1 -topology in the domain of the functional. Hence the two together do not imply C-continuity of F . Remark 2.18. Lemma 2.17 can be rewritten for arbitrary constant solutions and the proof is analogous.
The j-system
We introduce I := (R − , ∞), for some R − < 0, and consider a function q : I −→ R. In the notation of the previous subsection, we set N := 2 and define U :
and a parameter µ ≥ 0. In the following we will analyze the j-system. For multiple use, we establish the integrated equations of (1.1, 1. 
The following hypotheses suffice to guarantee the existence of a semiflow on X + . Hence also X = ∅.
Remark 2.22. The existence of everywhere positive elements in X could possibly be proven if one would assume X = ∅ instead of X + = ∅ and use the specific definition of X and the assumed smoothness properties of F . Note that an arbitrary sub-manifold of C 1 ([−h, 0], R) of co-dimension one need not contain functions that are positive everywhere, as the example {φ : φ(0) = 0} shows. On the other hand, the functional F (φ) = φ ′ (0) + φ(0) does not fulfill (S) (it is C 1 but the derivative does not allow an extension to C([−h, 0], R)), such that the above counter-example does not "translate" to manifolds generated by functionals via DDE in the discussed way.
Lemma 2.23. The set X is a C 1 -submanifold of U with co-dimension 2. For each φ ∈ X there exists some t φ and a non-continuable solution 1, 1.8, 1. 3), all segments x φ t belong to X and the solutions define a continuous semiflow S on Ω S ⊂ R + × X via (2.10). Moreover, t φ = ∞ for all φ ∈ X + , S(Ω + ) ⊂ X + and thus solutions also define a continuous semiflow S + on R + × X + via (2.11).
Proof. For F = (F 1 , F 2 ) (in obvious notation) to see that F 1 and F 2 satisfy (S), one can use evaluation operators, product and composition rules and argue as in the discussion and proof of [9, Theorem 1.8]. We omit further details on this part of the proof. We can conclude from Lemma 2.12, that X has the stated properties, the existence of non-continuable solutions on X and that a continuous semiflow S is defined on Ω in the discussed way. To guarantee (sLb) for F , let
where conv A denotes the convex hull of a set A, is compact since B 2 is C-bounded. As q is C 1 , the previous observation and the mean value theorem imply that the functional ψ → q(ψ(0)) is (sLb) on {ψ : (ϕ, ψ) ∈ U + }. Then, it should be clear that F 1 is (sLb) on U + and similarly that F 2 inherits (sLb) from j. If one uses the assumed non-negativity property for j and the integrated equations it becomes clear that nonnegative initial conditions lead to nonnegative solutions and that S(Ω + ) ⊂ X + . This inclusion, as C 1 ([−h, 0], R 2 + ) is (even C-)closed, leads to T φ ⊂ C 1 ([−h, 0], R 2 + ) ⊂ U for all φ ∈ X + , Then, to see the remaining statements it suffices to guarantee the boundedness property for the orbit, as required in the previous subsection, and apply Lemma 2.13. By (2.17) and boundedness of q, the w-component of a finite time orbit is C-bounded. Using this, (1.1) and again boundedness of q one can show directly that the w-component of a finite time orbit is also bounded. With boundedness of the w-orbit, the assumed boundedness property for j and (VOC), one can show that the v-component of a finite time orbit is C-bounded. With previous arguments and (1.8) one can show also boundedness of the v-orbit.
Regarding the establishment of point dissipativity via Lemma 2.15, under Hypothesis 2.20, if j maps C-bounded sets into bounded sets, then so does F . Note that there are no implications between j mapping C-bounded sets into bounded sets and the boundedness property that was assumed for j in Hypothesis 2.19. Under the set of assumptions that we will give for the ingredients of (1.1-1.6), however, we will see below that both properties hold. Under Hypotheses 2.19 and 2.20 we establish the following result on transferability of dissipativity for (1.1, 1.8), leaving Lemma 2.15 as a criterion for general DDE with F fulfilling the corresponding boundedness property or for (1.1-1.6) directly. Lemma 2.24. Suppose that there exists some K > 0, such that for all φ ∈ X + there exists some T = T (φ), such that w φ (t) ≤ K for all t ≥ T (φ), then (1.1, 1.8) is dissipative in both norms, for any given persistence function Theorem 2.7 (iii) holds and X + has a compact attractor as in Corollary 2.16.
Proof. For φ ∈ X + consider (w, v) = (w, v) φ . Then, |w ′ (t)| = |q(v(t))|w(t) ≤ K sup |q|, for all t ≥ T (φ). Thus, w t 1 ≤ r := K(1 + sup |q|), for all t ≥ T (φ) + h. Then, in obvious notation, by
We can choose t 1 = t 1 (φ) ≥ T (φ) + h so large that (I) ≤ 1 for all t ≥ t 1 . Next, by Hypothesis 2.19 we can choose L B , such that j(ϕ, ψ) ≤ L B whenever ϕ ∈ B r (0) and (ϕ, ψ) ∈ U + . Then (II) ≤ L B /µ for all t ≥ t 1 . Thus, for K 1 := max{K, 1 + L B /µ} and t 1 (φ) ultimate boundedness in the C-norm follows. Finally,
This implies ultimate boundedness in the C 1 -norm. The remaining statements follow by Corollary 2.16.
The following result will be used in both, stability and persistence analysis, but will not play a role in the dissipativity proof. If j| U + is C-continuous in zero, then F | U + is C-continuous in zero. Hence, if both j(0) = 0 and j| U + is C-continuous in zero, then the conclusions of Lemma 2.17 hold. If moreover the C-continuity of j is uniform with respect to the second argument, i.e., j(0) = 0 and ∀ ε > 0 ∃ δ > 0, s.th. j(ϕ, ψ) ≤ ε, ∀ (ϕ, ψ) ∈ U + with ϕ 0 ≤ δ, (2.20) then also the following hold.
Then zero is stable on E in C and in C 1 .
(c) Let φ ∈ X + and suppose that for (w, v) = (w, v) φ one has w −→ 0 as t → ∞. Then (w, v) t −→ 0 in C and in C 1 . In particular, if on X + one has w −→ 0, then zero is globally attractive in both norms.
Proof. (a) The statements on equivalence are clear. Next, note that the evaluation operator φ −→ φ(0) defined on a subset of C 1 ([−h, 0], R n ) is C-continuous and recall that q is continuous. Then it is easy to see that also the continuity statement for F holds. (b) Let ε > 0. By the continuity assumption for j we can choose δ ≤ ε/2, such that j
This implies the stated C-stability and C 1 -stability follows from (a). (c) Choose (ϕ, ψ) ∈ X + and let ε > 0. Choose δ ≤ ε/2 such that j(ϕ, ψ) ≤ εµ/2 if ϕ 0 ≤ δ.
Then for t ≥ t 2 by (VOC)
Hence, for t ≥ t 2 + h, one has (w, v) t 0 ≤ ε. We have shown that (w, v) t 0 −→ 0, as t → ∞. Again, the statement on the C 1 -norm follows by (a).
GAS of zero for the j-system
We consider (1.1, 1.8, 1.3) and keep Hypotheses 2.19 -2.21 and the notation of Subsection 2.3 throughout the section. We show that under certain additional conditions there is a globally asymptotically stable trivial equilibrium.
Proof. Since w(t) ≥ 0 and v(t) ≥ 0 for all t ≥ 0 we have by (1.1) that w ′ (t) = q(v(t))w(t) ≤ 0 for all t ≥ 0 and the first statement is proven. The second statement follows since w is nonincreasing and nonnegative.
Hypothesis 3.2. Away from zero the function q is bounded away from zero from above, i.e.,
Note that the property implies that q(z) ≤ 0 for all z ∈ [0, ∞), i.e., sharpens the assumption of the previous lemma. Moreover it is trivially given in case q is strictly decreasing and q(0) ≤ 0. The hypothesis allows for q(0) = 0 and for the specification of q via the parametrisations given in Section 6 below. There cannot be positive zeros of q and the only possible equilibrium in this setting is the trivial. In the following we consider separately the two cases q(0) < 0 and the case where we do not prescribe this.
Proof. Fix φ = (ϕ, ψ). Since v(t) ≥ 0 for all t ≥ 0 and since q(0) < 0, there exists some δ > 0 such that q(v(t)) ≤ −δ for all t ≥ 0. Thus For the case where q(0) < 0 is not given we will use the following technical result.
. If there exists some (x n ) and some a > 0 such that x n −→ ∞ and f (x n ) ≥ a for all n ∈ N, then
The proof is a calculus exercise and we omit it. The result also follows by contraposition from [10, Lemma 1.2.3] , which refers to [2] .
Proof.
Since v(t) −→ 0 for t → ∞, there exists a sequence (t n ) and some a 1 > 0 such that t n → ∞ and v(t n ) ≥ a 1 for all n. By Hypothesis 3.2 there exists some a 2 > 0 such that q(v(t n )) ≤ −a 2 for all n. Then the stated convergence to −∞ is given by Lemma 3.5 applied to f (t) : ∞) . Boundedness of the first factor follows from boundedness of q ′ on [a 1 , ∞). To see boundedness of v ′ , first note that w is bounded by Lemma 3.1. Boundedness of w, boundedness of q and (1.1) imply boundedness of w ′ and thus boundedness of t → w t on R + . With boundedness of t → w t , the boundedness property for j assumed in Hypothesis 2.19 and (VOC) one can show that v and then, using (1.8) , also that v ′ is bounded. Hence the stated convergence to −∞ is shown. By (2.17) this implies the stated convergence to zero.
The following hypothesis will be used as a requirement to bring the case w ∞ > 0 to a contradiction with Lemma 3.6. 
Proof. If v(t) −→ 0 then the second addend in (VOC) tends to zero and we will show that this cannot be. Define δ − := w ∞ /2 > 0 and choose (ε, δ + ) according to Hypothesis 3.7. Then we can choose some s, such that min w s ≥ δ − and max v s ≤ δ + for all s ≥ s. Then for t > s we have by Hypothesis 3.7 1, 1.8 ) and its zero equilibrium as established in Lemmas 2.23 and 2.25, respectively. If moreover Hypothesis 3.2 holds, then zero is stable on X + in C and in C 1 . If additionally q(0) < 0, or (3.21) and Hypothesis 3.7 hold, then zero is globally asymptotically stable in C and in C 1 . 
Persistence, dissipativity and compact attractors for the j-system
Throughout the section, we keep the setting of Subsection 2.3 and suppose that Hypotheses 2.19 and 2.20 hold. We will apply results of Subsection 2.1 and will use some notation introduced there.
Uniform weak ρ-persistence
In the following, we would like to define persistence functions in a certain way. By definition, a persistence function is non-identical zero. Therefore we would like to guarantee that X + contains certain non-trivial elements. Then clearly ρ(ϕ, ψ) > 0, for both choices, we have that w t −→ 0 (in both norms) and thus, supposing that (2.20) holds, by Lemma 2.25, that S + (t, (ϕ, ψ)) −→ 0. Hence zero is not weakly ρ-repelling. Then we cannot apply Theorem 2.6 to show weak ρ-persistence. On the other hand, even if we were able to show weak ρ-persistence, as defined above, with respect to these choices of persistence functions, this would not exclude that w becomes zero and thus the benefit of such a result from an applicational point of view would be questionable.
For σ 1 := ρ 1 • S + and σ m := ρ m • S + one has
The functions σ 1 and σ m are continuous as compositions of continuous functions, hence Theorem 2.7 (i) holds for both. In a similar way as we have shown the preservation of non-negativity in Subsection 2.3 it can now be shown that S + satisfies also Theorem 2.7 (ii) for all y ∈ X + , i.e., in particular irrespective of the choice of B, and with respect to both persistence functions. We omit the details. Note that ρ 1 (φ) ≥ ρ m (φ) for all φ ∈ X + . This guarantees that, if a set is weakly ρ 1 -repelling, it is also weakly ρ m -repelling.
The following assumption is the first step towards a repelling zero solution. The following hypothesis excludes a trivial j and suffices to give X 0 and Ω a shape that allows to apply the criterion for weak persistence. Since X ρ 1 0 ⊂ X ρm 0 , see Subsection 2.1, it is sufficient to show that X ρm 0 ⊂ B ⊂ X ρ 1 0 . To show the first inclusion, let φ = (ϕ, ψ) ∈ X ρm 0 = {φ ∈ X + : min{|w φ (t)|, |v φ (t)|} = 0, ∀ t ≥ 0}.
and consider (w, v) = (w, v) φ . Since min{|w(t)|, |v(t)|} = 0 for all t ≥ 0, we have ϕ(0) = 0 or ψ(0) = 0 or both. If ϕ(0) = 0 we are done. If ϕ(0) = 0, then ψ(0) = 0 and ϕ(0) > 0. Then w(t) > 0 for all t ≥ 0. Since min{|w(t)|, |v(t)|} = 0 for all t ≥ 0 it must be that v(t) = 0 for all t ≥ 0. Then by (VOC) t 0 e µs j(w s , v s )ds = 0, ∀ t ≥ 0.
Thus, for all t ≥ 0 one has j(w t , v t ) = 0. Hence, j(w t , 0) = 0 for all t ≥ h. Choose K according to Hypothesis 4.8. Since w(t) = ϕ(0)e q(0)t and q(0) > 0 we can choose t ≥ h such that w t (θ) ≥ K for all θ ∈ [−h, 0]. Then by Hypothesis 4.8 one has j(w t , 0) > 0, which is a contradiction. We have shown that X ρm 0 ⊂ B. Now, clearly
Then ϕ(0) = 0. Thus by (2.17) w φ (t) = 0 for all t ≥ 0, hence φ ∈ X ρ 1 0 . This completes the proof.
Since X ρ 1 0 = X ρm 0 , from now on we simply write X 0 . Obviously, M ⊂ X 0 . Moreover, clearly M is isolated in X + , compact and invariant. We next guarantee that Ω ⊂ M . Note that in our setting, the closure in Definition 2.2 refers to the C 1 -topology. The following result relates to this definition. Its proof and the proofs of the remaining results of the subsection refer to Lemma 2.25 (b) and (c). To apply these results, we sharpen Hypothesis 4.6 by assuming that, for the remainder of the subsection, (2.20) holds. . Then for all t ≥ 0 there exists a sequence (y t n ) ∈ (S([t, ∞) × x)) N such that y t n −→ y as n → ∞. Hence for all t ≥ 0 there exists a sequence (s t n ) ∈ [t, ∞) N such that S(s t n , x) = y t n −→ y as n → ∞. Thus for all j ∈ N one has (s j n ) ∈ [j, ∞) N and S(s j n , x) −→ y as n → ∞. Then for all j ∈ N there exists some s j n j ∈ [j, ∞) with
Define r j := s j n j . Then r j −→ ∞ and S(r j , x) − y 1 −→ 0, as j → ∞. By (4.24) we can conclude that y = 0. Thus ω(x) ⊂ {(0, 0)} and "⊂" is shown. 
(4.25)
As T (0) = (0, 0), we have ε := (1/2) T (0)−(0, 0) 1 > 0 and T (0) / ∈ B ε (0, 0). By Lemma 4.11 we can choose δ such that x φ t ∈ B ε (0, 0) for all t ≥ 0 if φ ∈ B δ (0, 0)∩ X 0 . Next, by (4.25) we can choose some τ > 0 such that T (−τ ) ∈ B δ (0, 0) ∩ X 0 . Then, T (0) = S + (τ , T (−τ )) = x T (−τ ) τ ∈ B ε (0, 0), which is a contradiction. .22), F as in (2.18) and X + as in (2.19) . Then the semiflow S + associated to (1.1, 1.8) on X + in Lemma 2.23 is uniformly weakly ρ-persistent, for both, ρ = ρ 1 and ρ = ρ m .
Point dissipativity and compact attractors
We suppose that Hypothesis 2.21 holds. This, along with the following two hypotheses suffices to guarantee point-dissipativity. 
Note that the last hypothesis is sharper than Hypothesis 4.8.
Lemma 4.16. There exist K 1 , ε w > 0 and t d ("d" for "decrease") such that the following holds. Suppose that for φ ∈ X + there exist T 0 = T 0 (φ) and
Proof. First note that by (VOC) for 
Hence
Lemma 4.17. Choose K 1 according to Lemma 4.16 . Then there exists some K 2 > K 1 , such that for all φ ∈ X + the following holds. Suppose that there exists some t 0 = t 0 (φ) such that for w = w φ one has that w(t 0 ) ≤ K 1 . Then w(t) < K 2 for all t ≥ t 0 .
Proof. Choose also t d and ε w according to Lemma 4.16. Choose K 2 , such that
(4.26)
Suppose that the statement is not true. Then there exist T 0 , t 1 , T 0 < t 1 , such that w(T 0 ) = K 1 , w(t 1 ) = K 2 and w(t) ∈ [K 1 , K 2 ) for all t ∈ [T 0 , t 1 ). Then
This and (4.26) imply that
Hence by Lemma 4.16 (applied to T :
Lemma 4.18. There exists K 2 such that for any φ ∈ X + there exists some t m = t m (φ) such that for w = w φ one has that w ≤ K 2 on [t m , ∞).
Proof. Choose K 1 , t d and ε w according to Lemma 4.16, K 2 according to Lemma 4.17. Fix φ and consider w = w φ . There cannot be more than two cases: Case 1: There exists some t 0 = t 0 (φ) such that w(t 0 ) < K 1 . Then by Lemma 4.17 the statement follows for t m := t 0 . We can now combine Lemma 2.24 with the previous result and conclude the subsection. 
Uniform (strong) ρ-persistence
We can now combine our previous results on weak persistence and dissipativity to conclude a sufficient criterion for uniform (strong) persistence, which also yields the existence of a positive equilibrium. Let x 2 be a parameter, let b, K g and ε g be positive parameters and suppose that ε g < K g and B(x 2 , b) ⊂ J. Next, we choose
28)
define h := b/K g and the following result guarantees that h is an upper bound for the delay, in consistence with its employment in the previous sections. well-define a functional that satisfies Hypothesis 2.19 as well as (2.20) . Hence also Hypothesis 2.21 holds.
Existence and uniqueness of y and τ as stated is proven as [9, Proposition 1.9 (a)]. It follows essentially from the proof of [9, Theorem 1.13] that j is well-defined in the stated way and satisfies (S) and (sLb). Other than in [9] , in the present manuscript we required (sLb) of j only on U + , which has the following advantage. One can use that the differentiability assumptions for the real functions lead to them being Lipschitz on compact subsets of their domain and that closedness of U + implies that the closure of a set of the form {ψ(−τ (ψ)) : ψ ∈ B 1 }, for a bounded set B 1 × B 2 ⊂ U + , is a compact subset of R + . In this way, we were able to drop some Lipschitz assumptions, that were formulated for the real functions in [9] , in Hypothesis 5.1. The remaining properties of Hypothesis 2.19 as well as (2.20) are straightforward to check. We omit further details. Note, in relation to the discussion preceding Lemma 2.24, that j maps C-bounded sets into bounded sets.
The following lemma is proven in a straightforward way. We omit details also here. To obtain point dissipativity we should guarantee Hypothesis 4.15. The hypothesis does not hold if γ has a zero or converges to zero at infinity. Hence, assuming γ(0) > 0 is not sufficient. We sharpen this property in the following result. We omit the proof.
Then the functional j defined in Lemma 5.2 satisfies Hypothesis 4.15.
Finally we redefine q as in Subsection 2.3 and summarise our results. The theorem follows from a combination of the results of this subsection with the previous ones. In this sense, the statement in the head is an application of Lemma 2.23. Then (i-iv) are respective applications of Theorems 3.9, 4.13, 4.19 and 4.21.
Based on literature, we give examples for model ingredients and discuss the relation of these to the assumptions made in previous subsections. As before, we use I := (R − , ∞) for some R − < 0 and denote by J an open interval. Let M := {k, κ, k g , k d } be a set of nonnegative parameters. Then we specify
otherwise.
Then R − ∈ (0, ∞) and also I is specified. In [7] a combination of available knowledge with mathematical considerations led to specifications of q, γ and d as below. First, we define for some nonnegative parameters p and m and a ∈ [0, 1). Then Hypothesis 2.20 is fulfilled, in fact q is also Lipschitz. Note that q is decreasing if and only if a and p are positive and moreover so are k or κ or both. Hence in this case, if a positive equilibrium exists, it is unique.
In [5] , based on [16] , the authors consider g of the following shape. Define g : J × I −→ R; g(y, z) := 2[1 − a g (y) 1 + k g z ]p g (y)
with functions p g : J −→ R + and a g : J −→ [0, 1]. We here suppose that both are C 2 . Then g is C 1 and so is D 1 g. Now suppose that we can choose x 2 and positive parameters b and ε g , such that B(x 2 , b) ⊂ J and p g (y) ≥ ε g /2 for all y ∈ B(x 2 , b). Then the functions D i g and D i D 1 g, i = 1, 2, are bounded on B(x 2 , b) × I. Next, we choose K g , such that K g > ε g , p g (B(x 2 , b)) ⊂ (1/2)[ε g , K g ] and (5.27) hold. The inclusion implies the inclusion in Hypothesis 5.1 (i). In summary, g satisfies Hypothesis 5.1 (i). Finally, we choose x 1 according to (5.28) and define h := b/K g . In [5] further specifications of the above function are considered, which lead to respective cases of yand z-independent g. Note that though modelling g bounded away from zero has a mathematical motivation, a nonzero maturation rate also has biological consistency. Another example for g is given by g(y, z) := ε g + e −z γ g (y). Next, if m, and k or κ, are positive, then Hypothesis 4.14 holds and in particular there exists some z + > 0, such that q(z + ) ≤ 0. Hence, we can guarantee uniform weak persistence via Theorem 5.5 (ii). Moreover, again via Theorem 5.5 (ii), we can guarantee the existence of a positive equilibrium and, if a > 0, the positive equilibrium is unique.
Two cases discussed in [7, 16] are, respectively, κ = 0, k > 0 (regulated self renewal and unregulated division of stem cells) and κ > 0, k = 0 (regulated division and unregulated selfrenewal of stem cells). Regarding the first case, note that, since a < 1, it is clear that (5.30) holds. Hence, Theorem 5.5 (iii) can be used to conclude point-dissipativity and the existence of a compact attractor. If we combine this case with previous assumptions, we can guarantee uniform (strong) persistence via Theorem 5.5 (iv). In case κ > 0 and k = 0, we can guarantee uniform weak persistence. On the other hand γ tends to zero at infinity, such that we cannot guarantee Hypothesis 4.15 and point dissipativity, the existence of a compact attractor and uniform (strong) persistence remain open problems.
In [8] a special case of the present model is considered. This case consists of (1.1) coupled with v ′ (t) = γ(v(t))w(t) − µv(t), which is (1.1) for the limit case τ ≡ 0 and x 1 = x 2 . The functions q and γ are specified similarly as in the present paper. Global asymptotic stability of a unique positive equilibrium is shown with the construction of a Lyapunov function. This implies point dissipativity, the existence of a compact attractor and uniform (strong) persistence, also for the "open" case κ > 0, k = 0.
On the other hand, as often, after introduction of even a fixed delay, such a proof could not be reproduced so far. In ongoing research with Torsten Lindström, however, the fixed delay system can be transformed to an asymptotically autonomous system [22, 23] with a single component and a point-dissipative autonomous limit system. Also due to a lack of availability of general results in this direction, it is still open under which conditions the asymptotically autonomous system inherits point-dissipativity of the limit system.
