An embedding method for solving the time-dependent Schrödinger equation is developed using the Dirac-Frenkel variational principle. Embedding allows the time-evolution of the wavefunction to be calculated explicitly in a limited region of space, the region of physical interest, the embedding potential ensuring that the wavefunction satisfies the correct boundary conditions for matching on to the rest of the system. This is applied to a study of the excitation of electrons at a metal surface, represented by a one-dimensional model potential for Cu(111). Time-dependent embedding potentials are derived for replacing the bulk substrate, and the image potential and vacuum region outside the surface, so that the calculation of electron excitation by a surface perturbation can be restricted to the surface itself. The excitation of the Shockley surface state and a continuum bulk state is studied, and the time-structure of the resulting currents analysed. Non-linear effects and the time taken for the current to arrive outside the surface are discussed. The method shows a clear distinction between emission from the localized surface state, where the charge is steadily depleted, and the extended continuum state where the current emitted into the vacuum is compensated by current approaching the surface from the bulk. 
I. INTRODUCTION
The question "How long does it take?" arises in many areas of condensed matter physics, in photoemission from surfaces 1 , electron tunnelling through barriers 2, 3 , relaxation after the creation of a core hole 4 and so on. In this paper we shall study the time-dependence of electron emission from a metal surface, using an embedding formalism which we have recently developed 5 and now further improved.
The development of attosecond streaking spectroscopy, using ultra-short laser pulses, has raised interesting questions about the time it takes for electrons to be emitted in photoemission 1 , and recent computational studies have tackled this problem 6, 7 . In these time-dependent calculations, the surface and substrate are represented by a slab with a finite region of vacuum outside, and inevitably an electron excited by the time-dependent perturbation reaches the edge. How to deal with this is a familiar problem in time-dependent calculations in atomic physics, and it is often handled (as in the calculations just mentioned)
by introducing an absorbing potential at the boundaries 8 . It is important to eliminate spurious back reflections, and exact boundary potentials have been developed which ensure that the wavefunction has the correct boundary conditions to match on to the rest of space 9, 10 . This is in fact the idea of embedding 5, 11 : we solve the Schrödinger equation in the region of space of interest, which we call region I, with an embedding potential at the boundary of the region to ensure that the wavefunction matches correctly on to the external region, region II.
The original time-independent embedding method 11 has proved useful for calculations of surface electronic structure 12 -only the surface region, the top few atomic layers plus the near-surface vacuum region are treated explicitly, the bulk crystal and the semi-infinite vacuum being replaced by embedding potentials derived from the substrate Green functions.
The embedding method treats the bulk continuum states at the surface, as well as localized surface states correctly, and gives a very accurate description of surface electronic structure 13 .
Our time-dependent embedding method builds on time-independent embedding and in the previous paper 5 we transformed the embedding potential as a function of energy into a function of time, and developed an embedded time-dependent Schrödinger equation for region I.
This time-dependent embedding used the results of earlier papers in which the problem of the exact termination of the spatially discretized Schrödinger equation was studied 10, 14 .
However, in our method, we use a basis set expansion of the wavefunction in region I, with time-varying coefficients, to solve the Schrödinger equation. Recent time-dependent calculations on electron transport through molecules have used self-energies to describe the coupling of the molecular wavefunctions to the metal electrodes 15 . The self-energy is in fact an embedding potential in a tight-binding representation 16 , and this approach is related to our time-dependent embedding.
We have made several advances in the time-dependent formalism since the earlier paper 5 , and we present these here, together with results on the emission of electrons from bulk and surface states at the Cu(111) surface. In section II we shall give a new derivation of the method based on the Dirac-Frenkel variational principle 17, 18 , appropriate to solutions of the time-dependent Schrödinger equation. This avoids some of the weaknesses of our earlier derivation, which was based partly on analogy with time-independent embedding. In our application to emission of electrons from the Cu(111) surface, we use a one-dimensional model potential due to Chulkov et al. 19, 20 to describe the bulk, the surface, and the image potential outside the surface -this gives a good description of the electronic structure around the s-p band gap, with the Shockley and image potential-induced surface states, and has been widely used in surface calculations 6, 21 . In section III we shall calculate the time-dependent embedding potentials for replacing the semi-infinite bulk and vacuum regions, making use of some recent results for the time-independent embedding potentials appropriate to the Chulkov surface potential 19, 20 . Tests of the method, in which we apply a time-dependent surface perturbation, are described in section IV. A crucial test is provided by the continuity equation -the number of electrons in the surface region plus the time-integrated currents across the boundaries of the embedded region should be constant. This is satisfied to a high degree of accuracy.
In section V we give results for the electron current through the boundaries of the embedded surface region, into the bulk and into the vacuum, when a time-dependent perturbing potential is applied at the surface. We find that after initial transients, the current into the vacuum settles down, with an average value given by Fermi's Golden Rule 22 . With a low frequency of surface perturbation, non-linear oscillations appear in the current, due to the interference between first order and second order processes. We also study the time it takes for the electrons to arrive at various distances from the surface, comparing the arrival time with the classical value, and for the time for the current to peak. Our most surprising results concern the comparison of currents into the bulk and into the vacuum. In the case of emission from a bulk continuum state, the current leaving the surface region into the vacuum is balanced by the current entering the surface from the bulk, so that the charge in the surface region stays constant on average; however, in emission from a surface state, currents of very similar magnitude leave the surface in both directions. Finally, in section VI we give a brief outlook for the method.
Atomic units are used throughout this paper, with e = = m e = 1. The atomic unit of time = 2.418884 × 10 −17 s, so that 1 fs = 41.34138 a.u. The idea of embedding is that we solve the Schrödinger equation explicitly only in region I, the rest of the system, which we call region II, being replaced by an embedding potential over the interface S (figure 1). We developed the embedding method for the time-independent Schrödinger equation using a variational principle 11 , and showed that the wavefunction satisfies the following equation in region I (we include S within region I),
0 (r S , r S ; ) is the embedding potential, a generalized logarithmic derivative of the solution of the Schrödinger equation in region II at energy ,
where we take the normal derivative on S outwards from region I into II. The two terms in the round brackets in (1), the embedding potential evaluated at energy parameter and the energy derivative term, give G −1 0 at energy E, the energy at which we are solving the Schrödinger equation, to first order in (E − ). The surface terms inside the square brackets then vanish when φ matches in amplitude and derivative on to the solution of the Schrödinger equation in region II, giving the correctly embedded solution of the Schrödinger equation.
We now turn to the time-dependent embedding problem, where we shall assume that the time-dependent potential, such as an external perturbation, is confined to region I. First we need a relationship analogous to (2) for the solution of the time-dependent Schrödinger equation in II. This is given by 10, 14 ∂ψ(r S , t)
where the time-dependent embedding potential is given by,
Equation (3) is almost the Fourier transform of (2), but it contains the time-derivative ∂ψ/∂t ; this compensates for the convergence factor of −1/i in the transform (4) of the embedding potential. When we evaluate this transform, we take to lie just above the real axis, above the singularities in the Green function, so thatḠ −1 0 (t) = 0 for t < 0. With the time-dependent version of the generalized logarithmic derivative (3), we can now derive the time-dependent embedded Schrödinger equation, and unlike our original derivation 5 , here we shall use a variational method. There are, in fact, several stationary principles for the time-dependent Schrödinger equation 23 , and we choose the Dirac-Frenkel variational principle 17, 18 , which gives the functional variation
for small variations δΨ * of the time-dependent wavefunction. The Hamiltonian H in (5) is given by
and the integral is over the combined regions I + II.
We use the same form of wavefunction Ψ as in the original embedding method 11 -in region I, Ψ is given by a trial wavefunction φ(r, t), and in region II by the exact solution of the time-dependent Schrödinger equation ψ(r, t), which matches in amplitude on to φ(r S , t)
over the boundary S between the two regions (φ and ψ are assumed to be zero over the outer boundary of the combined region I + II, figure 1 ). Evaluating the integrand in (5) with this form of Ψ, the volume integral splits into the two regions, with an additional contribution on S coming from the kinetic energy operator − 1 2 ∇ 2 acting on the discontinuity in derivative between φ and ψ,
But as ψ is an exact solution of the time-dependent Schrödinger equation in region II, the second integral is zero. Also using (3) and the constraint that ψ(r S , t) = φ(r S , t), the term involving ∂ψ/∂n S can be rewritten as
This assumes that φ on S is zero in the distant past, and ψ itself is zero -in other words, ψ grows into region II from region I as time proceeds. The variation of the functional then becomes an expression only involving φ in region I and on S, with the embedding potential accounting for region II,
We see that δI = 0 for arbitrary variations of δφ * if φ satisfies the time-dependent
We can also use (9) to obtain the time-dependent matrix equation, with which we solve the embedded time-dependent Schrödinger equation in practice. Let us expand the trial function φ in terms of a set of basis functions χ i ,
-it is convenient both in the formalism and in coding if the basis functions are orthonormal when integrated over region I. Substituting this expansion into (9) gives
where the Hamiltonian matrixH ij includes the surface derivative term in (9),
and the embedding matrixΣ ij is given bȳ
Then δI = 0 for arbitrary δa * i (t), and the variational principle is satisfied, when
-the time-dependent embedded Schrödinger equation in matrix form. This equation was derived in our earlier paper 5 in a less straightforward way.
This formalism, which handles the evolution of a state initially localized in region I, needs modifying to study the time evolution of bulk continuum states at the surface, as well as the discrete surface states. As in earlier surface embedding work 24 , we take region I to be the surface region, that is, the top few atomic layers plus the adjacent image potential + vacuum region, and region II to be the rest of the system, the semi-infinite crystal substrate on one side, and the semi-infinite vacuum on the other. The initial wavefunction then extends beyond region I -obviously so for continuum states, but even the exponentially decaying surface states extend some distance into the bulk and vacuum into region II. The time-evolution of extended states was also treated in our previous paper 5 , but here we use the Dirac-Frenkel variational principle (5) to develop the formalism more consistently.
The unperturbed wavefunction Ξ(r, t) is a stationary state of the Hamiltonian H 0 ,
where V (r) is the time-independent potential in I + II. We have
Let us now switch on the perturbing potential δV (r, t) in region I at time t = 0, and see how this wavefunction develops. As before we shall write the full time-dependent Hamiltonian as H, and the evolving wavefunction as Ψ, with
and for t > 0,
Again, φ(r, t) is the trial function in region I, and ψ(r, t) is the exact solution of the timedependent Schrödinger equation in region II, which matches on to φ(r S , t) over S. So Ξ + ψ satisfies the time-dependent Schrödinger equation in region II, and the functional variation (5) simplifies to
-the same as (9), apart from the extra inhomogeneous term δV Ξ in the first integral, and in the time integral we have taken a lower limit of t = 0, the time at which the perturbation is switched on.
We can finally write down the matrix equation for the time evolution of extended states.
Substituting expansion (11) into (20) gives
where the Hamiltonian matrix now includes the perturbing potential,
and vector e i comes from the unperturbed state,
The variational principle then gives the inhomogeneous time-dependent matrix equation,
which we can solve for a i (t) with the initial condition that a i (t = 0) = 0. Knowing the a i
gives us φ, hence Ψ -the time-evolving wavefunction in region I, embedded on to the rest of the system.
III. SURFACE EMBEDDING POTENTIALS
We shall apply this formalism to study the excitation of electron states at a metal surface under the influence of a time-dependent perturbing potential. In the previous paper 5 we applied this formalism to a jellium surface, but here we shall consider a more realistic model of the surface, one which can support surface states as well as the bulk continuum. This is the one-dimensional model potential V (z) developed by Chulkov et al. 19, 20 , which has the form,
region with z < 0 a = 3.94 Here a is the interlayer spacing, parameter A 1 reproduces the width of the bulk energy gap, A 10 is the inner potential (a difference with Chulkov et al. 20 is that we take the average potential in the bulk as the energy zero, rather than the vacuum potential), and A 2 and β are fitted to surface state energies. The remaining parameters are found by the requirement that the potential and its derivative are continuous across all the boundaries. The electrons are of course moving in three dimensions, but the motion parallel to the surface is free electron-like, and we shall only consider motion in the z-direction. Figure 2 shows the resulting surface potential for Cu(111), the surface we shall be studying in this paper, calculated with the parameters given in table I.
We now derive the time-dependent embedding potentials for embedding the surface region on to the substrates on either side (figure 2),Ḡ −1 c (t) for embedding on to the semi-infinite crystal substrate at z c , andḠ −1 v (t) for embedding on to the vacuum at z v . We start with the embedding potential for replacing the semi-infinite crystal, first calculating the energydependent embedding potential G −1 c ( ) for subsequent Fourier transforming according to (4) . As we have shown elsewhere 25 , the first step is to integrate the Schrödinger equation at energy through a bulk unit cell in each direction to give us two independent solutions, φ 1 and φ 2 . Taking the unit cell to lie between z a and z c (figure 2), the boundary conditions for determining φ 1 and φ 2 are as follows,
The corresponding wave-vector k of the bulk band structure is then given by the remarkably simple expression,
-a related result has been given by Butti 26 , and earlier by Kohn 27 . Using the property that it is a logarithmic derivative, it can be shown 25 that the embedding potential for embedding on to the semi-infinite crystal to the left of z c is given by
where W is the Wronskian. For causality, the Schrödinger equation is solved at with a positive imaginary part (which may be infinitesimal), and k is chosen to have negative imaginary part, corresponding to a wave travelling or decaying into the crystal to the left. 
where the free-electron embedding potentials are given by 5,10,14
We evaluate the integral in (29) by discretization between finite energy limits; we smear out the band edge singularities in the integrand by taking with a small positive imaginary part (as in figure 3 ), except in exp(−i t). We now turn to the embedding potential to replace the vacuum region outside the crystal, in which asymptotically the electron feels the Coulomb tail of the image potential,
in terms of the Chulkov potential parameters (25) . We find the energy-dependent embedding potential from the logarithmic derivative expression (2), which in one-dimension simplifies
where ψ(z) is the outgoing or decaying solution of the Schrödinger equation. This is a combination of the regular and irregular Coulomb functions F 0 and G 0 with angular momentum L = 0, in the notation of Abramowitz and Stegun 28 ,
with arguments given by
Thompson and Barnett 29 give a rapidly converging continued fraction expression for
, from which we can immediately obtain G −1 v ( ) using (32) . This is shown in figure 5 , evaluated at z v = 10 a.u. with an image plane at z im = 2.1056 a.u. In this figure we measure energy relative to the vacuum zero, and the structure in G v (t) turns out to be finite, though small and constant, for t < 0. This error, which is proportional to ∆ , is actually constant over the whole range of t, positive as well as negative. This means that we can improve the accuracy -essentially going to the limit of ∆ = 0 -simply by subtracting off the constant value of G v at negative t. The resulting time-dependent embedding potential is shown in figure 6 .
After the correction, the embedding potential is almost exactly zero for t < 0, with even smaller Gibbs oscillations than in figure 4.
IV. TIME-DEPENDENT TESTS
In this section we shall test the accuracy of the time-dependent embedding formalism, applying it to electron emission from the Cu(111) surface. But first we solve the timeindependent Schrödinger equation to find the static electronic structure of the surface, using the Chulkov potential and the energy-dependent embedding potentials G embedded Schrödinger equation at complex energy with a small imaginary part, = E +iη,
The local density of states -the electron density at energy E -is then given by
G(z, z ; ) is expanded in terms of basis functions χ i (z),
and then (35) becomes the matrix equation,
with the Hamiltonian matrix given by
the embedding matrix by
and the overlap matrix by
We use trigonometric basis functions,
where ζ is measured from the mid-point of region I, We now return to solving the time-dependent embedded Schrödinger equation (24) for Cu(111), with a surface perturbation given by
This perturbation is switched on at t = 0, and we follow the subsequent time-evolution of φ(z, t) (19), with expansion coefficients a i , given by equation (24) . The unperturbed wavefunction ξ(z) (17, 18) , which enters the time-evolution equation through vector e i (23), can be efficiently calculated using the Numerov method 34 , integrating inwards from the vacuum. The matrix elements of the HamiltonianH ij (t) (22) are given by (39) , with δV (z, t)
included,H
and the embedding matrix (14) has the same form as (40),
To develop a simple time evolution algorithm, we write equation (24) in abstract notation,
Then to first order in the time interval δt,and using central differences, we have
But to first order we can also write
and adding (48) and (49) gives
This is the formula we use to advance the wavefunction expansion coefficients forward in time.
Although (50) turns out to be very accurate -much more so than the time evolution method we described in our earlier paper 5 -it is only stable for small δt. only visible in the magnified inset.
Another interesting test is to look at the number of electrons in the embedded region,
, as a function of time,
Continuity of charge requires
where J c and J v are the time-integrated currents leaving region I across the left-and right- hand embedding surfaces,
We use the embedding formula (3) to calculate the normal derivative in the expression for the current. Taking region I between ±20 a.u., 70 basis functions with 2D = 44 a.u., and using δt = 0.002 a.u., we calculate the time evolution of the surface state at 0.2415 a.u. under the influence of the same surface perturbation as in the previous tests. The results are shown in figure 10 , and we see the steady decrease in the surface state charge in the surface region as time progresses. However, the continuity equation (52) 
V. ELECTRON EMISSION RESULTS
Having tested the embedding method, we turn to the physics of electron emission from the Cu(111) surface. As in the previous section, we apply the surface perturbation given by We begin with emission from the continuum state at E = 0.1 a.u., normalized so that the electron density equals the local density of states (36) , that is, energy normalization. Figure   11 shows the current j v emitted into the vacuum across the right-hand embedding plane at z v at two frequencies of perturbation, ω = 0.4 a.u. and 0.8 a.u.; we use amplitudes of A = 0.01 a.u. and 0.1 a.u. at ω = 0.4 a.u., and 0.01 a.u. at ω = 0.8 a.u. First the results for small amplitude, shown by solid lines in the figure: there is a time-delay before the current reaches z v -we shall discuss this later -but after a large initial peak, the current shows oscillatory transients about a constant current. By curve-fitting (we fit a straight line to the time-integrated current J v ), we estimate that the average current after the initial peak is 1.0 × 10 −4 a.u. for ω = 0.4 a.u. and 2.65 × 10 −5 a.u. for ω = 0.8 a.u. We can also calculate the long-term average current for small perturbations from Fermi's Golden Rule 36,37 ,
where |i is the initial state and |f the final state, the well-known (though not particularly The lower the excitation frequency, the longer the period of the transients. Increasing the perturbation amplitude by a factor of 10 at ω = 0.4 a.u., the current shows very pronounced oscillations of much shorter period on top of the long period oscillations (dashed line, figure   11 ). In fact even with A = 0.01 a.u., these short-period oscillations are visible. Comparing the current for A = 0.01 a.u. multiplied by a factor of 100 with that for A = 0.1 a.u. (curves a, figure 11) , we see that the amplitude of the short-period oscillations is non-linear in the intensity of the perturbation, varying as the cube of the perturbation amplitude A. This shows that these oscillations are the result of interference between first-order and secondorder excitations from the bulk state; the frequency of the short-period oscillations is exactly 0.4 a.u., as we would expect for an interference term. This higher order term in the current is much less pronounced in emission with ω = 0.8 a.u.
From the curves for j v (t) shown in figure 11 it is clear that there is no unique time at which the electrons start to arrive at z v , where we measure the current -do we mean the time at which the current differs from zero, or perhaps when the first peak arrives? The first is ill-defined, as the increase from zero is gradual, and numerical limitations mean that we cannot determine it accurately. The second is too late, especially for the emission curves at ω = 0.4 a.u., with a final state energy just above the vacuum zero. However, we can define a convenient measure from the straight-line fit to J v (t), which we used to find the average current. Figure 12 shows the time-integrated current J v (t) evaluated at the right- first peak. The time-structure of j v (t), with its transients, presumably reflects the way that the perturbation (44) is switched on suddenly at t = 0: a spectrum of energies is excited until the system settles down. This is why the initial rise in current widens when j v (t) is measured at larger z v (figure 13) -j v disperses.
Our most interesting results concern the electron number Q(t) in the embedded region, and how this is related to the time-integrated currents across the bulk and vacuum embedding surfaces -we have already studied [Q(t) + J c (t) + J v (t)] in section IV. amplitude to emphasize the results). Both Q(t) and J c (t) show continuing short-period oscillations, but if we average these by eye we see that after a decaying transient, Q settles down to a fairly constant value. This is the result of the current leaving the surface region into the vacuum across z v being balanced by the current approaching the surface from the bulk across z c -the slopes of J v (t) and J c (t) are almost equal and opposite (remember, positive current means charge leaving the surface region). So in emission from a continuum state, the wavefunction is replenished from the bulk, and the electron number at the surface reaches a steady state.
The behaviour is quite different in emission from the Shockley surface state at E = 0.2415 a.u. Figure 15 shows the number of electrons in the surface region and time-integrated currents, with ω = 0.6585 a.u. (giving the same final state energy as in figure 14) and A = 0.1 a.u. We see that Q drops steadily, as the surface state is depopulated by currents leaving the surface into the bulk as well as into the vacuum: J c (t) is roughly equal to J v (t), both directed away from the surface. The currents correspond to electron momentum, so the near-equality of J c (t) and J v (t) approximately conserves momentum (the surface step also provides a source of momentum 35 ). On the other hand, in emission from the continuum state momentum is directed from the bulk into the vacuum.
One of the pleasing features of our work is that the embedding method describes the different time-evolution of the surface state and the continuum state, within the one-electron picture we are using. But we must remember that in real life, a state is depopulated in one go by the emission of a single electron, and many-body effects repopulate the resulting hole. The finite mean-free path of the electrons also means that the bulk reservoir will not repopulate the continuum state as efficiently as our calculation suggests. The difference between a localized surface state and an extended continuum state may be more apparent than real after all.
VI. OUTLOOK
Having demonstrated and applied the method, we are aware of its limitations. Apart from the fact that it neglects many-body effects, there are restrictions to the embedding method itself. Chief of these is the fact that the time for evolving the wavefunction through δt is proportional to t, because the embedding term in the Hamiltonian involves an integral with the upper limit t (24). It is also quite time-consuming to evaluate the time-dependent embedding potential for the image potential region, though we can certainly go well beyond 
