Power system stability studies for swing dynamic models have long recognized the role played by unstable equilibria (u.e.p.'s) in determining the region of attraction for stable operating points. Recent works concerned with voltage instability and collapse phenomena have similarly identified the important role played by u.e.p.'s in predicting dynamic behavior in an extended class of system models. Many of these studies have required classification of unstable equilibria in terms of "distance" from the stable equilibrium of interest, with a system Lyapunov function used as the distance measure. This paper will propose a conbtrained optimization algorithm to implement a geometric approach to ranking u.e.p.'s. The formulation will seek to minimize ;I Euclidean norm of the vector field along a constraint imnifold defined by a constant contour of the Lyapunov function. When the nomi is driven to zero on the manifold, one has located ;in equilibrium point having the given value of energy. A scheme for modifying the constraint contour is proposed, and a limit on the number of local minima in a neighborhood of the operating point is demonstrated.
I. INTRODUCTION AND BACKGROUND
The unstable equilibrium points of a dynamical system play an important role in characterizing the qualitative behavior of its global dynamics. The utility of identifying the location and type of equilibria i n electric power system stability studies has been rccognized in the literature for many years; see, for example, [l] through IS]. The role of unstable equilibria is particularly clear in system models that possess a well defined Lyapunov function. As shown in [GI, for many such power system models, the corresponding Lyapunov function has zero gradient at a point x if and only if that point is an equilibrium for the differential equations defining the system model. Transient stability studies of system models in which swing dynamics dominate have shown the iixportance of identifying unstable equilibria "close" to system trajectories resulting from a fault (the "controlling u.e.p." concept). More recently, work in [7] has shown that the the "closest" u.e.p,, a concept largely discarded in transient stability studies, may have considerable relevance in studying voltage stability, where the system's loss of stability is not driven by any large initiating fault. In this paper, we will examine a new approach to locating the "closest" u.e.p.; moreover, this approach will allow identification of up to 2n equilibria, ranked according to the value of a system Lyapunov function evaluated at these points.
Several definitions for the "closest" u.e.p. have been examined in [5]. Here we wish to adopt a definition having a geometric basis. We will restrict our attention to systems having a well defined Lyapunov function which is locally positive definite about a known stable operating point. Positive definiteness will guarantee that in a neighborhood of the operating point, constant contours of the Lyapunov function will define a closed surface, and that increasing the value of the constant will yield a nested family of contours. The closest u.e.p. will be that unstable equilibrium first encountered by expanding these surfaces. The reader may question if these surfaces must always intersect another equilibrium as the constant is increased. Assuming the gradient of the Lyapunov function remains non-zero at points away from equilibrium (as will be demonstrated for OUT system models below), it can be shown that these contours must eventually intersect this closest u.e.p.
REVIEW OF QUASI-GRADIENT DYNAMICAL SYSTEM STRUCTURE
The results described in [6] suggested consideration of systems of the form where:
and (1) X = -AVV(x, xO) V: R"xR" -+ R is continuously differentiable,
Discussion in [6] showed that a large number of power system models in the literature could be cast in this form, and we will assume this structure for the analysis in the present paper. Here the function V(x, xo) will serve as the system Lyapunov function; as noted in the introduction, equilibria of (1) then must coincide with points XE satisfying VV(xE, xo)=O. The operating point of interest, xo, is typically identified before conducting stability studies. Therefore, the dependence of V on its second argument will be suppressed in the following discussion; we will write V(x) to replace V(x, xo).
Below we outline an iterative algorithm that expands contours described by ( x I V(x)=C), seeking to identify the values of C associated with contours intersecting points xE for which the objective function I~V V ( X E )~~~ is equal to 0. The update at each iteration will use a simple one dimensional search technique to estimate a smallest increment in C that will tend to drive the objective to zero. An obvious question in such an approach is how to handle multiple local minima of the objective function on the constraint surface. For the objective function chosen above, we will show that in a neighborhood of xo (i.e., for sufficiently small values of C), there must be 2n local minima on the constraint surface. The proposed approach is to use these 2n candidate starting points, and attempt to trace out one dimensional paths of local minima as the value of C is increased.
OUTLINE OF ALGORITHM
Notation: Iterate numbers will be indicated in square brackets. Multiple instances of a given vector will be indicated by a superscript. For example, x2[5j would represent the second x vector, at its fifth iteration. Recall that xo denotes the stable operating point of interest, and does not change.
Starting data:
"Initial guesses" for iterative optimization:
6, tolerance threshold; classifying objective = 0 when lobjectivel < 6. 
IV. INITIALIZING ITERATIVE OPTIMIZATION SCHEME

Proposition
Consider 8 E ( x I V(x) = C). If 2 is a local minimum of
IlVV(x)l12 on this manifold, then VV (9) is an eigenvector of J( s):=V2V(?).
Proof
The gradient of the objective function is given by:
The outward normal of the constraint manifold is simply:
VV( S).
If k is a local minimum, then at this point the gradient of the objective function must be co-linear with the outward normal of the constraint manifold. It follows that there exists a real scalar constant h such that J( g)VV( 3) = h VV( 9).
To use this result to identify candidate local minima, we must assume that C[Oj is chosen "sufficiently small;" i.e., the size of ) for the optimization algorithm described above. Straightfonvard differentiation of the objective function will reved that its Hessian is positive definite in a neighborhood of xo, so all of these points will be (approximate) local minima. A conceptual sketch of the role of these eigenvector directions, the constraint surface, and the objective function is shown in Figure 1 . 
V. CONCLUSIONS
This paper has proposed an approach to locating unstable equilibrium points in a class of power system models, ranking these equilibria in terms of a scalar Lyapunov function. The approach draws heavily on the geometric insight that constant contours of the system Lyapunov function form nested sets, and the algorithm seeks to move outward on these contours, using a constrained optimization on each surface to locate points were the norm squared of the Lyapunov function gradient is minimized. A key result is to bound the number of local minima that may exist. The paper shows that in a neighborhood of the operating point, there will exist 2n local minima, where n is the dimension of the state. This local result yields 2n starting points for the proposed algorithm. The proposed iteration can then be viewed as a honiotopy method that attempts to trace out one dimension paths of local minima of the norm squared objective function. Future work will examine numerical implementation of this approach.
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