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Dalam analisis regresi linier berganda, metode estimasi yang sering 
digunakan adalah OLS (Ordinary Least Square). Namun OLS 
dianggap sangat rentan terhadap pencilan karena hanya didasarkan 
pada mean sehingga mean menjadi sangat peka dengan adanya 
pencilan. Selanjutnya dikembangkan metode regresi kuantil 
(Quantile Regression). Regresi kuantil digunakan untuk menduga  
parameter; metode ini membatasi pengaruh dari pencilan. Pencilan 
dideteksi dengan menggunakan Nilai Leverage dan Studentized 
Deleted Residual (TRES). Parameter regresi kuantil diduga dengan 
metode simpleks, selang kepercayaan koefisien regresi kuantil 
diperoleh dengan metode resampling. Penelitian ini bertujuan untuk 
memodelkan laju inflasi umum di Indonesia dan membandingkan 
model regresi kuantil dengan model regresi linear berganda pada laju 
inflasi berdasarkan Indeks Harga Konsumen pada tujuh kelompok 
komoditi. Hasil penelitian menunjukkan bahwa inflasi harga bahan 
makanan; inflasi harga makanan jadi, minuman, rokok dan 
tembakau; inflasi harga perumahan, air, listrik, gas dan bahan bakar; 
inflasi harga sandang; inflasi harga pendidikan, rekreasi, dan 
olahraga  dan inflasi harga transpor, komunikasi dan jasa keuangan 
berpengaruh terhadap persentase inflasi umum tahun 2012 sampai 
April 2015. Hasil uji kesesuaian model menggunakan nilai QVSS 
(Quantile Verification Skill Score)  pada regresi kuantil yang setara 
dengan R
2
 pada regresi berganda, dapat disimpulkan bahwa model 
regresi kuantil lebih sesuai digunakan pada data inflasi umum. 
Kata Kunci: OLS, Regresi Kuantil, Nilai Leverage, Studentized 





QUANTILE REGRESSION ANALYSIS STUDY FOR 





In multiple linear regression analysis, the estimation method that is 
often used is OLS (Ordinary Least Square). However OLS is 
considered highly susceptible to outliers because it is only based on 
mean so mean to be very sensitive to the presence of outliers. Further 
developed quantile regression method (Quantile Regression). 
Quantile regression was used to estimate parameters; This method of 
limiting the influence of outliers. Outliers detected using Value 
Leverage and Studentized Deleted Residual (TRES). Quantile 
regression parameters estimated by the simplex method, the 
confidence interval quantile regression coefficients obtained by 
resampling method. This study aims to model the general inflation 
rate in Indonesia and comparing the quantile regression models with 
multiple linear regression model to the rate of inflation based on the 
Consumer Price Index in seven commodity groups. The results 
showed that food price inflation; price inflation of food, beverages, 
cigarettes and tobacco; price inflation of housing, water, electricity, 
gas and fuel; clothing price inflation; price inflation of education, 
recreation, and sport and price inflation transport, communications 
and financial services affect the percentage of general inflation in 
2012 to April 2015. The results of testing the suitability of the model 
using values QVSS (Quantile Verification Skill Score) on quantile 
regression is equivalent to R-square in regression multiple, it can be 
concluded that the quantile regression model is more appropriate to 
use the general inflation data. 
 
Keywords: OLS, Quantile Regression, Leverage Values, Studentized 
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1.1  Latar Belakang 
 
Inflasi merupakan salah satu indikator untuk melihat kondisi 
atau stabilitas moneter dalam perekonomian pada suatu Negara di 
dunia. Menurut Rahardja (1997), inflasi adalah kecendrungan dari 
harga-harga untuk meningkat secara umum dan terus menerus. 
Kenaikan harga dari satu atau dua barang saja tidak dapat disebut 
inflasi, kecuali jika kenaikan tersebut meluas kepada kenaikan 
sebagian besar harga barang-barang lain. Manullang (1993) inflasi 
adalah suatu keadaan meningkatnya harga pada umumnya atau 
keadaan di mana turunnya nilai uang. Menurut Samuelson dan 
Nordhaus (2000) suatu keadaan dimana harga barang dan jasa secara 
keseluruhan naik, mengakibatkan nilai uang turun. Angka inflasi 
menunjukkan besarnya presentase tingkat kenaikan harga sejumlah 
barang dan jasa yang secara umum dikonsumsi masyarakat dan 
dihitung berdasarkan Indeks Harga Konsumen (IHK) atau Consumer 
Price Index (CPI). 
Indeks Harga Konsumen (IHK) merupakan indeks dari harga 
yang dibayar oleh konsumen atau masyarakat untuk mendapatkan 
barang dan jasa (komoditas) beberapa kelompok komoditi tertentu. 
Indeks Harga Konsumen (IHK) terdiri dari tujuh kelompok komoditi, 
yaitu indeks harga bahan makanan; indeks harga makanan jadi, 
minuman, rokok, dan tembakau; indeks harga perumahan, air, listrik, 
gas, dan bahan bakar; indeks harga sandang; indeks harga kesehatan; 
indeks harga pendidikan, rekreasi, dan olahraga; dan indeks harga 
transpor, komunikasi dan jasa keuangan.  
Pramudita (2012) melakukan penelitian terhadap faktor-
faktor yang mempengaruhi inflasi di Indonesia menggunakan analisis 
regresi linier berganda. Hasil penelitian menunjukkan bahwa variabel 
jumlah uang beredar, SBI Rate, dan nilai tukar (kurs) berpengaruh 
terhadap laju inflasi. Susanto (2014) menerapkan analisis regresi 
linier berganda pada data Pendapatan Asli Daerah (PAD) Kota 
Malang di mana variabel PDRB, penduduk dan inflasi berpengaruh 
terhadap Pendapatan Asli Daerah (PAD) Kota Malang. Wardana 
(2011) menerapkan analisis regresi linier berganda pada data Yield 
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surat uang negara di mana disimpulkan bahwa variabel inflasi, SBI 
Rate, dan nilai tukar rupiah/USD mempunyai pengaruh yang 
signifikan terhadap Yield surat uang Negara. Hidayat (2010) juga 
menerapkan metode Ordinary Least Square (OLS) pada data faktor-
faktor yang berpengaruh terhadap capital flight di Indonesia dan 
disimpulkan bahwa variabel utang luar negeri, inflasi, perbedaan 
tingkat suku bunga domestik dan asing ,serta krisis keuangan global 
2008 berpengaruh terhadap capital flight di Indonesia. Wiwin (2009) 
menerapkan analisis regresi liner berganda pada data pengaruh 
tingkat inflasi, SBI, dan nilai kurs Dollar AS terhadap IHSG di bursa 
efek Indonesia periode tahun 2006-2008. Hasil penelitian 
menunjukkan bahwa ketiga peubah prediktor secara simultan dan 
parsial berpengaruh terhadap peubah respon. 
Beberapa peneliti telah melakukan analisis pada data laju 
inflasi menggunakan analisis regresi linear berganda. Metode yang 
sering digunakan untuk mendapatkan nilai dugaan parameter dari 
model regresi linier adalah metode OLS (Ordinary Least Square). 
Nilai dugaan bagi parameter dengan menggunakan metode OLS 
diperoleh dengan meminimumkan jumlah kuadrat sisaan. Namun 
OLS dianggap sangat rentan terhadap pencilan. Pencilan dapat 
menyebabkan hasil parameter estimasi menjadi tidak stabil. Analisis 
dengan metode OLS hanya didasarkan pada mean, sehingga mean 
menjadi sangat peka dengan adanya outlier. Akibatnya, mean 
menjadi kurang tepat digunakan sebagai penduga bagi nilai tengah 
data. Sehingga berkembanglah metode Regresi Kuantil (Quantile 
Regression).  
Regresi kuantil merupakan metode yang berguna dalam 
menduga parameter, metode ini tidak mudah terpengaruh oleh 
kehadiran pencilan serta dapat membatasi pengaruh dari pencilan. 
Metode ini merupakan salah satu metode regresi dengan pendekatan 
memisahkan atau membagi data menjadi kuantil-kuantil tertentu 
yang dicurigai terdapat perbedaan nilai dugaan. 
 
1.2 Rumusan Masalah 
Rumusan masalah dalam penelitian ini bedasarkan 
penjelasan latar belakang adalah : 
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1. Bagaimana memodelkan besarnya laju inflasi berdasarkan 
Indeks Harga Konsumen pada tujuh kelompok komoditi 
menggunakan regresi kuantil? 
2. Bagaimana membandingkan model regresi kuantil dan model 
regresi linier berganda pada laju inflasi berdasarkan Indeks 
Harga Konsumen pada tujuh kelompok komoditi? 
 
1.3 Tujuan Penelitian 
Berdasarkan permasalahan yang telah dirumuskan, maka 
tujuan dalam penelitian ini yaitu : 
1. Menentukan model regresi kuantil terhadap laju inflasi 
berdasarkan Indeks Harga Konsumen pada tujuh kelompok 
komoditi. 
2. Membandingkan model regresi kuantil dan model regresi 
linier berganda untuk besarnya laju inflasi berdasarkan 
Indeks Harga Konsumen pada tujuh kelompok komoditi. 
 
1.4 Batasan Masalah 
Penelitian ini memodelkan data menggunakan peubah 
respons laju inflasi dan peubah prediktor indeks harga konsumen 
yang terdiri dari indeks harga tujuh kelompok komoditi, yaitu indeks 
harga bahan makanan, indeks harga (makanan jadi, minuman, rokok, 
dan tembakau), indeks harga (perumahan, air, listrik, gas, dan bahan 
bakar), indeks harga sandang, indeks harga kesehatan, indeks harga 
(pendidikan, rekreasi, dan olahraga), dan indeks harga (transpor, 
komunikasi dan jasa keuangan) yang dicurigai tidak simetris karena 
adanya pencilan. 
 
1.5 Manfaat Penelitian 
Manfaat yang dharapkan setelah dilakukan penelitian ini 
adalah : 
1. Menambah wawasan keilmuan dalam penerapan analisis 
regresi kuantil, terutama di bidang ekonomi. 
2. Memberikan informasi mengenai model yang lebih baik 
diantara model regresi kuantil dan regresi linier berganda 


























2.1 Inflasi dan Indeks Harga Konsumen (IHK) 
2.1.1  Inflasi 
Inflasi adalah kenaikan secara umum harga barang dan jasa 
yang merupakan kebutuhan pokok masyarakat. Inflasi dapat pula 
didefinisikan sebagai penurunan daya beli mata uang suatu Negara. 
Menurut Rahardja (1997), inflasi adalah proses kenaikan harga 
barang-barang secara umum dan terus menerus. Menurut bank 
Indonesia inflasi adalah kecendrungan dari harga-harga untuk 
meningkat secara umum dan terus menerus. Menurut Boediono 
(1996), inflasi terjadi karena ketidakseimbangan jumlah penawaran 
dan permintaan. Beberapa faktor yang dapat menjadi penyebab 
perubahan laju inflasi yang bersifat permanen adalah interaksi antara 
ekspektasi masyarakat terhadap laju inflasi, jumlah uang beredar, 
faktor siklus kegiatan usaha (misalnya tingkat pengunaan kapasitas 
produksi dan inventory), dan tekanan permintaan indeks harga 
panganan. Inflasi adalah presentase kenaikan harga barang yang 
bersifat umum dan berdampak secara universal serta berlangsung 
secara terus menerus, dengan kata lain untuk menekan laju inflasi 
yang terjadi, salah satu cara yaitu dengan tetap menjaga kestabilan 
harga yang pada umumnya diukur melalui IHK (Indeks Harga 
Konsumen) atau CPI (Consumer Price Index). 
Tingkat inflasi suatu negara dapat diketahui dengan cara 
membandingkan IHKt  dengan IHKt-1. Secara matematis, besar inflasi 
dapat dihitung dengan rumus : 
 
Inflasi = x 100%   (2.1) 
 
dengan IHKt adalah Indeks Harga Konsumen pada periode tertentu 
dan IHKt-1 adalah Indeks Harga Konsumen pada periode dasar yang 
ditentukan (Tripena, 2011). 
 
2.1.2 Indeks Harga Konsumen (IHK) 
Indeks harga konsumen adalah suatu indeks yang mengukur 
perubahan harga rata-rata dari waktu ke waktu, dari sekumpulan 
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barang dan jasa yang dikonsumsi oleh masyarakat dalam periode 
dasar tertentu. Menurut Rahardja dan Manurung (2008), IHK (Indeks 
Harga Konsumen) adalah indeks yang menunjukkan tingkat harga 
barang dan jasa yang dibeli oleh konsumen dalam kurun waktu 
tertentu. 
Menurut Santoso (2003),  rumus yang sering digunakan 
untuk menghitung IHK secara umum di Indonesia adalah sebagai 
berikut : 
  (2.2) 
 
Sedangkan, rumus untuk menentukan IHK per komoditi adalah 
sebagai berikut: 
  (2.3) 
di mana: 
  : Indeks harga konsumen periode ke –n. 
       : Harga (Price) jenis barang dan jasa i, periode ke-n. 
   : Jumlah (Quantity) jenis barang dan jasa i, pada 
tahun dasar.                
 : Harga (Price) jenis barang dan jasa i, periode ke- 
(n-1). 
 : Total pengeluaran jenis barang dan jasa i, periode 
ke- (n-1). 
 : Total pengeluaran jenis barang dan jasa i, pada 
tahun dasar. 
k  : Jumlah jenis barang dan jasa (komoditas).  
 
 Indikator yang sering digunakan untuk mengukur laju inflasi 
adalah IHK. Indeks harga konsumen terdiri dari indeks harga tujuh 
kelompok komoditi, yaitu indeks harga bahan makanan, indeks harga 
(makanan jadi, minuman, rokok, dan tembakau), indeks harga 
(perumahan, air, listrik, gas, dan bahan bakar), indeks harga sandang, 
indeks harga kesehatan, indeks harga (pendidikan, rekreasi, dan 
olahraga), dan indeks harga (transpor, komunikasi dan jasa 




2.2 Regresi Linier Berganda 
Istilah regresi pertama kali dikenalkan oleh Sir Francis 
Galton di tahun 1885 melalui sebuah studi mengenai regresi terhadap 
sifat keturunan. Analisis regresi linier berganda didiskripsikan 
sebagai kumpulan teknik statistika yang menggambarkan hubungan 
antara peubah respon dengan peubah prediktor dalam bentuk linier. 
Apabila peubah prediktor yang digunakan lebih dari satu maka 
disebut sebagai analisis regresi linier berganda (Myers and 
Raymond, 1990).  
Regresi linier berganda dengan satu peubah respon dan 
beberapa peubah prediktor dapat digambarkan dalam persamaan 
seperti berikut :  
       (2.4) 
 
Di mana  y dan x masing-masing adalah peubah respon dan peubah 
prediktor dengan indeks i = 1, 2, …, n dan j = 1, 2, …, p. Sedangkan 
 adalah intersep,  adalah kemiringan atau slope dan  adalah 
galat. 
 
2.2.1 Pendugaan Parameter Model Regresi Linier Berganda  
Nilai dari  dan  dari model regresi linier berganda harus 
diduga terlebih dahulu menggunakan metode pendugaan seperti 
metode kuadrat terkecil (MKT). Metode kuadrat terkecil merupakan 
metode pendugaan parameter dengan cara meminimumkan jumlah 
kuadrat galat (Draper dan Smith, 1992). 
Model regresi linier berganda pada persamaan (2.4) dapat 
dituliskan dalam bentuk matriks berikut : 
 
          (2.5) 
di mana: 
 : vektor amatan berukuran (  x 1), 
 : matriks berukuran  x ) yang diketahui, 
 : vektor parameter yang berukuran (  x , 
 : vektor galat yang berukuran (  x 1), 
diasumsikan galat menyebar normal dengan  dan 
. Karena , maka dapat dituliskan . Sehingga 




        (2.6) 
 
 Pada metode ini, nilai duga parameter yang dihasilkan harus 
dapat meminimumkan jumlah kuadrat. Untuk mendapatkan nilai 
duga dilakukan dengan cara menurunkan persamaan (2.6) terhadap  
dan menyamakan dengan nol. Penurunan  terhadap masing-
masing unsur vektor  secara terpisah dan menyusun turunan yang 
dihasilkan dalam bentuk matriks. Sehingga persamaan yang 
dihasilkan adalah : 
 
 =                    (2.7) 
(Draper dan Smith, 1992) 
 
2.2.2  Pengujian Parameter Model Regresi Linier Berganda 
  Pengujian parameter dugaan pada model regresi linier 
berganda dilakukan secara parsial. Parameter duga diuji 
menggunakan statistik uji t dengan hipotesis yaitu : 
H0 :  
H1 : ,   j = 1, 2, …, n. 
 
Sebaran penarikan contoh bagi  adalah  
 
Statistik uji t mengikuti sebaran t-student pada taraf . Berikut ini 
persamaan statistik uji t dengan asumsi bahwa galat menyebar 
normal. 
        (2.8) 
 Tolak H0 jika P(  artinya peubah prediktor ke-  
berpengaruh terhadap peubah respon. 
 
2.2.3 Asumsi Klasik 
  Asumsi klasik merupakan asumsi yang melandasi model 
regresi linier berganda. Menurut Myers(1990), ada beberapa asumsi 
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yang harus dipenuhi model regresi linier berganda, di antaranya 
yaitu:  
1. Asumsi Kenormalan 
Asumsi kenormalan adalah galat menyebar normal. Uji 
statistik yang dapat digunakan untuk menguji kenormalan suatu galat 
adalah uji Kolmogorov-Smirnov (K-S). Perumusan uji K-S secara 
matematis yaitu : 
H0    :  (galat menyebar normal) 
H1 :  (galat tidak menyebar normal) 
Di mana  adalah sebuah fungsi distribusi empirik dan  
adalah fungsi distribusi teoritik. Statistik uji K-S yaitu jumlah selisih 
nilai mutlak dari dua distribusi yang didefinisikan seperti  berikut : 
 
  supx     (2.9) 
di mana: 
 = fungsi kumulatif contoh 
 = fungsi peluang kumulatif 
Kriteria pengambilan keputusan didapatkan dengan cara 
membandingkan dengan , yaitu nilai kritis uji K-S yang 
diperoleh dari table K-S. Apabila , maka terima H0 yang 
berarti galat menyebar normal ( Daniel, 1989). 
2. Asumsi Homoskedastisitas 
Homokedastisitas memiliki arti bahwa ragam dari nilai galat 
bersifat konstan (tetap) atau disebut juga dengan identik. Untuk 
menguji kehomogenan ragam galat digunakan uji Glejser dengan 
hipotesis sebagai berikut : 
H0 : ragam galat homogen 
H1 : ragam galat tidak homogen 
Uji Glejser dapat diasumsikan bahwa nilai ragam galat 
bergantung pada peubah prediktor.  Glejser menyarankan melakukan 
regresi nilai mutlak galat dengan peubah prediktor.  
 
v    (2.10) 
Di mana v merupakan galat dari regresi MKT. Adapun 





H0  :  ,Tidak ada hubungan antara variabel X 
dengan galat (homoskedastisitas). 
H1  :paling tidak ada satu k dimana  ,Terdapat hubungan 
antara variabel X dengan galat (heterokedastisitas). 
 
Dengan statistik uji : 
    (2.11) 
Kriteria pengambilan keputusan apabila F hitung , 
maka terima H0 yang berarti ragam galat homogen (Webster, 2013). 
3. Asumsi Non Multikolinieritas 
Multikolinieritas adalah terjadinya hubungan linier antara 
peubah prediktor dalam suatu model regresi linier berganda. 
Hubungan linier antar peubah prediktor dapat terjadi dalam bentuk 
hubungan linier yang sempurna (perfect) dan hubungan linier yang 
kurang sempurna (imperfect). 
Pendeteksian multikolinieritas antara peubah prediktor dapat 
dilihat dari nilai VIF (Variance Inflation Factor) yang didefinisikan 
dalam persamaan berikut : 
 
    (2.12) 
Di mana   merupakan koefisien determinasi dari auxiliary 
regression antara peubah-peubah prediktor. Apabila nilai VIF lebih 
dari 10, dapat dikatakan terdapat multikolinieritas antara peubah 
prediktor. 
4. Asumsi Non Autokorelasi 
Autokorelasi adalah terjadinya korelasi antara galat suatu 
pengamatan dengan pengamatan lainnya yang dilambangkan dengan 
 ;  . Autokorelasi umumnya terjadi pada serangkaian 
observasi yang diurutkan berdasarkan  waktu atau ruang. Pengujian 
autokorelasi ini dapat dilakukan melalui uji Durbin-Watson dengan 
hipotesis yaitu : 
H0 :  (tidak ada autokorelasi antar sisaan) 
H1 :   (terdapat autokorelasi antar sisaan) 




    (2.13) 
Statistik uji  dibandingkan dengan nilai kritis dL dan dU berdasarkan 
ukuran sampel dan banyak peubah. Kaidah pengambilan keputusan 
didasarkan pada tabel berikut : 
 
Tabel 2.1. Kaidah Keputusan Uji Durbin-Watson 
Statistik Uji Keputusan 
d < dl Tolak H0 
dl < d < du Tidak terdapat keputusan 
(4-dl) < d < 4 Tolak H0 
(4-du) < d < (4-dl) Tidak terdapat keputusan 
du < d < (4-du) Terima H0 
(Gujarati,2004) 
2.3 Pencilan 
Menurut Sembiring (1995) pencilan dapat diartikan data 
yang tidak mengikuti pola umum model yaitu, sisaan diluar kisaran 
tiga kali simpangan baku atau lebih dari rata-rata. Menurut Draper 
dan Smith (1992) sisaan yang merupakan pencilan memiliki nilai 
mutlak jauh lebih besar dari pada harga mutlak sisaan yang lain. 
Pencilan merupakan suatu keganjilan dan menandakan suatu titik 
data berbeda dibandingkan data lain. Penghapusan suatu pencilan 
bukan merupakan suatu prosedur yang bijaksana karena pencilan 
dapat memberikan informasi yang tidak diberikan oleh titik data lain. 
 
2.4 Pendeteksian Pencilan 
Pencilan merupakan sisaan yang memiliki nilai mutlak jauh 
lebih besar daripada galat-galat yang lainnya. Pendeteksian pencilan 
sangat diperlukan dalam sebuah analisis untuk melihat suatu titik 
data yang tidak tipikal dibandingkan dengan data yang lainnya. 
Terdapat dua macam pencilan pada data, yaitu pencilan pada peubah 
prediktor (X) dan pencilan pada peubah respon (Y). Pencilan pada 
peubah prediktor (X) dideteksi dengan menggunakan Nilai Leverage 
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dan pencilan pada peubah respon (Y) dideteksi dengan menggunakan 
Studentized Deleted Residual (TRES). 
 
2.4.1 Nilai Leverage 
Untuk mengetahui pencilan terhadap peubah prediktor (X) 
maka dapat dilakukan dengan melihat nilai leverage. Hipotesis untuk 
mendeteksi sebuah pencilan pada peubah prediktor adalah : 
H0 : Pengamatan ke-i bukan pencilan 
H1 : Pengamatan ke-i adalah pencilan 
Salah satu cara untuk medeteksi pencilan pada X adalah diagonal 
utama dari matriks H (hat matrix). 
 
  (2.14) 
  
Nilai pengaruh  dari  merupakan elemen ke-  
(diagonal utama) dari matriks H. 
 
   (2.15) 
 
di mana  merupakan vektor baris yang berisi 
nilai pengamatan ke-  semua peubah prediktor. 
 Bowerman dan O’Connel (1990) memberikan pernyataan 
bahwa nilai hii berkisar antara . Apabila nilai hii lebih 
besar dari 2  maka pengamatan ke-  adalah pencilan pada X atau 
pencilan terhadap peubah prediktor. Dan apabila nilai hii kurang dari 
2  maka pengamatan ke-  bukan pencilan pada peubah prediktor. 
Berikut adalah rumus untuk mencari nilai 2  : 
 
2    (2.16) 
 
2.4.2 Studentized Deleted Residual (TRES) 
Untuk mengetahui pencilan terhadap peubah respon (Y) 
dapat dilakukan dengan statistik uji TRES. Hipotesis untuk 
mendeteksi sebuah pencilan pada peubah respons adalah : 
H0 : Pengamatan ke-i bukan pencilan 




   (2.17) 
di mana : 
  
     
Jumlah Kuadrat Sisaan = )
2 
 
Menurut Montgomery and Peck (1992), kriteria yang melandasi 
keputusan adalah : 
 
           (2.18) 
  
2.5 Regresi Kuantil 
Regresi Kuantil merupakan suatu pendekatan dalam analisis 
regresi yang diperkenalkan oleh Koenker dan Basset pada tahun 
1978. Pendekatan ini menduga berbagai fungsi kuantil dari suatu 
sebaran  sebagai fungsi dari . Penggunaan metode regresi ini 
dengan pembagian atau pemisahan data menjadi dua atau lebih 
kelompok yang dicurigai mempunyai perbedaan penduga pada 
kuantil tertentu. Regresi kuantil ini berguna dalam mengestimasi 
parameter, metode ini tidak mudah terpengaruh oleh pencilan serta 
dapat membatasi pengaruh dari pencilan.  
Regresi kuantil memspesifikasikan kuantil bersyarat 
 dari  fungsi linier dari  persamaan 
regresi kuantil: 
 
=       (2.19) 
 
=      
di mana: 
 = nilai respon ke-  pada kuantil ke-  
 = nilai prediktor ke-  peubah prediktor ke-  
 = penduga parameter pada kuantil ke-  




Dalam bentuk matriks persamaan (2.19) adalah  
  
   
     (2.20) 
2.6 Pendugaan Parameter Regresi Kuantil 
Pada MKT menduga parameter didasarkan pada jumlah 
kuadrat minimum. Metode regresi kuantil menggunakan jumlah dari 
harga mutlak sisaan yang diminimumkan untuk menentukan penduga 
parameter berdasarkan persamaan: 
         (2.21) 
 Solusi dari regresi kuantil didasarkan pada minimum jumlah 
harga mutlak sisaan positif dan sisaan negatif. Hal ini memberikan 
perbedaan bobot  untuk sisaan positif dan bobot  untuk 
sisaan negatif  dan menghasilkan kuantil sehingga penduga untuk 
 dapat dinyatakan: 
 
      (2.22) 
di mana 
  
(Koenker dan Hallock, 2001) 
 Solusi dari permasalahan persamaan (2.21) tidak dapat 
diperoleh secara analitik maka harus dilakukan tahapan iterasi 
dengan metode simpleks. Pendugaan parameter pada regresi kuantil 
dapat dilakukan dengan metode simpleks karena metode ini bergerak 
dari titik ekstrim pada daerah fisibel menuju ke titik ekstrim 
optimum. Untuk meminimumkan persamaan (2.22) digunakan 
pendekatan berdasarkan formula: 
  (2.23) 
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Jika  dan  maka persamaan 
(2.23) menjadi : 
Minimumkan:   
kendala:  
>0 
Penyelesaian persoalan pada persamaan (2.22) diperlukan: 
A=(X, I, -I)=  
 
W=  
Sembarang kolom dari A dinyatakan dengan  untuk 
 sehingga W yang memenuhi AW=Y adalah solusi. 
Jika  maka  merupakan fungsi tujuan. Solusi ini 
disebut sebagai solusi fisibel. Apabila B adalah basis yang sesuai 
dengan solusi basis fisibel W, menunjukkan vektor pada  yang 
sesuai dengan kolom basis B dan koefisien yang sesuai dengan 
dinyatakan dengan . Bentuk tabel metode simpleks dapat dilihat 

























         
1 








    
 
Prosedur metode simpleks: 
1) Menentukan basis awal dan solusi basis fisibel 
 Untuk   bukan basis untuk tabel awal 
 Untuk   calon basis untuk tabel 
awal 
Penentu kolom yang menjadi basis dan solusi basis fisibel 
dalam table awal dilakukan dengan cara: 
  untuk  
   
Untuk   , yang menjadi kolom basis 
adalah  
  
Untuk  , yang menjadi kolom basis 
adalah  
2) Menentukan nilai  awal 
 maka : 
 Untuk  
 Untuk  
Koefisien  awal bernilai 1 
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3) Menentukan   
Karena  maka Z= dan mencari untuk setiap  
dengan rumus: 
 
Dan kolom menjadi basis:  
 
4) Menentukan vektor yang akan masuk basis. Pilih  sehingga  
 =max  , jika dan  tidak 
ditemukan maka dilanjutkan ke langkah 8. Jika ditemukan 
dilanjutkan ke langkah 5. 
5) Memilih elemen pivot dengan cara: 
 Untuk  pilih r: 
  
 Untuk  pilih r: 
  
6) Melakukan operasi baris erlementer yang menghasilkan tabel 
baru. 
7) Jika masih ada  yang bernilai negatif maka kembali ke 
langkah 4. Jika tidak dilanjutkan ke langkah 8. 
8) Proses berhenti, jika  untuk semua peubah non 
basis dan  untuk semua peubah tak terbatas . 
































… …  
 
…   
          




   
 




atau   
 
   …  
 
 
  Z=  0.........0 
 
Vektor basis  dengan bernilai nol, diperoleh nilai 
koefisien  
 
2.7 Pengujian Parameter Regresi Kuantil 
Uji serentak digunakan untuk menguji parameter bersama. 
Pengujian menggunakan metode likelihood ratio dilandasi hipotesis: 
H0 :  (semua peubah prediktor 
tidak memberikan 
pengaruh pada model) 
H1 : paling tidak terdapat satu  dimana   
Jika H0 benar statistik uji :   
 
           (2.24) 
di mana: 
 dan  
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Tolak H0 jika , maka terdapat peubah 
prediktor yang berpengaruh pada model (Koenker, 2005). 
 
 Pengujian pendugaan parameter regresi kuantil dengan 
menggunakan Uji parsial, dilandasi hipotesis: 
H0  :   (peubah prediktor ke-  kuantil ke-  tidak memberikan 
pengaruh pada model) 
H1 :  (peubah prediktor ke-  kuantil ke-  memberikan 
pengaruh pada model) 
Jika H0 benar maka statistik uji: 
   (2.25) 
Tolak H0 jika . Peubah prediktor berpengaruh 
terhadap peubah respons.  adalah penduga simpangan baku 
bagi  didapatkan dari metode resampling: 
=  
 
2.8 Uji Kebaikan Model 
Dalam analisis regresi linier berganda untuk menguji 





 menunjukkan proporsi seberapa besar peubah 
prediktor mempengaruhi peubah respon. 
           (2.26) 
 
Di mana JKT : Jumlah Kuadrat Total 
  JKR : Jumlah Kuadrat Regresi 
  JKG :Jumlah Kuadrat Galat 
Model regresi terbaik adalah model dengan nilai  terbesar. 
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Penilaian kebaikan model pada regresi kuantil dilakukan 
dengan menghitung nilai QVSS (Quantile Verification Skill Score) 
(Hamin dan Djuraidah, 2014). Nilai QVSS setara dengan R
2
 tetapi 
hanya mengukur nilai kebaikan model pada kuantil yang ditetapkan. 
Semaikin tinggi nilai QVSS model semakin baik: 
    (2.27) 
di mana: 
 = sisaan dari model penuh dan  = sisaan dari 
model intersep. 
 




















3.1 Sumber Data 
 Data yang digunakan pada penelitian ini adalah data 
sekunder, yaitu data inflasi umum month to month sebagai peubah 
respons dan Indeks Harga Konsumen berdasarkan tujuh kelompk 
komoditi (barang dan jasa) sebagai peubah prediktor. Data yang 
digunakan adalah data inflasi Indonesia menurut kelompok komoditi 
(barang dan jasa) tahun 2012 hingga 2015 yang diambil dari web 
resmi Badan Pusat Statistik Indonesia (www.bps.go.id). Berikut 
uraian data yang digunakan pada penelitian ini, yaitu: 
 Inflasi Umum (Y) 
 Inflasi Harga Bahan Makanan (X1) 
 Inflasi Harga Makanan Jadi, Minuman, Rokok dan 
Tembakau (X2) 
 Inflasi harga Perumahan, Air, Listrik, Gas dan Bahan Bakar 
(X3) 
 Inflasi Harga Sandang (X4) 
 Inflasi Harga Kesehatan (X5) 
 Inflasi Harga Pendidikan, Rekreasi, dan Olahraga (X6) 
 Inflasi Harga Transpor, Komunikasi dan Jasa Keuangan (X7) 
 
3.2 Metode Analisis 
3.2.1 Analisis Regresi Linier Berganda 
 Berikut ini langkah-langkah analisis regresi linier berganda 
pada data inflasi di Indonesia : 
1. Membentuk model regresi linier berganda sesuai 
persamaan (2.4). 
2. Menghitung nilai penduga parameter menggunakan 
MKT sesuai persamaan (2.7). 
3. Menguji signifikansi parameter secara parsial sesuai 
persamaan (2.8). 
4. Pengujian asumsi klasik meliputi asumsi kenormalan 
galat sesuai persamaan (2.9), kehomogenan ragam sesuai 
persamaan (2.10),non-multikolinieritas sesuai persamaan 
(2.12), dan non-autokorelasi sesuai  persamaan (2.13). 
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3.2.2 Analisis Regresi Kuantil 
Berikut ini langkah-langkah analisis regresi kuantil 
pada data inflasi di Indonesia : 
1. Mendeteksi adanya pencilan terhadap peubah prediktor 
(X) sesuai persamaan (2.16) dan pencilan terhadap 
peubah respons (Y) sesuai persamaan (2.17). 
2. Pendugaaan parameter regresi kuantil sesuai persamaan 
(2.20). 
3. Menghitung nilai penduga parameter menggunakan 
metode simpleks sesuai persamaan (2.22) dan 
persamaan (2.23). 
5. Pengujian parameter regresi kuantil menggunakan 
likelihood ratio sesuai persamaan (2.24) dan ujiparsial 
sesuai persamaan (2.25).  
6. Uji Kebaikan Model berdasarkan kuantil yang ditetapkan 
sesuai persamaan (2.26) 
Analisis data menggunakan software SPSS 16 dan SAS 9.3. 



































Gambar 3.1 Diagram Alir Analisis Data Inflasi di Indonesia 
Data Inflasi di Indonesia Tahun 2012-2015 




















Pemodelan Regresi Berganda 
 
Uji Signifikansi Model  



























HASIL DAN PEMBAHASAN 
 
4.1  Statistik Deskriptif 
 
Pada penelitian ini peubah prediktor yang dianggap 
mempengaruhi inflasi umum month to month adalah Inflasi Harga 
Bahan Makanan (X1); Inflasi Harga Makanan Jadi, Minuman, Rokok 
dan Tembakau (X2); Inflasi harga Perumahan, Air, Listrik, Gas dan 
Bahan Bakar (X3); Inflasi Harga Sandang (X4); Inflasi Harga 
Kesehatan (X5); Inflasi Harga Pendidikan, Rekreasi, dan Olahraga 
(X6) dan Inflasi Harga Transpor, Komunikasi dan Jasa Keuangan 
(X7). Pada Tabel 4.1 disajikan rata-rata, nilai maksimum, dan nilai 
minimum. Secara rinci statistik deskriptif dari semua peubah 
disajikan pada Lampiran 3. 
 
Tabel 4.1 Statistik Deskriptif Peubah Respons dan Peubah Prediktor  
Peubah (%) Rata-rata Maksimum Minimum 
Y=Inflasi Umum (%) 0.5088 3.29 -0.36 
X1= Inflasi Harga Bahan 
Makanan (%) 
0.6120 5.46 -2.88 
X2= Inflasi Harga Makanan 
Jadi, Minuman, Rokok dan 
Tembakau (%) 
0.5800 1.96 0.20 
X3= Inflasi Harga 
Perumahan, Air, Listrik, Gas 
dan Bahan Bakar (%) 
0.4550 1.45 0.15 
X4= Inflasi Harga 
Sandang(%) 
0.2445 2.99 -1.22 
X5= Inflasi Harga Kesehatan 
(%) 
0.3540 0.74 0.14 
X6= Inflasi Harga 
Pendidikan, Rekreasi, dan 
Olahraga (%) 
0.3225 1.70 0.02 
X7= Inflasi Harga Transpor, 
Komunikasi dan Jasa 
Keuangan (%) 
0.6430 9.60 -4.04 
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Tabel 4.1 menunjukkan rata-rata inflasi umum month to 
month sebesar 0.5088% di mana inflasi umum tertinggi 3.29% terjadi 
pada Bulan Juli 2013 dan turun sebesar 0.36% pada Februari 2015. 
Sebagian besar  inflasi harga bahan makanan disekitar 0.6120% 
dengan inflasi tertinggi 5.46% pada Bulan Juli 2013 dan turun 
sebesar 2.88% pada September 2013. Rata-rata inflasi harga 
makanan jadi, minuman, rokok dan tembakau disekitar 0.58% 
dengan interval 0.20% sampai 1.96% pada November 2012 sampai 
Desember 2014. Sebagian besar inflasi harga perumahan, air, listrik, 
gas dan bahan bakar sebesar 0.4550%. Paling tinggi terjadi pada 
Bulan Desember 2014 sebesar 1.45% dan paling rendah terjadi pada 
Bulan November 2012 sebesar 0.15%. Rata-rata inflasi harga 
sandang sebesar 0.2445% dengan nilai tertinggi 2.99% dan terendah 
turun sebesar 1.22%. Rata-rata inflasi harga kesehatan adalah 
0.3540%, tertinggi pada Bulan Desember 2014 sebesar 0.74% dan 
terendah pada Bulan September 2012 sebesar 0.14%. Sebagian besar 
inflasi harga penddikan, rekreasi dan olahraga disekitar 0.3225%. 
Paling tinggi 1.70% terjadi Bulan Agustus 2012 dan paling sedikit 
0.02% pada Bulan Mei 2012. Rata-rata inflasi harga transpor, 
komunikasi dan jasa keuangan sebesar 0.6430%, tertinggi pada 
Bulan Juli 2013 sebesar 9.60% dan paling rendah pada Bulan Januari 
2015 turun sebesar 4.04%. 
 
4.2  Pendeteksian Pencilan 
  
 Pada kasus Tingkat Inflasi di Indonesia pada tahun 2012 
hingga April 2015, terdapat beberapa bulan terjadi inflasi  yang 
merupakan pencilan terhadap peubah prediktor (X) dan pencilan 
terhadap peubah respons (Y). Untuk mengetahui pencilan yang 
merupakan pencilan terhadap peubah prediktor (X) dapat dideteksi 
dengan menggunakan Nilai Leverage dengan hipotesis sebagai 
berikut:  
H0 : Pengamatan ke-i bukan pencilan 
 H1 : Pengamatan ke-i adalah pencilan 
 Berdasarkan hasil pendeteksian pencilan pada Lampiran 3, 
didapatkan bahwa terdapat 3 bulan terjadi inflasi yang merupakan 
pencilan terhadap peubah prediktor (X) yaitu pada Bulan Juli 2013, 
Bulan September 2013, dan Bulan Desember 2014. Hasil 
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pendeteksian pencilan menunjukkan bahwa pada ketiga bulan 
tersebut nilai hii lebih besar dari 2 , sehingga tolak H0, maka dapat 
disimpulkan bahwa pengamatan pada ketiga bulan tersebut adalah 
pencilan. 
 Untuk mengetahui pencilan terhadap peubah respon (Y) 
dapat dideteksi menggunakan Studentized Deleted Residual (TRES) 
dengan hipotesis yang sama pada peubah prediktor.  Didapatkan 
bahwa terdapat 2 bulan terjadi inflasi yang merupakan pencilan pada 
peubah respon (Y) yaitu pada Bulan Januari 2015 dan Bulan April 
2015. Berdasarkan hasil pendeteksian pencilan dapat dilihat bahwa 
nilai  TRES , sehingga tolak H0 yang berarti pengamatan 
pada kedua bulan tersebut adalah pencilan. Inflasi pada Bulan Januari 
2015 merupakan salah satu pencilan karena nilai persentase tingkat 
inflasi umum pada bulan ini paling rendah sebesar  -0.24% yang jauh 
dari nilai rata-rata persentase tingkat inflasi umum sebesar 0.5088%. 
Hasil pendeteksian pencilan secara rinci dapat dilihat pada Lampiran 
4. 
 Keberadaan pencilan pada data pengamatan dapat menambah 
error dari ragam dan mengurangi kekuatan uji statistik. Selain itu 
pengaruh yang lain adalah dapat melanggar asumsi normalitas dan 
memberikan hasil pendugaan yang bias. Penggunaan Metode 
Kuadrat Terkecil dapat menyebabkan penduga parameter tidak 
memiliki sifat baik, serta dapat menyebabkan kesalahan kesimpulan 
sehingga perlu dilakukan transformasi data. 
 
4.3 Pengujian Asumsi Klasik 
4.3.1 Asumsi Kenormalan Galat (Sisaan) 
 
 Untuk menguji asumsi kenormalan digunakan uji 
Komogorov-Smirnov. Adapun hipotesis yang melandasi pengujian ini 
adalah :  
 H0 : Galat menyebar normal 
 H1 : Galat tidak menyebar normal 
  
 Pada penelitian ini terdapat pencilan sehingga perlu 
dilakukan transformasi data. Transformasi logaritma dilakukan pada 
peubah respons dan peubah prediktor dengan hasil secara rinci pada 
Lampiran 5. Berdasarkan hasil uji Kolmogorov-Smirnov pada data 
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hasil transformasi didapatkan  (0.1132)  (0.2101) sehingga 
terima H0 yang berarti galat menyebar normal. Hasil pengujian 
kenormalan galat (sisaan) secara rinci dapat dilihat pada Lampiran 6. 
Pendugaan parameter dengan menggunakan MKT dapat dilakukan 
karena galat menyebar normal. 
 
4.3.2 Asumsi Homoskedastisitas 
 Asumsi kehomogenan ragam sisaan dapat dideteksi dengan 
menggunakan nilai statistik uji Glejser dengan hipotesis sebagai 
berikut : 
 H0 : Ragam galat homogen 
 Hi : Ragam galat tidak homogen 
 
Tabel 4.2 Hasil Pengujian Asumsi Homokedastisitas  
Peubah Prediktor p-value Uji F  
X1= Inflasi Harga Bahan Makanan  0.810 1.56 
X2= Inflasi Harga Makanan Jadi, Minuman, 
Rokok dan Tembakau  
0.736 
X3= Inflasi harga Perumahan, Air, Listrik, Gas 
dan Bahan Bakar  
0.355 
X4= Inflasi Harga Sandang 0.086 
X5= Inflasi Harga Kesehatan  0.725 
X6= Inflasi Harga Pendidikan, Rekreasi, dan 
Olahraga  
0.960 
X7= Inflasi Harga Transpor, Komunikasi dan Jasa 
Keuangan  
0.160 
 Berdasarkan hasil pengujian kehomogenan ragam sisaan 
pada Tabel 4.3 diketahui bahwa nilai signifikansi dari ketujuh peubah 
prediktor lebih besar dari nilai alpha (0.05) dan nilai statistik uji F = 
1.56 = 2.33  sehingga dapat diputuskan untuk terima H0, 
maka dapat disimpulkan bahwa asumsi kehomogenan ragam sisaan 
terpenuhi. Hasil pengujian asumsi homokedastisitas secara rinci 
dapat dilihat pada Lampiran 6. 
 
4.3.3 Asumsi Nonmultikolinieritas 
 Untuk menguji asumsi nonmultikolineritas digunakan nilai 
Variance Inflation Factor (VIF). Hasil pegujian asumsi 
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nonmultikolinieritas pada setiap peubah prediktor disajikan pada 
Tabel 4.3. 
Tabel 4.3 Nilai VIF (Variance Inflation Factor) 
Peubah Prediktor VIF 
X1= Inflasi Harga Bahan Makanan  3.1 
X2= Inflasi Harga Makanan Jadi, Minuman, Rokok dan 
Tembakau  
3.5 
X3= Inflasi harga Perumahan, Air, Listrik, Gas dan 
Bahan Bakar  
2.2 
X4= Inflasi Harga Sandang 1.4 
X5= Inflasi Harga Kesehatan  1.8 
X6= Inflasi Harga Pendidikan, Rekreasi, dan Olahraga  1.2 
X7= Inflasi Harga Transpor, Komunikasi dan Jasa 
Keuangan  
4.0 
 Berdasarkan Tabel 4.4 nilai VIF untuk ketujuh peubah 
prediktor masing-masing kurang dari 10, jadi dapat dikatakan bahwa 
tidak terdapat multikolinieritas pada data. 
4.3.4  Asumsi Non Autokorelasi 
 Pemeriksaan asumsi non-autokorelasi dilakukan untuk 
mengetahui kebebasan antar sisaan untuk setiap nilai pengamatan. 
Pendeteksian non-autokorelasi menggunakan statistik uji Durbin-
Watson sesuai dengan persamaan (2.13) dengan hipotesis sebagai 
berikut : 
 H0 : tidak terdapat korelasi antar galat setiap pengamatan 
 H1 : terdapat korelasi antar galat setiap pengamatan 
 Berdasarkan hasil pengujian Durbin-Watson menunjukkan 
bahwa nilai d=2.201>dL=1.230 dan <4-dU dengan dU=1.786 maka 
dapat disimpulkan bahwa H0 diterima, artinya tidak terdapat korelasi 
antar galat pada tiap pengamatan. 
4.4  Regresi Linier Berganda 
Model regresi linier berganda digunakan sebagai pembanding bagi 
model regresi kuantil. Pada model ini, semua peubah prediktor 
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diikutsertakan ke dalam model regresi linier berganda sehingga 
terbentuk model berikut : 
 
 Parameter-parameter yang ada pada model diduga 
menggunakan metode kuadrat terkecil (MKT) dengan bantuan 
software SAS. 
4.4.1  Pendugaan Parameter Model Regresi Linier Berganda 
 Pendugaan parameter regresi linier berganda pada data hasil 
transformasi dengan MKT sesuai persamaan (2.7) disajikan pada 
tabel berikut : 
  
Tabel 4.4 Penduga Parameter Regresi Berganda pada Data Hasil 
Transformasi  
Parameter Koefisisen Salah Baku 
 -0.1040 0.0181 
  0.3130 0.0223 
  0.2670 0.0493 
  0.1250 0.0413 
 -0.0108 0.0203 
 -0.0284 0.0500 
  0.0505 0.0227 
  0.3000 0.0235 
 Model regresi berganda untuk data hasil transformasi adalah 
sebagai berikut : 
 
 
4.4.2  Pengujian Parameter Model Regresi Linier Berganda 
 Setelah koefisien regresi diduga menggunakan metode 
kuadrat terkecil (MKT) kemudian diuji untuk menentukan peubah 
prediktor mana yang berpengaruh nyata terhadap peubah respon 
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sehingga dapat dilibatkan dalam model regresi linier berganda 
sedangkan peubah yang tidak berpegaruh nyata dihilangkan dari 
model. Pengujian dilakukan secara parsial menggunakan statistik uji 
t dengan hipotesis sebagai berikut : 
H0 :  
H1 : ,   j = 1, 2, …, 7 
 Kriteria pengambilan keputusan jika P(  
maka tolak H0, artinya peubah prediktor ke-  berpengaruh nyata 
secara parsial terhadap peubah respon. Sebaliknya apabila p-value 
lebih dari  maka keputusannya terima H0, yang berarti peubah 
prediktor tidak berpengaruh nyata secara parsial. Hasil pengujian 
parameter regresi berganda secara ringkas disajikan dalam Tabel 4.5. 
Tabel 4.5. Hasil Pengujian Parameter Model Regresi Linier Berganda 
Peubah Koefisien  thitung  Keputusan 
Intersep -0.1040 - 5.76 1.694 Terima H0 
  0.3130 13.99 Tolak H0 
  0.2670   5.42 Tolak H0 
  0.1250   3.03 Tolak H0 
 -0.0108 - 0.53 Terima H0 
 -0.0284 - 0.57 Terima H0 
  0.0505   2.22 Tolak H0 
  0.3000 12.76 Tolak H0 
 Berdasarkan statistik uji t, diketahui bahwa secara parsial 
inflasi harga bahan makanan (X1); inflasi harga makanan jadi, 
minuman, rokok dan tembakau (X2); inflasi harga perumahan, air, 
listrik, gas dan bahan bakar (X3); inflasi harga pendidikan, rekreasi, 
dan olahraga (X6) dan inflasi harga transpor, komunikasi dan jasa 
keuangan (X7) berpengaruh nyata terhadap persentase inflasi umum 
month to month. Sedangkan inflasi harga sandang (X4 ) dan inflasi 
harga kesehatan (X5) tidak berpengaruh nyata terhadap persentase 
inflasi umum month to month. Model regresi linier berganda yang 





Model regresi di atas dapat ditulis dalam bentuk persamaan sebagai 
berikut: 
 
  Interpretasi dari model tersebut yaitu persentase inflasi 
umum month to month tidak signifikan pada peubah X4 dan X5. 
Setiap 10% kenaikan inflasi harga bahan makanan  maka akan 
menaikkan persentase tingkat inflasi umum sebesar 2.0559% apabila 
inflasi harga makanan jadi, minuman, rokok dan tembakau; inflasi 
harga perumahan, air, listrik, gas dan bahan bakar ; inflasi harga 
pendidikan, rekreasi, dan olahraga dan inflasi harga transpor, 
komunikasi dan jasa keuangan diasumsikan tetap. Setiap kenaikan 
inflasi harga makanan jadi, minuman, rokok dan tembakau 10% 
maka akan menaikkan persentase inflasi umum sebesar 1.8492%. 
Setiap 10% kenaikan inflasi harga perumahan, air, listrik, gas dan 
bahan bakar maka inflasi umum akan naik sebesar 1.333%. Setiap 
10% kenaikkan inflasi harga pendidikan, rekreasi, dan olahraga maka 
akan menaikkan inflasi umum sebesar 1.123%. Setiap kenaikan 
inflasi harga transpor, komunikasi dan jasa keuangan 10% maka akan 
menaikkan inflasi umum sebesar 1.995%. 
4.5  Regresi Kuantil 
 Pemodelan regresi kuantil merupakan salah satu alternatif 
metode memanfaatkan metode simpleks dalam pendugaan parameter. 
Metode ini bergerak dari titik ekstrim pada daerah fisibel menuju ke 
titik ekstrim optimum. Penentuan solusi optimal dilakukan dengan 
memeriksa titik ekstrim satu per satu dengan cara perhitungan 
iteratif. Sehingga penentuan solusi optimal dengan metode simpleks 
dilakukan tahap demi tahap yang disebut iterasi. Pendugaan 
parameter regresi kuantil secara ringkas disajikan pada Tabel 4.6. 




Tabel 4.6. Penduga Parameter Regresi Kuantil 
Parameter 
Kuantil ( ) 




















































































 (  ) merupakan nilai p 
 Berdasarkan hasil pada Tabel 4.6 terdapat perbedaan 
penduga parameter pada setiap (kuantil). Penduga intersep 
mengalami penurunan dari 0.10 ke 0.50 kemudian meningkat 
dengan bertambahnya nilai kuantil. Penduga parameter inflasi harga 
bahan makanan menurun dari 0.10 ke 0.25 kemudian 
meningkat lagi sampai  0.75 dan mengalami penurunan pada 
0.90. Penduga parameter inflasi harga makanan jadi, minuman, 
rokok dan tembakau meningkat sampai 0.50 kemudian menurun 
seiring bertambahnya nilai kuantil.  Penduga parameter inflasi harga 
perumahan, air, listrik, gas dan bahan bakar menurun seiring 
bertambahnya nilai kuantil. Penduga parameter inflasi harga sandang 
menurun dari 0.10 ke 0.25 kemudan meningkat sampai 
0.75 dan murunan lagi pada 0.90. Penduga parameter inflasi 
harga kesehatan meningkat dari 0.10 sampai 0.75 kemudian 
menurun pada 0.90. Penduga parameter inflasi harga pendidikan, 
rekreasi, dan olahraga meningkat dari 0.10 ke 0.25 kemudian 
menurun sampai 0.75 dan meningkat lagi pada 0.90. Penduga 
parameter inflasi harga transpor, komunikasi dan jasa keuangan 
menurun dari 0.10 sampai 0.50 kemudian meningkat seiring 
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bertambahnya nilai kuantil. Perbedaan penduga parameter pada 
setiap  mengindikasikan data pada penelitian ini cocok dimodelkan 
menggunakan regresi kuantil. Regresi ini menduga parameter pada 
berbagai nilai kuantil. Regresi kuantil bersifat fleksibel dan cocok 
diterapkan pada data yang tidak simetris akibat pencilan.  







4.6 Pengujian Parameter Regresi Kuantil 
 Pengujian parameter regresi kuantil dilandasi hipotesis: 
H0 :  (semua peubah prediktor 
tidak memberikan 
pengaruh pada model) 
H1 : paling tidak terdapat satu  dimana   
 Tabel 4.7 merupakan statistik uji Likelihood Ratio (LR) 
untuk berbagai nilai kuantil. Hasil pengujian secara rinci dapat dilihat 




Tabel 4.7. Hasil Pengujian LR berbagai Nilai Kuantil 
Kuantil Statistik 
Uji LR 
p-value  Keputusan 
0.10 717.621 <.0001 14.07 Tolak H0 
0.25 511.877 <.0001 Tolak H0 
0.50 1165.635 <.0001 Tolak H0 
0.75 1073.217 <.0001 Tolak H0 
0.90 18236.213 <.0001 Tolak H0 
 Berdasarkan Tabel 4.7 dapat dilihat bahwa p-value < 0.05, 
sehingga H0 ditolak, artinya terdapat paling sedikit satu peubah 
prediktor yang memberikan pengaruh pada model.  
 Uji parsial dilakukan untuk mengetahui pengaruh setiap 
peubah prediktor terhadap peubah respon secara parsial, dilandasi 
pada hipotesis: 
H0 :  (peubah prediktor ke-  kuantil ke-  tidak 
memberikan pengaruh pada model) 
H1 :  (peubah prediktor ke-  kuantil ke-  
memberikan pengaruh pada model) 
Berdasarkan pengujian parsial pada Tabel 4.7 dapat 
dikatakan bahwa peubah inflasi harga bahan makanan dan inflasi 
harga transpor, komunikasi dan jasa keuangan berpengaruh terhadap 
inflasi umum. Peubah inflasi harga makanan jadi, minuman, rokok 
dan tembakau pada model regresi kuantil ke 0.10; 0.25 dan 0.90 
tidak berpengaruh terhadap inflasi umum, pada model regresi kuantil 
ke 0.50 dan 0.75 berpengaruh terhadap inflasi umum. Peubah 
inflasi harga perumahan, air, listrik, gas dan bahan bakar pada mdel 
regresi kuantil ke 0.10 tidak berpengaruh terhadap inflasi umum, 
sedangkan pada model regresi kuantil ke 0.25; 0.50; 0.75 dan 
0.90 berpengaruh terhadap inflasi umum. Peubah inflasi harga 
sandang pada model regresi kuantil ke 0.10 dan 0.90 tidak 
36 
 
berpengaruh terhadap inflasi umum, mdel regresi kuantil ke 0.25; 
0.50 dan 0.75 berpengaruh terhadap inflasi umum. Peubah inflasi 
harga pendidikan, rekreasi, dan olahraga pada model regresi kuantil 
ke 0.10; 0.25; dan 0.90 tidak berpengaruh terhadap model, model 
regresi kuantil ke 0.50 dan 0.75 berpengaruh terhadap model. 
Sedangkan peubah inflasi harga kesehatan tidak berpengaruh 
terhadap inflasi umum, sehingga dapat dikatakan bahwa H0 diterima. 
Regresi kuantil merupakan metode bebas asumsi sehingga 
lebih cocok diterapkan pada data yang mengandung pencilan. 
Regresi kuantil menduga tidak hanya pada pusat sebaran tetapi pada 
atas dan bawah sebaran sehingga dapat memberi gambaran yang 
lengkap tentang data.  
4.7  Pengujian Kebaikan Model   
 Uji kebaikan Model dilakukan untuk memilih model terbaik 
dari beberapa model regresi kuantil yang dibentuk. Uji kebaikan 
model pada regresi kuantil menggunakan QVSS (Quantile 
verification Skill Score). Nilai QVSS setara dengan R
2
 pada regresi 
berganda dengan MKT. Hasil QVSS disajikan pada Tabel 4.8, secara 
rincian dapat dilihat pada Lampiran 9.  









 Hasil perhitungan QVSS tertinggi pada model regresi kuantil 
ke 0.75. Hal ini menunjukkan bahwa 95.59% inflasi umum dapat 
dijelaskan oleh peubah-peubah yang mempengaruhi sedangkan 
sisanya dijelaskan oleh peubah lain. 
 Ada dua model yang terbentuk dalam penelitian ini, 
diantaranya model regresi kuantil dan model regresi linier berganda. 
Sesuai hasil perhitungan QVSS pada model regresi kuantil 
didapatkan nilai QVSS tertinggi pada model regresi kuantil ke 
0.75. Nilai tersebut akan dibandingkan degan R
2
  pada regresi 
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berganda yang setara dengan nilai QVSS pada regresi kuantil. 
Perbandingan model disajikan dalam Tabel 4.9. 
Tabel 4.9. Hasil Perhitungan QVSS (R
2




Regresi Linier Berganda 0.9048 
Regresi Kuantil 0.9559 
 Hasil pengujian pada Tabel. 4.9 menunjukkan bahwa nilai 
QVSS (R
2
) pada regresi kuantil sebesar 0.9559 lebih tinggi 
dibandingkan nilai QVSS (R
2
) pada regresi linier berganda sebesar 
0.9048. Artinya, model regresi kuantil lebih sesuai digunakan 
daripada model regresi linier berganda untuk data inflasi umum. 
Berikut ini model regresi kuantil untuk data inflasi umum tahun 2012 
sampai April 2015: 
 
4.8  Interpretasi Model Regresi Kuantil 
 Interpretasi model regresi kuantil sama seperti regresi 
berganda pada umumnya. Model regresi kuantil ke 0.75 dipilih 
sebagai model terbaik karena memberikan nilai QVSS paling tinggi. 
Interpretasi dari model regresi kuantil 0.75: 
 Persentase inflasi umum month to month tidak signifikan 
pada peubah X5 dengan p-value lebih besar dari alpha (0.05). 
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga bahan makanan sebesar 1% akan menaikkan 
inflasi umum sebesar 0.2434%  apabila inflasi harga 
makanan jadi, minuman, rokok dan tembakau; inflasi harga 
perumahan, air, listrik, gas dan bahan bakar; inflasi harga 
sandang; inflasi harga pendidikan, rekreasi, dan olahraga dan 
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inflasi harga transpor, komunikasi dan jasa keuangan 
diasumsikan tetap. Peubah inflasi harga bahan makan tidak 
berpengaruh terhadap peubah respons 
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga makanan jadi, minuman, rokok dan tembakau 
sebesar 1% akan menaikkan inflasi umum sebesar 0.1416% 
dengan menganggap peubah inflasi harga bahan makanan; 
inflasi harga perumahan, air, listrik, gas dan bahan bakar; 
inflasi harga sandang; inflasi harga pendidikan, rekreasi, dan 
olahraga dan inflasi harga transpor, komunikasi dan jasa 
keuangan konstan. Peubah inflasi harga makanan jadi, 
minuman, rokok dan tembakau tidak berpengaruh terhadap 
peubah respons. 
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga perumahan, air, listrik, gas dan bahan bakar 
sebesar 1% akan menaikkan inflasi umum sebesar 0.2240% 
dengan mengangggap peubah inflasi harga bahan makanan; 
inflasi harga makanan jadi, minuman, rokok dan tembakau; 
inflasi harga sandang; inflasi harga pendidikan, rekreasi, dan 
olahraga dan inflasi harga transpor, komunikasi dan jasa 
keuangan konstan. Peubah inflasi harga perumahan, air, 
listrik, gas dan bahan bakar tidak berpengaruh terhadap 
peubah respons. 
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga sandang sebesar 1% akan menaikkan inflasi 
umum sebesar 0.0745% denga menganggap peubah inflasi 
harga bahan makanan; inflasi harga makanan jadi, minuman, 
rokok dan tembakau; inflasi harga perumahan, air, listrik, gas 
dan bahan bakar; inflasi harga pendidikan, rekreasi, dan 
olahraga dan inflasi harga transpor, komunikasi dan jasa 
keuangan konstan. Peubah inflasi harga sandang tidak 
berpengaruh terhadap peubah respons. 
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga pendidikan, rekreasi, dan olahraga sebesar 1% 
akan menaikkan  inflasi umum sebesar 0.0670% dengan 
menganggap peubah inflasi harga bahan makanan; inflasi 
harga makanan jadi, minuman, rokok dan tembakau; inflasi 
harga perumahan, air, listrik, gas dan bahan bakar; inflasi 
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harga sandang dan inflasi harga transpor, komunikasi dan 
jasa keuangan konstan. Peubah inflasi harga pendidikan, 
rekreasi, dan olahraga tidak berpengaruh terhadap peubah 
respons.  
 Dari 75% kelompok data didapatkan bahwa setiap kenaikan 
inflasi harga transpor, komunikasi dan jasa keuangan sebesar 
1% akan menaikkan inflasi umum sebesar 0.1671% dengan 
menganggap peubah inflasi harga bahan makanan; inflasi 
harga makanan jadi, minuman, rokok dan tembakau; inflasi 
harga perumahan, air, listrik, gas dan bahan bakar; inflasi 
harga sandang dan inflasi harga pendidikan, rekreasi, dan 
olahraga konstan. Peubah inflasi harga transpor, komunikasi 









































5.1  Kesimpulan  
 Berdasarkan hasil dan pembahasan, dapat diambil 
kesimpulan berikut : 
1. Faktor-faktor  yang mempengaruhi persentase inflasi umum 
month to month tahun 2012 sampai April 2015 adalah inflasi 
harga bahan makanan; inflasi harga makanan jadi, minuman, 
rokok dan tembakau; inflasi harga perumahan, air, listrik, gas 
dan bahan bakar; inflasi harga sandang; inflasi harga 
pendidikan, rekreasi, dan olahraga  dan inflasi harga 
transpor, komunikasi dan jasa keuangan. Sedangkan untuk 
peubah inflasi harga kesehatan tidak berpengaruh terhadap 
persentase inflasi umum. Model yang digunakan adalah 
model regresi pada kuantil 0.75 karena memiliki nilai QVSS 
yang tinggi.  Berikut ini model regresi kuantil untuk inflasi 




2. Berdasarkan uji kesesuaian model menggunakan nilai QVSS 
pada regresi kuantil yang setara dengan R
2
 pada regresi 
berganda, dapat disimpulkan bahwa model regresi kuantil 
lebih sesuai daripada model regresi linier berganda untuk 
data inflasi umum month to month tahun 2012 sampai April 
2015. 
 
5.2  Saran  
 Kelemahan dari  penelitian ini nilai R
2
 yang dihasilkan kedua 
model memiliki selisih yang  sedikit. Kepada para peneliti 
selanjutnya disarankan untuk menambah atau mencari faktor-faktor 
lain yang berpengaruh terhadap persentase inflasi umum agar nilai R
2
 





Boediono. 1996. Teori Pertumbuhan Eknomi Seri Sinopsis. BPFE. 
Yogyakarta. 
 
Bowerman, B.L., and R.T. O’Connel. 1990. Linear Statistical 
Models An Applied Approach Second Edition. PWS Kent 
Publishing Company. Boston. 
 
BPS. 2015. Indeks Harga Konsumen 2012-2015. Badan Pusat 
Statistik. Indonesia. 
BPS. 2015. Inflasi  2012-2015. Badan Pusat Statistik. Indonesia. 
Daniel, W.W. 1989. Statistika Non Parametrik Terapan. Penerjemah. 
PT Gramedia. Jakarta 
Draper, N.R. dan Smith, H. 1992. Analisis Regresi Terapan Edisi 2. 
Terjemahan Bambang Sumantri. Jakarta : PT Gramedia 
Pustaka Utama. 
Friederichs, P. dan A. Hense. 2007. Statistical Downscaling of 
Extreme Precipitation Events Using Cencored Quantile 
Regression. American Meteorological Society 135. 
Gujarati, D.N.2004. Basic Econometric. Mc Graw Hill. Newyork. 
Hamin, A. dan A. Djuraidah. 2014. Quantile Regression in Statistical 
down scaling to estimate extreme monthly rainfall. Sience 
Journal of Applied Statistics.2(3): 66-70 
http://www.sciencepublishinggroup.com/j/sjams. Diakses 20 
Juli 2015. 
 
Hidayat, A. 2010. Analisis Faktor-Faktor yang Mempengaruhi 




Koenker, R. dan Hallock, K.F. 2001. Quantile Regression. The 
Journal of Economic Perspective. Vol.15, No.4, pp. 143-156. 
American Economic Acossiation. 
Koenker, R. 2005. Quantile Regression. Cambridge University Press. 
New York. 
Manullang, 1993. Ekonomi Moneter. Ghalia Indonesia. Jakarta. 
Montgomery, D.C. and E.A. Peck. 1992. Introduction To Linear 
Regression Analysis. Second Edition. John Willey and Sons. 
Inc. Newyork. 
 
Myers and Raymond, H. 1990. Classical and Modern Regression 
with Application, Second Edition. PWS-Kent Publishing 
Company. 
 
Pramudita, A. 2012. Analisis Faktor-Faktor ynag Mempengaruhi 
Inflasi di Indonesia Tahun 2001-2010. Malang : Program 
Sarjana. Universitas Brawijaya. 
 
Rahardja, P. 1997. Uang dan Perbankan. Jakarta: Rineka Cipta. 
 
Samuelson P.A dan Nordhaus W. 2000. Macro Economi. Cetakan 
Pertama. Erlangga. Jakarta. 
 
Santoso, S. 2003. Statistik Deskriptif Konsep dan Aplikasi dengan 
Ms. Excel dan SPSS. Ygyakarta: Penerbit Andi. 
 
Sembiring, R. 1995. Analisis Regresi. Edisi Kedua. Penerbit ITB. 
Bandung. 
 
Susanto, I. 2014. Analisis Pengaruh PDRB, Penduduk, Dan Inflasi 
Terhadap Pendapatan Asli Daerah (PAD). Malang : 





Tripena, A. 2011. Peramalan Indeks Harga Konsumen dan Inflasi 
Indonesia dengan Metode ARIMA Box-Jenkins, Jurnal 
Magistra, (Online), XXIII(75) : 11-12. (http://journal-
unwidha.ac.id/index.php/magistra/article/download/70/32. 
Diakses tanggal 09 Maret 2015. 
 
Wardana, D. 2011. Analisis Pengaruh Inflasi, SBI Rate, Nilai Tukar 
Rupiah /USD Terhadap Yield Surat Utang Negara. Malang : 
Program Sarjana. Universitas Brawijaya. 
 
Webster, A. 2013. Introductory Regression Analysis With Computer 
Application for Business and Economics. New York :  
Routledge. 
 
Wiwin, P. 2009. Pengaruh Tingkat Inflasi, Suku Bunga Sertifikat 
Bank Indonesia (SBI), Nilai Kurs Dollar AS (USD) Terhadap 
IHSG Di Bursa Efek Indonesia Periode Tahun 2006-2008. 















Lampiran 1. Data Inflasi Umum month to month (Y); Inflasi Harga 
Bahan Makanan (X1); Inflasi Harga Makanan Jadi, Minuman, Rokok 
dan Tembakau (X2); Inflasi harga Perumahan, Air, Listrik, Gas dan 
Bahan Bakar (X3); Inflasi Harga Sandang (X4); Inflasi Harga 
Kesehatan (X5); Inflasi Harga Pendidikan, Rekreasi, dan Olahraga 
(X6) dan Inflasi Harga Transpor, Komunikasi dan Jasa Keuangan 
(X7) dalam persen (%). 
Tahun/ 
Bulan 
Y X1 X2 X3 X4 X5 X6 X7 
Jan-2012 0.76 1.85 0.65 0.54 -0.08 0.51 0.15 0.23 
Feb-2012 0.05 -0.73 0.34 0.27 1.22 0.15 0.08 0.06 
Mar2012 0.07 -0.33 0.46 0.20 0.15 0.16 0.07 0.10 
Apr-2012 0.21 0.12 0.62 0.24 -0.46 0.23 0.06 0.21 
Mei-2012 0.07 -0.15 0.40 0.18 -0.22 0.18 0.02 0.07 
Jun-2012 0.62 1.57 0.48 0.36 0.39 0.21 0.11 0.03 
Jul-2012 0.7 1.68 0.89 0.16 0.18 0.42 0.56 0.31 
Ags-2012 0.95 1.48 0.67 0.26 0.86 0.24 1.70 1.50 
Sep-2012 0.01 -0.92 0.57 0.35 1.47 0.14 1.07 -0.8 
Okt-2012 0.16 -0.43 0.38 0.42 0.94 0.25 0.21 -0.02 
Nov2012 0.07 -0.13 0.20 0.15 -0.10 0.21 0.06 0.23 
Des-2012 0.54 1.59 0.29 0.17 0.24 0.18 0.05 0.26 
Jan-2013 1.03 3.39 0.46 0.56 0.25 0.29 0.05 -0.28 
Feb-2013 0.75 2.08 0.47 0.82 -0.59 0.56 0.19 0.08 
Mar-2013 0.63 2.04 0.40 0.21 -0.70 0.24 0.12 0.19 
Apr-2013 -0.10 -0.80 0.30 0.41 -1.13 0.22 0.15 0.10 
Mei-2013 -0.03 -0.83 0.35 0.75 -1.22 0.23 0.06 0.05 
Jun-2013 1.03 1.17 0.67 0.21 -0.29 0.23 0.04 3.80 
Jul-2013 3.29 5.46 1.55 0.44 -0.09 0.40 0.69 9.60 
Ags-2013 1.12 1.75 0.68 0.66 1.81 0.37 1.36 0.95 
Sep-2013 -0.35 -2.88 0.78 0.61 2.99 0.27 0.71 -0.79 
Okt-2013 0.09 -0.62 0.55 0.26 -0.56 0.33 0.31 0.53 
Nov2013 0.12 -0.47 0.27 0.68 -0.03 0.34 0.11 0.02 





Lampiran 1. (Lanjutan) 
Tahun/ 
Bulan 
Y X1 X2 X3 X4 X5 X6 X7 
Jan-2014 1.07 2.77 0.72 1.01 0.55 0.72 0.28 0.20 
Feb-2014 0.26 0.36 0.43 0.17 0.57 0.28 0.17 0.15 
Mar-2014 0.08 -0.44 0.43 0.16 0.08 0.41 0.14 0.24 
Apr-2014 -0.02 -1.09 0.45 0.25 -0.25 0.61 0.24 0.20 
Mei-2014 0.16 -0.15 0.35 0.23 0.12 0.41 0.07 0.21 
Jun-2014 0.43 0.99 0.32 0.38 0.30 0.36 0.08 0.21 
Jul-2014 0.93 1.94 1.00 0.45 0.85 0.39 0.45 0.88 
Ags-2014 0.47 0.36 0.52 0.73 0.23 0.33 1.58 -0.12 
Sep-2014 0.27 -0.17 0.51 0.77 -0.17 0.29 0.68 -0.24 
Okt-2014 0.47 0.25 0.43 1.04 0.21 0.60 0.23 0.16 
Nov2014 1.50 2.15 0.71 0.49 -0.08 0.43 0.08 4.29 
Des-2014 2.46 3.22 1.96 1.45 0.64 0.74 0.36 5.55 
Jan-2015 -0.24 0.60 0.65 0.80 0.85 0.66 0.26 -4.04 
Feb-2015 -0.36 -1.47 0.45 0.41 0.52 0.39 0.14 -1.53 
Mar-2015 0.17 -0.73 0.61 0.29 -0.08 0.64 0.10 0.77 













Lampiran 2. Koding SAS  
Regresi Berganda 







input Y X1 X2 X3 X4 X5 X6 X7; 
run; 
 
proc reg data=DatatransIhk alpha=.05; 
     model Y=X1 X2 X3 X4 X5 X6 X7 / DW; 
     model Y=X1 X2 X3 X4 X5 X6 X7 / VIF; 
run; 
proc reg data=DatatransIhk alpha=.05; 
ALL_REG: model Y=X1 X2 X3 X4 X5 X6 X7 / 
selection=rsquare; 
run; 
proc reg data=DatatransIhk; 




input Y X1 X2 X3 X4 X5 X6 X7 res absres; 
run; 
 
proc reg data=DatatransIhk alpha=.05; 
     model absres=X1 X2 X3 X4 X5 X6 X7 / VIF; 
run; 
proc reg data=DatatransIhk alpha=.05; 
ALL_REG: model absres=X1 X2 X3 X4 X5 X6 X7 / 
selection=rsquare; 
run; 
proc reg data=DatatransIhk; 
model absres=X1 X2 X3 X4 X5 X6 X7/ selection=P R 
CLI CLM; 
run; 
proc reg data=DatatransIhk; 
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Lampiran 2. (Lanjutan) 
 
FORWARD: model absres=X1 X2 X3 X4 X5 X6 X7 / 
selection=forward; 
BACKWARD: model absres=X1 X2 X3 X4 X5 X6 X7  / 
selection=backward; 
STEPWISE: model absres=X1 X2 X3 X4 X5 X6 X7  / 
selection=stepwise; 
end; 
proc univariate data=DatatransIhk; 
var res; 












input Y X1 X2 X3 X4 X5 X6 X7; 
run; 
 
proc quantreg data=DataIhk alpha=.05 
algorithm=simplex ci=resampling; 
     model Y=X1 X2 X3 X4 X5 X6 X7 / quantile=.75; 
     test X1 X2 X3 X4 X5 X6 X7 / wald lr; 
run; 
proc quantreg data=DataIhk alpha=.05 
algorithm=simplex ci=resampling; 
model Y= / quantile=.75; 
output out=intmodel res=resint; 
run; 
proc quantreg data=intmodel; 
model Y=X1 X2 X3 X4 X5 X6 X7/ quantile=.75; 





Lampiran 2. (Lanjutan) 
 
set fullmodel end=lastrow; 
sresfull+abs(resfull); 
sresint+abs(resint); 























Lampiran 3. Statistik Deskriptif 
Descriptive Statistics 
 N Minimum Maximum Mean 
x1 40 -2.88 5.46 .6120 
x2 40 .20 1.96 .5800 
x3 40 .15 1.45 .4550 
x4 40 -1.22 2.99 .2445 
x5 40 .14 .74 .3540 
x6 40 .02 1.70 .3225 
x7 40 -4.04 9.60 .6430 
Y 40 -.36 3.29 .5088 





Lampiran 4. Pendeteksian Pencilan 
 










Jan-12 0.031 0.931 0.081 0.010 0.277 0.400 FALSE 0.931 2.037 FALSE 
Feb-12 -0.001 -0.035 0.169 0.000 -0.016 0.400 FALSE 0.035 2.037 FALSE 
Mar-12 -0.014 -0.418 0.084 0.002 -0.126 0.400 FALSE 0.418 2.037 FALSE 
Apr-12 0.008 0.238 0.135 0.001 0.094 0.400 FALSE 0.238 2.037 FALSE 
Mei-12 -0.013 -0.395 0.080 0.002 -0.116 0.400 FALSE 0.395 2.037 FALSE 
Jun-12 0.042 1.311 0.103 0.024 0.444 0.400 FALSE 1.311 2.037 FALSE 
Jul-12 0.012 0.402 0.249 0.007 0.232 0.400 FALSE 0.402 2.037 FALSE 
Ags-12 -0.019 -0.696 0.360 0.035 -0.522 0.400 FALSE 0.696 2.037 FALSE 
Sep-12 0.013 0.425 0.188 0.005 0.204 0.400 FALSE 0.425 2.037 FALSE 
Okt-12 0.015 0.445 0.092 0.003 0.142 0.400 FALSE 0.445 2.037 FALSE 
Nov-12 -0.027 -0.804 0.081 0.007 -0.239 0.400 FALSE 0.804 2.037 FALSE 
Des-12 0.000 0.003 0.135 0.000 0.001 0.400 FALSE 0.003 2.037 FALSE 
Jan-13 0.044 1.525 0.256 0.096 0.895 0.400 FALSE 1.525 2.037 FALSE 
Feb-13 -0.025 -0.791 0.163 0.015 -0.349 0.400 FALSE 0.791 2.037 FALSE 
Mar-13 0.024 0.735 0.141 0.011 0.297 0.400 FALSE 0.735 2.037 FALSE 
Apr-13 -0.034 -1.085 0.177 0.032 -0.503 0.400 FALSE 1.085 2.037 FALSE 
Mei-13 -0.021 -0.736 0.305 0.030 -0.488 0.400 FALSE 0.736 2.037 FALSE 
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Jun-13 -0.053 -1.688 0.132 0.051 -0.659 0.400 FALSE 1.688 2.037 FALSE 
Jul-13 -0.043 -1.878 0.530 0.461 -1.995 0.400 YES 1.878 2.037 FALSE 
Ags-13 0.051 1.800 0.272 0.141 1.099 0.400 FALSE 1.800 2.037 FALSE 
Sep-13 -0.045 -1.940 0.494 0.423 -1.918 0.400 YES 1.940 2.037 FALSE 
Okt-13 -0.009 -0.275 0.119 0.001 -0.101 0.400 FALSE 0.275 2.037 FALSE 
Nov-13 -0.007 -0.212 0.131 0.001 -0.082 0.400 FALSE 0.212 2.037 FALSE 
Des-13 0.034 1.079 0.159 0.027 0.469 0.400 FALSE 1.079 2.037 FALSE 
Jan-14 -0.047 -1.625 0.245 0.102 -0.926 0.400 FALSE 1.625 2.037 FALSE 
Feb-14 -0.023 -0.700 0.068 0.005 -0.189 0.400 FALSE 0.700 2.037 FALSE 
Mar-14 -0.002 -0.074 0.094 0.000 -0.024 0.400 FALSE 0.074 2.037 FALSE 
Apr-14 0.037 1.249 0.257 0.066 0.734 0.400 FALSE 1.249 2.037 FALSE 
Mei-14 0.011 0.332 0.083 0.001 0.100 0.400 FALSE 0.332 2.037 FALSE 
Jun-14 -0.028 -0.834 0.086 0.008 -0.256 0.400 FALSE 0.834 2.037 FALSE 
Jul-14 -0.030 -0.954 0.140 0.019 -0.385 0.400 FALSE 0.954 2.037 FALSE 
Ags-14 -0.002 -0.057 0.357 0.000 -0.042 0.400 FALSE 0.057 2.037 FALSE 
Sep-14 0.034 1.071 0.158 0.027 0.464 0.400 FALSE 1.071 2.037 FALSE 
Okt-14 0.010 0.323 0.244 0.004 0.183 0.400 FALSE 0.323 2.037 FALSE 
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Nov-14 0.006 0.198 0.171 0.001 0.090 0.400 FALSE 0.198 2.037 FALSE 
Des-14 0.039 1.954 0.629 0.745 2.546 0.400 YES 1.954 2.037 FALSE 
Jan-15 -0.065 -2.583 0.362 0.402 -1.945 0.400 FALSE 2.583 2.037 Pencilan 
Feb-15 0.021 0.633 0.094 0.005 0.204 0.400 FALSE 0.633 2.037 FALSE 
Mar-15 0.013 0.443 0.244 0.008 0.252 0.400 FALSE 0.443 2.037 FALSE 
Apr-15 0.064 2.105 0.132 0.076 0.820 0.400 FALSE 2.105 2.037 Pencilan 
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Jan-12 0.548 0.664 0.364 0.281 0.610 0.090 0.407 1.016 
Feb-12 0.627 0.857 0.418 0.338 0.442 0.201 0.418 1.023 
Mar-12 0.625 0.832 0.398 0.352 0.584 0.199 0.420 1.021 
Apr-12 0.611 0.802 0.369 0.344 0.648 0.179 0.422 1.017 
Mei-12 0.625 0.820 0.408 0.356 0.624 0.193 0.428 1.022 
Jun-12 0.565 0.689 0.394 0.320 0.556 0.185 0.413 1.024 
Jul-12 0.555 0.679 0.316 0.360 0.581 0.121 0.330 1.012 
Ags-12 0.524 0.697 0.360 0.340 0.496 0.176 0.000 0.959 
Sep-12 0.631 0.868 0.378 0.322 0.401 0.204 0.212 1.057 
Okt-12 0.616 0.838 0.412 0.307 0.484 0.173 0.396 1.026 
Nov-12 0.625 0.819 0.441 0.362 0.612 0.185 0.422 1.016 
Des-12 0.574 0.688 0.427 0.358 0.574 0.193 0.423 1.015 
Jan-13 0.513 0.487 0.398 0.276 0.573 0.161 0.423 1.037 
Feb-13 0.549 0.641 0.396 0.212 0.661 0.072 0.400 1.022 
Mar-13 0.563 0.645 0.408 0.350 0.671 0.176 0.412 1.017 
Apr-13 0.642 0.861 0.425 0.310 0.709 0.182 0.407 1.021 
Mei-13 0.635 0.863 0.417 0.230 0.717 0.179 0.422 1.023 
Jun-13 0.513 0.723 0.360 0.350 0.631 0.179 0.425 0.833 
Jul-13 0.000 0.000 0.149 0.303 0.611 0.127 0.303 0.000 
Ags-13 0.501 0.673 0.358 0.253 0.338 0.137 0.127 0.985 
Sep-13 0.667 0.970 0.338 0.265 0.000 0.167 0.299 1.057 
Okt-13 0.623 0.850 0.382 0.340 0.658 0.149 0.378 1.003 
Nov-13 0.620 0.841 0.430 0.248 0.604 0.146 0.413 1.024 
Des-13 0.573 0.754 0.348 0.303 0.582 0.199 0.422 1.002 
Jan-14 0.508 0.567 0.350 0.158 0.537 0.009 0.384 1.017 
Feb-14 0.605 0.785 0.403 0.358 0.534 0.164 0.403 1.019 
Mar-14 0.624 0.839 0.403 0.360 0.592 0.124 0.408 1.015 
Apr-14 0.634 0.878 0.400 0.342 0.627 0.053 0.391 1.017 
Mei-14 0.616 0.820 0.417 0.346 0.588 0.124 0.420 1.017 
Jun-14 0.587 0.738 0.422 0.316 0.567 0.140 0.418 1.017 
Jul-14 0.526 0.655 0.292 0.301 0.497 0.130 0.352 0.988 
Ags-14 0.582 0.785 0.387 0.236 0.575 0.149 0.049 1.030 
Sep-14 0.604 0.822 0.389 0.225 0.619 0.161 0.305 1.035 
Okt-14 0.582 0.793 0.403 0.149 0.577 0.057 0.393 1.019 
Nov-14 0.446 0.634 0.352 0.292 0.610 0.117 0.418 0.800 
Des-14 0.262 0.511 0.000 0.000 0.525 0.000 0.369 0.703 
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Jan-15 0.656 0.768 0.364 0.217 0.497 0.033 0.387 1.166 
Feb-15 0.667 0.899 0.400 0.310 0.540 0.130 0.408 1.084 
Mar-15 0.615 0.857 0.371 0.334 0.610 0.041 0.415 0.993 



















Lampiran 6. Penduga Parameter Regresi Berganda dengan MKT 
pada Data Transformasi 
 
The SAS System 
 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Y Y 
Number of Observations Read 40 
Number of Observations Used 40 
 
Analysis of Variance 




F Value Pr > F 
Model 7 0.52533 0.07505 455.91 <.0001 
Error 32 0.00527 0.00016461     
Corrected Total 39 0.53059       
 
Root MSE 0.01283 R-Square 0.9408 
Dependent Mean 0.56594   
Coeff Var 2.26705     
 
Parameter Estimates 




t Value Pr > |t| Variance 
Inflation 
Intercept Intercept 1 -0.10433 0.01810 -5.76 <.0001 0 
X1 X1 1 0.31267 0.02235 13.99 <.0001 3.10999 
X2 X2 1 0.26716 0.04932 5.42 <.0001 3.47511 
X3 X3 1 0.12529 0.04135 3.03 0.0048 2.20195 








t Value Pr > |t| Variance 
Inflation 
X5 X5 1 -0.02843 0.05001 -0.57 0.5736 1.79520 
X6 X6 1 0.05051 0.02273 2.22 0.0335 1.23594 
X7 X7 1 0.29980 0.02350 12.76 <.0001 4.00248 
 
The SAS System 
 
The UNIVARIATE Procedure 
Fitted Normal Distribution for RES (RES) 
Goodness-of-Fit Tests for Normal Distribution 
Test Statistic p Value 
Kolmogorov-Smirnov D 0.11321587 Pr > D >0.150 
Cramer-von Mises W-Sq 0.07030818 Pr > W-Sq >0.250 
Anderson-Darling A-Sq 0.50687521 Pr > A-Sq 0.198 
 
 
The SAS System 
 
The REG Procedure 
Model: MODEL1 
Dependent Variable: Y Y 
Durbin-Watson D 2.201 
Number of Observations 40 




Lampiran 6. (Lanjutan) 
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The SAS System 
 
The REG Procedure 
Model: MODEL1 
Dependent Variable: ABSRES ABSRES 
Number of Observations Read 40 
Number of Observations Used 40 
 
Analysis of Variance 






Pr > F 
Model 7 0.00060161 0.00008594 1.56 0.1832 
Error 32 0.00176 0.00005509     
Corrected 
Total 
39 0.00236       
Parameter Estimates 




t Value Pr > |t| Variance 
Inflation 
Intercept Intercept 1 0.04168 0.01047 3.98 0.0004 0 
X1 X1 1 0.00314 0.01293 0.24 0.8097 3.10999 
X2 X2 1 0.00971 0.02853 0.34 0.7358 3.47511 
X3 X3 1 -0.02247 0.02392 -0.94 0.3546 2.20195 
X4 X4 1 -0.02088 0.01178 -1.77 0.0859 1.37413 
X5 X5 1 -0.01028 0.02893 -0.36 0.7248 1.79520 
X6 X6 1 -0.00067307 0.01315 -0.05 0.9595 1.23594 
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Lampiran 7. Regresi Kuantil 
 
0.10 
The SAS System 
 
The QUANTREG Procedure 
Model Information 
Data Set WORK.DATAIHK   
Dependent Variable Y Y 
Number of Independent Variables 7   
Number of Observations 40   
Optimization Algorithm Simplex   
Method for Confidence Limits Resampling   
 Quantile and Objective Function 
Quantile 0.1 
Objective Function 0.1728 
Predicted Value at Mean 0.4696 
 
Parameter Estimates 




t Value Pr > |t| 
Intercept 1 0.0287 0.1082 -0.1916 0.2490 0.27 0.7926 
X1 1 0.2460 0.0281 0.1887 0.3032 8.75 <.0001 
X2 1 0.0766 0.2704 -0.4742 0.6274 0.28 0.7787 
X3 1 0.2847 0.1927 -0.1077 0.6772 1.48 0.1493 
X4 1 0.0685 0.0649 -0.0636 0.2006 1.06 0.2987 
X5 1 -0.1083 0.3678 -0.8575 0.6410 -0.29 0.7704 
X6 1 0.0814 0.2119 -0.3501 0.5130 0.38 0.7033 






The SAS System 
 
The QUANTREG Procedure 
Model Information 
Data Set WORK.DATAIHK   
Dependent Variable Y Y 
Number of Independent Variables 7   
Number of Observations 40   
Optimization Algorithm Simplex   
Method for Confidence Limits Resampling   
 
Quantile and Objective Function 
Quantile 0.25 
Objective Function 0.3603 
Predicted Value at Mean 0.4828 
 
Parameter Estimates 




t Value Pr > |t| 
Intercept 1 0.0044 0.0294 -0.0555 0.0643 0.15 0.8815 
X1 1 0.2329 0.0108 0.2109 0.2549 21.55 <.0001 
X2 1 0.1289 0.0658 -0.0051 0.2630 1.96 0.0588 
X3 1 0.2001 0.0510 0.0962 0.3040 3.92 0.0004 
X4 1 0.0512 0.0148 0.0210 0.0814 3.46 0.0016 
X5 1 0.0536 0.1104 -0.1713 0.2785 0.49 0.6306 
X6 1 0.0870 0.0502 -0.0152 0.1892 1.73 0.0926 







The SAS System 
 
The QUANTREG Procedure 
Model Information 
Data Set WORK.DATAIHK   
Dependent Variable Y Y 
Number of Independent Variables 0   
Number of Observations 40   
Optimization Algorithm Simplex   
Method for Confidence Limits Resampling   
Quantile and Objective Function 
Quantile 0.5 
Objective Function 0.4658 
Predicted Value at Mean 0.5143 
 
Parameter Estimates 




t Value Pr > |t| 
Intercept 1 -0.0062 0.0249 -0.0569 0.0445 -0.25 0.8063 
X1 1 0.2406 0.0095 0.2212 0.2599 25.35 <.0001 
X2 1 0.1707 0.0518 0.0652 0.2762 3.30 0.0024 
X3 1 0.2388 0.0383 0.1608 0.3167 6.24 <.0001 
X4 1 0.0691 0.0177 0.0331 0.1052 3.90 0.0005 
X5 1 0.0648 0.0739 -0.0856 0.2153 0.88 0.3867 
X6 1 0.0687 0.0326 0.0023 0.1350 2.11 0.0429 






The SAS System 
 
The QUANTREG Procedure 
Model Information 
Data Set WORK.DATAIHK   
Dependent Variable Y Y 
Number of Independent Variables 7   
Number of Observations 40   
Optimization Algorithm Simplex   
Method for Confidence Limits Resampling   
Quantile and Objective Function 
Quantile 0.75 
Objective Function 0.3473 
Predicted Value at Mean 0.5245 
 
Parameter Estimates 




t Value Pr > |t| 
Intercept 1 0.0162 0.0323 -0.0497 0.0820 0.50 0.6206 
X1 1 0.2434 0.0098 0.2235 0.2633 24.92 <.0001 
X2 1 0.1416 0.0599 0.0196 0.2637 2.36 0.0243 
X3 1 0.2240 0.0436 0.1353 0.3128 5.14 <.0001 
X4 1 0.0745 0.0215 0.0308 0.1182 3.47 0.0015 
X5 1 0.0793 0.0650 -0.0530 0.2117 1.22 0.2311 
X6 1 0.0670 0.0292 0.0074 0.1265 2.29 0.0287 






The SAS System 
 
The QUANTREG Procedure 
Model Information 
Data Set WORK.DATAIHK   
Dependent Variable Y Y 
Number of Independent Variables 7   
Number of Observations 40   
Optimization Algorithm Simplex   
Method for Confidence Limits Resampling   
Quantile and Objective Function 
Quantile 0.9 
Objective Function 0.1750 
Predicted Value at Mean 0.5522 
 
Parameter Estimates 




t Value Pr > |t| 
Intercept 1 0.0875 0.0833 -0.0821 0.2571 1.05 0.3013 
X1 1 0.2357 0.0278 0.1790 0.2925 8.47 <.0001 
X2 1 0.0527 0.1556 -0.2643 0.3697 0.34 0.7369 
X3 1 0.2477 0.1262 -0.0093 0.5047 1.96 0.0583 
X4 1 0.0695 0.0510 -0.0345 0.1734 1.36 0.1830 
X5 1 0.0423 0.2461 -0.4589 0.5435 0.17 0.8647 
X6 1 0.0733 0.1048 -0.1402 0.2869 0.70 0.4893 
X7 1 0.1890 0.0291 0.1297 0.2483 6.49 <.0001 
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Test Test Statistic DF Chi-Square Pr > ChiSq 
Likelihood Ratio 717.6211 7 717.62 <.0001 
0.25 
Test Results 
Test Test Statistic DF Chi-Square Pr > ChiSq 




Test Test Statistic DF Chi-Square Pr > ChiSq 




Test Test Statistic DF Chi-Square Pr > ChiSq 




Test Test Statistic DF Chi-Square Pr > ChiSq 








Lampiran 9. Hasil Perhitungan QVSS 
 
Model Regresi Kuantil 0.10 
R2=0.9317041985 
Model Regresi Kuantil 0.25 
R2=0.9402724642 
Model Regresi Kuantil 0.50 
R2=0.9508939798 
Model Regresi Kuantil 0.75 
R2=0.9559745426 
Model Regresi Kuantil 0.90 
R2=0.9432303542 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
