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Abstract
We study the orthogonal polynomials associated with the equilibrium measure, in loga-
rithmic potential theory, living on the attractor of an Iterated Function System. We con-
struct sequences of discrete measures, that converge weakly to the equilibrium measure, and
we compute their Jacobi matrices via standard procedures, suitably enhanced for the scope.
Numerical estimates of the convergence rate to the limit Jacobi matrix are provided, that
show stability and efficiency of the whole procedure. As a secondary result, we also compute
Jacobi matrices of equilibrium measures on finite sets of intervals, and of balanced measures
of Iterated Function Systems.
These algorithms can reach large orders: we study the asymptotic behavior of the or-
thogonal polynomials and we show that they can be used to efficiently compute Green’s
functions and conformal mappings of interest in constructive function theory.
Keywords: Iterated Function Systems – Equilibrium Measure – Potential Theory – Orthogonal
Polynomials – Conformal mapping
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1 Introduction
1.1 Problem formulation and goals of this paper
Orthogonal polynomials, {pj(µ; s)}j∈N, of a positive Borel measure µ supported on a compact
subset E of the real axis are defined in a straightforward way by the relation
∫
pj(µ; s)pm(µ; s)dµ(s) =
δjm, where δjm is the Kronecker delta. The well known three-terms recurrence relation
spj(µ; s) = bj+1pj+1(µ; s) + ajpj(µ; s) + bjpj−1(µ; s), (1)
initialized by b0 = 0 and p−1(µ; s) = 0, p0(µ; s) = 1, can be formally encoded in the Jacobi
matrix J(µ):
J(µ) :=


a0 b1
b1 a1 b2
. . .
. . .
. . .

 . (2)
For compact support E the moment problem is determined [1], and the matrix J(µ) is in one–
to–one relation with the measure µ.
While originally introduced for applications (quadratures, optimal control) the roˆle of orthog-
onal polynomials in harmonic analysis, analytical functions and potential theory soon emerged
[2, 37], and appear clearly in their asymptotic properties for large order, beautifully described
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in the by–now classical book [81]. These relations are particularly intriguing in the case of mea-
sures supported on Cantor sets, the object of this paper. Consider in fact limits such as the ratio
asymptotics pj+1(µ; z)/pj(µ; z), or the j-th root asymptotics, |pj(µ; z)|1/j, where z is a point in
the complex plane and the order j tends to infinity. Under well specified conditions [81], these
limits exist and yield the Green’s function, g(E; z), of the Dirichlet problem for the complement
of the set E [79, 76]. In turn, the Green’s function is related to an additional measure, that
appears in two different forms, νµ and νE , that may, or may not, exist and coincide.
On the one hand, νµ is the counting measure of the zeros of the orthogonal polynomials:
letting ξjl , for l = 1, . . . , j, be the zeros of pj(µ; z) and Dx be the unit mass, atomic (Dirac)
measure located at the point x, the measure νµ is defined by
νµ = lim
j→∞
1
j
j∑
l=1
Dξj
l
, (3)
where convergence is meant in the weak * sense.
On the other hand, if E = supp(µ) is a compact subset of the complex plane C, νE is
the electrostatic equilibrium measure for a charge distributed on E, with a logarithmic law of
repulsion. In fact, let σ any Borel probability measure, also supported on E. The potential
V (σ; z), generated by σ at the point z in C, is
V (σ; z) := −
∫
E
log |z − s| dσ(s). (4)
The electrostatic energy E(σ) of the distribution σ is given by the integral of V (σ; z):
E(σ) :=
∫
E
V (σ;u) dσ(u) = −
∫
E
∫
E
log |u− s| dσ(s)dσ(u). (5)
The equilibrium measure νE associated with the compact domain E is the unique measure that
minimizes the energy E(σ), when this latter is not identically infinite [76, 79]. In this case,
Cap(E) := e−E(νE) defines the capacity of the set E, and the Green’s function can be written as
g(E; z) = −V (νE ; z)− log(Cap(E)) = −V (νE ; z) + E(νE). (6)
Observe that in the above definition νE depends only on the set E. It coincides with νµ in
the so called regular case: measures µ not too thin on any part of their support are regular—see
[81] for the exact definition. The measures studied herein will all be regular, so to enable us to
use both characterizations, νµ = νE , and the existence of root asymptotics.
Our goal in this paper is to study the measure νE and its orthogonal polynomials pj(νE ; z), by
devising a reliable computational scheme for the associated Jacobi matrix, J(νE), a task which,
to the best of our knowledge, is still to be performed when E is a Cantor set generated by Iterated
Function Systems (IFS) [67, 44, 12, 11, 13], to be described in the following. Furthermore, we
want to analyze the convergence rate in the root asymptotics defined above. The computation
of the Jacobi matrix is a fundamental problem in numerical analysis, for a wealth of reasons
[34, 27]. In this paper we will try to add a further one: when combined with root asymptotics,
it yields efficient algorithms to compute the Green’s function g(E; z), the electrostatic potential
V (νE ; z) and conformal mappings of interest in constructive function theory.
1.2 Background and motivations
While many problems in classical orthogonal polynomials have found a complete solution, both
from the analytical and the computational viewpoint, much is still to be discovered for non-
classical orthogonal polynomials supported on Cantor sets on the real line1, despite considerable
1Since the terminology semi-classical orthogonal polynomials [66] also exists, it is tempting to call quantum
orthogonal polynomials those associated with this case. This would not be fully inappropriate, because quantum
mechanical phenomena originated by these measures have been termed quantum intermittency [57, 58, 59, 60, 61,
87].
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progress has been made in the last thirty years or so, in part for applications to quantum me-
chanics. In fact, the Jacobi matrix J(µ) can be seen as an operator acting on l2(Z+), the space
of square summable sequences. For instance, choosing bj = 1/2 for all j and writing formally
aj = F (j), with F a potential function, yields a discrete Schro¨dinger operator [23, 16, 50, 51]. In
so doing, µ becomes the spectral measure of J(µ) associated with the first basis vector of l2(Z+),
while the equilibrium measure νE is known as the density of states, a measure which plays a
fundamental roˆle in many physical properties of the system [8, 77].
Quite naturally, the question arises on the relations between the properties of the two se-
quences {aj}j∈N, {bj}j∈N, and those of µ. For instance, much is known about measures in the
Nevai class N(a, b) (i.e. those for which {aj}j∈N and {bj}j∈N tend to finite limits a and b), as
well for Jacobi matrices that are asymptotically periodic [35, 89, 53]. Recently, the link between
these limits and the classical Sze¨go asymptotics of orthogonal polynomials has been fully clari-
fied [25, 82]. Next in complexity comes the case of discrete Schro¨dinger operators with almost
periodic potentials [50, 16, 9, 15, 14, 47, 57, 58]. Typically, it is found that the associated spec-
tral measures are singular continuous, and in certain cases (like the so–called Fibonacci matrix
[85, 24]) supported on Cantor sets with self–similar geometry. Conversely, one can start with
IFS balanced (not equilibrium) measures on such sets, and ask what are the properties of the
associated Jacobi matrices—that can be computed numerically [31, 56, 65]. It is still an open
problem to assess whether almost periodicity of some sort characterizes these matrices, as con-
jectured in [57]. Results in this direction can be found in the theory of equilibrium measures on
finitely many intervals (see eg. [90, 68, 54, 7, 70, 71, 69, 20, 21]). Presumably the proof is to be
found in the properties of the equilibrium measure νE , and the study of J(νE) might be a good
starting point. Numerical investigations have indeed served as seeds of serendipitous discovery
in various problems of harmonic analysis on fractals [83, 84, 45, 42].
Finally, equilibrium measures are studied in constructive function theory. For instance, it has
been shown that the behavior of V (νE ; z) on the complement of a compact set E depends on the
smoothness of νE [88, 4, 6]. In these investigations, Cantor sets play a special roˆle, since they
provide nice applications of the abstract theorems. It is then obvious that numerical experiments
can serve both as an illustration of these theorems and as a stimulus of new results.
1.3 Outline of the paper and summary of results
The typical construction of Cantor sets E on the real line via IFS is reviewed in Sect. 2, where
we introduce two families of IFS: the first is composed of affine maps, like those generating the
middle–third Cantor set (Example 1 for the numerical tests of this paper), the second consists of
non–linear IFS yielding Julia sets (Example 2). This construction produces a sequence of finite
unions of intervals, {En}n∈N, converging to E when n tends to infinity. IFS balanced measures
(not to be confused with equilibrium measures) on E are also defined in Sect. 2.
Each En is a compact set, that carries a unique equilibrium measure, νn. Numerical approxi-
mations of νn, as the weak limit of a sequence of discrete measures, composed of a finite number
of atoms, can be produced by a judicious use of Gaussian integration and the solution of a system
of non–linear equations [64]. This is described in Sect. 3 and in Appendix A.
Following suit, one needs algorithms to compute the Jacobi matrix associated with a finite
number of atoms: in Sect. 4, we test four different known techniques to this scope. Our bench-
mark is a sequence of discrete measures converging to the IFS balanced measure on a Cantor
set. As a result of this experiment, we select the method RKPW introduced by Gragg and
Harrod [39] as the best for our purpose. We bring minor modifications to its standard version,
described in Appendix B, that reduce its computational complexity, to make it affordable also
when considering large numbers of atoms. We prove that the modified algorithm can also be seen
as a technique to add a finite number of atomic measures to the Jacobi matrix of any arbitrary
measure (as Fisher’s method [32], but in a stable fashion).
This procedure is applied to the computation of the Jacobi matrix of a balanced IFS measure
in Sect. 5, and of the equilibrium measure νn on En in Sect. 6. We introduce a fundamental
quantity, Nǫ, as the rank of the largest truncated Jacobi matrix that is computed with absolute
component-wise error less than ǫ. This quantity helps us to control both the maximum precision
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attainable by the algorithm and its computational complexity.
The sequence of measures {νn}n∈N is convergent, in the weak * topology, to νE , the equilib-
rium measure on E. Therefore, in Sect. 7, we tackle the limit process of letting the order n go
to infinity, to compute J(νE), the Jacobi matrix of the equilibrium measure on a Cantor set E.
We describe in detail the algorithms and we present numerical results for the two examples men-
tioned before—ternary Cantor and Julia sets. We study the convergence properties as a function
of the precision required, the order n of the IFS construction and the number of Gaussian points
employed. The success of our numerical technique lies in the fact that convergence takes place
orderly, from the top entries of the Jacobi matrix downwards, extending to very large indices,
due to the slow growth of the numerical error.
The rest of the paper outlines two applications of the Jacobi matrices J(νn) and J(νE)
so constructed: root asymptotics and conformal mappings. First, in Sect. 8, we consider the
asymptotic behavior of the sequence of orthogonal polynomials {pj(νE ; z)}j∈N. We focus on j-th
root asymptotics, that yields in the limit the real Green’s function of the electrostatic problem
for the set E. The usual concept can be extended, following [90, 86, 46], to a complex Green’s
function, whose real part is the Lyapunov exponent, and whose (harmonic conjugate) imaginary
part extends to the complex plane the rotation number for discrete Sturm–Liouville operators
[26, 46]. Regular root asymptotics is proven to hold also in this meaning, in the cases studied;
in addition, we perform numerical experiments that measure the rate of convergence to the
asymptotic limit. As a consequence of this investigation, we demonstrate that root asymptotics
is an efficient numerical tool to compute the complex Green’s function. Finally, in Sect. 9, we
describe an algorithm for a conformal mapping of the external of the Cantor set E, to the external
of the unit disk [4], that employs the Jacobi matrices derived in the preceding sections. The
conclusions briefly mention further examples where these techniques can be profitably applied.
2 IFS attractors and Balanced Measures
Iterated Function Systems (IFS) [67, 44, 12, 11, 13, 48] provide a convenient construction of
Cantor sets. In the simplest setting, they are collections of contractive maps φm : R → R,
m = 1, . . . ,M : for any m there exists δm < 1, such that |φm(s) − φm(t)| ≤ δm|s − t|. There
exists a unique set E, called the attractor of the IFS, that solves the equation
E =
⋃
m=1,...,M
φm(E) := Φ(E). (7)
In the above, we have also defined the operator Φ, acting on the set of compact subsets of
R. This space is complete in the Hausdorff metric, and Φ is there contractive. Therefore, the
attractor E is also the limit of the sequence Φn(E0), where E0 is any non-empty compact set:
E = limn→∞Φ
n(E0).
The set of measures supported on E is rich and wide. We will restrict our consideration
to two kinds of measures of mathematical and physical significance: equilibrium measures and
balanced measures. The former having been defined in the Introduction, let us now describe the
latter. They are obtained associating a probability, or weight, πm > 0, m = 1, . . . ,M , to each
IFS map:
∑
m πm = 1. For any such choice of weights, a unique positive measure µ on E satisfies
the equation ∫
f dµ =
M∑
m=1
πm
∫
(f ◦ φm) dµ, (8)
for any continuous function f . For instance, consider the set of one–dimensional affine maps of
the form:
φm(s) = δm(s− γm) + γm, m = 1, . . . ,M, (9)
where δm are real numbers between zero and one, called contraction ratios, and γm are real
constants, the fixed points of the maps. Under these conditions, the attractor E is a finite or
infinite collection of intervals, or a Cantor set [62, 63].
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Example 1 Ternary Cantor Set. Let M = 2, δ1 = δ2 = 1/3, γ1 = 0, γ2 = 1, π1 = π2 = 1/2.
The attractor of this IFS is the middle–third Cantor set and the balanced measure µ is the Devil’s
staircase measure.
Equation (8) can be rewritten as
∫
fdµ =
∫
(Tf)dµ, where we have introduced the transfer
operator T . By going to the dual space of Borel probability measures, M, this equation is
equivalent to T ∗µ = µ, where T ∗ is the adjoint operator of T , also known as the Perron–
Frobenius operator. This operator is contractive in the Hutchinson–Wesserstein metrics, so that
the sequence of discrete measures µn := (T
∗)nµ0, for any µ0, converges in the complete space
M. This permits to define a first sequence of discrete measures. As above, let Dx be the Dirac
measure located at the point x.
Sequence 1 Discrete measures converging to the balanced measure of an IFS. Let
µ0 = D 1
2
. For any n ∈ N, µn := (T ∗)nµ0 is a discrete measure composed of Mn atoms:
µn =
Mn∑
i=1
wiDxi , (10)
where xi and wi are easily constructed by recurrence, via eqs. (8),(9). The sequence {µn}n∈N
converges to µ, the balanced measure on the IFS attractor.
A second interesting family of I.F.S. maps consists of the real inverse roots of polynomials in
a complex variable.
Example 2 Real Julia set of a quadratic mapping. Consider the IFS composed of M = 2
non–linear maps
φ±(x) = ±
√
x+ λ, (11)
where λ ≥ 2 is a real parameter, with associated probabilities π± = 1/2.
Observe that the two maps in eq. (11) are the inverse branches of the quadratic transformation
z → z2 − λ, so that the IFS attractor E is the Julia set of this map. When λ = 2 this set is
the interval [−2, 2] and the balanced measure is the Chebyshev measure, i.e. the equilibrium
measure on E: µ = νE . This remarkable coincidence is general:
Theorem 1 For any λ ≥ 2 the Julia set of z → z2 − λ is a subset of the real line, whose
equilibrium measure νE coincides with the balanced measure µ of the IFS in Example 2.
For proof and theory of Julia sets see [49, 30, 19, 17]. Out of this beautiful theory we need
to recall a second fact: because of the renormalization relation p2j(νE ;φ±(x)) = pj(νE ;x), the
Jacobi matrix J(νE) can be computed via simple recursions [15, 14], aj = 0 for all j, while b1 = λ,
b2j = bj/b2j−1 and b2j+1 = λ− b2j . We will use these relations in Sect. 7.
3 Equilibrium measures on IFS Attractors
The logarithmic capacity of the attractor E of an IFS has been studied in [10, 75, 64]. We now
compute numerically its equilibrium measure, following [64]. Let E0 be the convex hull of E,
that can be easily be identified as the interval E0 = [γ1, γM ], where we have ordered the IFS
maps according to increasing values of their fixed points: γj < γj+1, for any j = 1, . . . ,M − 1.
The set E is the limit, in the Hausdorff metric, of the sequence of compact sets En := Φ
n(E0),
see eq. (7), each of which the union of N disjoint, closed intervals Ein:
En = Φ
n(E0) =
N⋃
i=1
Ein. (12)
The maximum cardinality, N = Mn, is met in the case of fully disconnected IFS, (i.e. those
for which the intervals {φm(E0)}Mm=1 are pairwise disjoint). We denote the intervals in eq. (12)
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as Ein := [αi, βi], dropping for simplicity the generation index n when confusion cannot occur.
The idea of approximating E by the nested sequence of sets En has proven to be useful also
theoretically [4]: thanks to basic properties of the logarithmic potential, capacity and Green’s
function can be continuously obtained in the limit n → ∞. The same holds for equilibrium
measures and Jacobi matrices, as we will see momentarily.
The equilibrium problem for a finite union of N intervals [αi, βi], i = 1, . . . , N , has a well
known analytical solution [3, 90, 68, 54, 7, 69, 70, 71, 20]: define the polynomial Y (z),
Y (z) =
N∏
i=1
(z − αi)(z − βi), (13)
and its square root,
√
Y (z), as the one which takes real values for z real and large. Also, let the
real numbers ξi belong to the open intervals (βi, αi+1), for i = 1, . . . , N − 1. Define Z(ξ; z) as
the monic polynomial of degree N − 1 with roots at all ξi’s:
Z(ξ; z) =
N−1∏
i=1
(z − ξi). (14)
Then, there exists a unique set of values {ζi}i=1,...,N−1 that solve the set of coupled, non–linear
equations ∫ αi+1
βi
Z(ζ; s)√
|Y (s)| ds = 0, i = 1, . . . , N − 1. (15)
A stable technique for the solution of the non-linear equations (15) has been presented in [64].
To reduce its memory and computer time requirements we developed a different technique, that
is described in Appendix A, not to interrupt here the natural flow of arguments.
When the solution {ζi}i=1,...,N−1 of equations (15) is known, the equilibrium measure on En,
denoted by νn := νEn , can be computed as the absolutely continuous measure (with respect to
the Lebesque measure on En), consisting of the sum of N measures supported on each of the N
intervals Ein:
dνn(s) =
1
π
N∑
i=1
χ[αi,βi](s)
|Z(ζ; s)|√
|Y (s)| ds. (16)
The properties of the orthogonal polynomials of νn, and of the Green’s function of En have been
studied in [3, 90, 68, 7, 69, 70, 36]. In particular, the algebraic approach of [71, 54, 55] can be
turned into a symbolic computation of these quantities. In this paper, to the contrary, we adopt
a numerical strategy.
In fact, when considering the i-th interval composing En, the function Y (s) can be factored as
Y (s) = (s−αi)(βi− s)Y˜i(s), with obvious meaning of the function Y˜i(s). Therefore, the measure
with density |Z(ζ;s)|
π
√
|Y (s)|
with respect to the Lebesgue measure on [αi, βi], can also be seen as the
absolutely continuous measure, with respect to the Chebyshev measure on the same interval,
with density |Z(ζ;s)|√
|Y˜i(s)|
:
|Z(ζ; s)|√
|Y (s)| ds =
|Z(ζ; s)|√
|Y˜i(s)|
ds√
(s− αi)(βi − s)
, i = 1, . . . , N. (17)
This fact enables us to define a second sequence of point measures:
Sequence 2 Discrete measures converging to the equilibrium measure. Let θGl , l =
1, . . . , G, be the Gaussian points of order G for the Chebyshev measure on [−1, 1], and let ψin
the affine map that takes [−1, 1] unto Ein, for i = 1, . . . , N . For any n and G ∈ N, define the
discrete measure νGn by:
νGn =
1
G
N∑
i=1
G∑
l=1
|Z(ζ;ψi(θGl ))|√
|Y˜i(ψin(θGl ))|
Dψin(θGl )
. (18)
When G tends to infinity, νGn tends weakly to νn, the equilibrium measure on En.
6
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 0.65  0.7  0.75  0.8  0.85  0.9  0.95  1
Ω
n
(x)
x
n=1
n=2
n=3
n=4
n=5
Figure 1: Equilibrium measures Ωn(x) versus x at various generation numbers n, for the IFS of
Example 1. Because of symmetry, only half of the picture is shown.
In Figure 1 we plot ΩGn (x) :=
∫ x
α1
dνGn , the distribution function of the discrete measure ν
G
n ,
versus x, for n = 1, . . . , 5, when G is kept constant and large, in the case of Example 1. Since νn
tends to the equilibrium measure νE on E when n tends to infinity, it is clear that letting both
n and G grow simultaneously2 we can devise a sequence of discrete measures νGn converging to
νE . An efficient procedure to rule their combined increase can be derived by the convergence of
the corresponding Jacobi matrix entries, as we will show in Sect. 7.
Finally, observe that the distribution of atoms composing νGn is not a proper Gaussian measure
associated with νn (one that is obtained by diagonalization of a truncation of the Jacobi matrix—
see below, in Sect. 4); rather, it is a more easily computable approximation, in the same spirit
of near–optimal distributions of Riesz energy points on manifolds [41].
4 Algorithms to compute the Jacobi matrix of discrete
measures
In the previous sections we have described two sequences of discrete measures, {µn}n∈N (eq. 10)
and {νGn }G∈N (eq. 18) that converge to µ and νn, respectively. Algorithms to compute the Jacobi
matrix of discrete measures number in the many. Yet, when applied to sets of atoms of large
cardinality, whose locations approach a Cantor set, they may suffer from numerical instabilities.
Therefore, in this section we test four algorithms, in search for the best to be applied to our
problem. They are: a: an implementation of the Stieltjes/Lanczos technique, where integration
is performed by a finite summation; b: Fischer’s approach [32] of adding an atomic measure to
a second measure (known via its Jacobi matrix); c: Laurie’s quotient-difference method [52]; d:
Gragg and Harrod’s algorithm RKPW [39], based on plane rotations.
Numerical experiment 1. Consider the weakly convergent sequence {µn}n∈N, Sequence 1, in
the case of Example 1. For each n, compute the associated Jacobi matrix J(µn), of size N =M
n,
2One can also choose a different number of Gaussian points for each set Ein. This is useful when their lengths
are vastly different, like in affine IFS with different contraction ratios, or in the Julia set case.
7
1.0e-016
1.0e-014
1.0e-012
1.0e-010
1.0e-008
1.0e-006
1.0e-004
1.0e-002
1.0e+000
 2  4  6  8  10  12  14  16  18  20
∆w
n
n
Method a
Method b
Method c
Method d
Figure 2: L1 errors ∆wn in the reconstruction of the weights of the discrete measure µn, versus
generation level n = 3, . . . , 19, for the IFS of Example 1. Methods a) to d) are described in the
text.
(here, M = 2) via each of the four algorithms above. Next, diagonalize this latter:
J(µn) ui = λiui, (19)
to obtain, via the Golub–Welsh algorithm [38], eigenvalues λi and squared first components of
the normalized eigenvectors, vi = (e0,ui)
2, for i = 1, . . . , N .
The last set of values should exactly reproduce the points and weights, xi and wi, respectively,
defining the discrete measure µn. The L
1 errors in this reconstruction are ∆xn := 1/N
∑
i |xi−λi|
and ∆wn := 1/N
∑
i |wi− vi|. In Figure 2 we plot ∆wn versus n, for the four methods listed above.
The errors ∆xn are smaller than ∆
w
n and are not plotted. We observe that the Lanczos technique
gives fully unreliable results at n = 7, while Fischer’s method breaks down (negativity of a
positive definite quantity) at n = 9. To the contrary, methods c and d never break down in the
range explored. Method d seems to be the best, featuring an error that increases as a power–law
in N , with exponent smaller than one. Since the results of this experiment are typical, we have
adopted Gragg and Harrod’s algorithm (RKPW henceforth) in the computations of this paper.
In Appendix B we show that it can be conveniently programmed on a parallel computer, and
that its computational complexity can be significantly reduced, when considering finite Jacobi
matrices of rank much less than the number of atoms in the associated measure.
5 The Jacobi matrix of balanced IFS measures
In the previous section we have computed the Jacobi matrices of the measures {µn}n∈N, that
converge to the balanced measure µ of an IFS. This provides a new algorithm for the difficult
numerical problem of computing the Jacobi matrix J(µ). Since this latter can also be obtained
by different, non iterative techniques [31, 56, 65], we can measure the convergence of the matrix
entries of J(µn) as a function of the order n, to assess the relative performance the new algorithm.
For this, we further analyze the results of Experiment 1.
Because of symmetry, diagonal Jacobi entries are constant and equal within numerical pre-
cision for both µ and µn, permitting us to focus on outdiagonal ones, denoted by bl and b
n
l ,
8
n 12 13 14 15 16 17 18 19
Nǫ(n) 53 101 188 367 693 1281 2374 4403
Table 1: Rank Nǫ(n) versus n at ǫ = 10
−8, for the IFS of Example 1, Experiment 1.
respectively. In Figure 3 we plot ∆bn,j , the average difference between the first j + 1 entries of
J(µ) and J(µn):
∆bn,j :=
1
j + 1
j∑
l=0
|bl − bnl |. (20)
In the figure, drawn in doubly logarithmic scale, we observe a region where curves are approx-
imately linear and parallel. In this range, at fixed j, the difference between the Jacobi matrix
entry of µ and that of µn vanishes exponentially fast in n, until it attains machine precision.
This region extends unlimitedly (within the reach of these experiments) to large values of j: this
experimental manifestation of stability proves that the procedure of the previous section defines
an algorithm to compute the Jacobi matrices of balanced IFS measures.
Let us now examine quantitatively the performance of this algorithm, by considering the
absolute error in the computation of J(µ). Let us fix a threshold ǫ and let us find the rank
of the largest truncation of J(µ), that is approximated within ǫ by J(µn). We call this rank
Nǫ(n). It can be formally defined via a quantity that will be repeatedly used in the following:
the ǫ–coincidence range, Λǫ(J, J
′), of two Jacobi matrices J (with entries aj , bj) and J
′ (with
entries a′j , b
′
j) is the integer number
Λǫ(J, J
′) := max{l s.t. |aj − a′j| ≤ ǫ, |bj − b′j | ≤ ǫ, 0 ≤ j ≤ l}. (21)
Using this quantity, we can write that Nǫ(n) = Λǫ(J(µ), J(µn)). Letting the threshold take
the value ǫ = 10−8 yields the values reported in Table 1. Since the number of atoms in µn is
N = 2n, these data can be well described by a power–law of the kind Nǫ ∼ A(ǫ)Nβ , where β can
be estimated as β ≃ .912. Let us now go back to Figure 3, where Nǫ(n) is approximately the
abscissa of the intersection of the plotted curves with an horizontal line at ordinate ǫ. In the linear
range in Fig. 3, one also finds that A(ǫ) ∼ Cǫη, with η ≃ .286 and C a quantity independent of ǫ
and n. Taking into account that the computational complexity of the revised RKPW algorithm
is approximately of BNǫN arithmetical operations (with B a small constant, see Appendix B),
we can conclude that estimating the Jacobi matrix of µ of size Nǫ within ǫ via this procedure has
a cost that scales roughly as ǫ−η/βN
1+1/β
ǫ ≃ ǫ−.31N2.09ǫ , that is, slightly more than quadratic in
the size Nǫ and slowly increasing with respect to the precision 1/ǫ. Remark that the recursive
algorithms for IFS with a finite number of maps [56, 65] require an order of N2ǫ operations to
compute the same matrix, but this computation is exact in principle, in practice affected by a
slowly increasing error [65]. The new algorithm 3 is therefore not optimal for balanced measures,
but it can be extended to equilibrium ones, for which no alternative techniques are available,
except for an algebraic procedure that can be set up using a Pade´ scheme [55].
6 The Jacobi matrix of the equilibrium measure on a set
of intervals
The techniques of the previous two sections can also be applied to the double–index sequence of
measures νGn . When the order n is kept fixed and G tends to infinity, ν
G
n tends weakly to νn,
the equilibrium measure on En, and its Jacobi matrix tends to J(νn): numerically, this problem
is interesting in itself, and we want to investigate the nature of this convergence. We set up the
following algorithm:
3Notice that in this section the computation of the effective size Nǫ(n) has been effected a posteriori, using an
independent knowledge of the Jacobi matrix of µ. A simple technique to overcome this difficulty can be devised,
mimicking Algorithm 1 of the next section. To keep the presentation contained, we do not lay down explicitly
these steps, that compose Algorithm 0 in this paper.
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Figure 3: Differences ∆bn,j in the computation of the Jacobi matrix of the IFS in Example 1,
plotted versus j. Data with the same n are drawn as continuous curves, with the value of n
running from 3 to 19 (scanning left to right the curves at the top of the figure).
Algorithm 1. Computing the Jacobi matrix J(νn).
Input: The number of Gaussian points G, the threshold ǫ, the IFS parameters, the order
n of the IFS construction and a small positive integer g.
Output: the (truncated) Jacobi matrix J(νn), of rank Nǫ(n,G) and absolute component-
wise error less than ǫ.
1: Compute points and weights for νGn , eq. (18), solving the non-linear system of eqs. (15),
as described in ref. [64] and in Appendix A.
2: Compute J(νGn ) via the revised RKPW algorithm, Appendix B.
3: Decrease G by the amount g and redo steps [1] and [2].
4: Compute Nǫ(n,G) := Λǫ(J(ν
G
n ), J(ν
G−g
n )) as in eq. (21).
A few remarks are in order. The above algorithm works for any finite set of intervals, and
not only for IFS intervals. The cardinality of the atoms of νnG is G ×Mn: a set of G Gaussian
points is used for each interval Ejn, j = 1, . . . ,M
n. This number is typically much larger than
Nǫ(n,G), so that the improvement of the RKPW algorithm presented in Appendix B becomes
crucial. Finally, the quantity Nǫ(n,G) is a numerical estimate of the true approximation range
Λǫ(J(ν
G
n ), J(νn)). Using this quantity we will say that the Jacobi matrix J(νn) of size Nǫ(n,G)
has been effectively computed within ǫ. We start now by testing the performance of this algorithm
in the Julia set example described above.
Numerical experiment 2. Consider the IFS in Example 2 with λ = 2.1 and apply algorithm 1
with g = 1.
In Figure 4 we plot the rank of the effectively computed Jacobi matrix, Nǫ(n,G), as a function
of the total number of Gaussian points, G×2n. Data for n = 3, 4, 5 and ǫ = 10−12 show a similar
linear behavior, Nǫ(n,G) ∼ A G × 2n. The slope A of these linear laws varies little from one
case to the next, with a slightly decreasing trend. For instance, data for n = 3 can be fitted by
A ≃ .675, while the slope for the case n = 5 is A ≃ .647. In addition, in Figure 4 we have also
plotted data for n = 3, ǫ = 10−2: they lie approximately on a line of slope A ≃ .725.
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Figure 4: Size of the effectively computed Jacobi matrix, Nǫ(n,G), versus G× 2n, for the IFS in
Example 2, Experiment 2. The first three sets of data are computed with ǫ = 10−12, the last is
the case n = 3, ǫ = 10−2.
Consider now a horizontal line in the plot, going from left to right at fixed ordinate, say
Nǫ = H . This line encounters the data for n = 3, ǫ = 10
−2, at a certain value of the abscissa.
This is the number of Gaussian points required to compute the truncated Jacobi matrix J(νn),
of rank H , within maximum component-wise error ǫ. Still moving to the right, one rapidly
encounters the data for n = 3, ǫ = 10−12, at a new value of the abscissa. In the segment between
these two points of intersection the error decreases by orders of magnitude—quickly reaching the
maximum precision attainable. Indeed, in Algorithm 1 we cannot set a threshold ǫ smaller than
what allowed by the algorithm and the machine on which it is implemented. The point at which
the algorithm hits the maximum precision can be found by the break-up of the increase of the
approximation range, Nǫ(n,G).
Numerical experiment 3. Compute, in the same case of Experiment 2, the number of Gaussian
points G˜ at which a further increase of G does not lead to an increase of the approximation range
Nǫ(n,G).
Using the value G˜ we can find the maximum rank reachable by the algorithm, Nup(ǫ, n) =
Nǫ(n, G˜). In Figure 5 we plot this quantity versus ǫ, for n = 3 and n = 10. No effort was made
to have particularly clean data, since our goal here is just to estimate the law of error growth.
Both sets of data are consistent with a linear dependence of Nup(ǫ, n) with ǫ. This fact can be
turned around, to imply that the minimal numerical error in the determination of the j-th line
of the Jacobi matrix {(aj , bj)}j∈N grows linearly with j, when running Algorithm 1. We deem
this to be an optimal result.
7 The Jacobi matrix of the equilibrium measure on a IFS
attractor
We are now equipped with the building blocks to compute the Jacobi matrix J(νE), the main
goal of this work. We will combine the theory of Sect. 3 with the numerical techniques of Sect.
4 and 6. Our approach is to increase alternatively the two indices of νGn . This is implemented in
the following algorithm:
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Algorithm 2. Computing the Jacobi matrix J(νE).
Input: The IFS parameters, the maximum order n¯, the initial number of Gaussian points
G0, the threshold ǫ, an increase ratio η > 1.
Output: the (truncated) Jacobi matrix J(νE), of rank H(ǫ, νE) and absolute component-
wise error less than ǫ.
1: Let n = 2, G = G0
2: Compute the truncated Jacobi matrix J(νMGn−1) and its effective size at approximation ǫ,
Nǫ(n− 1,MG), via Algorithm 1.
3: Similarly, compute the truncated Jacobi matrix J(νGn ), and Nǫ(n,G). Let N = min(Nǫ(n−
1,MG), Nǫ(n,G)).
4: Compute Hǫ(n) = Λǫ(J(ν
MG
n−1), J(ν
G
n )).
6: If Hǫ(n) is equal to N , increase G to ηG (or to G+1 when this is larger) and loop back to
step 2. Otherwise continue.
7: If n is smaller than n¯ increase n by one and loop back to step 2. Otherwise stop, since the
truncated Jacobi matrix J(νGn¯ ) of size H(ǫ, νE) = Hǫ(n¯) is an ǫ–approximation of J(νE).
For any n, starting from the lowest, this algorithm computes finite truncations of J(νn) and
J(νn−1), accurate within a threshold ǫ, with G and MG Gaussian points, respectively (recall
that M is the number of IFS maps). While comparing these matrices component–wise, it raises
G in order to find the maximum rank in which they coincide, again within the threshold ǫ. This
rank naturally increases with the order n. We now investigate the performance of this algorithm
in the two examples described above.
12
n G Nǫ(n− 1,MG) Nǫ(n,G) Hǫ(n) Yǫ(n)
2 13 11 7 1 3
3 13 7 24 3 7
4 13 24 55 7 15
5 13 55 112 15 31
6 13 112 224 31 63
7 13 224 451 63 127
8 13 451 943 127 255
9 12 511 1567 255 511
10 12 1567 3135 511 1023
Table 2: Numerical results of Experiment 4, for Example 2. See text for details.
7.1 Julia set equilibrium measure
Recall that we have at our disposal simple recursion relations [15], reproduced in Sect. 2, for
the Jacobi matrix associated with Julia set measures, that can serve to gauge the precision of
Algorithm 2.
Numerical experiment 4. Run Algorithm 2 on Example 2, with λ = 2.1 and ǫ = 10−10.
Table 2 is a report of the quantities characterizing this experiment. Observe first that, when
using the same number of total Gaussian points, J(νn) can be effectively computed of roughly
twice the rank of J(νn−1). The entries of these matrices differ less than ǫ up to the index
denoted Hǫ(n): this number is much smaller than both the preceding ranks, Nǫ(n− 1,MG) and
Nǫ(n,G), but like these it increases geometrically with n. The last column is the “true” effective
size Yǫ(n) := Λǫ(J(ν
G
n ), J(νE)), in which J(νE) has been computed “exactly” by the recursion
relations in Section 2. It is remarkable that the value of Yǫ(n) is equal to Hǫ(n + 1), and that
this value is 2n − 1.
Some of the phenomena observed in the previous experiment are clearly typical of Julia sets,
while others are more general. Observe that Hǫ(n), being a coincidence of the matrices J(νn−1)
and J(νn) is to be regarded as an estimate of the number of the “correct” components of the
former, rather than the latter, a fact confirmed by the last column of Table 2. It is then possible
to obtain a better estimate of the number of effectively computed entries of J(νE) at level n by
the extrapolation rule Hˆǫ(n) = H
2
ǫ (n)/Hǫ(n− 1).
Experiment 4 can also be used to gauge the precision of the algorithm, and the error growth.
To do this, we have re-run it with ǫ = 4 × 10−13, a much smaller value than the threshold used
in Table 2, and we have computed the absolute error ∆bn,j := |bj(νGn ) − bj(νE)|, for a range of
Jacobi entries of index j that exceeds Yǫ(n). Figure 6 shows that ∆
b
n,j is roughly constant in the
full range j ≤ Yǫ(n) and then skyrockets when this value is surpassed. This also implies that
Yǫ(n), at fixed n, is approximately constant in a large range of ǫ values.
7.2 Ternary Cantor set equilibrium measure
This example is numerically more demanding than the Julia set case we have just examined: a
larger number of Gaussian points are required to compute the Jacobi matrix of νn and, on top
of that, convergence to the limit Jacobi matrix, when increasing n, is slower and does not follow
the simple pattern observed in Figure 6. Therefore, we adopt a simplified version of Algorithm 2.
We start by fixing a threshold ǫ and a size N . We then run Algorithm 1 at increasing numbers
of Gaussian points G, until the effective rank of J(νn), Nǫ(n,G), is larger than N . We do this
for a range of n values. Finally, we compare the resulting Jacobi matrices J(νn), looking for
convergence of their entries. This procedure is used in the following experiment.
Numerical experiment 5. In the case of Example 1, let N = 65540, ǫ = 10−8, n¯ = 15. Run
algorithm 1 raising G until Nǫ(n,G) ≥ N , for n = 1, . . . , n¯.
The sequence of values of Nǫ(n,G) computed by the algorithm are reported in Figure 7 versus
n and G. At fixed n, this figure displays convergence of the Jacobi matrices J(νGn ) to J(νn): the
rank of the ǫ-approximation grows linearly, as in Fig. 4, when increasing the number of Gaussian
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Figure 6: Absolute errors ∆bn,j := |bj(νGn ) − bj(νE)| versus j, in the computation of the Jacobi
matrix of Example 2, Experiment 4, with ǫ = 4 × 10−13. Data for n = 2 to n = 10 can be
recognized from their sharp rise at geometrically increasing values, j = Yǫ(n).
n 1 2 3 4 5 6 7 8 . . . 15
G˜ 52597 35065 15585 10390 6927 4618 2053 1369 . . . 54
Table 3: Number of Gaussian points G˜ required to compute an ǫ–approximation of J(νn), so
that Nǫ(n, G˜) ≥ 65, 540, with ǫ = 10−8. Example 1, Experiment 5.
points. When varying n and G at the same time, increasingly larger truncations of J(νE) can be
computed. The algorithm stops when Nǫ(n,G) is larger than N . The number of Gaussian points
at which this is achieved, G˜, is tabulated as a function of n in Table 3 and is plotted in Figure 8.
We observe that G˜ decreases exponentially with n. Yet, recalling that each interval Ein requires
G˜ Gaussian points, the total number of Gaussian points, 2nG˜, also plotted in Figure 8, increases
at a (moderate) exponential rate, roughly equal to (1.25)n. This increase is a manifestation of
the difficulty of the problem, and impacts its computational complexity, seen in the third curve
in the figure, where it is measured as the total number of cpu seconds required to compute all
data points in a string at fixed n in Fig. 7, on a 36 processors parallel machine.
Finally, we define the absolute errors ∆bn,j := max{|bl(νG˜n ) − bl(νG˜n−1)|, 1 ≤ l ≤ j}. The
quantity ∆bn,j , being a maximum over the first j components, is an estimate of the absolute error
in the determination of the entries of the matrix J(νE), up to rank j, via J(ν
G˜
n−1). In Figure
9 we plot this quantity versus j and n. Comparison with the analogue Figure 6 for Example
2 reveals that convergence is here of a different kind: increasing n at fixed j yields exponential
convergence, but only after a value of n that increases with j: Figure 9 displays in fact interesting
regions with different scaling properties. A two–dimensional plot of the same data, Figure 10, in
which values with the same n are plotted as a line versus j, reveals that, for the largest plotted
case, n = 18, one can safely assume that the truncated Jacobi matrix of J(νE), of 65,400 entries,
is estimated by J G˜18 with an error smaller than one part in a thousand.
It is then apparent that the Cantor set in Example 1 is a more demanding test than the
Julia set in Example 2. Nonetheless, the technique described in this section is capable of com-
puting large truncations of its Jacobi matrix. As a matter of facts, the most sensitive and
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Example 1, Experiment 5.
time–consuming step in this computation seems to be the determination of the roots {ζi} of the
set of equations (15).
8 Root asymptotics of orthogonal polynomials
It is well known that balanced and equilibrium measures on the ternary Cantor set E, as well
as the finite sets of intervals En, are regular, in the sense described in [81]. Let σ be any of
these measures, and let ν be the measure νE or νn, accordingly. Since these sets have positive
capacity, empty interior and connected complement, regularity means that the limit (3) exists,
and is equal to the equilibrium measure on E (regularity of the zero distribution) and that,
equivalently, the limit of log |pj(σ; z)|1/j is the Green’s function g(E; z), (or g(En; z), in the finite
n case), defined in eq. (6), locally uniformly outside the convex hull of E (regular j-th root
asymptotic behavior): see thms 3.1.1 and 3.1.4 in [81]. The last relation involves the modulus of
the orthogonal polynomials. It is easy to extend the j-th root behavior to the complex monic4
orthogonal polynomials Pj(σ; z).
Since Pj(σ; z) =
∏
l=1,...,j(z−ξjl ), regularity of the zero distribution implies that the following
limit exists:
lim
j→∞
1
j
log(Pj(σ; z)) =
∫
log(z − s) dν(s) := −Ψ(ν; z), (22)
with the principal determination of the logarithm, when z does not belong to the support of σ.
The integral in the above equation defines the complex potential Ψ(ν; z). Its real part is the
electrostatic potential, V (ν; z), eq. (4), so that the real part of eq. (22) conveys the conventional
meaning of regular root asymptotics. In the finite n case, the function Ψ(νn; z), is the same as
the complex Green’s function of Widom ([90] eq. 14.1), modulo the constant log(Cap(En)):
Ψ(νn; z)− log(Cap(En)) =
∫ z
α1
Z(ζ; s)/
√
Y (s) ds. (23)
4 i.e those for which the coefficient of zj is one, used here for simplicity. Recall that these polynomials satisfy
the recursion relation Pj+1(σ; z) = (z − aj)Pj(σ; z)− b2jPj−1(σ; z).
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Figure 10: Absolute errors ∆bn,j , defined in the text, in the determination of the Jacobi matrix
of Example 1, Experiment 5. Curves for n = 2 to n = 18 are displayed, and are monotonically
ordered from top to bottom at j = 10.
Introducing the polynomial ratios ρj(σ; z) := Pj(σ; z)/Pj−1(σ; z) in eq. (22) and taking real and
imaginary parts leads to:
lim
j→∞
1
j
j∑
i=1
log |ρi(σ; z)| = −ℜΨ(ν; z), (24)
and
lim
j→∞
1
j
j∑
i=1
arg(ρi(σ; z)) = −ℑΨ(ν; z). (25)
This procedure reveals the nature of a Lyapunov exponent [46, 47] for the real part of the
complex potential, eq. (24); it also makes clear that weaker requirements are needed for root
asymptotics, with respect to ratio asymptotics—this latter being the existence of the limit of ρj
[81, 53].
Let us now come to the imaginary part, eq. (25). The arguments in this equation are assumed
to lie in the interval (0, 2π). When z = x + iy tends to the real axis from the above, the left
hand side of this equation becomes the conventional rotation number of the theory of discrete
Sturm–Liouville operators [26, 46]. Coherently, in this limit the right hand side ℑΨ(ν; z) tends
to −πν([x,∞)). Therefore, the imaginary part of the complex potential Ψ(ν; z) extends the
rotation number to the complex plane [46] and the left hand side of eq. (25) gives a practical
means to compute it.
We want now to investigate the numerical implications of eqs. (24,25). The function Ψ(ν; z)
is an integral with respect to ν, eq. (22), that can be numerically estimated by a limit procedure,
quite analogous to that of Sects. 6,7, of the corresponding integrals with the discrete measures
νGn . Moreover, using the Jacobi matrices of νn and νE , we can also compute the left hand
side of eqs. (24,25) and verify experimentally the rate at which convergence takes place in root
asymptotics.
Numerical experiment 6. In the case of Example 1, Experiment 5, choose σ = νn and
compute the sequence of real parts gn,j(z) := log(|Pj(νn; z)|)/j using the recursion relation
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Figure 11: Absolute difference ∆gn,j defined in the text, in the convergence of the root asymptotics
for monic orthogonal polynomials Pj(νn; z), plotted at equally spaced values of j, with n = 18,
z = 14 + 5 · 10−6. Example 1, Experiment 6. We plot: the raw values gn,j (red dots), the moving
Ce´saro averages of gn,j over the interval [j, j+L], L = 400 (magenta line) and the Ce´saro average
over the interval [1, j] (blue line). Also drawn is the function h(x) = 5/x (green line).
ρi+1 = (z − ai)ρi − b2i /ρi−1 for the left hand side of eq. (24). Using the discrete measures
νGn in the integral (22), also compute the potential V (νn; z).
Distance from the asymptotic limit can be gauged by the differences
∆gn,j = |gn,j(z)− V (νn; z)|. (26)
In Figure 11 these differences are plotted versus j, for n = 18, at a specific value of z, very close
to En. We observe wide fluctuations accompanying the general decay assured by the theory. To
smooth these oscillations, we first average gn,l(z) over a set of L integer indices, ranging from
l = j to l = j+L− 1, and then compute the new difference from the exact potential, using again
eq. (26). Both these sets of data are consistent with power-law convergence, with exponent
minus one, a fact on which we will comment momentarily. Finally, we also perform the full
Ce´saro average of gn,l(z) for l from one to j. In this case we pay the smoother data by a slower
convergence rate (algebraic decay with exponent η ≃ −0.85). Observe that in this last case we
are indeed performing a full double Ce´saro average of the real part of the logarithm of Pj(νn; z).
It might be that this last set of data is better suited to extrapolate V (νn; z) via any of the usual
techniques [18]. Yet, in the following we will simply use the Ce´saro average of L values gn,j(z),
at the largest available indices, as a numerical approximation for the limit j →∞ in eq. (24).
The data just shown are related to the case of νn, n = 18, for which the difference between
J(νn) and J(νE) has been estimated in the previous section. In Figure 12 we plot the function
∆gn,j , for local Ce´saro averages, as a function of both the polynomial index j and the order n of
the hierarchical construction of the Cantor set. We observe a remarkable similarity of the curves
for different n, which decay as j−1, that might indicate, in the infinite n limit, an asymptotic
formula of the kind |Pj(νE ; z)| = Bj(νE ; z) e−jV (νE ;z) with Bj(νE ; z) a bounded function of j.
To prove this conjecture rigorously, one might try to use the formulae, explicit albeit involved,
that exist for Pj(νn; z) (see for instance eq. 2.25 in [71]). In any case, the observed numerical
behavior guarantees that we can compute the logarithmic potential via root asymptotics: in fact,
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Experiment 6.
the same analysis can be carried out with similar results for the imaginary parts in eq. (25). The
full complex potential Ψ(ν; z) is needed in the next section.
9 Conformal mappings in constructive function theory
The technique presented in the previous section also provides an efficient computational tool to
investigate a conformal mapping of interest in constructive function theory [4],[5],[6],[88]. In fact,
the function F (νE ; z),
F (νE ; z) = exp{Ψ(νE; z)− log(Cap(E))}, (27)
defined in the upper half plane H = {z : ℑ(z) > 0} is univalent, and enjoys significant analytical
properties, that have been related to the geometry of E using conformal invariants [74, 4]. This
function maps conformally H, deprived of the real set E, to the exterior of the unit disk, with
radial spikes corresponding to the gaps in the set E [4].
The numerical computation of conformal maps is a classical problem [43], that has been solved
with such a variety of techniques [40],[78],[28],[29],[80] that any list of references is forced to be
tentative. In our problem, we face the problem of a multiply connected region of high genus—
actually, for the Cantor set this genus is infinite: this renders most of the previous techniques
inefficient. We have found that using the analytical solution for the finite interval case, En, and
taking it to the infinite n limit, is the best approach. In addition, we want to describe in this
section a further observation: not only the information encoded in the Jacobi matrix of νE is
sufficient for this task (this ought to be trivial, since νE is in one–to–one relation with its Jacobi
matrix), but also it yields the most efficient procedure from a computational viewpoint. The
reason for this is the fast convergence of the complex root asymptotics, described in the previous
section.
The potential Ψ(νE ; z) and the conformal mapping F (νE ; z) can be computed via the integral
(22) and Gaussian summation with νGn , as done in a part of Experiment 6. In so doing, the reliable
computation of each functional value F (νE ; z) requires a summation over the large number of
Gaussian points G×Mn. Obviously, one can optimize n and G versus precision, but this burden
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Figure 13: A Cantor Sun shining in the complex sky: Conformal mapping F (ν18; z) for the
ternary Cantor set equilibrium measure, Example 1, Experiment 7. The image of 31 horizontal
segments z = x + iy, with x in the interval [.5, 1.2] discretized in 2,000 points is drawn. The
ordinates y range from 5 · 10−5 to 4 · 10−2 over 31 intermediate values. The Jacobi matrix J(ν18)
as been employed, with averaging in the polynomial index j from 48,000 to 50,000. Within the
graphical resolution of the plot, the picture is hardly distinguishable from that of F (νE ; z).
affects any point z: typically, many such points are required to have an illustration of the mapping
F—or the scaling behavior of Ψ(νE ; z) on sequences of complex points z, in investigations like
[88, 6]. To the contrary, the results of the previous section provide us with an alternative
technique, of vastly inferior complexity. In fact, we have shown that Ψ(νE ; z) can be reliably
obtained by local Ce´saro averages of the root asymptotics of orthogonal polynomials Pj(νE ; z).
Here, Gaussian summations must be performed only once, in the construction of the Jacobi
matrix J(νE). The computation of the root asymptotics, for any point z, is then characterized
by an extremely low complexity, that scales linearly with the maximum size of the Jacobi matrix
involved. We now describe the results of this approach in our most challenging example, the
ternary Cantor set, Example 1.
Numerical experiment 7. In the case of Example 1, compute the potential Ψ(νn; z) via root
asymptotics, eqs. (24,25), for sets of complex values zk = x+ iy in H, lying either on horizontal
lines at fixed ordinate y, or on vertical lines at fixed abscissa x. Also via root asymptotics,
compute Cap(En) via V (νn; z0), for z0 ∈ En.
Observe that in [64] we have computed Cap(En) via integrals of the kind (4), while here
we use root asymptotics also for this goal. Plotting the values of F (ν; zk) joined by lines gives
a pictorial illustration of the properties of the conformal mapping F : Figure 13 displays the
images of the horizontal segments, and Fig. 14 is a magnification, showing both horizontal and
vertical segments, of the region nearby the tip of one of the spikes. Let us now conclude with an
algorithmic interpretation of these results.
Theoretically, it is well known that the behavior of F (νE ; z) reveals the fine structure of the
Cantor set when x = ℜz ∈ E and y = ℑz tends to zero. On the other hand, it is visually
evident in Figure 13 that F (νn; z) reliably approximates F (νE ; z) the more the ordinate y is
larger than the length of the spikes corresponding to gaps at order larger than n in the Cantor
set construction. This is even more evident when composing F (νE ; z) with the familiar Joukovsky
mapping J(z) = (z+z−1)/2. The resulting conformal map J ◦F (νE ; ·), from H into H minus an
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Figure 14: Conformal mapping F (ν18; z) for the Cantor set equilibrium measure, showing a
magnification of a part of Figure 13, also displaying the image of vertical segments.
infinite set of slits, is conveniently seen by plotting the imaginary part in logarithmic scale, as in
Fig. 15. In this picture we can observe the hierarchical organization of slits corresponding to the
countable sets of gaps of the Cantor set. This proves that the information encoded in the Jacobi
matrix J(νE) has been correctly retrieved, and provides further evidence that the algorithm to
compute such matrix (the encoding step) is experimentally stable and can reach large polynomial
orders.
10 Conclusions
We have presented in this paper a numerical study of the equilibrium measure on attractors of
Iterated Function Systems and of its orthogonal polynomials. This study employs a sequence
of numerical techniques, suitably enhanced, when not explicitly designed, for IFS construction.
We have described background and motivations of this research in the Introduction, so that we
need only to briefly mention here a possible extension of this research, that is almost immediate.
One can compute equilibrium measures and Jacobi matrices for Cantor sets of positive Lebesgue
measure [72, 22]. These measures lie in between “conventional” absolutely continuous measures
and those studied in this paper and therefore are attractive objects to analyze, theoretically and
numerically.
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exchanges of numerical data on the equilibrium problem for Cantor sets. I also benefitted in
the past from precious advice on the finite interval case from a sorely missed friend, Franz
Peherstorfer.
11 Appendix A: solving the nonlinear equations (15)
The numerical solution of the equilibrium problem on a finite union of real intervals has been
already discussed in a number of papers, and good references are [29],[80]. In these works, the
polynomial Z(z) in eq. (14) is developed in monomials, following [90], Sect. 14, and therefore the
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Figure 15: Conformal mapping (J ◦ Fν18)(z) for the Cantor set equilibrium measure, where the
horizontal segments are taken at exponentially spaced values of y ranging from 5 ·10−6 to 5 ·10−1.
expansion coefficients are defined by a system of N − 1 linear equations. Clearly, linearity is an
advantage, that has lead [29] to call this the trivial direction of the Schwarz–Christoffel mapping
problem. This is certainly true for problems involving few intervals. Yet, this advantage quickly
evaporates for larger numbers of intervals (of the order of the hundreds of thousands in this
paper) because of the poor conditioning of the system of linear equations. A cure to this problem
might be to expand Z(z) in a different set of polynomials, but these latter must be adapted to
the structure of the sets En, especially when they converge to a Cantor set.
In [64] we have introduced a different approach, by factoring the polynomial Z(z) as in eq.
(14). The price to pay is non–linearity of the set of equations (15), but the technique is stable
and the roots ζi, when suitably rescaled, provide a convenient parameterization of Z(ζ; z). Eqs.
(15) can be solved [64] by the hybrid Powell method (routine HYBRJ in Minpack [73, 33]). This
technique evaluates the Jacobian matrix of the system of equations, thereby requiring a storage
of N2 quantities, and a computational complexity of at least N3 operations. Since in this paper
we let n grow, to approach a limit Cantor set, while N =Mn, this is a severe limitation.
Luckily, the structure of the system (15), when applied to Cantor sets, allows for a different
algorithm, that does not require the computation of the Jacobian. Observe that one can deal
with the integrals (15) on the gaps between intervals by Gaussian summation, as done in Sect. 3
for the integral over the intervals Ein. In fact, for any i = 1, . . . , N − 1, let Ki be such integral,
and let us factor the function Y (s) as Y (s) = (s− βi)(αi+1 − s)Y˜i(s), so that
Ki :=
∫ αi+1
βi
Z(ζ; s)√
|Y (s)| ds =
∫ αi+1
βi
Z(ζ; s)√
|Y˜i(s)|
ds√
(s− βi)(αi+1 − s)
≃ 1
G
G∑
l=1
Z(ζ;ϑil)√
|Y˜i(ϑil)|
, (28)
where ϑil , l = 1, . . . , G, are the Gaussian points of the Chebyshev measure on [βi, αi+1]. Putting
in evidence the i-th variable ζi in the i-th equation (28), we obtain
Ki ≃ 1
G
G∑
l=1
(ϑil − ζi)
∏
j 6=i(ϑ
i
l − ζj)√
|Y˜i(ϑil)|
. (29)
It was found in [64] (Sect. 6, Fig. 2) that the “diagonal” derivatives ∂Ki∂ζi largely exceed in
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magnitude non–diagonal ones. Therefore, we can exploit the simple structure of the equations
(29) to set up an iterative algorithm for the solution of the non–linear system Ki = 0, i =
1, . . . , N − 1. Assume an initial set of values {ζ0i }N−1i=1 . For any i, solve Ki = 0, eq. (29), for
ζi, in terms of ζl = ζ
0
l , l 6= i. Update the solution vector ζ and iterate until convergence, that
can be gauged by the absolute value of K and by the precision of the solution vector ζ [64]. We
have observed a rapid convergence of the technique, even in its simplest form—of course, one
might also refine it by more sophisticate search techniques in the direction indicated by eqs. (29)
[73], and by letting G be a function of the integration interval. It follows from the above that
each step of this technique requires the evaluation of 2N Gaussian sums. The computational
complexity of this technique is then proportional to NG, times the number of iteration required
for convergence, that increases mildly with n, i.e the logarithm ofN . It is therefore largely inferior
to the other methods mentioned above. In addition, it can be easily programmed on a parallel
machine, splitting the Gaussian sums among different processors. The large N computations in
this paper have been performed following this approach.
12 Appendix B: reconsidering Gragg and Harrod’s
Gragg and Harrod’s algorithm, that we have discussed in Sect. 4, is termed RKPW (Rutishauer,
Kahan, Pal, Walker)5. RKPW computes a Jacobi matrix of rank G, that is in one–to–one
correspondence with the discrete measure σG =
∑G
n=1 ωnDλn , composed of G atoms, through
6 G2 arithmetic operations [39]. Yet, our problem is not to compute the full Jacobi matrix
corresponding with a set of G atoms. Rather, we want to compute a finite truncation of this
matrix, yet obtained with an arbitrarily large number G.
This can be obtained by a minor modification of RKPW, certainly obvious to its authors.
Given the discrete measure σG, the algorithm adds one by one the atomic measures ωnDλn to the
Jacobi matrix of the previous n− 1 atoms, call it Jn−1. In so doing, the rank of the computed
Jacobi matrix Jn increases by one at each step. It requires a one–line proof to demonstrate
theoretically that one can stop the computation of these matrices at any fixed truncation of rank
n¯, without affecting the result: in fact, the n¯-truncation of Jn (when n ≥ n¯) can be seen as the
Jacobi matrix of a discrete measure with n¯ atoms. This also proves that the modified RKPW is
also an algorithm to add a finite number of atomic measures to the Jacobi matrix of any arbitrary
measure.
Numerically, this modification can be implemented as follows. In the original algorithm, the
two sequences {aj}, for j = 0 to n− 1 and {b2j}, for j = 0 to n− 2 (corresponding to Jn−1, i.e.
to the first n − 1 atoms) are entered in input. The entry b20 is used to store the integral of the
input measure. Furthermore, five auxiliary vectors are defined: ρ, γ, τ , π and ν. They are all
initialized to zero, except for γ0 = 1 and π
2
0 = ωn, where ωn is the weight of the atomic measure,
of location λn, that needs to be added. Notice that the input equation αn+1 = λn in [39] is
superfluous and can be omitted. The algorithm then proceeds by iteration: the step labeled by
k is used to compute the auxiliary vectors at index k from their values at k− 1. In this step, the
updated values of ak−1 and b
2
k−1 are also produced.
It is therefore not required to run the iteration for values of k larger than the desired size n¯ of
the required Jacobi matrix, that is computed exactly for k = n¯. This immediately cuts down the
computational complexity to 12 n¯G arithmetic operations and the storage requirement to nine
vectors of fixed size n¯, since the atoms wnDxn can be generated when required and need not to
be stored.
This is the first improvement that we can bring to the basic RKPW algorithm. Next, recall
that the total number of atoms can be very large in our problem. We can further reduce the
physical computation time of the truncated Jacobi matrix by exploiting the structure of the
algorithm in a second way. The set of RKPW recursions only link vector values of index k and
k − 1, and it runs in a stable way from k = 1 to k = n¯. We can therefore part the set of indices,
5Refer to [39] Sect. 3, page 328 for notations and equations that we use below, observing that αj corresponds
to our aj−1 and βj to bj . Also, to stick with [39], we do not follow in this Appendix the coherent usage of dummy
indices used in the remainder of the paper.
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and the corresponding vectors, among the P processors of a parallel cluster with distributed
memory. The flow of operations can be briefly described as follows: processor number 0 holds
the initial chunk of the input Jacobi matrix. It starts the computation with the input λl and ωl
(position and weight of the l-th atom). When the recurrence relation reaches the last index in
processor 0, that is, k = n/P , it transmits the values of λl, ωl and of the five auxiliary vector
entries ρk, γk, τk, πk and νk, at k = n¯/P , to the second processor. This latter operates on
the second chunk of the Jacobi matrix. While it performs the recurrence relations in its range
of indices, processor 0 can do the same with the next atom ωl+1Dλl+1 . Of course, the same
procedure can be extended to the full set of P processors, resulting in a complete parallelization
of the algorithm. The number of arithmetical operation per processor then scales as An¯G/P ,
and so does the physical time of the computation.
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