Abstract. This chapter presents a multi-perspective vision-based analysis of the activities of vehicles and persons for the enhancement of situational awareness in surveillance. Multiple perspectives provide a useful invariant feature of the object in the image, i.e., the footage area on the ground. Moving objects are detected in the image domain, and the tracking results of the objects are represented in the projection domain using planar homography. Spatiotemporal relationships between human and vehicle tracks are categorized as safe or unsafe situation depending on the site context such as walkway and driveway locations. Semanticlevel information of the situation is achieved with the anticipation of possible directions of near-future tracks using piecewise velocity history. Crowd density is estimated from the footage on the homography plane. Experimental data show promising results. Our framework can be applied to broad range of situational awareness for emergency response, disaster prevention, human interactions in structured environments, and crowd movement analysis in a wide field of view.
Introduction
There has been a growing interest in the society and industry for making sensor-based systems that enhance the safety and efficiency of human inhabited environments. Enhanced situational awareness is one of the key issues in developing intelligent infrastructures for safer environments. The situational awareness discussed in this chapter means representation, modeling, and recognition of semantic context of events occurring in the monitored environment with respect to the activities of persons and vehicles in terms of their sizes, spatial distributions, velocities, relative configurations, traffic flow, recent history, near future anticipation, etc. Fig. 21 .1 shows an example of surveillance video frames. A specific region of interest (ROI) denoted by the rectangle on the satellite image is monitored with two network cameras installed in the outdoor environment. In order to develop automatic situational awareness system, it is important to understand how people interact with each other and with the environment. It will be useful to detect, represent and estimate what kinds of events are occurring or about to occur in the monitored site. Pedestrian safety and crowd behavior analysis are good examples.
In this chapter, we present a methodology for multi-perspective vision-based analysis of human interactivity with other persons and vehicles for enhanced situational awareness. This chapter addresses issues and challenges in video surveillance and presents a case study that achieves enhanced situational awareness by incorporating viewinvariant features of moving objects and spatio-temporal context of their motions.
The topic of this chapter belongs to more general research problems of analyzing and recognizing human behavior in active environments. We present our methodology in the context of pedestrian safety and crowd monitoring domain.
Literature Review
Several research issues have been addressed in the context of behavior analysis when visual modality is used as the main source of information. First of all, the visionbased system is required to distinguish pedestrians from vehicles and their typical movement patterns, respectively. Extraction of view-invariant features from raw data is critical for this purpose. It is also desirable to locate all moving objects (i.e., persons or vehicles) and to effectively map them on the world coordinate system of the site of interest. Extraction and formation of semantic information from raw video signal is at the heart of the situational awareness of the system.
Analysis of the movements of vehicles has been mainly done in the research domain of intelligent transportation systems (ITS). Early research on highway traffic monitoring was based on inductive loop technology [4] . Recent research uses vision sensors (i.e., cameras) [13] or multimodal sensors including vision sensors, audio sensors, seismic sensors [18] . Classification of vehicles and persons is an important issue in ITS [9, 7] .
There has been active research effort for vision-based analysis of human activity in computer vision including video surveillance, human-computer interaction, virtual reality, choreography, and medicine. Reviews of general research on vision-based understanding of human motion can be found in [1, 6, 12] . Most of outdoor human monitoring systems have been developed under certain specific environmental contexts and assumptions: i.e., specific time, place, and activity scenarios involved in the situation [8, 11, 20] . Exemplar surveillance systems have been either based on track analysis [14, 15, 19, 22] or body analysis [8] . Track analysis represents individual moving object as a moving point that corresponds to the center of gravity of the object, and aims at understanding such trajectory patterns and their meanings for the recognition of event (i.e., what is happening in the scene.) Track-level analysis is usually applied to wide-area surveillance of multiple moving vehicles or pedestrians in open space such as a parking lot or a pedestrian plaza in which individual object occupies tiny portion of the pixels in the image frame. In some wide-area surveillance situations, coarse representation of human body in terms of a moving bounding box or an ellipse may be enough for tracking [14] .
Other researchers have applied more detailed representation of a human body such as a moving region or a blob [19, 22] to higher-resolution image data captured by Pan-Tilt-Zoom cameras in distributed surveillance systems. One of the recent developments in video surveillance is the usage of distributed system to cover multiple monitored scenes with various FOV's. Review of recent developments in intelligent distributed surveillance systems can be found in [21] . Body-level analysis usually focuses on more detailed activity analysis of individual persons. Velastin, et al. [22] estimated optical flow to compute the motion direction of pedestrians in subway environments. Makris, et al. [10] presented a method to learn scene semantics from multiple views. Park, et al. [16, 17] presented a synergistic framework that combines track-level and body-level analysis of multi-person interaction and activity.
Another important categorization of exemplar systems is related to indoor vs. outdoor setup. Comparing to indoor environments, outdoor environments have a lot of variations such as weather change, time shift from morning to evening, and moving backgrounds. Outdoor surveillance systems have to deal with those variations, and robustness is still an issue in outdoor surveillance. Most of the outdoor surveillance systems apply track analysis due to the limited image resolution, because the wide field of view (FOV) for outdoor surveillance usually limits the resolution of person appearance to relatively low-resolution images. Most of the research mentioned above mainly focuses on recognition of human activity, i.e., human-human interactions.
Recognition of human-machine interaction in outdoor environments such as human-vehicle interaction has not been actively addressed. This chapter presents a new framework to analyze human activity and interaction with vehicles as well as other humans for the enhancement of automatic situational awareness.
A Case Study
In this section, we present a multi-view based video surveillance system (MuVis) for analyzing the activity and interaction of persons and vehicles. Our system uses multiple cameras with different perspectives and analyzes the visual information at multiple levels. At gross level, we represent each moving object as a trajectory point of the center of gravity of the object. Track of the moving object is formed along the video sequence. At detailed level, we represent the object in terms of its footage area on the ground in order to estimate the view-invariant size of the object. We observe that the approximate size of the object's footage area is invariant to translation and rotation, unless the object falls or flips over. Planar homography is used to locate the object's footage position on the world coordinate system. At semantic level, the interaction among persons and vehicles is analyzed. Contextual information including site model and activity scenario is integrated at the semantic level. The concepts of spatiotemporal interaction boundary and time to collide are introduced to represent and predict various interaction patterns among moving objects.
Planar Homography Mapping
Foreground moving objects are detected and segmented by background subtraction. Tracking of each object is performed by data association of foreground object blobs on the homography projection plane. However, image appearance of the same object varies significantly according to camera perspectives as shown in Fig. 21 .2. Therefore, even though the tracker keeps following the same object, it does not classify the object category into vehicle or person. For the reliable classification of object types, we need to estimate the invariant size of the object. We rectify the images and map the objects to the world coordinate system using planar homography. We estimate the footage area and location of an object in the world coordinate system by using multiple-view geometry.
The geometric registration of a camera viewpoint is performed using a planar homography. Planar homography is a linear projective transformation H that relates two points P and P v on a plane Π from two different views [5] . In a homogeneous coordinate system, let p = (x, y, 1) denote the image location of a 3D scene point in one view and let p′ = (x′, y′, 1) be its coordinates in another view. Then, the homography H between the two views can be determined by the 4-point algorithm [5] as follows:
Given a set of 4 matching points p i and p ' i , i ∈{1,4}, between two views, the perspective parameters h ij (i.e., the elements of matrix H) correspond to a null space of the matrix A defined in Eq. 21.1 and are estimated using singular value decomposition (SVD) of A. 
In the current system, we map a point P 1 in view-1 and a point P 2 in view-2 to the 
The coordinate system of the virtual view is specified by the 3D CAD model in Fig. 21 .5.
Planar homography assumes all the pixels lie on the same plane (i.e., the ground plane in 3D world.) Pixels that violate this assumption result in mapping to a skewed location on the projection plane. By intersecting multiple projection maps of the same object, we can estimate the object's common footage region that observes the assumption.
Foreground moving objects on the homography plane are detected and segmented by frame differencing over multiple frames with a moving window. The foreground map F k at frame k is obtained by thresholding the joint-likelihood map
from j-th cameras which is computed by:
The most recent M frames (M = 3) of input image I m at frame m are averaged as the input frame and the next recent N frames (N = 60) are averaged as the moving window of background for the j-th camera at frame k. In the current paper, two camera inputs are summed for the joint-likelihood map F 0 k . The motivation of using multiframe differencing is that the mis-detection rate with the planar homography constraint is quite high. Therefore we want to reduce mis-detection and raising false alarm first. Then the raised false-alarm rate is effectively reduced by combining multiple homography constraints from multiple views. Fig. 21.4 shows the results of homography mapping from two synchronized input video frames (Fig. 21.4(a),(b) ) to a common virtual projection plane (Fig. 21.4(c) .) Note that the raw image points lying on the ground plane (e.g., foot regions) coincide on the common virtual projection plane, while the raw image points that do not lie on the ground (e.g., torsos and heads of pedestrians) get skewed to form warped images on the projection plane. Fig. 21.4 . Multi-view images registration into a virtual view using homography
Track Analysis in Spatio-temporal Domain
Moving object's true velocity (i.e., speed and direction) in 3D world coordinate system is estimated on the projection plane (e.g., Fig.21.4 (c) ). The velocity of a moving
object determines reaching boundary in a given time. This reaching boundary defines the spatio-temporal interaction boundary of the object. If there exists a foreign object at the vicinity of a moving object, the estimation of time to collide becomes important; the time of arrival or the time to collide has significant implication regarding safety in transportation systems. In the next section, we discuss the spatio-temporal analysis of tracks. The spatio-temporal characteristics of the interaction boundary provides a useful tool to analyze human-human interactions as well as human-vehicle interactions in terms of time, velocity, and distance as described below.
A physical law of dynamics tells that the distance x that can be reached within time t is proportional to velocity v according to dynamics as formulated in Eq. 21.1. This implies that, with higher velocity, the range of impact of interaction can reach farther within a given time period.
where v has directional component as well as magnitude.
Humans are subconsciously aware of this fact, and anticipate the consequence of speed with respect to safety. In the case of human movement, the direction of motion is ambiguous due to the possibility of agile body motion. Therefore, we make the directionality broader, resulting in a circular interaction boundary. It means that we model the interaction boundary as a circular shape with radius proportional to track velocity. In circular interaction boundary, the velocity v is replaced by speed |v| and the reaching distance is represented in terms of distance |x|. In the case of vehicle movement, the direction of motion would be more deterministic depending on the driver's intent. Therefore, it would be more realistic to shape the interaction boundary of a vehicle more directional depending on velocity. However, for the sake of simplicity, we assume circular boundary for humans as well as vehicles.
The spatio-temporal interaction boundary can be categorized into interaction potential from interaction region. Both concepts are expressed in terms of spatial boundary that surrounds a moving object, but the former is related to anticipatory interaction, while the latter indicates actual interaction. We derive the effective radius of interaction potential, r p , of a moving object:
We model the radial shape of the interaction potential as a probability distribution function (PDF) in terms of a 2D Gaussian distribution, R = N(μ, Σ), truncated by the circle of radius r p . The actual parameters of the PDF can be learned with training data. A similar formulation of pedestrian's moving directionality was proposed by Antonini and Bierlairein [2] . However, their method using manual tracking is computed on image plane from a single perspective and is perspective-dependent, whereas our approach is computed on projection plane using planar homography and is viewindependent.
As seen above, the spatial and temporal analysis of tracks are highly correlated. We will present more details about the spatio-temporal analysis at track-level modeling of human/vehicle activity in later sections in this chapter. The significance and connotation of a specific human track pattern depends on the site context: driveway, walkway, crowded area, etc. The relation between human track patterns and site context is mediated by policy, by which we mean which activity needs to be regulated/monitored and which activity is allowed. In this chapter, we are interested in the combination of spatial and temporal relations in the site context as summarized in Tables 21.1, 21.2. Table 21 .1 shows the spatial site context of human activity, while Table 21 .2 shows the temporal site context of interactivity between two objects. A person may stay, walk, or run at different sites such as walkway, driveway, or specific region of interest (ROI) at a bus-stop area or a building entrance zone. ⎜, ⌠, and ×in the tables denote normal, cautious, and abnormal track patterns, respectively. Cautious or abnormal pattern at a specific ROI depends on the duration of stay and the site context. Interaction region is the actual boundary in which interaction between two objects occurs. We define the interaction region between two objects (i.e., person or vehicle) to be the intersection of the two interaction potentials. Diagrams for the track-level analysis of human activity and interactivity are shown in Fig. 21 .5. The figures from the left to the right show a track in 3D spatiotemporal space in xyt dimensions, the track's interaction potential boundary in speed (v) vs. spatial (y) dimension, planar view of the track and interaction potential in space (x vs. y axis), and the interaction duration between two tracks depicted by the rectangle along a time line, respectively.
The main focus on moving-person interactions in this chapter is regarding the macro-level concepts such as approach, pass-by, depart, etc. This kind of interactions is characterized by short duration of the interaction period. 
Distributed Sensor Placements and Site Model
Environmental context, especially spatial environment, can be represented by site modeling. Various approaches are possible depending on the available site information. If the 3D structural information is available, we can build a 3D CAD model of the site, which is useful for representing important structures such as buildings and roads. The merit of 3D CAD model is that it provides actual 3D world coordinate systems for the site. But this modeling usually requires multiple cameras and accurate camera calibration. If the site is mainly composed of a flat ground plane, then we can build a planar homography. The advantage of homography-based modeling is that it provides perspective-compensated plan view of the site. It may require multiple cameras with overlapped field of view (FOV).
If the site is arbitrarily complex or spatial configuration is ambiguous from camera view, we can still manually assign region of interest (ROI) for specific interest regions. Most of the single camera-based 2D site modeling falls in this category. The advantage of 2D site modeling is that it is flexible and simple. Some ambiguity is inevitable due to occlusion, perspective distortion of the view, etc.
We have a real-world test bed for an intelligent infrastructure (called 'smart space') with the combination of the above modeling options to generate a heterogeneous site model. Fig. 21.6(a) shows an image of the actual building which is located in the satellite image in Fig. 21.6 (d) . A 3D CAD model is made and texture-mapped based on architectural data about the building structure and floor plans (Fig. 21.6(a), (b) .) Four cameras are mounted on specific locations of the building to cover surrounding roads (Fig. 21.6 (c) ).Camera placements are indicated by (C1-C4) with viewing directions and the corresponding view areas (A1-A4). Cameras 1 and 2 view Area-1, Camera-3 views Area-3, and Camera-4 views Area-4, respectively. This chapter focuses on Area-1 viewed from Cameras 1 and 2. Area-1 viewed from C1 and C2 is shown in yellow in Fig. 21.6 (d) ; straight lines depict the camera fields of view, and the yellow rectangular region corresponds to the planar homography result in Fig. 21 .5 (c).
Tracking Multiple Objects
Vision-based tracking of multiple objects starts from the processing of foreground segmentation. We use the frame differencing technique with posterior morphological operation for the segmented foreground.
Tracking of the detected object is performed by data association between consecutive frames in the homography domain. Fig. 21.7 shows the multi-view based video surveillance system (MuViS) for analyzing the activities of persons and vehicles. Upper panel shows examples of synchronized video input frames. Lower panel shows the front end of the graphical user interface of the MuViS; detected objects are mapped and tracked on the virtual top-down view projection plane by homography.
The projection plane is divided by the virtual thick horizontal bars that segment the plane into three ROIs called 'Walkway-North', 'Driveway-Middle', and 'WalkwaySouth', from top to bottom, respectively. Note that a pedestrian (of object ID: 2) is
walking along the 'Walkway-North', while two small vehicles (of object ID's 0 and 1) are passing by in the 'Driveway-Middle'. The multi-object tracking uses 2D Gaussian ellipse representations of foreground regions. Tracking is performed by using a variant of the modified probabilistic data association filter (PDAF) [3] combined with a Kalman filter. Fig. 21.7 shows an example of object tracking on the homography plane. Each detected object is represented on the virtual grid of 10×10 pixels by a tightly surrounding ellipse, and the Kalman-filter based tracking parameters provide the velocity estimation. The three rectangles depict the detected objects. Moving object's true velocity (i.e., speed and direction) in 3D world coordinate system is estimated at the projection (i.e., homography) plane. The velocity of a moving object determines the object's reaching boundary in a given time. If there exists a foreign object at the vicinity of a moving object, the estimation of time to collide becomes important; the time of arrival or the time to collide has significant implication regarding safety in transportation systems. The virtual fine grid overlaid on the projection plane effectively estimates the footage areas of individual moving object blobs, which forms the dynamic density patterns of object occupancy on the ROIs.
We have tested our system with video data captured at area A1 in Fig. 21 .6 during different day times for several days. Two cameras C1 and C2 were used to capture the views. Images in Fig. 21.4(a)(b) are example views from camera C1 and C2 with detected persons, respectively, and the homography-based registration result is shown in Fig. 21.4(c) . The ground truth for the image registration is obtained from satellite imagery in Fig. 21.6(d) .
The site context information of the system also includes various statistics computed on the fly for crowd density plot, pedestrian flow directions, vehicle traffic histogram, etc.
Dynamic Density Estimation
In wide-view open area, counting individuals may not be possible or robust especially when the site is crowded. Therefore, it would be more useful to estimate the detected objects' density, range, and moving velocity in the world coordinate system using the footage areas for each group of objects. Fig. 21 .8 shows our estimation of dynamic density patterns of crowds and moving vehicles observed on a sunny day. Each row in Fig. 21.8 shows multi-perspective image frames, and the moving objects' detected footage regions mapped on homography plane. The upper four rows in Fig. 21.8 show the scene change in terms of spatial distribution of moving objects. The last row shows the probability density functions (PDFs) of crowdedness of the upper four rows.
The PDFs were estimated by dividing the homography plane inherently into grid regions and computing the density of the footage pixels in each grid cell.
From the tested experimental site, it is observed that the driveway is sporadically occupied by fast moving high-density large blobs classified to vehicles, whereas the pedestrian walkways are frequently occupied by slow-moving sparse blobs classified as moving crowds. This empirical observation supports our framework for the spatiotemporal analysis of site context in Tables 21.1, 21.2. The density patterns and their dynamic changes provide the information about how each region of the monitored site is occupied by people or vehicles for how many frames and how they interact. Fig. 21.8 shows example plots of dynamic density patterns acquired on different times on different days. The information is effective to provide enhanced situational awareness. The dynamic density plots can be utilized for video query in order to perform post-mortem analysis. Fig. 21.9 shows the results of experiments on dynamic density estimation in natural settings where unobtrusive busy traffic flows of multiple pedestrians and vehicles were involved (as in Fig. 21.8 .) High peaks with the number of cells greater than 50 were classified as large vehicles such as buses and trucks, mid-size peaks between 10 and 50 cells were classified as small vehicles such as sedan and minivan, and small peaks lower than 10 were classified as pedestrians in isolation or in a crowd. Table 21 .3 shows the confusion matrix of the object classification using the dynamic density plots including those in Fig. 21.9 . A single sample in the table represents the whole span of a peak from any region of the ROIs. In the confusion matrix, recall is defined as the fraction of the total number of objects in a particular class that are classified correctly by the system for that class. Precision is defined as the fraction of objects recognized for a particular class that are actually correct. 
Discussions and Conclusions
In this chapter we have presented a multi-perspective vision-based analysis framework to analyze human and vehicle activities for enhanced situational awareness in video surveillance. Planar homography using multiple perspectives provides viewinvariant estimation of footage area of objects for object classification. Tracks of the moving objects are robustly estimated with the footage regions in the world coordinate system. Spatio-temporal interrelationship between human and vehicle tracks is capitalized in terms of different combinations of track vs. site context such as walkway and driveway. The concepts of interaction boundary and time to collide of each moving objects are introduced in order to build semantically meaningful situational awareness. A case study demonstrated experimental evaluation of the proposed method applied to pedestrian safety and disaster prevention domain. The proposed multi-perspective vision system and the multi-level analysis framework can be applied to broader domains including emergency response, human interactions in structured environments, and crowd movement analysis in wide-view sites.
