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Many economic allocations are decided by contests in which individuals or groups 
expend costly resources while competing to win a specific prize. Examples include corporate 
competitions between consortia, R&D and patent competitions between firms and election 
campaigns by political parties. Most of these contests are characterized by the fact that 
competition is between groups (e.g. boards of directors, teams of researchers, or committees), 
and not individuals. 
As group contests unfold, conflicts arise within each group and between groups. 
Members of the same group have incentives to cooperate with each other by contributing 
individual efforts in order to win a contest. Since effort is costly, each member also has an 
incentive to abstain from contributing any effort and instead free-ride on the efforts of other 
members. The amount of free-riding that occurs within a group depends on the composition of 
the group and the rules that regulate the competition. Members of the same group who have less 
interest in winning the contest are more likely to free-ride on the efforts of members who have 
greater interest in winning. However, free-riding behavior is unlikely when the performance of 
the entire group depends crucially on the performance of each member of a group. We can gain 
valuable insights into what factors determine the outcome of the competition by studying 
different group compositions and different contest rules. 
Take, for example, a contest between two asymmetric groups: a “Good Manager” group 
with a highly motivated manager but poorly motivated workers and a “Bad Manager” group with 
a poorly motivated manager but highly motivated workers. Which group will win the contest, the 
group with the better motivated manager or the group with the better motivated workers? What is 
the optimal compensation scheme that motivates the highest performance of each group? How 
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do the rules of the competition affect the effort expenditures and the amount of free-riding within 
each group? 
To answer these questions we design a novel experiment in which two symmetric (or 
asymmetric) groups compete in a contest. Each group has three heterogeneous players – one 
strong player and two weak players. To avoid confusion, we use homogeneous or heterogeneous 
to describe within group composition; and symmetric or asymmetric to describe differences 
between competing groups. So, the fact that each group always has two types of players implies 
that groups in our experiment always consist of heterogeneous players. The one strong player 
values the prize more highly than the two weak players and the valuations are common 
knowledge. The assumptions of the model allow us to interpret the heterogeneity in valuations as 
heterogeneity in abilities or heterogeneity in costs. All players within each group simultaneously 
and independently expend their efforts. The group performance is defined as a function of all 
individual efforts. In the public goods literature, the three most frequently used functional rules 
are perfect-substitutes, best-shot, and weakest-link (Hirshleifer, 1983; Cornes, 1993). The 
novelty of our study is that we apply these rules to the contest setting. In the “perfect-substitutes” 
contest, the performance of a group depends on the sum of individual efforts. In the “best-shot” 
contest, the performance of a group depends on the best performer. In the “weakest-link” contest, 
the performance of a group depends on the worst performer. Each group’s probability of winning 
the prize depends on its performance relative to the total performance by both groups. Therefore, 
the better performing group is more likely to win. However, the group that does not perform well 
still has some chance to receive the prize. 
Contrary to theoretical predictions, we find significant over-contribution of efforts by 
both strong and weak players in contests where individual efforts are perfect substitutes. This 
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over-contribution cannot be explained neither by risk-aversion not by inequality-aversion, but it 
can be partially explained by social identity theory. Consistent with theoretical predictions, in 
best-shot contests most of the effort is expended by strong players while weak players free-ride. 
In weakest-link contests all players expend similar positive efforts conforming to the group 
Pareto dominant equilibrium. In the contest between two asymmetric groups, as in the “Good 
Manager” versus “Bad Manager” example, the outcome of the competition depends on the 
contest rules. The “Good Manager” group with a better motivated manager is more likely to win 
the contest if the performance of both groups depends solely on the best performer within each 
group. On the contrary, the “Bad Manager” group is more likely to win the weakest-link and the 
perfect-substitutes contests. A potential application of these findings is to the managerial 
economics literature. Our findings suggest that in most of the cases it is not optimal to allocate a 
very large bonus to the manager if the objective is to achieve the highest performance of a firm. 
Instead, more equal allocation of bonuses may lead to higher performance of firms. 
 
2. Literature Review 
The most commonly used contest in the literature is the one proposed by Tullock (1980). 
In this contest, individual players expend costly efforts to influence the probability of winning a 
prize. The player’s probability of winning is proportional to the player’s relative expenditure. 
Thus, the player expending the highest effort has a higher probability of winning the prize. 
The Tullock model considers competing individuals and thus reflects the conflict 
between individual players only. The first attempts to address inter-group conflict as well as 
intra-group conflict were made by Palfrey and Rosenthal (1983) and Katz et al. (1990). The 
pioneering study by Katz et al. (1990), which is built on the original Tullock contest, 
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demonstrates that the effort expended by a group depends on individual valuations of the prize 
and not on the size of the group. One interpretation of this finding is that, as the size of a group 
increases, the amount of free-riding within the larger group increases to such an extent that the 
larger group has no advantage over the smaller group (Olson, 1965; Konrad, 2009). Baik (1993, 
2008) refined the analysis of Katz et al. (1990) by considering intra-group heterogeneity. He 
showed that if the group members differ in their valuations of the prize, only the member with 
the highest valuation expends positive effort.1 Other members of the same group choose to free-
ride on the effort of the member with the highest valuation. Lee (2009) showed that when a 
group’s probability of winning the contest depends only on the player who expends the lowest 
effort then multiple equilibria exist in which there is no free-riding. 
The efforts expended in such contests are difficult to measure in the field since one can 
observe only the performance which is a function of effort, ability, and random noise (Ericsson 
and Charness, 1994). With this in mind, researchers have turned to experimental tests of various 
contests. The first attempts to examine individual behavior in contests using laboratory methods 
were made by Millner and Pratt (1989, 1991). These studies, and many replications, employ 
individuals instead of groups.2 The exception to this is found in experimental studies of political 
voting models where, instead of individuals, groups are competing for the prize (Rapoport and 
Bornstein, 1987; Schram and Sonnemans, 1996). A major restriction of political models is that 
                                                 
1 The result that the equilibrium effort levels depend exclusively on the highest valuation for the prize in each group 
and not on the group size is well known in the literature. This result is also robust to different specifications of 
contest success function (Nti, 1998; Baik et al., 2001). Several studies suggested using convex cost of effort or 
modified utility function in order to overcome free-riding and make group size meaningful. For example, Riaz et al. 
(1995) show that by modifying utility function the total effort expended by both groups increases if either group 
increases in size. In such case free riding exists within a group, but it is incomplete. Esteban and Ray (2001) show 
that in case of convex costs the group size is an important factor which influences the outcome of the contest. 
2 Laboratory studies of contests between individuals conclude: there is significant over-dissipation in lottery contests 
(Davis and Reilly, 1998; Potters et al., 1998); risk-aversion and quantal response equilibrium can account for some 
non-equilibrium behavior (Sheremeta and Zhang, 2010; Sheremeta, 2011); the non-monetary utility of winning is an 
important factor to explain over-dissipation in contests (Sheremeta, 2010a, 2010b). 
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the subject’s choice space limited to a binary decision: whether to cast a vote or not. The 
experimental studies on group contest where subjects can make their decisions on continuous 
space have been recently conducted by Nalbantian and Schotter (1997), Gunnthorsdottir and 
Rapoport (2006), Sutter and Strassmair (2009), Abbink et al. (2010), Ahn et al. (2011), and 
Kugler et al. (2010). All of these studies, however, employ perfect-substitutes contests (i.e., the 
performance of a group depends on the sum of individual efforts) and homogenous players (i.e., 
all players within the same group are identical). Our experimental design differs substantially by 
the fact that we have heterogeneous players, instead of homogeneous players. Moreover, we 
study the impact of three different contest rules (i.e., perfect-substitutes, best-shot, and weakest-
link) on the effort expenditures and the amount of free-riding within each group. These are 
important questions to investigate, given that the majority of contests in reality are between 
groups with heterogeneous players, efforts of which are not necessarily aggregated by the 
perfect-substitutes technology.  
 
3. The Experimental Environment 
3.1. The Model 
To simplify analysis we assume that there are two groups expending costly efforts in 
order to win a contest. Group 𝐺 consists of 𝑁𝐺  risk-neutral players, and each player 𝑖 expends 
individual effort 𝑥𝑖𝐺 . Group 𝐵 is defined in a similar way. All players simultaneously and 
independently expend irreversible efforts. The group performance 𝑋𝐺 is a function of all 
individual efforts. The three functional forms considered in this study are perfect-substitutes, 
best-shot, and weakest-link (Hirshleifer, 1983). 
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In the perfect-substitutes contest the group performance is a sum of all individual efforts, 
𝑋𝐺 = ∑ 𝑥𝑖𝐺
𝑁𝐺
𝑖=1 . This type of contest resembles many real life competitions where the 
performance of the group depends on the joint effort of all members within that group. Consider, 
for example, a contest between two towns for a county’s road construction budget. The 
government of the county selects the winning town based on the lobbying efforts by the people 
within each town. In such a contest, the performance of a town depends on the sum of all 
individual lobbying efforts. 
In the best-shot contest the group performance depends only on the best performer within 
a group, 𝑋𝐺 = max{𝑥1𝐺 , … , 𝑥𝑁𝐺𝐺}. An example of such a contest is a competition between 
groups where each member of each group presents a design of a new product and the group 
whose member presents the best design receives a reward. In this contest the performance of a 
group depends only on the best performer within that group. 
In the weakest-link contest the performance of the entire group depends on the worst 
performer within a group, 𝑋𝐺 = min{𝑥1𝐺 , … , 𝑥𝑁𝐺𝐺}. An example of a weakest-link contest is a 
competition between groups where each member of a group is responsible for a specific task. If 
any of the members fails to perform the task then the group loses the competition. Other 
weakest-link, best-shot, and perfect-substitutes examples can be found in Hirshleifer (1983), 
Bliss and Nalebuff (1984), and Harrison and Hirshleifer (1989). 
The performance of each group determines the probability of winning the contest. After 
all players of group 𝐺 and group 𝐵 choose their efforts, 𝑋𝐺 and 𝑋𝐵 are compared. The better 
performing group has a higher chance of winning the prize. The probability of group 𝐺 winning 
the prize is defined by a lottery contest success function: 
𝑝𝐺(𝑋𝐺 , 𝑋𝐵) = 𝑋𝐺/(𝑋𝐺 + 𝑋𝐵).       (1) 
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That is, each group’s probability of winning depends on its performance relative to the total 
performance by both groups. Our reason for choosing this specific contest success function is 
that it is simple enough for subjects to understand, but this simplicity does not affect the 
comparative statics predictions of the theory (Baik, 1993, 2008; Baik et al., 2001; Nti, 1998; Lee, 
2009). The lottery contest success function is also commonly used in most of the Tullock contest 
literature, including virtually all of the experimental contest literature. 
In the case where group 𝐺 wins the prize, player 𝑖 receives the valuation of 𝑣𝑖𝐺 . All prize 
valuations are common knowledge and may differ from player to player. Without loss of 
generality, assume that 𝑣1𝐺 > 𝑣2𝐺 ≥ ⋯ ≥ 𝑣𝑁𝐺𝐺 > 0 and 𝑣1𝐵 > 𝑣2𝐵 ≥ ⋯ ≥ 𝑣𝑁𝐵𝐵 > 0. We will 
call players 1𝐺 and 1𝐵 “strong players” and other players “weak players”. Given (1), the 
expected payoff for player 𝑖 in group 𝐺 can be written as: 
𝜋𝑖𝐺(𝑥𝑖𝐺 , 𝑋𝐺 , 𝑋𝐵) = 𝑝𝐺(𝑋𝐺 , 𝑋𝐵)𝑣𝑖𝐺 − 𝑥𝑖𝐺 .      (2) 
The first term of the expected payoff, 𝑝𝐺(𝑋𝐺 , 𝑋𝐵)𝑣𝑖𝐺, is simply the probability of group 𝐺 
winning the prize times player 𝑖’s valuation of the prize. By expending a higher effort, 𝑥𝑖𝐺 , 
player 𝑖 can increase the probability 𝑝𝐺(𝑋𝐺 , 𝑋𝐵) of winning the contest. Therefore, player 𝑖 has 
an incentive to cooperate with other members of his group; but since cooperation is costly, 
(−𝑥𝑖𝐺), there is also an incentive to free-ride. It is important to emphasize that, because of the 
lottery contest success function and the linear costs, heterogeneity in valuations can also be 
interpreted as heterogeneity in abilities or heterogeneity in costs. For example, without changing 
the nature of the current contest one could divide (2) by 𝑣𝑖𝐺  and thus transform this contest into a 
contest where players have heterogeneous costs. 
Theoretical implications of the model described in this section depend on the contest rule. 
In the perfect-substitutes contest, the pure-strategy Nash equilibrium is unique and is 
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characterized by player 1𝐺’s and 1𝐵’s optimal efforts of 𝑥1𝐺
∗ = 𝑣1𝐺




2 /(𝑣1𝐺 + 𝑣1𝐵)
2. All other players free-ride in the equilibrium and expend no effort. The 
full derivation of these results can be found in Baik (1993, 2008). The intuition behind the 
equilibrium is that the strong player obtains the highest marginal payoff, whereas all players 
have the same constant marginal cost. Given this, at the equilibrium effort of the strong player, 
the marginal payoff for the weak players is always lower than the marginal cost. Therefore, the 
weak players have no incentive to expend any positive effort.3 
In the best-shot contest, in addition to the equilibrium of the perfect-substitutes contest, 
multiple equilibria can arise in which any two players, each from a different group, compete 
against each other as in a simple two-player contest, while the other players fully free-ride 
(Chowdhury et al., 2011). This multiplicity of equilibria arises when the valuations of strong 
players, 𝑣1𝐺  and 𝑣1𝐵, are not sufficiently higher than the valuations of weak players. In this case, 
strong players can free-ride on the efforts of weak players. In the next section we will discuss all 
possible equilibria in the best-shot contest used in our experiment. 
The equilibrium of the weakest-link contest has recently been characterized by Lee 
(2009). In such a contest there exist multiple pure-strategy Nash equilibria in which there is no 
free-riding. In each equilibrium the players in each group match all their efforts at the same level 
while best responding to the effort of the other group. Each individual player does not have any 
incentive to change his effort level, given the efforts of the other players. However, players 
within the same group have incentives to cooperate with each other and hence increase their 
effort levels. Lee (2009) proved that there is only one group Pareto dominant equilibrium in 
which no individual player or group has any incentive to deviate. In the Pareto dominant 
                                                 
3 It is important to emphasize that when the cost of effort is convex, instead of linear, zero effort expenditures by the 
weak players is not an equilibrium anymore (Esteban and Ray, 2001). 
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equilibrium, all players expend efforts, which are derived from a simple two-player contest 
between the weakest player in group 𝐺 and the weakest player in group 𝐵, i.e. 𝑥𝑖𝐺
∗ =
𝑣𝑁𝐺𝐺
2 𝑣𝑁𝐵𝐵/(𝑣𝑁𝐺𝐺 + 𝑣𝑁𝐵𝐵)
2 and 𝑥𝑖𝐵
∗ = 𝑣𝑁𝐺𝐺𝑣𝑁𝐵𝐵
2 /(𝑣𝑁𝐺𝐺 + 𝑣𝑁𝐵𝐵)
2 for all 𝑖. 
 
3.2. Experimental Design and Predictions 
Our experiment studies contests between symmetric groups and those between 
asymmetric groups. It is important to emphasize that symmetric and asymmetric refers to whether 
the two groups are the same or the two groups are different. All groups in all treatments, 
however, consist of heterogeneous players. 
Table 1 summarizes the valuations of the players, the equilibrium efforts and the 
expected payoffs in contests between two symmetric groups. Both groups G and B have three 
heterogeneous players – one strong player with a high valuation of 60 and two weak players with 
a low valuation of 30. The total group effort in Table 1 is defined as the sum of all individual 
efforts. The effective group effort in the perfect-substitutes contest is defined as the sum of all 
individual efforts, in the best-shot contest it is the maximum individual effort within a group, and 
in the weakest-link contest it is the minimum individual effort within a group. 
In the perfect-substitutes contest, the equilibrium is unique and is characterized by player 
1G’s and 1B’s optimal effort of 15. The weak players in the equilibrium should free-ride and 
expend no effort. As a result, the total group effort and the effective group effort are 15. In the 
best-shot contest there are multiple equilibria, which are established each time one player from 
group G competes against one player from group B as in a simple two-player contest, while other 
players fully free-ride. However, the group Pareto dominant equilibrium coincides with the 
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equilibrium of the perfect-substitutes contest (Table 1).4 In the weakest-link contest there are 
multiple equilibria in which there is no free-riding. The unique group Pareto dominant 
equilibrium is characterized by an effort of 7.5 for all players. In the Pareto dominant 
equilibrium the total group effort, defined as a sum of all efforts within a group, is 22.5; and the 
effective group effort, defined as a minimum effort within a group, is 7.5. 
Many contests in reality take place between asymmetric groups. In the introduction we 
discussed a contest between the “Good Manager” group and the “Bad Manager” group, in which 
the asymmetry of two competing groups comes primarily from the differences between managers 
and workers. To capture this we examine a contest between two asymmetric groups as shown in 
Table 2. Similarly to the symmetric case, we study the effect of three contest rules: perfect-
substitutes, best-shot, and weakest-link. In each contest the composition of group B is the same 
as in symmetric contests. In group G, however, the prize valuation of player 1G is increased to 
90, while the prize valuation of players 2G and 3G is decreased to 15. The overall valuation of 
both groups is held constant. 
In equilibrium, group G has a higher chance of winning the perfect-substitutes and best-
shot asymmetric contests. This result comes from the competition between the strong players. 
Since player 1G (“Good Manager”) has higher valuation than player 1B (“Bad Manager”), player 
1G expends higher effort in the equilibrium (21.6 versus 14.4). As a result, group G wins the 
contest 60% of the time. In contrast, the outcome of the weakest-link asymmetric contest 
depends solely on the weakest player in each group. In group G the weak player’s valuation is 
                                                 
4 Other equilibria in the best-shot are characterized by player 2G’s (or 3G’s) and 2B’s (or 3B’s) efforts of 7.5 while 
others expend 0. In these equilibria, both groups have equal probability of winning the contest. The expected payoff 
of player 1 is 30, player 2(3) is 7.5, and player 3(2) is 15. One can see that these equilibria, as well as the equilibria 
where one strong player competes against one weak player, will cause highly asymmetric payoffs. Based on the 
findings of the other-regarding preferences literature (Fehr and Schmidt, 1999; Bolton and Ockenfels, 2000), we 
expect that the equilibrium described in Table 3.1 is most likely to be chosen by players since all players within a 
group earn the same expected payoffs of 15. 
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15, while in group B the weak player’s valuation is 30. Therefore, equilibrium efforts by all 
players in group G and group B are 3.3 and 6.7. These efforts imply that in the weakest-link 
contest group G wins 33% of the time, while group B wins 67% of the time. 
 
3.3. The Experimental Procedures 
The experiment used subjects drawn from the population of undergraduate students at 
Purdue University. Computerized experimental sessions were run using z-Tree (Fischbacher, 
2007) at the Vernon Smith Experimental Economics Laboratory. A total of 108 subjects 
participated in six experimental sessions (18 subjects per session). Upon arrival the subjects were 
randomly assigned to a computer. The experiment proceeded in three parts. All subjects were 
given written instructions, available in Appendix, at the beginning of each part, and an 
experimenter also read the instructions aloud. In the first part, similarly to Holt and Laury 
(2002), subjects’ risk attitudes were elicited using multiple price list of 15 simple lotteries.5 At 
the end of the experiment, 1 out of the 15 lottery decisions made by subjects was randomly 
selected for payment. The second and the third parts corresponded to one symmetric and one 
asymmetric treatment. In three sessions we ran symmetric treatments first and in three other 
sessions we ran asymmetric treatments first, using the same contest rule within each session. 
Each subject played 30 periods in symmetric treatment and 30 periods in asymmetric treatment. 
In each period subjects were randomly and anonymously placed into group G or B 
designated as either player 1, 2, or 3 within that group. After each period subjects were randomly 
re-matched into new groups and new role assignments. Thus, in each period of the experiment all 
                                                 
5 Subjects were asked to state whether they preferred safe option A or risky option B. Option A yielded $1 payoff 
with certainty, while option B yielded a payoff of either $3 or $0. The probability of receiving $3 or $0 varied across 
all 15 lotteries. The first lottery offered a 0% chance of winning $3 and a 100% chance of winning $0, while the last 
lottery offered a 70% chance of winning $3 and a 30% chance of winning $0. 
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subjects had 1/3 chance to play as strong and 2/3 chance to play as weak player.6 At the 
beginning of each period, each player received an endowment of 60 experimental francs 
(equivalent to $1.20).7 All subjects were told that by contributing 1 franc to their individual 
account they would earn 1 franc, while by contributing 1 franc to their group account they could 
increase the chance of their group receiving the reward. Subjects could contribute any integer 
number of francs between 0 and 60. After all subjects submitted their effort contributions to the 
group account, a computer determined the winning group. A simple lottery was used to explain 
how the computer chose the winning group. All players in the winning group received the reward 
according to their type. At the end of each period subjects were informed of group G’s and B’s 
efforts, which group received the reward, and individual payoffs. Subjects were paid for 5 out of 
30 periods in parts two and three at the end of the experiment. The earnings were converted into 
US dollars at the rate of 50 francs to $1. On average, subjects earned $21 each and the 
experimental sessions lasted for about 70 minutes. 
 
4. Experimental Results 
4.1. Contests between Symmetric Groups 
Table 3 summarizes the average effort and payoff in symmetric contests. In the perfect-
substitutes contest the equilibrium of the game is characterized by the positive effort only for 
player 1. Contrary to theoretical predictions, weak players expend substantial efforts. Around 
70% of all efforts expended by players 2 and 3 are positive (see Figure 1). We also observe that 
subjects in the role of player 1 expend on average an effort of 18.9, which is higher than the 
                                                 
6 This type of matching protocol was used to mitigate any concerns about fairness and inequality among subjects. 
7 Although we restrict the endowment to 60, it does not affect the equilibrium. The highest equilibrium effort of the 
strong player (whose valuation is 90) is only 21.6, which is much lower than the non-binding endowment of 60. 
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equilibrium effort of 15.8 As a result of significant over-contribution, the total group effort is 
almost three times higher than the equilibrium and all players earn significantly lower payoffs. 
The significant over-contribution of efforts is consistent with Abbink et al. (2010), who find that 
groups in a similar perfect-substitutes contest expend four times more than the equilibrium.9 
Result 1. In the perfect-substitutes contest, contrary to theoretical predictions, there is 
significant over-contribution of efforts by both strong and weak players. 
The over-contribution in perfect-substitutes contests cannot be explained by risk-aversion 
(Hillman and Katz, 1984; Abbink et al., 2010). In fact, given that the majority of subjects in our 
experiment are risk-averse (76%) implies that on average we should observe under-contribution 
and not over-contribution of efforts. Also, over-contribution cannot be captured by standard 
social preferences literature which assumes that subjects are inequality-averse (Fehr and 
Schmidt, 1999; Bolton and Ockenfels, 2000). If that was the case then all subjects should have 
played according to the unique equilibrium defined in Table 1, since at this equilibrium both 
strong and weak players earn the same expected payoffs of 15.  
Although risk-aversion and inequality-aversion cannot explain significant over-
contribution of efforts, there are several other possible explanations. First, subjects may have a 
non-monetary utility of winning which is not accounted by a general theory (Sheremeta, 2010a, 
2010b; Price and Sheremeta, 2011). Second, it is possible that subjects expend significantly 
higher efforts because each period they receive a “free” endowment of 60 francs. Note that this 
                                                 
8 To support these conclusions we estimated a simple panel regression for each type of players, where the dependent 
variable is effort and independent variables are a constant and a period trend. The model included a random effects 
error structure, with the individual subject as the random effect, to account for the multiple efforts made by 
individual subjects. The standard errors were clustered at the session level to account for session effects. Based on a 
standard Wald test, conducted on estimates of a model, we found that in periods 1 through 15 both types of players 
expend significantly higher efforts than the predicted theoretical values (p-value < 0.01). However, in periods 16 
through 30 strong players expend efforts similar to theoretical predictions (p-value = 0.38). 
9 Significant over-contribution of efforts has been also observed in other contest studies that employ individual 
rather than group contestants (Millner and Pratt 1989, 1991; Davis and Reilly, 1998; Sheremeta, 2010a, 2010b). 
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endowment is substantially higher than the Nash equilibrium predictions. While the endowment 
itself has no theoretical impact, it certainly may have a behavioral impact, causing subjects to 
over-contribute. Finally, the most likely explanation for over-contribution comes from a rapidly 
developing literature in economics on social group identity (Akerlof and Kranton, 2000; Chen 
and Li, 2009; Sutter, 2009). By expending positive efforts in the perfect-substitutes contest 
players always contribute to the group performance. Therefore, subjects may identify themselves 
as a group and be influenced by this group identification (Kugler et al., 2010). Obviously, the 
group identification shifts players’ attention from self-interested profit-maximizing behavior to 
altruistic group-maximizing behavior and thus may cause over-contribution of efforts.10 
The striking difference between the best-shot and perfect-substitutes contests is that in the 
symmetric best-shot contest most subjects learn to play an equilibrium in which weak players 
free-ride on the effort expenditures of strong players. Figure 2 displays the effort made by player 
1 and the corresponding maximum individual effort in the group. The size of the bubble indicates 
the frequency of observation (the total number of observations is 360). For example, the biggest 
bubble on the graph indicates that 49 times player 1’s effort of 20 turned out to be the highest 
effort within a group. About 75% of all observations lie on the 45 degree line, indicating that 
player 1 most frequently has the highest effort within a group. Moreover, in the best-shot contest 
only 28% of efforts made by players 2 and 3 are above 0 (compared to 70% in the perfect-
substitutes contest). 
                                                 
10 Players 1, 2, and 3 receive the total prize of 120 = 60+30+30. Thus, if all players in group G (group B) maximize 
their total group payoff, instead of maximizing individual payoffs, then the equilibrium group effort should be 30, 
instead of 15 (Table 3). This equilibrium effort is derived from a simple contest between two players for a prize of 
value 120 (Tullock, 1980). If the above argument is correct and social group identity promotes individual members 
to act as one, then the average group effort observed in the experiment is only 30% higher than the equilibrium 
group effort (40.5 versus 30). 
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Result 2. In the best-shot contest most of the efforts are made by strong players, while 
weak players tend to free-ride. 
Overall, the behavior we observe in the best-shot contest is consistent with theoretical 
predictions.11 This finding is different from previous findings of Harrison and Hirshleifer (1989) 
who document that, in the best-shot public goods game, players expend four times higher efforts 
than predicted. The difference between our findings and findings of Harrison and Hirshleifer is 
likely due to the fact that, instead of homogenous players, we have heterogeneous players. In the 
equilibrium of the best-shot contest only one player should expend positive effort while other 
players should expend no effort. The introduction of heterogeneity between players results in a 
focal point where only the strong player expends positive effort (Schelling, 1960; Ochs, 1995; 
Crawford et al., 2008). This finding suggests that the heterogeneity between players serves as a 
coordination device and thus it can be used to solve the coordination failure problem in 
volunteer's dilemma games (Diekmann, 1985, 1993). 
Next we look at the behavior of players in the symmetric weakest-link contest. The 
striking difference between the weakest-link contest and the two other contests is that, in the 
weakest-link contest, all players expend very similar efforts. Table 3 reports that player 1 on 
average expends effort of 7.7 and players 2 and 3 expend efforts of 7. In the Pareto dominant 
equilibrium all players should expend 7.5 as their effort.12 
Result 3. In the weakest-link contest both strong and weak players expend similar 
positive efforts, at levels consistent with the group Pareto dominant equilibrium. 
                                                 
11 As mentioned in Section 3.2 (see footnote 4), in a case when some weak players expend sufficiently high efforts, 
it can be optimal for strong players to expend no effort. This may explain why 26% of efforts made by strong 
players are 0 in the best-shot contest, compared to only 12% in the perfect-substitutes contest. 
12 Based on a standard Wald test, conducted on estimates of a random effects model, we cannot reject the hypothesis 
that the weak players expend the Pareto equilibrium effort in the first 15 periods (p-value = 0.57) and in the last 15 
periods (p-value = 0.88) of the experiment. Similarly, the expenditures of strong players are not significantly 
different from the equilibrium in the first 15 periods (p-value < 0.86) and in the last 15 periods (p-value = 0.59) of 
the experiment. 
 17 
It is important to emphasize, however, that nearly 50% of all individual efforts do not 
precisely coincide with the minimum individual effort within the group (the effective group 
effort in Table 3) suggesting some coordination failure. Figure 3 displays the distribution of 
efforts in the weakest-link contest. Most frequently, strong and weak players coordinate their 
efforts around 5. Consequently, the average effective group effort of 4.8 is lower than the 
optimal Pareto dominant effort of 7.5. Figure 4 displays the dynamics of the average effort and 
the standard deviation in the weakest-link contest. As players become more experienced, the 
within-group standard deviation decreases. This is a good indication of convergence towards the 
equilibrium prediction of symmetric efforts. At equilibrium, of course, the standard deviation 
should be zero. 
Overall, the behavior observed in the weakest-link contest is consistent with the Pareto 
dominant equilibrium. This finding contrasts with the literature on coordination games with 
Pareto-ranked equilibria (Van Huyck et al., 1990, 1991; Cooper et al., 1990, 1992). The seminal 
studies by Van Huyck et al. (1990) and Cooper et al. (1990) document that coordination failure is 
a common phenomenon in the laboratory. A number of studies have tried to resolve the 
coordination failure through pre-play communication (Cooper et al., 1992), repetition and fixed-
matching protocols (Clark and Sefton, 2001), and gradual increase in the group size (Weber, 
2006). Our experiment points out that introduction of between-group competition may be 
another solution to the coordination failure problem.13 
 
 
                                                 
13 Similar result is established by Bornstein et al. (2002), who find that competition between groups improves 
collective efficiency relative to the base line treatment of Van Huyck et al. (1990). The main difference of our study 
is that all players in the losing group had to forfeit their efforts, whereas in Bornstein et al. they simply received zero 
payoffs. 
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4.2. Contests between Asymmetric Groups 
The asymmetric contests had two asymmetric groups competing against each other under 
three different contest rules. Table 4 summarizes the average individual and group efforts in all 
asymmetric contests. As in the symmetric case, weak players 2 and 3 expend positive efforts in 
the asymmetric perfect-substitutes contest, although the equilibrium predicts positive effort only 
for strong player 1. This is consistent with the previous Result 1. In line with Result 2, most of 
the efforts in the asymmetric best-shot contest are made by strong players while weak players 
free-ride. Finally, in line with Result 3, strong and weak players in the asymmetric weakest-link 
contest learn to coordinate their efforts at the same level. 
The unique feature of contests between asymmetric groups is that, depending on the 
contest rule, either group G or group B has a higher probability of winning in the equilibrium. 
For example, theory predicts that in the perfect-substitutes contest, group G has a higher chance 
of winning. The data clearly rejects this prediction. We estimated a probit model where the 
dependent variable is winning and the independent variables are individual subject dummies, 
session dummies, and a dummy for group G. The group G dummy-variable is negative and 
significant (p-value < 0.01).  
Result 4. Contrary to theoretical predictions, group G wins significantly less in the 
perfect-substitutes contest than group B. 
Theory predicts that player 1B, whose valuation is 60, should be discouraged by player 
1G, whose valuation is 90. Given that the effective competition in equilibrium is only between 
strong players, group G should have a higher probability of winning the contest. Nevertheless, 
Table 4 shows that, in the perfect-substitutes contest, player 1B is not discouraged by player 
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1G.14 Moreover, player 1B receives significantly more support from weak players 2B and 3B 
than player 1G receives from players 2G and 3G. As a result, instead of winning the contest 40% 
of the time, group B wins the contest 59% of the time. 
In the best-shot and weakest-link contests the story is quite different. Consistent with 
theoretical predictions, group G wins more often in the best-shot contest than group B. The 
estimation of a random effects probit model, where the dependent variable is winning and the 
independent variable is a dummy for group G, indicates significant difference (p-value < 0.01). 
Theory also predicts that group G has a lower probability of winning the weakest-link contest. 
This prediction is supported by the data (p-value < 0.01). 
Result 5. Consistent with theoretical predictions, group G wins more often than group B 
in the best-shot contest and less often in the weakest-link contest. 
Why does group G win the best-shot contest but lose the weakest-link contest? The 
outcome of the best-shot contest depends only on strong players. As previously established 
(Result 2), neither 1G nor 1B players receive any significant support from weak players in best-
shot contests. Consequently, competition occurs between strong players only, with player 1G 
having a higher valuation and thus a substantial advantage over player 1B. On the other hand, the 
outcome of the weakest-link contest depends only on the weakest player in each group. Since the 
weakest player in group G has a lower valuation than in group B (15 versus 30), group G has a 
lower probability of winning the contest.15 To summarize, asymmetric valuations help group G 
in the best-shot contest but not in the weakest-link contest. 
                                                 
14 Note that although the equilibrium effort of player 1B in the asymmetric perfect-substitutes contest (Table 4) is 
lower than in the symmetric perfect-substitutes contest (14.4 versus 15), the actual average effort is slightly higher 
(19.1 versus 18.9), indicating no discouragement effect. 
15 Table 4 shows that in the weakest-link contest the strong player in group G expends significantly higher effort 
than weak players. One interpretation of this observation is that the strong player tries to coordinate with weak 
players at a substantially higher level than the equilibrium, because the prize valuation of the strong player is six 
times higher than the prize valuation of weak players. 
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The findings described in this section answer one of the questions that we posed in the 
introduction, namely, which group will win the contest: the “Good Manager” group with the 
better motivated manager or the “Bad Manager” group with the better motivated workers? It 
turns out that the outcome of the competition depends upon the underlying rules. The group with 
the better motivated manager is more likely to win the best-shot contest (Result 5), while the 
group with the better motivated workers is more likely to win the weakest-link and perfect-
substitutes contests (Results 4 and 5). 
One interpretation of our results relates to managerial compensation schemes. Let’s say a 
CEO has a bonus pool which can be used to motivate a team of one manager and several 
workers. By wisely accounting for the type of underlying contest, the CEO can increase the 
team’s chance of success. For example, if the team is participating in the best-shot type of 
contest then the CEO should allocate the largest bonus to the manager. However, given the fact 
that the majority of real life contests require considerable group coordination (as in the weakest-
link) and high level of joint effort (as in the perfect-substitutes), it might not be optimal to 
allocate a large bonus to the manager. 
 
5. Discussion and Conclusions 
This experiment shows that individual behavior in contests between symmetric groups 
and those between asymmetric groups depends upon a player’s type and the rules that regulate 
the competition. In contests, where individual efforts are perfect substitutes, both strong and 
weak players significantly over-contribute their efforts. In best-shot contests, where the 
performance of a group depends on the best performer within the group, most of the effort is 
expended by strong players while weak players free-ride. In weakest-link contests, where the 
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group performance depends on the worst performer within the group, there is almost no free-
riding and all players expend similar positive efforts. 
What are the implications of our findings? First, our findings point out that introduction 
of between-group competition and heterogeneity between players (as in the weakest-link and 
best-shot contests) can solve the coordination failure problem in games with Pareto-ranked 
equilibria (such as the minimum effort and best-shot public goods games). Second, our findings 
have implications for designing contests between groups in a workplace. By organizing work 
groups in specific ways, with specific rules, one can effectively control the competitive 
environment within a workplace. For example, if the administrator wants to encourage the 
highest performance from the strongest players, he should employ a best-shot contest. In such a 
contest, as our results point out, most of the efforts within a group will be made by strong 
players. If the objective is to reduce free-riding, the contest designer should choose to use the 
weakest-link contest. It is important to emphasize, however, that choosing one contest over 
another comes at a cost. By choosing the best-shot contest, the designer should anticipate strong 
free-riding behavior from weak players. By choosing the weakest-link contest, the designer 
should anticipate little group effort as well as poor performance by strong players. Therefore, the 
general conclusion from our findings is that the advantage of one contest rule over another 
comes at a cost. 
This study opens a new avenue for future research. First natural question is: how robust 
our experimental results when there are more than two groups in a contest or more than three 
players within each group? One conjecture is that increasing the group size and/or the number of 
groups will lead to more free-riding (Isaac and Walker, 1988). Second, it would be interesting to 
see how robust our findings are under alternative contest success functions and convex costs 
 22 
(Baik et al., 2001; Esteban and Ray, 2001). Another extension is to allow sequential contribution 
of efforts by weak players and then by strong players within each group. Such modification 
should not change the Nash equilibrium of the contest.16 However, behaviorally, sequential and 
simultaneous contests are very different. It is likely that the sequential design will lead subjects 
to behave more in the line with theoretical predictions (Harrison and Hirshleifer, 1989). Future 
research should also consider other realistic extensions to the group-contest setting, including 




                                                 
16 It will, however, provide a unique subgame perfect equilibrium in the best-shot and weakest-link contests. 
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Appendix: The Instructions for the Perfect-Substitutes Treatment 
GENERAL INSTRUCTIONS 
This is an experiment in the economics of strategic decision making. Various research agencies have 
provided funds for this research. The instructions are simple.  If you follow them closely and make appropriate 
decisions, you can earn an appreciable amount of money. 
The experiment will proceed in three parts. Each part contains decision problems that require you to make a 
series of economic choices which determine your total earnings. The currency used in Part 1 of the experiment is 
U.S. Dollars. The currency used in Parts 2 and 3 of the experiment is francs. Francs will be converted to U.S. 
Dollars at a rate of _50_ francs to _1_ dollar. At the end of today’s experiment, you will be paid in private and in 
cash. 18 participants are in today’s experiment. 
It is very important that you remain silent and do not look at other people’s work. If you have any 
questions, or need assistance of any kind, please raise your hand and an experimenter will come to you. If you talk, 
laugh, exclaim out loud, etc., you will be asked to leave and you will not be paid. We expect and appreciate your 
cooperation.  
 
INSTRUCTIONS FOR PART 1 
YOUR DECISION 
In this part of the experiment you will be asked to make a series of choices in decision problems. How 
much you receive will depend partly on chance and partly on the choices you make. The decision problems are not 
designed to test you. What we want to know is what choices you would make in them. The only right answer is what 
you really would choose. 
For each line in the table in the next page, please state whether you prefer option A or option B. Notice that 
there are a total of 15 lines in the table but just one line will be randomly selected for payment. You ignore which 
line will be paid when you make your choices. Hence you should pay attention to the choice you make in every line. 
After you have completed all your choices a token will be randomly drawn out of a bingo cage containing tokens 
numbered from 1 to 15. The token number determines which line is going to be paid. 
Your earnings for the selected line depend on which option you chose: If you chose option A in that line, 
you will receive $1. If you chose option B in that line, you will receive either $3 or $0. To determine your earnings 
in the case you chose option B there will be second random draw. A token will be randomly drawn out of the bingo 
cage now containing twenty tokens numbered from 1 to 20. The token number is then compared with the numbers in 
the line selected (see the table). If the token number shows up in the left column you earn $3. If the token number 










A or B 
1 $1 $3 never $0 if 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20  
2 $1 $3 if 1 comes out of the bingo cage $0 if 2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20  
3 $1 $3 if 1 or 2 $0 if 3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20  
4 $1 $3 if 1,2,3 $0 if 4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20  
5 $1 $3 if 1,2,3,4, $0 if 5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20 
 6 $1 $3 if 1,2,3,4,5 $0 if 6,7,8,9,10,11,12,13,14,15,16,17,18,19,20  
7 $1 $3 if 1,2,3,4,5,6 $0 if 7,8,9,10,11,12,13,14,15,16,17,18,19,20  
8 $1 $3 if 1,2,3,4,5,6,7 $0 if 8,9,10,11,12,13,14,15,16,17,18,19,20  
9 $1 $3 if 1,2,3,4,5,6,7,8 $0 if 9,10,11,12,13,14,15,16,17,18,19,20  
10 $1 $3 if 1,2,3,4,5,6,7,8,9 $0 if 10,11,12,13,14,15,16,17,18,19,20 
 11 $1 $3 if 1,2, 3,4,5,6,7,8,9,10 $0 if 11,12,13,14,15,16,17,18,19,20  
12 $1 $3 if 1,2, 3,4,5,6,7,8,9,10,11 $0 if 12,13,14,15,16,17,18,19,20  
13 $1 $3 if 1,2, 3,4,5,6,7,8,9,10,11,12 $0 if 13,14,15,16,17,18,19,20  
14 $1 $3 if 1,2, 3,4,5,6,7,8,9,10,11,12,13 $0 if 14,15,16,17,18,19,20  
15 $1 $3 if 1,2, 3,4,5,6,7,8,9,10,11,12,13,14 $0 if 15,16,17,18,19,20  
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INSTRUCTIONS FOR PART 2 
YOUR DECISION 
The second part of the experiment consists of 30 decision-making periods. At the beginning of each period, 
you will be randomly and anonymously placed into a group of 3 people (group A or B). Either group A or group B 
will receive the reward of 120 francs at the end of each period. In addition to your group assignment you will also be 
randomly assigned a specific type in the group (type 1, 2, or 3). Your type will determine how the reward is shared 
within the group. Each period your group as well as your type will be changed. 
Each period you will be given an initial endowment of 60 francs and asked to decide how much to allocate 
to the group account or the individual account. You may allocate any integer number of francs between 0 and 60. 
An example of your decision screen is shown below.   
 
At the beginning of each period you will see which group and what type you are assigned to (as shown at 
the top of the screen). You will also see the composition of both group A and group B, thus you will know the types 
of participants in both groups (as shown on the right and left columns of the screen). 
YOUR EARNINGS 
After all participants have made their decisions, your earnings for the period are calculated. These earnings 
will be converted to cash and paid at the end of the experiment if the current period is one of the five periods that is 
randomly chosen for payment. 
1) Your period earnings are the sum of the earnings from your individual account and the earnings from 
your group account. 
2) For each franc in your individual account, you will earn 1 franc in return. So, if you keep all 60 francs that 
you are endowed with to your individual account you will earn 60 francs. But you can also earn some 
francs from your group account. 
3) By contributing to the group account you are increasing the chance of receiving the reward for your group. 
If the total number of francs in your group account exceeds the total number of francs in the other group 
account, your group has higher chance of receiving the reward. If your group receives the reward then in 
addition to the earnings from your individual account you receive the reward from your group account 
which is determined by your type. A group can never guarantee itself the reward. However, by increasing 
your contribution, you can increase your group’s chance of receiving the reward. 
4) The computer will assign the reward either to your group or to the other group, via a random draw. So, in 
each period, only one of the two groups can obtain the reward. 
Type 1 earnings from the 
group account (if Group 
A receives the reward) 
Your Group and 
Type 
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Example 1. Random Draw 
This is a hypothetical example used to illustrate how the computer is making a random draw. Think of the 
random draw in the following way. For each franc in group A’s account the computer puts 1 red token into a bingo 
cage and for each franc in group B’s account the computer puts 1 blue token. Then the computer randomly draws 
one token out of the bingo cage. If the drawn token is red group A receives the reward, if the token is blue group B 
receives the reward. Assume that members of both group A and B have allocated their francs in the following way 
(as shown on the Table 1 below). 



















































Total 120 135 45  Total 120 165 15 
Group A members have allocated total of 45 francs to the group account while group B members only 15 
francs. Thus, the computer will place 45 red tokens and 15 blue tokens into the bingo cage (60 tokens total). Then 
the compute will randomly draw one token out of the bingo cage. You can see that since group A has contributed 
more it has higher chance of receiving the reward (45 out of 60 times group A will receive the reward). Group B 
has lower chance of receiving the reward (15 out of 60 times group B will receive the reward). 
5) After all contributions are made, the computer makes a random draw. Each member of the group that 
receives the reward will receive the reward according to his or her type. Not all types receive the same 
reward. For example, if you are type 1 in group A and your group received the reward, you earn 60 francs 
from group account. As mentioned earlier, at each period your group as well as your type will be changed. 
Sometimes you will be a member of group A, sometimes a member of group B. Sometimes you will be 
type 1, sometimes type 2 or 3. 
 
Example 2. Total Earnings 
This example illustrates the calculation of earnings. In Example 1, group A had 45 francs while group B 
had 15 francs in the group account. Let’s say the computer made a random draw and group A received the reward. 
Thus, all the members of group A receive the reward according to their types from the group account plus they also 
receive earnings from the individual account. All members of group B receive earnings only from the individual 
account, since group B did not receive the reward. The calculation of the total earnings is shown in Table 2 below. 

































60+40 = 100 
30+45   = 75 














Total 120 135 255  Total 0 165 165 
At the end of each period, the total number of francs in the two groups’ accounts, group which received the 
reward, earnings from individual and group accounts, and total earnings for the period are reported on the outcome 






 You will not be told which of the participants in this room are assigned to which group and to which type. 
At the beginning of each period your group as well as your type will be randomly changed. A group can never 
guarantee itself the reward. However, by increasing your contribution, you can increase your group’s chance of 
receiving the reward. 
At the end of the experiment we will randomly choose 5 of the 30 periods for actual payment in Part 2 
using a bingo cage. You will sum the total earnings for these 5 periods and convert them to a U.S. dollar payment. 
Are there any questions? 
 
INSTRUCTIONS FOR PART 3 
The third part of the experiment consists of 30 decision-making periods. The rules for part 3 are exactly the 
same as the rules for part 2. The only difference is that in part 3 the rewards for different types in group A and B are 
different than in part 2: 
Group A Reward 
 













Total 120  Total 120 
 
IMPORTANT NOTES 
 You will not be told which of the participants in this room are assigned to which group and to which type. 
At the beginning of each period your group as well as your type will be randomly changed. A group can never 
guarantee itself the reward. However, by increasing your contribution, you can increase your group’s chance of 
receiving the reward. 
At the end of the experiment we will randomly choose 5 of the 30 periods for actual payment in Part 3 
using a bingo cage. You will sum the total earnings for these 5 periods and convert them to a U.S. dollar payment. 
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Table 1: Contests between Symmetric Groups 
Treatment Group 
Valuation of 
Player                           
Equilibrium 
Effort of Player 
Equilibrium 





Winning 1 2 (3) 1 2 (3) 1 2 (3) Total Effective 
Perfect-substitutes G, B 60 30 15 0 15 15 15 15 0.5 
Best-shot G, B 60 30 15 0 15 15 15 15 0.5 
Weakest-link G, B 60 30 7.5 7.5 22.5 7.5 22.5 7.5 0.5 
In the perfect-substitutes treatment the equilibrium is unique. In the best-shot and weakest-link treatments there are 
multiple equilibria (the table shows group Pareto dominant equilibria) 
 
Table 2: Contests between Asymmetric Groups  
Treatment Group 
Valuation of 
Player                                                                                        
Equilibrium 
Effort of Player 





of     
Winning 
1 2 (3) 1 2 (3) 1 2 (3) Total Effective 
Perfect-substitutes 
G 90 15 21.6 0 32.4 9 21.6 21.6 0.60 
B 60 30 14.4 0 9.6 12 14.4 14.4 0.40 
Best-shot 
G 90 15 21.6 0 32.4 9 21.6 21.6 0.60 
B 60 30 14.4 0 9.6 12 14.4 14.4 0.40 
Weakest-link 
G 90 15 3.3 3.3 26.4 1.7 10.0 3.3 0.33 
B 60 30 6.7 6.7 33.3 13.3 20.0 6.7 0.67 
In the perfect-substitutes treatment the equilibrium is unique. In the best-shot and weakest-link treatments there are 
multiple equilibria (the table shows  group Pareto dominant equilibria) 
 
Table 3: Average Effort and Payoff in Symmetric Contests 
Treatment Group 
Equilibrium 
Effort of Player 
Average Effort of 
Player 
Group Effort 
Payoff as % of 
Equilibrium Payoff 
1 2 (3) 1 2 (3) Total Effective 1 2 (3) 
Perfect-substitutes G, B 15 0 18.9 (0.7) 10.8 (0.4) 40.5 40.5 74.0% 28.0% 
Best-shot G, B 15 0 15.2 (0.8) 4.7 (0.4) 24.6 19.9 98.4% 68.9% 
Weakest-link G, B 7.5 7.5 7.7 (0.4) 7.0 (0.2) 21.6 4.8 99.3% 107.0% 
Standard error of the mean in parentheses 
 
Table 4: Average Effort and Probability of Winning in Asymmetric Contests 
Treatment Group 
Equilibrium 
Effort of Player 
Average  




1 2 (3) 1 2 (3) Total Effective Equilibrium Actual 
Perfect-substitutes 
G 21.6 0 25.0 (1.3) 7.2 (0.6) 39.5 39.5 0.60 0.41 
B 14.4 0 19.1 (1.1) 12.0 (0.6) 43.1 43.1 0.40 0.59 
Best-shot 
G 21.6 0 32.9 (1.2) 4.1 (0.6) 41.0 34.3 0.60 0.56 
B 14.4 0 19.4 (1.5) 5.9 (0.6) 31.2 24.5 0.40 0.44 
Weakest-link 
G 3.3 3.3 7.5 (0.4) 5.6 (0.2) 18.8 4.0 0.33 0.42 
B 6.7 6.7 7.2 (0.4) 6.8 (0.2) 20.8 4.9 0.67 0.58 




Figure 1: Distribution of Effort (Perfect-Substitutes) 
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Figure 3: Distribution of Effort (Weakest-Link) 
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