Let pn denote the probability that a random instance of the stable roommates problem of size n admits a solution. We derive an explicit formula for pn and compute exact values of pn for n ≤ 12.
Introduction
Matching under preferences is a topic of great practical importance, deep mathematical structure, and elegant algorithmics [1, 2] . A paradigmatic example is the stable roommates problem [3] . Consider an even number n of participants. Each of the participants ranks all the others in strict order of preference. A matching is a set of n/2 disjoint pairs of participants. A matching is stable if there is no pair of unmatched participants who both prefer each other to their partner in the matching. Such a pair is said to block the matching. The stable roommates problem is to find a stable matching. The name originates from the problem to assign students to the double bedroomes of a dormitory. Another application is the formation of cockpit crews from a pool of pilots.
An instance of the stable roommates problem is defined by a preference table, in which each participant ranks all other n − 1 participants, most preferred first. For technical reasons we will assume that each participant puts himself at the very end of his preference list. Here are two examples for n = 4: 
In (A), the marked matching (1, 2)(3, 4) is stable. In (B), there is no stable matching: whoever is matched with 4 can always form a blocking pair with someone else. Example (B) illustrates the fact that not all instances of the stable roommates problem have a solution. Let p n denote the probabilty that a random instance, chosen uniformely from all possible instances of size n, admits a solution. Our examples shows that 0 < p 4 < 1.
The exact value is p 4 = 26/27. It has been computed by Pittel [4] more than 20 years ago. No other values of p n are known exactly. Numerical simulations [5] suggest that p n is a monotonically decreasing function of n that asymptotically decays like n −1/4 .
In this paper we derive an explicit formula for p n that we use to compute exact values of p n for n ≤ 12. And we discuss a generalization of this approach for odd values of n.
A matching of size n can be interpreted as a permutation π of {1, . . . , n} that is completely composed of 2-cyles. An obvious generalization is to allow arbitrary permutations π, but for that one needs to extend the definition of stability. A permutation π is called stable if it satisfies the two following conditions:
This definition includes permutations with fixed points. This is the reason why we've added each participant to the very end of his own preference list. But note that (2b) rules out that a stable permutation can have more than one fixed point. 
A Formula for p n
The facts proven by Tan allow us to derive an explicit formula for the probability p n .
The underlying ideas have already been discussed more or less in [4] , but the formulas (8) and (13) haven't been published before. We start with an integral representation for P (π), the probability that a permutation π is stable.
Proposition 3.1. Let π be a permutation of {1, . . . , n} and let F π = {i : i = π(i)} denote the fixed points and M π = {i : π(i) = π −1 (i) = i} the elements in two cycles of π. The probability that π is a stable permutation for a random instance of the stable roommates problem is given by
where integration is over the n-dimensional unit cube and
is the set of pairs of elements that are cyclic neighbors in π.
Proof. A random instance of the stable roommates problem can be generated as follows:
Introduce an n × (n − 1) array of independent random variable X ij (1
. Each agent i ranks the agents j = i on his preference list in increasing order of the variables X ij . Obviously, such an ordering is uniform for every i, and the orderings by different members are independent. The fact that each agent is at the very end of his hown preference list is taken into account by adding variables X ii = 1 to the set of random variables. Let P (π|x, y) denote the conditional probability that the permutation π is stable given X iπ(i) = x i and X iπ −1 (i) = y i , and let F π = {i : i = π(i)} and M π = {i : π(i) = π −1 (i) = i} denote the fixed points and two cycles of π. Then (2a) tells us
where Θ is the step function
The second condition (2b) is violated if X ij < x i and X ji < x j for some (i, j) ∈ D π . This happens with probability x i x j , hence
which does not depend on y.
Integrating (5) over y i gives a factor x i if i is an element of cycle of length three or more, a factor 1 otherwise. Adding the product i∈Fπ δ(x i − 1) to ensure the constraints X ii = 1 finally allows us to integrate over the x i 's to obtain (3).
Note that (3) differs slightly from the integral representation in [4] : Our integral is valid for any permutation π. If π contains more than one fixed point, the integrand vanishes since the δ-function forces at least one of the factors in the product (1−x i x j ) to be zero and P (π) = 0 as it should.
Obviously P (π) depends on π only through the cycle type of π. Let a k denote the number of cycles of length k in π. We use the notation a = [1 a1 , 2 a2 , . . .] to denote the cycle type, including only those terms with a k > 0. For n = 4, the only non-zero integrals
Note that in the last integral, we have already done the trivial integration over δ(x 4 − 1). Proposition 3.2. Let p n (n even) be the probability that a random instance of the stable roommates problem has a solution. Then
where E n is the set of all cycle types of size n with even cycles only. The exponent e(a) is the number of even cycles of length ≥ 4 in a, e(a) = k=4,6,... a k . The factor c(a) is the number of permutations with cycle type a,
Proof. A matching of size n has cycle structure a = [2 n/2 ], and there are (n − 1)!! matchings of size n. Boole's inequality (aka union bound) then tells us that
where equality holds if and only if the stability of different matchings were independent. This is not true in our case. Fact 2 from above tells us that stable matchings may come in pairs. Every stable permutation that consists of exactly one even length cycle of size z ≥ 4 and (n − z)/2 cycles of size 2 corresponds to two stable matchings. These pairs have been counted twice in the sum in (10) . The number of permutations of cycle type
The ≥ is again a consequence of Boole's inequality. Equality in (11) would only hold if the stability of pairs of permutations were independent events, but we know from fact 2 that stable pairs again may come in pairs: we have a quartet of stable permutation for each permutation that is composed of precisely two cycles of length ≥ 4 and 2-cycles. Again we can express the corrections by P ([]) and a combinatorial prefactor. Iterating this reasoning (which is of course the well known inclusion-exclusion principle) yields (8).
The formula (9) for the number of permutations of a given cycle type is well known. Yet we will give a short proof for completeness. Write down the cycle structure in terms of a k pairs of parentheses enclosing k dots, like
for n = 9 and a = [1
. Now imagine that the n dots are replaced left to right with a permutation of {1, . . . , n}. Then the parentheses induces the desired cycle structure on this permutation. There are n! permutations, but some of them result in the same "cycled" permutations. First, a cycle of length k can have k different leftmost values in (· · · ), which gives a factor k a k of overcounting. And pairs of parentheses that hold the same number of dots can be arranged in any order, which gives a factor a k ! of overcounting. This yields (9). Corollary 3.3. Let O n denote the set of all cycle types of size n that contain at most one fixed point and at least one odd cycle. Then
Proof. Since P (a) = 0 if a has more than one fixed point, we can extend the sum to run over all cycle types with at least one odd cycle. Then the right hand side of (13) is the probability that a random instance of the stable roommates problem has a stable permutation with at least one odd cycle. But this equals the probability that a random instance of the stable roommates problem has no solution.
Evaluation of p n
We already know the values of the integrals P (a) for n = 4, see (7). When we insert these values into (8) or (13) we get
the value computed by Pittel in 1993 [4] . It seems straightforward to compute p n for larger values of n, since all we need to do is to evaluate and sum the corresponding integrals P (a). This is not easy, however. Pittel wrote "For n = 6, the computations by hand become considerably lengthier and we gave up after a couple of half-hearted attempts." The computations become "lengthier" for two reasons: the number of integrals in (8) and (13) increase with n, and the evaluation of each individual integral gets harder.
Let us first look at the number of integrals:
Lemma 4.1. Let p(n) denote the number of unordered partitions of n, and let n be even. Then
Proof. From k ka k = n, or from glancing at (12), it is obvious that there is a one-to-one correspondence between the set of cycle types of size n and the set of integer partitions of n. Every cycle type a ∈ E n corresponds to a partition of n into even numbers and vice versa. Every partition of n into even numbers corresponds to a unique partition of n/2 and vice versa-simply divide or mutiply all parts of the partition by two. This proves (15a).
The number of all cycle types is p(n), and the number of all cycle types that contain at least two fixed points is p(n − 2). Hence the number of cycle types that contain at most one fixed point is p(n) − p(n − 2). For |O n | we also need to subtract the number of cycle types with even cycles only, which is p(n/2). This proves (15b).
There is no closed formula for the partition numbers p(n), but they are known for all n ≤ 10 000 [7] . And we need p(n) only for small values of n to get 
Proof. If we expand the integrand, each factor in the product
doubles the number of terms. Hence we need to show that (16) is the number of factors in this product. Think of the n variables x i as the vertices of a graph G. Each factor (1 − x i x j ) in (17) corresponds to an edge of G. Without the constraint (i, j) ∈ D π , G is the complete graph with 1 2 n(n − 1) edges. Each cycle of length k ≥ 3 in a corresponds to a cycle in G with k edges that are removed from the complete graph. Each cycle of length 2 corresponds to an edge that is also removed. This gets us
and (16) follows from k ka k = n.
The maximum number of terms arises for pure matchings, i.e., for a 2 = n/2 and a 1 = 0. It reads 2 4 , 2 12 , 2 24 , 2 40 and 2 60 for n = 4, 6, 8, 10 and 12. Hence it is no surprise that Pittel gave up on the integrals for n = 6. The integration is better left to a computer.
We used the computer-algebra system Mathematica [8] for the exact evaluation of the integrals P (a). Figure 1 shows the Mathematica code that sets up the integrand and performs the integration. The full Mathematica code is available online [9] .
Using our Mathematica code, we computed the values of p n for n ≤ 12 both from (8) and (as a crosscheck) from (13). The results are Tables 2 and 3 . We ran our Mathematica code on a computer equipped with 2 Intel ® Xeon ® CPUs E5-1620 with 3.60 GHz clock rate and 32 GByte of memory. The total computation times are shown in Table 1 . integrals for n = 12. Some of theses integrals (marked with a ) could not be computed by the simple iterative scheme in Figure 1 because Mathematica ran out of memory.
In these cases we expanded the integrand in a polynomial in the variable x n (or x n−1 if there is a fixed point) and applied interative integration to each coefficient of this polynomial. This reduces the memory consumption, but it slows down the computation. 
where E 1 n is the set of all cycle types of size n consisting of one fixed point and even cycles and O 3 n is the set of all cycle types of size n that contain at least one cycle of odd length ≥ 3. Table 4 lists the values of the corresponding integrals P (a) for odd n ≤ 11. 
It seems counterintuitive that p 2k−1 < p 2k , but note that the enforced fixed-point for an odd number of participants represents someone who is happy to be matched with anybody else. This high destabilizing potential is a result of the rule that every participant has to put himself at the very end of his preference list.
Conclusions and Outlook
We have seen that p n , the probabilty of a random instance of the stable roommmates problem of size n to admit a solution, can be expressed as a sum over cycle types of permutations of size n. Each term in the sum is an integral with an exponential number of terms. The latter restricts an exact evaluation of p n to n ≤ 12. In spite of this limitation, the method is far more efficient than the exhaustive enumeration over the [(n − 1)!] n−1 different instances of size n. For n = 12, this number is 4.1 × 10 83 , or 4100 times the number of atoms in the visible universe (which is usually estimated as 10 80 ).
Our results for n ≤ 12 don't shed new light on the ultimate behavior of p n as n becomes large, but they suggest that exact evaluation of p n for any larger values of n is likely to be infeasible without some unexpected new approach.
The approach outlined in this paper can easily be modified to work for the stable matching problem on general graphs, where each participant corresponds to a vertex of a graph G and ranks only those participants adjacent to him in G. If G is the complete graph, we recover the stable roommates problem. In the case of bipartite graphs G (known as stable marriage problem) we have p n = 1. For non-bipartite graphs, p n seems to be a monotonically decreasing function of n that may or may not approach a non-zero value, depending on the number of short cycles in G [10] . a P (a) a P (a)
