Time Evolution of Tunneling in Thermal Medium -- Environment-driven
  Excited Tunneling -- by Matsumoto, Sh. & Yoshimura, M.
ar
X
iv
:h
ep
-p
h/
03
07
23
0v
1 
 1
8 
Ju
l 2
00
3
ICRR-Report-499-2003-3
Time Evolution of Tunneling in Thermal Medium
– Environment-driven Excited Tunneling –
Sh. Matsumoto and M. Yoshimura
Institute for Cosmic Ray Research, University of Tokyo
Kashiwa-no-ha 5-1-5 Kashiwa, Chiba
277-8582 Japan
ABSTRACT
Time evolution of tunneling phenomena proceeding in thermal medium is stud-
ied using a standard model of environment interaction. A semiclassical probability
formula for the particle motion in a metastable state of one dimensional system put
in thermal medium is combined with the formula of quantum penetration factor
through a potential barrier, to derive the tunneling rate in medium. Effect of en-
vironment, its influence on time evolution in particular, is clarified in a real-time
formalism. A nonlinear resonance effect is shown to enhance the tunneling rate at
finite times of order 2/η, with η the friction coefficient. In the linear approximation
this effect has relevance to the parametric resonance. This effect enhances the pos-
sibility of early termination of the cosmological phase transition much prior to the
typical Hubble time.
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I Introduction
Tunneling phenomena, when they occur in isolation, are genuinely a quantum
effect. But when they occur in some surrounding medium, the important question
arises as to whether the tunneling rate is enhanced or suppressed by the environment
effect. There are already many works on this subject [1], and most past works deal
with a system in equilibrium as a whole. The Euclidean technique such as the bounce
solution [2] is often used in this context [3]-[8]. We would like to examine this problem
by working in a new formalism of the real-time description of tunneling phenomena
[9]-[11]. We find it more illuminating to use a real-time formalism instead of the
Euclidean method much employed in the literature. An advantage of the real-time
formalism is the possibility of identifying an enhanced tunneling rate at a finite time
of dynamical evolution of the tunneling [11].
Our formalism is based on separation of a subsystem from thermal environment,
and integrating out the environment degrees of freedom. This method is best suited
to a (by itself) non-equilibrium system which is immersed in a larger thermal equi-
librium state. Detailed properties of the environment and its interaction form with
the subsystem are expected to be insensitive to the behavior of the subsystem in
question. We use the standard model of environment consisting of an infinite num-
ber of harmonic oscillators [3], [12]. In this picture dissipation seen in the behavior
of the subsystem is due to our ignorance of the huge environment degrees of freedom.
Although the subsystem itself is an open system having an interaction with environ-
ment, the entire system including the environment obeys quantum mechanical laws
in the closed system.
We work out consequences of the real-time formalism for a simple subsystem in
one dimension. The most interesting result that comes out in this study is the reso-
nance enhanced tunneling [11]. The enhancement occurs at a time scale of order 1/η,
with η the friction coefficient. The enhanced tunneling probability goes with η like
η−1.5 according to our numerical analysis in the present work. We offer an interpre-
tation of the resonance enhancement due to an energy flow into the system from en-
vironment. Furthermore, the enhanced tunneling rate is related to the phenomenon
of the parametric resonance. We call this enhanced tunneling as environment-driven
excited tunneling (EET). The popular Euclidean approach cannot deal with the fi-
nite time behavior of tunneling, hence misses the resonance enhancement at finite
times.
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Our method, with a certain extension, should be applicable to field theory models.
In future we hope to investigate applications to cosmology, in which one may deal
with the electroweak first order phase transition relevant to baryogenesis [13]. An
important question here is the time scale of tunneling. If the usual Hubble time
scale that gives rise to the potential (or more properly the free energy) change,
hence regarded in the conventional picture as the termination of the first order phase
transition, is replaced by a shorter tunneling time scale of order 1/η, the conventional
picture of the first order phase transition may drastically be changed. For instance,
bubbles of the true vacuum may be formed by the resonance enhanced tunneling prior
to the potential change. Since this process is stochastic, it may enhance the out-
of-equilibrium condition necessary for baryogenesis [14], [15]. The bubble formation
via EET may also resurrect the old scenario of GUT phase transition [16] which was
once discarded due to the graceful exit problem [17].
The rest of this paper is organized as follows. In Section II the model and the
basic tool of analysis is explained. In Section III the semiclassical approximation
is introduced and the result of the crucial simplification, the linear approximation
of the environment variable, is worked out. This approximation is used while the
particle in one dimensional potential is in the metastable region, to determine how
the particle is excited in the potential well due to the environment interaction. In
Section IV detailed numerical analysis in the metastable region is presented, taking
a concrete example of the potential. It is shown that excitation to higher levels
proceeds via the parametric resonance effect in the linear approximation. In Section
V the semiclassical formula in preceding sections is combined with the quantum
mechanical barrier penetration factor to derive the tunneling rate in thermal medium.
Numerical analysis is then presented, to quantitatively demonstrate the effect of
EET. In the final section application to cosmological baryogenesis is briefly discussed.
In Appendix we give the friction coefficient along with relevant formulas in the
standard model of particle physics, which may be applicable to discussion of the
electroweak baryogenesis in the standard model.
II Model and basic tool
We consider as the first step of our investigation the simplest, yet the most basic
problem of this kind, one dimensional system described by a potential V (q). The
potential V (q), as illustrated in Fig.1, is assumed to have some local minimum at
3
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Figure 1: A typical potential for tunneling in one dimensional system. Curvature param-
eters, ω˜R at the bottom of the potential, ωR at the top of the potential, along with the
barrier height Vh and the barrier width, characterize a global structure of the potential.
q = 0 with V (0) = 0, which is separated at the barrier top, q = qB (> 0), from a
global minimum, which we take in the present work to be at q =∞ such that there is
no reflection from a wall at the far right. This system is put in thermal medium which
acts as an environment. It has infinitely many, continuously distributed harmonic
oscillators given by their coordinates Q(ω). Its coupling to the tunneling system is
given by a Hamiltonian [3], [12],
q
∫
∞
ωc
dω c(ω)Q(ω) . (1)
The frequency dependent coupling strength is c(ω) and ωc is some threshold fre-
quency. One may imagine a generalized case in which the subsystem variable q is
the order parameter for the first order phase transition in cosmology, the homoge-
neous Higgs field, and the environment oscillator Q(ω) is a collection of various forms
of matter fields coupled to the Higgs field.
The basic dynamical equation in our problem is then
d2q
dt2
+
dV
dq
= −
∫
∞
ωc
dω c(ω)Q(ω) , (2)
d2Q(ω)
dt2
+ ω2Q(ω) = − c(ω) q . (3)
One may eliminate the environment variable Q(ω) from the second equation above,
to get the Langevin equation [18],
d2q
dt2
+
dV
dq
+ 2
∫ t
0
ds αI(t− s)q(s) = FQ(t) . (4)
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The kernel function αI here is given by
αI(t) = −
∫
∞
ωc
dω r(ω) sin(ωt) , (5)
with
r(ω) =
c2(ω)
2ω
. (6)
By definition the spectral function r(ω) is positive definite. The random force term
FQ(t) in eq.(4) is linear in initial values of environment variables, Qi(ω) and Pi(ω) =
Q˙i(ω) at t = 0;
FQ(t) = −
∫
∞
ωc
dω c(ω)
(
Qi(ω) cos(ωt) + Pi(ω)
sin(ωt)
ω
)
. (7)
By taking the thermal bath of temperature T = 1/β given by the density matrix,
ρβ(Q ,Q
′) =
(
ω
π coth(βω/2)
)1/2
· exp
[
− ω
2 sinh(βω)
(
(Q2 +Q′ 2) cosh(βω)− 2QQ′
) ]
, (8)
for each environment oscillator, the following correlation formula in thermal medium
is obtained;
〈{FQ(τ) , FQ(s)}+〉env =
∫
∞
ωc
dω r(ω) cosω(τ − s) coth(βω
2
) ≡ αR(τ − s) . (9)
The combination of the two real α’s, αR(t) + i αI(t), is the well-known real-time
thermal Green’s function [19] summed over Q(ω)−oscillators, being added with the
weight c2(ω).
An often used simplification is the local, Ohmic approximation taking
r(ω) =
η ω
π
, (10)
with ωc = 0, which amounts to [20]
αI(τ) = δω
2δ(τ) + η δ′(τ) . (11)
This gives the local version of the Langevin equation,
d2q
dt2
+
dV
dq
+ δω2 q + η
dq
dt
= FQ . (12)
The parameter δω2 is interpreted as a potential renormalization or a mass renormal-
ization in the field theory analogy, since by changing the bare frequency parameter
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to the renormalized ω2R the term δω
2 q is cancelled by a counter term in the poten-
tial. On the other hand, η is the Ohmic friction coefficient. This local approximation
breaks down both at early and at late times [21], but it is useful in other time regions.
The value of the coefficient of quadratic term of the potential is shifted by en-
vironment interaction. We discuss the relation between the renormalized curva-
ture ωR (ω˜R) at the barrier top (the potential bottom) and the physical curva-
ture ωB (ωp) here. These physical curvatures ωB, ωp are frequently used in the
following discussion. We first illustrate this for the curvature at the barrier top.
In the vicinity of the barrier top, the renormalized potential is given by V (q) ≃
−ω2R(q − qB)2/2 + Vh + counter terms (ωR > 0 by definition). The physical curva-
ture ωB (the tachyon mass in the field theory analogy, which is defined by a positive
value) shifted by the environment is determined as a pole position of the Green’s
function 〈0|T [q(t)q(0)]|0〉 at the barrier top, thus as a solution for the isolated pole
of the following equation;
ω2B − ω2R +
∫
∞
ωc
dω
2ω2B r(ω)
ω(ω2B + ω
2)
= 0 . (13)
In many past works, the renormalized curvature ωR was used as a reference
curvature to evaluate the environment effect. Due to the positivity of r(ω), one
has ω2B < ω
2
R in general. A consequence of this is that the potential barrier is
further suppressed by using ωB instead of taking the renormalized curvature ωR as
the reference point. It is instructive to give an example. In the Ohmic model of
eq.(10) the explicit form of the physical curvature ωB is given by
ωB =
√
ω2R +
η2
4
− η
2
. (14)
The relation between the renormalized and the physical curvature at the local min-
imum of the potential is obtained in the same way, to give in the Ohmic model
ωp =
√
ω˜2R −
η2
4
. (15)
In subsequent discussion we shall specify which parameter we use.
We now turn to description of the macroscopic system determined by dynami-
cal coordinates q , Q(ω). Any mixture of quantum pure states, namely a quantum
statistical state, is described by the density matrix,
ρ =
∞∑
n=0
wn |n〉〈n| , (16)
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where |n〉 is a linearly independent state vector for a pure quantum state and 0 ≤
wn ≤ 1. As a special case one may deal with a pure state taking wn = 0 for n 6= 0.
The density matrix that describes the entire quantum mechanical system obeys the
equation of motion;
ih¯
∂ρ
∂t
= [Htot , ρ ] , (17)
where Htot is the total Hamiltonian of the entire system. For the time being, we
explicitly write the Planck constant h¯. In the configuration space this density matrix
is given by its matrix elements,
ρ(q , q′ ; Q(ω) , Q′(ω)) = 〈q , Q(ω)| ρ |q′ , Q′(ω)〉 . (18)
Its Fourier transform with respect to relative coordinates, q − q′ , Q(ω)−Q′(ω) , is
called the Wigner function and is denoted by fW ;
fW (q , p ; Q(ω) , P (ω)) =
∫
∞
−∞
dξ
∏
ω
dX(ω) exp[− iξp− i
∫
dωX(ω)P (ω)]
× ρ(q + ξ/2 , q − ξ/2 ; Q(ω) +X(ω)/2 , Q(ω)−X(ω)/2) . (19)
It is easy to show from the master equation (17) that this quantity obeys ;
∂fW
∂t
= − p ∂fW
∂q
+
1
ih¯
{
V
(
q +
ih¯
2
∂
∂p
)
− V
(
q − ih¯
2
∂
∂p
)}
fW (20)
−
∫
dω
(
P (ω)
∂fW
∂Q(ω)
+ ω2Q(ω)
∂fW
∂P (ω)
+ c(ω) (q
∂
∂P (ω)
+Q(ω)
∂
∂p
) fW
)
.
Reduction to the subsystem by integrating out environment variables Q(ω) is an
essential part for our physical understanding of tunneling in thermal medium. We
define the reduced density matrix of the tunneling system by
ρ(R)(q , q′) =
∫
dQ(ω) dQ′(ω) δ(Q(ω)−Q′(ω)) · ρ(q , q′ ; Q(ω) , Q′(ω)) . (21)
The fact that there is a delta function δ(Q(ω)−Q′(ω)) for the environment variable
reflects our understanding that one does not observe the environment. A simi-
lar reduction is made to the Wigner function, to get the reduced Wigner function
f
(R)
W (q , p);
f
(R)
W (q, p) =
∫
dP (ω) dQ(ω)fW (q, p;Q(ω), P (ω)) . (22)
The reduction to the subsystem here is in spirit opposite to that common in
the effective field theory approach; integration over heavy degrees of freedom is
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performed. What is integrated out in the present case is the majority of constituents
which is taken invariant under frequent thermalizing interaction.
III Basic idea and semiclassical Wigner function
In considering our problem of tunneling in thermal medium we assume that effects
of thermal environment are most important in the time period when the particle in
one dimensional system remains in the metastable potential well. Thus, we anticipate
that at tunneling the simple quantum mechanical formula may directly be used. We
thus separate the problem into two parts; first to treat the potential region left to
the barrier top, q < qB, by semiclassically integrating out environment variables and
then by projecting the derived reduced density matrix onto the energy eigenstate of
the subsystem, which makes it possible to convolute the usual barrier penetration
factor used in quantum mechanics. In the following two sections we do this and
derive a formula for the tunneling rate in thermal medium.
In the semiclassical h¯→ 0 limit we have in eq.(20)
1
ih¯
{
V
(
q +
ih¯
2
∂
∂p
)
− V
(
q − ih¯
2
∂
∂p
)}
→ dV
dq
∂
∂p
. (23)
The resulting equation for the Wigner function,
∂fW
∂t
= − p ∂fW
∂q
+
dV
dq
∂fW
∂p
(24)
−
∫
dω
(
P (ω)
∂fW
∂Q(ω)
+ ω2Q(ω)
∂fW
∂P (ω)
+ c(ω) (q
∂
∂P (ω)
+Q(ω)
∂
∂p
) fW
)
.
is identical to the classical Liouville equation familiar in classical statistical mechan-
ics. It has an obvious, formal solution;
fW (q , p , Q , P ) =
∫
dqidpi
∫
dQidPi f
(i)
W (qi , pi , Qi , Pi)
·δ (q − qcl) δ (p− pcl) δ (Q−Qcl) δ (P − Pcl) , (25)
where qcl , Qcl(ω) etc. are the solution of (2), (3) taken as the classical equation
with the specified initial condition written in terms of qi , pi , Qi , Pi.
We consider the circumstance under which the tunneling system is initially in a
state uncorrelated to the rest of environment. Thus we take the form of the initial
Wigner function of a factorized form,
f
(i)
W (qi , pi , Qi , Pi) = f
(i)
W ,q(qi , pi)× f (i)W ,Q(Qi , Pi) , (26)
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to get the reduced Wigner function after the environment Q(ω) , P (ω) integration,
f
(R)
W (q , p ; t) =
∫
dqidpi f
(i)
W ,q(qi , pi)K(q , p , qi , pi ; t) , (27)
K(q , p , qi , pi ; t) =
∫
dQidPi f
(i)
W ,Q(Qi , Pi) δ (q − qcl) δ (p− pcl) . (28)
The quantity qcl is now a solution of the Langevin equation (4), regarded as a function
of initial values; qcl(qi , pi , Qi , Pi ; t). The problem of great interest is how further
one can practically simplify the kernel function K introduced here.
In many situations one is interested in the tunneling probability when the envi-
ronment temperature is low enough. At low temperatures of T ≪ a typical frequency
or curvature scale ωs of the potential V , one has
ωs
√
Q2i (ω) ,
√
P 2i (ω) = O[
√
T ]≪√ωs . (29)
In the electroweak and the GUT phase transition this corresponds to T ≪ mH(Higgs
mass). Expansion of qcl in terms of Qi(ω) , Pi(ω) and its truncation to linear terms
is then justified. Thus, we use
δ ( q − qcl ) =
∫ dλq
2π
exp [ i λq ( q − qcl ) ]
≈
∫
dλq
2π
exp
[
i λq
(
q − q(0)cl −
∫
dω
{
Qi(ω)q
(Q)
cl (ω) + Pi(ω) q
(P )
cl (ω)
}) ]
, (30)
valid to the first order of Qi(ω) , Pi(ω). The zero-th order term is q
(0)
cl obeying
d2q
(0)
cl
dt2
+
(
dV
dq
)
q
(0)
cl
+ 2
∫ t
0
ds αI(t− s)q(0)cl (s) = 0 , (31)
while the coefficient functions of the first order terms are q
(Q)
cl (ω) , q
(P )
cl (ω) obey-
ing equations later shown, eq.(37). A similar expansion for δ ( p− pcl ) using
p
(0)
cl , p
(Q)
cl (ω) , p
(P )
cl (ω) , also holds.
An alternative justification of the expansion (30) is to keep O[c(ω)] terms consis-
tently in the exponent since both q
(Q)
cl (ω) and q
(P )
cl (ω) are of this order. Thus, both in
the low temperature and in the weak coupling case our subsequent analysis follows.
With (30) one can proceed further. Gaussian integral for the variables Qi(ω),
Pi(ω), first, and then for λq , λp can be done explicitly with eq.(30), when one takes
the thermal, hence Gaussian density matrix for the initial environment variable:
f
(i)
W ,Q(Qi , Pi) =
1
π
tanh
βω
2
exp
[
− tanh βω
2
(
ωQ2i +
P 2i
ω
)]
, (32)
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The result of this Gaussian integral leads to an integral transform [10] of the Wigner
function, f
(i)
W (initial)→ f (R)W (final), using the following form of the kernel function;
K(q , p , qi , pi ; t) =
√
det J
2π
exp

− 1
2
(q − q(0)cl , p− p(0)cl )J

 q − q(0)cl
p− p(0)cl



 , (33)
where the matrix elements of J −1ij = Iij are given by
I11(t) =
1
2
∫
∞
ωc
dω coth
βω
2
1
ω
|z(ω , t)|2 , (34)
I22(t) =
1
2
∫
∞
ωc
dω coth
βω
2
1
ω
|z˙(ω , t)|2 , (35)
I12(t) =
1
2
∫
∞
ωc
dω coth
βω
2
1
ω
ℜ (z(ω , t)z˙∗(ω , t)) = I˙11
2
, (36)
where z(ω , t) = q
(Q)
cl (ω , t) + i ω q
(P )
cl (ω , t) , and z˙(ω , t) = p
(Q)
cl (ω , t) + iω p
(P )
cl (ω , t) .
Quantities that appear in the integral transform are determined by solving dif-
ferential equations; the homogeneous Langevin equation for q
(0)
cl , eq.(31) and an
inhomogeneous linear equation for z(ω , t) and z˙(ω , t),
d2z(ω , t)
dt2
+
(
d2V
dq2
)
q
(0)
cl
z(ω , t) + 2
∫ t
0
ds αI(t− s)z(ω , s) = − c(ω)eiωt . (37)
A similar equation as for z(ω , t) holds for z˙(ω , t) . The initial condition is
q
(0)
cl (t = 0) = qi , p
(0)
cl (t = 0) = pi , z(ω , t = 0) = 0 , z˙(ω , t = 0) = 0 . (38)
The physical picture underlying the formula for the integral transform, eq.(27)
along with (33), should be evident; the probability at a phase space point (q , p)
is dominated by the semiclassical trajectory q
(0)
cl (environment effect of dissipation
being included in its determination by the third term of eq.(31)) reaching (q , p) from
an initial point (qi , pi) whose contribution is weighed by the probability f
(i)
W initially
given. The contributing trajectory is broadened by the environment interaction
with the width factor
√
Iij. The quantity I11 given by (34), for instance, is equal to
(q − q(0)cl )2 ; an environment driven fluctuation under the stochastic force FQ(t).
We note that in the exactly solvable model of inverted harmonic oscillator po-
tential the identical form of the integral transform eq.(33) was derived [9] without
resort to the semiclassical approximation. Explicit form of the classical and the fluc-
tuation functions (q
(0)
cl and z(ω , t)) is given there, which is valid beyond the Ohmic
approximation.
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It would be instructive to write solutions in the harmonic approximation taking
the frequency at the local potential minimum with ωp =
√
ω˜2R − η
2
4
, eq.(15), the
potential is given by V (q) = 1
2
ω2p q
2. Then the zero-th order term q
(0)
cl (t) and z(ω, t)
are obtained analytically, and given by
q
(0)
cl = u(t) qi + v(t) pi , (39)
u(t) = (cosωpt+
η
2ωp
sinωpt) e
−ηt/2 , v(t) =
sinωpt
ωp
e−ηt/2 , (40)
z(ω , t) =
c(ω)
ω2 − ω˜2R − iωη
(
eiωt − u(t)− iωv(t)
)
. (41)
We used the local Ohmic approximation such as
2
∫ t
0
ds αI(t− s)z(ω , s) → η z˙(ω , t) . (42)
The function z(ω , t) has a Breit-Wigner form for a small η. In particular, the infinite
time (t→∞) limit of the fluctuation has
I11(∞) =
∫
∞
ωc
dω coth
βω
2
r(ω)
(ω2 − ω˜2R)2 + η2ω2
. (43)
The friction η appears as the resonance width in this formula. The real part of
the pole position in the frequency integral such as (43), ωp ≡ ℜ (pole position), is
ωp =
√
ω˜2R − η
2
4
.
The harmonic approximation is excellent at late times, but at early and inter-
mediate times nonlinear resonance effects are important as discussed in [11]. The
nonlinear effect will be taken into account in discussion of the finite time behavior
of the tunneling rate.
A convenient form of the fluctuation formula is derived by separating the zero-
temperature result along with coth βω/2 = 1 + 2/(eβω − 1). We denote the tem-
perature dependent part of the fluctuation by I
(T )
ij . The zero-temperature part I
(0)
ij
must be renormalized. After performing renormalization the zero-temperature part
is approximated by result of the harmonic approximation. The renormalized fluctu-
ation is then well approximated using the physical curvature, ωp, eq.(15). We shall
use the same notation Iij for the renormalized fluctuation in the rest of our paper.
IV Numerical analysis in the metastable region; relevance of para-
metric resonance
11
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Figure 2: The tunneling potential used in numerical calculation.
We point out a relation of the semiclassical Wigner function in the preceding
section to the parametric resonance, as briefly mentioned in [11]. Presence of an-
harmonic terms is inevitable in any realistic tunneling potential. This introduces
a non-trivial oscillating term in the coefficient function
(
d2V
dq2
)
q
(0)
cl
of the fluctuation
equation, (37), thus giving a differential equation akin to the Mathieu equation.
Depending on whether or not the relevant parameters fall into the instability band
of this Mathiew-type equation, the fluctuation may increase indefinitely in the zero
friction limit [22]. What happens is more subtle; the parameters fall right on the
boundary of stability and instability bands. We shall show this by taking an example
of the tunneling potential.
The potential we take (illustrated in Fig.2) is given by
V (x) =
ω˜2R
2
x2 + g ω˜3R x
4 , (x < xb)
= Vh , (xb < x < xf) , = −V (∞) , (xf < x) . (44)
The two parameters Vh and xb are related since we took a particular quartic potential
in the metastable well.
The fluctuation z(ω, t) in the Ohmic approximation follows the equation;
z¨(ω, t) + V ′′(q
(0)
cl ) z(ω, t) + η z˙(ω, t) = − c(ω) eiωt . (45)
The potential derivative here is
V ′′(q
(0)
cl ) = ω˜
2
R + 12g ω˜
3
R (q
(0)
cl )
2 . (46)
Taking the zero friction limit η = 0 gives the following related homogeneous equation,
z¨(ω, t) + [h+ 2θ (q
(0)
cl )
2]z(ω, t) = 0 , (47)
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Figure 3: Band structure for relevant fluctuation. Shaded areas correspond to the in-
stability band. 1st band is enlarged separately (the left figure), where the crossed point
corresponds to our model relation, eq.(48).
where
h = ω˜2R , θ = 6g ω˜
3
R . (48)
The equation for q
(0)
cl is as follows:
q¨
(0)
cl + V
′(q
(0)
cl ) = 0 (49)
This gives a periodic solution for q
(0)
cl . A notable feature of the homogeneous equation
in the η = 0 limit (47) is that q
(0)
cl appearing in the coefficient function is periodic,
hence it gives rise to solutions either of the Bloch wave type or of the parametric
resonance type [22]. Despite of the definite relation, eq.(48), we regard (h, θ) as
free parameters to throughly investigate the stable-unstable band structures, be-
cause that would more definitely clarify relation between the band structure and the
relevant parameter region of this model.
For simplicity we analyzed the problem assuming
g = 0.01 , Vh = 5ωp , ωp =
√
ω˜2R − η2/4 . (50)
In a relevant region of
0 < θ < 2ω˜3R , 0 < h < 5ω˜
2
R , (51)
which includes the model region (48), we numerically checked the time evolution
of the homogeneous solution of eq.(47). We observed the power-law increase of the
fluctuation. Indefinite increase of the fluctuation z(ω, t) as time increase implies
that the assumed parameter lies either within the unstable band or on the boundary
between the bands. The linear rise z(ω, t) ∝ t, as indicated by our numerical analysis
13
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Figure 4: Time evolution of the function y(t), a solution of eq.(54). The amplitude of the
function y(t) with the friction η = 0.005ωp is depicted.
suggests that the parameter is on the boundary. The result of the band structure
is given in Fig.3, and the relevant parameter eq.(48) (corresponding to the crossed
point) is just on the boundary between stable and 1st unstable bands. This is
consistent with that the linear rise, as is expected in the case of the exact Mathiew
function on the boundary [23].
For this numerical calculation we had to choose an initial condition for q
(0)
cl . We
took several conditions for investigating band structures, and we always obtained
the same result of the linear power-law increase.
We next consider effects of the friction η. The inclusion of the friction gives a
modification of eq.(47) to
z¨h(t) + [h + 2θ (q
(0)
cl )
2]zh(t) + ηz˙h(t) = 0 , (52)
The effect of the friction term ηz˙h(t) is studied by changing the variable zh(t) to y(t),
y(t) = zh(t)e
ηt/2 . (53)
Then the equation for y(t) becomes
y¨ + [(h− η2/4) + 2θ (q(0)cl )2]y = 0 . (54)
On the other hand, the equation for q
(0)
cl is
q¨
(0)
cl + V
′(q
(0)
cl ) + ηq˙cl(0) = 0 . (55)
When the effect of friction for the behavior of the zero-th order q
(0)
cl is small, the
equation for y is nearly of the parametric resonance type. In this case then, the
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Figure 5: Examples of ω dependence of z(ω, t). The quantity ωp|z(ω, t)|2 + |z˙(ω, t)|2/ωp
both a) at early and b) late times are shown. The unit of time is ω−1p .
behavior of z(ω, t) is rather simple; it is a product of the linearly rising function
(y(t) ∼ t) and the exponentially decreasing function (e−ηt/2). The rate of the expo-
nential decrease is η/2, hence this product function has a maximum at a time around
2/η. This seems essentially what we observe in numerical computation for z(ω, t).
With the presence of the friction the function y approaches the behavior of simple
harmonic oscillator as time increases since q
(0)
cl → 0 by friction. This means, as seen
in Fig.4, that the linear increase of y is saturated at the time of order 2/η. The net
effect of the friction is simply the minor change of a coefficient of A/η, where A is
close to 1.7.
The effect of the presence of the inhomogeneous term in eq.(45) is as follows.
This term acts as an external force, and gives a resonance effect when the frequency
ω is close to the inherent frequency of the system. We illustrate this point. In
Fig.5 ω-dependence of ωp|z(ω, t)|2 + |z˙(ω, t)|2/ωp at a particular time is shown, and
one observes, besides the simple resonance, higher modes due to the nonlinear effect.
Without the strong resonance effect like this one, the fluctuation z(ω , t) is very small,
since we have the initial condition, z(ω , 0) = 0 = z˙(ω , 0). Thus, the environment
acts here as a force of resonant kick from the zero amplitude, which then makes
possible the parametric resonance effect to work, typically very important for large
amplitude oscillation. In Fig.5a), the growth of 1st (ω ∼ ωp) and 2nd (ω ∼ 3ωp)
mode is shown. Other higher modes (3rd, 4th, · · ·) are also amplified in the same
manner as in the 2nd mode case at t ∼ 360ω−1p . On the other hand, these higher
modes disappear at late times, and only the first mode remains as seen in Fig.5b).
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11 + I
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22 /ωp and b) the subsystem
energy 〈Hsys.〉 - (T = 0 part). A temperature T = 0.5ωp is taken with four cases of the
friction η (in the unit of ωp).
Thus, the growth of higher modes is a finite time effect.
We now discuss the behavior of the frequency integrated fluctuation I(t) in
eqs.(34)-(36). The increase of the fluctuation due to the parametric resonance gives
an interesting time evolution of I. In Fig.6a), the time evolution of the quantity
ωpI
(T )
11 + I
(T )
22 /ωp is shown for a few values of the friction η. This function depends
on the initial value, qi , pi, for which we took a typical value in the ground state at
the potential minimum.
What is the physical picture behind the resonance enhancement ? We would
like to present a suggestive interpretation. We first derive a relation between the
fluctuation here and the subsystem energy defined by
〈Hsys.〉 ≡ 〈p
2
cl
2
+
ω2p
2
q2cl〉 . (56)
By making the approximation on qcl and pcl, namely taking up to linear terms of the
initial environment value as used in eq.(30), this equation is reduced to
〈Hsys.〉 = (T = 0 part)
+
1
2
∫
∞
0
dpidqi
2π
f
(i)
W (qi, pi)
{
I
(T )
22 (qi, pi; t) + ω
2
pI
(T )
11 (qi, pi; t)
}
. (57)
Thus, the temperature dependent part of the subsystem energy is given by the
fluctuation averaged over initial values. In short, the subsystem energy is driven by
the fluctuation. If initial values for 〈q2cl(0)〉, and 〈p2cl(0)〉 are small (in the ωp = 1
unit), the zero-temperature part (T = 0) part is close to 0.5ωp (zero-point fluctuation
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of the system). In Fig.6b) the quantity Hsys− (T = 0 part) is shown, taking as the
initial state the ground state of the harmonic oscillator at the potential bottom. The
ground state we use is characterized by
f
(i)
W (qi, pi) =
1
π
exp
[
−ωpq2i −
p2i
ωp
]
. (58)
The time at which the maximum of Hsys occurs is 1.7/η, which is the same as for
that of the fluctuation, thus indicating a close correlation between the fluctuation
and our subsystem energy 〈Hsys.〉. We shall have more to say on an important role
of 〈Hsys.〉 towards the end of the next section.
Implication to the tunneling rate seems obvious; the parametric resonance we
observe here enhances excitation to higher energy states at the potential region
left to the barrier top in the quantum mechanical terminology. This would then
enhance the tunneling rate from the metastable state of the potential well. We shall
demonstrate this in the following section.
V Tunneling rate formula
Energy eigenstates are special among pure quantum states, since they time-evolve
only with phase factors. Thus, if one takes for the projection |n〉〈n| in eq.(16) the
energy eigenstate |n〉 of the total Hamiltonian, the density matrix does not change
with time. On the other hand, if one takes the energy eigenstate of the subsystem
Hamiltonian, then the density matrix changes solely due to the environment interac-
tion. It is thus best to use a pure eigenstate of, or its superposition of, the subsystem
Hamiltonian, when one wishes to determine how the tunneling rate is modified in
thermal medium.
We thus perform projection onto the energy eigenstate of the tunneling system.
The projected probability onto energy eigenstate of the subsystem Hamiltonian is in
general given by
WE(t) = 〈E|ρ(R)|E〉 =
∫
dq dq′ dp ϕE(q)ϕ
∗
E(q
′) eip(q
′
−q) f
(R)
W (
q + q′
2
, p ; t) , (59)
where ϕE(q) is the wave function of eigen energy E.
Our basic idea is to limit application of this formula to the left region of the
metastable state and to use the semiclassical formula for the Wigner function
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fW (q , p ; t) derived in the preceding section. Explicit p integration in (59) gives
WE(t) =
∫
dq dq′
dqidpi
2π
ϕE(q)ϕ
∗
E(q
′) f
(i)
W (qi , pi)
1√
2πI11
exp

− 1
2I11
(
q + q′
2
− q(0)cl (t)
)2
− det I
2I11
(q − q′)2
+ i(q′ − q)
(
p
(0)
cl (t) +
I12
I11
(
q + q′
2
− q(0)cl (t))
)]
. (60)
The tunneling probability in medium is then obtained by multiplying the well-known
formula of the barrier penetration factor.
Unless the energy eigenstate near the barrier top is important for computation
of the tunneling rate, one may approximate the wave function in the left region to
q = qB by that of the harmonic oscillator at the potential bottom, q = 0. The wave
function ϕE(q) is thus approximated by using the Hermite polynomial Hn as
ϕE(q) = (
√
ωp√
π2nn!
)1/2Hn(
√
ωpq) e
−ωpq2/2 , (61)
where ωp is the shifted frequency at the local potential minimum, eq.(15).
To compute the projected probability Wn(t), we introduce the generating func-
tion;
W(t , z) =
∞∑
n=0
Wn(t)zn . (62)
The following formula of the Hermite polynomial, the Mehler’s formula [24],
∞∑
n=0
(z/2)n
n!
Hn(x)Hn(y) = (1− z2)−1/2 exp
[
2xyz − (x2 + y2)z2
1− z2
]
. (63)
is useful. From eqs.(60), (61), (63), one has Gaussian integrals for q and q′, resulting
in
W(t , z) =
∫
dqidpi
2π
f
(i)
W (qi , pi)
√
1
det A˜
exp

− 1− z
2 det A˜
(q
(0)
cl , p
(0)
cl ) A˜

 q(0)cl
p
(0)
cl



 ,
(64)
A˜ =

 (1− z)(I22 − ωp2 ) + ωp −(1− z)I12
−(1− z)I12 (1− z)(I11 − 12ωp ) + 1ωp

 . (65)
Quantities Iij are to be computed at finite time t. The important constraint of
the probability conservation
∑
∞
n=0 Wn(t) = 1 is automatically satisfied due to
18
00.2
0.4
0.6
0.8
1
0 1000
Harmonic
Harmonic
Harmonic
W
18 x W2
60 x W4
0
Time (units of        )-1ωp
2000
Figure 7: Time evolution of the projected probability for the ground, the second excited,
and the forth excited state. The case of T = 0.5ωp and η = 0.005ωp is depicted. For
comparison the result in the harmonic approximation is shown.
W(t , 1) = 1. For precise computation, one expands this generating function to
powers of z, and identifies the projected probability Wn(t) by (62).
We next clarify the relation,
∞∑
n=0
EnWn(t) = 〈Hsys.〉 (66)
where 〈Hsys.〉 is calculated by (57). This relation was numerically checked to be
correct, as might be expected. We have no analytic proof of this relation, although
there is no doubt on the correctness of this relation.
All numerical calculations were performed by using the concrete example of the
tunneling potential eq.(44) throughout this section. We assume the subsystem is
in the ground state at the initial moment, and use eq.(58) as the initial Wigner
function. Some results were compared with that of the Harmonic approximation
discussed in the last of the section III. The effect of the non-linear term is clarified
by this comparison, because the term is neglected in the Harmonic approximation.
In Fig.7, a few examples of the projected probability are shown, assuming the
initial ground state; Wn(0) = δn0. It is clearly observed that excitation to higher
energy levels is correlated to evacuation of the ground state. The infinite time limit
of Wn(∞) coincides with the result of the harmonic approximation at the potential
bottom,
Wn(∞) = (1− e−βω)e−nβω +O(η) , (67)
19
10 102 103
10-4
10-3
10-2 Γ(  )t
Time (units of        )ωp-1
a)
0.015
0.01
= 0.0025η
0.005
0.001 0.01
0.4
0.6
0.8
1
T
η
b)
60
40
20
10 6 248
Figure 8: a) Time evolution of th tunneling rate Γ(t). A temperature T = 0.5ωp is taken
with four cases of the friction η. b) Ratio of the maximal tunneling rate at t ∼ O(2/η) to
the Γ(∞) (a traditional one) is depicted as a contour map in the η − T plane.
as is expected. We note that the subsystem thermalizes at the infinite time de-
spite that it was initially in the ground state of a harmonic oscillator, hence a non-
equilibrium state.
The tunneling rate Γ(t) per unit time is roughly the tunneling probability ×ωp
2pi
,
since ωp/2π = 1/period for the periodic motion in the left potential well. Thus,
Γ(t) =
ωp
2π
∞∑
n=0
Wn(t) |T (En)|2 , (68)
|T (E)|2 ≈ exp
[
− 2
∫ q2(E)
q1(E)
dx
√
2(V˜ (x)− E)
]
θ(Vh − E) + θ(E − Vh) . (69)
In computing the tunneling rate we use a modified potential V˜ which is obtained
from V by replacing the curvature parameter ωR by ωB =
√
ω2R + η
2/4 − η/2. The
reason for this is that one should compare the tunneling rate with and without
the environment effect by using effectively the same values of parameters for the two
cases. This modification explains the bulk of the environment effect, the environment
suppression factor proposed by [3], as shown in [9]. In equations above qi(E) are
turning points separating the subbarrier region.
In Fig.8a) the tunneling rate Γ(t) is shown for a few values of the friction. The
tunneling rate is observed to become maximal at the time t ∼ 1.7/η. A salient
feature, and the most important result of the present work, is that the tunneling rate
is enhanced around the time of order 2/η, which is caused by non-linear resonance
effects. The enhanced tunneling rate at t ≈ O(2/η) is clearly related to the power-
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law rise of the fluctuations Iii, as observed in our previous paper [11] and as already
explained. The maximal enhancement factor for the tunneling rate is plotted in
Fig.8b), relative to the harmonic approximation. A large enhancement is obtained
for small η and small T values. In the harmonic approximation an almost monotonic
behavior of time evolution is evidently observed, thus the rate being given by Γ(∞).
We may summarize what happens, in the following way. The non-linear resonance
inherent to the tunneling potential excites higher modes that have larger tunneling
probabilities. This effect is however terminated by the friction caused by environment
interaction, which is the origin of the final decrease of the tunneling rate at large
times.
We finally study at a quantitative level correlation between the tunneling rate
Γ(t) and the tunneling system energy Hsys(t). In order to evaluate the correlation
quantitatively, we define the correlation coefficient r used in statistics;
r =
〈ΓHsys〉 − 〈Γ〉〈Hsys〉
〈Γ〉〈Hsys〉 , 〈A〉 ≡
1
Time
∫ Time
0
dt A(t) . (70)
The correlation coefficient r was numerically calculated and we obtained results that
can be summarized by r = 0.99 ∼ 1 in the parameter region of temperature and
friction, 0.2 ≤ T/ωp ≤ 1.0 and 0.001 ≤ η/ωp ≤ 0.02. This proves the correlation
between the two quantities.
We next turn to the discussion of the survival probability, the probability that
the metastable state remains in the same initial state. This quantity P (t) is defined
by
P˙ (t) = −Γ(t)P (t), P (0) = 1 . (71)
This gives
P (t) = exp
[
−
∫ t
0
dt′ Γ(t′)
]
. (72)
In Fig.9a) the survival probability is depicted along with the result of the harmonic
approximation of the potential bottom. The effect of EET is unquestionable.
A traditional definition of the lifetime ttrad which many authors use is
ttrad = Γ
−1(∞) , (73)
while in the case of time dependent tunneling one may effectively use tLT given by
the e-holding time,
P (tLT) = e
−1 . (74)
21
00.2
0.4
0.6
0.8
1
0 400 800 1200 1600 2000
EET  effect
Time (units of        )ωp-1
a)
P(t)
Harmonic
0.001 0.01
0.4
0.6
0.8
1
T
η
b)
0.1
0.5
1.0
Figure 9: a) Time evolution of the survival probability P (t). The case of T = 0.5ωp
and η = 0.005ωp is depicted. For comparison the result in the harmonic approxima-
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In Fig.9b) a contour plot of tLT/ttrad. is shown in the parameter (η , T ) space. For
small values of η and T a substantial reduction of the lifetime tLT is observed, which
means the early termination of the tunneling.
We hope that we have convinced the reader of the power and the usefulness
of EET, although our idea is vindicated by detailed numerical analysis which is
necessarily limited to special cases.
VI Discussion
There may be many applications of environment-driven excited tunneling (EET)
presented in this paper. We shall only mention two possible applications to cosmol-
ogy, an enhancement mechanism of electroweak baryogenesis and a possible resur-
rection of the old inflationary scenario of the GUT phase transition . Furthermore
in the present discussion we shall focus on one aspect of the baryogenesis condition;
the out-of-equilibrium condition [14], [15]. Needless to say, there are many problems
to be solved in actual application of these ideas to realistic models.
Electroweak baryogenesis is expected to occur if the electroweak phase transition
is of a strong first order. The first order phase transition usually proceeds via the
bubble formation. Inside the bubble the true electroweak broken phase is realized in
which the baryon number is effectively conserved. On the other hand, outside the
22
bubble the universe remains in the high temperature symmetric phase in which the
baryon number is not conserved via sphaleron related processes[25]. This mismatch
inside and outside the bubble gives rise to a possibility of electroweak baryogenesis,
although details of a promising mechanism are yet to be worked out. Thus, the
strong first order of the phase transition has been considered to be a requisite for
the out-of equilibrium condition necessary for the baryogenesis.
In the ordinary circumstance, namely in the standard model, the strong first order
phase transition requires a small Higgs mass, which is inconsistent with observation.
Along with the small CP violation effect of Kobayashi-Maskawa theory, this excludes
[26] the possibility [27] of the standard model as a viable model for baryogenesis.
Thus, a more complicated model such as two Higgs doublet model needs to be invoked
for the electroweak baryogenesis. Regardless of whether an extended Higgs model
is needed, we would like to point out that the environment-driven excited tunneling
(EET) found in this paper has a chance of enhancing the out-of equilibrium condition
necessary for the baryogenesis.
Although not much discussed in the literature, there is an important factor to
consider for the out-of equilibrium condition. This is the factor ΓtH , where Γ is the
nucleation rate of the bubble and tH = 1/H is the Hubble time. In the usual scenario
of the first order phase transition the effectiveness of electroweak baryogenesis is in
proportion to this quantity. The nucleation rate Γ in the usual estimate without EET
is exponentially suppressed by the potential barrier, and the factor ΓtH is much less
than 1, which means that the first order phase transition is never completed by a
merger of nucleated bubbles. Under this circumstance it is expected that the phase
transition is terminated by proceeding to disappearance of the local minimum of
the symmetric phase so that the condition for the first order phase transition is not
met. The effectiveness of the out-of equilibrium condition is then reduced by a factor
proportional to the quantity ΓtH .
On the other hand, with the aid of EET, the factor Γt may become of order unity
at some finite time, and the phase transition may be completed much prior to the
Hubble time, as discussed in previous sections. One should check in comparison to
the Hubble time the new time scale 2/η which is roughly the time at the maximum
for the tunneling rate. The factor Γt thus may become of order unity at t ∼ 2/η. In
this case there is no reduction factor like ΓtH .
We shall check numerical relation between two time scales; tH and 2/η. The size
of the friction η in the standard model is of the order of the Higgs mass mH times
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some power of coupling factors, while the Hubble rate is given by
H = 1/tH =
√
4π2
45
N
T 2
mpl
, N = 106.75 . (75)
Calculation, as summarized in Appendix, indicates that
η ≃ y
2
t
32π
ωp tanh(
ωp
4T
), ω2p = V
′′(0) ≃ 0.2× (T 2 −m2H − 0.04v2) , (76)
where yt is the top Yukawa coupling, and V (φ) is the effective potential of the
standard model at finite temperature, with v the vacuum expectation value of the
Higgs field. Thus, the Hubble rate is much smaller than η by the inverse Planck
factor since mH
mpl
≪ y2t .
One may expect that even in the case of weak first order phase transition the
quantum tunneling enhanced by EET may give rise to a sufficient condition for the
out-of equilibrium in the early phase of the phase transition. Much remains to be
seen with this regard.
Another interesting effect of EET concerns resurrection of the old inflationary
scenario of the GUT phase transition [16]. The old inflationary scenario was once
rejected because the bubble formation proceeds too slowly, hence leaving a very in-
homogeneous universe [17]. The essential reason of this problem, called graceful exit
problem, is that the exponentially suppressed tunneling rate is too small such that
bubbles of true vacuum do not merge sufficiently to give rise to a homogeneous uni-
verse which the inflationary scenario intends to derive. Our mechanism of enhanced
tunneling may help this situation. The problem must however be addressed quanti-
tatively; one has to obtain an early termination of the first order phase transition to
promote merger of bubbles, yet has to obtain an sufficient inflation to solve intended
problems. We leave this quantitative study to future.
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Appendix
A-1 Effective potential and critical temperature
We shall first give the finite temperature effective potential of the standard
model at 1-loop order, assuming that the Higgs mass is much smaller than other
particle masses of the standard model such as the top quark, the weak boson, thus
mH << mt , mZ , mW . This is taken as a necessary condition for the first order phase
transition. This condition however is not met in reality. Nevertheless, we take this
case as an important illustration for more complicated cases.
The zero temperature part of the effective potential [28] is as follows;
V0(φ) =
m2H
8v2
(φ2 − v2)2 + 2Bv2φ2 − 3
2
Bφ4 +Bφ4 log
(
φ2
v2
)
,
B =
3
64π2v4
(
2m4W +m
2
z − 4m2t
)
≃ −0.005 , (77)
where v = 246GeV is the vacuum expectation value (VEV) of the Higgs field, and
ma is the mass of a particle species a. The finite temperature effect is then given by
the free energy [29],
VT (φ) =
T 4
2π2
[
6IB
(
mWφ
vT
)
+ 3IB
(
mzφ
vT
)
− 6IF
(
mtφ
vT
)]
,
IB,F (a
2) =
∫
∞
0
drr2 log
[
1∓ exp
(
−
√
r2 + a2
)]
. (78)
The Higgs contribution has been neglected, due to the assumption of mH ≪ masses
of other particles.
According to [29], we may make the high temperature expansion of the effective
potential with T ≪ v, to get
V (φ) = V0(φ) + VT (φ) ≃ D(T 2 − T 20 )φ2 −ETφ3 +
λ(T )
4
φ4 , (79)
where the dimensionless coefficients are given by
D =
2m2W +m
2
z + 2m
2
t
8v2
≃ 0.2 ,
E =
2m3W +m
3
z
4πv3
≃ 0.01 ,
T 20 =
m2H − 8Bv2
4D
≃ 1.25(m2H + (50GeV )2) , (80)
λ(T ) =
m2H
2v2
− 3
16π2v4
(
2m4W log
m2W
aBT 2
+m4z log
m2z
aBT 2
− 4m4t log
m2t
aFT 2
)
.
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Here aB = 2 log 4π − 2γ ≃ 3.91, aF = 2 log π − 2γ ≃ 1.14. The critical temperature
is computed from these, to give
T 2c =
T 20
1− E2/(λ(T )D) ≃
T 20
1− (8GeV/mH)2 . (81)
At the value of Tc two local minima coincide, while T0 indicates where the symmetric
phase of ϕ = 0 disappears as the local minimum. It is thus important to note that
the condition Tc > T0 for the first order phase transition is met.
A-2 Friction coefficient in the standard model
The friction coefficient η is computed using the method of [30],[31]. According to
[31], it is possible to identify the two-body bilinear operator of standard model fields
as the environment variable Q(ω). The most dominant contribution to the friction
η comes from the top loop diagram where the top-Yukawa coupling is of the form,
yt φt¯t/
√
2. Thus, the Langevin equation of motion for the zero-mode Higgs field φ0
becomes
φ¨0 + V
′(φ0) + 2
∫ t
0
dsℑα(t− s)φ0(s) = F (t) , (82)
〈{F (t), F (s)}〉env = ℜα(t− s) , (83)
α(x0) =
y2t
2
∫
d3x〈t¯t(x)t¯t(0)〉env =
∫
dω
rH(ω)
eβω − 1e
iωx0 . (84)
The real-time Green’s function 〈t¯t(x)t¯t(0)〉env can be obtained by the analytic con-
tinuation of the imaginary-time Green’s function [19], and it is easy to calculate the
imaginary-time Green’s function by using the Matsubara formalism. The necessary
spectral weight rH(ω) is given by
rH(ω) =
y2t
2
∫
d3p
(2π)3
ω2
4p2
δ(ω − 2p)(1− 2np) , (85)
where p = |~p| is the momentum magnitude and np = (eβp + 1)−1, assuming that the
top quark is massless in the symmetric phase around T ≈ T0.
In the vicinity of the false vacuum, namely ϕ ≈ 0, the behavior of the zero-
mode Higgs field exhibits the exponentially dumped oscillation. The solution of the
homogeneous zero-mode Higgs field equation (82) is approximately obtained by
φ0(t) ≃ 2
∫
∞
0
dω
rH(ω) sin(ωt)
(ω2 − ω2p) + π2r2H(ω)
≃ 2
∫
∞
0
dω
rH(ωp) sin(ωt)
(ω2 − ω2p) + π2r2H(ωp)
= sin(ωpt) exp(−πrH(ωp)
2ωp
t) , (86)
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where ωp is the curvature of the false vacuum (ω
2
p = V
′′(0)), and the friction coeffi-
cient in this case is computed from eq.(85). The result is
η =
π
ωp
r(ωp) =
y2t
32π
ωp tanh
βωp
4
. (87)
References
[1] For a review, P. Hanggi, P. Talkner, and M. Borkovec, Rev. Mod. Phys 62,
251(1990).
[2] S. Coleman, Phys. Rev. D15, 2929(1977); C.G. Callan and S. Coleman, Phys.
Rev. D16, 1762(1977); J.S. Langer, Ann. Phys. (N.Y.) 41, 108(1967); M.B.
Voloshin, I.Yu. Kobzarev, and L.B. Okun, Sov. J. Nucl. Phys. 20, 644(1975).
[3] A.O. Caldeira and A.J. Leggett, Ann. Phys. (N.Y.) 149, 374(1983).
[4] I.K. Affleck, Phys. Rev. Lett. 46, 388(1981).
[5] A.I. Larkin, and Yu.N. Ovchinnikov, Sov. Phys. -JETP 59, 420(1984).
[6] H. Grabert, P. Olschowski, and U. Weiss, Phys. Rev. B36, 1931(1987) and
references therein.
[7] D. Waxman and A.J. Leggett, Phys. Rev. B32, 4450(1985).
[8] W. Zweger, Z. Phys. B51, 301(1983).
[9] Sh. Matsumoto and M. Yoshimura, ”Dynamics of barrier penetration in thermal
medium: exact result for inverted harmonic oscillator”, hep-ph/0006019, and
Phys. Rev. A63, 012104(2000).
[10] Sh. Matsumoto and M. Yoshimura, ”Quantum tunneling in thermal medium”,
hep-ph/0008025.
[11] Sh. Matsumoto and M. Yoshimura, ”Resonance Enhanced Tunneling”,
hep-ph/0009230, and Phys. Lett. B495, 223(2000).
[12] R.P. Feynman and F.L. Vernon, Ann. Phys. (N.Y.) 24, 118(1963).
27
[13] For a review, A.G. Cohen, D.B. Kaplan, and A.E. Nelson, Annu. Rev. Nucl.
Part. Sci. 43, 27(1993).
[14] A.D. Sakharov, Pis’ma Zh. Eksp. Teor. Fiz. 5, 32(1967) [JETP Lett. 5,
24(1967)].
[15] M. Yoshimura, Phys. Rev. Lett. 41, 281(1978); 42, 746(E)(1979); Phys. Lett.
B88, 294(1979).
[16] A. Guth, Phys. Rev. D23, 347(1981); K. Sato, Mon. Not. R. Astron. Soc. 195,
467(1981).
[17] A. Guth and E. Weinberg, Nucl. Phys. B212, 321(1983).
[18] G.W. Ford, J.T. Lewis, and R.F. O’Connell, Phys. Rev. A37, 4419(1988).
[19] A.L. Fetter, and J. D. Walecka, Quantum theory of many-particle systems,
(McGraw-Hill, New York 1971).
[20] A.O. Caldeira and A.J. Leggett, Phisica A 121, 587(1983).
[21] V. Ambegaokar, Ber. Bunsenges, Phys. Chem. 95, 400(1991); I. Joichi, Sh.
Matsumoto, and M. Yoshimura, Phys. Rev. A57, 798(1998), and references
therein.
[22] L. Landau and E. Lifschitz, Mechanics (Pergamon, Oxford, 1960), p. 80.
[23] N. W. Mclachlan, Theory and application of Mathieu functions, (Oxford Uni-
versity Press), p. 141.
[24] Batemann Manuscript Project II, Higher transcendental functions (R.E. Krieger
Pub. Co., Malabar, Fla, 1981), p. 194.
[25] V.A. Kuzmin, V.A. Rubakov and M.E. Shaposhnikov, Phys. Lett. B155,
36(1985); B191, 171(1987).
[26] M.B. Gavela, M. Lozano, J. Orloff, O. Pene, and C. Quimbay, Nucl.Phys.
B430, 345(1994); B430, 382(1994); P. Huet, and E. Sather, Phys. Rev. D51,
379(1995).
[27] G. R. Farrar, and M.E. Shaposhnikov, Phys. Rev. Lett. 70, 2833(1993);
Erratum-ibid.71, 210(1993); Phys. Rev. D50, 774(1994).
28
[28] S. Coleman and E. Weinberg, Phys. Rev. D7, 1888(1973).
[29] M. Dine, R.G. Leigh, P. Huet, A. Linde, and D. Linde, Phys. Rev. D46,
550(1992).
[30] H.A. Weldon Phys. Rev. D28, 2007(1983).
[31] I. Joichi, S. Matsumoto, and M. Yoshimura, Prog. Theo. Phys 98, 9(1997).
29
