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Ratchets are devices that are able to rectify an otherwise oscillatory behavior by exploiting an
asymmetry of the system. In rocking ratchets, the asymmetry is induced through a proper choice of
external forces and modulations of nonlinear symmetric potentials. The ratchet currents thus obtained in
systems as different as semiconductors, Josephson junctions, optical lattices, or ferrofluids show a set of
universal features. A satisfactory explanation for them has challenged theorists for decades, and so far, we
still lack a general theory of this phenomenon. Here, we provide such a theory by exploring—through
functional analysis—the constraints that the simple assumption of time-shift invariance of the ratchet
current imposes on its dependence on the external drivings. Because the derivation is based on so general a
principle, the resulting expression is valid irrespective of the details and the nature of the physical systems
to which it is applied, and of whether they are classical, quantum, or stochastic. The theory also explains
deviations observed from universality under special conditions and allows us to make predictions of
phenomena not yet observed in any experiment or simulation.
DOI: 10.1103/PhysRevX.3.041014 Subject Areas: Interdisciplinary Physics, Nonlinear Dynamics
I. INTRODUCTION
Forcing nonlinear transport systems with zero-average,
time-periodic, external forces may generate a ratchet cur-
rent [1]. Ratchets are devices that exploit an asymmetry of
the system (usually spatial) to rectify an otherwise oscil-
latory behavior [2–8]. The so-called rocking ratchets [9,10]
are able to do so by breaking a temporal symmetry—the
external force cannot be reversed by a time shift—either in
spatially symmetric systems [11] or in the presence of
some spatial asymmetry (see, e.g., Refs. [9,12]). Ratchet
currents can also be generated by a combined temporal and
spatial symmetry breaking [13,14].
The two most studied mechanisms to induce a net cur-
rent in a rocking ratchet are harmonic mixing [9,10] and
gating [15–17]. In both of them, the involved periodic
spatial potentials are symmetric. Harmonic mixing amounts
to imposing biharmonic external forces—typically with
a frequency ratio 2:1—and has been experimentally
observed [18–24] and theoretically studied [25–28] in
many different physical systems, both classical and
quantum. Biharmonic forces have also been used in experi-
ments to modulate the potential in some thermal ratchet
devices [29,30]. In addition, harmonic mixing with more
than two harmonics has been explored in experiments with
optical lattices [31,32].
Gating ratchets also need at least two harmonics to break
the temporal symmetry, but they play a different role
[16,17,33]. In the most studied setup, one of the two
harmonics acts as an external force, whereas the other
one is used to modulate the spatial potential [16,17].
Currents generated through many different rocking
ratchets share a few properties that hold regardless of
the system. When two harmonics are used and their
amplitudes are small, the current exhibits a shifted sinu-
soidal shape as a function of a precise combination of the
phases of both harmonics. This sinusoid has been experi-
mentally observed in semiconductors [18], optical lattices
[20], ferrofluids [29], and Josephson junctions [21,23] and
has been theoretically confirmed in studies of transport in
semiconductors [18], Brownian particles [25,34], solitons
[16,28,35], ferrofluids [29], and magnetic particles via
dipolar interactions [30], among other systems. The phase
lag of the sinusoid is known to depend on the frequency of
the harmonics, the damping, and other specific parameters
of the system [36,37]—accordingly, current reversals can
be induced by acting on these parameters. Moreover, the
ratchet current is always found to be proportional to a
product of specific powers of the amplitudes of the
harmonics.
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Upon increasing the amplitudes of the harmonics
beyond the small limit regime, departures from the sinu-
soidal behavior are observed, both in experiments [33] and
simulations [24]. As a consequence, current reversals can
also be induced by tuning the amplitudes of the harmonics
[9,26].
Although there have been many theoretical attempts to
explain these universal features of rocking ratchets, their
scope is very limited, constrained to specific models, and
only applied to harmonic mixing. For instance, stochastic
theories have been used to explain the Brownian motion of
a charged particle in a periodic, symmetric potential driven
with a biharmonic force [34,36]. Also, collective coordi-
nate theories have successfully explained harmonic mixing
[28,35] and gating [16] in soliton ratchets. For several
models described by nonlinear differential equations, sym-
metry properties of the current and of the systems can only
provide conditions on the two harmonics for a ratchet
current to exist [9,11,16,27].
For decades, all attempts to reproduce the sinusoidal
shape of the current have failed to predict the existence
of a system-dependent phase lag. This lack of success is
due to a flawed assumption—widely employed in the
literature under the name of moment method—upon which
all these theories rely. According to this method, the ratchet
current can be obtained as an expansion in odd moments
of the external force (starting at the third moment because
the time average of the force is zero by construction).
That this method is generally incorrect has been shown
in Ref. [38]—where the very restricted conditions for its
validity were properly delimited—but it is easy to see why
in an example: If the force is a square wave, all its powers
are proportional to the force itself, and therefore the current
must be zero. That square-wave forces do generate nonzero
currents has been shown in experiments [39], simulations
[11,40], and also theoretically in Ref. [41]. The application
of the moment method apparently captures the right
dependence on the amplitudes in the case of harmonic
mixing, but this fact is purely accidental. (For an in-depth
analysis of this method and its many flaws, see
Refs. [38,41] and references therein.)
An alternative theoretical approach has been recently
proposed for the case of harmonic mixing [38]. This theory
does capture the nonzero phase lag that the ratchet current
normally exhibits and also predicts a nonzero current for
square-wave forces [41]. Nevertheless, despite this relative
success, a general theory that encompasses a unified expla-
nation of all universal features observed in sowide a diversity
of systems, an explanation of the deviations from them that
occur outside the small-amplitude regime and the effects
induced by further harmonics, is still lacking. Such a theory
cannot be based on the particulars of specific systems but has
to rely on very general principles that hold for all of them.
In this paper, we explore the constraints that the simple
time-shift invariance satisfied by the ratchet current
imposes on its shape and derive an expression that explains
all observations described above, both for harmonic mix-
ing and gating ratchets (with any number of harmonics).
The formula describes correctly not only the small-
amplitude regime but also the deviations found for larger
amplitudes. And, because it is based on so general a
principle, it is valid regardless of the (dissipative) system
and applicable even in the absence of a mathematical
model describing the phenomenon [33]. On top of that, it
allows us to make predictions so far not observed in any
experiment or simulation.
Before we enter into the details, a remark seems appro-
priate about what this theory is not. This theory is not
meant to predict when a system does exhibit a ratchet
phenomenon. It would be impossible because the theory
is so general that it holds both for dissipative systems that
do and that do not have ratchet currents. What the theory
provides is a pattern to which any ratchet current must
conform. The theory claims that, under certain regularity
conditions, the ratchet current—if any—must necessarily
be of a given specific form. However, the pattern depends
on a set of unknown, system-specific coefficients that
might all be zero—hence yielding a zero current. For the
same reason, the theory cannot predict any effect that
depends on specific details of the system. Having made
this caveat, what the theory does predict is that the current
must necessarily be zero if the system possesses some
specific symmetries—so it is consistent with the well-
known fact that, unless some symmetries are broken, a
ratchet current cannot be generated [9,11,27].
II. GENERAL THEORY
Suppose we have a physical system describing the
position of a particle or localized structure xðtÞ as a func-
tion of time. The system is driven by some periodic, time-
dependent, external driving fðtÞ (external force, parameter
modulation, etc.). Function xðtÞ—or its expectation if the
system is stochastic—is uniquely determined for any given
fðtÞ, and so is the ratchet current defined as
v ¼ lim
t!1
1
t
Z t
0
_xðÞd ¼ lim
t!1
xðtÞ  xð0Þ
t
: (1)
Mathematically, this definition means that the current v is a
functional of the external driving fðtÞ. Except for very
specific systems in which v also depends on the initial
conditions (e.g., Hamiltonian systems or other nondissipa-
tive systems [14]), v will—by construction—be invariant
under time shifts. We will show that the fact that v is a
time-invariant functional of fðtÞ is enough to determine the
shape of the ratchet current for specific drivings regardless
of the system under study, as long as some regularity
assumptions of this functional dependence hold.
Moreover, new symmetries of the system can be incorpo-
rated into the theory to further specify this shape.
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A. Time-shift-invariant functionals
of periodic functions
Let CsT , with T > 0, be the set of continuous, T-periodic
functions f : R! Rs, and let  : CsT ! R be a real func-
tional on CsT . If  is n times Fre´chet differentiable on C
s
T ,
then it has an nth-order Taylor expansion around 0 [42].
Such a Taylor expansion can be obtained as the nth-order
truncation of the series [43]
½f ¼ X1
n1¼0
   X1
ns¼0
hcnðt11; . . . ; t1n1 ; . . . ; ts1; . . . ; tsnsÞ
 f1ðt11Þ    f1ðt1n1Þ    fsðts1Þ    fsðtsnsÞi; (2)
where n ¼ ðn1; . . . ; nsÞ, and we have introduced the
notation
hðt1; . . . ; trÞi ¼ 1Tr
Z T
0
dt1   
Z T
0
dtrðt1; . . . ; trÞ: (3)
The kernels cn1;...;nsðt11; . . . ; tsnsÞ are all real, T periodic,
and symmetric in all their arguments.
In order to avoid cumbersome expressions, we will
henceforth work with the full series (2). It goes without
saying that if  is at most n times Fre´chet differentiable, the
results we will obtain still hold if the series are
truncated at nth order and an appropriate error term is
added [42].
Consider the time-shift operator ðT fÞðtÞ ¼ fðtþ Þ.
Wewill say that  is invariant under time shift if ½T f ¼
½f for all 0< < T. Time-shift invariance reflects on the
kernels in Eq. (2) as the property
cn1;...;nsðt11  ; . . . ; tsns  Þ ¼ cn1;...;nsðt11; . . . ; tsnsÞ (4)
for all 0< < T.
Theorem 1.—Let  be a time-shift-invariant functional
with Taylor series (2), and take
f ðtÞ ¼ ½1 cosðq1!tþ1Þ; . . . ; s cosðqs!tþsÞ; (5)
where qðq1; . . . ;qsÞ2Ns is such that gcdðq1; . . . ;qsÞ¼1
[44] and ! ¼ 2=T. Let Dþ denote the set of nonzero
solutions of the Diophantine equation [45] q  x ¼
q1x1 þ    þ qsxs ¼ 0, whose leftmost nonzero compo-
nent is positive. Then,
½f ¼ C0ðÞ þ
X
x2Dþ
jx1j1   jxsjs CxðÞcos½x þ xðÞ;
(6)
where   ð1; . . . ; sÞ,  ¼ ð1; . . . ; sÞ, and functions
CxðÞ and xðÞ do not depend on  and are even in each
i, i ¼ 1; . . . ; s, for every x 2Dþ.
(The proof of this theorem is deferred to Appendix A.)
When the functional  exhibits further symmetries,
some of the unknown functions CxðÞ and xðÞ in the
expansion (6) can be determined. Two symmetries are
important in this respect: force reversal and time reversal.
Definition 1 (Force reversal).—Let I  f1; . . . ; sg be a
nonempty subset of indexes, and let f : R! Rs. We
define the force-reversal operation SI on f as the new
vector function SIfðtÞ such that ðSIfÞiðtÞ¼fiðtÞ if i2 I
and ðSIfÞiðtÞ ¼ fiðtÞ if i =2 I.
Corollary 1.—Under the conditions of Theorem 1, let
I  f1; . . . ; sg (I  [). Then, ½SIf ¼ ½f if and only
if CxðÞ ¼ 0 for all x 2 f0g [Dþ such that
P
i2Ixi is
even.
Since CxðÞ is even in all its arguments, this corollary
simply follows by replacing in Eq. (6) i by i for
all i 2 I.
Definition 2 (Time reversal).—Let f : R! Rs. We
define the time-reversal operation R on fðtÞ as RfðtÞ ¼
fðtÞ.
Corollary 2.—Under the conditions of Theorem 1,
(a) ½Rf ¼ ½f if and only if xðÞ ¼ =2 for
each x 2Dþ and
(b) ½Rf ¼ ½f if and only if xðÞ ¼ 0 or for each
x 2Dþ.
The proof of this corollary follows upon realizing that
time reversal amounts to replacing i by i, for all
i ¼ 1; 2; . . . ; s in Eq. (6).
III. APPLICATION TO DIFFERENT SYSTEMS
Equation (6) has been derived under the assumption that
 is a sufficiently regular functional of fðtÞ and that it is
time-shift invariant. Because these two assumptions are so
general, it turns out that the functional form (6) must hold
regardless of the specific system to which it is applied.
In particular, details such as the kind of nonlinearities,
whether we deal with a particle or a localized field, the
actual parameters, etc., can only modify the functions
CxðÞ and xðÞ, and only in a very specific way—they
must be even functions of the amplitudes j. Furthermore,
had the system one of the symmetries of Corollaries 1 and
2, some of these functions would get automatically fixed
regardless of any other particular. These considerations
render Eq. (6) a universal expansion for the current v of
rocking ratchets. In what follows, we discuss its applica-
tion to explain different experimental and numerical results
reported in the literature of rocking ratchets.
A. Two harmonic forces
We start by considering systems for which the ratchet
current arises from the combined effect of two harmonics
f1ðtÞ ¼ 1 cosðq!tþ1Þ and f2ðtÞ ¼ 2 cosðp!tþ2Þ.
This special case is of great importance because most
rocking ratchets are induced by a biharmonic force fðtÞ ¼
f1ðtÞ þ f2ðtÞ [20–29]. However, it also comprises the
so-called gating ratchets [10,16,17], for which f1ðtÞ is an
external force whereas f2ðtÞ modulates the amplitude of a
nonlinear potential.
For two harmonics, the Diophantine equation q  x ¼ 0
becomes qx1 þ px2 ¼ 0. Its solutions are given by
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x ¼ ðkp;kqÞ, k 2 Z, but those contributing to Eq. (6)
have k 2 N0ð N [ f0gÞ. Therefore, x  ¼ kðp1 
q2Þ  k#, and Eq. (6) reads
v½f1; f2 ¼
X1
k¼0
ðp1q2ÞkCkð1; 2Þ cos½k# þ kð1; 2Þ;
(7)
with 0ð1; 2Þ ¼ 0.
Although Eq. (7) is valid for both ratchets induced by a
biharmonic force and gating ratchets, their differences
arise from their different force-reversal symmetries. Let
us analyze both cases separately.
B. Ratchets induced by a biharmonic force
In rocking ratchets with symmetric spatial potentials, the
current gets reversed upon reversing the force (see, e.g.,
Refs. [9,10,38] and references therein). Formally,
v½f1;f2 ¼ v½f1; f2. Since gcdðp; qÞ ¼ 1, either p
and q are both odd or have a different parity. In the former
case, jx1j þ jx2j ¼ kðpþ qÞ is always even, so, according
to Corollary 1,Ckð1; 2Þ ¼ 0 for all k 2 N0, and therefore
v½f1; f2 ¼ 0 (i.e., there is no ratchet current). Notice that
in this case, fðtþ T=2Þ ¼ fðtÞ, and since v is time-shift
invariant but changes sign under force reversal, it can only
be 0, hence our finding.
On the contrary, if pþ q is odd [in which case
fðtþ Þ  fðtÞ for all  > 0], then Corollary 1 implies
only C2kð1; 2Þ ¼ 0, k 2 N; hence,
v ¼ X1
k¼1
k odd
ðp1q2ÞkCkð1; 2Þ cos½k# þ kð1; 2Þ: (8)
The lowest order in Eq. (8) yields
v ¼ C1ð0; 0Þp1q2 cos½# þ 1ð0; 0Þ þ oðp1q2Þ; (9)
a result first obtained in Ref. [38].
However, Eq. (8) contains more information. The lowest
order at which the next harmonic enters in v is Oðp1q2Þ3.
For the simplest—and most common—case studied in the
literature, namely, p ¼ 2 and q ¼ 1, this fact implies that
the second harmonic first appears at ninth order. Therefore,
an improvement on Eq. (9) is
v ¼ C1ð1; 2Þ212 cos½# þ 1ð1; 2Þ þ E9ð1; 2Þ;
(10)
where the error E9ð1; 2Þ contains terms of order 9 or
higher, and C1ð1; 2Þ and 1ð1; 2Þ are quadratic poly-
nomials in 21 and 
2
2. Equation (10) tells us that, whereas
Eq. (9) captures the shape of the ratchet current for suffi-
ciently small amplitudes, upon increasing the amplitudes,
we can modify the phase lag 1ð1; 2Þ. Put in a different
way, if we fix the phases 1 and 2 of the biharmonic
force so that # ¼ 1ð0; 0Þ þ =2, the ratchet current is
suppressed [22,37]. But then, we can restore it without
changing the phases by increasing the amplitudes.
This current reversal was observed in experiments
[22,24] and attributed to a dissipation-induced symmetry
breaking. Our Eq. (10) reveals that this behavior is the
default for a ratchet like this one because the current
vanishes at a value of # that depends not only on the
amplitudes of the biharmonic force but also on the fre-
quency and other parameters of the system.
Functions C1ð1; 2Þ and 1ð1; 2Þ are experimentally
obtained for a range of values of 1 ¼ 2 ¼  [24].
Figure 1 shows a fit of the experimental data to the curve
v ¼ C1ðÞ3 cos½# þ 1ðÞ, with vmax ¼ C1ðÞ3 being
C1ðÞ and 1ðÞ quadratic polynomials in 2.
Another prediction of the theory follows from
Corollary 2: For systems having either of those two sym-
metries upon time reversal, all phase lags kðÞ in the
expansion (8) are constant—either 0 or , or =2,
depending on the symmetry. This fact is confirmed, e.g.,
by simulations carried out on the Langevin equation
 _x ¼ U0k sinð2kxÞ þ fðtÞ þ ðtÞ; (11)
with ðtÞ a zero-mean white noise such that hðtÞðt0Þi ¼
Dðt t0Þ and fðtÞ is a biharmonic force [24]. Figure 4
(upper panel) of Ref. [24] shows that vð=2Þ ¼ 0 for all
amplitudes. (In this overdamped regime, the velocity does
not change sign upon time reversal.) This figure is espe-
cially revealing because for the largest amplitudes, the
velocity clearly shows the influence of the second har-
monic, and yet the phase lags remain constant.
C. Gating ratchets
Force reversal acts differently for gating ratchets
because, of the two harmonics, only f1ðtÞ is an external
force. In this case, when the potential is symmetric
[10,16,17], we have v½f1; f2 ¼ v½f1; f2. Thus,
Corollary 1 implies Ckð1;2Þ¼ 0 if kp is even (k 2 N0).
If p is even, then v ¼ 0, whereas if p is odd, then
only C2kð1; 2Þ ¼ 0, k 2 N, and we again recover
0 0.5 1
ε  (MHz)
0
5
10
V
m
ax
0 0.5 1
ε  (MHz)
-
- /2π
π
0
θ 1
FIG. 1. Maximum ratchet velocity vmax and phase lag 1 as
functions of the amplitude  ¼ 1 ¼ 2 of the biharmonic force,
for the rocking ratchet of Ref. [24]. Points are the experimental
data, and lines are fits to formula (10): 1ðÞ ¼ 0:3238
0:59962  4:74454 and vmaxðÞ ¼ 3ð39:631 124:6612 þ
105:2584Þ.
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Eqs. (8) and (9). Notice that if p is even, then qmust be odd
[because gcdðp; qÞ ¼ 1], and therefore f1ðtþ T=2Þ ¼
f1ðtÞ and f2ðtþ T=2Þ ¼ f2ðtÞ. Thus, a time shift can
reverse the current—which means that the current must
be zero.
Thus, the ratchet currents produced by either gating or a
biharmonic force are both given by the same formula.
There is an exception, though: Gating does not put any
constraint on q, so a ratchet current can be obtained even
for q ¼ p ¼ 1 [10,16,17]. For this particular case, the
lowest order at which the second harmonic shows up in
the current is the sixth, i.e.,
v ¼ C1ð1; 2Þ12 cos½# þ 1ð1; 2Þ þ E6ð1; 2Þ;
(12)
and C1ð1; 2Þ and 1ð1; 2Þ are linear in 21 and 22.
Accordingly, a shift of the phase lag with the amplitudes
similar to that observed in biharmonic ratchets [24] is to be
expected in gating ratchets. Thus, not only has formula
(12) been obtained here for the first time (to the best of our
knowledge, no theory has ever been attempted to explain
the current observed in gating ratchets) but the possibility
of inverting the current by varying the amplitudes of
the harmonics in these systems is a prediction of this
theory that, as far as we know, still needs experimental
confirmation.
D. Particles moving in asymmetric potentials
An interesting case to analyze with the theory is that of
particles moving (or solitons lying) in potentials lacking
mirror symmetry. In these cases, the current does not have
the force-reversal symmetry exploited above because the
mirror image of the system is a different system. Then, all
terms in Eq. (7) are nonzero in principle. In the case
of two harmonics—irrespective of whether we are consid-
ering ratchets induced by biharmonic forces or gating
ratchets—the lowest order in the expansion (7) is given
by C0ð1; 2Þ, a polynomial of 21 and 22. Clearly,
C0ð0; 0Þ ¼ 0 if there is no ratchet current in the absence
of external force; therefore, in this case, the theory pre-
dicts, for small amplitudes, a ratchet current independent
of the phases (a dependence that may be restored at
higher orders) and proportional to a linear combination
of 21 and 
2
2.
As a matter of fact, the theory also predicts that even
with a single harmonic (say, 2 ¼ 0), a ratchet current
proportional to 21 can be generated. This proportionality
is indeed what was found in Refs. [9,46]. In this case, we
also know from Eq. (7) that all higher-order terms are
identically zero, so the prediction is even stronger:
The current must be of the form 21Qð21Þ, with QðxÞ a
certain function. Notice, in particular, that, depending on
whether QðxÞ does or does not change sign, the current
may or may not exhibit reversals upon variations of the
amplitude 1.
E. Other ratchets with two harmonics
Liquid drops on a horizontal plate exhibit ratchet move-
ment when the plate is vibrated with both horizontal and
vertical harmonic forces [33]. These forces have the same
frequency and a relative phase , and as usual, the ratchet
current depends on . We are not aware of any theoretical
approach that explains why the average velocity v of the
drops exhibits a nonsinusoidal behavior as a function of the
relative phase shift . However, Fig. 3(a) of Ref. [33]
reveals that v changes sign when the vertical force f1 is
reversed; i.e., v½f1; f2 ¼ v½f1; f2. According to our
approach, this property is enough to conclude that the drop
velocity must behave as the current of a gating ratchet.
Hence, it will be given by Eq. (8) for p ¼ q ¼ 1. Figure 2
shows a fit with the first two harmonics of this equation to
the experimental data of Ref. [33].
This anharmonicity is also predicted by our theory
when the ratchet is induced by a biharmonic force with
large amplitudes, and it has been reported recently in
simulations of classical particles in a one-dimensional
driven superlattice [47].
F. Forcing with more than two harmonics
In some experiments with cold atoms [31,32], ratchets
are generated using more than two harmonics. The
simplest one is of the form
fðtÞ ¼ a½cosðq!tþ1Þ þ cosð2q!tþ2Þ
þ cosðp!tþ3Þ: (13)
Although the Diophantine equation qx1 þ 2qx2 þ px3 ¼
0 has three unknowns, the solution can be readily obtained
using Blankinship’s algorithm [48] as x ¼ k1s1 þ k2s2,
where s1 ¼ ð2;1; 0Þ, s2 ¼ ðp; 0;qÞ, and k1, k2 2 Z.
Hence, x ¼ ð2k1 þ pk2;k1;qk2Þ. The subset contrib-
uting to Eq. (6) is defined by 2k1 þ pk2 2 N0; on the other
hand, because of force reversal (cf. Corollary 1), the only
0 /2 π π π3 /2 2
φ
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π
FIG. 2. Droplet velocity v as function of the phase shift 
between the horizontal and vertical vibrations of the plate.
Symbols represent experimental data from Fig. 3, upper panel,
Ah ¼ 240 	m, of Ref. [33]. The line represents the fit of the curve
vðÞ ¼ 0:5435 cosð 0:0211Þ þ 0:1972 cosð3þ 1:2267Þ.
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nonzero coefficients have 3k1 þ ðpþ qÞk2 odd. Hence, if
pþ q is even, then k1 must be odd, whereas if pþ q is
odd, then k1 þ k2 must be odd. Then,
v ¼ X
k2p;q
CkðaÞa2k1þpk2þjk1jþqjk2j
 cos½k1#1 þ k2#2 þ kðaÞ; (14)
where #1 ¼ 21 2, #2 ¼ p1  q3, and p;q ¼
fðk1; k2Þ 2 Z2: 2k1 þ pk2  0; k1 oddg if pþ q is even,
or p;q ¼ fðk1; k2Þ 2 Z2: 2k1 þ pk2  0; k1 þ k2 oddg if
pþ q is odd.
The choice q ¼ p ¼ 1 [31] reduces Eq. (13) to a bihar-
monic force where the amplitude of the one of harmonics
depends on the phase 3. In other words, the shape of the
current is again a sinusoidal function of #1, with the usual
cubic prefactor of the amplitudes; however, in this case,
both the maximum current and the phase lag depend on3.
This dependence is exactly what the experiments reveal
(cf. Fig. 1 of Ref. [31]).
Another relevant choice of parameters is q; p! 1 and
q  p [31]. For a < 1, it implies that k2 ¼ 0. Thus, re-
gardless of the parity of pþ q, Eq. (14) becomes
v ¼ X1
k¼1
k odd
Ck;0ðaÞa3k cos½k#1 þ k;0ðaÞ: (15)
The lowest order is v¼C1;0ð0Þa3cos½#1þ1;0ð0ÞþOða5Þ,
which explains the observations made in Ref. [31], namely,
the sinusoidal dependence on #1 and the insensitivity of
1;0ð0Þ to variations of the phase 3.
The limit case p; q! 1 is particularly interesting
because it connects the effect of perturbations with quasi-
periodic forces. Suppose the harmonics depend on two
frequencies !1 and !2 such that !2=!1 is not a rational
number. One can choose rational approximants p=q of
!2=!1 such that !1 	 q! and !2 	 p! for a suitable
!. The theory can then be applied for each choice of p and
q, and the quasiperiodic limit can be recovered as the limit
p; q! 1 and !! 0 with p=q! !2=!1. For an illustra-
tion of the application of this method, we refer to the
appendix of Ref. [49].
A second more complicated forcing has also been tested
for cold atoms [32]. The force in this case can be cast as a
sum of four harmonics fðtÞ ¼ f1ðtÞ þ f2ðtÞ þ f3ðtÞ þ
f4ðtÞ, where
f1ðtÞ ¼ b2 ð2qþ pÞ cos½ð2qþ pÞ!tþ 21 þ2;
f2ðtÞ ¼ b2 ð2q pÞ cos½ð2q pÞ!tþ 21 2;
f3ðtÞ ¼ a2 ðqþ pÞ cos½ðqþ pÞ!tþ1 þ2;
f4ðtÞ ¼ a2 ðq pÞ cos½ðq pÞ!tþ1 2:
(16)
Two cases have been studied [32]: q ¼ p ¼ 1 and q ¼ 3,
p ¼ 2.
For q ¼ p ¼ 1, f4ðtÞ ¼ 0, and there are three harmonics
left. The expansion of v in terms of # ¼ 2 1 and the
amplitudes can be obtained using a similar procedure [see
Appendix B, Eq. (B1)]. To lowest order,
v ¼ b2afC cosð3# þ 0Þ þD cosð# þ 1Þg þ E5ða; bÞ;
(17)
where E5ða; bÞ contains fifth-order terms in a and b. This
expression features, even at the lowest order in the ampli-
tudes, a deviation from the usual sinusoidal shape. In the
experiments, the second harmonic went unnoticed because
at that time no available theory predicted any such devia-
tion. However, the fit of the experimental data to a cosine
function shows a systematic discrepancy that might be the
fingerprint of this second harmonic (cf. Fig. 1 of Ref. [32]).
Further experiments should reveal this second harmonic
more clearly.
The second case experimentally tested is q ¼ 3, p ¼ 2.
For this case, all four harmonics (16) are present. The full
expansion in terms of # ¼ 32  21 and the amplitudes
is obtained in Appendix B [cf. Eq. (B2)]. To lowest order,
v ¼ Aða; bÞ cos½# þ c ða; bÞ þ E5ða; bÞ; (18)
with Aða; bÞ and c ða; bÞ given by Eq. (B4). The usual
cosine shape of the current was already observed in the
experiments [32]. However, Eq. (18) reveals an unexpected
new effect. In harmonic mixing currents, it is customary to
set a ¼ r and b ¼ ð1 rÞ and vary 0 
 r 
 1. If the
system is driven by a biharmonic force, changing r changes
the intensity of the current [20]. However, if  is sufficiently
small, the phase at which the current vanishes does not
depend on r. In other words, if # is fixed to this phase
and r is varied, no ratchet current is produced. (As explained
before [cf. Eq. (10)], for # to vary with r, the amplitude 
must be large; see also Ref. [24].) However, Eq. (18) tells us
that c ða; bÞ does depend on r even for small . Therefore,
by setting # so that the current is zero for a given r, we can
generate a ratchet current by simply changing r.
To confirm this prediction of the theory, we carry out
simulations for the damped sine-Gordon equation
c tt  c xx þ sinc þ 
c t ¼ fðtÞ (19)
driven by the multifrequency force (16) with q ¼ 3, p ¼ 2.
We have solved numerically this equation in the interval
½70; 70, with periodic boundary conditions, by discretiz-
ing the second spatial derivative using centered finite
differences on a grid of step size x ¼ 0:1. We have
integrated the resulting set of ordinary differential equa-
tions with a fourth-order Runge-Kutta method along 10
complete periods, with a time stept ¼ 0:01. As the initial
condition, we use an exact static one-soliton solution,
centered at zero, of the unforced [fðtÞ ¼ 0] and undamped
(
 ¼ 0) sine-Gordon equation (19).
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Notice that if r ¼ 0 or r ¼ 1, only two of the four
harmonics (16) remain. Their frequencies are such that
for r ¼ 1, fðtÞ ¼ fðtþ T=2Þ—hence, there is no ratchet
current—whereas for r ¼ 0, this symmetry is broken—
hence, there is a ratchet current. Accordingly, we set
r ¼ 0 and 1 ¼ =2, and find the value of 2 for which
v ¼ 0. Then, we fix this value for2 and vary r. The result
is shown in Fig. 3. As predicted, varying r induces a ratchet
current. As a matter of fact, the numerical values fit per-
fectly the theoretical prediction v / 3ð1 rÞr2 that
follows from Eqs. (18) and (B3).
IV. DISCUSSION AND CONCLUSIONS
In this work, we have introduced a theory that captures,
in a unified framework, the ratchet transport generated by
zero-average, periodic drivings of very different kinds of
systems, like cold atoms in optical lattices, fluxons in
Josephson junctions, current in semiconductors, or trans-
port of ferromagnetic nanoparticles in liquids. The theory
can be applied to classical or quantum dissipative systems
alike, with or without thermal fluctuations. The number of
different harmonics the theory can deal with is arbitrary.
Although most studies use two, added up in a single
biharmonic force or used for two different purposes (like
a force and a potential modulation [16,17] or two indepen-
dent forces [33]), the theory also explains experiments
carried out driving the system with three or four harmonics
[31,32], as well as experiments in ferrofluids, where the
biharmonic force modulates the potential in a new type of
thermal ratchet device [29].
Focusing on the results for two harmonics, Eq. (7)
already captures many universal features observed in
experiments and simulations. First, it shows the widespread
sinusoidal dependence observed when the amplitude of the
external forces is small [16–18,20,21,23,26,28,29]. Second,
it explains why the sinusoid is observed even when the
amplitude of the force is not so small [24]. Third, it
captures the departures of this sinusoidal shape for even
larger amplitudes [24,33]. And fourth, it shows that the
point where the current vanishes (the phase lag) depends on
the amplitude, the frequency, and the rest of the system
parameters. In particular, this dependence implies that we
can generate or revert the current by simply changing the
amplitudes of the two harmonics [24,33], their frequency
[36,50], or (rather paradoxically) the damping in systems
with dissipation [22,36,41,51]. If the system satisfies cer-
tain symmetries, the theory predicts that the phase lags can
no longer be modified by changing the amplitudes of the
harmonics (Corollary 2), in agreement with what is ob-
served in some equations for particles or solitons moving
in a nonlinear potential and in certain experiments
[23,25,29,41].
One of the most remarkable facts about this theory is its
universality. In its derivation, we have simply used two
assumptions: (a) The velocity is a sufficiently regular
functional of the external force (regularity condition) and
(b) it is invariant under time shifts (time-shift symmetry).
Assumption (a) is used to make a Taylor expansion—
perhaps only up to some finite order—of the velocity with
respect to the external force; assumption (b) leads, in the
case of harmonic forcings, to a Fourier expansion in terms
of some combination of the phase shifts between the har-
monics. The fact that the functional form (6) is obtained
under so general assumptions implies that the particulars of
the systemunder study (e.g., the kind of nonlinearities or the
specific parameters) can only tune the constants but never
change the functional form. As a matter of fact, we do not
even need to have an explicit mathematical model of the
experimental system to predict how the velocity depends on
the phases of the harmonics and to constrain its dependence
on the amplitudes (e.g., the case analyzed in Fig. 2).
Of the two assumptions above, only regularity limits the
applicability of the theory. Besides, it might be a require-
ment that is hard to verify for a given physical system.
Nonetheless, the success of the theory in explaining the
results of so many different experimental and numerical
sources suggests that the systems to which it does not
apply must be rare. Exceptions can be found, though. For
instance, simulations of the discrete Frenkel-Kontorova
system show discontinuities in the behavior of the current
as a function of the phases in the biharmonic force [52].
Also, the ratchet current of periodically forced overdamped
particles moving in an asymmetric potential exhibits dis-
continuities as a function of the amplitude of the forcing
[11,53]—although these discontinuities disappear in the
presence of noise, which may thus be acting as a regular-
izer of the functional.
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FIG. 3. Ratchet effect induced in a damped sine-Gordon sys-
tem [cf. Eq. (19)] driven by the force (16) upon changing the
amplitudes a ¼ r and b ¼ ð1 rÞ. The velocity v is plotted
as a function of r. Parameters are ! ¼ 0:05, 1 ¼ =2, 
 ¼
0:05, and  ¼ 0:03. Phase 2 ¼ 0:644 86 is chosen so that v
vanishes for r ¼ 0. Circles are results obtained from the simu-
lations. The line is the fitted curve v ¼ 0:002 908 9ð1 rÞr2.
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We end by pointing out that universality permits us not
only to explain a plethora of specific phenomena or anoma-
lies that different experiments and simulations have evi-
denced but also to predict new ones that have not been
observed yet and need experimental confirmation. Some of
them are described above, and some others have been
stated along the way while analyzing systems which had
been experimentally studied. However, by making specific
choices for the number of harmonics and their frequencies
in Eq. (6), many more can be derived.
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APPENDIX A: PROOF OF THEOREM 1
Writing the cosines as complex exponentials and sub-
stituting in Eq. (2) leads to
½f ¼ X
k;l2Ns
0
k1þl11    ksþlss Aðk; lÞeiðklÞ; (A1)
where
Aðk;lÞ¼Ys
j¼1
ðkjþ ljÞ!
2kjþljkj!lj!
 c^kþlðfq1gk1 ;fq1gl1 ; . . . ;fqsgks ;fqsglsÞ: (A2)
Here, we are using the shorthand fagk ¼ a; . . . ; a
zfflfflffl}|fflfflffl{k times
and
denoting
c^nðr1; . . . ; rjnjÞ ¼ hcnðt1; . . . ; tjnjÞei!ðr1t1þþrjnjtjnjÞi; (A3)
with jnj ¼ n1 þ    þ ns. The combinatorial factors in
Eq. (A2) arise from the symmetry in the arguments of
the kernels. Notice that the definition (A3) leads to
Aðk; lÞ ¼ Aðl;kÞ: (A4)
Now, making use of the time-shift invariance (4) in
Eq. (A3) implies that Aðk; lÞ ¼ 0 whenever qðklÞ0.
Therefore, the only indexes k, l 2 Ns0 in Eq. (A1) that can
contribute to ½f are those whose difference is a solution
of the Diophantine equation q  x ¼ 0. The set of
solutions of this equation D can be decomposed as
D ¼ f0g [Dþ [ ðDþÞ. Now, for every x 2Dþ, let
us define m ¼ ðm1; . . . ; msÞ such that
mj ¼
 lj if xj  0
kj if xj < 0:
(A5)
Thus, if xj  0, we can set lj ¼ mj and kj ¼ mj þ xj,
whereas if xj < 0, we can set kj ¼ mj and lj ¼ mj  xj.
Denoting Bðm;xÞ ¼ Aðk; lÞ, Eq. (A1) becomes
½f¼ X
m2Ns
0
Ys
j¼1

2mj
j

Bðm;0Þ
þ X
m2Ns
0
X
x2Dþ
Ys
j¼1

2mjþjxjj
j

Bðm;xÞeix
þ X
m2Ns
0
X
x2Dþ
Ys
j¼1

2mjþjxjj
j

Bðm;xÞeix: (A6)
Taking into account that Eq. (A4) implies Bðm;xÞ ¼
Bðm;xÞ, if we define
CxðÞeixðÞ ¼
X
m2Ns
0
Ys
j¼1

2mj
j

Bðm;xÞ; (A7)
with CxðÞ ¼ CxðÞ  0 and xðÞ ¼ xðÞ 2 R, we
finally obtain Eq. (6).
APPENDIX B: FORCING WITH THREE
OR FOUR HARMONICS
When q ¼ p ¼ 1 in Eq. (16), the frequency, amplitude,
and phase vectors of the three nonzero harmonics are q ¼
ð3; 1; 2Þ,  ¼ ð3b=2; b=2; aÞ, and ¼ ð21þ2;21
2;1þ2Þ. Blankinship’s algorithm applied to qx¼0
yields x¼k1ð1;3;0Þþk2ð0;2;1Þ¼ðk1;2k23k1;k2Þ.
Then, x  ¼ ð4k1  3k2Þ#, where #  2 1. Force
reversal imposes k2  2k1 to be odd, which means that k2
must be odd. Thus, the expansion of the ratchet velocity
will be
v¼X1
k2¼1
k2 odd
~C0;k2ða;bÞðb2aÞk2 cos½3k2#0;k2ða;bÞ
þ X1
k1¼1
X
k22Z
k2 odd
~Ck1;k2ða;bÞbk1þj2k23k1jajk2j
cos½ð4k13k2Þ#þk1;k2ða;bÞ; (B1)
where ~Ck1;k2ða; bÞ  3k12k1j2k23k1jCk1;k2ða; bÞ. Hence,
the lowest order in this expansion is of the form (17).
For the case q ¼ 3, p ¼ 2, in Eq. (16), the frequency,
amplitude, and phase vectors are q¼ð8;4;5;1Þ, ¼
ð21þ2;212;1þ2;12Þ, and  ¼ ð4b; 2b;
5a=2; a=2Þ, and the solution of q x¼0 is
x¼k1ð1;0;0;8Þþk2ð0;1;0;4Þþk3ð0;0;1;5Þ¼ðk1;k2;
k3;8k14k25k3Þ. Thus, x  ¼ ð3k1 þ k2 þ 2k3Þ#,
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where # ¼ 32  21. Force reversal requires 7k1 þ
3k2 þ 4k3 ¼ k1 þ k2 þ 2ð3k1 þ k2 þ 2k3Þ to be odd; in
other words, k1 þ k2 must be odd. Hence,
v¼X1
k2¼1
k2odd
X
k32Z
~C0;k2;k3ða;bÞajk3jþj4k2þ5k3jbk2
 cos½ðk2þ 2k3Þ#þ0;k2;k3ða;bÞ
þ X1
k1¼1
X1
k22Z
k1þk2odd
X
k32Z
~Ck1;k2;k3ða;bÞajk3jþj8k1þ4k2þ5k3jbk1þjk2j
 cos½ð3k1þ k2þ 2k3Þ#þk1;k2;k3ða;bÞ; (B2)
where ~Ckða; bÞ  5jk3j22k1þjk2jjk3jj8k1þ4k2þ5k3jCkða; bÞ.
The lowest order of this expansion is
v ¼ ~C0;1;1ð0; 0Þba2 cos½#  0;1;1ð0; 0Þ
þ ~C1;2;0ð0; 0Þb3 cos½# þ 1;2;0ð0; 0Þ
þ E5ða; bÞ; (B3)
where E5ða; bÞ contains terms of fifth order in a and b. This
expression can be rewritten as in Eq. (18) by defining
Aða; bÞeic ða;bÞ  ~C0;1;1ð0; 0Þba2ei0;1;1ð0;0Þ
þ ~C1;2;0ð0; 0Þb3ei1;2;0ð0;0Þ: (B4)
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