Introduction
Molecular biology draws a parallel between cellular chemical processes and the workings of digital circuitry more and more frequently (1) . Over the past decade, we have been "conditioned" by things digital; in cellular signal transduction networks, we appear to be confronting a similar type of information manipulation system. So it is only natural to go with the times and attempt to analyze signal transduction and many other cellular processes with the same sorts of software tools that are used in electronic design. Here, we take a look at some of the software parallels. Others certainly exist; their omission is due to ignorance or brevity.
One way to classify analysis software for networks of electronic devices or networks of biochemical reactions is as "static" tools or "dynamic" tools, also known as simulation. Static tools analyze the network and extract information from it without displaying its behavior in time. On the other hand, a simulation represents the state of the (electronic or biological) system at a particular moment and moves that moment forward in time, showing the system's behavior as time passes.
Support Information: Feeding the Model
Simulation is generally more revealing and, frankly, more interesting than static analysis. Usually, simulation is also much more computationally intensive, and it generally must be supported by more detailed knowledge of the system. In both electronics and biology, the necessary network information is both structural and dynamical.
Structural information about a digital circuit tells how to fasten logic gate outputs to inputs by wires (Fig. 1) . In a digital circuit, signals are typically changes in voltages on the wires, which form the nodes of the network. Logic gates "see" changes on their inputs and appropriately change their outputs, thus propagating a signal; the logic gates are thus the connections in the network. (The view that components form connections between wires, rather than the other way around, is, admittedly, counterintuitive.)
In a cellular signal transduction network, structural information tells which proteins (or other chemical species) interact with one another and in which direction the signal flows during the interaction (Fig. 1) . The nodes of the network are protein species, and the connections are chemical reactions. One protein sends a signal to another by engaging in a reaction with it. The direction of signal propagation is manifested as an asymmetry in this reaction: Usually, the sender protein performs a posttranslational modification of the receiver protein, often phosphorylation.
Dynamical information tells how fast things happen: how quickly signals propagate from node to node across network connections. Gate delays are the most important dynamical parameters in digital electronics; they tell how fast signals propagate through each kind of gate in the network. Reaction rates play an analogous role in biological reaction networks.
The wiring of a digital network, along with the delay properties of the gates and other components, is designed, not found. The system is understood and the simulation is ready to run before the simulated object ever exists. Simulation of an electronic design is for validation, rather than analysis after the fact, and its predictions avoid costly mistakes. In contrast, a cellular simulation is intended to try out a hypothesis about the structure and dynamics of a partially unknown system. Its predictions reveal some useful, nonobvious implications of the hypothesis, useful because they can be tested experimentally.
Additionally, for cellular reaction networks, structural and dynamical information to support the simulation are unknowns that must be obtained by experimentation. This is "the rub" in biological simulation.
The structures of some biochemical reaction networks are well characterized because of the existence of convenient experimental methods for detecting connections between proteins, notably the yeast two-hybrid method (2) , which helps to identify the proteins (nodes) in the pathway and which of them are connected by arrows (protein-protein interactions). Epistasis experiments determine the direction of signal propagation between proteins that are known to communicate.
By comparison to information about the reaction network structure, data about reaction rates are scarce indeed, because they must be obtained by quantitative experimentation that is sometimes arduous and without any obvious purpose other than fueling the simulation. The overall lack of supporting dynamical data does not prevent the development of simulation tools for cellular reaction networks, but it certainly limits their application.
pathFinder, a Static Analysis Tool
Static network analysis tools similar to those used in electronics demand less hard-to-get data and can be handy and fast. pathFinder (3) (http://intramural.nimh.nih.gov/lcmr/smn/special_projects.html) is a simple static network analysis tool that can be used to locate candidate sets of knockouts in a signal transduction network. For example, suppose that a signal transduction network consists of a source protein and a target protein with many intervening possible connecting proteins leading from this source to the target. pathFinder determines families of proteins that will disconnect the target protein from the source protein if removed from the network or if disabled so that the signal does not propagate through them. pathFinder does this by enumerating all of the essentially different directed paths from the source protein to the target protein. Removing at least one protein from each of these paths disconnects the target protein from the source protein.
pathFinder's heritage is static timing analysis of digital designs. As noted before, the main reason for analyzing a chip's design is to prevent costly mistakes. One such mistake happens when some circuit in the design operates too slowly to keep up with the rest. "Too 
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slowly" usually means that the path followed through the circuit by some signal is temporally so long that the signal does not get to the circuit's output before the next clock cycle. For example, in a chip in a 1-GHz workstation, the signal must not take more than 1 ns to get through the circuit. One (slightly pessimistic) way to guarantee this is to arrange that there are no paths at all through the circuit that take more than 1 ns. Static timing analysis finds the slow paths through the circuit so that they can be eliminated by redesign. One way to find the slow paths is to enumerate all the paths, slow or not, and check their delays. Transferred to the biological arena, this enumeration of paths is the job done by pathFinder. But pathFinder serves an entirely different, biological purpose: to identify candidate knockout sets as described above.
Network Feedback
Both pathFinder and (typically) static timing analysis are limited to networks without feedback. Fortunately for digital designers, this is not too serious a restriction, given current digital methods. Most digital circuits contain large feedback-free segments, and verifying that each of these segments can keep up with the chip as a whole is most of the job of verifying the timing integrity of the design. Unfortunately for pathFinder, even small, simple, signal transduction networks usually have some positive or negative feedbacks. Unlike electronics, we do not have the option of designing cells in such a way that our analysis tools are more effective. Not yet.
Why is feedback such a problem for these tools? It is because, one way or another, they attempt to analyze the network in terms of simple chains of cause and effect. Each node of the network is taken to represent an event, and an arrow from node A to node B means that event A causes event B. Feedback loops would yield paradoxical "self-causing events" under this interpretation, and the static analysis procedure would essentially get stuck in an endless cycle.
The various dot-and-arrow representations of signal transduction networks or electronic networks have a different, essentially quantitative significance in the presence of feedback. To understand networks with feedback, one cannot just view a node as an event that happens or not, but rather as a quantity, such as voltage or concentration. Arrows between nodes in these diagrams usually represent terms in differential equations involving the quantities depicted by the source and target nodes and involving their rates of interaction. The traditional arrow notations (such as "inhibitory" or "excitatory") in biological network diagrams typically give partial information about these equations. For example, an excitatory arrow usually means that the coefficient of the excitatory protein's concentration in the differential equation is positive, without giving a numerical value. Partial information of this kind is available from semiquantitative experimental methods, such as Western blotting, with which it is easier to determine relative concentrations, increases, and decreases, than to establish absolute quantities or their numerical rates of change.
Causal Network Analysis Tools
Another type of static network analysis that has been applied to biological networks is causal network theory (4, 5) , also known as Bayesian networks or statistical path analysis. This approach makes the "events and causes" interpretation of the network explicit and treats events and the causal links between them probabilistically. For example, in analyzing records of weather and agricultural activities, a node labeled "Rain falls in spring" might be connected by an arrow to "Crops are good." Neither event is certain, but we can hope to test the causal relationship between them by examining the records. As usual with statistical hypothesis testing, we can only expect the record to deny or fail to deny the proposition "Rain in spring leads to good crops." On the other hand, a systematic examination of the meteorological and agricultural records might point to other, unaccounted-for causes of good crops. The chief product of causal network theory is systematic statistical testing strategies for complex causal hypotheses that are, in effect, formulated as networks. Causal network theory also includes ways of systematically searching the data for statistical dependencies that are not explained by the hypothesis embodied in the hypothetical causal network. By viewing gene "activation" events as causing one another, causal network theory has been applied to the masses of data coming from gene expression arrays, for example (6) . Causal network theory is also generally limited to feedback-free systems [see (5), pp. 42-43, for a discussion of feedback in the causal network context].
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Although causal network theory does not seem applicable to designed networks, as in digital design, it does seem that it might reasonably be applied to analyzing defects in the resulting manufactured chips. In the realm of cell biology, it also seems that causal network theory would be a perfect tool for studying epistasis, and thereby the structure of biological networks.
Simulation Tools
At least two simulation technologies have been applied to cellular reaction networks successfully enough to have several elaborations and variations: traditional numerical solution of ordinary differential equations (ODEs) and the stochastic simulation algorithm (SSA) (7, 8) . Another algorithmic approach to stochastic simulation of cellular reaction networks is called stochastic Petri nets (9) . The SSA is a simulation of a stochastic process describing the occurrence of individual reactions between molecules. Each reaction decrements the population of substrate species and increments the population of product species, all populations being carefully retained as whole numbers rather than concentrations. This high degree of precision, keeping count of all the molecules and noting every single reaction, can be important at the cellular level. It only takes a few molecules to make a difference in a reaction volume as small as a cell, say 10 −11 liters.
The traditional ODE approach treats concentrations, rather than populations of molecular species, and average rates of reaction, rather than individual reaction events. This "summary" level of simulation is entirely satisfactory for most purposes, and ODE solution proceeds much more rapidly than the SSA. The speed and familiarity of this approach make it dominant, not only in simulating cellular chemistry but in all areas of biological modeling.
In at least one of its forms (8) , the SSA leads to a discreteevent simulation of the same kind as is commonly used in electronic hardware design, frequently implemented through a hardware description language (such as VHDL or Verilog). There are also abstract discrete-event simulation systems, such as SIM-SCRIPT, that allow investigation of discrete-event simulation technology itself (10) . The main algorithmic difference between the kinds of discrete-event simulation used in electronics and biology is in the way in which the times of events are computed. In the electronic design, the time at which the next event (a voltage change) will happen is determined completely by the properties of the circuit and what has already happened. In the SSA, the nature of the biological system and what has happened so far determine a probability distribution of times for the next event, a reaction. The actual time of the next reaction comes from sampling this probability distribution. This random sampling is the stochastic component that gives the algorithm its name.
Some advantages of the SSA approach for biology are its potential for accuracy and its numerical stability, whereas its chief drawback is speed. After all, the simulation actually does something upon every single molecular reaction. Even assuming an outrageously brisk reaction frequency of 1 MHz, or 1000 workstation cycles per reaction, a large biological process might take weeks to simulate. Making this approach work faster is one focus of current research (11) . The best-known electronic design tool that uses the ODE approach is, without a doubt, SPICE (http://www.spiceworld.hm/) (12). SPICE is used in the digital world, for example, to design the gates that in turn form the basic simulation elements, the "black boxes," of the digital-level VHDL simulations mentioned above. There are also abstract ODE simulation systems, such as STELLA (http://www.hps-inc.com) (13) , that allow investigation of ODE-based simulation technology itself. A group of investigators are creating a biological analog of the tried-and-true SPICE simulator and have dubbed it BioSpice (http:// genomics.lbl.gov/~aparkin/) (14).
Conclusion
The analogy between signaling in digital networks and signaling in biological networks is perhaps the most apt part of the more general analogy of the day between cellular machinations and the operation of computers. It stands to reason that electronics software technologies are being migrated and adapted to the biological venue. Soon, man will bite dog: Some clever approach to network analysis will make its appearance first in biology and then gradually find its way into commercial microchip design software. The most important difference is not between the characteristics of the two kinds of systems, but rather between verifying a proposed designed system and formulating and testing hypotheses about a scantily characterized system created by nature. The similarities of content between the two endeavors are actually their connection, but the differences in goal and means will ultimately give the software very different forms and applications.
