The following paper, first written in 1974, was never published other than as part of an internal research series. Its lack of publication is unrelated to the merits of the paper and the paper is of current importance by virtue of its relation to the relaxation time. A systematic discussion is provided of the approach of a finite Markov chain to ergodicity by proving the monotonicity of an important set of norms, each measures of egodicity, whether or not time reversibility is present. The 
Introduction
Let N(t) be a finite homogeneous Markov chain in continuous time on the state space N {1, 2,..., K} which is irreducible and hence ergodic.
Let p_T(t)--(pu(t)) be the state probability vector at time with Pn(t)- P[N(t) hi. Let e_ T (en) be the ergodic vector _e T limt__,oo_pT(t).
Consider the norm function with probability weights qn > 0, 1This paper is dedicated to R. Syski on the occasion of his special issue. 
Ergodic Chains in Discrete Times
The results of the previous section apply also to discrete time finite Markov chains with the strict monotonicity replaced by weak monotonicity. Since the state probabilities pn(t) can be zero, we will restrict ourselves to the case c > 0 only. In keeping with convention, p log p will be defined to be zero whenever p 0.
Theorem 3a: Let a > O. For a finite ergodic Markov chain, the sequence Qa(t), t-0,1,2,... is a non-increasing sequence.
Theorem 3b: If the elements of the one step transition matrix are positive and the chain is not stationary, then Qa(t), is strictly monotone in t.
The details of the proofs are similar to that for the continuous time case and are somewhat tedious. They will not be given here.
