In the case of extreme ultraviolet (EUV) lithography, modeling has shown that reflector phase roughness on the lithographic mask is a significant concern due to the image plan speckle it causes and the resulting line-edge roughness on imaged features. Modeling results have recently been used to determine the requirements for future production worthy masks yielding the extremely stringent specification of 50 pm rms roughness. Owing to the scale of the problem in terms of memory requirements, past modeling results have all been based on the thin mask approximation. EUV masks, however, are inherently three dimensional in nature and thus the question arises as to the validity of the thin mask approximation. Here we directly compare image plane speckle calculation results using the fast two dimensional thin mask model to rigorous finite-difference time-domain results and find the two methods to be comparable.
Introduction
Line edge and width roughness (LER and LWR) remains one of the most daunting challenges facing the commercialization of extreme ultraviolet (EUV) lithography. Mask contributors, especially multilayer phase roughness have recently been shown to be significant contributors to LER [1] [2] [3] [4] .
Phase roughness at the mask couples to the intensity variations at the wafer through the concept of speckle [2, 3] and thus LER. Since this effect has been experimentally verified [5] , there has been significant interest in the implications it has on EUV mask phase roughness specifications and thus substrate roughness specifications. This question has been addressed in the past [6] using two dimensional (2D) scalar modeling with the thin mask approximation [4] yielding the stringent specification of 50 pm replicated surface roughness [6] for 22-nm half-pitch device fabrication. Thin mask modeling was used due to the significant memory and speed burdens that would be incurred with full three dimensional finite-difference time-domain (FDTD) modeling. Being Bragg structures, however, EUV masks are certainly three dimensional (3D) in nature and thus the question naturally arises as to the validity of the simplified modeling. Here we answer this question through direct comparison of the simplified thin mask model to rigorous FDTD in the computation of image plane speckle from an EUV mask with surface (phase) roughness.
To give the reader an idea of the speed differences between the two methods we first consider the case of a 4 mask of 2 m width (mask dimensions) with only 10 bilayers, a lateral grid size of 10 nm, longitudinal grid size of 0.5 nm, numerical aperture of 0.32, and partial coherence of 0.5. Using a state-of-the-art quad-core machine, a through focus (21 points) series with full FDTD modeling takes approximately 12 hours to run as compared to approximately 30 seconds for 2D modeling. Moreover, attempting a lateral grid size of 1-nm would require 200G bytes of memory which is not feasible on a typical desktop computer. In the 2D case, however, a 1-nm lateral grid size is readily achievable.
Modeling methodology
The simplified model uses scalar aerial image computation software based on the partiallycoherent image formation equations [7] . Similar capabilities can also be obtained through the use of commercial modeling packages such as Prolith [8] and HyperLith [9] . In this model, the multilayer roughness is modeled as simple phase variations in the object plane. Accounting for reflection from the Bragg structure and assuming the structure to be intact throughout at least the top 10 layers of the multilayer stack, the phase variations are set to two times the multilayer height variations to be modeled.
For the rigorous 3D model we use the FDTD mask computation option in the Panoramic Technology EM-Suite software package. In this case, the mask is modeled as a full 3D Bragg structure with the roughness encoded into height variations of the various layers. Figure 1 shows a screen capture of the top 10 layers in the modeled surface where the white layers represent the molybdenum and the gray layers represent silicon. The black region at the top is vacuum. The thickness ratio of the two materials is set to optimize the reflectivity. As seen in Fig. 1 , we assume the height variations to be perfectly replicated through the stack which represents the worst case in terms of induced phase roughness and makes the simulation directly comparable to the simplified model where we have taken the phase variations to be two times these height variations. We note that the aspect ratio in Fig. 1 is exaggerated to better visualize the replicated nature of the roughness. The grid spacing we use in the 3D case is 10 nm for x and y and 0.05 nm for z. These values were determined empirically based on stability of the results as a function of decreasing grid size.
In the modeling we assume the roughness to have a correlation length of 125 nm on the mask and have an rms height variation of 230 pm and we use the same statistical realization of 4 the roughness for the two cases. The total mask used in the model is 2 m  2 m.
Comparison results
We begin with the direct comparison of the two modeling methods assuming an angle of incidence of 0°at various numerical apertures (NAs). Figure 2 shows good agreement in the computed through focus speckle contrast within the depth of focus of the optical system. The error increases with NA and peaks at approximately two times the depth of focus where we find a maximum error of about 10%.
Next we consider the effect of angle of incidence (AOI) on the results. Heuristically one can argue that the AOI should have minimal impact as long as the lateral displacement of the ray traveling from one layer to the next is small relative to the correlation length of the roughness.
When this is the case, the roughness a single ray sees at each surface remains correlated from surface to surface. With a bilayer thickness of approximately 7 nm and a critical layer number of 10, we find the longitudinal ray displacement of interest to be 70 nm. Given a correlation length of 125 nm, we expect no effect on interlayer correlation until the AOI surpasses approximately 60°, which is well beyond any angles present on EUV masks. Taking an extreme case of 0.75 NA and an AOI of 9°, the maximum angle at the mask would only be 20°. Figure 3 compares the computed speckle contrast at angles of incidence of 0°and 10°, respectively, using the 3D method as a function of NA. We see the results to be relatively insensitive to AOI for all considered NAs. This further indicates that the simplified model works even in the case of nonnegligible AOI.
Next we expand the 2D versus 3D modeling comparison to consider the case where absorber lines are also included in the simulation and the LER is directly measured instead of only comparing the image plane speckle. We consider the case of 22-nm half-pitch lines on a 4 mask with a 50-nm thick TaBN absorber. The optical system has a numerical aperture of 0.32 and is aberration free. The illumination coherence factor is set to 0.5. Figure 4 shows the direct comparison of the calculated results. On the positive side of focus (above the mask plane) very good agreement is found with an average error of 6% for defocus values of 20 nm and larger. At best focus we find that the 2D method under-predicts the LWR by 0.66 nm or 47%. This underprediction is a result of an offset in best focus for the absorber lines compared to the multilayer surface that is accurately captured in the 3D model whereas it is forced to zero in the 2D case. As we focus into the mask, a larger discrepancy is seen with the 3D method predicting a larger depth of focus. This is likely due to the guiding effect of the thick absorber lines on the mask. This causes the 2D method to be a somewhat conservative predictor of mask specifications. To consider the importance of this effect we note that the mask roughness specifications are determined based on impact on depth of focus (DOF) [6] . The DOF difference between the two methods, assuming the DOF to be set by a 10% LWR limit, is found to be approximately 20%.
Finally, all modeling performed in this area to date has assumed that the roughness is conformally replicated through the multilayer stack, since that is the roughness that is thought to directly translate to phase in the reflected field. With the rigorous 3D modeling, however, we can explicitly consider the case where the roughness is uncorrelated from layer to layer. In this situation one would expect the phase deviations at the surface to be smaller than in the correlated case and we would further assume reflectivity variations to arise across the surface. We consider two different cases of uncorrelated layer roughness with the first case being conformal growth of a series of layers with uncorrelated thickness variation from layer to layer and the second case being fully uncorrelated interfaces throughout the multilayer stack. In both cases we consider a 0.32-NA system with no aberrations. 6 In generating the multilayer for the first case (conformal growth with uncorreated random thickness layers), we assume the substrate to be perfectly smooth and the thickness variation of each layer to be sqrt(N) smaller than the total target top surface roughness of 230 pm, where N is the total number of layers being modeled (Gaussian roughness is assumed). Note that although the thickness variation of all the layers is independent, the conformal growth still yields correlation from interface to interface as seen in Fig. 5 . Figure 6 shows the through focus speckle results for a 40 bilayer multilayer demonstrating the same characteristic behavior expected from phase roughness, although the magnitude of the speckle is reduced. The peak speckle is seen to be reduced from approximately 17% to 14% and the best focus speckle contrast is reduced from 2% to 1%.
Next we consider the case of fully uncorrelated interfaces from layer to layer. Although not physically realistic in terms of a typical film deposition process, this condition is instructive as it represents the opposite extreme condition of fully correlated interface roughness. In this case, we model the multilayer as a series of interfaces instead of layers where each interface has the full 230 pm roughness. In the model, this is achieved by starting with a 230-pm rough layer on a perfectly smooth substrate and then planarizing the first layer with the material of the second layer and from that point adding a 230-pm rough layer of the second material while keeping the nominal thickness of the layer at the target. This process is then repeated for all 40 bilayers until the top where we end with a top surface interface to vacuum with roughness of 230 pm. For all layers except the very first layer, the thickness variation can be shown to be sqrt (2) times 230 pm as a result of the uncorrelated nature of the upper and lower interface at each layer. Figure 7 shows a schematic of the modeled multilayer stack and Fig. 8 the resulting throughfocus speckle. In this case we observe dramatically lower speckle contrast, reinforcing the importance of the replicated nature of the interface roughness in the formation of random reflected phase and speckle.
Summary
Mask multilayer roughness has emerged as an important issue for EUV lithography. Study of this complex issue requires the use modeling techniques. Simplified 2D modeling has the significant advantage of greatly increased speed (approximately three orders of magnitude) and reduced memory requirements compared to rigorous 3D modeling. This is especially important in the case of LER modeling where relevant studies require large mask areas to be considered. The use of 2D techniques to solve a problem that is inherently 3D in nature, however, raises concerns. Here we have shown that for the purposes of mask-roughness induced speckle, simplified 2D modeling is indeed sufficient. Figures   Fig. 1 . HyperLith screen capture of the top 10 layers in the modeled surface where the dark layers represent the molybdenum and the light layers silicon. . Image of multilayer stack generated using uncorrelated layer thickness model. Aspect ratio is greatly exaggerated for visualization purposes. Fig. 7 . Image of multilayer stack generated using Uncorrelated interface roughness model. Aspect ratio is greatly exaggerated for visualization purposes.
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