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REPRESENTATIONS OF TEMPERLEY–LIEB ALGEBRAS
JOHN ENYANG
Abstract. We define a commuting family of operators T0, T1, . . . , Tn in the Temperley–
Lieb algebra An(x) of type An−1. Using an appropriate analogue to Murphy basis of the
Iwahori–Hecke algebra of the symmetric group, we describe the eigenvalues arising from
the triangular action of the said operators on the cell modules of An(x). These results
are used to provide the Temperley–Lieb algebras of type An−1 with a semi–normal form,
together with a branching law, and explicit formulae for associated Gram determinants.
1. The Temperley–Lieb Algebras
Let n be a non–negative integer, x be an indeterminate over Z and write R = Z[x].
The Temperley–Lieb algebra An(x), defined in [9], is the unital associative R–algebra
generated by e1, . . . , en−1 which are subject to the defining relations
e2i = xei, for i = 1, . . . , n− 1;(1.1)
eiei±1ei = ei, for i, i± 1 = 1, . . . , n− 1;(1.2)
eiej = ejei, for i, j = 1, . . . , n− 1 and |i− j| ≥ 2.(1.3)
By convention, A1(x) = R and, for i = 2, 3, . . . , we regard Ai(x) as the subalgebra of
Ai+1(x) generated by e1, . . . , ei−1, giving a tower
A1(x) ⊆ A2(x) ⊆ A3(x) ⊆ · · · .(1.4)
Using restriction in the tower (1.4), we construct cellular bases, in the sense of [2], for
An(x) which are compatible with the action of certain commuting operators in An(x).
2. Murphy Bases for the Temperley–Lieb Algebras
For the purposes of these notes, a partition of n is a pair of integers λ = (i, n − 2i),
where 0 ≤ 2i ≤ n. If λ = (i, n − 2i) and µ = (j, n − 2j) are partitions of n, we will
write λ ☎ µ if i ≥ j, while λ ✄ µ will signify that λ ☎ µ and λ 6= µ. If µ is a partition
of n − 1 and λ = (i, n − 2i) is a partition of n, write µ → λ if µ = (i, n − 2i − 1) or
µ = (i− 1, n− 2i+ 1). Let λ be a partition of n. Define
Tn(λ) = {(λ
(0), λ(1), . . . , λ(n)) : λ(0) = (0, 0), λ(k−1) → λ(k) for k = 1, . . . , n, and λ(n) = λ}.
If s = (λ(0), . . . , λ(n)) ∈ Tn(λ), write λ = Shape(s) and let s|k = (λ
(0), . . . , λ(k)), for
k = 1, . . . , n. We order the elements of Tn(λ) by writing s☎ t if Shape(s|k)☎ Shape(t|k)
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for k = 1, . . . , n, and s, t ∈ Tn(λ); by s ✄ t we will mean that s ☎ t and s 6= t. If
t = (λ(0), . . . , λ(n)), then t may be identified with an up–down tableau:
t 7→ (t(0), . . . , t(n)), where t(k) = · · ·︸ ︷︷ ︸
(k − 2i) boxes
whenever λ(k) = (i, k − 2i), for k = 0, . . . , n.
In turn, the up–down tableaux correspond to paths in the Bratteli diagram associated
with the Temperley–Lieb algebras (cf. §2 of [5]).
If f is an integer, 0 ≤ f ≤ [n/2] and λ = (f, n− 2f), define
mλ = e1e3 · · · e2f+1
and let Aλn denote the two sided ideal in An(x) generated by mλ and
Aˇλn =
∑
µ✄λ
Aµn.
If n = 2k + δ, where δ ∈ {0, 1}, then
0 ⊂ A(k,n−2k)n ⊂ A
(k−1,n−2k+2)
n ⊂ · · · ⊂ A
(0,n)
n = An(x)
is a filtration by two sided ideals of An(x).
If i, j = 1, 2, . . . , n, define wi,j ∈ An by
wi,j =


eiei+1 · · · ej−1, if i < j;
ei−1ei−2 · · · ej , if j < i;
1, otherwise.
Now, introduce elements
{vt : t ∈ Tn(λ), λ a partition of n},
by writing vt = 1 if t = ((0, 0)) and, otherwise, if t ∈ Tn(λ), where λ = (f, n− 2f), and
s = t|n−1, then
vt =
{
vs, if Shape(s) = (f, n− 2f − 1)
w2f,nvs, if Shape(s) = (f − 1, n− 2f + 1).
Similarly, we define
{v∗
t
: t ∈ Tn(λ), λ a partition of n},
by writing v∗
t
= 1 if t = ((0, 0)), and, otherwise, if t ∈ Tn(λ), where λ = (f, n− 2f), and
s = t|n−1, then
v∗
t
=
{
v∗
s
, if Shape(s) = (f, n− 2f − 1)
v∗swn,2f , if Shape(s) = (f − 1, n− 2f + 1).
The following are stated for reference in subsequent calculations.
Lemma 2.1. Suppose that λ = (f, n−2f) is a partition of n, with f > 0 and n−2f ≥ 1.
Let s, t ∈ Tn(λ) satisfy s|n−2 = t|n−2 and s 6= t. Then the condition
Shape(s|n−1) = (f − 1, n− 2f + 1), and Shape(t|n−1) = (f, n− 2f − 1)
holds if and only if vs = vten−1.
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Proof. Suppose that s 6= t and s|n−2 = t|n−2 and consider the Bratteli diagram fragment
(f, n− 2f − 1)
**T
TT
TT
TT
TT
TT
TT
TT
T
(f − 1, n− 2f)
55kkkkkkkkkkkkkk
))S
SS
SS
SS
SS
SS
SS
S
(f, n− 2f)
(f − 1, n− 2f + 1)
44jjjjjjjjjjjjjjjj
**T
TT
TT
TT
TT
TT
TT
TT
T
(f − 1, n− 2f + 2).
If u = t|n−2, then either,
Shape(s|n−1) = (f, n− 2f − 1) and Shape(t|n−1) = (f − 1, n− 2f + 1),
in which case vs = w2f,n−1vu and vt = w2f,nvu, or
Shape(s|n−1) = (f − 1, n− 2f + 1) and Shape(t|n−1) = (f, n− 2f − 1),
in which case vs = w2f,nvu and vt = w2f,n−1vu. Since w2f,n = w2f,n−1en−1, and en−1
commutes with vu, the result follows. 
Corollary 2.2. Let λ be a partition of n and suppose that k is an integer, 1 < k < n. If
s, t ∈ Tn(λ) satisfy s 6= t and Shape(s|i) = Shape(t|i), for i ∈ {0, 1, . . . , n} \ {k− 1}, then
the condition
Shape(s|k−1) = (j − 1, k − 2j + 1), and Shape(t|k−1) = (j, k − 2j − 1)
holds if and only if vs = vtek−1.
In [2], J. Graham and G. Lehrer have demonstrated that An(x) is cellular, while
M. Ha¨rterich has provided certain Murphy type bases for generalised Temperley–Lieb
algebras in [7]. In order to obtain a triangular action for the commuting family of ele-
ments defined in §3, we establish that An(x) has a cellular basis as described in the next
lemma (cf. Example 2.1 below).
Lemma 2.3. The algebra An(x) is freely generated as an R–module by the collection
{muv = v
∗
umλvv : for u, v ∈ Tn(λ) and λ a partition of n}.(2.1)
Moreover, the following statements hold.
(1) The R–linear map defined by ∗ : muv 7→ mvu, for u, v ∈ Tn(λ) and λ a partition of
n, is the algebra anti–involution of An(x) satisfying ei 7→ ei for i = 1, . . . , n− 1.
(2) Suppose that b ∈ An(x) . If λ is a partition of n, and u ∈ Tn(λ), then there exist
av ∈ R, for v ∈ Tn(λ), such that
msub ≡
∑
v
avmsv mod Aˇ
λ
n,(2.2)
for all s ∈ Tn(λ).
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Note that Lemma 2.3 implies that, if λ is a partition of n, then Aˇλn is the R–module
freely generated by the set {muv : u, v ∈ Tn(µ), for µ✄ λ}.
For k an integer with 1 ≤ 2k + 1 < n, and µ = (k, n− 2k), let
T
(k)
n (µ) = {s ∈ Tn(µ) : vs ∈ 〈e2k+1, . . . , en−1〉}.
After observing that the map
∗ : muv 7→ mvu, for u, v ∈ Tn(λ), and λ a partition of n,
coincides with the algebra anti–involution that fixes the set {ei : i = 1, . . . , n − 1}
pointwise, Lemma 2.3 will follow from the following statement.
Lemma 2.4. The set {muv : u, v ∈ Tn(λ) and λ a partition of n} freely generates An(x)
as an R–module. Moreover, if b ∈ An(x), λ = (f, n− 2f) is a partition, and u ∈ Tn(λ),
then there exist av ∈ R, for v ∈ Tn(λ), which depend only on u, such that
mλvub =
∑
v∈Tn(λ)
avmλvv+
∑
µ✄λ
r,t∈Tn(µ)
artmrt,(2.3)
where the sum is over partitions µ = (k, n−2k), and r ∈ T
(f)
n (µ), with k = f+1, f+2, . . . ,
and art ∈ R, for r ∈ T
(f)
n (µ) and t ∈ Tn(µ).
Lemma 2.5. Let λ = (f, n− 2f), where n > n− 2f > 0. Write τ = (f + 1, n− 2f − 2)
and ν = (f, n− 2f − 1). If t ∈ T
(f−1)
n−1 (ν) and u ∈ Tn−1(ν), then either
e2f−1w2f,nv
∗
tmνvu = mλvv, where v ∈ Tn(λ) and v|n−1 = u,
or there exists s ∈ T
(f)
n (τ), such that
e2f−1w2f,nv
∗
t
mνvu = v
∗
s
mτvv, where v ∈ Tn(τ) and v|n−1 = u.
Proof. We may write v∗
t
= wj,2f , where 2f ≤ j ≤ n− 1, so that
e2f−1w2f,nv
∗
tmν = e2f−1w2f,nwj,2fmν
=
{
e2f−1e2fmν , if j = n− 1;
e2f−1e2fej+1ej+2 · · · en−1mν , if 2f ≤ j < n− 1.
In the first case in the above expression, we obtain
e2f−1w2f,nv
∗
s
mνvu = e2f−1e2fe1 · · · e2f−1vu = e1 · · · e2f−1vu = mλvv,
whereas in the second,
e2f−1w2f,nv
∗
s
mνvu = e2f−1e2fej+1ej+2 · · · en−1(e1 · · · e2f−1)vu
= e1 · · · e2f−1ej+1ej+2 · · · en−1vu
= ej+1ej · · · e2f+2mτe2f+2e2f+3 · · · en−1vu = v
∗
smτvv,
as required. 
4
If λ is a partition of n, let mtλ = mλ + Aˇ
λ
n ∈ A
λ
n/Aˇ
λ
n, and define C
λ to be the right
An(x)–submodule of An/Aˇ
λ
n generated by mtλ . Further, if λ = (f, n − 2f) and µ → λ,
define
yλµ =
{
mtλ , if µ = (f − 1, n− 2f + 1);
mtλw2f,n, if µ = (f, n− 2f − 1),
and, let Nµ denote the An−1(x)–submodule of C
λ generated by yλµ.
In the next two lemmas, we assume that Lemma 2.4 is valid when applied to the algebra
An−1(x) and show that the lemma is also true when applied to the algebra An(x) in the
case that λ is maximal among partitions of n.
Lemma 2.6. Let n = 2f and λ = (f, 0). If µ = (f − 1, 1), then {yλµvs : s ∈ Tn−1(µ)}
generates Cλ as an R–module, and the R–module map Cλ → Cµ determined by
yλµvs 7→ mt, for t ∈ Tn(λ) and s = t|n−1 ∈ Tn−1(µ),
is an isomorphism of An−1(x)–modules.
Proof. Let b ∈ An−1(x). Since Aˇ
µ
n−1 = 0, by Lemma 2.4, which we apply inductively,
there exist av ∈ R, for v ∈ Tn−1(µ), depending only on b, such that
mµb =
∑
v∈Tn−1(µ)
avmµvv.
Since mλ = e2f−1mµ, we multiply both sides of the above expression by e2f−1 on the left
to obtain
mλb = e2f−1mµb =
∑
v∈Tn−1(µ)
ave2f−1mµvv =
∑
u∈Tn(λ)
aumλvu,
where av = au whenever u|n−1 = v.
Now we show that the collection {yλµvs : s ∈ Tn−1(µ)} generates C
λ as an R–module.
If t ∈ Tn(λ), and s = t|n−1, then either
(i) Shape(s|n−2) = (f − 1, 0), in which event vs ∈ An−2(x), or
(ii) Shape(s|n−2) = (f − 2, 2), in which event vt = en−2vu, where vu ∈ An−2(x).
In the case (i), mλvsen−1 = xmλvs, while, in the case (ii), mλvten−1 = mλen−2vuen−1 =
mλvu which, since vu ∈ An−1(x), can be written as
mλvu =
∑
v∈Tn−1(µ)
avmλvv,
where av ∈ R, for v ∈ Tn−1(µ). Thus, if b ∈ An−1(x)en−1An−1(x), then mλb can be
expressed as an R–linear combination of terms from {yλµvs : s ∈ Tn−1(µ)}. This completes
the proof of the lemma. 
Lemma 2.7. Let n = 2f + 1 and λ = (f, 1). If µ(1) = (f, 0) and µ(2) = (f − 1, 2), then
(0) = Nµ
(0)
⊆ Nµ
(1)
⊆ Nµ
(2)
= Cλ(2.4)
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is a filtration of the An(x)–module C
λ by An−1(x)–modules. Moreover, if µ ∈ {µ
(1), µ(2)},
then {yλµvs : s ∈ Tn−1(µ)} freely generates N
µ as an R–module, and the R–module homo-
morphism Nµ
(i)
/Nµ
(i−1)
7→ Cλ determined by
yλµvs+N
µ(i−1) 7→ mt, for t ∈ Tn(λ) and s = t|n−1 ∈ Tn−1(µ),(2.5)
is an isomorphism of An−1(x)–modules.
Proof. We have yλ
µ(1)
= mtλ and y
λ
µ(2)
= mtλe2f , so y
λ
µ(2)
e2f−1 = y
λ
µ(1)
, which shows that
Nµ
(1)
⊆ Nµ
(2)
is an inclusion of An−1(x)–modules. Furthermore, if b ∈ An−1(x) and
u ∈ Tn−1(µ
(1)), then, by Lemma 2.6, there exist av ∈ R, for v ∈ Tn−1(λ), such that
mµ(1)vub =
∑
v∈Tn(µ(1))
avmµ(1)vv;
thus,
yλ
µ(1)
vub =
∑
v∈Tn−1(µ(1))
avy
λ
µ(1)
vv.
If u ∈ Tn−1(µ
(2)), then yλ
µ(2)
vub = e2f−1e2fmµ(2)vub + Aˇ
λ
n−1, and, by Lemma 2.4 which
we apply inductively,
e2f−1e2fmµ(2)vub =
∑
v∈Tn−1(µ(2))
ave2f−1e2fmµ(2)vv+
∑
r,t∈Tn−1(µ(1))
arte2f−1e2fv
∗
rmµ(1)vt,
which shows that
yλ
µ(2)
vub =
∑
v∈Tn−1(µ(2))
avy
λ
µ(2)
vv+
∑
r,t∈Tn−1(µ(1))
arte2f−1e2fv
∗
r
mµ(1)vt,
where the sum is over r ∈ T
(f−1)
n−1 (µ
(1)). Since in fact vr = 1 whenever r ∈ T
(f−1)
n−1 (µ
(1)),
and e2f−1e2fmµ(1) = mλ = y
λ
µ(1)
, from the above expression, we obtain
yλ
µ(2)
vub =
∑
v∈Tn−1(µ(2))
avy
λ
µ(2)
vv+
∑
r,t∈Tn−1(µ(1))
atmµ(1)vt,
which shows that the R–module map map Nµ
(2)
/Nµ
(1)
→ Cµ
(1)
given by (2.5) is a ho-
momorphism of An−1(x)–modules. It remains to show that if b ∈ An−1(x)en−1An−1(x),
and t ∈ Tn(λ), then mλvtb can be expressed as an R–linear combination of elements from
{mλvs : s ∈ Tn(λ)}.
Let t ∈ Tn(λ), t|n−1 ∈ Tn−1(µ
(1)) and u = t|n−2. Then Shape(u) = (f − 1, 1) and
vt = vu ∈ An−2(x). Hence vte2f = e2fvu = vv, where v ∈ Tn(λ) satisfies v|n−1 ∈
Tn−1(µ
(2)); It follows thatmλvten−1 = mλe2fvt = mλvv, which shows that in this instance,
if b ∈ An−1(x)en−1An−1(x), then mλvtb can be expressed as an R–linear combination of
the required form.
If t ∈ Tn(λ), t|n−1 ∈ Tn−1(µ
(2)), and u = t|n−2, then either
(i) Shape(u) = (f − 1, 1), in which event vu ∈ An−2(x) and vt = e2fvu, or
(ii) Shape(u) = (f − 2, 3), in which event vt = e2fe2f−2e2f−1vu, where vu ∈ An−2(x).
In the case (i) above,
mλvten−1 = mλe2fvuen−1 = mλe2fvue2f = xmλe2fvu = xmλvt,
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while, in case (ii),
mλvten−1 = mλe2fe2f−2e2f−1vuen−1 = mλe2fe2f−2e2f−1vue2f = mλe2fe2f−2vu.
Since e2f−2vu ∈ An−1(x), the rightmost term in the above equalities can be expressed as
a linear combination of elements from {mλvs : s ∈ Tn(λ)}. This completes the proof of
the lemma. 
The following corollary provides the base case in the induction used in the proof of
Lemma 2.9.
Corollary 2.8. Let f be a non–negative integer, and n = 2f + δ, where δ ∈ {0, 1} and
λ = (f, δ). If Lemma 2.4 holds for An−1(x), then the set {muv = vumλvv : u, v ∈ Tk(λ)}
freely generates Aλn as an R–module. Furthermore, if u ∈ Tn(λ) and b ∈ An(x), then
there exist av ∈ R, for v ∈ Tn−1(λ), depending only on u and b, such that
mλvub =
∑
v∈Tn(λ)
avmλvv.
In the next lemma, we take λ = (f, n − 2f) to be a partition with n − 2f > 1, and,
using Corollary 2.8, assume that Lemma 2.4 holds for for An−1(x) and for An(x) in the
case of partitions ν ✄ λ.
Lemma 2.9. Let λ = (f, n − 2f), where n > n − 2f > 1. If µ(1) = (f, n− 2f − 1) and
µ(2) = (f − 1, n− 2f + 1). Then
(0) = Nµ
(0)
⊆ Nµ
(1)
⊆ Nµ
(2)
= Cλ(2.6)
is a filtration of the An(x)–module C
λ by An−1(x)–modules. Moreover, if µ ∈ {µ
(1), µ(2)},
then {yλµvs : s ∈ Tn−1(µ)} freely generates N
µ as an R–module, and the R–module homo-
morphism Nµ
(i)
/Nµ
(i−1)
7→ Cλ determined by
yλµvs+N
µ(i−1) 7→ mt, for t ∈ Tn(λ) and s = t|n−1 ∈ Tn−1(µ),(2.7)
is an isomorphism of An−1(x)–modules.
Proof. First, if ν = (k, n−2k−1)✄µ(1), and b ∈ Aνn−1, then C
λb = 0, since Aνn−1 ⊂ Aˇ
λ
n .
Next, observe that, if we write µ = (2f, n−2f −1), then, consistent with the inclusion
of algebras in (1.4), the An−1(x)–module N
µ is isomorphic to the An−1(x)–module C
µ.
Thus, by induction, {yλµvs : s ∈ Tn−1(µ)} freely generates N
µ as an R–module.
If µ = (f − 1, n− 2f + 1), then yλµwn−1,2f−1 = mtλ , showing that (2.6) is an inclusion
of An−1(x)–modules.
Now, let µ = (f − 1, n− 2f − 1), suppose that t ∈ Tn−1(µ), and consider the action of
an element b ∈ An−1(x) in the expression
mλwf,nvtb = e2f−1w2f,nmµvtb.(2.8)
By Lemma 2.4, which we apply inductively, there exist av ∈ R, for v ∈ Tn(λ), which
depend only on t, such that
mµvtb =
∑
v∈Tn(µ)
avmµvv+
∑
ν✄µ
s,u∈Tn−1(ν)
asuv
∗
s
mνvu,(2.9)
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where the latter sum is over partitions ν = (k, n − 2k − 1), for k = f, f + 1, . . . , and
s ∈ T
(f−1)
n−1 (ν). Substituted into (2.8), the expression (2.9) gives
mλw2f,nvtb =
∑
v∈Tn(µ)
ave2f−1w2f,nmµvv+
∑
ν✄µ
s,u∈Tn(ν)
asue2f−1w2f,nv
∗
s
mνvu(2.10)
=
∑
v∈Tn(µ)
avmλw2f,nvv+
∑
ν✄µ
s,u∈Tn(ν)
asue2f−1w2f,nv
∗
s
mνvu
=
∑
r∈Tn(λ),
r|n−1∈Tn−1(µ)
armλvr+
∑
ν✄µ
s,u∈Tn(ν)
asue2f−1w2f,nv
∗
s
mνvu,
where, in the above expression, ar ∈ R are defined, for r ∈ Tn(λ), by the condition that
av = ar whenever r|n−1 = v ∈ Tn−1(µ).
Now, using Lemma 2.5, we turn our consideration to the summands e2f−1w2f,nv
∗
smνvu
appearing in (2.10). Let τ = (f + 1, n− 2f − 2); if ν = (f, n− 2f − 1), then either
e2f−1w2f,nv
∗
s
mνvu = mλvv′ , where v
′ ∈ Tn−1(λ) and Shape(v
′|n−1) = µ
(1),(2.11)
or, there exists t′ ∈ T
(f)
n (τ), such that
e2f−1w2f,nv
∗
s
mνvu = v
∗
t′
mτvv′ , where v
′ ∈ Tn(τ) and v
′|n−1 = u.(2.12)
Now suppose that ν = (k, n− 2k − 1), where k = f + 1, f + 2, . . . , let s ∈ T
(f−1)
n−1 (ν), and
consider the product e2f−1w2f,nv
∗
smν . We may write
v∗
s
= wj0,2iwj1,2i+2 · · ·wr,2k, where f ≤ i ≤ k and 2i ≤ j0 < j1 < · · · ≤ r ≤ n− 1.
If v∗
s
= 1, then
e2f−1w2f,nv
∗
smν = e2f−1w2f,nmν = e2f−1w2f,ne1e3 · · · e2k−1 = w2k+2,ne1e3 · · · e2k+1;
otherwise, if f < i, so that v∗
s
∈ 〈e2f+2, . . . , en−2〉, then
e2f−1w2f,nv
∗
s
mν = e2f−1w2f,nv
∗
s
e1e3 · · · e2k−1
= e2f+1w2f+2,nv
∗
s
e1e3 · · · e2k−1
= e2f+1w2f+2,nv
∗
smν .
Thus we suppose that v∗s = wj0,2fwj1,2f+2 · · ·wr,2k where 2f < j0 < j1 < · · · < r, in which
event,
w2f,nwj0,2f =
{
e2f , if j0 = n− 1;
e2fej0+1ej0+2 · · · en−1, if 2f < j0 < n− 1.
(2.13)
Let v∗
s′
= wj1,2f+2 · · ·wr,2k; in the first case in (2.13), using e2f−1e2fe2f−1 = e2f−1,
e2fw2f,nv
∗
s
mν = e2f−1w2f,nwn−1,2fv
∗
s′
mν = e2f−1e2fv
∗
s′
mν = v
∗
s′
mν ,
and in the second,
e2f−1w2f,nv
∗
smν = e2f−1e2fej0+1ej0+2 · · · en−1v
∗
s′mν
= ej0+1ej0+2 · · · en−1v
∗
s′mν .
Let ν ′ = (k, n − 2k), so that mν 7→ mν′ under the inclusion An−1(x) →֒ An(x), and
let b′ = e2f−1w2f,nvs take a value in {v
∗
s′
, ej0+1ej0+2 · · · en−1v
∗
s′
}, depending on the case
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in (2.13). Since b′ ∈ 〈ei : 2f < i < n〉, and ν
′ ✄ λ, there exist as′′ ∈ R, for s
′′ ∈ Tn(ν
′),
such that
e2f−1w2f,nvsmν = b
′mν′ =
∑
s′′∈T
(f)
n (ν′)
v∗
s′′
mν′ +
∑
τ ′✄ν′
r′,t′∈Tn(τ ′)
ar′t′v
∗
r′
mτ ′vt′ ,(2.14)
where r′ ∈ T
(f)
n (τ ′), t′ ∈ T
(k)
n (τ ′), and ar′t′ ∈ R, for τ
′ ✄ ν ′. If u ∈ Tn−1(ν), then vu = vu′ ,
where u′|n−1 = u ∈ Tn−1(ν) and u ∈ Tn(ν
′), we multiply both sides of (2.14) by vu = vu′
to obtain
e2f−1w2f,nvsmνvu =
∑
s′′∈T
(f)
n (ν′)
v∗s′′mν′vu′ +
∑
τ ′✄ν′
r′′,t′′∈Tn(τ ′)
ar′′t′′v
∗
r′′mτ ′vt′′ ,(2.15)
where r′′ ∈ T
(f)
n (τ ′), t′′ ∈ Tn(τ
′), and ar′′t′′ ∈ R, for τ
′ ✄ ν ′.
Combining (2.10) with (2.11), (2.12) and (2.15), we have shown that if t ∈ Tn(λ),
Shape(t|n−1) = µ
(2) and b ∈ An−1(x), then there exist ar, av′ ∈ R, for r, v
′ ∈ Tn(λ), where
Shape(r|n−1) = µ
(2) and Shape(v′|n−1) = µ
(1), satisfying
mλvtb =
∑
r∈Tn(λ)
Shape(r|n−1)=µ(2)
armλvr+
∑
v′∈Tn(λ)
Shape(v′|n−1)=µ(1)
av′mλvv′ +
∑
γ✄λ
s,u∈Tn(γ)
asuv
∗
s
mγvu,(2.16)
where the sum is over s ∈ T
(f)
n (γ), u ∈ Tn(γ), and asu ∈ R, for γ ✄ λ. The manner
in which the ar ∈ R, for r ∈ Tn(λ) satisfying Shape(r|n−1) = µ
(2), are derived in (2.10)
from the action of An−1(x) on C
µ(2) shows that the map (2.7) is a homomorphism of
An−1(x)–modules.
It remains to demonstrate that Nµ
(2)
= Cλ. To this purpose, we show that if t ∈ Tn(λ)
and b ∈ An−1(x)en−1An−1(x), then mλvtb can be expressed as a sum of the form (2.16).
Firstly, we suppose that t ∈ Tn(λ) and let u = tn−1 satisfy Shape(u) = µ
(1). In this case,
vt = vu ∈ An−1(x). If vu ∈ An−2(x), then
mλvten−1 = mλen−1vt = wn,2f+2mνw2f+2,nvt, where ν = (f + 1, n− 2f − 2).(2.17)
By what we have already shown, the term appearing on the right hand side of (2.17) can
be written as a sum of the form (2.16). Otherwise, if vu = w2f,n−1vv, where Shape(v) =
(f − 1, n− 2f) and vv ∈ An−2(x), then
mλvten−1 = mλw2f,n−1vven−1 = mλw2f,n−1en−1vv = mλw2f,nvv = mλvs(2.18)
where s ∈ Tn(λ) is defined by s|n−2 = v and Shape(s|n−1) = (f − 1, n − 2f + 1). Now
suppose that vt = w2f,nvu, where Shape(u) = (f − 1, n− 2f + 1). If vu ∈ An−2(x), then
mλvten−1 = xmλvt; otherwise vu = w2f−2,n−1vv, where Shape(v) = (f −2, n−2f +2) and
vv ∈ An−2(x). Thus,
mλvten−1 = mλw2f,nw2f−2,n−1vven−1 = mλw2f,nw2f−2,nvv = mλw2f,nw2f−2,n−2vv,
which is a term that we have already shown can be expressed as a sum of the form (2.16).
This completes the proof of the lemma. 
Proof of Lemma 2.4. Firstly, if b ∈ An−1(x), then (2.3) holds by virtue of the calculations
preceding (2.16) in the proof of Lemma 2.8 and, if b ∈ An−1(x)en−1An−1(x), then the
proof of the fact that Nµ
(2)
= Cλ in the proof of Lemma 2.8 shows that (2.3) holds. 
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Example 2.1. If n = 6 and λ = (2, 2), then the elements mλvs, for s ∈ Tn(λ), are given
in terms of the diagram presentation for An(x) are as follows:
s = ((0, 0), (0, 1), (0, 2), (1, 1), (2, 0), (2, 1), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (1, 0), (1, 1), (1, 2), (2, 1), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (0, 2), (1, 1), (1, 2), (2, 1), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (0, 2), (0, 3), (1, 2), (2, 1), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (1, 0), (1, 1), (1, 2), (1, 3), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (0, 2), (1, 1), (1, 2), (1, 3), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (0, 2), (0, 3), (1, 2), (1, 3), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (0, 2), (0, 3), (0, 4), (1, 3), (2, 2)): mλvs =
s = ((0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (2, 1), (2, 2)): mλvs =
3. Jucys–Murphy Elements for Temperley–Lieb Algebras
In [4], T. Halverson, M. Mazzocco and A. Ram have defined a family of commuting
operators in the affine Temperley–Lieb algebras. The operators of [4] are analogues to the
Jucys–Murphy elements from the representation theory of the symmetric group. For the
purposes of these notes, it will be useful to define in An(x) a sequence (Ti : i = 0, 1, . . . )
by T0 = 0, T1 = 0, T2 = e1, and
Ti+1 = −eiTi − Tiei + eiei−1Tiei − zi−1 − eizi−2, for i = 2, 3, . . .
where, z1 = 0, and
zi =
i∑
k=0
xkTi−k, for i = 2, 3, . . . .
Lemma 3.1. For i = 2, 3, . . . , the following statements hold:
(1) ei+1eiTiei+1 = ei+1Tieiei+1;
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(2) eiei−1Tiei = eiTiei−1ei;
(3) z∗i = zi and T
∗
i = Ti;
(4) ei−1Ti+1 = Ti+1ei−1;
(5) ei(xTi + Ti+1) = (xTi + Ti+1)ei;
(6) Ti commutes with Ai−1(x);
(7) the element zi =
∑i
k=0 x
kTi−k is central in Ai(x).
Proof. The item (1) follows from the relation ei+1eiei+1 = ei+1 and fact that ei+1 com-
mutes with Ti. Turning to the statement (2), which is true when i = 2, we proceed by
induction. Since
Ti = −ei−1Ti−1 − Ti−1ei−1 + ei−1ei−2Ti−1ei−1 − zi−2 − zi−3ei−1,
applying (1) yields
eiei−1Tiei = −xeiei−1Ti−1ei − eiei−1Ti−1ei−1ei
+ xeiei−1ei−2Ti−1ei−1ei − eiei−1zi−2ei − xeiei−1zi−3ei
= xeiTi−1 − eiei−1Ti−1ei−1ei
+ xeiei−1Ti−1ei−2ei−1ei − eiei−1eizi−2 − xeiei−1eizi−3
= xeiTi−1 − eiei−1Ti−1ei−1ei
+ xeiei−1ei−2Ti−1ei−1ei − eizi−2 − xeizi−3
= eiTiei−1ei,
as required. The statement (3) follows from (2), while
ei−1Ti+1 = −ei−1eiTi − ei−1Tiei + ei−1eiei−1Tiei − ei−1zi−1 − ei−1zi−2ei(3.1)
= −ei−1eiTi − ei−1Tiei + ei−1Tiei − ei−1zi−1 − ei−1zi−2ei
= −ei−1eiTi − ei−1Ti−1 − ei−1zi−1 − ei−1zi−2ei.
Now,
ei−1eiTi + ei−1Ti−1 = −ei−1eiei−1Ti−1 − ei−1eiTi−1ei−1
+ ei−1eiei−1ei−2Ti−1ei−1 − ei−1eizi−2 − ei−1eizi−3ei−1 + ei−1Ti−1
= −ei−1Ti−1 − ei−1eiTi−1ei−1
+ ei−1ei−2Ti−1ei−1 − ei−1eizi−2 − ei−1zi−3 + ei−1Ti−1
= −ei−1eiTi−1ei−1 + ei−1ei−2Ti−1ei−1 − ei−1eizi−2 − ei−1zi−3,
which, substituted into (3.1), yields
ei−1Ti+1 = ei−1eiTi−1ei−1 − ei−1ei−2Ti−1ei−1 + ei−1zi−2ei − ei−1zi−2ei + ei−1zi−3
= ei−1eiTi−1ei−1 − ei−1ei−2Ti−1ei−1 + ei−1zi−3
= ei−1Ti−1eiei−1 − ei−1Ti−1ei−2ei−1 + ei−1zi−3
= Ti+1ei−1.
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To see (5), we have
ei(xTi + Ti+1) = xeiTi − xeiTi − eiTiei + xeiei−1Tiei − eizi−1 − xzi−2ei
= −eiTiei + xeiei−1Tiei − eizi−1 − xzi−2ei
= −eiTiei + xeiTiei−1ei − zi−1ei − xzi−2ei
= (xTi + Ti+1)ei.
The proof of (6) and (7) is a joint induction. We assume that ek commutes with Ti
whenever k = 1, . . . , i− 2, and that zk is central in Ak(x) whenever k = 1, 2, . . . , i. Since
it is already known that Ti+1 commutes with ei−1, we first show that Ti+1 commutes with
ei−2. By item (4),
Ti+1ei−2 = −eiTiei−2 − Tieiei−2 + eiTiei−1eiei−2 − zi−1ei−2 − eizi−2ei−2(3.2)
= −ei−2eiTi − ei−2Tiei + eiTiei−1eiei−2 − ei−2zi−1 − eizi−2ei−2.
Hence we must show that eiTiei−1ei − eizi−2 commutes with ei−2; to keep the indices
within nice bounds, we demonstrate that ek+1Tk+1ekek+1− ek+1zk−1 commutes with ek−1:
ek+1Tk+1ekek+1ek−1 − ek+1zk−1ek−1 = −ek+1ekTkekek+1ek−1 − xek+1Tkekek+1ek−1
+ xek+1ekTkek−1ekek+1ek−1 − ek+1zk−1ekek+1ek−1
− xek+1ekzk−2ek+1ek−1 − ek+1zk−1ek−1
= −ek+1ekTkekek+1ek−1 − xek+1Tkek−1 + xek+1Tkek−1 − ek+1zk−1ek−1
− xek+1zk−2ek−1 − ek+1zk−1ek−1
= −ek+1ekTkekek+1ek−1 − xek+1ek−1zk−2 − 2ek+1zk−1ek−1.
Since (ek+1ek−1zk−2)
∗ = ek+1ek−1zk−2, we consider
ek+1ekTkekek+1ek−1 + 2ek+1zk−1ek−1 = −ek+1ekek−1Tk−1ekek+1ek−1
− ek+1ekTk−1ek−1ekek+1ek−1 + ek+1ekek−1Tk−1ek−2ek−1ekek+1ek−1 − ek+1ekzk−2ek+1ek−1
− ek+1ekek−1zk−3ekek+1ek−1 + 2ek+1zk−1ek−1
= −ek+1Tk−1ek−1− ek+1Tk−1ek−1+ ek+1ek−1Tk−1ek−2ek−1−xek+1zk−2ek−1− ek+1ek−1zk−3
+ 2ek+1zk−1ek−1
= ek+1ek−1Tk−1ek−2ek−1 − xek+1zk−2ek−1 − 2ek+1zk−2ek−1
= ek+1ek−1ek−2Tk−1ek−1 − xek−1ek+1zk−2 − 2ek−1ek+1zk−2,
which shows that ek+1ekTkekek+1ek−1 + 2ek+1zk−1ek−1 is fixed by ∗ : Ak+2(z)→ Ak+2(z),
and therefore that eiTiei−1ei−eizi−2 commutes with ei−2. Hence, by (3.2), Ti+1 commutes
with ei−2. Now, if k = 1, . . . , i− 3, then by induction,
Ti+1ek = −eiTiek − Tieiek + eiei−1Tieiek − ziek − eizi−2ek
= −ekeiTi − ekTiei + ekeiei−1Tiei − ekzi − ekeizi−2 = ekTi+1.
The item (5) shows that zi+1 commutes with e1, . . . , ei, which completes the induction
and the proof of the lemma. 
Since the elements of (Ti : i = 0, 1, . . . ) commute, we are justified in referring to the Ti
as “Jucys–Murphy elements” for the Temperley–Lieb algebras.
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Define a sequence (pi ∈ R : i = 0, 1, . . . ) by p0 = 0, p1 = 1 and pi+1 = xpi − pi−1 for
i = 1, 2, . . . . For k = 1, 2, . . . , introduce a sequence (T
(k)
i : i = 0, 1, . . . ) by T
(k)
0 = 0,
T
(k)
1 = 0, T
(k)
2 = ek, and, for i = 2, 3, . . . ,
T
(k)
i+1 = −ek+i−1T
(k)
i − T
(k)
i ek+i−1 + ek+i−1ek+i−2T
(k)
i ek+i−1 − z
(k)
i−1 − z
(k)
i−2ek+i−1,
where z
(k)
1 = 0, and
z
(k)
i =
i∑
j=0
xjT
(k)
i−j , for i = 2, 3, . . . ,
so that the T
(k)
i , for i = 0, 1, . . . , and k = 1, are just the Jucys–Murphy elements.
Lemma 3.2. For i = 1, 2, . . . , zie1 = e1z
(3)
i−2 + pie1, and Ti+1e1 = e1T
(3)
i−1 − pi−1e1.
Proof. Note that e1z2 = p2e1+ e1z
(3)
1 and e1T3 = e1T
(3)
1 −p1e1, and proceed by induction.
If i ≥ 3, then
Ti+1e1 = −eiTie1 − Tie1ei + eiei−1Tie1ei − zi−1e1 − eizi−2e1
= −e1eiT
(3)
i−2 − e1T
(3)
i−2ei + 2pi−2e1ei + e1eiei−1T
(3)
i−2ei − pi−2e1eiei−1ei
− e1z
(3)
i−3 − pi−1e1 − e1eiz
(3)
i−4 − pi−2e1ei
= −e1eiT
(3)
i−2 − e1T
(3)
i−2ei + e1eiei−1T
(3)
i−2ei − e1z
(3)
i−3 − e1eiz
(3)
i−4 − pi−1e1
= e1T
(3)
i−1 − pi−1e1,
while
zie1 = xzi−1e1 + Tie1 = xe1z
(3)
i−3 + xpie1 + e1T
(3)
i−1 − pi−1e1
= e1(xz
(3)
i−3 + T
(3)
i−2) + (xpi−1 − pi−2)e1 = e1z
(3)
i−2 + pie1,
as required. 
Corollary 3.3. For i = 1, 2, . . . , and k = 1, 2, . . . ,
z
(k)
i ek = ekz
(k+2)
i−2 + piek, and T
(k)
i+1ek = ekT
(k+2)
i−1 − pi−1ek.
The following elementary lemma will be used to give the eigenvalues of the Jucys–
Murphy elements.
Lemma 3.4. The sequence (pi ∈ R : i = 0, 1, . . . ) satisfies the following relations:
p2j + p2j+2 + · · ·+ p2i = pi−k+1pi+k − pj−kpj+k+1, for k ∈ {1, 2, . . . , j};(3.3)
p2j+1 + p2j+3 + · · ·+ p2i+1 = pi−k+1pi+k+1 − pj−kpj+k, for k ∈ {0, 1, . . . , j}.(3.4)
Proof. We first show that,
p2i = pi−k+1pi+k − pi−kpi+k−1, for k = 1, . . . , i.(3.5)
p2i+1 = pi−k+1pi+k+1 − pi−kpi+k, for k = 0, . . . , i.(3.6)
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Since (3.5) and (3.6) both hold when k = i, by induction,
pi−k+2pi+k−1 − pi−k+1pi+k−2 = (xpi−k+1 − pi−k)pi+k−1 − pi−k+1pi+k−2
= pi−k+1(xpi+k−1 − pi−k−2)− pi−kpi+k−1
= pi−k+1pi+k − pi−kpi+k−1 = p2i,
and,
pi−k+2pi+k − pi−k+1pi+k−1 = (xpi−k+1 − pi−k)pi+k − pi−k+1pi+k−1
= pi−k+1(xpi+k − pi−k−1)− pi−kpi+k
= pi−k+1pi+k+1 − pi−kpi+k = p2i+1.
From (3.5), we have, for k ∈ {1, . . . , j}, a telescoping sum
p2j + p2j+2 + · · ·+ p2i = pj−k+1pj+k − pj−kpj+k−1
+ pj−k+2pj+k+1 − pj−k+1pj+k + · · ·+ pi−k+1pi+k − pi−kpi+k−1
= pi−k+1pi+k − pj−kpj+k−1.
Similarly, from (3.6), we have, for k ∈ {0, . . . , j}, a sum
p2j+1 + p2j+3 + · · ·+ p2i+1 = pj−k+1pj+k+1 − pj−kpj+k+
+ pj−k+2pj+k+2 − pj−k+1pj+k+1 + · · ·+ pi−k+1pi+k+1 − pi−kpi+k
= pi−k+1pi+k+1 − pj−kpj+k.

It will be useful to note that from the previous lemma:
p4 + p6 + · · ·+ p2i = pi−1pi+2 = (xpi − pi+1)pi+2;
p2j + p2j+2 + · · ·+ p2i = pi−j+1pi+j for j = 1, 2, . . . , i− 1;
p2j+1 + p2j+3 + · · ·+ p2i+1 = pi−j+1pi+j+1 for j = 0, 1, . . . , i− 1.
Lemma 3.5. If λ = (f, n− 2f) is a partion of n, and i is an integer, 1 ≤ i ≤ n, then
mtλzi =
{
pfpi−f+1mtλ , if 2f + 1 ≤ i ≤ n;
pkpi−k+1mtλ , if i = 2k, or i = 2k + 1, and 0 ≤ k ≤ f .
Proof. The statement being true when i ≤ 1, we proceed by induction, first considering
the case where i ∈ {2k, 2k + 1 : 0 ≤ k ≤ f}. If 2 = k ≤ f and and z2k−1 acts on mtλ by
the scalar pk−1pk+1, then
mλT2k = e1e3T2k = e1e3T
(3)
2 − p2e1e3 = 0,
so that, in this instance, z2k = (xz2k−1 + T2k) acts by xpk−1pk+1 = pkpk+1. If 2 < k ≤ f ,
and z2k−1 acts on mtλ by the scalar pk−1pk+1, then
e1e3 · · · e2k−1T2k = e1e3 · · · e2k−1T
(2k−3)
4 − (p4 + p6 + · · ·+ p2k−2)e1e3 · · · e2k−1
= −(p4 + p6 + · · ·+ p2k−2)e1e3 · · · e2k−1
= (pkpk+1 − xpk−1pk+1)e1e3 · · · e2k−1,
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so that
mtλz2k = mtλ(xz2k−1 + T2k) = (xpk−1pk+1 + pkpk+1 − xpk−1pk+1)mtλ = pkpk+1mtλ .
If 0 ≤ k ≤ f , and z2k acts on mtλ by the scalar pkpk+1, then
e1e3 · · · e2k−1T2k+1 = e1e3 · · · e2k−1T
(2k+1)
1 − (p1 + p3 + · · ·+ p2k−1)e1e3 · · · e2k−1
= (pkpk+2 − xpkpk+1)e1e3 · · · e2k−1,
so that
mtλz2k+1 = mtλ(xz2k + T2k+1) = (xpkpk+1 + pkpk+2 − xpkpk+1)mtλ = pkpk+2mtλ .
Now we turn our attention to the action of zi case where 2f + 1 ≤ i ≤ n. If i = 2k,
where f < k, and zi−1 acts on mtλ by the scalar pfp2k−f , then
mλT2k = e1e3 · · · e2f−1T2k = e1e3 · · · e2f−1T
(2f+1)
2k−2f −
k−1∑
j=k−f
p2je1e3 · · · e2f−1
≡ −
k−1∑
j=k−f
p2jmλ = −pfp2k−f−1mλ mod Aˇ
λ
n,
so z2k acts on mtλ by the scalar
xpfp2k−f − pfp2k−f−1 = pf(xp2k−f − p2k−f−1) = pfp2k−f+1 = pfpi−f+1.
Similarly, if i = 2k + 1, and zi−1 acts on mtλ by the scalar pfp2k−f+1 then
mλT2k+1 = e1e3 · · · e2f−1T2k+1 = e1e3 · · · e2f−1T
(2f+1)
2k−2f+1 −
k−1∑
j=k−f
p2j+1e1e3 · · · e2f−1
≡ −
k−1∑
j=k−f
p2j+1mλ = −pfp2k−fmλ mod Aˇ
λ
n,
so z2k+1 acts on mtλ by the scalar
xpfp2k−f+1 − pfp2k−f = pf(xp2k−f+1 − p2k−f) = pfp2k−f+2 = pfpi−f+1.

Let λ be a partition of n and t ∈ Tn(λ). Define a sequence (rt(k) ∈ R : k = 0, 1, . . . , n)
by rt(0) = 0, rt(1) = 0, and
rt(k) =


(pi − xpi−1)pk−i+1, if Shape(t|k) = (i, k − 2i),
and Shape(t|k−1) = (i− 1, k − 2i+ 1);
(pk−i+1 − xpk−i)pi, if Shape(t|k) = (i, k − 2i),
and Shape(t|k−1) = (i, k − 2i− 1),
for k = 2, 3, . . . , n.
Corollary 3.6. Let λ be a partition of n and t ∈ Tn(λ). If k is an integer, 0 ≤ k ≤ n,
then there exist av ∈ R, for v ∈ Tn(λ), such that
mtTk = rt(k)mt+
∑
v✄t
avmv.
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If λ is a partition of n and t ∈ Tn(λ), define
zt(k) =
k∑
i=0
xirt(k − i), for k = 0, 1, . . . , n.
Corollary 3.7. Let λ be a partition of n and t ∈ Tn(λ). If µ = (i, k−2i) and Shape(t|k) =
µ, then zt(k) = pipk−i+1, and there exist as ∈ R, for s ∈ Tn(λ), such that
mtzk = zt(k)mt +
∑
s✄t
asms.
Lemma 3.8. Let λ be a partition of n and s, t ∈ Tn(λ). If s|n−1 = t|n−1 and rs(n) = rt(n),
then s = t.
4. An Orthogonal Basis
To determine the action of the generators of An(x) on an orthogonal basis for An(x), we
require an alternative definition of the Jucys–Murphy elements as given in Corollary 4.2.
Lemma 4.1. For i = 2, 3, . . . ,
eiei−1Tiei = −xzi−1ei + zi−2ei + piei, and, eiTiei = −2zi−1ei + pi−1ei.
Proof. The lemma being true when i = 2, we proceed by induction:
ei+1eiTi+1ei+1 = −xei+1eiTiei+1 − ei+1eiTieiei+1 + xei+1eiei−1Tieiei+1 − zi−1ei+1 − xei+1zi−2
= −xTiei+1 + 2zi−1ei+1 − pi−1ei+1 − x
2zi−1ei+1 + xzi−2ei+1 + xpiei+1 − zi−1ei+1 − xzi−2ei+1
= −xziei+1 + zi−1ei+1 + pi+1ei+1,
while
ei+1Ti+1ei+1 = −2Tiei+1 + ei+1eiei−1Tieiei+1 − xzi−1ei+1 − zi−2ei+1
= −2Tiei+1 − xzi−1ei+1 + zi−2ei+1 + piei+1 − xzi−1ei+1 − zi−2ei+1
= −2ziei+1 + piei+1.

Corollary 4.2. For i = 2, 3, . . . ,
Ti+1 = −eiTi − Tiei + (pi − xzi−1)ei − zi−1.
Corollary 4.3. For i = 2, 3, . . . , and k = 1, 2, . . . ,
eiT
k
i+1 = ei(pi+1 − xzi + zi−1)
k(4.1)
Proof. From Corollary (4.2),
eiTi+1 + xeiTi = −eiTiei − x
2zi−1ei − zi−1ei + xpiei
= 2zi−1ei − pi−1ei − x
2zi−1ei − zi−1ei + xpiei,
which shows that the statement (4.1) is true when k = 1. The general case now follows.

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In what follows, we let F denote the field of fractions of R, and denote by An(x) the
F–algebra generated by e1, . . . , en, so that An(x) = An(x)⊗R F . Following [1], let
R(k) = {rt(k) : t ∈ Tk(λ) for λ a partion of n}.
Let λ be a partition of n. As in [1], if t ∈ Tn(λ), define
Ft =
n∏
k=2
∏
r∈R(k),
r 6=rs(k)
Tk − r
rs(k)− r
,
and let ft = mtFt.
Lemma 4.4. If λ is a partition of n, then
(1) if t ∈ Tn(λ), then there exist au ∈ F , for u ∈ Tn(λ), such that
ft = mt +
∑
u✄t
aumu;
(2) the set {ft : t ∈ Tn(λ)} is a basis over F for the An(x)–module C
λ;
(3) if s, t ∈ Tn(λ), then 〈fs, ft〉 = δs,t;
(4) if t ∈ Tn(λ) and k is an integer, 0 ≤ k ≤ n, then ftTk = rt(k)ft and ftzk = zt(k)ft.
Let λ be a partition of n. If t ∈ Tn(λ) and k is an integer 1 ≤ k ≤ n, define a set
{ek(s, t) ∈ F : s ∈ Tn(λ)} by
ftek =
∑
s∈Tn(λ)
ek(s, t)fs.(4.2)
Lemma 4.5. Let λ be a partition of n and t ∈ Tn(λ). If ek(s, t) are determined by (4.2),
then
(1) if s ∈ Tn(λ) and ek(s, t) 6= 0, then rs(i) = rt(i) whenever i 6= k − 1 and i 6= k;
(2) if ek(s, t) 6= 0 for some s ∈ Tn(λ), then t
(k−1) = t(k+1) and s(k−1) = s(k+1);
(3) if ek(s, t) 6= 0 for some s ∈ Tn(λ) with s 6= t, then ek(u, t) = 0 whenever u 6∈ {s, t};
(4) if ek(s, t) 6= 0, where s ∈ Tn(λ), and t✄ s, then
ek(t, t) =
rt(k + 1) + zt(k − 1)
pk − xzt(k − 1)− 2rt(k)
, and ek(s, t) = 1;
ek(s, s) =
rs(k + 1) + zs(k − 1)
pk − xzs(k − 1)− 2rs(k)
, and ek(t, s) = ek(s, s)ek(t, t).
Proof. The item (1) follows from the fact that ek commutes with Ti whenever i 6∈ {k −
1, k}. For the item (2), we use the fact (cf. Lemma 3.2) that
ekzk+1 = ek(zk−1 + pk+1)
to observe that
zt(k + 1)
∑
s∈Tn(λ)
ek(s, t)fs =
∑
s∈Tn(λ)
(zs(k − 1) + pk+1)fs.(4.3)
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If s = (λ(0), . . . , λ(n)) and Shape(s|k−1) = (i−1, k+1−2i), then there are four possibilities
for the sequence (λ(k−1), λ(k), λ(k+1)) given as follows:
(λ(k−1), λ(k), λ(k+1)) = ((i− 1, k − 2i+ 1), (i, k − 2i), (i, k − 2i+ 1))(4.4)
(λ(k−1), λ(k), λ(k+1)) = ((i− 1, k − 2i+ 1), (i− 1, k − 2i+ 2), (i, k − 2i+ 1))(4.5)
(λ(k−1), λ(k), λ(k+1)) = ((i− 1, k − 2i+ 1), (i, k − 2i), (i+ 1, k − 2i− 1))(4.6)
(λ(k−1), λ(k), λ(k+1)) = ((i− 1, k − 2i+ 1), (i, k − 2i+ 2), (i, k − 2i+ 3)).(4.7)
Taking s ∈ Tn(λ) as in (4.6) and (4.7) respectively, the expression (4.3) gives:
ek(s, t)pi+1pk−i+1 = ek(s, t)(pi−1pk−i+1 + pk+1);(4.8)
ek(s, t)pi−1pk−i+2 = ek(s, t)(pi−1pk−i+1 + pk+1);(4.9)
Given that
pk+1 = pi+1pk−i+2 − pi−1pk−i+1, for k = 1, 2, . . . , and i = 1, . . . , k,
the statements (4.8) and (4.9) imply respectively that
pi+1(pk−i+2 − pk−i+1)ek(s, t) = 0, and pk−i+1(pi+1 − pi)ek(s, t) = 0,
conclusions which are patently absurd unless ek(s, t) = 0 whenever s
(k−1) 6= s(k+1). The
statement (3) now follows.
For the statement (4), we have
ftTk+1 = −ftekTk − rt(k)ftek + (pk − xzt(k − 1))ftek − zt(k − 1)ft
which, comparing the coefficient of ft on both sides, implies that
rt(k + 1) = −rt(k)ek(t, t)− rt(k)ek(t, t) + (pk − xzt(k − 1))ek(t, t)− zt(k − 1).
Now the fact that rt(k+1)+zt(k−1) 6= 0 shows that the stated expression for ek(t, t) holds;
the same reasoning yields the stated expression for ek(s, s). To observe that ek(s, t) = 1,
by the maximality property of t and Corollary 2.2,
ftek = mtek +
∑
u✄t
aufuek = mtek = ms = fs−
∑
v✄s
αvfv,
for some au, αv ∈ F , with u, v ∈ Tn(λ).
To complete the proof of the lemma, ftek = ek(t, t)ft+ fs implies that
xftek = fte
2
k = ek(t, t)(ek(t, t)ft + fs) + ek(t, s)ft+ ek(s, s)fs,
whence, comparing coefficients,
x = ek(t, t) + ek(s, s), and xek(t, t) = (ek(t, t))
2 + ek(t, s).
Thus
ek(t, s) = ek(t, t)(x− ek(t, t)) = ek(s, s)ek(t, t).

Corollary 4.6. Let λ be a partition of n, and k be an integer, 1 ≤ k < n. Suppose that
s, t ∈ Tn(λ) satisfy t✄ s and ek(s, t) 6= 0. If Shape(t|k) = (i, k − 2i), then
ek(t, t) =
pk−2i+1
pk−2i+2
, and ek(s, s) =
pk−2i+3
pk−2i+2
.
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Proof. From (4.4) and (4.5), we have
rt(k) = (pi − xpi−1)pk−i+1, rt(k + 1) = (pk−i+2 − xpk−i+1)pi, zt(k − 1) = pi−1pk−i+1
rs(k) = (pk−i+2 − xpk−i+1)pi−1, rt(k + 1) = (pi − xpi−i)pk−i+2, zt(k − 1) = pi−1pk−i+1.
Substituting the above into the expressions provided in item (4) of Lemma 4.5,
ek(t, t) =
(pk−i+2 − xpk−i+1)pi + pi−1pk−i+1
pk − xpi−1pk−i+1 − 2(pi − xpi−1)pk−i+1
=
pipk−i+2 − pi+1pk−i+1
pk + xpi−1pk−i+1 − 2pipk−i+1
,
and
ek(s, s) =
(pi − xpi−i)pk−i+2 + pi−1pk−i+1
pk − xpi−1pk−i+1 − 2(pk−i+2 − xpk−i+1)pi−1
=
pipk−i+2 − pi−1pk−i+3
pk + xpi−1pk−i+1 − 2pi−1pk−i+2
.
The required formulae now follow from elementary considerations, namely, if 2 ≤ 2i ≤ k,
pk−2i+1 = pi+1pk−i+1 − pipk−i+2, and pk−2i+2 = 2pipk−i+1 − xpi−1pk−i+1 − pk;
pk−2i+3 = pipk−i+2 − pi−1pk−i+3, and pk−2i+2 = pk + xpi−1pk−i+1 − 2pi−1pk−i+2.

Lemma 4.7. Let λ be a partition of n, and k be an integer 1 ≤ k < n. Suppose that
s, t ∈ Tn(λ) satisfy t✄ s and ek(s, t) 6= 0. If Shape(t|k) = (i, k − 2i), then
〈fs, fs〉 =
pk−2i+1(xpk−2i+2 − pk−2i+1)
(pk−2i+2)2
〈ft, ft〉 =
pk−2i+1pk−2i+3
(pk−2i+2)2
〈ft, ft〉.
Proof. Since ftek = ek(t, t)ft+ fs,
〈ftek, ftek〉 = (ek(t, t))
2〈ft, ft〉+ 〈fs, fs〉,
while associativity of the bilinear form implies that
〈ftek, ftek〉 = x〈ftek, ft〉 = xek(t, t)〈ft, ft〉.
Thus 〈fs, fs〉 = ek(t, t)(x− ek(t, t))〈ft, ft〉, and the result follows from Corollary 4.6. 
5. The Determinant of the Gram Matrix
If λ is a partition of n, let dim(λ) = ♯{t : t ∈ Tn(λ)} and write det(λ) =
∏
t∈Tn(λ)
〈ft, ft〉
for the determinant of the Grammatrix associated with Cλ. The next result is a branching
law.
Lemma 5.1. Let λ = (f, n − 2f) and µ = (f − 1, n − 2f + 1) be partitions, where
n− 2f ≥ 0 and f ≥ 1. Then
det(λ) =
∏
ν→λ
det(ν) ·
(
pn−2f+2
pn−2f+1
)dim(µ)
Proof. The result will follow once we show that if s ∈ Tn(λ) and u = s|n−1, then
〈fs, fs〉 = 〈fu, fu〉
pn−2f+2
pn−2f+1
, whenever Shape(u) = µ.(5.1)
To prove the statement (5.1), we first consider the case where u = tµ. To this purpose
define a sequence (vsi ∈ Tn(λ) : i = 0, . . . , n− 2f) by vsi = w2f,2f+i, for 0 ≤ i ≤ n − 2f .
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It follows that Shape(si|2f+i−1) = (f −1, i+1) and Shape(si|2f+i) = (f, i), while si✄ si+1
and e2f+i(si+1, si) 6= 0 for 0 ≤ i < n− 2f . Hence
〈fsi+1, fsi+1〉 = 〈fsi, fsi〉
pi+1pi+3
(pi+2)2
,
and
〈fsn−2f , fsn−2f 〉 = 〈fs0, fs0〉
p1p3
(p2)2
p2p4
(p3)2
p3p5
(p4)2
· · ·
pn−2fpn−2f+2
(pn−2f+1)2
= 〈fs0, fs0〉
p1
p2
pn−2f+2
pn−2f+1
.
Since s = sn−2f , and 〈fs0, fs0〉 = p2〈fu, fu〉, the above verifies (5.1) when u = t
µ.
Now suppose that s|n−1 = u ∈ Tn−1(µ), and that t
µ✄u. Then there exists v ∈ Tn−1(µ)
such that v✄u and vu = vvek, for some k with 1 ≤ k < n. If t ∈ Tn(λ) satisfies t|n−1 = v,
then t✄ s and
〈fs, fs〉 = 〈ft, ft〉
pk−2i+1pk−2i+3
(pk−2i+2)2
, where (i, k − 2i) = Shape(t|k)
while, by induction,
〈ft, ft〉 = 〈fv, fv〉
pn−2f+2
pn−2f+1
.
Since
〈fu, fu〉 = 〈fv, fv〉
pk−2i+1pk−2i+3
(pk−2i+2)2
, where (i, k − 2i) = Shape(v|k),
it follows that (5.1) holds in general. 
If λ = (i, n− 2i), and µ = (j, n− 2j) are partitions, with µ✄ λ, define
gλ,µ =
[
pn−i−j+1
pi−j
]dim(µ)
Since the dimensions of modules Cµ are given in terms of certain binomial coefficients [5],
the next statement gives closed formulae for the Gram determinants associated with the
Temperley–Lieb algebras (cf. Corollary 4.7 of [3]).
Lemma 5.2. Let λ = (f, n− 2f) be a partition. If n− 2f > 0, then
det(λ) =
∏
µ✄λ
gλ,µ,
and, if n− 2f = 0, then det(λ) = det(µ) · xdim(λ), where µ = (f − 1, n− 2f + 1).
Proof. We first assume that n− 2f > 0. Let
λ(i) = (f − i, n− 2f + 2i), and µ(i) = (f − i, n− 2f + 2i− 1), for i = 0, 1, . . . , f .
Then λ = λ(0) ✄ λ(1) ✄ · · · ✄ λ(f) and µ = µ(0) ✄ µ(1) ✄ · · · ✄ µ(f), while µ(i) → λ(i) for
i = 0, . . . , f , and µ(i+1) → λ(i) for i = 0, . . . , f − 1. If n− 2f > 1, then from Lemma 5.1
and induction,
det(λ) = det
(
µ(0)
)
det
(
µ(1)
)(pn−2f+2
pn−2f+1
)dim(µ(1))
=
f∏
i=1
gµ(0),µ(i) ·
f−1∏
j=1
gµ(1),µ(j+1) ·
(pn−2f+2
pn−2f+1
)dim(µ(1))
,
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where, for i = 1, . . . , f , and j = 1, . . . , f − 1,
gµ(0),µ(i) =
(pn−2f+i
pi
)dim(µ(i))
and gµ(1),µ(j+1) =
(pn−2f+j+2
pj
)dim(µ(j+1))
.
Thus,
det(λ) =
f∏
i=1
(pn−2f+i
pi
)dim(µ(i))
·
f−1∏
i=1
(pn−2f+i+2
pi
)dim(µ(i+1))
·
(pn−2f+2
pn−2f+1
)dim(µ(1))
=
f∏
i=3
(pn−2f+i
pi
)dim(µ(i))
·
f−2∏
i=1
(pn−2f+i+2
pi
)dim(µ(i+1))
×
(pn−2f+2
p1
)dim(µ(1))+dim(µ(2))(pn−f+1
pf
)dim(µ(f))( 1
p2
)dim(µ(2))
=
(pn−f+1
pf
)dim(µ(f))
·
f−1∏
i=1
(pn−2f+i+1
pi
)dim(µ(i))+dim(µ(i+1))
=
f∏
i=1
(pn−2f+i+1
pi
)dim(λ(i))
,
where
dim(λ(i)) =
{
dim
(
µ(i)
)
, if i = f ;
dim
(
µ(i)
)
+ dim
(
µ(i+1)
)
, otherwise.
On the other hand,
gλ,λ(i) =
(pn−2f+i+1
pi
)dim(λ(i))
, for i = 1, . . . , f ,
implies that
f∏
i=1
gλ,λ(i) =
f∏
i=1
(pn−2f+i+1
pi
)dim(λ(i))
.
Now suppose that n− 2f = 1 and, for i = 1, . . . , f − 1, let ν(i) = (f − i− 1, n+ 2i− 2).
Then, by induction,
det
(
ν(0)
)
=
f−1∏
i=1
(
pn−2f+i+1
pi
)dim(ν(i))
and det
(
µ(0)
)
= det
(
ν(0)
)
· (p2)
dim(µ(0)).
Further, Lemma 5.1 and induction imply that
det(λ) = det
(
µ(0)
)
det
(
µ(1)
)(p3
p2
)dim(µ(1))
=
f−1∏
i=1
(
pn−2f+i+1
pi
)dim(ν(i))
·
f−1∏
i=1
(
pn−2f+i+2
pi
)dim(µ(i+1))(
1
p2
)dim(ν(1))
(p3)
dim(µ(1))
=
f−1∏
i=1
(
pi+2
pi
)dim(ν(i))
·
f−1∏
i=1
(
pi+3
pi
)dim(µ(i+1))(
1
p2
)dim(ν(1))
(p3)
dim(µ(1)).
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In the above expression, the exponent of pi is ji, where
ji =


− dim
(
ν(2)
)
− dim
(
µ(3)
)
− dim
(
ν(1)
)
, if i = 2;
dim
(
ν(1)
)
− dim
(
ν(3)
)
− dim
(
µ(4)
)
+ dim
(
µ(1)
)
, if i = 3;
dim
(
ν(i−2)
)
− dim
(
ν(i)
)
+ dim
(
µ(i−2)
)
− dim
(
ν(i+1)
)
, if 4 ≤ i < f ;
dim
(
ν(i−2)
)
+ dim
(
µ(i−2)
)
, if f ≤ i ≤ f + 1;
dim
(
µ(i−2)
)
, if i = f + 2;
0, otherwise.
On the other hand, with n− 2f = 1,
f∏
i=1
gλ,λ(i) =
f∏
i=1
(pn−2f+i+1
pi
)dim(λ(i))
=
f∏
i=1
(pi+2
pi
)dim(λ(i))
.
Since relative positions on the Bratteli diagram associated with An(x) imply that
ji =


− dim
(
λ(i)
)
, if i = 2;
dim
(
λ(i−2)
)
− dim
(
λ(i)
)
, if 3 ≤ i ≤ f ;
dim
(
λ(i−2)
)
, if f < i ≤ f + 2,
the lemma holds in the case where n−2f = 1. If n−2f = 0, the given formula for det(λ)
follows directly from Lemma 5.1. 
Example 5.1. If n = 11 and λ = (5, 1), then
det(λ) =
(p7
p5
)(p6
p4
)10(p5
p3
)44(p4
p2
)110(p3
p1
)165
.
To write the above expression as a product in Z[x], we apply (3.5) with k = 1,
det(λ) = p7
(
p3(p4 − p2)
p2(p3 − p1)
)10
(p5)
43(p3 − p1)
110(p3)
121
= p7(p3 − 2p1)
10(p5)
43(p3 − p1)
100(p3)
131.
Remark 5.1. The above results show that the the Temperley–Lieb algebras, besides
being cellular in the sense of [2], are equipped with a family of Jucys–Murphy elements
satisfying the “separation condition” defined by A. Mathas [8]. In a forthcoming note,
we demonstrate a similar construction for the partition algebras of [6].
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