INTRODUCTION
The log canonical threshold of a complex algebraic variety X is a numerical invariant measuring singularities of X . Suppose X is a subvariety of an affine space A, Y is the generic link of X in a suitable affine extension B of A, and V is a generic complete intersection by which Y is linked to X , see section 2 for the precise definition. The work of the third author [Niu14, Prop. 3.7] gives the following relationship on the log canonical thresholds of X , Y , and V , lct(B,Y ) ≥ lct(B,V ) = lct(A, X ).
(1)
In general, equality in Equation (1) does not hold. Indeed, the log canonical threshold of the generic link of a hypersurface is always 1, whereas there are hypersurfaces whose log canonical threshold is strictly less than 1.
To the best of our knowledge, there is no known non-trivial class of varieties where equality in Equation (1) holds in general. Determinantal varieties are classical objects in algebraic geometry and commutative algebra. The goal of this article is to prove that one gets equality throughout when X is a determinantal variety. Our approach to prove Theorem 1 is to utilize an embedded log resolution of X in an affine space [Vai84] . This resolution is explicitly described in [Joh03] and [Doc13] . In general, this embedded log resolution of X does not extend to an embedded log resolution of Y . However, to prove our theorem it suffices to compare the order of X and Y along the exceptional divisors associated to the log resolution of X . Indeed, we can relate these numbers explicitly utilizing facts about determinantal varieties and linkage theory; cf., Lemma 2.3.
set G the column vector with entries consisting of the generators g i of I X . Form a generic c × µ coefficient matrix U of new variables. In the ring S = C[M,U ], the ideal I V of entries of the matrix U · G is a complete intersection of codimension c [Hoc73] . Set I Y = I V : S I X S. Then V = Spec S/I V and Y = Spec S/I Y are subvarieties of B := Spec S. We refer to Y as the generic link of X in B.
In the setting of Theorem 1, X is the variety parametrizing m by n matrices of rank at most r − 1 with entries in C, so its ideal I X is the ideal of r × r-minors of a generic m × n matrix. We assume m ≥ n ≥ r and set c = (m − r + 1)(n − r + 1) the codimension of X in Spec C[M].
The log canonical threshold is a measure of singularities of pairs, for general reference see [Kol97, Laz04] . It is a rational number which may be computed from data of a log resolution. Recall, an embedded log resolution of a pair (A, X ), where X ⊂ A is a subvariety and A is affine space, is a birational projective morphism f :Ã → A such thatÃ is non-singular, I X OÃ is invertible, and Exc( f ) ∪ f −1 (X ) has simple normal crossing support. Here, Exc( f ) denotes the set of exceptional divisors of f . We may write I X OÃ = OÃ(−G) for some divisor G = ∑ a i,X E i , and we write KÃ /A := KÃ − f * K A = ∑ k i E i for the relative canonical divisor. In this note, we only consider embedded log resolutions, so we will drop the use of the adjective 'embedded'.
Such a log resolution of the pair (A, X ) gives the following characterization of the log canonical threshold
We use this as our definition of a log canonical threshold. When the ambient space is clear, we write simply lct(X ) for lct(A, X ). 
Theorem 1 holds trivially when lct(X ) = codim X , indeed
where the last inequality holds by [Niu14, Lem. 2.5] or [Laz04, Ex. 9.2.14 and Prop. 9.2.32(a)]. For the general situation, our approach is to explicitly relate the order of X calculated on a particular log resolution of X to the order of the generic link Y . To do that we extend such log resolution f :Ã → A of (A, X ) to (B, X ) and compare ord E i (I X ) and ord E i (I Y ). In Proposition 3.2, we show that unless lct(A, X ) = codim X , the value a i,X calculating lct(X ) satisfies
which allows us to conclude equality of log canonical thresholds.
The log resolution of (A, X ) we use is described in explicit detail in [ 
where a i,X = r − i + 1 for i = 1, . . ., r. From this resolution it follows that
For i = 1, . . ., r, denote by X i and V i the strict transforms of X and V in A i respectively. When the ambient space is clear, we denote by I W the ideal defining a subscheme W in the ambient space. Recall that a i,X = ord E i (I X ). We will use the following results in linkage theory to prove Proposition 3.2. Combining (a) and (b), we conclude that the ideal I Y /I V is generated in degree
Notice that with c = (m − r + 1)(n − r + 1), we obtain rc − m(n − r + 1) = r(m − r + 1)(n − r + 1) − m(n − r + 1)
= (n − r + 1)(m − r)(r − 1).
EXTENSION OF THE LOG RESOLUTION OF X AND COMPARISON OF ORDERS
We assume the notation and setup of Theorem 2.2. In this section, we provide an explicit description of the numbers ord E i (I Y ) in terms of m, n, r and i. To do this first we extend the log resolution of the pair (A, X ) to B := A × Spec C[U ]. Since B → A is flat, the log resolution of (A, X ) extends naturally to B. By abuse of notation, we call by X the subvariety of B defined by the equations defining X in A and similarly for E i , π and π i . 
locally X i is the generic determinantal variety defined by the r i × r i minors of m i × n i matrix, where
On such an affine cover, the strict transform X i may require a smaller number of variables than X . 
Proof. Consider the following diagram.
and locally defined by the entries of a generic m i × n i matrix. Furthermore, the r i by r i minors of this generic matrix locally define X i−1 in A i−1 . These properties are preserved when we extend the log resolution of X in Theorem 2.2 to B.
Such an inclusion of ideal sheaves can be checked locally. We choose an affine cover of A i−1 as in [Joh03, Sec. 4 .2]. In each affine chart, the ideal I X i−1 is defined by the r i by r i minors of a generic matrix M ′ of size m i by n i and I Z is defined by variables I 1 (M ′ ). We note that the equations defining I V i−1 is the strict transform of the equations defining I V which we used to construct the generic link Y of X . Thus, I V i−1 is not a generic linear combination of the minors defining I X i−1 . However, thanks to Remark 2.1(b), to compute the order, we may assume that I V i−1 are the generic linear combinations of the r i by r i minors of M ′ . Let I X i−1 , I V i−1 , and I Z denote these ideals, respectively, and let S i−1 denote the coordinate ring of this affine chart. It then follows that
Localizing S i−1 homogeneously at the ideal I Z , i.e., S i−1 (I Z ) , does not change the order of an ideal with respect to I Z . Thus, after applying this homogeneous localization, we may assume that S i−1 = R[M ′ ] for some ring R. By Lemma 2.3, the ideal I Y i is generated by elements of degrees r i and (n i − r i + 1)(m i − r i )(r i − 1), and such generating degree is uniform in each affine chart. Thus, we have ord E i = min{r i , (n i − r i + 1)(m i − r i )(r i − 1)}.
PROOF OF THEOREM 1
The following lemma, whose proof is elementary and left to the reader, will be useful for the proof of Theorem 1. Proof. Apply the formula, in Equation (2) in Theorem 2.2 with Lemma 4.1. Now, we are ready to proof our main theorem.
Proof of Theorem 1:
If (n −r +1)(m −r)(r −1) r, then we are done by Proposition 4.2. Without loss of generality, we may assume that (n − r + 1)(m − r)(r − 1) ≥ r.
Suppose a i,X with 1 ≤ i ≤ r is the order computing the log canonical threshold of X , specifically lct(X ) = where m i = m − i + 1, n i = n − i + 1, and r i = r − i + 1. Therefore, by Proposition 3.2, we conclude that ord E i (I Y ) = r i . Since ord E i (I X ) = r i , this completes the proof.
