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Craniosynostosis is defined as the premature fusion of one or more cranial sutures. This results in cranial mal-
formation and can lead to facial asymmetry, as well as functional consequences such as increased intracranial 
pressure, deafness, visual impairment and cognitive  deficits1,2. The prevalence of isolated, non-syndromic cranio-
synostosis is 3.14 to 6 per 10,000 live  births3,4. The three most common forms of isolated, non-syndromic cranio-
synostosis are scaphocephaly, trigonocephaly and anterior plagiocephaly which correspond to the premature 
fusion of the sagittal suture, the metopic suture, and a unilateral coronal suture,  respectively3,5–7.
Early diagnosis and intervention is important as it often leads to more therapeutic options for surgeons and 
the best cosmetic results for  patients1,2. Currently, computed tomography (CT) is the primary image technique 
used in craniosynostosis  diagnosis8,9. CT is proven to be an accurate diagnostic tool in craniosynostosis, but 
exposes the infant to ionizing radiation, which can pose a health risk for radiation induced  cancer9–11. Therefore 
a safer alternative diagnostic tool is needed.
Experts within tertiary healthcare centers can diagnose craniosynostosis quite accurately by visual examina-
tion of the shape of the  head8. However, in the primary and secondary healthcare sectors, misdiagnosis of cranio-
synostosis still occurs due to the lack of  expertise12. It therefore makes sense to study the potential of an imaging 
technique based on visual information: 3D stereophotogrammetry of the cranium. 3D stereophotogrammetry 
is a fast, radiation-free and patient-friendly method to evaluate the 3D morphology of the cranial  shape13. 3D 
stereophotogrammetry has previously been used in combination with principal component analysis, a common 
machine learning technique, to characterize relevant aspects of the cranial shapes of trigonocephaly patients, 
scaphocephaly patients and healthy infants (controls)14. However, this technique cannot automatically classify 
these cranial shapes as scaphocephaly, trigonocephaly, anterior plagiocephaly or as a healthy child, which makes 
it irrelevant for clinical implementation.
To overcome this limitation, we suggest combining 3D stereophotogrammetry with the more modern 
machine learning technique ‘deep learning’. This facilitates direct classification of cranial shapes and makes 
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clinical implementation more feasible. Deep learning has shown promising results in various fields of research, 
including medical image  analysis15–18. Some benefits of deep learning prediction models are the possibility to 
evaluate complex patterns as well as non-linear patterns in data sets, effectively increasing the learning and clas-
sifying capacity of the model.
The goal of this study is to investigate if deep learning algorithms are capable to correctly classify the head 
shape of infants on 3D stereophotographs as healthy control or as a craniosynostosis patient with the accompa-
nying subtype; scaphocephaly, trigonocephaly or anterior plagiocephaly.
Results
The mean age at the acquisition of the 3D stereophotograph of the subjects was 5.1 months (SD: 3.0), 4.0 months 
(SD: 1.5), 6.9 months (SD: 4.7) and 4.6 months (SD: 1.6) for scaphocephaly patients, trigonocephaly patients, 
anterior plagiocephaly patients and healthy controls, respectively. There was a statistically significant differ-
ence between the group means as determined by one-way ANOVA(F(3,192) = 6.315, p < 0.001). Equal variances 
were not assumed based upon the Levene’s Test (p < 0.001). The Dunnett T3 post-hoc test showed a statistically 
significant difference between the mean ages of the trigonocephaly and plagiocephaly patients (p = 0.027). The 
differences between the mean ages of the trigonocephaly and scaphocephaly patients approached but did not 
reach statistical significant differences (p = 0.051).
Deep  learning network.  Out of 196 patients and healthy controls, 195 subjects (99.5%) were correctly 
classified. One anterior plagiocephaly patient was classified as a healthy control (Table 1). Sensitivity and speci-
ficity was 100% in all cases except for plagiocephaly which had a sensitivity of 96.3% and the healthy cases which 
had a specificity of 99.2%.
Discussion
In this study, we demonstrate that 3D stereophotogrammetry combined with deep learning can provide a basis 
to accurately classify cranial shapes of healthy controls, scaphocephaly patients, trigonocephaly patients and 
anterior plagiocephaly patients.
Our study is in line with results from a previous study, in which 3D stereophotographs were used to distin-
guish healthy subjects from subjects with scaphocephaly and  trigonocephaly14. Both our study and the study 
of Meulstee et al. underline the feasibility of diagnosing craniosynostosis using 3D stereophotogrammetry, a 
non-invasive technique without the risk of exposing the patient to ionizing radiation. Other machine learning 
techniques have also shown the potential in the classification of (parts of) craniosynostosis on 3D stereophoto-
graphs with additional statistical analysis or  preprocessing19–21.
Although the overall performance of the models presented in this study is good, there was one discrepancy 
between the prediction and the actual diagnosis. In the test dataset, one anterior plagiocephaly patient was 
classified as a healthy control. Anterior plagiocephaly cases were the least abundant within our dataset (n = 27), 
which means that the deep learning network had only a limited opportunity to learn the key features in the 
cranial shape associated with this craniosynostosis subtype. Furthermore, one of our experts reviewed the case 
and classified it as mild anterior plagiocephaly.
Deep learning algorithms tend to perform better when large datasets are used during  training17. However, 
due to the low prevalence of isolated, non-syndromic craniosynostosis (3.14 to 6 per 10,000 live births)3,4, it is 
difficult to obtain large datasets for each craniosynostosis subtype. Smaller datasets can lead to suboptimal results 










Scaphocephaly 76 0 0 0 100.0%
Trigonocephaly 0 40 0 0 100.0%
Anterior 
Plagiocephaly 0 0 26 1 96.3%
Healthy 0 0 0 53 100.0%
Precision 100.0% 100.0% 100.0% 98.1%
Specificity 100.0% 100.0% 100.0% 99.2%
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because of overfitting, a process in which a network learns to recognize certain aspects specific to only the train-
ing cases, which negatively impacts the ability of the model to accurately classify new cases.
Several techniques have been used in this study to minimize the effect of overfitting. First, all 3D stereopho-
tographs were sampled in the same orientation. This severely reduced heterogeneity and size of the data other 
than the actual shape differences. By removing this unwanted noise, neural networks need smaller databases 
to properly learn the key features of 3D stereophotographs to discriminate between the different subtypes of 
craniosynostosis. Second, there was an optimization in the number of vertices in the raycasting algorithm to 
minimize the amount of potential of overfitting features. Third, we applied feature scaling to correct for size 
differences and to amplify features of all subjects, which was desirable because of the differences in age between 
some of the groups. Fourth, we mirrored each 3D stereophotograph to decrease the impact of specific asym-
metries in the collected cranial shapes, which can also lead to overfitting. Fifth, regularization techniques were 
used in the neural networks to further prevent overfitting. Finally, tenfold cross validation was used to determine 
the validity of each prediction model. The training and test results show a near identical distributions within 
the confusion matrices over all the folds suggesting good generalization of the model (Supplementary Table 1).
We applied a stratified tenfold cross validation setup without a separate test-set to determine the validity of 
each prediction model. Inclusion of a test-set could further establish the validity of a trained prediction model. 
Ideally a test-set should comprise a collection of externally collected 3D-stereophotographs and this could be 
the starting point for further research.
As mentioned before, larger datasets would be beneficial for craniosynostosis research. The rise of smartphone 
3D stereophotogrammetry  technology22,23 can aid in generating larger craniosynostosis datasets in the future. 
However, in the meantime data could be artificially generated based on the existing training data. This can be 
done by using a Generative Adversarial Network (GAN), which is another deep learning  technique24. A GAN 
can generate data similar to the input of the network, thereby offering the possibility to synthetically enhance 
an existing dataset. This technique has previously been applied in medical  images25–28 and also in improving 
accuracy in experiments with small-sized training  datasets27–30. Due to the small size of the current 3D stereo-
photogrammetry dataset, GAN implementation could be of great value for future projects. The feasibility of the 
use of GANs in generating fictive datasets of trigonocephaly cases has been explored by our group but is not 
used within this  study31.
3D photogrammetry is not the only radiation-free imaging modality that can be used to diagnose craniosyn-
ostosis as systematic physical examination, ultrasound and MRIcan also be utilized and have led to good results 
in the  past7,9,11,32,33. It would be interesting to see if a deep learning algorithm would perform similarly when 
using images from another modality. Although each method has its own advantages, 3D stereophotogrammetry 
remains one of the fastest radiation-free methods for capturing the cranial shape for such diagnosis. Furthermore, 
3D stereophotogrammetry technology is rapidly evolving, enabling the use smart-phone technology to make 
accurate 3D  stereophotographs22,23.
In conclusion, this study shows that trained deep learning algorithms, based on 3D stereophotographs, can 
discriminate between craniosynostosis subtypes and healthy controls with high accuracy.
Methods
Data acquisition.  A total of 160 CT-confirmed craniosynostosis patients and 53 healthy controls were ret-
rospectively collected for this study. Healthy infants (controls) were selected based on their age (3 to 6 months 
old), which was similar to the age-range of the craniosynostosis patients. Some of the healthy controls have been 
previously included in a study for determining the normal evolution of the cranium in three  dimensions34. 3D 
Stereophotogrammetry (3dMDCranial 3DMD, Atlanta, USA) with a five-pod configuration was used for image 
acquisition. 3D Stereophotographs were acquired by trained 3D photographers.
All craniosynostosis patients selected for this study were treated in the Radboudumc between July 2009 and 
September 2019 and diagnosed with isolated, non-syndromic premature closure of sutures, which was confirmed 
by CT as part of standard treatment protocol. Inclusion of patients was based on the availability of clinical pre-
surgery 3D stereophotographs. We excluded 10 scaphocephaly, 4 trigonocephaly and 3 plagiocephaly patients 
due to the absence of a pre-surgery 3D stereophotograph or the presence of unremovable or unfixable imaging 
artefacts on the 3D stereophotograph. Unfixable imaging artefacts included the loss of anatomical landmarks 
or a large portion of the cranium. This resulted in the following craniosynostosis subtypes distribution in the 
included patients: scaphocephaly (n = 76), trigonocephaly (n = 40) and anterior plagiocephaly (n = 27). One 3D 
stereophotograph per patient or healthy reference was included.
The mean age and the standard deviation were computed for each group. A One-way ANOVA was performed 
to determine statistical significant differences between the mean ages of each group. A Levene’s test for homoge-
neity of variances was conducted. Finally a Dunnett T3 post-hoc test was performed to determine which groups 
were statistical significant different. Statistically significant differences were assumed at p < 0.05. All statistical 
data analyses were performed using SPSS version 25.0 (Armonk, NY: IBM Corp, 2017).
All research was performed in accordance with relevant guidelines and regulations. This study did not fall 
within the remit of the Medical Research Involving Human Subjects Act (WMO). This study was approved by 
the medical ethical review board of the Radboud University Medical Centre Nijmegen, The Netherlands (no. 
2020-6128). The study has been reviewed by the ethics committee (Commissie Mensgebonden Onderzoek regio 
Arnhem—Nijmegen, Netherlands) on the basis of the Dutch Code of conduct for health research, the Dutch Code 
of conduct for responsible use, the Dutch Personal Data Protection Act and the Medical Treatment Agreement 
Act. Informed consent was waived by this same ethics committee (Commissie Mensgebonden Onderzoek regio 
Arnhem—Nijmegen, Netherlands). Furthermore, the 3D stereophotographs of the 53 healthy controls were 
collected as part of an ongoing program to form a large reference cohort for future studies and was approved by 
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the medical ethical review board of the Radboud University Medical Centre Nijmegen, The Netherlands (no. 
2018-4935).
Data sampling.  Prior to data sampling, each 3D stereophotograph was manually positioned in the sella 
turcica-nasion orientation using the age specific computed cranial focal  point5,35. Subsequently, data sampling 
was performed to ensure a standardized representation of each 3D stereophotograph. We used a raycasting algo-
rithm for each 3D stereophotograph, utilizing a reference hemi-icosphere (r = 1 mm) consisting of 751 vertices. 
The center of the hemi-icosphere was placed on the location of the computed sella turcica and each ray was cast 
outward in the direction of each of the 751 vertices until the intersection with the 3D stereophotograph was 
reached (Fig. 1). The 751 vertices were the result of an optimization in which the raycasting algorithm was able 
to accurately capture the shape of the head while minimizing the amount of potential of overfitting features. 
Each raycast length, from the sella turcica to the intersection with the 3D stereophotograph, was stored for deep 
learning.
Because specific asymmetries in the collected cranial shapes can exist and can lead to potential underper-
formance of the deep learning model due to overfitting, data augmentation steps were used. A commonly used 
data augmentation step is image  mirroring36. We mirrored each 3D stereophotograph over the mid-sagittal axis. 
Both the regular and the mirrored datasets were combined for deep learning model creation. Finally, for each 
ray the mean and standard deviation was computed over all the subjects. Each ray was then standardized by 
subtracting the per-ray mean and scaling using the per-ray unit  variance37. This feature scaling technique was 













Figure 1.  2D schematic representation of the head shape raycasting technique using a hemi-icosphere 
to determine the ray length from the sella turcica to the intersection of the outer surface of the 3D 








Figure 2.  A subject’s original 3D stereophotograph and its mirrored counterpart stay linked throughout 
training and testing of the deep learning network to prevent cross-over.
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Deep learning.  We used a deep learning network with a categorical outcome, which classified the data of 
each subject as one of the following: healthy, scaphocephaly, trigonocephaly, anterior plagiocephaly. The used 
network was a conventional, feed-forward neural network holding respectively 192, 128, 64 and 32 nodes within 
the hidden layers. Activations within the hidden layers consisted of the Leaky Rectified Linear unit (Leaky 
ReLu), a variation on the Rectified Linear unit (ReLu)38, with an alpha of 0.2. The used regularization techniques 
were  dropout39 (rate = 0.5), batch  normalization40 (momentum = 0.8) and added gaussian noise (std = 0.5) on 
the input during training. The output layer had a softmax activation function with 4 nodes for healthy, scapho-
cephaly, trigonocephaly and anterior plagiocephaly. Training was performed using the Adam  optimizer41 with a 
learning rate of 1 * 10–3, a decay of 1 * 10–6 and a clip/gradient normalization of 0.001. Batch sizes during training 
consisted of 256 samples and training was performed for up to 1,000 epochs. The categorical cross entropy is 
evaluated for the validation set and used as a stopping criterium. If no improvement of the validation categorical 
cross entropy was found for 50 epochs training was halted.
For the training and testing of the deep learning network, a stratified tenfold cross validation was used. A 
subject’s original 3D stereophotograph and its mirrored counterpart stayed linked throughout training and testing 
of the deep learning network (Fig. 2). This ensures that one subject is only present in either the training or test 
dataset to preventing cross-over and misleading outcomes of the deep learning model.
The outcome of the deep learning network was a confusion matrix of the test dataset. Furthermore, the recall 
and sensitivity (true positive/(true positive + false negative)), precision (true positive/(true positive + false posi-
tive)) and specificity (true negative/(true negative + false positive) were computed based on the confusion matrix.
The software used for the deep learning network creation was  Keras42 with the  Tensorflow43 backend. The 
software used for statistical analysis of the deep learning results and preprocessing of the data was Scikit-learn44.
Data availability
Data and algorithms available from the Radboud University Medical Center. Researchers who want to request 
data may apply to the corresponding author, who will discuss possibilities regarding data sharing with the local 
ethics committee. The algorithms and trained deep learning models used in the deep learning step can be applied 
for at the corresponding author.
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