SUMMARY This paper presents an optimal load balancing algorithm based on both of the ANFIS (Adaptive Neuro-Fuzzy Inference System) modeling and the FIS (Fuzzy Inference System) for the local status of real servers. It also shows the substantial benefits such as the removal of loadscheduling overhead, QoS (Quality of Service) provisioning and providing highly available servers, provided by the suggested method.
Introduction
A number of researchers have developed load-balancing algorithms, especially using fuzzy logic, to reflect a real server's global uncertainty [1] - [3] . However, most conventional fuzzy approaches to load balancing were merely to send simple information about current available resources of real servers and network traffics to load balancer. To overcome these problems, we analyze the performance metrics of real servers and build an optimal load-balancing scheduling algorithm in the sense of achieving both QoS and high availability. Specifically, this paper proposes an accurate way to analyze the local status of a system resources usage and the performance metrics of real servers through the AN-FIS modeling. Also, the suggested architecture is composed of the load-balancing algorithm by the service order of real servers, fuzzy module mechanism, and hash table scheme needed for automatic load balancing. Figure 1 generically illustrates the basic architecture of our proposed load-balancing algorithm. The real servers properly monitor their resources, and then send system information to the FIS module obtained from the ANFIS model. The FIS module estimates the service order according to the briefly-trimmed information about available resources and immediately determines the service orders. The service order is calculated based on the available system resources and compared to the service orders of the other real servers in the cluster. If the load scheduler determines that the real sever is overloaded (that is, low service order), it chooses to the best underloaded (that is, high service order) real server for dispatching requests. All service orders are automatically managed by the hash table in the server-status handler. The hash table also allocates the hash entries to the number of real servers, guaranteeing that at least the number of real servers can be inserted in the table. Then, the load scheduler performs traffic distribution according to the service orders of real servers in the hash table. Thereby, the incurred overloads due to the frequent information transactions between the load balancer and the real servers are minimized by exchanging only the service order of real servers. In addition to the process of load balancing, our algorithm also has a load-balancing executable time on the load scheduler. At the executable time, if the real server is either heavily loaded or in the lowest hash index, the load scheduler executes the load balancing. Therefore, the web services for user requests are continued on a less loaded real server. Using the real server monitoring scheme, each real server sends its current service order to the load balancer, the load balancer then inserts all the service orders to the hash table. Consequently, each real server independently determines the service order, and the load balancer automatically dispatches user requests to other real servers according to the service orders. Since this scheme considers the uncertainty of the network and improves both of throughput and availability of the cluster, the performance of our algorithm becomes more effective than the conventional ones.
The Proposed Algorithms

Performance Metrics of the Real Server
The Apache web server apparently consumes system resources such as memory and CPU time in several processes. We monitor a variety of metrics associated with the real- server performance. Performance metrics are inherently critical because they objectively evaluate the performance limit of the real server. We measure four key aspects such as the CPU overhead, the memory usage, the system load average, and the network throughput. Figure 2 shows the CPU utilization of the real server. The CPU has a number of tasks for each network connection, TCP/IP stacks, and HTTP requests. Therefore, the CPU overhead reflects most system states, which makes it one of the most important performance metrics. Figure 3 shows the memory usage, when the real server provides various services upon client's requests. The Apache web server allocates a large portion of the memory to each HTTP daemon. Figure 4 shows the load average of the real server. The load average is associated with the total number of running HTTP daemons on the real servers. The Apache web server creates the HTTP daemons, which are proportional to the clients' requests. Figure 5 shows the network throughput of the real server, which is regarded as an important metric of the network processes. The number of packets per second is one of the most important factors of the load balancer. As the number of concurrent tasks increases, the throughput increases up to a certain threshold, after which it substantially decreases due to the overload incurred from processing the web services. Figure 6 shows the ANFIS modeling results. The inputs are the CPU overhead, the memory usage, and the load average. The output is the network throughput including both the total number of packet processes and the size of packets. In our approach, all requests are distributed to the real servers by using the fuzzy load-balancing algorithm. We adopt the Direct Server Return (DSR) routing algorithm that has the most excellent performance compared to the other routing algorithm. The performance of our proposed loadbalancing algorithm is summarized in Fig. 7 . When each client requests the same amount of static/dynamic page, the proposed method is validated to be superior to both of the single Apache web server and the conventional method.
Experiment Results
Conclusion
In this paper, we proposed a method which maximizes the web-server cluster performance without upgrading hardware components or channel bandwidths. To implement the intelligent load balancing, we proposed the load-balancing algorithm capturing the actual status of the real server through the Fuzzy inference and ANFIS modeling. We constructed highly available clustering server by using the intelligent load-balancing algorithm. Throughout the performance test, both throughput and availability of the webserver cluster are improved by using the Fuzzy inference module to reflect the local status of a system resources.
