Today's increase in scientific literature requires the efficient methods of data mining for 13 improving the extraction of the useful information from texts. In this manuscript, we used a data 14 and text mining method to identify fusions and their protein-protein interactions from published 15 biomedical text. The extracted fusion proteins and their protein-protein interactions are used as a 16 training set for a Naïve Bayes classifier that is further used for final identification of testing 17 dataset, consisting of 1817 fusions. Our method has a literature corpus, text and annotation 18 mappers; keywords, rule bases, negative tokens, and pattern extractor; synonym tagger, 19 normalization, regular expression mapper; and Naïve Bayes classifier. We classified 1817 unique 20 fusion proteins and their corresponding 2908 protein-protein interactions for 18 cancer types. 21 42 protein-protein interactions of fusions, their actions can be described in varying ways (e.g., 43 3 activate vs. interact vs. express vs. induce [4]. Fig 1 provides the overall methodology of 44 ProtFus. 45 46 1.2 Previous studies in the field 47 Some previous work has been carried out on developing text mining approaches for modern 48 medical text, especially cancer. For example, several annotated corpora have been created [5-7]. 49 Likewise, various supervised-based methods have been developed, using linguistic patterns for 50 detecting semantics in gold standard corpora, e.g., part-of-speech (nouns or verbs). NEs 51 frequently consist of such sequences of nouns and adjectives, while NEs involved in 52 relationships use verbs. Further, several tools are now available offering to extract specific 53 information from literature. For example, some well-known biomedical text mining tools include 54 MetaMap [8], WhatIzIt [9], iHOP [10], Gimli [11]. Moreover, continuous evaluations and 55 verifications are done by the biomedical text mining community through BioCreative [12-13], 56 BioNLP [14], i2b2 [15], to name a few. Also, a number of efforts for creating resources 57 accounting for evolving ways have been provided, that are referenced from time-to-time. For 58 instance, for identifying relationships among NEs, there exist certain difficulty in extracting 59 syntactic parses. Such problems can be dealt by means of identifying co-occurrences between the 60 NEs. 61 Availability of resources having complete information related to fusions in cancers as well as 62 their protein-protein interactions is less [16-17]. There are some well-known databases of fusion 63 proteins, such as ChiTaRS-3.1 [1], ChimerDB 3.0 [18], COSMIC [19] and TICdb [20]. All these 64 databases have limited number of fusions, which are not unique. Further, there are currently no 65 methods that can successfully identify fusions and their interactions from scientific literature.
Therefore, it can be used for screening literature for identifying mentions unique cases of fusions 22 that can be further used for downstream analysis. It is available at http://protfus.md.biu.ac.il/. Fusion proteins resulting from chromosomal translocations play important roles in many types 27 of cancer and are extensively discussed in the cancer literature. However, because they do not 28 exist as entities in the normal, non-cancer genome, they are usually not considered when text 29 mining the biomedical literature. 30 To collect information about fusions, we have an in-house database, ChiTaRS [1] that covers 31 more than 11,000 fusion breakpoints. However, this resource is still incomplete and needs to 32 kept up-to-date with the ever-growing literature. We thus set out to extract the unique fusion 33 proteins associated with different cancer subtypes along with their protein-protein interactions 34 from PubMed abstracts. 35 Currently, PubMed comprises more than 28 million citations, with approximately 14000 36 cancer-related papers from 2018 alone and more than 3 million abstracts in total that mention 37 cancer. However, finding the fusion proteins mentioned within these is non-trivial, because a 38 fusion protein such as BCR-ABL1 can be represented in variable forms in the text [2] . These 39 variations include the formatting of the fusion instances themselves (e.g., BCR-ABL1 vs. 40 BCR:ABL1 vs. BCR/ABL1 vs. BCR-ABL1), and the keywords used to describe that they are 41 fusions (fusions vs. fusion proteins vs. chimers vs. chimeras) [3] . Moreover, when extracting Thus, the success of ProtFus lies in removing these lacunae and predicting unique fusions from 67 the literature. In this scenario, efficient methods of text mining provide us unique ways for the 68 extraction and interpretation of information present in these scientific public resources as 69 follows: 70 1. We are interested in identifying fusion proteins and their interactions from published 71 scientific articles [21] [22] . 72 2. From the point-of-view of text mining, this task deals with identifying information that 73 need to be tagged 'concurrently' to find 'co-mentions', like human fusion proteins and 74 cancer. Let us assume that we are interested in the fusion protein BCR-ABL1. We want 75 to find all the mentions of BCR-ABL1 in the literature. But, BCR-ABL1 can be spelled 76 in a variety of ways BCR-ABL1, BCR/ABL1, bcr-abl1, bcr/abl1, bcr:abl1, BCR:ABL1, 77 etc. Thus, we need a good 'tagger' which can identify all these jargons. 78 3. Further, we aim to identify interaction occurrences among fusion is trickier as it requires 79 tagging interaction tokens from literature as well as linking them to their corresponding 80 proteins. For instance, in the text 'Grb2 has been shown to bind NPM-ALK and ATIC-81 ALK in previous works', the interaction token is 'bind'. 82 4. We have developed Protein Fusions Server (ProtFus), a resource to identify instances of 83 fusion proteins and their interactions from literature [23, 12] , based on text mining 84 approaches using natural language processing (NLP) methods [24-25]. 85 5. The major goal is to identify the co-occurrences of both fusions and their corresponding 86 interactions by filtering out the false positives cases from general searches on fusion 87 proteins using PubMed, so that a more focused and restricted result could be generated. 88 The resulting instances could be further used for the designing methods in Precision Medicine 89 for fusions as cancer drug targets, combining classical natural language processing and machine 90 learning techniques. 91 2 Methods
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The basic framework of ProtFus is provided in (Fig 1) . It 102 The initial text validation is performed for input from PubMed to remove false positive results, 103 followed by segregation into 'tokens'. We performed stemming of the words for sentences, 104 followed by identifying named-entities within sentences with 'porter2' algorithm using 105 'stemming' package in python [27] . The named-entities within sentences were blanked out to 106 make it more generalized. This was followed by using a bag-of-words representation [28] based 107 on a Frequency score ( ) (Fig 2) . We extracted a set of bigrams as well as 125 combinations of 3-grams and 4-grams from abstracts or full-text articles for training ProtFus to 126 detect specific fusion proteins instances. Along with this, the instances of these tokens were also 127 counted in the back-end corpus [31] . Further, when FS was the standard feature score, a 128 considerable high threshold ( ) a s T , was given to tokens that appeared frequently in the corpus. 129 Moreover, we also converted all abstracts or full-text articles into 'similar-length' feature 130 vectors, where each feature represents a ( ) a s T , of the found token. 131 This was followed by organizing a bag-of-words representation of the feature vectors (Table   132 3). Thus, Tables S1-S2 (Suppl. data) include the back-end corpus considered for tagging fusions 133 and their interactions. The word-token tagger has a back-end Synonyms (with synonyms 134 resource, Table S3 139 The tokens have been then used to parse the texts for performing named-entity recognition. Tables 4-5   202 represent the Precision and Recall for retrieval step and named-entity recognition, respectively. 203 Similarly, Table 6 provides the overall accuracy of the Naïve Bayes classifier, whereas Table 7 204 represents a comparative analysis of overall prediction rate of fusions and their PPI among 205 ProtFus and some other resources. 
Initial text validation

Named-Entity Recognition
Training and Testing
Now, we used a classical Naïve Bayes algorithm for performing training as well as prediction. 246 The datasets were partitioned based on known fusions and their interactors from literature that 247 acted as training (40%) ( Table 1 ). The rest of the data (around 60%) were used for testing from 248 all PubMed references (2013-2017) ( Table 2) . There was no overlap among training and testing 249 data. The screening was done based on distinct PubMed IDs. This is followed by modeling the 250 decisions for assigning labels to raw input data. This kind of classification algorithms can also be 251 thought of a convex optimization problem, where one needs to identify the minima of a convex 252 function ρ associated with an input vector v , having n entries Eq (2),
Here, the objective function can be defined as Eq (3), 255 ( ) For example, if the standard query text contains 3 tokens that could be categorized as fusions, 273 and ProtFus identifies 2 out of it, the accuracy can be calculated as: True (standard) tokens = 274 a n y n , , ,
; Predicted (by ProtFus) tokens = a n n n , , , (here, n = no token instance, y = token 275 instance, a = noise). In this case, Precision = 0:75, Recall = 0:75, F-score = 0:75, respectively. 276 Similarly, the corresponding accuracy plot can also be drawn by providing information about source Big Data processing framework that supports ETL (Extract, Transform and Load), 286 machine learning, as well as graph generation. Finally, some classical text mining tasks can also be performed by identifying biological, functional, literals, and miscellaneous tokens, as well as 288 chunks from text. The word-token tagger has a back-end Synonyms (with synonyms resource) 289 whereas the RegEx tagger has a back-end Synonyms (with rulebase). This is followed by parsing 290 the tokens for performing entity recognition. In the interface, the search can be using PubMed or 291 uploading a text file or based on a specific input text. For example, in case of an input text, the 292 result is displayed in a separate window, with the fusion proteins being highlighted. interactions from text by tagging tokens, that act as entities. 301 Considering discrete protein domains as binding sites for specific domains of interacting 302 proteins, we have catalogued the protein interaction networks for more than 11,000 cancer 303 fusions in order to build the Chimeric Protein-Protein-Interactions (ChiPPI) [35] . Mapping the 304 influence of fusion proteins on cell metabolism and protein interaction networks reveals that 305 chimeric protein-protein interaction (PPI) networks often lose tumor suppressor proteins, and 306 gain onco-proteins. As a case study, we compared the results generated by ProtFus with the 307 interaction prediction accuracy of ChiPPI [35] . For example, in BCR-JAK2 fusion, ProtFus 308 provides multiple hits regarding its occurrence in literature, such as, "It was demonstrated 309 preclinical studies that BCR-JAK2 induces STAT5 activation elicits BCRxL gene expression" 310 (PMC3728137), as correctly predicted by ChiPPI (Fig 4) . [34] resources. The iHOP method is 315 based on a dictionary approach, wherein abstracts are searched for gene synonyms using 'abstracts' data. In compared to full-text articles, the prediction was better for abstracts. This is 325 due to the fact that the size of feature space is too large for full-text articles. For text 326 classification purposes, abstracts may work better than full-text scientific articles. PubMed. We utilized classical text-mining, machine learning strategies, as well as Big Data 331 infrastructure to design and develop a distributed and scalable framework. This was used to extract identify fusion proteins and their interactions for classifying information extracted from 333 tens of thousands of abstracts and/or full-text articles associated MeSH terms. The accuracy of 334 predicting a cancer type by Naïve Bayes using the abstracts was 92%, while its accuracy using 335 the 103,908 abstracts (for fusions only); 90,639 full texts (for fusions only); 185,606 abstracts 336 (for fusion protein interactions); 353,535 full texts (for fusion protein interactions) was 88%. 337 This study demonstrates the potential for text mining of the large-scale scientific articles on a 338 novel Big Data infrastructure, with the real-time update from new articles published daily. 339 Therefore, ProtFus can be extended to other areas of biomedical research for example, the 340 patients' drug response, in order to improve the medical data mining in the Personalized Medical 341 approaches. 
