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1. Introduction 
It has long been customary to draw several kinds of diagrams to show the structure 
of modules. The most common one displays a lattice of submodules but another sort 
shows the composition factors and the way they are arranged in the module. No 
systematic definition of this second kind of diagram has been given. This becomes a 
neaningful difficulty when conjectures about classes of modules can only be 
described in terms of these diagrams: to make specific conjectures one needs a 
specific definition, We shall make one in this paper. 
Our particular interest is the structure of projective modules for group algebras 
FG of a finite group G over a field F of prime characteristic p. This is because many 
questions of block theory are tied up with the structure of FG as an algebra and the 
study of projective modules gives such structure. These same modules are also of 
interest for many cohomological questions of group-theoretic interest. In the case 
that G is a p-group, it follows that FG is an indecomposable projective FG-module 
and it has a very nice structure, as Jennings [l] showed. Because of the Green 
corespondence which relates modules for p-local subgroups of G and FG-modules, 
there is reason to hope that projective modules for group algebras have nice 
properties. In particular, in certain cases they seem to have structures that can be 
described by diagrams of the sort that we shall discuss. 
We now fix an algebra A with unit element, finite-dimensional over of field F. All 
modules mentioned will be unitary right A-modules also finite-dimensional over F. 
However, one could just assume that all the modules mentioned are objects in a 
suitable abelian category; the interested reader can see this for himself. 
The next section will study a special kind of module which will motivate all that 
follows. The third develops some preliminary concepts and the main definition and 
its properties follow in the fourth section. A final section discusses an important 
variant on the definition. 
* Supported in part by National Science Foundation Grant NSF MCS76-06626. 
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2. Multiplicity-free modules 
We shall say that a module is multiplicity-free if a composition series of M has no 
two different composition factors isomorphic. We fix such a module M and we let 
SI, * * . , S, be simple modules, one of each isomorphism type of simple module 
appearing in a composition series of M. 
Lemma 1. If U and V are submodules of M with the same composition factors, then 
u= v. 
Proof. Assume, to the contrary, that U # V. Since these two submodules have the 
same composition factors, it follows that neither of the submodules contains the 
other. Hence, U and V each properly contain U n V. Let S be a compostion factor 
of U/U n V. Since M is multiplicity-free, no composition factor of U n V is 
isomorphic with S. Therefore, by assumption, there is a composition factor of 
V/U n V isomorphic with S and so there is also one of U + V/ V isomorphic with S. 
Thus, a composition series of M which refines the series U + V =) U 3 U n V will 
have two composition factors isomorphic with S, a contradiction. 
For each submodule U of M let c(U) be the set of those Si such that Si is 
isomorphic with a composition factor of U. Hence, c is a map of the lattice of 
submodules of M to the lattice of subsets of C = {Sr, . . . , S,}. 
The argument in the above proof really shows that if Si is isomorphic with a 
composition factor of U and one of V then it is isomorphic with a compostion factor 
of U n V. Hence, c(U) n c(V) c c(U n V). The reverse containment is obvious so 
we deduce that c(U) n c(V) = c(U n V). On the other hand, 
c(U+ V)=c(U+ V/V)uc(V)=c(U/Un V)uc(V) 
=c(U)uc(V), 
so we have proved the next result. 
Lemma 2. If U and V are submodules of M then c(U+ V) = c(U)uc( V) and 
c(UnV)=c(U)nc(V). 
The two lemmas now give immediately: 
Lemma 3. The map c is an isomorphism of the lattice of submodules of Mand a lattice 
of subsets of C. 
The whole submodule structure is described as a collection of subsets of a finite set. 
From this collection we shall construct a diagram of the sort we are after. 
We form a graph whose nodes are the set C of composition factors. There will be a 
directed edge from the node Si to the node Si if, and only if, there are submodules U 
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and V of M with U containing V and CJ/ V a non-split extension of a submodule 
isomorphic with Si by a quotient module isomorphic with S,. That is, there is a 
“section” of M which is a non-split extension of S, by S,. The diagram one obtains, by 
representing each node by a point and each directed edge by a line, is the diagram we 
seek. 
Let’s look at an example. Suppose that M has a unique maximal submodule N 
with M/N = Si. Suppose that M also has a unique minimal submodule S and S = Sz. 
Finally, assume that N/S is the direct sum of two simple submodules X/S and Y/S 
where X/S = S) and Y/S = S4. It follows that h4, N, X, Y, S and 0 are the totality of 
submodules of M. It is now easy to construct the sublattice of C which is the image of 







It is now easy to “see” the six submodules of M and the way they are arranged in M. 
In fact, let M be general once again; we shall say that a subset of C is “arrow closed” 
if, whenever Si is in the subset and there is a directed edge from Si to Sj, then Si is in 
the subset. 
Theorem 1. A subset of Cis arrow closed if, and only if, it is the image of a submodule 
of M under c. 
In the above example it is now easy to determine the arrow closed subsets and so 
know the lattice of submodules of M. Prior to proving the theorem we need one more 
preliminary result. 
Lemma 4. Among all the submodules of M which have Si as a homomorphic image 
there is a minimum one U;. Moreover, Vi has a unique maximal submodule Mi, 
Ui/Mi = S; and there is a directed edge from Si to St if, and only if, S, is a homomorphic 
image of Mi. 
Proof. Choose a submodule U, of minimal composition length such that Vi has Si as 
a homomorphic image. It follows that Vi has a unique maximal submodule Mi; 
otherwise, one of the maximal submodules would have Si as a homomorphic image, 
contradicting the minimality of Ui. Suppose that V is a submodule of A4 which also 
has S’i as a homomorphic image. To prove the first part of the lemma we need to see 
that V 3 U,. But, if it does not, then U, A V c Mi. NOW Si E C( U,) and SiE c(Mi) SO 
SiEc(Uin V).Hence,Si~c(V/U;:n V).Moreover,S;Ec(Ui/Uin V)sonowSiisa 
composition factor of multiplicity at least two in Ui + V/U, n V, a contradiction. 
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It remains now only to prove the statement relating Si and Si. First, suppose that S, 
is a homomorphic image of M,, say MJX = Si. Therefore, Mi is the only proper 
non-zero submodule of S/X and there is an edge from Si to S,. On the other hand, 
say there is an edge from Si to Si so there is a series of submodules U 3 W 3 V of A4 
such that U/ W = Si, W/ V = S, and W is the only submodule of M strictly between U 
and V. Note that U, is not contained in W; for then U would have a composition 
series with two factors isomorphic with Si. However, we do know that Vi c U as we 
already proved. Thus, Ui + V is a submodule of U containing V and not contained 
in W. Thus, Ui + V = U. Hence, Ui/Ui n V = CJ/ V and SO W n Vi = M, and 
Mi/ Vi n V = Si, as desired. 
Proof of Theorem 1. First, suppose that U is a submodule of M, S; E c(U) and there 
is an edge from Si to S,; we want to conclude that Si E c(U). But we must have 
U 1 Vi, by Lemma 4, so our claim holds, again by Lemma 4. 
Conversely, let D be an arrow closed subset of C. It suffices to show that c(U) = D 
where U is the sum of all the submodules Ui for which Si E D. But S, E c( Ui) SO it is 
sufficient o prove that c( r/i) c D whenever Si E D. We prove this by induction on the 
cardinality Ic( Vi)1 of c( 17,). This is clear if it is one so we may assume that M; # 0. Let 
Ri be the radical of M,, the smallest submodule of Mi with semisimple quotient. In 
particular, if X is a submodule of Mi and X + Ri = Mi, then Mi =X. Let Y/Ri be a 
simple submodule of Ml/RI; suppose that Y/Ri = Si. Thus, Y contains U,, by Lemma 
4; in fact, Ri + Uj = Y. Thus, if V is the sum of all the Vi such that Si is isomorphic 
with a composition factor of Mi/R, then Mi = V + Ri and SO Mi = V. Thus, Mi is the 
sum of all the Ui such that there is an edge from Si to Sb Since each such Vi lies in Mi 
we have that Ic( Uj)l < Ic (Ui)l so by induction c (Vi) c D. However, every composition 
factor of Vi is either S, or is a factor of Mi and SO is a factor of one of the Ub Hence, 
c( Vi) c D and the proof is complete. 
3. Graphs and spaces 
We shall develop a few convenient technical concepts which will be useful for 
defining diagrams in general, but which have no other function. The reader should 
keep the discussions of the last section in mind as he proceeds with this one. 
We define a module space to be a finite topological space in which each point is 
relatively closed, that is, there is an open set containing the point in which the point is 
closed in the relative topology. That is, for any point x of the module space X there 
are open sets U and V with U the disjoint union of {x} and U n V. Since U n V is 
open this is equivalent to the condition that each one-point set be the difference of 
two open sets. 
We now fix such a module space X and for each x in X let U(x) be the smallest 
open set containing x. 
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Lemma 5. 1.x E X, then U(x) - {x} is open. 
Proof. Express {x} = U - V as the difference of two open sets. Thus, x is in U so 
U(x) c U. But x is not in V so U(x) -{x} = U(x) n V. 
Lemma 6. Ifx, y E X and U(x) = U(y), then x = y. 
Proof. If x f y, then y is in U(x) -{x} which is an open set strictly smaller than 
U(x) = U(Y ). 
Lemma 7. If Visa maximal open subset of the open set U, then Uhns exactly one more 
element than V. 
Proof. Let x E I/- V so U(x)c I/ and U(x) u V properly contains V so U = 
Vu U(x), by the maximality of V. Hence, 
u= Vu(U(x)-{x})u{x} 
so that U is the disjoint union of V u (U(x) -{x}) and {x}. But V u (U(x) -{x}) is 
open, by Lemma 5, so U(l) -{x} is contained in V, by the maximality of V, and the 
result is proved. 
If U is an open subset of X then we let rad( U) to be the subset of U consisting of 
all of its points which are not relatively closed in U. Thus, U - rad( U) is relatively 
closed to rad( U) is relatively open, that is, rad( U) is open. 
Lemma 8. Zf U is an open set, then rad(U) is the intersection of the maximal open 
subsets of U. 
Proof. If x E U-rad(U), then {x} is relatively closed in U so that U-(x} is a 
maximal open subset of U. The intersection of all the maximal open subsets of U is 
therefore contained in rad( U). On the other hand, any maximal open subset contains 
rad(U), by Lemma 7. 
We turn to the next concept, that of a module diagram. A finite directed graph is 
said to be a module diagram provided the following conditions hold: there are no 
loops; there is at most one edge between any two nodes; if yl,. . . , y,, are nodes, 
n >2, and there is an edge from y, to ylcl, 1 c i < n, then there is no edge from 
Yl to Y”. 
We shall see how this is intimately related to the concept of a module space. If X 
is a module space we define a graph 9(X). The nodes are the points of X and there is 
an edge from the point x to the point y if U(x) properly contains U(v) and there is no 
z in X with U(x) 3 U(z) 1 U(y) and all containments proper. 
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On the other hand, if D is a module diagram, then we define a topological space 
2’(D) as follows. The points of the space are the nodes of the graph. A subset is open 
if, and only if, it is arrow closed, that is whenever a node is in the subset and there is an 
edge from this node to another then the second node is also in the subset. It is easy to 
see this defines a topological space, in fact, a lattice of subsets. 
Theorem 2. Let X be a module space and D a module diagram. 
(1) 9(X) is a module diagram. 
(2) A?(D) is a module space. 
(3) %(9(X)) =X and 9(9(D)) = D. 
Proof. Let us prove that 9(X) is a module diagram. Certainly there is at most one 
edge between any two nodes and there are no loops; this is because if there is an edge 
from x to y, then U(x) strictly contains U(y). Finally. let yl, . . . , y, be points of X, 
n > 2, SO that there is an edge from yi to yi+i, 1 G i <n. Hence, U(yi) z~ U(yz) 2 
U(y,) with containments proper so that there is no edge from yl to yn. 
Next, Se(D) is a module space; all that needs to be proved is that each point is 
relatively closed. Let d be a node of D. Let U be the smallest arrow closed subset 
containing d; it consists of all the nodes that can be reached by a sequence of arrows 
starting with d. Moreover, it follows, from the third condition in the defintion of 
module diagram, that U-(d) is also arrow closed, and the claim holds. 
As for the third statement of the theorem, the two underlying sets of %(9(X)) and 
X and also of 9(%(D)) and D are the same. We must show that the topology on X 
obtained from the diagram corresponding to it is the original topology on X and that 
the diagram on the nodes of D obtained from the corresponding module space is the 
original graph. 
First, let us deal with X. We must show that a subset U of X is open if, and only if, it 
is arrow closed. But if U is open, x E U and there is an edge in D(X) from x to y then 
U(x) 1 U(y), and the inclusion U 1 U(x) forces y E U. On the other hand, suppose 
that U is arrow closed. Let x be in U; we must prove that U(x) c U. We prove this by 
induction on the cardinality of U(x). If y is in U(x), then certainly U(y)c U(x). 
Thus, by Lemma 6, U(x) is the disjoint union of {x} and the union of all the subsets 
U(y) for all’the y E U, y # x. Let 2 be the set of all z E U, with z #x and U(z) not 
properly contained in a set U(y) for y E U, y # x. Thus, 2 consists of the points of X 
which are connected to x in 9(X) by an edge emanating from x. Since, U is arrow 
closed, we have 2 c U. It follows that if y E U, y #x, then there is z E Z with 
U(y) c U(z) and so, by induction, U(z) and hence U(y) are contained in U. Thus, 
U(x) is also contained in U. 
Finally, we turn to D. Let d and e be nodes of D; we must show that there is an 
edge from d to e if, and only if, U(d) contains U(e) properly and there is no f in D 
with U(d) 2 U(f) 2 U(e) and all containments proper. But U(d) is the smallest 
arrow closed subset of D containing d so it is the set of all nodes that can be reached 
from d. Also, U(d) - {d} is arrow closed. Thus, if there is an adge from d to e then 
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U(d) -{d} is an open set containing e and so U(d) 2 U(e), a proper containment. 
Moreover, suppose that U(d) 3 U(f) 3 U(e) properly. Hence, there is a sequence 
Yl, . . . , y,,, of nodes with yi = d, y, =f, each pair yi, yi+i joined by an edge from y; to 
yicl and similarly, there are nodes zi, . . . , zn joiningf to e in this fashion. Hence, by 
the third condition of the definition of module diagram, there is no edge from d to e, a 
contradiction. Finally, suppose that there is no edge from d to e. If U(e) is not 
contained in U(d), then we are done. Suppose that U(e) is contained in U(d) so 
there is a sequence of nodes from d to e with each consecutive pair of nodes 
connected by an edge from the first to the second. This forces the existence of 
f~ D with U(d) 1 U(f) I U(e) and all containments proper, and so the proof is 
complete. 
We conclude this section with one other simple construction. Suppose that U and V 
are open subsets of our module space X and that U 1 V. We construct a new module 
space U/ V. Its points are the points of U - V and a subset of U/ V is open if, and only 
if its union with V is open in X. It is easy to see that U/V is, in fact a module space. 
4. The definition 
We are now ready to describe what we mean by a diagram for a module. Let D be a 
module diagram with X the underlying set of nodes. If A4 is a module then we shall 
say that D is a diagram for M provided the following conditons hold: 
(1) The cardinality 1x1 of X equals the composition length of M; 
(2) There is a function 6 from the collection of open subsets of Z(D) to 
submodules of A4 such that 6(X) = M and such that S preserves the taking of joins, 
intersections and radicals. 
These simple axioms imply a great deal. 
Theorem 3. Zf D is a diagram for the module M then the following statements hold: 
(1) S(O)=O; 
(2) S preserves inclusions ; 
(3) S is one-to-one; 
(4) if Uand Vare open subsets of a”(D) with U 2 Vthen 9(U/ V) is a diagram for 
S(U)lS(V); 
(5) for any open subset U of A?(D), S(U) has composition length 1 Ul; 
(6) if d is in X and V are open subsets of 2’(D) with U = {d} u V and de V, then 
S( W/6( V) is a simple module whose isomorphism type is independent of U and V. 
The last statement of the theorem shows how to label the nodes of the diagram 
with simple modules. If U is an open subset of 2’(D), then the composition factors of 
S(U) are the simple modules which label the nodes of U; this follows from an 
iterated use of (6). Before proving the theorem let us look at an example to see how 
these ideas look in practice. Consider the following diagram. 
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R T S 
w S R 
T 
We have drawn the edges without indicating the direction; our convention is that 
they are always directed downwards. The letters R, S, T labelling the nodes are the 
simple modules that lavel these nodes. Let us now read off some of the structure of h4, 
the module whose diagram we have just displayed. The radical of M has three 
composition factors and its radical is simple and isomorphic with T. The submodule 
corresponding to the left side of the diagram has composition length three; it 
is uniserial because its radical has length two and the radical of that has length 
one. 
Proof of the Theorem 3. (1) S(0) = S(rad 0) = rad S(0) so S(0) = 0 as this is the only 
submodule equal to its own radical. 
(2) If U and V are open subsets of a”(D), then U 1 V if, and only if, U n V = V 
which is true, by hypothesis, if, and only if, S(V) n 6( V) = S(V) which, in turn, is 
true, if, and only if, S(U) 2 S(V). 
(3) Suppose that Lr and V are distinct open subsets with 6( I/) = S(V). Thus, 
S(V) = S(V) n S(V) = 6(U n V) so we may as well assume that V is a proper subset 
of U. Because of (2), we may therefore assume that V is a maximal open subset of U. 
Therefore, U = {x} u V for some x E V, x& V. Let W = {x} u rad U so W is open as is 
every subset of Lr containing rad U. Now W c U so S(W) c S(U) = S(V) and so 
W c V, contradicting the fact that xe V. 
(4) Let W be an open subset of iY/ V so W c U - V and W u V is an open subset 
of U. Thus, S( W u V) is a submodule of M which contains S(V) and is contained in 
S(V). Define S’(W) = S( W u V)/S( V). Using S’ it is now easy, but tedious, to check 
that 9( V/ V) is a diagram for 6( U)/S( V). 
(5) Choose open subsets X = U~=I. * * 3 Vi = U 3 * * * 3 Un+l = 0 where n = 1x1 
and every L/j+1 is a maximal open subset of Vi. The hypothesis that n is the 
composition length of M and (3) now yield (5). 
(6) Certainly, 6( U)/S( V) is simple, by (5). The desired isomorphism now follows 
from Zassenhaus’ Third Isomorphism Theorem for modules. 
5. A variation 
Instead of dealing with radicals for modules and open sets one can introduce a sort 
of dual concept by dealing with socles. However, if N is a submodule of the module 
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M, then the socle of M/N is the appropriate dual object to the radical of M. Hence, 
we denote by cosoc(N) the submodule of A4 containing N whose quotient by N is the 
socle of M/N. 
Suppose that X is a module space once again; we wish to introduce the right notion 
of cosoc( CJ) for any open subset U of X. We define it to be the open set containing U 
which is the union of all the open sets in which U is contained as a maximal open 
subset. Thus, by Lemma 7, cosoc( U) is the union of all the sets {x}u U, where 
XEX-Uand{x}uUisopen. 
Suppose that D is a diagram for the module M as in the previous section and that S 
is the map given there. We now say that D is a strong diagram for A4 provided that 
when U is any open subset of g(D), then S(cosoc( U)) = cosoc(b( U)). This is usually 
the case in most diagrams that one deals with, but it is easy to construct examples to 
show that a diagram for a module need not be a strong diagram. 
Now let M be a multiplicity-free module and let D be the graph constructed for M 
as in section two. The nodes of D are the composition factors of A4 and the edges are 
defined in terms of extensions. If U is an arrow closed subset of D, that is, U is an 
open subset of 2’(D), then we can set, by Theorem 1, S(U) to be the unique 
submodule of M whose composition factors are the nodes of U. 
Proposition 1. With the above notation, D is a strong diagram for M. 
This shows that the results of section two are a special case of our later results. The 
proposition can be proved quite directly; the details are left to the reader. 
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