Abstract: Broadband ISDN using asynchronous transfer mode as the transport mode carries traffic of several different classes, including one or more real-time traffic classes, each with its own set of traffic characteristics and performance requirements. To support multiple classes of traffic in ATM networks, multiple priority levels are provided, and different priority levels are given to different classes of traffic. A dynamic priority scheme is proposed as an efficient scheduling method at a switching node in an ATM network serving multiple classes of delay-sensitive traffic. The advantage of this protocol lies in that, by properly adjusting the control parameters, it can meet the average delay requirement for different classes and thus guarantee the quality of service. In addition, each class of service can be guaranteed a minimum of bandwidth, which can prevent the low priority class from starvation.
level control is to provide congestion status information to end terminals. Actions in networkwide ATM-level control include trafik monitoring, selective cell discard, and triggering the backward notification of congestion.
Internal control, also known as cell-level control, is the ability for a switch element to perform service scheduling for bandwidth and buffers consistent with the service classes supported by the switch. This could involve buffer allocation between service classes and real-time allocation of bandwidth for each service class and thus prevent one service class from starving for transmission. This establishes a system of relative priorities between classes.
Various priority schemes can be used as a scheduling method at a switching node in an ATM network. The simplest priority scheme is the static priority scheme. In this, priority is always given to the more delay-sensitive class. This scheme frequently causes starvation for the less delay-sensitive traffic.
To overcome the drawbacks of static priority scheme, a dynamic priority scheme is needed. We propose and analyse a new dynamic priority scheme that is suitable for an ATM switching network. In our proposal, each class of service can be guaranteed a minimum of bandwidth, which can prevent the low-priority service class from starvation.
Protocol description
The main reason for imposing a priority discipline on arrivals is to provide preferential treatment to 'high priority' group, e.g. voice cells in ATM networks, at the expense of 'low priority' groups, e.g. data cells. Research on priority schemes has been concerned mainly with static priority assignment. However, they lack flexibility and cannot handle the problem of starvation for low priority groups. So there is a need to propose dynamic priority schemes to be able to adjust the relative priorities of packets according to their required delay limits in the system.
Dynamic priority protocols
Kleinrock [14-181 proposed a time-dependent priority queueing model which consists of P priority groups associated with a set of variable parameter b, where
The instantaneous priority at time I of a group i customer that arrived at time r is simply qdt) = (I -r)bi.
Another dynamic priority discipline, called head-ofthe-line with priority jumps (HOL-PJ), was proposed by Lim and Kobza [19] in 1988. They assume C classes of packets with separate queues for each class. Packets are FCFS within each queue, while queue i has nonpreemptive priority over queue j if i < j . However, packets have maximum limit on the waiting time in queue. When the limit expires, that packet moves to the end of the next higher priority queue. Thus the queueing time at each node will be improved.
Chen et al. [20] proposed two schemes of dynamic priority: the 'oldest customer first' ( 0 0 discipline and the 'earliest deadline first' (EDF) discipline. They assumed multiple queues in the system. Since arrivals that happen to join the longer queue would experience a longer delay time, it is not fair to pick customers for service from queue to queue. Rather, it would be more appropriate to give preference to those customers that have spent more time in the network. This is the so-called OCF discipline. The EDF discipline gives service to the customer with the earliest deadline. In fact, it is a generalisation of the OCF discipline [21].
Priority promotion protocol
A possible disadvantage of these priority schemes is the processing overhead required for monitoring cells for priority change. Also, each arriving cell needs to be time stamped. In an ATM network, the processing time should be as small as possible, because the transmission capacity is very high. In this section, we describe a priority promotion protocol, which can be used as a scheduling method at a switching node in an ATM network because of its easy implementation and good performance.
Consider an ATM switching node consisting of N classes of cells numbered from 1 to N. Class i cells have higher priority than those of class j if i < j . An arriving cell joins the tail of its corresponding class of queue. The highest priority cell is chosen to be transmitted. The access time of a cell is defined as the interval from the time the cell becomes the head of its joining queue to the time that it is chosen for transmission. A limit L is imposed on the access time of each class of cells. If the access time of a class i cell exceeds limit L,, it promotes its priority so that it is higher than cells of other classes and can be chosen for transmission in the next time slot. This protocol can be implemented by employing a counting register at each queue. If the head cell in queue i waits one time slot, the counting register of class i increases one. When the counting register reaches the limit L,, the priority of the head-of-line cell of class i will be promoted and the priority-promoted cell is entitled to be transmitted ahead of other head-of-line cells which do not promote their priorities. The counting register of class i is reset to zero after the head-of-line cell of class i is transmitted. If more than two classes of cells promote their priority simultaneously, the lower priority class (class j ) will be chosen for transmission ahead of the higher priority class (class i).
In our proposed priority promotion scheme, a minimum amount of bandwidth is guaranteed by choosing an appropriate value for the limit L , . If the parameter Li is appropriately chosen the minimum bandwidth requirement for each traffic class is achievable.
Waiting time analysis
In this Section, we analyse the average waiting time for different traffic classes under priority promotion discipline and make some additional simplifying assumptions that are different from those made in Section 2. Assume that there is a single cell buffer for each traflic class. The buffer is released at the beginning of a cell transmission. A class i cell arrives at buffer i with probability Ai during a slot duration. Cell arrivals will be considered at slot boundaries only, namely, just before a slot end. Depending on the availability of the buffer i, a class i cell arriving at the buffer will be either accepted or blocked.
The analytical model is designed as a Markov chain in which state transitions occur at the slot boundaries. The state space can be described by the vector (n,, n 2 , . . . 
., (LN + 2). It is tedious
work to find all possible states and the transition probabilities between states. In Section 7.1 we present the rules that can be formulated to generate the state space and the transition probabilities. A detailed procedure used to generate the state space and the transition probability matrix is presented in Section 7.2. Let Q be the state transition probability matrix of the system generated from the procedure, and n be the steady-state probability vector. The steady-state probability vector I can be obtained by solving the state balance equation:
?IQ=. The throughput of class i traffic is equal to the sum of state probability rr(nl, n2, .... nN) where a class i cell is chosen to be transmitted, or
The delay time W' of a class i cell is defined as the interval from the time a cell arrives at queue i to the time that the cell is transmitted. W' can be calculated by Little's formula
The waiting time Wfi is equal to the delay time W' minus a cell transmission time, thus Because the traffic of class 2 is heavy, a class 3 cell will not be chosen for transmission unless it promotes its priority. It must wait for an access time limit L, to promote its priority then it can be transmitted immediately, thus the waiting time of class 3 is bounded within three time slots. In Fig. 2b , the arrival rate of each class is the same as that in Fig. 2a , but the access time limit of each class is changed. The access time limits of classes 1, 2, and 3 are 2, 3, and 4, respectively. One observes the same behaviour as in Fig. 2a that the waiting time of class 3 is kept UL,.
Figs. 3a and 36 depict the waiting time versus arrival rate of class 3 when class 1 is heavily loaded. The arrival rates of classes 1 and 2 are 1.0 and 0.2, respectively, while the arrival rate of class 3 varies from 0.1 to 1.0. In Fig. 3 4 the access time limit for each class is 3. The waiting time of class 3 stays the same and the waiting time of class 2 is slightly above 3. The reason is that when class 1 is heavily loaded, the cells of low priority classes can be transmitted only when they are priority promoted. The access time limits of classes 2 and 3 are all 3, whereas the priority of class 3 is higher than the priority of class 2 after they are both priority promoted. Thus, the waiting time of class 3 traffic is bounded within the access time limit L, , while the waiting time of class 2 traffic is slightly longer than the access time limit L z . In Fig. 3b, the arrival rate of each class is the same as that in Fig. 3 4 but the access time limit of each class is changed. The access time limits of classes 1, 2, and 3 are 2, 3, and 4, respectively. One observes the same behaviour as in Fig.  3a that the waiting time of class 3 traffic is kept as L , , and the waiting time of class 2 tr&c is slightly longer than L, .
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In Figs. 4a and 4b, the access time limit of high priority class is adjusted to be smaller than that of low priority class. The access time limit of classes 1, 2, and 3 are 2, 3, and 4, respectively. The arrival rates for classes 2 and 3 are fixed at some values, and the arrival rate of class 1 varies from 0.1 to 1.0. It is found that the waiting time of class 2 is always smaller than that of class 3 in Figs. 4u and 4b . Thus, to keep the high priority class always performs better than the low priority class, the access time limit L of low priority class should be larger than that of high priority class.
In Table 1 , the amval rates for classes 1, 2, and 3 are all 1, and the access time limits for all classes are all 3. Table 1 demonstrates the bandwidth allocation when the load is heavy. One finds that classes 2 and 3 cells occupy of the total bandwidth, respectively, while class 1 cells occupy of the total bandwidth. Because the arrival rate of class 1 is 1, a class 3 cell can be transmitted only when it promotes its priority. The priority of class 3 is pro- priority class is heavy, the minimum bandwidth of low priority class is preserved, so that the low priority class in the proposed priority scheme does not suffer from starvation.
Conclusion
A new dynamic priority scheme, the priority promotion discipline has been proposed for ATM networks that provide guaranteed quality of service. The access time of each class of service is imposed with a limit to prevent itself from waiting too long. To keep a higher priority class always performs better than a lower priority one, the access time limit L of lower priority class should be larger than that of higher priority class. When the arrival rate of each traffic class is heavy, by appropriately choosing the access time limit, the starvation of low priority class can be avoided because the I access time limit guarantees a minimum amount of bandwidth to be allocated.
The waiting time of each class of service in relation to the access time limit is analysed using a Markov chain model. By properly adjusting the access time limit of each class in priority promotion protocol, the expected bandwidth of each class is achievable and the delay requirement is met for different classes, thus bring fairness of service and result in resource saving.
The implementation of the priority promotion protocol is quite simple and it is suitable for being a scheduling method in ATM networks. . .., n:), and the state at the (k + 1)th time slot be (rat", , . . . , ny '). The possible changes that can happen for class i traffic are according to the following rules:
(a) If n: = 0, the next possible state n:" will be 0 or 1.
nf'l is 1 if a class i cell arrives at the (k + 1)th time slot, whose probability is L,. nf" is 0 if no class i cell arrives at the (k + 1)th time slot, whose probability is 1 -Ai. 
The decision of which class of traffic is selected for service is based on the service discipline mentioned in Section 2.
The transition probability from (ni, ni, . . . , ni) to (n:", n:+', . . ., nyl) is denoted as &+', n:+l, ..., n y l ; n:. ni, . . . , ni), which is a product of p(n:+'; nf, n i , . . . , ni), From this procedure, all of the valid states and the state transition probabilities are generated.
An example illustrates the procedure. Consider an ATM network with three classes of traffic and the access time limit for each class is 3. To generate the complete state space, choose (0, 0, 0) as the initial state according to the procedure described in Section 3. The next possible states of (0, 0, 0) are (0, 0, 0), (0, 0, l), (0, 1, 0), (0, 1, l),  (1, 0, 0), (1, 0, I), (1, 1, 0), and (1, 1, l) , whose corresponding transition probability are (1 -I1x1 -IJ(1 -i3), 11A2(l -A3), and 1,1, 1,. Because the next possible states of (0, 0, 1) are all in Open list or in Closed list, they are not added to Open list. Repeating the while-loop until no more state contained in Open list, the complete state space and the transition probability matrix are generated. The first four while-loop snapshots of the procedure are depicted in Table 2 . 
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