In this paper, we present new dynamic features derived from the modulation spectrum of the cepstral trajectories of the speech signal. Cepstral trajectories are projected over the basis of sines and cosines yielding the cepstral modulation frequency response of the speech signal. We show that the different sines and cosines basis vectors select different modulation frequencies, whereas, the frequency responses of the delta and the double delta filters are only centered over 15Hz. Therefore, projecting cepstral trajectories over 'the basis of sines and cosines yield a more complementary and discriminative range of features. In this work, the cepstrum reconstructed from the lower cepstral modulation frequency components is used as the static feature. In experiments, it is shown that, as well as providing an improvement in clean conditions, these new dynamic features yield a significant increase in the speech recognition performance in various noise conditions when compared directly to the standard temporal derivative features and C-IRASTA PLP features.
INTRODUCTION
A central result from the study of the human speech perception is the importance of slow changes in speech spectrum for speech intelligibility [14]. A second key to human speech recognition is the integration of phonetic information over relatively long intervals of time. Speech is a dynamic acoustic signal with many sources of variation. As noted by Furui [7, 8] , spectral changes are a major cue in phonetic discrimination. Moreover, in the presence of acoustic interference, the temporal characteristics of speech appear to be less variable than the static characteristics 121.
Therefore, representations and recognition algorithms that better use the information based on the specific temporal properties of speech should be more noise robust [5, 61. Temporal derivative features [7, 81 of static spectral features like filter-bank, Linear Prediction (LP) [lo] , or melfrequency cepstrum [l 11 have yielded significant improvements in ASR performances. Similarly, the RASTA processing [SI and cepstral mean normalization (CMN) techniques, which perform cepstral filtering, have provided a remarkable amount of noise robustness.
Using these temporal processing ideas, we have developed a speech representation which factors the spectral changes over time into slow and fast moving orthogonal components. Any DFT coefficient of a speech frame, considered as a function of frame index with the discrete frequency fixed, can be interpreted as the output of a linear time-invariant filter with a narrow-bandpass frequency response. Therefore, taking a second DIT of a given spectral band, across frame index, with discrete frequency fixed, will capture the spectral changes in that band with different rates. This effectively extracts the modulation frequency response of the spectral band.
The use of term "modulation" in this paper is slightly different from that used by others (2, 121. For example, "modulation spectrum" [21 uses low-pass filters on time trajectory of the spectrum to remove fast moving components. In this work, we instead apply several band-pass filters in the mel-cepstrum domain. In the rest of this paper, we refer to this representation as the Mel-Cepstrum Modulation Spectrum (MCMS).
Our work is reminiscent of the cepstral time matrices in [3, 41. However, in our work, we start from the modulation spectrum of the speech signal and show that it can be seen as linear transformation of the DIT outputs of the cepstral trajectories. As it is well known that the cepstral parameters are highly uncorrelated, the proposed cepstral modulation frequency based features performed better than the modulation frequency based features. Using lower cepstral modulation frequency components, we can reconstruct the cepstrum for each frame and use it as static feature. In this work, we propose using the MCMS coefficients as dy- 
MODULATION FREQUENCY RESPONSE OF SPEECH
Let XI", k] be the DFT of a speech signal z [rn] , windowed by a sequence w [m] . Then, by rearrangement of terms, the DFT operation could be expressed as:
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where ' * I denotes convolution a n d
From (1) 
Then taking a second DFT of this sequence over P points gives:
where Yk(q) is termed the qth modulation frequency coefficient of kth primary DFT coefficient. Lower q's correspond to slower spectral changes and higher q's correspond to faster spectral changes. For example, if the spectrum
will be large for higher values of modulation frequency, q.
This representation should be noise robust, as the temporal characteristics of speech appear to be less variable than the static characteristics. We note that Y&) has dimensions of
[T-'].
To illustrate the modulation frequency response, in the following we derive a modulation spectrum based on (3), and plot it as a series of modulation spectrograms. This representation emphasizes the temporal structure of the speech and displays the fast and slow modulations of the spectrum.
Our modulation spectrum is a four-dimensional quantity with time n (I), linear frequency k (1) and modulation frequency q (3) being the three variables. Let C[n, 11 be the real cepstrum of the DFT X [ n , k ] .
Using a rectangular low quefrency lifter which retains only the first 12 cepstral coefficients, we obtain a smoothed esti-
I=1
where we have used the fact that C[n, 11 is a real symmetric sequence. The resulting smoothed spectrum S[n, k] is also real and symmetric. S[n, k] is divided into B linearly spaced frequency bands and the average energy, E[n, bi, in each band is computed. [ n , b, q] be the magnitude modulation spectruni of band b computed over P points.
The modulation spectrum M [ n , b, q 
MEL-CEPSTRUM MODULATION SPECTRUM FEATURES
As the spectral energies E[n, 4 in adjacent bands in (6) are highly correlated, the use of the magnitude modulation spectrum M[n, b, q] as features for ASR would not be expected to work well (this has been verified experimentally). Instead, we here compute the modulation spectrum in the cepstral domain, which is known to be highly uncorrelated. Consider the modulation spectrum of the cepstrally smoothe
Using (5). (8) can be expressed as:
In (9) we identify that the under-braced tyrm is the cepstrum modulation spectrum. Therefore, A4 [n, k , q] is a linear transformation of the cepstrum modulation spectrum. As cepstral coefficients are mutually uncorrelated, we expect the cepstrum modulation specuum to perform better than the power spectrum modulation spectrum M' [n, k , y ] .
Therefore, we define: trajectory can also be viewed as performing filtering operation. Figure 5 shows the cepstral modulation frequency response of the filters corresponding to fist and second order derivatives of the MFCC features, while Figure 6 shows few of the filters employed in the computation of the MCMS features. On direct comparison, we notice that both of the temporal derivative filters emphasize the same cepstral modulation frequency components around 15 Hz. This is in contrast to the MCMS features, which emphasize different cepstral modulation frequency components. This further illustrates the fact that the different MCMS features carry complementary information.
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In our experiments, we noticed that the higher MCMS coefficients usually degraded th,e speech recognition performance. Therefore. usingfirst P MCMS coefficients, where P' < P , we removed the high cepstral modulation frequency components from the raw cepstrum to obtain a relatively smoother cepstral trajectories, Creconstructed[n, k]. Figure 7 , we show the trajectorj of the loth cepstral coefficient of a clean speech utterance. In figure 8 , the corresponding reconstructed trajectory is shown. Due to the smoothness of the trajectory, we can notice the absence of high cepstral modulation frequency components in it. This is desirable as these components usually degrade the speech recognition performance. In the following experiments, the reconstructed smoothed cepstrum Cyec-structed[n, k] has been used as the static feature in place of raw cepstrum.
RECOGNITION EXPERIMENTS
In order to assess the effectiveness of the proposed MCMS features for speech recognition, experiments were conducted on the Numbers corpus. Four feature sets were generated : 
M C M S~P T :
78 element feature vector consisting of first three real and imaginary MCMSDFT coefficients derived form a basis of sines and cosines as in (10) The results for the baseline and MCMS systems in various levels of noise are given in Tables 1 and 2 .
From the results in Tables 1 and 2 we see a number of interesting points. First, the MCMS features lead to a significant decrease in word error for clean conditions. This is an important result, as most noise robust features generally lead to some degradation in clean conditions (such as RASTA-PLP, for example). Moreover, these features show greater robustness in moderate to high levels of nonstationary noise than both the MFCC and RASTA-PLP features, which are common features in state-of-the-art robust speech systems.
CONCLUSION
In this paper we have proposed a new feature representation that exploits the temporal structure of speech, which we referred to here as the Mel-Cepstrum Modulation Spectrum (MCMS). These features can be seen as the outputs of an array of band-pass filters applied in the cepstral modulation frequency domain, and as such factor the spectral dynamics into orthogonal components moving at different rates. In our experiments, we found that a context length of 120 ms for the computation of MCMS features, performs the best. This is in agreement with the findings of Hermansky [5] and Milner [3,4], where they integrate spectral information over longer periods of time. In these experiments we have used 6 MCMS coefficients which cover the cepstral modulation frequency in the range (3, 22) Hz. In experiments, the proposed MCMS dynamic features are compared to standard delta and acceleration temporal derivative features and 
