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ABSTRACT

IMPARTING 3D REPRESENTATIONS TO ARTIFICIAL
INTELLIGENCE FOR A FULL ASSESSMENT OF PRESSURE
INJURIES
Sofia Zahia
December 3, 2020

During recent decades, researches have shown great interest to machine learning
techniques in order to extract meaningful information from the large amount of data being
collected each day. Especially in the medical field, images play a significant role in the
detection of several health issues. Hence, medical image analysis remarkably participates
in the diagnosis process and it is considered a suitable environment to interact with the
technology of intelligent systems. Deep Learning (DL) has recently captured the interest
of researchers as it has proven to be efficient in detecting underlying features in the data
and outperformed the classical machine learning methods. The main objective of this
dissertation is to prove the efficiency of Deep Learning techniques in tackling one of the
important health issues we are facing in our society, through medical imaging. Pressure
injuries are a dermatology related health issue associated with increased morbidity and
health care costs. Managing pressure injuries appropriately is increasingly important for all
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the professionals in wound care. Using 2D photographs and 3D meshes of these wounds,
collected from collaborating hospitals, our mission is to create intelligent systems for a full
non-intrusive assessment of these wounds. Five main tasks have been achieved in this
study: a literature review of wound imaging methods using machine learning techniques,
the classification and segmentation of the tissue types inside the pressure injury, the
segmentation of these wounds and the design of an end-to-end system which measures all
the necessary quantitative information from 3D meshes for an efficient assessment of PIs,
and the integration of the assessment imaging techniques in a web-based application.
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CHAPTER 1

1. INTRODUCTION

In the last decade, Deep Learning (DL) techniques have gained popularity in many
fields of applications such as: object detection and recognition, acoustic modeling, drug
discovery and toxicology, speech recognition, language modeling, bioinformatics and
many other research topics. In biomedical image analysis, DL approaches have been
proven to be efficient in data analysis such as: Tissue/anatomy/lesion/tumor
segmentation and classification, disease development prediction, images enhancement, etc.
(Litjens 2017). Biomedical image analysis using Deep Learning was applied on several
body parts including: Brain image analysis, Chest (x-ray and CT images), different
pathologies, abdominal, cardiac, dermatological, Musculoskeletal, etc... as represented in
Fig. 1 which includes the analyzed papers in (Litjens 2017) in addition to newer papers.
However, in dermatology studies for instance, the usage of Deep Learning techniques
remains limited for the assessment of skin wounds and more particularly for pressure
injuries. The increasing prevalence and the associated economic cost of pressure injury
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care coupled with the negative impact of this type of wounds on the patient’s life quality
calls for the development of non-invasive tools and techniques that help in the design of
more effective healing protocols. In this sense, image processing techniques have proven
to provide suitable solutions towards this aim. As for other medical applications, Deep
Learning still remains considered in its early stage, and researcher need to leverage their
great effort and catalyze additional contributions in medical imaging in order to help the
medical sector to serve the patients rapidly and efficiently.

Figure 1: The distribution of biomedical image analysis on different body parts using Deep Learning

1.1 Research hypotheses and objectives
The analysis of the problem introduced throughout the previous section lead to the
following hypotheses.
Combining Deep Learning and computer graphics techniques can create an efficient
tool for an accurate assessment and analysis of pressure injuries.
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Based on the aforementioned hypothesis, this dissertation aims to profile the power of Deep
Learning to tackle different medical imaging problems. In order to reach the main aim of
this dissertation, the following specific objectives need to be fulfilled:
- SO1: To construct a full database containing 2D and 3D images of the pressure
injuries, in order to ensure an optimal data quality for a high efficiency of the system,
by making several study visits in collaborating hospitals and patients’ homes.
- SO2: To define the current state of the art achievements in pressure injury imaging
systems. This objective is fulfilled by the comprehensive review of the existing
techniques for assessing pressure injuries using imaging technology.
-

SO3: To design and implement algorithms for the segmentation and classification

of pressure injuries, and to combine 3D representations with Deep Learning techniques
for quantitative characteristics extraction (Area, surface, perimeter, depth, volume…).
The following framework summarizes the idea behind this case study of pressure injury
assessment, as shown in figure 2.

Figure 2: Global framework for pressure injury assessment
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1.2 Scientific and social impact and contribution
The use of Deep Learning techniques is believed to improve the diagnosis of several
health issues, using all different type of data and modalities. The issue with traditional
approaches is the necessity to choose the features which are important in the given images.
Hence, the computer vision engineers need to judge with a trial and error process to decide
the features which best describe the objects to detect. Deep Learning has introduced the
concept of end-to-end learning. When the machine is given a set of images, which have
been annotated by experts, Neural networks discover the underlying patterns during the
training and automatically find out the most descriptive features with respect to the objects
to be detected. In fact, in the last decades, Deep Learning has become the dominant method
for many machine vision-based applications such as object detection, object localization
and semantic segmentation.
Besides using Deep Learning to tackle the studies medical problems, the other main
part of this thesis work is the combination of more than one input data to reach the aimed
objectives. Not only 2D photographs were used to design the overall system, but also 3D
meshes which contain essential geometric information were used to reach an accurate
assessment and healing evaluation of pressure injuries. Most hospitals require
documentation of the pressure injury using images, and additionally, expect the healthcare
professionals to take more detailed information. Using such system, they will have the
ability to use the time with the patient more effectively.

1.3

Research methodology
This section explains the methodology followed by the research work of this
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dissertation. This dissertation has been submitted on a PhD by publication basis, so the
dissemination of scientific publications is presented throughout the whole research process,
as it is displayed in Fig. 3.

Figure 3: Research methodology followed in each one of the three study cases

– State-of-the-art literature: The main objective of this step is to analyze and understand
the current state of the art of all the technologies and techniques involved in the problem
in hand. The knowledge obtained during this stage will lead to the formulation of the
hypothesis and later to the comparison with the obtained results.
– Design and Development: After the literature analysis and the processing of the
knowledge acquired in the previous step, this step involves the design and development of
the different parts of the system.

5

– Experiments and Evaluation: At this stage, methods for the evaluation of the system are
defined. the designed system is redesigned depending on its performance on the given
validation data.
– Final results and discussion: This step aims to compare the obtained results with the
state-of-the-art results, which leads to the final assessment of the established hypothesis.

1.4

Summary and organization of the study
This section outlines the structure and content of the different chapters that are part

of this dissertation. The chapters described below contain the major content of published
articles in peer reviewed journals with impact factor.
•

Chapter 1 – Introduction: This first chapter has introduced the overall concept
of the outlined research study. Its main objective is to set the main objectives and
the research scenario. It will leave the reader with an overall idea of the conducted
research study and system development. On top of this, the hypothesis and specific
objectives introduced in this section will be key factors in the overall development
of the study.

•

Chapter 2: Literature review:

This chapter presents the state-of-the-art

techniques for the assessment of pressure injuries and chronic wounds and the
advances of Deep Learning in medical imaging applications.
•

Chapter 3: Tissue types classification:

The second part presents the

segmentation and classification of pressure injury tissue types using convolutional
neural networks. This chapter illustrates the proposed framework with the initial
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dataset (before starting hospitals study visits and database creation).
•

Chapter 4: Pressure injury segmentation and 3D measurement:

In this

chapter, we present the acquired dataset of 2D photographs and 3D meshes from
collaborating hospitals. Then we present the designed end-to-end system where
the segmentation of pressure injuries is conducted using a pretrained Mask RCNN
model. Then, the output of the segmentation is combined with 3D meshes in order
to automatically extract all the measurements necessary for an efficient assessment
of these wounds (area, depth, volume, perimeter, etc.).
•

Chapter 5: Web-based application: The fifth chapter presents the integration of
image processing techniques in a web-based application, which contains the data
acquired from a sensor device designed for a non-intrusive assessment of pressure
injuries and infection detection. By the means of this application, the doctors can
easily track the evolution and healing of the wound through the time using
different visualization graphs.

•

Chapter 6: Conclusion: The sixth and final chapter of the dissertation introduces
the different thoughts and conclusions extracted from the final evaluation of the
research work presented. and whether the objectives set in the beginning were
successfully met during the process. Future lines will be discussed in this section.
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CHAPTER 2

2. LITERATURE REVIEW

Owing to advances in high-throughput technologies, important amounts of medical
data has been collected in recent decades, including data related to medical images (Amoon
2020). Traditionally, discriminative features were manually designed and extracted for
classification and detection of abnormalities, and segmentation of regions of interest in
different medical applications (Xu 2020). This step requires the expertise of physicians and
experts. However, because of data complexity and the limited knowledge in data
interpretation, Deep Learning has soon caught the attention of researchers as one of its
powerful advantages is the unnecessity of feature selection to reach the final goal. Deep
Learning models are composed of multiple processing layers to learn representations of the
data with multiple levels of abstraction. These methods discover complicated structures in
large data sets. Thus, they have dramatically improved the state-of-the-art in many fields
of machine learning (Zahia 2020b). The most successful type of models for image analysis
to date are convolutional neural networks (CNNs). CNNs contain many layers that
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transform their input with convolution filters of a small extent. Other architectures are also
widely used for data analysis such as Recurrent Neural Networks (RNNs) which were
developed for discrete sequence analysis and their variations such as Long Short Term
Memory (LSTM) and Gated Recurrent Unit (GRU).
In the following sections we will present Deep Learning for medical imaging
application along with the corresponding contributions with great impact in the field. Then
we will present the widely used Deep Learning architectures used in the literature to tackle
the aforementioned applications. Then, we will present the state of the art advances in the
special study case of pressure injuries.

2.1.

Biomedical imaging modalities

There are several types of biomedical images which depend on the acquisition
technique and the clinical analysis desired from the specific part of the human body. The
list below shows the types of medical images most widely used in the research field.
2.1.1 Clinical images
These images are digital images of specific parts of the patient’s body, which are
usually acquired to track the efficiency of the treatment in case of a skin lesion or a wound
over time. The widespread use of digital devices has made the clinical images more
available and easily shared in order to improve the diagnosis, the treatment, the
management, the clinical practice and inter-clinician communication.
2.1.2

X-ray imaging

X-Ray imaging is one of the widely used biomedical imaging modality to
capture the inside of the body. The images are composed of different shades of black and
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white, as each body tissue absorbs the radiation differently. Bones for instance appear white
as they absorb most of the rays because of the calcium present in them. The most familiar
usage of such image is to check bone fractures or to detect common diseases in chest such
as pneumonia.
2.1.3

Magnetic Resonance Imaging

The MRI modality is a powerful technique for the diagnosis of
abnormalities in soft tissues. Using strong magnetic field together with radiofrequency
waves, it is able to capture physiological processes in the body. For instance, MRI is used
to detect some brain lesions and tumors, and can construct the images in all the three axes.
There are different types of MRI: Diffusion MRI used the diffusion of eater molecules to
generate contrast in the images. This type mostly used to detect multiple sclerosis, epilepsy
and Alzheimer’s diseases (Bodini 2009). The changes in neural activity can be diagnosed
using Functional MRI (fMRI),
2.1.4

Computed Tomography (CT)

Tomography aims at capturing sectional images of the internal organs, bones, soft
tissues and vessels which are then superimposed in order to form three-dimensional
images. This type of imaging is commonly used to detect abnormal tumor growth, artery
diseases and blood clots.
2.1.5

Ultrasound Imaging

Ultrasonography is an imaging technique which uses high-frequency sound waves
to visualize real-time internal body structures. It is mostly used to monitor the developing
fetus during pregnancy. The constraint with this imaging technique is the inability to
capture organs blocked with air or air filled such as lungs.
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2.1.6 Microscopic Imaging
Microscopy is an imaging technique used to analyze tissues in the microscopic
level. Thanks to the acquisition of microscopic and pathologic images, practitioners and
medical researchers are able to improve cell pathology diagnosis such as cancer detection.
The analyzed tissues are usually coming from a biopsy and are then dyed with staining
elements for a better visualization at a cellular level.

2.2.

Deep Learning for medical imaging
Medical imaging literature has witnessed great progress in the designs and

performance of deep convolutional models for medical image segmentation (Tajbakhsh
2020). Also, image classification was one of the first areas in which Deep Learning made
a major contribution to medical image analysis. Litjens et al. (Litjens 2017) surveyed the
early Deep Learning solutions for various medical imaging applications including image
classification, object detection, and object segmentation. Biomedical image analysis using
Deep Learning was applied on several body parts including: Brain image analysis (Dou
2015)(Ghafoorian 2017)(Ismael 2020)(Akil 2020)(Shi 2017), Chest (x-ray and CT images)
(Wang 2016a)(Dou 2016b), different pathologies (Chang 2017), abdominal (Lu 2017),
cardiac (Gulsun 2016), dermatological (Zahia 2018)(Zahia 2020), etc. The huge amount of
contributions in the field of biomedical data analysis with artificial intelligence only
confirms that using AI to examine the healthcare sectors will improve patient assistance
and patient care in the future direction (Xu 2020). The figure below (Fig. 4) illustrates the
applications of Deep Learning in biomedical image analysis.
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Figure 4: Examples of Deep Learning application in medical imaging
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2.2.1. Deep Learning architectures
Deep learning architectures have revolutionized the analytical aspect for big data
and have omitted one of the major steps in classical machine learning methods which was
features extraction. These architectures consist of deep networks of varying topologies,
made of several layers that process the data: input layers which are given the input the data,
the hidden layers where data is processed and combined, then an output layer which
produces the desired output (prediction). The number of hidden layers define the depth of
the architecture. Activation functions such as Sigmoid, Rectified Linear Unit, Hyperbolic
tangent and others map the non-linearity relationship between the input and output. This
can help the network learn complex data and provide accurate predictions. There are
several architectures which have been used in biomedical image analysis:
2.2.1.1.

Auto-encoders (AEs)

An auto-encoder is an unsupervised learning algorithm that learns to produce
the same output as the one given in the input, while using fewer neurons in the hidden
layer, as shown in Fig. 5. It is composed of two stages: Encoder and decoder. The encoder
part learns the features of the input with fewer parameters, and therefore, it reduces its
dimensionality. On the contrary, the decoder part, generates the output vector as a
representation of the compressed vector in the hidden layer (Le, Q.V 2015). When the autoencoder has multiple hidden units, it is named stacked auto-encoder (SAE). This type of
architecture has also been used in biomedical image analysis and has been proven to be
efficient in several image processing tasks such as the classification of Alzheimer's and
Mild Cognitive Impairment diseases (Suk 2013)(Suk 2015), features extraction of rs-fMRI
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for Mild Cognitive Impairment diagnosis (Suk 2016), image similarity metric to learn the
correspondence of two images (Cheng 2018).

Figure 5: Representation of a simple auto-encoder architecture (Adapted from Le, Q.V 2015)

2.2.1.2.

2D Convolutional Neural Networks (2D CNNs)

Convolutional neural networks (CNNs) represent the most common Deep
Learning architecture used for biomedical image analysis, and have been proven to be very
efficient in patterns recognition and image segmentation (Zahia 2018)(Ronneberger 2015).
Also known as ConvNets, they are feed-forward neural networks composed of cascaded
convolution and pooling layers, optionally followed by fully connected layers (Lu 2017).
•

Convolution layer: This layer represents the main concept behind
convolutional neural networks. It is based on convolving an input image with
kernels to obtain feature maps. In fact, as the filter moves along the input
image, it uses the same parameters for the convolution (Fig. 6). Hence, the
formed feature map characterizes a specific pattern in the image. In this sense,
CNN is able to recognize specific patterns and is robust to distortions and
geometric transformations. The convolution layer has many features. The filter
size defines the size of the subregions being convolved. The number of filters
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represents the number of channels in the convolution layer. The stride defines
the step size with which the filter moves along the image.

Figure 6: Illustration of the convolution layer with a filter size 3 × 3 and a zero padding 1 × 1 (from Conv).

•

Pooling layer: This layer minimizes the number of parameters used in the
network by resizing the previous layer. It returns the maximum or mean value
of a subregion of the previous layer.

•

Fully Connected Layer: This layer connects all its neurons with all the
previous neurons. For classification purposes, this layer generates the final
output which is equal to the number of the type studied.

•

Softmax layer: known as normalized exponential, this is an activation function
which follows the fully connected layer for multi-class classification purposes.

•

Classification layer: this assigns the output result of the Softmax layer to one
of the studied classes by using the cross entropy function.

Since convolutional neural networks are generally used for image
processing, the illustration of this architecture will be presented using an image as
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the input. Fig. 7 depicts an example of a CNN architecture which is composed of
2 convolution layers, 2 pooling layers, a fully connected layer and output
predictions of 5 studied classes.

Figure 7:Representation of a convolutional neural network architecture containing 2 convolution layers, 2 pooling
layers, a fully connected layer and an example of pressure injury tissue type prediction (Adapted from Lu 2017).

2.2.1.3.

Region Based CNNs:

(R-CNN, Fast R-CNN, Faster R-CNN and Mask R-CNN): For object detection task,
these architectures have had a tremendous impact in research. R-CNN as well as Fast RCNN enable the detection of the object using a bounding box. Since R-CNN (Girshick
2014) was computationally expensive because it was using selective search to look for the
highest probability of containing the object, an improvement was made in the next
architecture Fast R-RCNN (Girshick 2015) where the image was fed to a ConvNet to
extract features of the region proposals and then fully connected layers before the
classification output. Lastly, Faster R-CNN (Ren 2015) outperformed the aforementioned
architectures by reducing the complex pipeline that they exhibited. In fact, a region
proposal network was inserted after the last convolutional layer. Faster R-CNN has become
the most used architecture for object detection problems. Later, Mask R-CNN (He 2017)
was released, enabling the performance of semantic segmentation. This architecture
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extends Faster R-CNN by adding a branch for predicting segmentation masks on each
Region of Interest (RoI), in parallel with the existing branch for classification and bounding
box regression, as shown in Fig. 8.

Figure 8: Mask RCNN architecture overview

2.2.1.4.

3D Convolutional Neural Networks (3D CNNs)

The 3D CNNs function in the same way as 2D CNNs, with the exception of
convolution kernels that are expanded to three dimensions. The architecture of 3D CNN
is composed of stacked layers of 3D convolutions and 3D maxpooling layers, followed
by flatten layer, dense layers and output prediction layer.
- 3D convolution layer: It represents the core layer of a CNN architecture.
A filter with learnable weights slides over the input while moving in 3-direction
(height, width, depth of the image) to calculate the feature representations, and
produces a weighted sum as the output. The weighted sum is the feature space that
represents the input for the next layers. Figure 9 shows the concept of the sliding
3D window of size (3x3x3) over a (9x9x9) matrix with stride=(1,1,1) and no zero
padding. The output size is (7x7x7).
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Figure 9: Illustration of 3D convolution applied on a (9x9x9) input volume with a
(3x3x3) filter sliding through the 3D space, and resulting in a (7x7x7) output volume

-

3D maxpooling layer: This layer extends the functionality of a max

pooling layer to a third dimension. It down-samples the input data by dividing it
into cuboidal regions and computing the maximum of each region. The purpose of
its usage is to gradually decrease the spatial size of the representation and the
amount of parameters learned in the network, and hence controlling overfitting.

2.2.1.5.

Recurrent Neural Networks (RNNs)

The important contributions of RNNs are in the areas of language
modeling, image labeling and speech processing and prediction. In such fields, the
output is highly correlated with previous data. Hence, the systems should not
process the data independently but as a whole sequence. For this very reason,
Recurrent Neural Networks are the most suitable to handle problems involving
sequential data, such as time series data or sequences of characters and words. In
fact, recurrent neural networks introduce loop or cycles, where the output of one
layer is the input of the same layer or a previous one, as presented in Fig. 10. However,
simple RNN architectures fall short of some processing needs. Actually, input data size is
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often large, therefore the range of context learned is quite limited, and so the gradients
become very small to the point that they vanish to almost zero. This problem is referred as
vanishing gradient problem (Hochreiter 2001). Long short-term memory (LSTM) networks
overcome this shortcoming by adding cells, also called gates, to access past information. It
enables efficient learning of long sequences by selecting the information to learn and the
one to erase.

Figure 10: Representation of a recurrent neural network architecture (Adapted from Le, Q.V 2015)

2.3.

Pressure injury assessment

2.3.1. What is a pressure injury?
The average life expectancy of world population has steadily increased during the
last decades, and it is expected to continue growing during the next century. At the same
time, medical professionals have witnessed an increasing incidence rate of diseases related
to sedentary lifestyles and unhealthy eating habits, such as diabetes, especially in the
Western diet (Klonoff 2009). The convergence of these two trends has increased the
number of long time care patients subject to lengthy periods of immobilization who suffer
pressure injuries: a type of chronic wounds resulting from damage caused by pressure over
time causing an ischemia of underlying skin structures. These injuries appear most
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commonly at bony prominences like the sacral area and heel (Horn 2004). Some factors
which contribute to pressure injury formation are: skin contact with a bed or a chair without
frequent position changes, contact with urine or stool, diseases like diabetes that affect
blood flow, injuries which restrict your body positioning and your nutritional status or
medications. There are many other factors than may put the skin at risk for pressure
injuries, as presented in Fig. 11.

Figure 11: Risk factors of pressure injury occurrence

Despite all the prevention measures that are put in place, pressure injuries may still
develop. More than 5.7 million people in the United States (~ 2% of the population)
develop chronic wounds, at an annual cost of US$20 billion (Sen, C.K. 2019). And the risk
of developing them during hospital stays is 3 times greater than the risk of being involved
in a car accident. Healthy skin, muscle or fat tissue starts to die when blood flow is slowed
or interrupted by pressure. This pressure can be caused by the bones pushing down on a
surface like a chair or a bed.
Pressure injury stages are defined based on the deepest parts of the ulcer and the type
of tissue affected. Higher stage ulcer represents deeper tissue damage and more serious
injury. There are four main stages of pressure injuries (stages 2018):
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• Stage 1: Pressure injury often presents as intact skin with redness, and is usually
over a bony area. The skin would stay red after the pressure is removed. This is because
the first area affected by pressure is muscle tissue. In fact, due to its aerobic metabolism,
muscle tissue requires more oxygen. Hence, when blood circulation is interrupted, lesions
begin appearing in deep muscle levels before reaching the skin. The surface area may be
painful, warm or softer compared to surrounding tissues.
• Stage 2: Pressure injury presents as an area where the top layer of the skin is
missing with the open area being pink or red.
• Stage 3: Pressure injury is deeper and more severe than a stage 1 or 2 pressure
injury. It goes into fat tissue, and dead tissue may also be present.
• Stage 4: Pressure injury is the most severe form of this wound. It is the deepest
ulcer possible and would reach muscle tissue and possibly bones. Dead tissue may also be
present with stage 4 pressure injuries. Fig. 12 depicts the main tissue types that can be
present in stage 3 and 4 pressure injuries.

Figure 12: The main tissue types present in stage 3 and 4 pressure injuries.
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There are also two additional stages of pressure injuries. One is called
unstageable because there are such exceedingly dead tissues in the wound that physicians
cannot examine its depth. The other type of pressure injuries is called deep tissue pressure
injury (DTPI). It usually begins with skin that is not broken, and it is usually purple or dark
purple in color. This type of ulcer can open quickly and become a deep pressure injury
(Cuddigan 2016), as it appears in Fig. 13.
Pressure injuries can occur in different areas, including: back or sides of the
head, rims of the ears, shoulders, hipbones lower back, backs or sides of the knees, heels,
ankles and toes. The age of the patient, coupled with certain medical conditions such as
diabetes, slows down the healing of pressure injuries, which often are not healed before the
death of the patient (Brown 2003), and represent a significant economic cost for medical
care services (Soldevilla 2016). Pressure injuries are both painful and prone to infection,
which calls for a continuous monitoring of their evolution by medical staff.

Figure 13: Evolution of DTPI to unstageable pressure injury.

Documenting the pressure injury once the patient is admitted to the hospital is the
first essential step in the process of prevention and assessment. Firstly, caregivers need to
check if the patient has already an existing pressure injury. In such case, documenting the
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stage, the size, the color, the drainage and other characteristics is the first step towards a
properly done management of the pressure injury. In case the state of the wound is severe,
wound care team is to be contacted to prescribe a personalized treatment. This includes
reducing pressure and friction by repositioning every one to two hours and using support
surfaces to protect sensitive skin and minimize shear, cleaning and dressing the wound
depending on its stage, and removing damaged tissue. The latter intervention is crucial to
keep the wound free of infected or dead tissue. Depending on the state and stage of the
pressure injury, the treatment may differ. When the wound is in its first stages, a gentle
cleaning and proper dressing is required to prevent it from getting infected. When the
pressure injury is in stage 3 or 4, it may take several months to heal, or may never do,
especially if other risk factors are permanently present, such as: poor blood circulation and
vascular diseases, diabetes, poor nutrition, immobility. Hence, a user-friendly system for a
non-intrusive assessment of pressure injuries would represent a valuable tool for frequent
assessment and monitoring of these wounds.
To avoid the discomfort of patients in the process, non-invasive wound monitoring
techniques are preferred. In this sense, imaging techniques are called to play a key role, as
they allow an accurate analysis of its features with no need of contact with the wound itself.
2.3.2.

Wound imaging with machine learning

The studies of skin wounds using image processing have skyrocketed during the
beginning of the 21st century. Hence, the majority of the presented contributions were
published during the last decade.
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2.3.2.1.

Searching methodology

The literature search was performed using several databases, namely: Web
of Science, SpringerLink, IEEE Xplore, PubMed, Science Direct, the Scientific Electronic
Library Online (SciELO), SPIE Digital Library and Wiley Online Library.
Searched Terms
In order to look for papers regarding wound analysis using image processing
techniques, different search terms were used, and some of them were combined in the same
search. Furthermore, the terminology of pressure ulcer was changed to pressure injury in
April 2016 by the National Pressure Ulcer Advisory Panel (NPUAP) (NPUAP 2016).
Therefore, both terminologies were included in the search terms. The authors used the
following terms: “image processing”, “image analysis”, “medical diagnostic imaging”,
“pressure ulcer”, “pressure injury”, “skin lesion”, “skin wound”, “wound measurement”,
“tissue classification”, “wound seg- mentation”, “wound healing”, “wound area
measurement”, “wound boundary delineation”, “monitoring systems”, “3D modeling”,
“volume measurement”, “teleMedicine”, “surface reconstruction”, “machine learning”,
“Deep Learning”, “wound evaluation”, “diabetic foot”, “wound assessment”, “neural
networks”, “feature extraction”, “pattern recognition”, among others.
Inclusion Criteria
Titles and abstracts represented the first selection step to find the papers meeting
the desired criteria. Then duplicates were removed. Since wound assessment involves
several applications such as wound segmentation, tissue classification, wound
measurement and healing prediction, the corresponding papers which were judged to be
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suitable were retrieved and classified according to the assessment application, using the
Zotero application.
Exclusion Criteria
Papers not specifically dealing with wound imaging techniques, or lacking
precision were excluded from the study.
Fig. 14 depicts the study selection flow diagram including the number of papers
addressing each one of the wound imaging problems:
• Wound segmentation: The pressure injury segmentation problem consists in
automatically finding the boundaries limiting the wound, so that it can be separated from
the rest of the image for further analysis [17].
• Wound measurement: Once the wound is segmented, the following analysis
often consists in conducting measurements of physical characteristics of the ulcer, such as
its area, depth and volume, sometimes involving the creation of volumetric models of the
wound.
• Tissue classification: In advanced stages of pressure injury evolution,
subcutaneous tissues become visible (e.g. tendons, muscles, bone). In this situation, a
typical analysis consists in classifying the different types of tissues visible.
•

Healing evaluation: Finally, coupling the results of pressure injury image

analysis with medical domain knowledge allows performing pressure injury healing
evaluation.
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Figure 14: Study selection flow diagram.

Data

analysis
After selecting the papers judged to be suitable for the review, 82 papers met the
required criteria, and the corresponding full-texts were analyzed. Hence, the following
information was extracted:
- Year and country: The studied topic has gained interest from re- searchers in
the last decades. Hence, knowing its year of publication and the main country of affiliation
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is important to analyze the geographic regions dealing with this topic and when this interest
has risen. The map in Fig. 15 represents the distribution of wound imaging researches by
countries, where India has the highest number of contributions to this topic.
- The type of the publication: Type I: International journals, Type II: International
conferences and workshops, and Type III: Book chapter. A fraction of 43% of the analyzed
papers were journal papers and 56% were conference papers.
- Image database: The types of skin wounds studied were extracted in order to
differentiate between the contributions to skin wounds imaging analysis. Furthermore, the
number of images used re- presents an important element which enables to determine the
efficiency of the proposed system since the majority of the techniques used are based on
machine learning techniques that require a large set of images for the learning phase. 99%
of the papers used visible light images, whereas Chaves et al. (Chaves 2015) used
thermograms and Bochko et al. (Bochko 2010) used near-infrared (NIR) images.

Figure 15: The analyzed articles in this review per country.
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- Image processing techniques: The assessment of skin wounds, as it will be
presented in the following sections, can be done using several methods, depending on
desired output (segmentation or classification or measurement, etc.). The diagrams
presented in Fig. 16 and Fig. 17 present the main image processing techniques analyzed in
the reviewed papers for wound segmentation and wound/tissue classification respectively.
Generally, the preprocessing step is important in order to perform wound segmentation. It
consists of noise reduction and filtering as well as color correction. The color space
conversion is typically used in order to better distinguish between the wound and the skin.
The most commonly used color spaces are: RGB, HIS and Ydb Dr color spaces. As for the
segmentation step, different techniques have been used and the given results were
promising. Since the databases used differ from one paper to another, as well as the number
of images used, a comparison between the techniques could be misleading. The most
common methods found in the analyzed papers, as presented in Fig. 15 were classification
machine learning techniques (fuzzy C-means clustering (Chakraborty 2016)(Chakraborty
2015)(Trabelsi 2013),(Yadav 2013), K-means clustering (Veredas 2015),(Dalya
2016),(Haider 2016),(Chakraborty 2015),(Trabelsi 2013), (Hettiarachchi 2013),(Yadav
2013) for unsupervised classification, and support vector machines (Bochko 2010),(Dalya
2016),(Seixas 2015),(Kolesnik 2006),(Wang 2017) for a supervised classification). Once
the segmentation is performed, a post-processing step is sometimes added in order to
enhance the segmentation results such as morphological operations (Dhane 2016),(Dhane
2017) and filtering (Bochko 2010). As for wound/tissue classification techniques, support
vector machines (SVM) was mainly used in the case of supervised classification (Veredas
2015),(Joseph 2016),(Mukherjee 2016),(Wannous 2011),(Wannous 2008),(Kosmopoulos
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2007), and K-means clustering for unsupervised classification (Hani 2012),(Wang
2015),(Hani 2012),(Hani 2011),(Wannous 2011).

Figure 16: The analyzed papers per wound segmentation image processing technique. (Please
refer to (Zahia 2020b) for the corresponding referenced papers)

Figure 17: The analyzed papers per wound/tissue classification image processing technique. (Please refer to
(Zahia 2020b) for the corresponding referenced papers)
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- Results: The main results metrics used in wound imaging validation are the
accuracy, specificity and precision.
An optimal imaging system for pressure injuries assessment should verify all
following criteria:
- An efficient detection of the wound whatever the clinical capturing conditions are:
lightning, angle and distance.
- An accurate distinction between the wound and the rest of the image, with all
possible objects included in the image such as: bed, bed sheet, a ruler or color panel and a
person's hand or arm.
- A reliable measurement of the wound's characteristics such as: length, width, area
and depth.
- Eventually, an optimal healing prediction with all the previous data given to the
system.
In the literature, four main problems are addressed in pressure injury image
analysis, as depicted in Fig. 14: Segmentation, measurement, tissue classification and
healing evaluation.

2.3.2.2.

Segmentation

Finding the boundaries of a pressure injury in an image is typically a first
necessary step that allows subsequent analyses. In the past, medical staff used computer
pointing devices to delineate the wound boundary in pressure injury images (Delode 2001).
However, this manual approach was unreliable due to the subjective component involved
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in the process (e.g. differences of opinion between clinicians about the actual limits of the
wound) (Bulstrode 1986). For this reason, automated segmentation tools have been
developed to perform objective ulcer segmentation.
One of the first techniques used for ulcer segmentation were edge- based
segmentation techniques, such as active contour models (ACM) or Snakes algorithm
(Silveira 2009),(Hettiarachchi 2013),(Jones 2000). For instance, Jones and Plassmann
(Jones 2000) presented ACM that used piecewise B-spline arcs and the minimax principle
to adaptively regularize the ulcer contour according to the local conditions in the image,
using wound contour manual delineations to initialize the ACM. Their approach
significantly reduced the inherent variations upon repeatability and consistency of ulcer
area measurements.
However, most approaches to pressure injury segmentation have been based on
similarity-based segmentation techniques. This is the case of the statistical color models
by Veredas et al. (Veredas 2015b), who used a set of training images to build color
histogram models for four different wound tissue types. Then, using a Bayesian approach,
they computed the posterior membership probability of the pixels of an incoming pressure
injury image, thus assigning each pixel to the most likely type of tissue type and obtaining
a segmentation of the ulcer.
The main disadvantage of supervised approaches is the need for either (i) a large
enough set of training images to learn significant features for ulcer segmentation or (ii) the
manual annotations by an expert, which has an impact in terms of cost, precision and
reliability. For this reason, unsupervised approaches constitute an interesting alternative.
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An example of this is the use of spectral clustering for ulcer segmentation
presented in (Dhane 2016). In said work, the authors first preprocessed the images,
performing color homogenization by combining the gray world assumption and Retinex
theories, reducing noise via first order nonlinear filters, and converting the images to the
HSV color space to improve image quality for accurate segmentation of the wound area.
Then, spectral clustering was applied to find homogeneous regions in the image, resulting
in segmented regions which were post-processed using the opening, hole filling,
thickening, bridging and thinning morphological operators to obtain the desired segmented
image. Then in their next work (Dhane 2017), they used calculated mean contrast to select
the best color channel from 14 color spaces. They found that the Db channel had the highest
contrast and enabled better segmentation results compared to the others. Another
contribution of the new approach was to use gray based fuzzy similarity measure and
segment the resulting gray image using spectral clustering. The same methods of postprocessing presented in their previous system [7] were applied in this work in order to
retrieve better segmentation results.
Another proposal for unsupervised pressure injury segmentation was recently
presented by Ortiz et al. (Ortiz 2017). The proposed method searched for contrast changes
in the image, extracting synthetic frequencies using a model of the energy density over an
electric field to describe a relation between a constant density and the pixels intensity.
Furthermore, a toroidal geometry was used to decompose the image over multiple contrast
levels by varying the synthetic frequencies, and finally the decomposed image was
segmented by applying Otsu's method (Otsu 1979) to obtain the contours corresponding to
contrast changes in the image. The same authors integrated this method afterwards in a
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mobile application in order to enable nurses to assess the captured pressure injuries in real
time (Garcia-Zapirain 2018). Chakraborty et al. (Chakraborty 2016) presented a wound
segmentation technique using preprocessing followed by fuzzy K-means clustering. The
results showed a very high segmentation accuracy (98.98%). Then the same authors
presented in (Chakraborty 2017) an approach for chronic wound segmentation using
preprocessing techniques such as noise reduction and filtering followed by particle swarm
optimization (PSO). This method is a stochastic global optimization algorithm which was
based on swarm intelligence (Bonabeau 1999) and characterized with a fast convergence
rate.
Another approach for wound segmentation was based on machine learning
methods. Bachko et al. (Bochko 2010) proposed a system of lower extremity ulcers
segmentation and measurement using support vector machine classifier. In fact, the studied
images were acquired using a developed four-band spectral digital camera with captured
near-infrared (NIR) images. These images were first preprocessed by normalizing them
and deleting all irrelevant information on the edges of the images. Then SVM classification
was applied after a training step using 18 images. Finally, a post-processing step consisting
of smoothing the images using Median filtering was applied on segmented images.
Fig. 18 depicts some pressure injury image segmentation results, extracted from
a selection of papers in the literature.
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Figure 18: Collage of some pressure injuries segmentation results:
a) Pressure injury segmentation using energy density model for contour extraction proposed by Ortiz et al
(Ortiz 2017). (b,c) Wound segmentation using spectral clustering and morphological post processing,
proposed by Dhane et al. (Dhane 2016) (d) Wound segmentation using spectroscopy and 3D stereophotogrammetry proposed by Paluchowski et al. (Paluchowski 2013). (e–g) Wound segmentation using fuzzy
based thresholding and mathematical morphology operations, proposed by Mukherjee et al. (Mukherjee
2014)

2.3.2.3.

Measurement

The physical parameters of a pressure injury (e.g. its area, depth, volume) constitute a
valuable clinical indicator for assessing the progress of healing. This is the reason why the
literature presents several works devoted to the automatic measurement of such parameters
from images, using mainly 3D imaging techniques.
One of the earliest approaches to measuring the area and volume of pressure injuries
was MAVIS (Measurement of Area and Volume Instrument System) (Plassmann 1998).
Projecting structured light (i.e. parallel stripes of alternating colors) on the region of
interest, and using a standard camera to capture the image, the authors made it possible to
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generate a three dimensional map of the ulcer. Using cubic spline interpolation to simulate
the healthy skin surface, the volume of the ulcer could be computed.
The use of different image modalities was the main novelty of the multimodal vision
system combining 2D imaging spectroscopy and 3D stereo-photogrammetry presented in
(Paluchowski 2013). The proposed system was formed by a high resolution hyperspectral
camera and a monochromatic video frame camera mounted on the same scanning system.
The acquisition of stereo images provided information about the ulcer surface geometry,
while the hyperspectral image was employed to detect the wound boundaries using
spectroscopic analysis. Finally, creating a surface model of the region surrounding the ulcer
allowed reconstructing the top surface above the wound and thus, to compute its volume.
However, these approaches require using costly and complex lightning and imaging
equipment, thus hindering its application by non-trained medical staff or its widespread
use in the first line of health care. For this reason, Albouy et al. (Albouy 2007) addressed
the problem of creating 3D models of the ulcer by matching two uncalibrated images
captured with different angles.
The same authors extended their work in (Treuillet 2009), designing an iterative
matching scheme to generate a dense estimation of the surface geometry from two widely
separated uncalibrated images taken with a hand-held digital camera with free zooming,
obtaining accurate volumetric measurements.
The same approach was proposed by Yee et al. (Yee 2017) using iDr app. This app
was designed to accurately and non-invasively reconstruct 3D wound model and measure
the wound's area and volume in 3D digital space. When a video of the wound is taken, the
wound is imaged from different viewpoints. Then, structure from motion (SFM) algorithms
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select image pairs that will be used to reconstruct the wound by the mean of stereoscopic
3D reconstruction techniques. The accuracy of this app was measured by comparing the
retrieved metrics using iDr with a commercial structured light based 3D industrial camera
which has an accuracy level of 50 μm. The iDr app yielded an overall average relative error
of 1.66% for distance measurement, 1.14% for area measurement and 4.41% for volume
measurement.
The quantitative characteristics of pressure injuries were also measured using the
detection of a ruler which is generally placed next to the wound while taking the
photographs. The ruler often includes a color panel which permits the color correction, the
conversion from pixel size to real size, and the detection of the angle from which the images
were taken using computer vision stereoscopy methods. Li et al. (Li 2017) proposed an
approach for wound surface, area, length and width measurement. Using 32 pressure injury
images containing a ruler with 4 color panel, they first applied an RGB to YCbCr color
conversion and detected the skin using Gaussian model. An SVM classifier was then used
to distinguish between pixels belonging to the wound and the others belonging to healthy
skin. Once the wound was segmented, the authors used the detected color panel to adjust
the image's perspective and retrieve the real dimensions using pixel to real distance
conversion.
2.3.2.4.

Tissue classification

As the severity of pressure injuries worsen, subcutaneous tissues become visible.
For this reason, it is interesting to automatically distinguish the types of visible wound
tissues, as it constitutes a relevant indicator of the ulcer severity status.
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In an early work, Delode et al. (Delode 2001) designed an image processing
algorithm to detect and measure the area of different types of ulcer tissues. First, the authors
extracted the wound boundary from the image. Then, median filtering was applied to
remove noise, and finally they obtained a binary mask corresponding to the wound region,
which allowed computing its area. Finally, to distinguish tissues, the authors simply
performed a color model conversion from RGB to HSV, which allowed to detect the
number of black, red and yellow pixels inside the wound region, which correspond to
different types of tissues.
More recently, tissue classification techniques have relied on extracting visual
features from the different types of tissues of interest, and training supervised classifiers to
detect them. For instance, the work by Kosmopoulos and Tzevelekou (Kosmopoulos 2007)
presented an approach that aimed at determining the evolution stage of segments of the
pressure injury. To that end, they used a supervised machine learning approach based on a
support vector machine (SVM) classifier. First, they gathered a set of training pressure
injury images that were automatically segmented into homogeneous regions using graphbased techniques (Felzenszwalb 2004). Then, each image region was presented to an expert
user, who categorized it into one of the four pressure injury severity stages defined by the
European Pressure Ulcer Advisory Panel (EPUAP 1999). Next, the assigned labels,
together with color (HSV histograms) and texture (Gabor wavelets) features of each region
were used to train the SVM. Finally, this classifier was used to categorize the regions of an
incoming pressure injury image into one of the four severity stages. Also Veredas et al.
(Veredas 2015) carry out tissue type classification using three different machine learning
methods namely: neural networks, support vector machine and random-forest decision
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trees and the results show that the highest rates are given by SVM and random-forest
models.
In (Veredas 2010), the authors presented an approach combining neural net- works
and Bayesian classifiers for automatic tissue identification. As a first step, the wound
region was segmented using an adaptive mean shift procedure and the region growing
algorithm. From the segmented region, color and texture feature vectors were extracted and
fed to a set of multilayer perceptrons, which were trained to classify its inputs into
categorical tissue classes determined by clinical experts. Finally, a Bayesian committee
machine was formed by training a Bayesian classifier to combine the classifications of the
neural networks, designing specific heuristics based on the wound topology to improve the
tissue classification results. Chakraborty et al.(Chakraborty 2017) presents in the same
paper discussed in section II chronic wound tissue classification using linear discriminant
analysis (LDA) in order to distinguish the wound tissues (granulation, slough, and necrotic
tissue). The same author presented in (Chakraborty 2016) wound tissue classification using
LDA but the segmentation method was different from his next paper (Chakraborty 2017).
They proved that LDA method outperformed the other supervised state-of-the-art (K-NN,
fuzzy K-NN, K-means, SVM and Bayesian) methods with an overall classifi- cation
accuracy reaching 91.45%.
The work by Wannous et al. (Wannous 2011) presented a single view and a
multiview approach to tissue classification. As for the single view ap- proach, the general
idea resembled the work in (Veredas 2010) in several ways: first, the wound was segmented
in an automatic manner using un- supervised segmentation algorithms efficient on textured
images. Then, color descriptors (such as the mean color descriptor, the dominant color
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descriptor, and 2D and 3D color histograms) and texture descriptors (like local binary
patterns, or Gabor features) were extracted from the segmented region.
And next, an SVM classifier was trained to classify the pixels of an incoming
pressure injury image into one of the three tissue classes defined by clinicians (granulation,
slough and necrosis) in a previous manual annotation process. In the multiview approach,
a 3D model of the wound was obtained using uncalibrated vision techniques upon two
images of the wound, and each triangle of the 3D mesh was assigned the most likely tissue
type label by applying a merging algorithm.
As in the previous works, the pipeline formed by (i) wound segmentation, (ii) color
and texture feature extraction and (iii) supervised classification, was also adopted to design
the architecture of the system presented in (Mukherjee 2014). In that work, the authors
employed fuzzy divergence-based thresholding for segmenting the wound region. Next,
statistical color descriptors computed upon 15 different color spaces were extracted, and
texture feature vectors like Shannon's entropy, contrast features or local binary patterns
computed on the aforementioned color spaces were also created. With these features, SVM
and Bayesian classifiers were trained to classify pixels as corresponding to granulation,
slough and necrotic tissues. Figure 19 depicts some pressure injury tissue classification
results in the literature.
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Figure 19: Collage of some pressure injuries Classification results. (a–c) wound tissue classification
using SVM, proposed by Wannous et al. (Wannous 2011). (d–f) Wound tissue classification using SVM,
proposed by Mukherjee et al. (Mukherjee 2014). (g,h) Pressure injury tissue classification using neural
networks and Bayesian classifiers, pro- posed by Veredas et al. (Veredas 2010). (i) Lower extremity ulcer
image classification using SVM and post-processing, proposed by Bochko et al. (Bochko 2010).

2.3.2.5.

Healing evaluation

Coupling the quantitative parameters extracted from pressure injury image
analysis with medical domain knowledge allows evaluating the healing process of the
wound, thus bridging the gap between image analysis and pressure injury diagnosis. In
(Bon 2000), Bon et al. defined a healing function based on monitoring time-dependent
statistical image parameters related to luminance, color, and homogeneity, as well as the
number of luminance minima and maxima inside the ulcer region. Using analysis of
variance, the authors were able to identify those parameters that changed during healing,
and thus were clinically relevant. Other authors have addressed the same topic by using
thermal images. Based on the fact that wound temperature can provide quantitative data
for monitoring the healing process, Chaves et al. (Chaves 2015) took thermograms of
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patients suffering from sacral pressure injuries subjected to two different medical
treatments for wound healing. The authors observed that the ulcers of those patients
following the treatment healed within a 4 weeks period, and most importantly, the healing
correlated with the ulcer temperature observed in the thermograms, thus proposing
thermography as an ancillary technique for pressure injury healing evaluation.
Applications for wound assessment have also been developed, in order to analyze
the images and retrieve the information which will be useful for the evaluation of the
wound's healing. Some of them have showed good results but most of the time the
assessment is not totally automatic. Filko et al. (Filko 2010) presented an application for
wound analysis and management named WITA: wound image based tissue analysis. It
achieves wound tissue classification and healing evaluation through wound digital image
processing. The analyzed input images are manually segmented by the user and then the
system operates the tissue classification using statistical pattern recognition algorithm
(which were not specified in the paper) and wound measurement (area, circumference,
width and height) but the user needs to precisely define the distance from which the ulcer
was captured. WITA also depicts the healing evaluation after more than two time-spaced
images of the same patient.
In (Noguchi 2014), Noguchi et al. presented the application of image processing to
wound blotting images obtained by applying molecular cytology techniques to pressure
injury healing evaluation. Those images showed a stained version of the wound that
revealed micro-level mechanisms occurring during the healing process. To evaluate the
healing process, the authors proposed a pipeline consisting in (i) dividing the image in
windows, (ii) extracting texture features like gray level co-occurrence matrix, wavelets,
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and local binary patterns from each window, (iii) applying K-means clustering or SVM
classification to categorize each window into one of three types of patterns helpful for
wound assessment: dot, cloud and plain.
Another method for wound healing evaluation consists of tracking the evolution of
wound metrics such as: the diameter, area and volume. 3D reconstruction techniques are
used to retrieve the 3D representation of the wound in order to measure the main aforestated characteristics. For instance, Yee et al. (Yee 2017) used iDr app (as presented in
section III-B) to track the healing of rat wounds through a period of 3-weeks.

2.4.

Chapter Summary

In this literature review chapter, we have given an overview on Deep Learning
architectures and biomedical imaging modalities used in this field of research. We have
shown through the latest research achievements that Deep Learning has become the basis
of numerous emerging applications in biomedical imaging. We have also given a detailed
state of the art on the pressure injury imaging techniques which have been previously
addressed using image processing and classical machine learning techniques.
In the following chapters, we will introduce the proposed frameworks for tissue
types segmentation and classification, pressure injury segmentation and measurement,
where we were able to automatically retrieve: the volume, depth, area, major and minor
axes, and finally the integration of the segmentation pipelines in a web-based application.
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CHAPTER 3

3. PRESSURE INJURY TISSUE
CLASSIFICATION

3.1.

Introduction

This chapter presents our proposed approach for the classification of pressure injury tissue
types. This task was handled in the early stage of the Ph.D, while the dataset was being
acquired from hospitals. To enable a better diagnosis of pressure injuries, this research step
addresses the detection of the presence of either the granulation tissue, slough and/or
necrosis in the wound by designing an end-to-end tissue classification framework based on
a Convolutional Neural Network model (Zahia 2018). This method enables a semantic
segmentation of the tissue types inside the wound. A preprocessing step removes the flash
light and creates a set of 5x5 sub-images which are used as input for the CNN network.
The network output classifies every sub-image of the validation set into one of the three
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classes studied. The metrics used to evaluate our approach show an overall average
classification accuracy of 92.01%, an average total weighted Dice Similarity Coefficient
of 91.38%, and an average precision per class of 97.31% for granulation tissue, 96.59% for
necrotic tissue, and 77.90% for slough tissue.
The rest of this chapter is organized as follows: a description of the dataset is presented in
section 3.2. Section 3.3 overviews the proposed framework by presenting data
preprocessing procedure and the CNN model chosen for the classification and section 3.4
discusses the experimental results and analysis.

3.2.

Dataset

The dataset is made up of 22 images of stage III and IV pressure injuries for training and
testing, acquired from the Igurko Hospital, Bilbao-Spain, with 4 being purchased from The
National Pressure Ulcer Advisory Panel (NPUAP) online store for validation purposes
(NPUAP store). The training and test images have a resolution of 1020 × 1020 and were
taken using flash due to poor illumination in the nursing facility. The wounds in this dataset
are infected, contain necrotic tissue, or are in a healing state evidencing granulation tissue,
and all the combinations from tissue types are present in the dataset. These images were
automatically cropped in 270,762 RGB matrixes of 5x5x3 in size for granulation tissue,
37,146 for necrotic tissue, and 80,636 for slough.
The images were manually segmented using expert knowledge from medical personnel in
order to obtain the ground-truth labeling for tissue classification. A control group
comprising two physicians was told to independently examine the ground-truth images and
document their professional criteria regarding our manual segmentation. The final
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segmentation was then obtained by merging both the concept from the control group and
the originally proposed marked segments. The four segments selected were labeled as
follows: The external skin is represented by a black background (graylevel 0), necrosis by
dark gray (graylevel 89), the granulation by light gray (graylevel 170) and slough by white
(graylevel 255). The Fig. 20 shows a set of eight original images (1st and 3rd row) and
their corresponding ground-truth (2nd and 4th row). Once the dataset was created, it was
divided into 2 parts: training set and testing set. The partition percentage would be around
75% for the training set, and 25% for the testing set as shown in the following table:

Figure 20: A set of pressure injury images and their corresponding ground-truth segmentation used to create the
dataset and labels
Table 1: Number of images for the training and testing of CNN architecture

Training

Testing

Granulation

203,072

67,690

Necrosis

27,860

9286

Slough

60,477

20,159
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3.1.

Proposed framework

Unlike the state of the art methods that tend to use a large number of images to train the
network to obtain a good segmentation results, our approach involves using a limited
number of high resolution images and extracting a larger dataset of small images in order
to achieve comparable segmentation of the pressure injury. Our architecture for image
segmentation is comprises a preprocessing step which from a 1020 × 1020 original pressure
injury image crops 5 × 5 images of the different tissue types as output images with their
corresponding labels. The choice of small patch size was based on the size limit in which
we do not lose the textures belonging to each class, and the average number of pixels
defining the boundary between two classes in the images studied. Once the Convolutional
Neural Network is trained, the segmentation of the validation image is then carried out by
partitioning the image into 5 × 5 blocks and classifying each one of them according to the
class predicted, from which we construct the segmented image. Figure 21 sketches our
proposed workflow for tissue types segmentation and classification.

Figure 21: Proposed architecture for image segmentation using Deep Learning technique
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3.1.1. Preprocessing
The first block in the training step for our system aims at creating the dataset
which will be given as input images and their labels to the CNN architecture. Since our
focus is on tissue classification within the wound area we do not address automatic image
masking as presented in (Ortiz 2017),(Rickard 2003), and a black mask was applied on
original pressure injury images in order to retain only the wound area. From the extracted
region of interest, we then need to remove flash light reflection. To achieve this, we convert
the images into grayscale in accordance with the radiometric equation (Bovik 2010):
Y = 0.2126.R + 0.7152.G + 0.0722.B

(1)

These images are then turned into binary images using Otsu’s Method
described in (Raja 2014) where in order to define the white areas.
𝑖𝑝𝑖

μ0 = ∑𝑡−1
𝑖=0 ω

(2)

0 (t)

𝑖𝑝𝑖

μ1 = ∑𝑡−1
𝑖=𝑡 ω

(3)

1 (t)

where μ0 (t) = ∑𝑡−1
𝑖=0 𝑖𝑝𝑖 and 𝑝𝑖 is the probability for the gray scale level i. The
mean intensity μT is represented as μT = ω0μ0 + ω1μ1, ω0 + μ1 = 1. The objective is to find t
that maximizes
J(t) = σ0 + σ1

(4)

where σ0 = ω0 (μ0 − μT )2 and σ1 = ω1 (μ1 − μT )2. By using the threshold
t = 0.95, each pixel is separated into two classes depending on the amplitude in
gray scale values. Once the binary image has been obtained and flash light zones detected,
we then dilate the binary images in order to enlarge these zones. The corresponding zones
in the original images are then filled with the value of their boundary pixels in order to
retrieve the color of the tissue hidden under the flash light. Once the flash light artifacts
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had been removed, the ground truth was cut into 5 × 5 images in order to have a larger
amount of sub-images, which each one containing only one class. Our database contains
22 of 1020 × 1020 images and by applying this technique, we ended up with more than
380,000 small images each one containing a part of one of the studied tissue types. This
technique represents the proposed solution to enlarge the database. As mentioned
previously, the choice of patch size was made for 2 reasons: a smaller size (1 × 1 for
example) would not preserve the textures and would lead to a confusion between the
classes subject to study. In addition, the average number of pixels defining a boundary
between two classes in the studied images was measured manually and resulted in 5.48
pixels, hence the size 5 × 5 chosen. Once we know the label for each one of the patches
extracted, we then select the corresponding sub-images in the original images and save
them in separate files for the different classes we have at our disposal. The figure below
(Fig. 4) represents the preprocessing step in our system.

Figure 22: Preprocessing step for database creation

An example from the 5 × 5 matrices with tissue information is shown in Fig. 5. Note
that the matrices labeled as granulation tissue are similar to each other, although the
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necrotic and slough tissue sub-sets are different. This is due to the fact that necrotic tissue
also includes shadows present in the pressure injuries and the slough tissue images have
different colors and features because, depending on the bacteria producing the infection,
the suppuration color changes.

Figure 23: Dataset dictionary for the three different tissue types: Granulation, Necrotic

3.1.2. Deep Learning model

Our system is made up of 9 layers: 3 convolution layers where the first two are with zeropadding (2 × 2 and 1 × 1), and each one is followed by a Rectified Lineal Unit (ReLU1,
ReLU2 and ReLU3). The number of feature maps and weights in each convolution layer
is 10,20,30 and 760,560,840 respectively. Each feature map detects one kind of features
across the image. The choice of filter size was made so as to preserve the textures that
belong to each different tissue type in the pressure injury. The fully connected layer is then
followed by a Softmax Layer, ending with a classification layer which gives rise to the
probability of patch belonging to one of the 3 predicted classes, as shown in Fig. 23. The
algorithm was coded on Matlab 2017a using Neural Network Toolbox.
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Figure 24: Proposed Convolutional Neural Network architecture for image segmentation.

3.2. Results and Discussion
3.2.1. Validation metrics
The segmentation method was evaluated using five performance measures: accuracy, Dice
Similarity Coefficient (DSC), sensitivity, specificity and precision (Litjens 2017). To
explain these metrics, the different regions that are generated when comparing the ground
truth with the segmented results obtained are shown in Fig. 24.

Figure 25: Illustration of different segmentation areas for performance metrics measurement.
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The True Positive (TP) region refers to those pixels that were correctly classified in a
targeted class, the False Positive (FP) region refers to those pixels mistakenly classified as
belonging to the targeted class and the False Negative (FN) region refers to those pixels
belonging to the targeted class that were not classified in that class, while the True Negative
(TN) region refers to those pixels that do not belong to the target class and are excluded.
•

Accuracy: the segmentation accuracy is the ratio of the number of pixels accurately
clustered by the algorithm out of the total number of pixels segmented.

•

Dice Similarity Coefficient (DSC): this is measured for each class segmentation
considered apart, and also for the whole segmentation, by calculating the sum of
weighted dice similarity coefficients of each class as follows:

𝐃𝐒𝐂 =

𝟐|𝐆𝐫𝐨𝐮𝐧𝐝_𝐭𝐫𝐮𝐭𝐡 ∩ 𝐃𝐞𝐭𝐞𝐜𝐭𝐢𝐨𝐧|
|𝐆𝐫𝐨𝐮𝐧𝐝_𝐭𝐫𝐮𝐭𝐡| + |𝐃𝐞𝐭𝐞𝐜𝐭𝐢𝐨𝐧|

(5)

The weighted DSC for the whole segmentation is as follows:
𝐃𝐒𝐂𝐰 = ∑𝒏𝒊=𝟏 𝑫𝑺𝑪𝒊 × 𝒘𝒊

(6)

where DSCi is the DSC corresponding to each class when measured alone, and w i is a
ratio of the number of pixels in the class i out of the sum of pixels of all the classes.
•

Sensitivity: also named “recall”, this represents the ratio of class pixels accurately
segmented out of the union of ground-truth same class pixels.
𝐓𝐏

𝐒𝐞𝐧𝐬𝐢𝐭𝐢𝐯𝐢𝐭𝐲 = 𝐓𝐏+𝐅𝐍
•

(7)

Specificity: this represents the ratio of negatives that are correctly identified.
𝐓𝐍

𝐒𝐩𝐞𝐜𝐢𝐟𝐢𝐜𝐢𝐭𝐲 = 𝐓𝐍+𝐅𝐏

(8)

For exact segmentation sensitivity, specificity and total DSC should be equal to one.
•

Precision: this represents the ratio of a class pixels accurately clustered out of the
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union of segmented same-class pixels.
𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =

𝐓𝐏
𝐓𝐏+𝐅𝐏

(9)

3.2.2. Results
The significant advantage of our proposed approach lies in its capability to accurately
segment the wound’s different tissue types. We measure the performance of our proposal
for both the classification and the segmentation tasks, and the accuracy of the classification
of the different 3 types of tissue was 92.01%. Classification from these masks allows us to
perform image segmentation in spite of the adverse registry conditions such as diverse
illumination conditions and image distortion, among others. The results for the
segmentation task are presented for the pressure injuries depicted in Fig. 25 are shown in
Tables 1–5.

Figure 26: Examples of original images and their corresponding ground-truth and output segmentation using Deep
Learning.

Each of these tables corresponds to columns (a)–(d) of Fig. 9 respectively. We obtained
the validation metrics shown in Section 3 for the tissue classes. Note that in Fig. 9 (a) and
(c) the pressure injuries contain the three tissue classes, whereas Fig. 9 (b) only contain
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granulation tissue and in Fig. 9 (d) the wound contain granulation and slough tissue classes.
In particular, in the Tables 2 and 4 corresponding to Fig. 9 (a) and (c) we provide the results
for the segmentation of the three different tissue classes. In Fig. 9 (a) we achieved a DSC
of 96.34% for granulation via the proposed system, 97.49% for necrosis and 65.03 for
slough classes; in Fig. 9 (c) we achieved a DSC of 96.91% for granulation, 86.15% for
necrosis and 61.67 for slough classes.
Table 2: results of the segmentation of image Fig. 25 (a) containing granulation, slough and necrosis

Predicted tissue types
Evaluation metrics

Granulation

Necrosis

Slough

DSC

96.34

97.49

65.03

Sensitivity

94.83

96.79

60.33

Specificity

97.52

95.48

98.92

Precision

97.72

94.08

72.62

DSCw

95.49

Processing time

61s

Table 3: Results of the segmentation of image Fig. 9 (b) containing only granulation

Predicted tissue types
Evaluation metrics

Granulation

Necrosis

Slough

DSC

98.35

N/A

N/A

Sensitivity

98.29

N/A

N/A

Specificity

N/A

99.99

99.74

Precision

100

N/A

N/A

DSCw

98.35

Processing time

56 s
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Table 4: Results of the segmentation of image Fig. 9 (c) containing granulation, slough and necrosis

Predicted tissue types
Evaluation metrics

Granulation

Necrosis

Slough

DSC

96.91

86.15

61.67

Sensitivity

98.11

94.57

58.12

Specificity

70.99

99.48

98.05

Precision

92.65

99.11

80.01

DSCw

87.74

Processing time

46 s

Table 5: Results of the segmentation of image Fig. 9 (d) containing only granulation and slough

Predicted tissue types
Evaluation metrics

Granulation

Necrosis

Slough

DSC

96.73

N/A

81.19

Sensitivity

81.66

N/A

95.49

Specificity

95.53

99.93

82.87

Precision

98.87

N/A

81.09

DSCw

98.94

Processing time

83 s

Note that, slough tissue was partly misclassified because there are different textures related
to it. Depending on the different types of bacteria, the infection generated by slough tissue
has different colors such as off-white, green, light yellow and dark yellow, which can
confuse the system. In the Table 3 we show the results when only granulation tissue is
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contained in the wound, and in this case we achieve a DSC of 98.35% for this kind of
tissue. The results obtained when two classes of tissue are contained in the wound are
shown in Table 5, and in this case the injury contains granulation and slough, each of them
classified by the system with DSCs of 96.73% and 81.19% respectively. With this system
we obtained an average DSCw of 91.38%, and an average precision per class of 97.31%
for granulation tissue, 96.59% for necrotic tissue, and 77.90% for slough tissue. The
sensitivity and specificity for all examples were also computed for each tissue type in each
case, and the tissue segmentation processing times were also evaluated, with these times
ranging from 46 to 83 s on an Intel®; CoreTM i7-5500 CPU at 2.40 GHz an NVIDIA®;
GeForce®; GTX 780 graphics card.

3.2.3. Discussion
Despite the fact that our method for pressure injury tissue classification was used on a
different database from the ones used in the state of the art techniques, our results provided
compelling evidence that the strategy proposed is more reliable when compared to other
research reported, with regard to their image segmentation approaches. Skin wound
segmentation research was previously carried out using machine learning and other
methods and revealed good results. R. Mukherjee et al. (Mukherjee 2014) proposes
segmentation performed by converting the RGB images to HSI, then using Fuzzy
Divergence Based Thresholding and mathematical morphology operations combined. As
for classification, they use color and textural features exacted from fifteen color spaces,
and the color-based features were namely: mean, standard deviation, skewness, kurtosis
and variance. Conversely, ten textural features were extracted: Shannons entropy, three
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local contrast features and six local binary pattern features. Regarding the classification
algorithms, they used Bayesian and Support Vector Machine algorithms to classify the
three major part of the wound: granulation, slough and necrosis. The results showed an
overall accuracy of 87.61%.
F. J. Veredas et al. (Veredas 2015) chose to combine the mean-shift smoothing
procedure and the region-growing algorithm for the segmentation and carried out tissuetype classification using three different machine learning methods namely: Neural
Networks, Support Vector Machine and Random-Forest decision trees. The evaluation
metrics showed an overall accuracy of 88.08% using SVM classification method with their
database,as compared to 92.01% using our approach and database.
Thus, our proposed system will enable physicians and medical staff to assess
pressure injuries efficiently by providing them with accurate measurements of the different
tissue types present in the wounds, and consequently predicting their healing progress and
examine the effectiveness of the applied treatment. However, the model has some
limitations. Due to depth in some pressure injuries, there are some parts that appear dark
in the images. Our system then confuses them with necrotic tissue, which is generally very
dark in color. Several classes of infections also exist that are produced by different bacteria,
and the slough tissue color changes depending on the kind of the bacteria. These changes
affect the classification and should be split depending on the bacteria producing the
infection in question.
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3.3. Chapter summary
In this chapter, we have presented an approach for automatic tissue segmentation using
a Convolutional Neural Network. As the proposed methodology is based on the
classification of different tissue types (necrotic, granulation and slough), it enables
complicated structures within the image to be recognized. By using this methodology, we
were able to obtain very good results and demonstrate that the proposed method is robust
in terms of the various aspects that the same tissue type may have, with minimum
preprocessing and no post-processing.
The next step which is an essential step in the assessment of pressure injuries is the
segmentation and the measurement of the wound. By doing several study visits in
collaborating hospitals, we were expanding our dataset in order to be able to have a
generalizable and reliable assessment of these wounds. The following chapter will present
the final database which was acquired during two years of the PhD period, and the proposed
end-to-end system which combines 2D photographs and 3D meshes and automatically
measures the depth, volume, area, major and minor axes.
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CHAPTER 4

4. PRESSURE INJURY SEGMENTATION AND
MEASUREMENT

4.1.

Introduction

This chapter presents our proposed approach for the segmentation and the measurement of
the quantitative characteristics of the pressure injuries (Zahia 2020). Traditional methods
rely on findings retrieved solely from 2D images. Thus, bypassing the 3D information
deriving from the deep and irregular shape of this type of wounds leads to biased
measurements. In this chapter, we propose an end-to-end system which uses a single 2D
image and a 3D mesh of the pressure injury, acquired using the Structure Sensor, and
outputs all the necessary findings such as: external segmentation of the wound as well as
its real-world measurements (depth, area, volume, major axis and minor axis). More
specifically, a first block composed of a Mask RCNN model uses the 2D image to output
the segmentation of the external boundaries of the wound. Then, a second block matches
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the 2D and 3D views to segment the wound in the 3D mesh using the segmentation output
and generates the aforementioned real-world measurements.
The rest of this chapter is organized as follows: a description of the dataset is presented in
section 4.2. Section 4.3 overviews the proposed framework by presenting the segmentation
part followed by the measurement. Then, section 4.4 discusses the experimental results and
analysis.

4.2.

Dataset presentation

4.2.1. Dataset collection
The first step towards achieving this major part of the dissertation was the
creation of the dataset. Thanks to collaborating Hospitals in Spain, and during a period of
24 months, almost 40 study visits were made in order to acquire the 2D photographs and
3D meshes from the patients. Some were also taking from patients homes, for those who
had their care-givers assisting them at home. The 2D photographs which were captured
during the hospital visits were acquired using a cell-phone camera (Oneplus 5T/ iPhone 6),
with a resolution ranging from 1080 × 2280 to 2747 × 3079. No flash light was used, and
the patients were moved in such way that the sunlight would reach the wound. The 3D
meshes were acquired using the Structure Sensor (Structure Sensor), which will be
presented in the next subsection. The collaborating hospitals were: Cruces Hospital, Santa
Marina Hospital and Basurto Hospital in Spain. All subjects gave their informed consent
for inclusion before they participated in the study. The study was conducted in accordance
with the Declaration of Helsinki, and the protocol was approved by the Ethics Committee
of ETK-18/16-17.
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4.2.2. Structure Sensor
The structure sensor is a first 3D scanner used on mobile devices. s. While it is
performing the best with iOS devices, it can still be used with other devices and platforms,
including Android devices, Windows, macOS and laptop/desktop computers. In our
proposed research, we mounted it on an iPad Air 2, using its customized bracket. This
Structured Light System (SLS) contains a laser-emitting diode, an infrared radiation range
projector, and an infrared sensor. Then, using a safe infra-red light, the sensor scans the
objects and the iPad’s RGB camera sends data to a System On a Chip (SOC) for processing.
The Structure sensor is a software controlled scanner and can be mounted on an iPad with
its customized bracket and works on a rechargeable battery, as shown in Fig. 26.

Figure 27: Left:The Structure Sensor mounted on an iPad. Right: Scanning of a pressure injury using the Structure
Sensor

The sensor alone delivers a point dataset, of a 640 x 480 pixels resolution,
where each pixel contains the distance from the sensor to the target. The role of the
infrared (IR) sensor is to record the During the acquisition of the the 3D scene, the target
point, shown as a black point in Fig. 27, is projected at depth Z from the camera plane.
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Figure 28: Explanation of depth measurement using the Structure Sensor

The IR camera is situated at a distance b = 65mm from the IR projector. Whereas
the iPad’s RGB camera is situated at a distance c = 6.5mm from the IR camera. Depth
images are constructed on the imaging plane through the perspective IR camera. Let’s
assume that an object is on the reference plane is at a distance Zref to the sensor. If the
object is shifted closer or further from the sensor, a displacement in pixels between the two
patterns is created on the imaging plane, called the disparity (eq 10):
𝐝 = 𝒖 − 𝒖𝒓𝒆𝒇
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(10)

Using the trigonometry relations using the triangles in Fig. 27, and by
determining the constant
parameters Zref and the focal length f, using calibration, the depth Z can be
obtained using the following equations (eq 11,12,13):
𝐗−𝑿𝒓𝒆𝒇

=

𝐛
𝐝
𝐟

=

𝐙−𝒁𝒓𝒆𝒇
𝐙

𝐗−𝑿𝒓𝒆𝒇
𝒁𝒓𝒆𝒇
𝒁𝒓𝒆𝒇

𝒁 =

𝟏+

𝒁𝒓𝒆𝒇 ×𝒅
𝐟×𝐛

(11)

(12)

(13)

The accuracy of the Structure Sensor has been studied and revealed the reliability
of its usage for object 3D reconstruction. On one hand, Kalantari, M. et al. (Kalantari 2016)
present the accuracy of measurements from the Structure Sensor data, especially point
clouds in the context of volunteered 3D indoor information, compared to the ground-truth.
They achieved an error of 2.1 cm for the smallest room captured, which was from a distance
of 2m at most. The authors show that the Structure Sensor is accurate for smaller rooms,
and when the acquisition is made in a circular way. During the acquisition of the pressure
injuries’ 3D meshes, we captured the wounds at a distance of 30 cm, by moving the sensor
also around the area. This shows that the 3D reconstruction using the Structure Sensor is
highly reliable. On the other hand, in (Shah 2013), the authors showed that the 3D scanner
gives accurate volumetric measurements in comparison to standard volumetric
measurements obtained by the waterfill technique. In addition, the 3D scanner was found
to be more reliable and valid compared to other three techniques: the ruler method, acetate
grid tracing and 2D planimetric measurements.
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4.2.3. Dataset Summary
Finally, the database was composed of 210 photographs of pressure injuries.
110 images were acquired from hospitals, and 100 images from Medetec Medical Images
online database (MIOD) (Medetec). We decided to add more images from Online sources
in order to improve the model’s performance and generalizability. For the segmentation
pipeline, 175 images were used for the training and 35 images were used for testing (the
35 images for testing contain 21 pressure injuries, as some PIs have several images). Those
21 pressure injuries were scanned using the Structure Sensor. From those meshes, 6 meshes
were not valid for the measurement of the depth and volume as they were either on the heel
or on the hip, where the femur bone was pushing the inside of the ulcer above its surface,
resulting in 15 meshes used for the 3D measurement, as shown in figure 28.

Figure 29: An illustrative diagram of the composition of the database used to conduct this research.
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4.3.

The Proposed Framework

4.3.1. Global Framework
We propose an end-to-end framework which automatically retrieves
quantitative information of the pressure injury using solely a 2D image and a 3D mesh of
the wound, as shown in Figure 29. The developed system uses CNNs in order to
automatically detect and segment the wound. Then it combines the segmentation results
with the 3D mesh and automatically computes the wound depth, area, volumes and major
and minor axes. Firstly, the 2D image is fed to a Mask-RCNN model in order to segment
the pressure injury. Simultaneously, the 3D mesh is rasterized and a top view image and
the matrix of face indices corresponding the top view are generated. After matching the top
view image with the 2D image of the wound, captured using a camera, a projective
transform matrix is calculated. Using the segmentation result, the top view image is
segmented too, and the faces belonging to the inside and the boundaries of the wound are
detected. The measurement block finally computes the depth, area, volume and axes of the
wound.

Figure 30: Schematic view of our proposed framework
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4.3.2. Pressure injury segmentation
Traditionally, wound image segmentation was performed using image processing
techniques (Zahia 2019). Several image processing approaches have been proposed in the
literature, such as Region-based segmentation (Gholami 2017)(Wang 2016)(Khan
2015)(Fauzi 2015), and edge-based segmentation (Gholami 2017)(Nandagopan 2016)(Lee
2015). In addition, traditional machine learning methods were used to perform wound
segmentation. Both unsupervised methods such as clustering (Haider 2016)(Yadav 2013),
and supervised methods such as Support Vector Machines (SVM) (Bochko 2010)(Seixas
2015) and Bayesian classifiers (Veredas 2015) were used to segment the wound after
extracting the features such as mean-color information, color histogram statistics and Scale
Invariant Feature Transform (SIFT) features (Lowe 2004). The issue with traditional
approaches is the necessity to choose the features which are important in the given images.
Hence, the computer vision engineers need to judge with a trial and error process to decide
the features which best describe the objects to detect.
Deep Learning has introduced the concept of end-to-end learning. When the
machine is given a set of images, which have been annotated by experts, Neural networks
discover the underlying patterns during the training and automatically find out the most
descriptive features with respect to the objects to be detected. These methods have achieved
state-of-the-art performance in a variety of medical image processing tasks, including
medical image segmentation.
In order to tackle the segmentation task, we used the Mask RCNN algorithm (He
2017) to detect and segment pressure injuries. It has very important research value and has
broad application scenarios in the field of medical imaging. Mask RCNN is an instance
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segmentation framework which is an extension of Faster RCNN (Ren 2017). It is divided
into two stages: the first stage is a small neural network called a Region Proposal Network
(RPN) which scans the image and generates the proposals: the regions that most likely
contain the wound. In the second stage, features are extracted from each proposed region
in order to perform in parallel: proposal classification, bounding box regression and a
binary pixel-level mask generation. The network structure block diagram of the Mask
RCNN algorithm is shown in Figure 30.

Figure 31: Overview of Mask RCNN architecture chosen to segment the pressure injury: Proposals about the regions
which possibly contain the wound based on the input image are detected. Then three branches predict the class of the
object, the bounding box and the mask in pixels of the wound. Both stages are connected to the backbone structure.

4.3.3. Measurement framework
The proposed framework for pressure injury measurement starts with mesh
rasterization, where we retrieve the top view image of the wound from the 3D mesh, and
its corresponding matrix of face vertices. This image will then be matched to the 2D
photograph which we previously used in the segmentation pipeline and got its mask
prediction from the Mask RCNN. Once the two images are matched, the pixels
corresponding to the edges of the wound are retrieved using the transform matrix that we

66

have calculated in the previous step. Now that we have the vertices corresponding to the
wound, we follow a series of operations in order to calculate each one of the desired
characteristics: depth, volume, area, major and minor axes.

4.3.3.1.

Mesh Rasterization

When rendering the 3D mesh, we retrieve the top view image, where the
surface of the pressure injury lies perpendicular to the camera direction, as shown in
Figure 31. This step requires multiple transformations from world space to camera space,
then to screen space. Firstly, the objects have point coordinates which are defined in world
space, with respect to a global or world Cartesian coordinate system. The camera is no
different than any other 3D object. By considering the camera as a reference system,
points are transformed from the world coordinate system to the camera coordinate system,
by multiplying the point world coordinates by the inverse of the local-to-world matrix.
Then, to transform vertex coordinates from camera to screen-space, a so-called projection
matrix is defined, which transforms coordinates to normalized device coordinates. All the
aforementioned transformations are integrated within Pytorch3D library (Pytorch3D).
Then, we created a Phong renderer by composing a rasterizer and a shader. The textured
Phong shader (Bishop 1986) interpolates the texture coordinates for each vertex from the
texture image and applies the Phong lighting model.

67

Figure 32:. Mesh rasterization process: the Obj file of the 3D mesh acquired with the Structure Sensor is rendered in
order to retrieve the top view image and the matrix of face indices.

Since the 3D meshes of the pressure injuries were acquired under the same
conditions (near plane of the camera was always parallel to the surface of the wound, and
the distance from the wound ranged between 30 to 40 cm), the selected camera viewpoint
to retrieve the top view image was set to: Azimuth = 0, Elevation = 0 and Distance = 0.3
m. The corresponding tensor with the list of face indices which overlap with the pixels of
the top view, was also generated. The shape of this tensor is (image size, image size, faces
per pixel), where faces per pixel corresponds to the faces of the mesh which were projected
into the same pixel in the output top view image. In our application, we chose faces per
pixel = 5 in order to extract all the faces inside the mesh which are not seen in the top view
image. This part of the framework was implemented using PyTorch3D library, an opensource toolkit for 3D based Deep Learning research (Pytorch3D).

4.3.3.2.

Matching Block

Once the top view of the wound was generated, the next step was to match it
with the 2D photograph of the wound. We used Progressive Sparse Spatial Consensus
(PSSC) (Ma 2017) as it has proven to be efficient in case the two images contain a large
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number of outliers. In our application, the 2D image may contain several objects which are
not present during the acquisition of the 3D mesh, such as: ruler, doctor’s hand,
background, etc. In PSSC, the maximum likelihood spatial consensus estimation is done to
formulate the matching, and the Expectation-Maximization (EM) approach is adopted for
optimization. Once the matching pixels from both images were retrieved, a projective
transform matrix was calculated in order to transform the pressure injury mask from the
2D image to the top view. Using the pairs of matching landmarks in both images, the
parameters of the matrix were calculated using the MATLAB function fitgeotrans, by
specifying the desired transformation, which is projective in this case. This way, we could
segment the pressure injury on the top view image by extracting the faces belonging to the
boundaries and the inside of the wound, and proceed with the measurement block, as shown
in Figure 32.

Figure 33: Matching illustration. (a) Point correspondence between 2D image and top view image, (b) 2D image, (c)
2D image after projective transformation to be aligned with the top view, (d) top view image.
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4.3.3.3.

Measurement Block

Using the matrix of face indices retrieved during the mesh rasterization, both
the indices corresponding to the faces in the boundary and in the inside of the wound were
extracted. For an easier processing of the mesh, we decided to rotate it in such way that the
surface of the pressure injury is parallel to the XY axis, as shown in Figure 33.

Figure 34: Schematic view of the measurement block: after extracting the vertices belonging to the boundaries and the
inside of the wound, the 3D mesh is rotated and the best fitting hyperplane is calculated to close the surface of the
pressure injury.

The best fitting hyperplane is calculated using RANSAC algorithm
(Fischler 1981). This algorithm tries to find the model that fits the maximum number of
data points. Rather than using all the data once to obtain the solution and then eliminating
the invalid data points, the RANSAC algorithm uses a small initial number of data points,
estimates the model which fits the maximum number of inliers, then enlarges this set with
consistent data and redo the estimations again until reaching the solution. Using the points
in the 3D space which belong to the boundaries of the pressure injury, the RANSAC
algorithm finds the maximum number of inliers which belong to the same hyperplane,
which will be then the surface closing the top of the wound. Hence, the depth of each vertex
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inside the wound would be equal to its z-coordinate value - the z value of the hyperplane
containing the boundary of the ulcer. The maximum absolute value of the resulting depths
would represent the depth of the wound. The area of the wound is calculated by the
summation of the areas of all the triangles inside the wound. In order to measure the
volume, the mesh has to be closed. To achieve this, we created a new surface by computing
the convex hull (Avis 1997) on the xy coordinates of the vertices in the boundary of the
wound. The height and width of the minimum bounding box enclosing this surface would
represent minor and major axes. Then, the volume is measured by summing up the volumes
of the tetrahedrons that go from the origin vertex, which was set to be the center of the
closed top surface, to the triangles inside the mesh.

4.3.4. Implementation
We implemented the segmentation pipeline using Python 3.6 with Keras 2.0 (Chollet
2015) and TensorFlow 1.3 (Abadi 2016). The backbones of Mask RCNN that were tried
were ResNet50 and ResNet101. In addition, we tested the wound detection and
segmentation capabilities of the model when trained on MS COCO and ImageNet datasets.
The best performing backbone was ResNet-50, trained on MS COCO dataset. The best
performing backbone was ResNet-50 and the number of epochs was set to 35. The 3D mesh
processing and rasterization were done using PyTorch3D library and both the matching
and measurement blocks were implemented using Matlab 2018b. We used a standard PC
with dual Nvidia Geforce GTX 1080 Ti graphical processing unit (GPU) support.
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4.4.

Results and Discussion

4.4.1. Evaluation metrics
The segmentation method was evaluated using the following performance
measures: Dice Similarity Coefficient (DSC), sensitivity and precision (Zahia 2018). As
for the measurement evaluation, we evaluated our results using the Mean Absolute Error
(MAE) and Root Mean Squared Error (RMSE). The ground-truth measurements of the
pressure injuries were made manually using Blender software. The mesh segmentation
corresponded to the ground-truth segmentation of the 2D images, which was validated by
two physicians who were told to independently examine the ground-truth images and
document their professional criteria regarding our manual segmentation. The ground-truth
measurements were made using BLENDER software, as depicted in fig. 35.

Figure 35: View of the mesh using BLENDER software
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First, faces, vertices and edges were selected to crop the pressure injury, as shown
in fig. 36. In this figure, we illustrate the cropping process using three different pressure
injuries. Then, using the Ruler tool the minor and major axes were measured.

Figure 36: Examples of 3D mesh cropping of pressure injuries (Left: wound (a), Middle: wound (b), Right:
wound (c))

Next, from the 3D printing tab, the Area tool from Statistics was used to measure
the area of the wound. Subsequently, in order to close the mesh, the Remesh tool was used,
and the number of octrees was set to 6 in order to maintain the exact shape of the wound
with a smooth closed surface, as shown in fig. 37.Similarly to area and axes measurement,
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the values of the volume and depth were retrieved using Volume tool and Ruler tool,
respectively.

Figure 37: 3D mesh closing for volume measurement (Left: wound (a), Middle: wound (b), Right: wound (c))

4.4.2. Results
The best results of segmentation were achieved using Mask-RCNN model with
ResNet-50 backbone, with a mean Dice score of 0.83 for wound segmentation, a mean
sensitivity score of 0.85 and a mean precision score of 0.87. Figure 34 depicts some
segmentation results.

Figure 38: Results of the segmentation of the pressure injuries (Colors were generated randomly)
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As for the measurements part, the MAE values were 0.74 cm, 4.69 cm3, 5.41 cm2,
1.03 cm and 1.10 cm for the depth, volume, area, major axis and minor axis respectively.
Whereas the RMSE values were 0.58 cm, 1.57 cm3, 1.86 cm2, 0.82 cm and 0.87 cm for the
depth, volume, area, major axis and minor axis, respectively. Figures 35–38 show four bar
plots corresponding to the measurements of the depth, volume, area, major axis and minor
axis, respectively, on the 15 pressure injuries used for validation. Since the pressure injuries
had different sizes and shapes, the plots were chosen to have a logarithmic scale, in order
to have a better view of those with a value less than 1 (cm/cm2/cm3). The pressure injury
IDs are consistent in all the plots, where we chose to order them by their real areas.

Figure 39:Measurement results of 15 different pressure injuries: depth in logarithmic scale (cm).
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Figure 40: Measurement results of 15 different pressure injuries: area in logarithmic scale (cm2)

Figure 41: . Measurement results of 15 different pressure injuries: volume in logarithmic scale (cm3)
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Figure 42: Measurement results of 15 different pressure injuries: minor and major axes in logarithmic scale (cm)

Figure 39 shows the box plots of the five components measured. Each subplot
contains the distribution patterns of both the expected and measured components. We can
notice from all the plots that the distribution of the measured values are similar to the
expected ones. However, for both major and minor axes, maximum non-outlier values are
shifted by almost 2 cm, which is due to some irregular borders of some pressure injuries
that tend to cause also uncertainty in the segmentation task.

Figure 43: boxplot of the five components (expected vs. measured)
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4.4.3. Discussion
By automatically combing the information from high resolution photograph and 3D
meshes, we were able to achieve very close results to those retrieved manually using
Blender, which requires time and software manipulation expertise. Unfortunately,
healthcare professionals and caregivers generally lack these two requirements. Hence, this
system will enable them to automatically and non-intrusively retrieve the measurements of
the pressure injuries and eventually track their healing evolution.

For the segmentation part, the state-of-the-art contributions were largely achieved
using classical image processing and machine learning techniques. Since the databases
used differ from one to another, as well as the number of images used, a comparison
between the techniques could be misleading. Moreover, many researchers present their
segmentation results using the accuracy. This metric is highly misleading as a high value
of pixel accuracy does not always imply superior segmentation ability. The following
contributions in the literature have stated their recall and Dice coefficient scores, which are
more reliable metrics. Dhane et al. (Dhane 2016) used 105 Lower extremity wound images,
preprocessed them using color correction and denoising and applied spectral clustering for
wound segmentation, and applied morphological post-processing. The spectral clustering
showed an average sensitivity 89.54%. Veredas et al. (Veredas 2015) used 113 images of
pressure injuries for training and 322 for testing, applied statistical color models from a
Bayesian perspective to estimate the probability of a pixel to belong to the ROI and
achieved an F-score of 73.89%. Wannous et al. (Wannous 2011) used 50 images of all
types of wounds and reached an average overlap score of 73.1%.
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It is to be noted that the measurement of the volume in our system is relevant when
the pressure injury is on a concave surface which can be closed without altering the shape
of the wound. For instance, on Figure 40, both pressure injuries on the left and right are on
the hip bone of the patient. The femur bone is above the surface, which creates a concave
surface inside the wound. The pressure injury in the middle is located on the heel and ankle.
As this surface is concave too, the center of the pressure injury will be located above the
surface containing the boundaries of the wound. Hence, summing all tetrahedra bounded
by the origin and a mesh triangle will result in adding more subvolumes inside the concave
surface, which do not originally belong to the wound. Consequently, the result will be
erroneous.

Figure 44:. Example of pressure injuries invalid for the measurement of the volume: Left and right columns present
two pressure injuries located on the hip bone, whereas the middle column presents a pressure injury located on the
heel and ankle

Despite the fact that the segmentation precision was solely 87%, which is mainly
due to the ambiguous borders of some pressure injuries, the matching block slightly
enlarges the borders of the mask in order to ensure that the whole wound is considered
for the measurement. The ruler can also be detected in case the 3D mesh is not provided.
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This way, the area and diameters of the wound could be measured too. This part will be
added to our proposed framework, that is currently being integrated in an interactive
system with a user-friendly interface, which will be used during the future hospital study
visits. This way, we will enlarge the database and reinforce the learning of our system.

Most hospitals require documentation of the pressure injury using images, and
additionally, expect the healthcare professionals to take more detailed information. Using
this system, they will have the ability to use the time with the patient more effectively. In
order to independently use this system, medical centers will need to acquire the Structure
Sensor, along with the mobile device to mount it on. The total acquisition time could range
from 1 to 2 min, for both the 2D image and 3D mesh combined. Our experience with
caregivers during study visits demonstrated that they can capture the 3D meshes efficiently.
The data captured will then be processed using the user-interface integrated within the
device. Some training for the acquisition of the 3D meshes will be given. Hence, we will
provide both a document and a video explaining the process.

4.5.

Chapter Summary

In this chapter, we have portrayed our second and main contribution in the study
of pressure injuries assessment using Deep Learning and imaging techniques. In the
proposed framework, two main parts are combined. The first part addresses pressure injury
segmentation where we used a pretrained Mask RCNN model which achieved a mean
sensitivity score of 0.85 and a mean precision score of 0.87 for the segmentation. The
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binary mask predicted by the model is then used in the second part of the framework for
wound’s measurement. The 2D photograph used in the segmentation pipeline was matched
with its corresponding 3D mesh in order to retrieve the vertices and faces corresponding to
the wound in the 3D mesh. Then a series of operations were applied in order to extract all
the necessary measurements: volume, depth, area and major and minor axes. The obtained
measurements were compared to the ground-truth measurements which were obtained
manually using Blender software confirmed the reliability of the proposed methodology.
This system will enable physicians and care givers to optimally and non-intrusively assess
pressure injuries.
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CHAPTER 5

5. WEB-BASED APPLICATION

This chapter presents the integration of some of the developed algorithms in a web-based
application, which will be used by physicians and care givers, hopefully in the region of
Bilbao in the Basque country. In this project, a device was previously developed in order
to acquire data from the wounds, using different types of sensors and cameras. The data
was then available in a web application so that the user could visualize the data captured
during each test, and track the presence of the infection in the wound. The former analysis
was solely made using the data from sensors (Alcohol, CO2, Ammonia and Acetone
detectors). The contribution which was added to the existing project is the integration of
imaging techniques by processing the images acquired during the tests from the two
cameras available in the device, and delivering essential information for the assessment of
pressure injuries, such the presence of each tissue type and their percentage in the wound,
the measurements of the area and perimeter, etc.
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The following subsections will be presented as follows: a presentation of the tissue types
segmentation models which were included in the web application, a brief introduction of
the device used for acquisition, the improvements which were added in the wed application
and a final discussion and conclusion.

5.1.

Segmentation models

In this web application, four different models have been included to conduct the
segmentation task: One model which segments the wound and the ruler, one for
granulation tissue, one for slough tissue and one for necrotic tissue.
For the ground-truth annotations, an online annotator has been used to segment the
desired ROIs and exports a JSON file with the corresponding areas and classes, as shown
in figure 45.

Figure 45: Image annotation illustration for necrotic tissue

As discussed in chapter 4, section 4.4.2, a Mask RCNN architecture was used to conduct
the segmentation, where the best performance was obtained using a ResNet50 backbone
with a mean Dice score of 0.83 for wound segmentation and 0.80 for the ruler, a mean
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sensitivity score of 0.85 for the wound and 0.83 for the ruler, and a mean precision score
of 0.87 for the wound and 0.83 for the ruler, as shown in figure 46.

Figure 46: Results of the segmentation of pressure injuries and rulers

As for the granulation tissue, there was a total of 136 images which were containing
granulation tissue (97 were used for training and 39 for testing). The mean DICE score
was 88.6% and the mean precision of 93%. For the slough tissue, there was a total of 144
images which were containing slough tissue (115 were used for training and 29 for
testing). The mean DICE score was 83.3% and the mean precision of 86%. As for
necrotic tissue, there was a total of 84 images which were containing necrotic tissue (77
were used for training and 7 for testing). The mean DICE score was 80.1% and the mean
precision of 84%. These results seem lower than the ones presented in chapter 3 with the
proposed segmentation model. This is because our first proposed model was applied on
images which were already segmented and only the wound was kept. However, the Mask
RCNN takes the whole image, with makes it a more challenging task.
the
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5.2.

The device

The main purpose of the device is to non-intrusively acquire data from the wounds in
order to detect if the bacteria is present in the pressure injury. Different sensors were
included in the device, such as analog sensors (MQ3 for alcohol, the MQ135 for CO2 and
the MQ138 for acetone and TGS286 for ammonia), temperature sensor (DHT22), Distance
sensor (HC-SR04), and two optical cameras and one thermal camera, as shown in fig. 47.

Figure 47: The device for pressure injury data acquisition

In the front face, a touchscreen with a touch pen is used for user interaction. The 5inch
HDMI LCD by Waveshare is connected with the raspberry pi through HDMI for the
display itself and then with SPI for the touch functionality.
The user interface in the device start with a login window as shown in fig. 48. For an
easier user authentication, a pin number associated to each doctor could be entered using
number buttons.
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Figure 48: Authentification window

After a successful log in, the next widow enables the selection of the patient which we want
to scan. In case of an available internet connection, the doctor could also access the past
test. The doctor can start a new test by clicking on “New Test” tab, as shown in fig. 49.

Figure 49: Patient selection window

If the doctor chooses to access a previous test, he/she can either upload it to the web server
in case it hasn’t been done, or delete them, as shown in fig. 50.

Figure 50: Past tests window

If the doctor chooses to make a new test, then a test window opens as shown in fig. 51.
Three different buttons are available, each one for a different reading: the gas sensors, the
temperature with the thermal camera and the photo for the cameras. In case the doctor
wants to repeat the test, he/she can push the restart button and all the current data will be
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removed. In case of an available Internet connection, the doctor can upload the data in the
web server by pushing the button “Upload”.

Figure 51: Test window

When the user chooses to acquire the Gas data, a gas window is displayed and four different
boxes corresponding to the four sensors show the real-time gas values.
Once the test is finished, a graph is displayed with the concentrations of each sensor
through the test, as shown in fig. 52.

Figure 52: Gas window and information display

When the user chooses to capture the temperature using the temperature camera, a window
displays the captured image, with a possibility to retake the image as shown in fig. 53.
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Figure 53: Temperature window

And lastly, when the doctor wants to capture images of the wound using both of the
cameras, similarly to the temperature camera, he/she can take the picture or retake it in case
he/she wants to redo the capturing, as shown in fig. 54.

Figure 54: Photos window

5.3.

Web server

The web server application is developed by using Django, using a template named
Gentelella developed by Colorlib. Django has the advantage of an easy setup of the
database, as it has an integration through the Django models, which are defined and then
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migrated to the database. The developed web server application contains the following
main views:
Login and Register: used for logging in and registering to the web. The doctor
needs to enter his/her credentials, username and password to login, for the registration the
necessary details are; name, last name, username email and password, as shown in figure
55.

Figure 55: Log in and registration

Once the doctor has successfully logged in, a page with a list of his/her patients will
open, showing the user photo if existing, the name and id, as shown in figure 56.
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Figure 56: Patients list overview

Once a patient is chosen, a page of all the tests made for that patient will be shown.
Previously, solely information about the infection prediction from the gas sensor data was
shown in a table. The integration of the image processing results is evidenced by the
different columns added, as well as an evolution graph of the evolution of different tissue
type percentages in the wound, as shown in figure 57. Each one of the table columns
contains a specific result:
• Right image: when “image” is clicked, the right image is shown with the wound and
ruler segmented, as shown if figure 58.
• Left image: Similarly, when “image” is clicked, the left image is shown with the
wound and ruler segmented
• Number of PIs: This column contains the number of detected PIs in the image.
• Tissue types: Contains the detected tissue types in the wound.
• Ruler: If there is a detected ruler in the image, the value is “Yes”.
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• Perimeter/Area: contain the measurements of the perimeter and area (cm/cm2), after
the doctor selects 1cm distance from the image (currently being developed).
• Granulation/Slough/Necrosis: These columns contain the percentage of each of one
of the detected tissue types, and when the percentage if clicked on, an image of the
wound with the corresponding segmented tissue type is shown.

Figure 57: Specific patient’s tests overview
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Figure 58: Illustration of image segmentation when "right image" is clicked on

If the doctor selects a specific test date, a new page opens and shows four graphs of
the collected gas data, the captured images, the distance from which it was captured from,
a table of the findings previously mentioned, a pie chart with the percentages of the three
different tissue types, and a selection of segmented images of the detected tissue types, as
shown in figure 59. A color panel has been chosen for an easier visualization of the
segmentations: red for the wound, blue for the ruler (for the whole image segmentation),
then for specific tissue types, red was chosen for granulation, yellow for slough and purple
for necrosis, as shown in figure 60.
Once the doctor has edited the different segmentations which he/she does not agree
with, the edited segmentation will be saved into the database and the results of that test will
be updated accordingly, as shown in figure 61.
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Figure 59: Specific test's page view

Figure 60: Three tissue types segmentation views
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Figure 61: Segmentation editing window

The current improvement of this web application is the inclusion of an interactive
window which will enable the doctor to edit the segmentations and insert the distance of
1cm in case the ruler is present, so that the algorithm could directly provide the real-world
measurement of the wound.

5.4.

Chapter summary

In this chapter, we have presented our integration of pressure injury imaging algorithms in
a web-based application for an easier and non-intrusive assessment of pressure injuries.
This application in connected to a sensor device, which was previously developed by a
Masters student in the university of Deusto, Spain.
In this application, the doctor can retrieve the data which was acquired using the device
and apply the algorithms of detection and segmentation. The output results retrieved from
the acquired images are the detection and segmentation of the wound and the ruler if
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present, the segmentation of the three tissue types and the calculation of their percentages
in the wound. Using the ruler, the perimeter and area can also be measured. If the models’
segmentations are not very precise, an interactive user interface for editing enables the
doctor to rectify the segmentations, and the measurements are then updated automatically.
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CHAPTER 6

6. CONCLUSION AND FUTURE WORK

This dissertation studied new approaches of Deep Learning to tackle one of the
important health issues in the medical sector using imaging techniques. It revolves around
the assessment of pressure injuries which represent a serious health issue especially in
elderly and bed-bound individuals. Using 2D and 3D imaging techniques, along with Deep
Learning technology, the objectives which were set in the beginning of the thesis were
successfully met.
This dissertation work has provided several contributions in medical imaging in the
form of end-to-end frameworks, including preprocessing of the data, the design of Deep
Learning architectures suitable for each type of data and reliable results using typical
validation metrics of each application. All the three main specific objectives of this
dissertation were fulfilled during the research process:
SO1: Construction of the database containing 2D photographs and 3D meshes of
pressure injuries: This objective was successfully completed by collaborating with
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several hospitals in the region of Bilbao (Cruces Hospital, Santa Marina Hospital, Basurto
Hospital) and doing hospital visits during a period of 24 months in order to acquire the data
necessary to conduct the research, in addition to personal visits to patients houses. The
database was finally composed of 210 photographs of pressure injuries, where 35 has a
corresponding 3D mesh.
SO2: To define the current state of the art achievements in pressure injury imaging
systems. This objective was successfully completed by the publication of an article that
consisted of an analysis of wound imaging techniques with artificial intelligence, offering
a literary review combined with the novelty of Deep Learning techniques to tackle this medical
application.
SO3: To design and implement algorithms for the segmentation, classification and
measurement of pressure injuries: This objective which represents the core part of this
study case was fulfilled by designing two end-to-end systems. The first proposed system
is based on a Convolutional Neural Network (CNN) devoted to performing optimized
segmentation of the different tissue types present in pressure injuries (granulation, slough,
and necrotic tissues). The obtained results showed an overall average classification
accuracy of 92.01%, an average total weighted Dice Similarity Coefficient of 91.38%, and
an average precision per class of 97.31% for granulation tissue, 96.59% for necrotic tissue,
and 77.90% for slough tissue. The second proposed system automatically segments and
measures all the quantitative characteristics of pressure injuries using their 2D and 3D
information. Then, the developed algorithms for segmentation were integrated in a webbased application in order to enable the doctors to track the healing of the wound by
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following the evolution of the tissue types inside the wound, its measurements and
infection.
From the obtained results which were presented in the previous chapters, we can state that
use of Deep Learning can definitely take medical decisions to the next level, improving the
quality of diagnosis of several heath issues by providing reliable results to care givers from
the analysis of patients’ data. The motivation for conducting this research in some of the
crucial medical issues that we are facing in our society nowadays arises from the eagerness
to take medical research to a higher level in order to alleviate the severity of such health
issues because of a lack of prevention or assessment tools. Meeting with physicians and
caregiver has not only helped us to better conduct this research, but also confirmed to us
the necessity of such novel methods to deal with these health issues.
As a result of these findings, three papers were published in top-tier international
journals. The first paper, as shown in Table 4, introduces the state the art literature survey,
where 114 relevant articles in the field of would image analysis using classical machine
learning and recent Deep Learning techniques were analyzed.
Table 4:Details of the publication (Zahia 2020b)

Title

Pressure injury image analysis with machine learning techniques:
A systematic review on previous and possible future methods

Authors

Sofia Zahia, Maria Begoña Garcia Zapirain, Xavier Sevillano,
Alejandro González, Paul J Kim, Adel Elmaghraby

Journal

Artificial Intelligence in Medicine

Date

18 October 2019

Impact Factor

4.383 (2019)

DOI

https://doi.org/10.1016/j.artmed.2019.101742

Quartile

98

Q1

The second paper, as shown in Table 5, presents a novel contribution in tissue type
segmentation and classification using Convolutional Neural Networks.
Table 5: Details of the publication (Zahia 2018)

Title

Tissue classification and segmentation of pressure injuries using
convolutional neural networks

Authors

Sofia Zahia, Daniel Sierra-Sosa, Begonya Garcia-Zapirain, Adel
Elmaghraby

Journal

Computer Methods and Programs in Biomedicine

Date

22 February 2018

Impact Factor

3.632 (2019)

DOI

https://doi.org/10.1016/j.cmpb.2018.02.018

Quartile

Q1

As for the third paper, as shown in Table 6, and end-to-end system for a full
assessment of pressure injuries using 2D photographs and 3D meshes of the wounds along
with Deep Learning and computer vision techniques was presented.
Table 6: Details of the publication (Zahia 2020)

Title

Integrating 3D Model Representation for an Accurate Non-Invasive
Assessment of Pressure Injuries with Deep Learning

Authors

Sofia Zahia, Begonya Garcia-Zapirain, Adel Elmaghraby

Journal

Sensors

Date

21 May 2020

Impact Factor

3.275 (2019)

DOI

10.3390/s20102933

Quartile

Q1

While this study adds to the existing body of literature on the potential of Deep
Learning for tackling different medical applications, there are some limitations to the study
that should be considered. The efficiency of Deep Learning models mostly relies on the
quality of the dataset used for the learning. The database used for the study was acquired
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during several study visits. However, due to the tight timetable of physicians and nurses,
the collected database can’t be considered big enough to provide generalizable results.
Although the obtained results are very satisfactory, a bigger dataset would definitely
enhance the generalizability of the trained models.
During the process of data collection, as we were dealing with pressure injuries of
stage 3 and 4, many patients passed away after our first visits. Unfortunately, we were
unable to add the part of the healing prediction as we couldn’t get enough data from the
same patients through a long duration. This part of the study, as a future step, would
represent a significant contribution in the assessment of pressure injuries, as it would help
doctors and caregivers to predict the healing of the wound based on the prescribed
treatment and the evolution of the wound.
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