Abstract-Several applications require accurate and efficient object duplicate detection methods, such as automatic video and image tag propagation, video surveillance, and high level image or video search. In this paper, we explore the limits of our recently proposed graph-based object duplicate detection method. The dependency of the performance with respect to the number of training images is assessed and the optimal detection parameters are determined. Furthermore, the differences among various object classes are analyzed. In this way, this paper provides an in-depth analysis of the graph based object duplicate detection method.
I. INTRODUCTION

A. Motivation
Image and video retrieval is an important task in computer vision. Significant efforts have been made in this area. Most existing image search and retrieval methods are based on 2D regions and features. However, these methods often fail due to changes in view points.
The general aim of object duplicate detection is to detect whether the target object is present in a set of images and to determine the locations and sizes of each occurrence. Object duplicate detection is a more specific task than object recognition since its goal is not to find all the instances of a certain object class but only a specific sample of that object class. This idea is illustrated in Figure 1 for cars and shoes.
Such an object duplicate detection approach can be useful in a number of applications. For instance, tags can be propagated to new images based on the detection of the same object in previously annotated images. Image and video search can be performed on the occurrence of a specific object, such as a suspect car in a large video surveillance database. Finally, information can be provided about an object captured by a mobile device.
B. Related work
Several research works have successfully addressed the problem of identification of specific regions in an image or video database. However, 3D object detection has not received the same interest. Therefore, in this paper, we make a step toward 3D object detection, while keeping the efficiency of 2D.
In most prior work for object duplicate detection, two specific problems can be identified. The first aims at defining a similarity measure between image regions. The second problem consists in locating the position of the target object, based on the previously defined measure.
Related to the first problem, two state-of-the-art techniques should be mentioned. The first is the "Bag of Words Model", which is based on the histogram of local features. Zhang et al. in [1] presented a comparative study on different local features on texture and object recognition tasks based on this technique. The "Bag of Words Model" does not include spatial information from the objects. However, it gives a robust, simple, and efficient solution for recognition. Conversely, the "Part based Model" considers spatial information of the local features as well. A promising method in [2] shows that the "Part based Model" performs well. More precisely, Star Model is used to represent the objects based on Histogram of Oriented Gradient (HOG) features. H. Bunke does an exhausting research on structural pattern recognition [3] . Handwriting, letter and contour line recognition is typical tasks for his works on graph based matching algorithms. In [4] the same task is performed using a 3D model of the object, where affine covariant regions are used for object modeling from video sequences.
The problem of multi-view object detection is still largely Figure 1 . Illustration of the difference between object recognition and object duplicate detection. While the former groups objects into different glasses such as cars and shoes, the latter distinguishes between different shoe or car instances.
unresolved. However, some interesting solutions have been proposed for retrieving different visual views from the set of images or video. An approach described in [5] uses tracking to retrieve several different views of a same object in order to generate its representative model. The model in then used to recognize objects in a simple and accurate manner. In [5] the same task is performed using a 3D model of the object, where affine covariant regions are used for object modeling from video sequences. For the second problem, namely, the localization of the position of the target object, affine covariant regions provide a set of points invariant to scale, rotation and translation, as well as robust to illumination changes, and changes of viewpoints [6] . On these regions, local descriptors, such as Scale Invariant Feature Transform (SIFT) [7] are extracted. The Generalized Hough Transform or a probabilistic model [8] can then be applied in order to localize the position of the object in the query image.
C. Objective
Our approach combines the advantages of being as efficient as in "Bag of Words Model", and as accurate as in "Part Based Model" due to consideration of spatial information. Another advantage of the proposed approach is that it requires a small number of training images in order to build a good model for the target object. A training phase aims at constructing the spatial relations between features in the target object, which is then represented by a graph. In other words, an attempt toward 3D modeling is made, while keeping the efficiency of 2D processing.
This work is an extension of our previous work on object duplicate detection [9] . An approach for graph-based object duplicate detection was developed and an attempt toward 3D modeling is made, while keeping the efficiency of 2D processing considering spatial information. The novelty of this paper is an in-depth analysis of the limits of this graph-based approach. 850 images were collected to evaluate our algorithm on a more comprehensive database. Optimal parameters are derived from the analysis and comparisons between various object classes are provided.
In this paper we evaluate and analyze our recently proposed object duplicate detection by answering the following questions:
• What is the difference between accuracy with different number of training images? • What are the optimal parameter settings for certain application? • How does the detection performance depend on the object class?
The paper is organized as follows: The method is presented in Section 2. Experiments and results are discussed in Section 3. Finally, Section 4 concludes with a summary and some perspectives for future study. 
II. OBJECT DUPLICATE DETECTION ALGORITHM
In this section, we present an efficient solution for 3D object duplicate detection in static images [9] . The goal is to detect the presence of a target object and to predict its bounding box, based on a set of images containing that object. A small number of training images, typically one to four, containing different views of the target object, are sufficient enough to achieve good performance [9] .
The system architecture is illustrated in Figure 2 . In the following the feature extraction, training and testing phase are explained.
A. Feature extraction
To resolve the localization problem efficiently, we use sparse features which are extracted from the training and the testing images:
• Interest regions are detected making use of a Hessian affine detector [6] .
• Region descriptor extracted for each interest region.
Position, scale and orientation are computed. Scale invariant image descriptors (SIFT) are then extracted from interest regions [7] , as they remain robust to arbitrary changes in viewpoints.
B. Training
During the training phase, a set of images of the target object (from different views, and with eventual deformations) is processed. The training images correspond to a single object filling up the whole field of view.
• Features are extracted from the training images as described above.
• Hierarchical clustering is applied in the SIFT feature space, for improve the efficiency [10] . Illustration of the different steps of the testing stage with individual feature matching, spatial graph matching and bounding box estimation.
• Construct spatial graph model which considers the scale, orientation, position and neighborhood of the region of interest.
C. Testing
In the testing phase, we retrieve images according to a query using the following steps which are illustrated in Figure 3: • Features are extracted from the test image as described above. • Non-maximum suppression to reject overlapping bounding boxes due to ambiguity of object location [6] .
• Bounding box merging based on graph intersection to combine overlapping bounding boxes due to different views.
III. EXPERIMENTS
In this section, we assess the performance of the developed object duplicate detection method [9] on a larger dataset and explore the influence of the number of training images and the detection parameters on the performance.
A. Database
The experiments are based on a novel dataset that contains 850 pictures from 10 3D and 5 2D object classes as shown in Figure 4 : bag, bicycle, body, face, shoes, stone, can, car, building, motor, poster, logo, newspaper, book and workbook.
Each class contains at least three samples. From each sample several images were taken from different points of view and varying distances as it is shown in Figure 5 for building and shoes.
B. Evaluation
Detection tasks can be evaluated based on a set of ground truth objects and a set of predicted objects which are represented by their bounding boxes. Through a pair-wise comparison of GT and PR objects a match matrix is derived that describes the correspondences between them. Based on that, a confusion matrix was created, which contains the number of true positives (TP), false positives (FP) and false negatives (FN). For the evaluation of detection problems two curves can be derived from this confusion matrix. The receiver operating characteristic (ROC) curve plots the true positive rate (TPR) versus the false positive per number of images (FPR), with
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Second, precision recall (PR) curves plot the recall (R) versus the precision (P) with
R = T P T P + F N P = F P T P + F P
not considering the TN which is not uniquely defined for a detection problems.
F-measure is calculated to determine the optimum thresholds for the object detection. It can be computed as the harmonic mean of the precision and recall values:
Thus it considers precision and recall equally weighted. The general formula considers the weighted values of precision and recall.
C. Results
In order to analyze the performance of the object duplicate detection depending on the number of training images, the method was trained with 1, 2 or 3 images and tested on all remaining images. Negative images (images which do not contain the ground truth object) were the different images from same class of object and several not related images. The corresponding ROC curves are shown in Figure 6 . It shows a significant difference between one or more training image. The reason for that is that one training image is not enough to describe and detect an object from very different points of view. However, this result shows, more than one image can significantly improve our algorithm. In this figure we can determine, if we allow 10 FP images from 100 negative (which signed wrongly as contains the object), 85, 92 and 97 objects are detected, out of 100 with one, two and three training images.
The results are complemented by the PR curves shown in Figure 7 , that provide a better visualization of the opposing effects (high precision vs. high recall) which are inherent to any detection task. In this figure we can determine, if at least 90 objects from 100 detected, then we detect 30, 70 and 80 right objects, out of 100 positive detected objects with one, two and three training images. If we allow the recall to be low then the precision can be lower in case of using more than one training images. In order to determine the optimal threshold for general applications, the f-measure was calculated. Two plots were shown. First, the threshold versus f-measure curve is analyzed in Figure 8 . The chosen points show the maximum performance of each case. If one, two and three training images are used then an F-score of 0.80, 0.82 and 0.84 can be reached with threshold of 51, 140 and 288, respectively. Considering this curve, the optimal threshold is largely depending on the number of training images. If more training images are used the optimal threshold is increased significantly.
Second, the parameter β of the general F-measure versus threshold value is shown in Figure 9 . In this plot, the importance of precision and recall can be balanced according to the requirements. If the β parameter is equal to one then precision and recall are equally important. Two other commonly used f-measures are the F 2 measure, which weights recall twice as much as precision, and the F 0.5 measure, which weights precision twice as much as recall. The optimal F-measure parameter settings are also shown in all the other figures.
In order to compare the different classes with each other, the f-measure is computed for each of the 2D and 3D object classes as shown in Figure 10 . Shiny objects, such as car and motor bicycle, are hard to detect due to the changing reflections depending on the light. Books are also among the worst classes, due to large illumination variations during the image acquisition which was not the case for newspapers. Therefore, the performance of books under less diverse conditions is expected to be higher. Body duplicate detection considers just the texture of the cloths and not the shape which gives surprisingly good result. Face identification is also possible application; however this experiment does not consider different illuminations. Newspapers performed best, thanks to the large number of pictures and textures on the pages.
An interesting sample is discussed now in more detail. Surprisingly, even the opposite side of a car is recognized if just one training image is used. The reason is that the license plate of the car is the most salient region on both the front and the back of the car (Figure 11) . Nevertheless, the location of the car is shifted upwards due to the different position of license plate with respect to the overall object. 
IV. CONCLUSION
The recently proposed graph-based object duplicate detection algorithm was analyzed in this paper. This approach was shown to be robust when using only one or few images for training. Moreover, it was successfully tested for object duplicate detection, even when the object is captured from different views. The results show significant improvement on the accuracy if more than one image is trained from each object. Considering the F-measure and F β -measure, the optimal threshold is determined. The comparison between various classes of objects shows, that shiny objects are the most difficult to detect while textured are found more easily.
As future work, we will explore the extension of this method to deal with duplicate object detection in video.
