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1. Introduction
Let f be a periodic function with the period 1 on the real line R. Let 1 p < ∞. Any set Π = {x0, x1, . . . , xn} of points
x0 < x1 < · · · < xn, where xn = x0 + 1,
will be called a partition of a period (or simply a partition). For any partition Π, set
vp( f ;Π) =
(
n−1∑
k=0
∣∣ f (xk+1) − f (xk)∣∣p
)1/p
.
We say that f is a function of bounded p-variation if
vp( f ) = sup
Π
vp( f ;Π) < ∞,
where the supremum is taken over all partitions Π. This deﬁnition was given by Wiener [29]. The class of all 1-periodic
functions of bounded p-variation will be denoted by V p . If p = 1, then we omit the subscript p in the preceding notations.
For 1 p < ∞ we let Lp denote the space of all measurable 1-periodic functions f with the norm
‖ f ‖p =
( 1∫
0
∣∣ f (x)∣∣p dx
)1/p
< ∞.
For a function f ∈ Lp, the Lp-modulus of continuity of f is deﬁned by
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0hδ
( 1∫
0
∣∣ f (x+ h) − f (x)∣∣p dx
)1/p
, 0 δ  1.
Let W 1p (1 p < ∞) be the class of all absolutely continuous 1-periodic functions such that f ′ ∈ Lp . It is easily seen that
for any function f ∈ W 1p (1 p < ∞)
ω( f ; δ)p  δ‖ f ′‖p . (1.1)
Moreover, by Hardy–Littlewood’s theorem [11], for 1 < p < ∞ a function f ∈ Lp is equivalent to a function in W 1p if and
only if ω( f ; δ)p = O (δ) (functions f and g are said to be equivalent if they coincide almost everywhere).
In the case p = 1 Hardy and Littlewood [11] proved that a function f ∈ L1 is equivalent to a function of bounded
variation if and only if
ω( f ; δ)1 = O (δ). (1.2)
For p > 1 the class V p does not admit any similar characterization in terms of Lp-modulus of continuity. It was shown in
[25,30] that
ω( f ; δ)p  vp( f )δ1/p (0 δ  1)
for any f ∈ V p . However, for p > 1 the converse statement is not true. Sharp estimates of p-variation were obtained by
Terehin [26] in terms of the second order modulus of continuity.
Set for f ∈ Lp and δ ∈ [0,1]
ω(2)( f ; δ)p = sup
0hδ
( 1∫
0
∣∣ f (x+ h) − 2 f (x) + f (x− h)∣∣p dx
)1/p
.
Terehin [26] proved that if f ∈ Lp, 1 p < ∞, and
J (2)p ( f ) =
1∫
0
t−1/pω(2)( f ; t)p dt
t
< ∞, (1.3)
then f is equivalent to a continuous 1-periodic function f¯ ∈ V p and
vp( f¯ ) A J (2)p ( f ), (1.4)
where A is an absolute constant. Observe that the same result was obtained by Peetre [24] with the use of interpolation
methods.
We have ω(2)( f ; t)p  2ω( f ; t)p . Thus, if
J p( f ) =
1∫
0
t−1/pω( f ; t)p dt
t
< ∞ (1 < p < ∞), (1.5)
then f is equivalent to a continuous 1-periodic function f¯ ∈ V p , and
vp( f¯ ) A J p( f ). (1.6)
The ﬁrst part of this statement was proved in 1958 by Geronimus [10]. More exactly, it was shown in [10] that any
function f ∈ Lp satisfying (1.5) is equivalent to a continuous 1-periodic function, and
‖ f ‖∞  A
(‖ f ‖p + J p( f )), (1.7)
where A is an absolute constant. It was proved by Ul’yanov [27] that the inequality (1.7) is sharp for any order of the
modulus of continuity. However, simple arguments show that the constant coeﬃcients in (1.6) and (1.7) should depend
on p and vanish as p → 1 or p → ∞. For example, for any continuously differentiable function f the left-hand side in (1.6)
is bounded whilst the right-hand side tends to inﬁnity as p → 1 (if f is not a constant). Furthermore, if p → ∞, then the
right-hand sides in (1.4) and (1.6) tend to the Dini integral, whilst the left-hand sides tend to the oscillation of f¯ .
The above observations led us to the following problem: ﬁnd the sharp asymptotics of the constant coeﬃcients A = A(p)
in (1.6) and (1.7) as p → 1 and p → ∞.
We prove (see Theorem 3.1 below) that the following stronger versions of (1.6) and (1.7) hold:
‖ f ‖∞  A
(
‖ f ‖p + 1 ′ J p( f )
)
, (1.8)pp
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vp( f¯ ) A
(
ω( f ;1)p + 1
pp′
J p( f )
)
, (1.9)
where A is an absolute constant (as usual, p′ = p/(p − 1)). We show that the asymptotic behaviour of the constant A/(pp′)
in (1.8) and (1.9) is optimal in a sense.
Applying (1.9) and Marchaud’s inequality, we obtain that
vp( f¯ ) A
(
ω(2)( f ;1)p + 1
p
J (2)p ( f )
)
,
which gives a reﬁnement of (1.4). Note that the factor 1/p may play a crucial role (see Section 3 below).
If 1 < p < ∞, then the sums vp( f ;Π) may tend to 0 as ‖Π‖ = maxk(xk+1 − xk) tends to 0. Set
ω1−1/p( f ; δ) = sup
‖Π‖δ
vp( f ;Π) (1 < p < ∞), (1.10)
where the supremum is taken over all partitions of a period such that ‖Π‖ δ (this deﬁnition was given by Wiener [29]).
Following [25], we call the function ω1−1/p( f ; δ) the modulus of p-continuity of f .
It was proved in [30] (see [25] for the periodic case) that
ω( f ; δ)p  δ1/pω1−1/p( f ; δ), δ ∈ [0,1], 1 < p < ∞.
On the other hand, assume that (1.5) holds and the function f is modiﬁed on a set of measure zero so as to become
continuous. The following estimate was proved in [26]
ω1−1/p( f ; δ) A
[
pδ−1/pω( f ; δ)p +
δ∫
0
t−1/pω( f ; t)p dt
t
]
, (1.11)
where A is an absolute constant.
Applying (1.9), we show that the constant coeﬃcients in (1.11) can be improved. Namely, we obtain that
ω1−1/p( f ; δ) A
[
δ−1/pω( f ; δ)p + 1
pp′
δ∫
0
t−1/pω( f ; t)p dt
t
]
(1.12)
for any δ ∈ (0,1], where A is an absolute constant. Our main result here is the sharpness of the estimate (1.12). More
exactly, we construct a function with an arbitrary prescribed order of the modulus of continuity in Lp , for which the
opposite inequality holds for all δ ∈ [0,1].
It is easily seen that for any function f ∈ W 1p (1 < p < ∞) we have
ω1−1/p( f ; δ) ‖ f ′‖pδ1−1/p . (1.13)
Conversely, if ω1−1/p( f ; δ) = O (δ1−1/p), then f ∈ W 1p (see [25]). These statements are closely related to the following
theorem due to F. Riesz [19, Chapter 9]: a 1-periodic function f belongs to W 1p (1 < p < ∞) if and only if f can be
modiﬁed on a set of measure 0 so that
sup
Π
(
n−1∑
k=0
| f (xk+1) − f (xk)|p
(xk+1 − xk)p−1
)1/p
< ∞.
Assume that 1 < p < ∞ and α  0. Let f be a 1-periodic function and let Π = {x0, x1, . . . , xn} be a partition of a period.
Set
vp,α( f ;Π) =
(
n−1∑
k=0
| f (xk+1) − f (xk)|p
(xk+1 − xk)αp
)1/p
. (1.14)
We denote by V αp the class of all 1-periodic functions f such that
vp,α( f ) = sup
Π
vp,α( f ;Π) < ∞, (1.15)
where Π runs over all partitions of a period (see [24, p. 114]). Obviously, V 0p = V p and V βp ⊂ V αp if 0 α < β . By F. Riesz’s
theorem, V 1/p
′
p = W 1p for any 1 < p < ∞. If α > 1/p′ , then any function f ∈ V αp is constant.
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and
Kp,α( f ) =
( 1∫
0
t−αp−1ω( f ; t)pp dtt
)1/p
< ∞, (1.16)
then f is equivalent to a continuous function f¯ ∈ V αp , and
vp,α( f¯ ) Aα−1/p
′
(1/p′ − α)1/p Kp,α( f ), (1.17)
where A is an absolute constant. Further, we show that the condition (1.16) is sharp for any rate of the decay of the modulus
of continuity, and the order of the constant in (1.17) is optimal as α → 0 or α → 1/p′. Moreover, if α → 1/p′, we obtain
the inequality vp,1/p′( f¯ ) A‖ f ′‖p as the limit of (1.17) (cf. the Riesz theorem above). We observe that this phenomenon is
similar to those that were ﬁrst studied by Bourgain, Brézis and Mironescu [6–8] (for further results, see [15,17,18]).
We emphasize that for α = 0 the condition (1.16) does not even imply that f ∈ L∞; in this case it should be replaced by
a stronger condition (1.5).
It was recently shown in [3,4] that the classes V p play an important role in problems of boundedness of superposition
operators. In [3–5] there were also studied classes Up deﬁned in terms of local oscillations. In Section 6 we consider one
counterexample concerning these classes.
2. Auxilliary propositions
We shall call a modulus of continuity any non-decreasing continuous function ω(δ) on [0,1] satisfying the conditions
ω(0) = 0 and
ω(δ + η)ω(δ) + ω(η), 0 δ  δ + η 1. (2.1)
The class of all moduli of continuity will be denoted by Ω . It is well known that for any function f ∈ Lp we have
ω( f ; ·)p ∈ Ω .
Let ω ∈ Ω . Then by (2.1)
ω(2δ) 2ω(δ) for any δ ∈ [0,1]. (2.2)
It easily follows that
ω(μ)/μ 2ω(h)/h for 0 < h < μ 1. (2.3)
Throughout this paper, for any ω ∈ Ω we denote
ωn = ω
(
2−n
)
and ωn = 2nω
(
2−n
)
(n ∈ N). (2.4)
By (2.2),
ωn+1 ωn  2ωn+1 (2.5)
and
ωn ωn+1  2ωn (n ∈N). (2.6)
Let ω ∈ Ω and assume that
lim
δ→+0ω(δ)/δ = ∞. (2.7)
Then we deﬁne the sequence of natural numbers nk ≡ nk(ω) as follows. Set n0 = 0 and
nk+1 = min
(
n : max
(
ωn
ωnk
,
ωnk
ωn
)
 1
2
)
(k = 0,1, . . .). (2.8)
Thus,
2ωnk+1 ωnk , 2ωnk ωnk+1 (k = 0,1, . . .), (2.9)
and for each k = 0,1, . . . at least one of the inequalities
2ωn −1 > ωn or ωn −1 < 2ωnk+1 k k+1 k
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ωnk < 4ωnk+1 (2.10)
or
ωnk+1 < 4ωnk . (2.11)
Observe that partitions (2.8) for moduli of continuity have been used for a long time, beginning from the works [1,20,28].
Lemma 2.1. Let ω be a modulus of continuity satisfying (2.7) and let 1 q < ∞ and 0 < β < q be given numbers. Then
∞∑
k=0
2nkβωqnk  2ω
q
0 + 2q+2β(q − β)
1∫
0
t−βω(t)q dt
t
. (2.12)
Proof. By the ﬁrst inequality in (2.9) we have
nk+1−1∑
n=nk
2nβ
(
ω
q
n − ωqn+1
)
 2nkβ
(
ω
q
nk − ωqnk+1
)
 2nkβ−1ωqnk
for any k 0. This implies that
∞∑
k=0
2nkβωqnk  2
∞∑
n=0
2nβ
(
ω
q
n − ωqn+1
)
. (2.13)
Further, applying the second inequality in (2.9), we obtain
nk∑
n=nk−1+1
2n(β−q)
(
ω
q
n − ωqn−1
)
 2nk(β−q)
(
ω
q
nk − ωqnk−1
)
 2nk(β−q)−1ωqnk
for any k 1. Thus,
∞∑
k=1
2nkβωqnk  2
∞∑
n=1
2n(β−q)
(
ω
q
n − ωqn−1
)
. (2.14)
Since
∞∑
n=0
2nβ
(
ω
q
n − ωqn+1
)= ωq0 + (2β − 1)
∞∑
n=1
2(n−1)βωqn
and
(
2β − 1)2(n−1)βωqn  β
2−(n−1)∫
2−n
t−β−1ω(t)q dt (n ∈N),
we obtain that
∞∑
n=0
2nβ
(
ω
q
n − ωqn+1
)
ωq0 + β
1∫
0
t−β−1ω(t)q dt. (2.15)
Further,
∞∑
n=1
2n(β−q)
(
ω
q
n − ωqn−1
)= (1− 2β−q) ∞∑
n=1
2n(β−q)
(
ω
q
n − ωq0
)
and, by (2.3),
2−n∫
2−n−1
t−β−1ω(t)q dt 
(
ωn
2
)q 2−n∫
2−n−1
t−β+q−1 dt
= 1
q
(
1− 2β−q)2n(β−q)ωqn.2 (q − β)
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∞∑
n=1
2n(β−q)
(
ω
q
n − ωqn−1
)
 2q(q − β)
1∫
0
t−β−1ω(t)q dt. (2.16)
Denote
S =
∞∑
k=0
2nkβωqnk and J =
1∫
0
t−β−1ω(t)q dt.
Then (2.13) and (2.15) imply that S  2(ωq0 + β J ). By (2.14) and (2.16), we have also that S  ωq0 + 2q+1(q − β) J . Thus, we
get
qS  2qωq0 + 2q+2β(q − β) J ,
which completes the proof. 
Let f ∈ L1. For any 0 < h 1, let
fh(x) = 1h
x+h∫
x
f (t)dt (2.17)
be the Steklov average of the function f .
Lemma 2.2. If f ∈ Lp , 1 p < ∞, then
‖ f − fh‖p ω( f ;h)p (2.18)
and ∥∥ f ′h∥∥p ω( f ;h)p/h. (2.19)
These inequalities are well known and their proofs are immediate.
Lemma 2.3. Let f ∈ Lp (1 p < ∞) and let
ψh,μ(x) = fh(x) − fμ(x)
(
h,μ ∈ (0,1]).
Then
‖ψh,μ‖∞  h1−1/pω( f ;μ)p
(
1
h
+ 1
μ
)
(2.20)
and
vp(ψh,μ) 5h1−1/pω( f ;μ)p
(
1
h
+ 1
μ
)
. (2.21)
Proof. For any x we have
∣∣ψh,μ(x)∣∣ 1h
x+h∫
x
∣∣ f (t) − fμ(x)∣∣dt
 1
h
x+h∫
x
∣∣ f (t) − fμ(t)∣∣dt + 1
h
x+h∫
x
∣∣ fμ(t) − fμ(x)∣∣dt.
Further, for any t ∈ [x, x+ h]
∣∣ fμ(t) − fμ(x)∣∣
x+h∫ ∣∣ f ′μ(u)∣∣du.
x
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∣∣ψh,μ(x)∣∣ h−1/p
( x+h∫
x
∣∣ f (u) − fμ(u)∣∣p du
)1/p
+ h1−1/p
( x+h∫
x
∣∣ f ′μ(u)∣∣p du
)1/p
. (2.22)
It follows that ‖ψh,μ‖∞  h1−1/p‖ f ′μ‖p + h−1/p‖ f − fμ‖p . Applying Lemma 2.2, we obtain (2.20).
We shall now prove (2.21). Let x0 < x1 < · · · < xn = x0 + 1. Set Jn = {0,1, . . . ,n − 1}, K ′ = { j ∈ Jn: x j+1 − x j  h}, and
K ′′ = Jn \ K ′. If j ∈ K ′, then, applying Hölder’s inequality, we have∣∣ψh,μ(x j+1) − ψh,μ(x j)∣∣ ∣∣ fh(x j+1) − fh(x j)∣∣+ ∣∣ fμ(x j+1) − fμ(x j)∣∣

x j+1∫
x j
(∣∣ f ′h(x)∣∣+ ∣∣ f ′μ(x)∣∣)dx
 h1−1/p
( x j+1∫
x j
(∣∣ f ′h(x)∣∣+ ∣∣ f ′μ(x)∣∣)p dx
)1/p
.
Thus,
V ′ ≡
(∑
j∈K ′
∣∣ψh,μ(x j+1) − ψh,μ(x j)∣∣p
)1/p
 h1−1/p
(∥∥ f ′h∥∥p + ∥∥ f ′μ∥∥p). (2.23)
Further, let j ∈ K ′′ . We have∣∣ψh,μ(x j+1) − ψh,μ(x j)∣∣ ∣∣ψh,μ(x j)∣∣+ ∣∣ψh,μ(x j+1)∣∣.
Using (2.22), we get
V ′′ ≡
(∑
j∈K ′′
∣∣ψh,μ(x j+1) − ψh,μ(x j)∣∣p
)1/p
 h−1/p
( ∑
j∈K ′′
x j+h∫
x j
∣∣ f (t) − fμ(t)∣∣p dt
)1/p
+ h−1/p
( ∑
j∈K ′′
x j+1+h∫
x j+1
∣∣ f (t) − fμ(t)∣∣p dt
)1/p
+ h1−1/p
( ∑
j∈K ′′
x j+h∫
x j
∣∣ f ′μ(t)∣∣p dt
)1/p
+ h1−1/p
( ∑
j∈K ′′
x j+1+h∫
x j+1
∣∣ f ′μ(t)∣∣p dt
)1/p
.
Observe that [x j, x j + h] ⊂ [x j, x j+1) for any j ∈ K ′′ . Thus, if i < j and i, j ∈ K ′′ , then [xi, xi + h] ∩ [x j, x j + h] = ∅ and⋃
j∈K ′′
[x j, x j + h] ⊂ [x0, xn] (xn = x0 + 1).
Further, if i < j and i, j ∈ K ′′ , then xi+1 + h x j + h < x j+1. Thus, [xi+1, xi+1 + h] ∩ [x j+1, x j+1 + h] = ∅ and⋃
j∈K ′′
[x j+1, x j+1 + h] ⊂ [x0 + h, xn + h].
Taking into account these observations, we obtain
V ′′  2h−1/p
(‖ f − fμ‖p + h∥∥ f ′μ∥∥p). (2.24)
Using (2.23), (2.24), and Lemma 2.2, we have
vp(ψh,μ) h−1/p
[
h
∥∥ f ′h∥∥p + 3h∥∥ f ′μ∥∥p + 2‖ f − fμ‖p]
 h1−1/p
[
ω( f ;h)p
h
+ ω( f ;μ)p
(
2
h
+ 3
μ
)]
.
Applying (2.3), we obtain (2.21). 
The following result is well known (see, e.g., [1], [2, p. 346]).
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ω( f , δ)q  A
δ∫
0
t1/q−1/pω( f ; t)p dt
t
, (2.25)
where A is an absolute constant.
Corollary 2.5. If J p( f ) < ∞ for some 1 < p < ∞, then for any p < q < ∞
Jq( f ) Aq J p( f ), (2.26)
where A is an absolute constant.
We shall use the following Hardy type inequality (see [16]).
Lemma 2.6. Let {λk}∞k=0 and {αk}∞k=0 be non-negative sequences. Assume that
λk+1  dλk (k = 0,1, . . .), where d > 1.
Let 1 p < ∞. Set λ−1 = 0. Then( ∞∑
k=0
(λk − λk−1)
( ∞∑
j=k
α j
)p)1/p
 p
(
d
d − 1
)1/p′( ∞∑
k=0
λkα
p
k
)1/p
.
3. Estimates of L∞-norm and p-variation
For any function f ∈ Lp (1 p < ∞), set
Ωp( f ) =
( 1∫
0
1∫
0
∣∣ f (x) − f (y)∣∣p dxdy
)1/p
.
We have
Ωp( f )ω( f ;1)p  2Ωp( f ). (3.1)
Indeed, since f is 1-periodic,
Ωp( f ) =
( 1∫
0
dh
1∫
0
∣∣ f (x) − f (x+ h)∣∣p dx
)1/p

( 1∫
0
ω( f ;h)pp dh
)1/p
ω( f ;1)p .
On the other hand, denoting I = ∫ 10 f (y)dy, we obtain
ω( f ;1)p = ω( f − I;1)p  2‖ f − I‖p
= 2
( 1∫
0
∣∣∣∣∣ f (x) −
1∫
0
f (y)dy
∣∣∣∣∣
p
dx
)1/p
 2Ωp( f ).
Theorem 3.1. Let f ∈ Lp , 1 < p < ∞. Assume that
J p( f ) ≡
1∫
0
t−1/pω( f ; t)p dt
t
< ∞. (3.2)
Then f is equivalent to a continuous function f¯ ∈ V p. Moreover,
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(
‖ f ‖p + 1
pp′
J p( f )
)
(3.3)
and
vp( f¯ ) A
(
Ωp( f ) + 1
pp′
J p( f )
)
, (3.4)
where A is an absolute constant.
Proof. Let ω be an arbitrary modulus of continuity such that
ω( f ; t)p ω(t), t ∈ [0,1], (3.5)
lim
t→0+ω(t)/t = ∞, (3.6)
and
1∫
0
t−1/p−1ω(t)dt < ∞. (3.7)
Let nk = nk(ω) be deﬁned by (2.8). Set
ϕk(x) = 2nk
x+2−nk∫
x
f (t)dt, k = 0,1, . . . . (3.8)
Since n0 = 0, we have ϕ0(x) =
∫ 1
0 f (t)dt ≡ I. By Lebesgue’s differentiation theorem, for almost all x ∈ [0,1]
f (x) = I +
∞∑
k=0
(
ϕk+1(x) − ϕk(x)
)
. (3.9)
Set ψk = ϕk+1 − ϕk . Fix k 0. Assume that (2.10) holds. Applying Lemma 2.3 with h = 2−nk+1 and μ = 2−nk , we obtain
‖ψk‖∞  2nk+1/p+1ω
(
f ;2−nk )p
and
vp(ψk) 2nk+1/p+4ω
(
f ;2−nk )p .
Thus, by (3.5) and (2.10),
‖ψk‖∞  2nk+1/p+3ωnk+1 (3.10)
and
vp(ψk) 2nk+1/p+6ωnk+1 . (3.11)
Now we assume that (2.11) is true. Then, applying Lemma 2.3 with h = 2−nk and μ = 2−nk+1 , we obtain
‖ψk‖∞  2nk(1/p−1)+12nk+1ω
(
f ;2−nk+1)p
and
vp(ψk) 2nk(1/p−1)+42nk+1ω
(
f ;2−nk+1)p .
Using (3.5) and (2.11), we have
‖ψk‖∞  2nk/p+3ωnk (3.12)
and
vp(ψk) 2nk/p+6ωnk . (3.13)
It follows from (3.10), (3.12), and (3.7), that the series (3.9) converges uniformly on [0,1]. Thus, f is equivalent to a
continuous 1-periodic function. Moreover,
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∞∑
k=0
2nk/pωnk . (3.14)
We may assume that f is continuous. Then by (3.9)
vp( f )
∞∑
k=0
vp(ψk).
Applying (3.11) and (3.13), we get
vp( f ) 128
∞∑
k=0
2nk/pωnk . (3.15)
By Lemma 2.1,
∞∑
k=0
2nk/pωnk  2ω0 +
8
pp′
1∫
0
t−1/p−1ω(t)dt. (3.16)
Using (3.14), (3.15), and (3.16), we obtain
‖ f ‖∞  |I| + A
[
ω(1) + 1
pp′
Dp,ω
]
(3.17)
and
vp( f ) A
[
ω(1) + 1
pp′
Dp,ω
]
, (3.18)
where
Dp,ω =
1∫
0
t−1/p−1ω(t)dt
and A is an absolute constant. Here ω is any modulus of continuity satisfying (3.5)–(3.7). If ω( f ; t)p satisﬁes (3.6), then we
take ω(t) = ω( f ; t)p . Otherwise, we take ω(t) = ω( f ; t)p + εtγ , where 1/p < γ < 1 and ε is an arbitrary positive number.
Clearly, (3.5)–(3.7) are satisﬁed. Let ε → 0. Then (3.17), (3.18), and (3.1) imply (3.3) and (3.4). 
Remark 3.2. The condition (3.2) cannot be improved. Moreover, it was shown by Ul’yanov [27] that if ω ∈ Ω , 1 < p < ∞,
and
1∫
0
t−1/pω(t) dt
t
= ∞,
then there exists an essentially unbounded function f ∈ Lp such that ω( f ; t)p ω(t) (see also Theorems 4.2 and 6.1 below).
Remark 3.3. The term Ωp( f ) on the right-hand side of (3.4) cannot be omitted. Indeed, let f (x) = sin(2πx). Then for all
p  1 we have ω( f ; t)p  2πt (t ∈ [0,1]), and
1
pp′
1∫
0
t−1/pω( f ; t)p dt
t
 2π
p
.
Thus, the second term on the right-hand side of (3.4) tends to 0 as p → ∞. On the other hand, vp( f ) 21/p (p  1).
Corollary 3.4. Let f ∈ Lp , 1 < p < ∞. Assume that
J (2)p ( f ) =
1∫
0
t−1/pω(2)( f ; t)p dt
t
< ∞. (3.19)
Then f is equivalent to a continuous 1-periodic function f¯ ∈ V p and
vp( f¯ ) A
(
Ωp( f ) + 1
p
J (2)p ( f )
)
. (3.20)
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ω( f ; t)p  ct
( 1∫
t
ω(2)( f ;u)p
u2
du + Ωp( f )
)
(3.21)
for all 0 < t  1, where c is an absolute constant. Applying (3.21) and Fubini’s theorem, we get
J p( f ) c
[
p′Ωp( f ) +
1∫
0
t−1/p
1∫
t
ω(2)( f ;u)p
u2
du dt
]
= cp′
[
Ωp( f ) +
1∫
0
u−1/pω(2)( f ;u)p du
u
]
.
This estimate and (3.4) imply (3.20). 
As above (see Remark 3.3), the term Ωp( f ) on the right-hand side of (3.20) cannot be omitted. However, we have that
Ωp( f )ω(2)( f ;1/2)p  2
1∫
1/2
t−1/pω(2)( f ; t)p dt
t
. (3.22)
Indeed, by the periodicity of f ,
Ωp( f ) 2
( 1∫
0
∣∣∣∣ f (x) −
1∫
0
f (t)dt
∣∣∣∣
p
dx
)1/p
= 2
( 1∫
0
∣∣∣∣∣ f (x) −
1/2∫
0
[
f (x+ u) + f (x− u)]du
∣∣∣∣∣
p
dx
)1/p
 21/p
( 1/2∫
0
du
1∫
0
∣∣ f (x+ u) + f (x− u) − 2 f (x)∣∣p dx
)1/p
ω(2)( f ;1/2)p  2
1∫
1/2
t−1/pω(2)( f ; t)p dt
t
.
Inequalities (3.20) and (3.22) imply that
vp( f¯ ) A J (2)p ( f ), (3.23)
where A is an absolute constant. As it was pointed out in the Introduction, inequality (3.23) was obtained by Terehin [26].
We emphasize that, in comparison with (3.23), the right-hand side of (3.20) contains the factor 1/p. This factor may play
an essential role.
We shall consider trigonometric polynomials
Tn(x) = a0
2
+
n∑
k=1
(ak cos2πkx+ bk sin2πkx). (3.24)
Terehin [26] observed that (3.23) yields that for every trigonometric polynomial Tn of degree n and any 1 p < ∞
vp(Tn) Apn1/p‖Tn‖p, (3.25)
where A is an absolute constant. Oskolkov [21,22] proved that the coeﬃcient p on the right-hand side of (3.25) can be
omitted. That is, for any trigonometric polynomial of degree n and any 1 p < ∞
vp(Tn) An1/p‖Tn‖p, (3.26)
where A is an absolute constant. Oskolkov’s proof was based on the use of interpolation methods. We note that (3.26) can
be obtained from (3.20) or, more directly, from (3.4). Indeed, we have
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(
t
∥∥T ′n∥∥p,2‖Tn‖p), t ∈ [0,1].
Thus,
J p(Tn) =
1∫
0
t−1/pω(Tn; t)p dt
t

∥∥T ′n∥∥p
1/n∫
0
t−1/p dt + 2‖Tn‖p
1∫
1/n
t−1/p−1 dt  p′
∥∥T ′n∥∥pn1/p−1 + 2pn1/p‖Tn‖p .
By the Bernstein inequality [9, p. 97], ‖T ′n‖p  2πn‖Tn‖p , and we obtain J p(Tn) 2π pp′n1/p‖Tn‖p . We have also Ωp(Tn)
2‖Tn‖p . Applying these estimates and (3.4), we obtain (3.26).
We give one more observation concerning the behaviour of the right-hand side of (3.4) as p → ∞.
It is easy to see that if f ∈ Vq for some q 1, then
lim
p→∞ vp( f ) = osc( f ), (3.27)
where osc( f ) is the oscillation of f on [0,1].
The essential oscillation essosc( f ) of a measurable 1-periodic function f is deﬁned as the difference
ess sup
x∈[0,1]
f (x) − ess inf
x∈[0,1] f (x).
Proposition 3.5. Let f be a 1-periodic measurable function. Assume that J p0 ( f ) < ∞ for some 1 < p0 < ∞. Then
limp→∞
J p( f )
p
 essosc( f ). (3.28)
Proof. Set ω0 = essosc( f ). Let p > p0. Then ω( f ; t)p ω0 and for any 0 < h < 1 we have
1
p
1∫
h
t−1/pω( f ; t)p dt
t
 ω0
p
1∫
h
t−1/p−1 dt ω0h−1/p .
Further, applying Lemma 2.4 and Fubini’s theorem, we obtain
1
p
h∫
0
t−1/pω( f ; t)p dt
t
 A
p
h∫
0
t−1/p
t∫
0
u1/p−1/p0ω( f ; t)p0
du
u
dt
t
 A
h∫
0
u−1/p0ω( f ;u)p0
du
u
.
Let ε > 0. Then there exists h > 0 such that
A
h∫
0
u−1/p0ω( f ;u)p0
du
u
< ε.
Thus, we have
1
p
J p( f ) < ω0h
−1/p + ε
and therefore
limp→∞
1
p
J p( f )ω0 + ε.
This implies (3.28). 
Applying (3.27) and (3.28), we see that the behaviour of the right-hand side of (3.4) as p → ∞ agrees with that of the
left-hand side. Namely, the left-hand side of (3.4) tends to ω0 = essosc( f ) and the upper limit of the right-hand side does
not exceed Aω0. Note that the right-hand sides in (1.4) and (1.6) may tend to inﬁnity as p → ∞.
The results given above show that the constant factor A/(pp′) in (3.4) has an optimal order as p → ∞. We observe now
that its order is optimal as p → 1, too.
Indeed, assume that f ∈ W 1q for some q > 1. Then, by (1.1),
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1∫
0
t−1/p dt = p′‖ f ′‖p for any 1 < p  q.
Thus,
limp→1
J p( f )
p′
 ‖ f ′‖1 = v( f ).
Further, for the ﬁrst term on the right-hand side of (3.4) we have
lim
p→1Ωp( f )ω( f ;1)1
and for the left-hand side
lim
p→1 vp( f ) = v( f ).
It follows that the factor A/(pp′) in (3.4) cannot be replaced by any factor α(p) such that limp→1p′α(p) = 0. Indeed,
otherwise the inequality v( f ) Aω( f ;1)1 would be true for any f ∈ W 1q .
4. The modulus of p-continuity
Let C denote the class of all continuous 1-periodic functions on R. The modulus of continuity of a function f ∈ C is
deﬁned by
ω( f ; δ) = sup
|x−y|δ
∣∣ f (x) − f (y)∣∣, 0 δ  1.
Let f ∈ Lp (1 < p < ∞) and let
J p( f ) =
1∫
0
t−1/pω( f ; t)p dt
t
< ∞. (4.1)
Then we may assume that f ∈ C . Moreover,
ω( f ; δ) A
δ∫
0
t−1/pω( f ; t)p dt
t
, (4.2)
where A is an absolute constant (see [1,23]). It was proved in [1] that (4.2) is sharp for any order of the modulus of
continuity ω( f ; t)p .
Let ω ∈ Ω be a modulus of continuity and let 1 p < ∞. Denote by Hωp the class of all functions f ∈ Lp such that
ω( f ; t)p ω(t), t ∈ [0,1]. (4.3)
The result obtained in [1] can be formulated in the following equivalent way. Let 1 < p < ∞. Then there exist positive
constants c and c′ such that for any modulus of continuity ω and any δ ∈ (0,1]
c′ξp,ω(δ) sup
f ∈Hωp
ω( f ; δ) cξp,ω(δ),
where
ξp,ω(δ) =
δ∫
0
t−1/pω(t)dt
t
.
Thus, for each separate value of δ it is impossible to strengthen (4.2). Namely, for any δ ∈ (0,1] there exists a function
fδ ∈Hωp such that
ω( fδ; δ) c′ξp,ω(δ).
However, a function f ∈Hωp ﬁtting all values δ may not exist. Moreover, it was proved in [14] that the following reﬁnement
of (4.2) is true:
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δ
t−pω( f ; t)p dt
)1/p
 cδ1/p−1
δ∫
0
t−1/pω( f ; t)p dt
t
(4.4)
for any δ ∈ (0,1]. In particular, if ω(t) = t and f ∈Hωp , then by (4.4)
1∫
0
t−pω( f ; t)p dt < ∞.
At the same time, ξp,ω(δ) = p′δ1−1/p, and the latter integral would diverge if the inequality ω( f ; δ) c′ξp,ω(δ) was true for
all δ ∈ [0,1].
In this section we study estimates of the modulus of p-continuity (1.10), 1 < p < ∞. As we have already mentioned in
the Introduction, such estimates were ﬁrst obtained by Terehin (see (1.11)). First we shall show that the constant coeﬃcients
in (1.11) can be improved.
Theorem 4.1. Let f ∈ Lp (1 < p < ∞) and assume that J p( f ) < ∞. Then f can be modiﬁed on a set of measure zero so as to become
continuous and
ω1−1/p( f ; δ) A
[
δ−1/pω( f ; δ)p + 1
pp′
δ∫
0
t−1/pω( f ; t)p dt
t
]
(4.5)
for any δ ∈ (0,1], where A is an absolute constant.
Proof. By Theorem 3.1, we may assume that f is continuous. Let 0 < δ  1. We have (see (3.8))
ω1−1/p( f ; δ)ω1−1/p( fδ; δ) + vp( f − fδ). (4.6)
By (1.13) and (2.19),
ω1−1/p( fδ; δ) δ1−1/p
∥∥ f ′δ∥∥p  δ−1/pω( f ; δ)p . (4.7)
Further, by Theorem 3.1,
vp( f − fδ) A
(
Ωp( f − fδ) + 1
pp′
J p( f − fδ)
)
. (4.8)
First, by (2.18)
Ωp( f − fδ) 2‖ f − fδ‖p  2ω( f ; δ)p (4.9)
and
ω( f − fδ; t)p  2‖ f − fδ‖p  2ω( f ; δ)p (0 < t  1). (4.10)
Besides, we have ω( f − fδ; t)p ω( f ; t)p + ω( fδ; t)p . It is easy to see that ω( fδ; δ)p ω( f ; t)p . Thus,
ω( f − fδ; t)p  2ω( f ; t)p (0 < t  1). (4.11)
Using estimates (4.10) and (4.11), we get
J p( f − fδ) 2
[
pδ−1/pω( f ; δ)p +
δ∫
0
t−1/pω( f ; t)p dt
t
]
. (4.12)
Applying (4.6)–(4.9) and (4.12), we obtain (4.5). 
It is clear that ω( f ; δ)  ω1−1/p( f ; δ) for any 1 < p < ∞. As we have observed, the estimate (4.2) for ω( f ; δ) can be
strengthened (see (4.4)). Now we shall show that, in contrast to (4.2), the estimate (4.5) is sharp in the following strong
sense.
Theorem 4.2. There exists a constant A > 0 such that for any 1 < p < ∞ and any ω ∈ Ω satisfying the condition
1∫
t−1/pω(t)dt
t
< ∞, (4.13)0
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ω1−1/p( f ; δ) A
[
δ−1/pω(δ) + 1
pp′
δ∫
0
t−1/pω(t)dt
t
]
(4.14)
holds for all δ ∈ (0,1].
Proof. First we assume that (2.7) holds. Let nk = nk(ω) (see (2.8)). We set εn = ωnk if n = nk for some k ∈ N and εn = 0
otherwise (n ∈N). Then
∞∑
n=ν
εn  2ων and
ν∑
n=1
2nεn  2ν+1ων (4.15)
for any ν ∈N. Indeed, let j be the least natural number such that n j  ν . Then by the ﬁrst inequality in (2.9)
∞∑
n=ν
εn =
∞∑
k= j
ωnk  2ωn j  2ων.
Similarly, denoting by s the greatest natural number such that ns  ν and applying the second inequality in (2.9), we get
ν∑
n=1
2nεn =
s∑
k=1
2nkωnk  2ns+1ωns  2ν+1ων.
Let ε(t) = εn for t ∈ (2−n−1,2−n] (n ∈N, n 2), and ε(t) = 0 for 1/4 < t  1. Set
f (x) =
1/2∫
|x|
ε(t)t−1−1/p dt (4.16)
if |x| 1/2, and extend f to the real line with period 1 (this construction was used before in [13,14]).
We ﬁrst estimate ω( f ; δ)p . Since f is 1-periodic, even and monotonically decreasing on [0,1/2], we easily get that for
any 0 < h 1/4
1∫
0
∣∣ f (x) − f (x+ h)∣∣p dx 4
1/2∫
0
∣∣ f (x) − f (x+ h)∣∣p dx = 4 ∞∑
n=2
2−n∫
2−n−1
( x+h∫
x
ε(t)t−1−1/p dt
)p
dx ≡ 4
∞∑
n=2
Jn(h).
Let 2−ν−1 < h 2−ν (ν ∈N, ν  2). If 2 n ν , then
Jn(h) 2(n+1)php(εn + εn−1)p .
Thus, by the second inequality in (4.15) and (2.2),
ν∑
n=2
Jn(h) 23php
(
ν∑
n=1
2nεn
)p
 25pω(h)p . (4.17)
Let now n ν + 1. Then
Jn(h) 2−n−1
( 2−ν+1∫
2−n−1
ε(t)t−1−1/p dt
)p
 2−n
(
n∑
k=ν−1
εk2
k/p
)p
.
Applying Hölder’s inequality, we obtain(
n∑
k=ν−1
εk2
k/p
)p

n∑
k=ν−1
2kεk
( ∞∑
k=ν−1
εk
)p−1
.
Thus, by the ﬁrst inequality in (4.15) and (2.2),
∞∑
n=ν+1
Jn(h)
( ∞∑
k=ν−1
εk
)p−1 ∞∑
n=ν−1
2−n
n∑
k=ν−1
2kεk
= 2
( ∞∑
εk
)p
 2p+1ωpν−1  2
3p+1ω(h)p .
k=ν−1
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ω( f ;h)p  64ω(h), 0 h 1/4. (4.18)
Now we estimate ω1−1/p( f ; δ) from below. Let s 3 and nν−1 < s nν (ν = ν(s) 1). Set x j = 2−s j ( j = 0,1, . . . ,2s−2)
and
Vs =
(
2s−2−1∑
j=0
∣∣ f (x j+1) − f (x j)∣∣p
)1/p
.
First, we have
∣∣ f (x1) − f (x0)∣∣=
2−s∫
0
t−1−1/pε(t)dt =
∞∑
n=s
εn
2−n∫
2−n−1
t−1−1/p dt
 1
2
∞∑
n=s
εn2
n/p = 1
2
∞∑
k=ν
2nk/pωnk .
Further,
2s−2−1∑
j=1
∣∣ f (x j+1) − f (x j)∣∣p = s−3∑
m=0
2m+1−1∑
j=2m
∣∣ f (x j+1) − f (x j)∣∣p
=
s−3∑
m=0
2m+1−1∑
j=2m
( ( j+1)2−s∫
j2−s
t−1−1/pε(t)dt
)p
=
s−3∑
m=0
ε
p
s−m−1
2m+1−1∑
j=2m
( ( j+1)2−s∫
j2−s
t−1−1/p dt
)p
 2s−1−p
s−3∑
m=0
ε
p
s−m−12
−mp = 2s(1−p)−1
s−1∑
n=2
ε
p
n 2
np
 2s(1−p)−12nν−1pωpnν−1 .
Thus, we obtain
Vs 
1
2
Ds for nν−1 < s nν, (4.19)
where
Ds =
∞∑
k=ν
2nk/pωnk + 2s(1/p−1)2nν−1ωnν−1 .
Denote
ξ(δ) = δ−1/pω(δ) + 1
pp′
δ∫
0
t−1/pω(t)dt
t
.
We shall show that there exists an absolute constant c such that
ξ(δ) cDs for 2−s  δ < 2−s+1. (4.20)
Set
ξ1(δ) = δ−1/pω(δ) + 1
pp′
δ∫
2−nν
t−1/pω(t)dt
t
.
We have at least one of the inequalities
ωnν−1  4ωnν or ωnν  4ωnν−1 (4.21)
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δ−1/pω(δ) δ−1/pωnν−1  4δ−1/pωnν  2nν/p+2ωnν
and
1
p
δ∫
2−nν
t−1/pω(t)dt
t
 4
p
ωnν
δ∫
2−nν
t−1/p dt
t
 2nν/p+2ωnν .
Thus, ξ1(δ)  4Ds . Let now the second inequality in (4.21) hold. Then (see (2.3)) for 2−nν  t  2−nν−1 we have ω(t)/t 
2ωnν  8ωnν−1 . Hence,
ξ1(δ) 8ωnν−1
(
δ1−1/p + 1
p′
δ∫
0
t−1/p dt
)
= 16δ1−1/pωnν−1  2s(1/p−1)+5ωnν−1  32Ds.
Further, let
ξ2(δ) = 1
pp′
2−nν∫
0
t−1/pω(t)dt
t
= 1
pp′
∞∑
k=ν
2−nk∫
2−nk+1
t−1/pω(t)dt
t
.
Fix k ν . If (2.10) holds, then
1
p
2−nk∫
2−nk+1
t−1/pω(t)dt
t
 4ωnk+12nk+1/p .
If (2.11) holds, then
1
p′
2−nk∫
2−nk+1
t−1/pω(t)dt
t
 2
p′
ωnk+1
2−nk∫
0
t−1/p dt
 8ωnk2nk(1/p−1) = 8ωnk2nk/p .
Thus,
ξ2(δ) 8
∞∑
k=ν
2nk/pωnk  8Ds.
We have proved (4.20). It follows from (4.19) and (4.20) that
ω1−1/p( f ; δ) Aξ(δ)
for all 0 < δ  1/4, where A = 2−7. It remains to observe that for 1/4 < δ  1 we have ξ(δ) 8ξ(1/4).
Our theorem is proved if ω satisﬁes (2.7). Let now ω(t) = O (t). As in the proof of Theorem 3.1, take 1/p < γ < 1 and
set ω˜n(t) = ω(t) + tγ /n (n ∈ N). Clearly, ω˜n satisﬁes (2.7) and (4.13). As we have proved, there exists a constant A > 0 and
a sequence of continuous 1-periodic functions { fn} such that ‖ fn‖∞  J p(ω˜1),
ω( fn; t)p  ω˜n(t)ω(t) + tγ (0 t  1), (4.22)
and for 2−s  δ < 2−s+1
vp( fn;Πs) A
[
δ−1/pω(δ) + 1
pp′
δ∫
0
t−1/pω(t)dt
t
]
, (4.23)
where Πs is the partition of [0,1] by points 2−s j ( j = 0,1, . . . ,2s). The functions fn are equibounded and equicontinuous
(see (4.22) and (4.2)). Thus, by the Ascoli–Arzelà theorem, there exists a subsequence { fnk } that converges uniformly to
some function f ∈ C . It follows from (4.22) that f ∈Hωp . Furthermore, (4.23) implies (4.14) for all δ ∈ [0,1]. 
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In this section we obtain sharp estimates of vp,α( f ) (see (1.14)) in terms of the modulus of continuity ω( f ; δ)p .
Theorem 5.1. Let 1 < p < ∞ and 0< α < 1/p′ . Let f ∈ Lp and assume that
Kp,α( f ) =
( 1∫
0
t−αp−1ω( f ; t)pp dtt
)1/p
< ∞. (5.1)
Then f is equivalent to a continuous function f¯ ∈ V αp and
vp,α( f¯ ) cp,αKp,α( f ), (5.2)
where
cp,α = Aα−1/p′(1/p′ − α)1/p (5.3)
and A is an absolute constant.
Proof. By Theorem 3.1, we may assume that f is continuous (indeed, (5.1) implies (3.2)). Set ω(δ) = ω( f ; δ)p . As in the
proof of Theorem 3.1, we may suppose that ω satisﬁes (2.7). Let {nk} be deﬁned by (2.8). Fix a partition Π = {x0, x1, . . . , xn}
(xn = x0 + 1). Let
σk =
{
j: 2−nk+1 < x j+1 − x j  2−nk
}
(k = 0,1, . . .).
For any function ϕ , set
Rk(ϕ) =
(∑
j∈σk
|ϕ(x j+1) − ϕ(x j)|p
(x j+1 − x j)αp
)1/p
and
Sk(ϕ) =
(∑
j∈σk
∣∣ϕ(x j+1) − ϕ(x j)∣∣p
)1/p
.
For an integer k 0 we set μ(k) = k if (2.10) holds and μ(k) = k+ 1 if (2.10) does not hold (in the latter case, (2.11) holds).
Let
gk(x) = 2nμ(k)
2−nμ(k)∫
0
f (x+ t)dt.
Applying Hölder’s inequality, we obtain
|gk(x j+1) − gk(x j)|p
(x j+1 − x j)αp = (x j+1 − x j)
−αp
∣∣∣∣∣
x j+1∫
x j
g′k(t)dt
∣∣∣∣∣
p
 (x j+1 − x j)p−1−αp
x j+1∫
x j
∣∣g′k(t)∣∣p dt
 2−nk(p−1−αp)
x j+1∫
x j
∣∣g′k(t)∣∣p dt
for any j ∈ σk . Thus, by (2.19),
Rk(gk) 2−nk(1/p
′−α)∥∥g′k∥∥p  2−nk(1/p′−α)2nμ(k)ωnμ(k) .
If (2.10) holds, then μ(k) = k and
Rk(gk) 2nk(α+1/p)ωn .k
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Rk(gk) 2nk(α+1/p)+2ωnk .
We have also
Rk( f − gk) 2nk+1α Sk( f − gk).
Using these estimates and denoting γk = Sk( f − gk), we obtain
vp,α( f ;Π)
( ∞∑
ν=0
Rν(gν)
p
)1/p
+
( ∞∑
ν=0
Rν( f − gν)p
)1/p
 4
( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
+
( ∞∑
ν=0
2nν+1αpγ pν
)1/p
. (5.4)
We estimate the latter sum. Applying Abel’s transform, we have
∞∑
ν=0
2nν+1αpγ pν =
∞∑
k=0
γ
p
k +
∞∑
ν=0
(
2nν+1αp − 2nναp) ∞∑
k=ν
γ
p
k . (5.5)
Further, reasoning as in Theorem 3.1 (see (3.11) and (3.13)), we obtain
γk  vp( f − gk) A
∞∑
j=μ(k)
2n j/pωn j .
If (2.10) holds, then μ(k) = k and ωnk  4ωnk+1 . If (2.10) does not hold, then μ(k) = k + 1. Thus,
γk  4A
∞∑
j=k+1
2n j/pωn j (k = 0,1, . . .). (5.6)
On the other hand, γk  Sk( f ) + Sk(gk). By (1.13) and (2.19),
Sk(gk) 2−nk/p
′∥∥g′k∥∥p  2−nk/p′ωnμ(k) ,
and we obtain, as above
Sk(gk) 2nk/p+2ωnk . (5.7)
Further, applying (4.5), we have
∞∑
k=m
Sk( f )
p =
∑
j∈⋃∞k=m σk
∣∣ f (x j+1) − f (x j)∣∣p ω1−1/p( f ;2−nm )p
 Ap
[
2nm/pωnm +
1
pp′
2−nm∫
0
t−1/pω(t) dt
t
]p
.
Considering cases (2.10) and (2.11), we obtain that
1
pp′
2−nk∫
2−nk+1
t−1/pω(t) dt
t
 2nk/p+2ωnk + 2nk+1/p+3ωnk+1 .
Thus,
∞∑
k=m
Sk( f )
p 
(
A
∞∑
k=m
2nk/pωnk
)p
(m = 0,1, . . .).
Using this inequality, (5.6), and (5.7), we obtain
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k=ν
γ
p
k  γ
p
ν + 2p
( ∞∑
k=ν+1
Sk(gk)
p +
∞∑
k=ν+1
Sk( f )
p
)

(
A′
∞∑
k=ν+1
2nk/pωnk
)p
.
Thus, applying (5.5), we get
∞∑
ν=0
2nν+1αpγ pν  Ap
[( ∞∑
k=0
2nk/pωnk
)p
+
∞∑
ν=1
(
2nναp − 2nν−1αp)
( ∞∑
k=ν
2nk/pωnk
)p]
. (5.8)
First we assume that αp < 4. Set λk = 2nkαp . Then λk+1  2αpλk . Applying Lemma 2.6 to the right-hand side of (5.8), we
get ( ∞∑
ν=0
2nν+1αpγ pν
)1/p
 Ap,α
( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
,
where
Ap,α = Ap
(
2αp
2αp − 1
)1/p′
 A1p(αp)−1/p
′ = A1p1/pα−1/p′  2A1α−1/p′
(A1 is an absolute constant). Let now αp  4. Then, by Hölder’s inequality( ∞∑
k=ν
2nk/pωnk
)p

∞∑
k=ν
2nk(1+αp/2)ωpnk
( ∞∑
k=ν
2−nkαp′/2
)p−1

(
8
α
)p−1
2−nναp/2
∞∑
k=ν
2nk(1+αp/2)ωpnk
(we have used the condition αp′ < 1). Thus, applying (5.8), changing the order of summations, and taking into account that
αp  4, we obtain( ∞∑
ν=0
2nν+1αpγ pν
)1/p
 A
α1/p
′
( ∞∑
ν=0
2nναp/2
∞∑
k=ν
2nk(1+αp/2)ωpnk
)1/p
 A1
α1/p
′
( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
.
These estimates and (5.4) yield that
vp,α( f ;Π) A
α1/p
′
( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
. (5.9)
Applying Lemma 2.1, we have( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
 8
[
ω(1) + (αp + 1)1/p(1/p′ − α)1/p Kp,α( f )
]
.
Further, (αp + 1)1/p  p1/p  2, and by (2.3)
(1/p′ − α)
1∫
0
t−αp−1ω(t)p dt
t
 ω(1)
p(1/p′ − α)
2p
1∫
0
t p(1−α)−2 dt = ω(1)
p
p2p
.
Thus, ( ∞∑
ν=0
2nν (αp+1)ωpnν
)1/p
 48(1/p′ − α)1/p Kp,α( f ).
From here and (5.9) it follows that
602 V.I. Kolyada, M. Lind / J. Math. Anal. Appl. 356 (2009) 582–604vp,α( f ;Π) Aα−1/p′(1/p′ − α)1/p Kp,α( f ),
where A is an absolute constant. 
Remark 5.2. Assume that f ∈ W 1p (1 < p < ∞). It was proved in [6] (see also [8]) that in this case
lim
s→1−(1− s)
1/p
( 1∫
0
[
t−sω( f ; t)p
]p dt
t
)1/p
=
(
1
p
)1/p
‖ f ′‖p .
Thus, if α → 1/p′, the right-hand side of (5.2) tends to cp‖ f ′‖p . This agrees with F. Riesz’s theorem. Besides, it shows that
the order of the constant cp,α in (5.2) as α → 1/p′ is optimal.
Remark 5.3. We observe that the order of the constant (5.3) as α → 0 also is optimal. Indeed, let 1 < p < ∞, 0 < α <
1/(2p′). Set f (x) = | sinπx|2α . Then vp,α( f ) vp( f ) 1. Further, it is easy to see that ω( f ; δ)p  cpαδ2α+1/p . Thus
α−1/p′ Kp,α( f ) cpα1/p
( 1∫
0
tαp−1 dt
)1/p
 cp .
This implies that the constant cp,α in (5.2) cannot replaced by c˜p,α such that limα→0c˜p,αα1/p
′ = 0.
Now we shall show that for 0 < α < 1/p′ the condition (5.1) is sharp.
Theorem 5.4. Let 1 < p < ∞ and 0 < α < 1/p′ . Assume that ω ∈ Ω is a modulus of continuity such that
1∫
0
t−αp−1ω(t)p dt
t
= ∞. (5.10)
Then there exists a function f ∈Hωp which is not equivalent to a function in V αp .
Proof. The condition (5.10) implies (2.7). We deﬁne the function f as in Theorem 4.2 (see (4.16)). Then we have the
estimate (4.18).
Let n ∈N and ξk = 2−n+k−1 (k = 0,1, . . . ,n). Then
n−1∑
k=0
| f (ξk+1) − f (ξk)|p
(ξk+1 − ξk)αp =
n−1∑
k=0
2(n+1−k)αpεpn−k
( 2−n+k∫
2−n+k−1
t−1−1/p dt
)p
 2−p
n∑
j=1
2 j(αp+1)εpj .
This implies that
vp,α( f ) 2−p
∞∑
j=1
2 j(αp+1)εpj = 2−p
∞∑
k=1
2nk(αp+1)ωpnk .
It remains to show that the series at the right-hand side diverges.
If (2.10) holds, then
2−nk∫
2−nk+1
t−(αp+1)ω(t)p dt
t
 4
p
αp + 12
nk+1(αp+1)ωpnk+1 .
If (2.11) holds, then
2−nk∫
2−nk+1
t−(αp+1)ω(t)p dt
t
 8
p
p(1− α) − 12
nk(αp+1)ωpnk .
These estimates and (5.10) yield that
∞∑
k=1
2nk(αp+1)ωpnk = ∞. 
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For any 1-periodic measurable and almost everywhere ﬁnite function f we denote by ω( f ; x, δ) the essential oscillation
of f on the interval (x− δ, x+ δ), that is
ω( f ; x, δ) = ess sup
|y−x|<δ
f (y) − ess inf|y−x|<δ f (y), 0 < δ  1. (6.1)
It is easy to see that ω( f ; x, δ) is a measurable function of x for any ﬁxed 0 < δ  1.
For 1 p < ∞ we let Up denote the class of all measurable a.e. ﬁnite 1-periodic functions f such that
sup
δ>0
(
1
δ
1∫
0
ω( f ; x, δ)p dx
)1/p
< ∞. (6.2)
This class was introduced in a slightly different but equivalent way in [5]. Clearly, Up ⊂ L∞ (since if ω( f ; x0, δ) = ∞ for
some x0 and some δ ∈ (0,1/2], then ω( f ; x,2δ) = ∞ for any x ∈ (x0 − δ, x0 + δ)). It was shown in [3] that
V p ⊂ Up (1 p < ∞) (6.3)
and for any 1 < p < ∞ there exists a function f ∈ Up which cannot be modiﬁed on a set of measure 0 so as to belong V p .
Denote by Lip(1/p; p) the class of all measurable 1-periodic functions f ∈ Lp (1 p < ∞) such that ω( f ; δ)p = O (δ1/p).
It follows from the deﬁnitions that
Up ⊂ Lip(1/p; p) (1 p < ∞). (6.4)
By (6.3), Hardy–Littlewood’s theorem, and (6.4), U1 = Lip(1;1). For p > 1 the inclusion (6.4) is strict. Indeed, if f0 is the
1-periodic extension of log(1/|t|), |t| ∈ (0,1/2], to the real line, then f0 ∈ Lip(1/p; p) for any p > 1; however, f0 /∈ Up since
f0 is unbounded. With the use of wavelet decompositions of Besov spaces, it was shown in [3] that there exists a bounded
function in Lip(1/p; p) \ Up .
We observe that the latter result can be obtained from the following theorem proved by direct methods in [12].
Theorem 6.1. Let 1 < p < ∞ and let ω ∈ Ω be a modulus of continuity such that
1∫
0
t−1/pω(t)dt
t
= +∞. (6.5)
Then there exists a bounded function f ∈Hωp such that ω( f ; x, δ) 1 for all x ∈ R and all δ > 0.
Since (6.5) holds with ω(t) = t1/p , there is a bounded function f ∈ Lip(1/p; p) such that ω( f ; x, δ) 1 for any x ∈ R and
any δ > 0. Clearly, f /∈ Up .
References
[1] V.A. Andrienko, On imbeddings of certain classes of functions, Izv. Akad. Nauk SSSR Ser. Mat. 31 (1967) 1311–1326; English transl.: Math. USSR Izv. 1
(1967).
[2] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, Boston, 1988.
[3] G. Bourdaud, M. Lanza de Cristoforis, W. Sickel, Superposition operators and functions of bounded p-variation, Rev. Mat. Iberoamericana 22 (2) (2006)
455–487.
[4] G. Bourdaud, M. Lanza de Cristoforis, W. Sickel, Superposition operators and functions of bounded p-variation II, Nonlinear Anal. 62 (2005) 483–517.
[5] G. Bourdaud, M.E.D. Kateb, Fonctions qui operènt sur les espaces de Besov, Math. Ann. 303 (1995) 653–675.
[6] J. Bourgain, H. Brézis, P. Mironescu, Another look at Sobolev spaces, in: J.L. Menaldi, E. Rofman, A. Sulem (Eds.), Optimal Control and Partial Differential
Equations, In Honour of Professor Alain Bensoussan’s 60th Birthday, IOS Press, Amsterdam, 2001, pp. 439–455.
[7] J. Bourgain, H. Brézis, P. Mironescu, Limiting embedding theorems for Ws,p when s ↑ 1 and applications, J. Anal. Math. 87 (2002) 77–101.
[8] H. Brézis, How to recognize constant functions. Connections with Sobolev spaces, Uspekhi Mat. Nauk 57 (4(346)) (2002) 59–74 (in Russian); English
transl.: Russian Math. Surveys 57 (4) (2002) 693–708.
[9] R.A. DeVore, G.G. Lorentz, Constructive Approximation, Springer-Verlag, Berlin/Heidelberg, 1993.
[10] Ja.L. Geronimus, Some properties of functions of class Lp , Izv. Vyssh. Uchebn. Zaved. Mat. 1 (2) (1958) 24–32 (in Russian).
[11] G.H. Hardy, J.E. Littlewood, Some properties of fractional integrals, I, Math. Z. 27 (1928) 565–606.
[12] V.I. Kolyada, On the essential continuity of summable functions, Mat. Sb. 108 (3) (1979) 326–349; English transl.: Math. USSR Sb. 36 (3) (1980) 301–321.
[13] V.I. Kolyada, Estimates of rearrangements and imbedding theorems, Mat. Sb. 136 (1988) 3–23; English transl.: Math. USSR Sb. 64 (1989) 1–21.
[14] V.I. Kolyada, On relations between moduli of continuity in different metrics, Tr. Mat. Inst. Steklova 181 (1988) 117–136; English transl.: Proc. Steklov
Inst. Math. (1989) 127–147.
[15] V.I. Kolyada, A.K. Lerner, On limiting embeddings of Besov spaces, Studia Math. 171 (1) (2005) 1–13.
[16] L. Leindler, Generalization of inequalities of Hardy and Littlewood, Acta Sci. Math. (Szeged) 31 (1970) 279–285.
[17] V. Maz’ya, T. Shaposhnikova, On the Bourgain, Brezis, and Mironescu theorem concerning limiting embeddings of fractional Sobolev spaces, J. Funct.
Anal. 195 (2) (2002) 230–238.
604 V.I. Kolyada, M. Lind / J. Math. Anal. Appl. 356 (2009) 582–604[18] M. Milman, Notes on limits of Sobolev spaces and the continuity of interpolation scales, Trans. Amer. Math. Soc. 357 (9) (2005) 3425–3442.
[19] I.P. Natanson, Theory of Functions of a Real Variable, Frederick Ungar Publishing, New York, 1955.
[20] K.I. Oskolkov, Approximation properties of integrable functions on sets of full measure, Mat. Sb. 103 (1977) 563–589; English transl.: Math. USSR Sb. 32
(1977) 489–514.
[21] K.I. Oskolkov, On strong summability of Fourier series, Tr. Mat. Inst. Steklova 172 (1985) 280–290; English transl.: Proc. Steklov Inst. Math. 3 (1987)
303–314.
[22] K.I. Oskolkov, Inequalities of the “large sieve” type and applications to problems of trigonometric approximation, Anal. Math. 12 (2) (1986) 143–166.
[23] J. Peetre, Espaces d’interpolation et théorème de Soboleff, Ann. Inst. Fourier (Grenoble) 16 (1966) 279–317.
[24] J. Peetre, New Thoughts on Besov Spaces, Duke Univ. Math. Ser., Durham University Press, Durham, 1976.
[25] A.P. Terehin, Approximation of functions of bounded p-variation, Izv. Vyssh. Uchebn. Zaved. Mat. 2 (1965) 171–187 (in Russian).
[26] A.P. Terehin, Integral smoothness properties of periodic functions of bounded p-variation, Mat. Zametki 2 (1967) 289–300 (in Russian).
[27] P.L. Ul’yanov, On absolute and uniform convergence of Fourier series, Mat. Sb. 72 (144) (1967) 193–225; English transl.: Math. USSR Sb. 1 (1967).
[28] P.L. Ul’yanov, Imbeddings of certain function classes Hωp , Izv. Akad. Nauk SSSR Ser. Mat. 32 (1968) 649–686; English transl.: Math. USSR Izv. 2 (1968).
[29] N. Wiener, The quadratic variation of a function and its Fourier coeﬃcients, J. Math. Phys. 3 (1924) 72–94.
[30] L.C. Young, An inequality of the Hölder type, connected with Stieltjes integration, Acta Math. 67 (1936) 251–282.
