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Abstract
This paper presents a novel adaptive resonance theory (ART)-based modular ar-
chitecture for unsupervised learning, namely the distributed dual vigilance fuzzy
ART (DDVFA). DDVFA consists of a global ART system whose nodes are local
fuzzy ART modules. It is equipped with the distinctive features of distributed
higher-order activation and match functions, using dual vigilance parameters
responsible for cluster similarity and data quantization. Together, these allow
DDVFA to perform unsupervised modularization, create multi-prototype clus-
tering representations, retrieve arbitrarily-shaped clusters, and control its com-
pactness. Another important contribution is the reduction of order-dependence,
an issue that affects any agglomerative clustering method. This paper demon-
strates two approaches for mitigating order-dependence: preprocessing using
visual assessment of cluster tendency (VAT) or postprocessing using a novel
Merge ART module. The former is suitable for batch processing, whereas the
latter can be used in online learning. Experimental results in the online learn-
ing mode carried out on 30 benchmark data sets show that DDVFA cascaded
with Merge ART statistically outperformed the best other ART-based systems
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when samples were randomly presented. Conversely, they were found to be sta-
tistically equivalent in the offline mode when samples were pre-processed using
VAT. Remarkably, performance comparisons to non-ART-based clustering al-
gorithms show that DDVFA (which learns incrementally) was also statistically
equivalent to the non-incremental (offline) methods of DBSCAN, single link-
age hierarchical agglomerative clustering (HAC), and offline version of k-means,
while retaining the appealing properties of ART. Links to the source code and
data are provided. Considering the algorithm’s simplicity, online learning capa-
bility, and performance, it is an ideal choice for many agglomerative clustering
applications.
Keywords: Fuzzy, Adaptive Resonance Theory, Clustering, Distributed
Representation, Topology, Visual Assessment of Cluster Tendency.
1. Introduction
There is a rich literature of clustering methods [1–3], and among the neural
network-based ones, adaptive resonance theory (ART) [4] is of great interest
due to its many useful properties [5], particularly the fact that it addresses
the stability-plasticity dilemma. After sufficient exposure to the environment, a
competitive learning neural network eventually learns prototypical representa-
tions or archetypes that reflect groups of samples [6]; i.e., it learns a succinct or
compressed representation of the data.
Numerous ART-based architectures have been conceived, such as fusion
ART [7], whose variants have been effectively used for semi-supervised [8], super-
vised [9], and reinforcement learning applications [10–12]; BARTMAP [13, 14]
for biclustering applications, such as unsupervised gene expression analysis, as
well as architectures with distinct internal category representations such as hy-
perboxes [15]; gaussians [16, 17]; hyperspheres [18]; hyperellipsoids [19]; and
others.
Particularly, ART has been used as the basis for several hierarchical cluster-
ing methods, which can be classified into bottom-up (agglomerative or merging
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methods) and top-down (divisive or splitting methods) [2]. Hierarchical ART
architectures generally follow two main designs [20]: (a) a series/cascade of
ART modules where the output of one ART (i.e., a prototype) is the input of
the next [21–31] or (b) parallel ART modules sharing the same inputs and using
different vigilance values [6, 32–39]. Generally, the hierarchical relationships
between ART modules are defined implicitly by the input signal flow, explic-
itly by enforcing constraints or connections, and/or by the setting of multiple
vigilance parameters to define hierarchies. Alternatively, hierarchies within the
same ART can be created by designing custom ART activation functions [40, 41]
or by analyzing its distributed activation patterns [42]. ART-based hierarchical
approaches have been successfully applied, for instance, in text mining [20, 43]
and robotics [30, 39].
Another branch of clustering includes multi-prototype-based methods. These
allow multiple prototypes to represent a single cluster and more accurately cap-
ture the data topology, thereby typically handling clusters with arbitrary shapes.
Multi-prototype representations have been successfully used for clustering [44–
48], visualization [46, 49, 50], and validation purposes [51, 52]. In the context of
ART, examples include the combination of an ART-like system using quadratic
neurons [53] and hierarchical clustering [54, 55] and the related approach [56]
using fuzzy ART [15]. Other methods have augmented ART-based systems by
employing dual vigilance parameters [57], connecting the first and second res-
onating categories [35–38, 58–61], or replacing fuzzy ART’s nodes with growing
cell structures [62] in a hybrid architecture [63].
Although they are based on multi-prototype representation, many of the
previously mentioned approaches do not adopt distributed activation, match or
learning, which improves a network’s noise robustness and compactness [64, 65].
The distributed ART model [64] is endowed with all of these distributed fea-
tures, however it does not possess a mechanism to build, in an unsupervised
manner, a permanent and binary many-to-one mapping (i.e., a multi-prototype
cluster representation). Thus, it is still limited by its nested hyperbox cluster
abstractions. Distributed learning is also featured in the ART variants intro-
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duced in [66, 67]. In the ART literature, the power of distributed activation
has been harnessed to perform, for instance, (a) unsupervised feature extrac-
tion [68]; (b) hierarchical clustering [21, 29] – although featuring distributed
representation, the latter approaches are cascade architectures not designed to
model arbitrarily-shaped clusters since they are limited by their category rep-
resentations at each hierarchical level; and (c) supervised learning systems such
as the distributed ARTMAP [65], which is a generalization of a variety of ART
models [69] such as [15, 69–72] and uses distributed ART as its building block,
some topoART variants [73, 74], default ARTMAPs [69, 71], and adaptive res-
onance associative map [9] variants [31, 75].
The distributed dual vigilance fuzzy ART (DDVFA) introduced here belongs
to the class of modular neural networks [76–78]. Specifically, it is designed for
the unsupervised learning task of clustering. This class of network architec-
tures employs a divide-and-conquer approach and shares the following main
features [76–78]: task decomposition (breaking down a complex problem) and
multi-module decision making (combining local decisions in a single global con-
sensus). Commonly, unsupervised learning methods are used as a pre-processing
stage to partition the data to be handled by simple, fast, and efficient supervised
modules. ART-based systems have been used for such purposes in supervised
modular networks [76–78]. A current challenge for incremental learners, such as
ART-based systems, is the order of sample presentation. Thus, suitable pre- and
post-processing strategies are usually employed when applicable (see references
in [79]). Specifically, post-processing merging strategies are commonly used in
conjunction with incremental learners (e.g., [31, 59–61, 80–83]); here, a novel
ART-based network provides such functionality. Additionally, visualization and
assessment are valuable assets when performing cluster analysis [2, 50, 84]; here,
the visual assessment of cluster tendency (VAT) [84, 85] technique is used for
its sample ordering properties to emulate scenarios in which such data pre-
processing is practical, as per [79].
This paper presents the following main contributions:
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1. A novel modular fuzzy ART-based architecture (DDVFA). Unsupervised
dynamic modularization (creation of new local modules as needed) and
multi-prototype representation are accomplished by employing dual vigi-
lance parameters associated with global and local fuzzy ART modules.
2. Novel higher order distributed activation and normalized match functions
based on hierarchical agglomerative clustering (HAC) methods embed-
ded in the incremental learning process. Suitably setting the HAC-based
activation/match functions allows DDVFA to retrieve arbitrarily shaped
clusters, and higher order match functions have the potential to generate
more compact DDVFA networks (as per [64, 65]) and extend the regions
of successful dual vigilance parameter combinations.
3. A novel Merge ART module compatible with DDVFA for post-processing
in online learning applications. This procedure compensates for the errors
caused by the random order of input presentations thus enabling improved
performance.
4. An analysis of the behavior of the DDVFA with and without pre-processing
(VAT) and post-processing (Merge ART) strategies, as well as with respect
to its kernel width parameter.
The results show that together, these features enable DDVFA to yield an
improved performance compared to other current state-of-the-art fuzzy ART-
based technologies.
The remainder of this paper is divided as follows: Section 2 provides a brief
review of ART, fuzzy ART, fuzzy topoART, and dual vigilance fuzzy ART; Sec-
tion 3 introduces distributed dual vigilance fuzzy ART; Section 4 describes the
experimental set-up; Section 5 reports and discusses the results; and Section 6
is the conclusion.
2. Adaptive Resonance Theory
Adaptive resonance theory (ART) [86] is the theory that learning is often
mediated by resonant feedback in neural circuits. It inspired the development of
5
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Figure 1: Generic ART architecture, underlying various ART designs.
many neural network architectures, each with its own internal categorical repre-
sentation, while sharing the same design principles (Fig. 1). The ART matching
rule [4] is a key property of these ART systems [69, 71]; it regulates the interac-
tion between top-down expectations (represented by the internal categories or
templates) and the bottom-up inputs. This process is guided by an orienting
subsystem, which performs a hypothesis test, called the vigilance check, that
either shuts down or enables an ART category to learn. ART templates have
specific properties and governing equations based on their internal representa-
tion. They allow for a discretization of the data space, thus summarizing it as
clusters. The vigilance parameter (see Eq. (3)) controls category size and thus
the granularity of this discretization.
2.1. Fuzzy ART
Fuzzy ART [15] is an ART architecture designed to work with real-valued
data. Concisely, when a sample x ∈ Rd is presented at the feature representation
field F1, it activates the category j at the category representation field F2 whose
weight vector wj maximizes the following activation function:
Tj =
|x ∧wj |
α+ |wj | , (1)
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where | · | is the L1 norm and α > 0 is the choice parameter, which is usually set
to a small value. A comprehensive study on its behavior can be found in [87].
Next, a match function evaluates the best matching category as:
Mj =
|x ∧wj |
|x| , (2)
and a vigilance check ν is performed using the computed match value:
ν : Mj ≥ ρ, (3)
where 0 ≤ ρ ≤ 1 is the vigilance parameter. If ν is satisfied, then the winning
category’s weight vector is updated as:
wnewj = (1− β)woldj + β(x ∧woldj ), (4)
where 0 < β ≤ 1 is the learning rate parameter. Otherwise, this category
is deactivated, and the search continues by activating the next highest ranked
category. If none of them satisfies this constraint, then a new category is created
to encode sample x. Thus, the problem of selecting the number of clusters is
traded for the one of selecting the vigilance value ρ.
Fuzzy ART features many appealing properties such as scalability, speed,
stability, plasticity, online (one pass) and offline incremental learning modes, as
well as simple implementation, transparency, and novelty detection (rare/unusual
events) [2, 5, 69, 71, 88].
2.2. Fuzzy topoART
Fuzzy topoART [35] incorporates topology-based learning [89] into ART.
Briefly, it consists of multiple independent fuzzy ART modules where the pre-
ceding modules filter the shared inputs to subsequent ones. Standard topoART
consists of two identical modules: A and B. During training, which is processed
in parallel for all modules, an “instance counting” feature accounts for the num-
ber of samples n learned by a given category. Every τ learning cycles/iterations
(number of sample presentations), a noise thresholding procedure is performed
7
to remove categories with less than φ samples. Once the threshold is surpassed,
“candidate” categories become “permanent” categories. A sample is propagated
to module B if it has resonated with a “permanent” category of module A.
The granularity of the solutions is defined by the modules’ different vigilance
parameter values. Module B’s vigilance parameter is [35–37]:
ρb =
1
2
(ρa + 1) , (5)
where ρa is module A’s vigilance parameter. Since ρb ≥ ρa, modules A and
B yield increasingly finer partitions of a given data set. Categories are lat-
erally connected by edges between the first and second resonating categories
(i.e., the two highest ranked categories that simultaneously satisfy the vigilance
test (Eq. (3))) to mirror the input distribution. This multi-prototype method
enables topoART modules to learn topologies and capture clusters with arbi-
trary geometries. Besides competitive learning, it also uses cooperative learning
by allowing the second winner (sbm) to learn with a smaller learning rate than
the first (bm): βsbm < βbm = 1. Finally, to compensate for fuzzy ART’s bias
toward small categories, topoART uses a particular activation function for pre-
diction, which is independent of category size [35–37]:
Tj = 1− | (x ∧wj)−wj ||x| . (6)
TopoART has spawned several variants for unsupervised [36–38], super-
vised [73, 74], and semi-supervised [90] learning paradigms.
2.3. Dual vigilance fuzzy ART
Dual vigilance fuzzy ART (DVFA) [57] consists of a single ART module
equipped with two layered vigilance parameters. The larger vigilance value is
referred to as the “upper bound” (ρUB) and is responsible for the data compres-
sion/quantization, whereas the lower vigilance value is referred to as the “lower
bound” (ρLB) and is responsible for the cluster similarity. Briefly, when a cat-
egory is activated after a winner-takes-all competition, then a vigilance check
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with a large value is performed (using ρUB in Eq. (3)); if it is satisfied, then it
behaves identically to fuzzy ART. However, if this test fails, then a second test
is performed with a slightly smaller vigilance value (using ρLB in Eq. (3)). If
the same category satisfies this looser constraint, then a new category is created
and assigned to the same cluster as the tested category in an output mapping
matrix like fuzzy ARTMAP’s [70]. Therefore, a many-to-one mapping of cate-
gories to clusters is created (this is a multi-prototype approach). In this manner,
the data distribution can be more faithfully mirrored, and clusters of arbitrary
geometries may be retrieved.
3. Distributed dual vigilance fuzzy ART
The distributed dual vigilance fuzzy ART (DDVFA) neural network archi-
tecture described in Section 3.1 can be viewed as an “ART of ARTs”, in which
each node in the category representation field F2 of a global ART is itself a
local ART, where the latter represents a given data cluster. Equivalently, it can
be seen as an unsupervised modular neural network consisting of local ARTs
whose multi-module decision making system is a global ART. Since ART-based
systems are sensitive to the order of input presentation, Section 3.2 presents an
approach to compensate for this dependency: the output of a DDVFA module
(layer 1) is cascaded into a compatible Merge ART module (layer 2).
3.1. DDVFA architecture
Table 1 lists the notation used in this section, and Fig. 2 depicts a generic
DDVFA. It is a modular structure in which a global ART controls local parallel
ARTs via a vigilance feedback between these modules – cf. ART tree [32, 33], in
which F2 nodes are also ART modules, but these are not controlled by a global
ART module. The global ART acts as a mapping mechanism analogous to the
inter-ART module in fuzzy ARTMAP architectures [70, 91], thus maintaining hi-
erarchical consistency. This relates to self-consistent modular ART [6]; however,
DDVFA uses a bottom-up agglomerative approach, whereas the former uses a
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top-down divisive approach limited to hyperrectangular cluster representations.
Concretely, DDVFA is a multi-prototype hierarchical agglomerative clustering
(HAC) method that builds a self-consistent two-level hierarchy of categories.
Similar to DVFA, the vigilance parameters of the global and local ARTs
are denoted as ρLB and ρUB , respectively, where the constraint ρLB ≤ ρUB
is enforced. Setting ρUB = ρLB reduces the DDVFA to a generic fuzzy ART
framework, which ensures that each global ART’s F2 node (i.e., each local ART)
encodes one category. Alternately, setting ρUB strictly greater than ρLB builds
a multiple category representation for each cluster, thus enabling an approxima-
Table 1: Notation for DDVFA
Notation Description
X a data set X = {xl}Nl=1 ∈ Rd.
ART
(i)
j global ART’s F2 node j (layer i).
TART
(i)
j , MART
(i)
j activation and match functions of local ART
(i)
j ,
respectively.
w
ART
(i)
j
k k
th category weight vector of local ART
(i)
j .
T
ART
(i)
j
k , M
ART
(i)
j
k activation and match functions of w
ART
(i)
j
k , re-
spectively.
γ ≥ 1 kernel width.
0 ≤ γ∗ ≤ γ reference kernel width.
ρ
(i)
UB ≥ ρ(i)LB lower and upper bound vigilance parameters
(layer i).
Tp,q, Mp,q activation and match matrices between local
ART
(1)
p and local ART
(2)
q .
n
ART
(i)
j
k number of samples encoded by category k of lo-
cal ART
(i)
j (instance counting).
nART
(i)
j total number of samples encoded by local
ART
(i)
j (instance counting).
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(1)
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Constraint
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Figure 2: DDVFA architecture. Each global ART’s F2 node is a local fuzzy ART (as portrayed
in Fig. 1) with shared input x and vigilance ρ = ρ
(1)
UB ≥ ρ
(1)
LB .
tion of that cluster’s geometry over the data space according to the underlying
assumption of the activation and match functions, which are to be set a pri-
ori. The vigilance parameters ρLB and ρUB reflect the minimum similarity of
a cluster and the granularity level of the data quantization (i.e., the categories’
sizes), respectively. In other words, the rationale is to restrict the maximum
internal category size of each local ART while maintaining a smaller similarity
constraint for the cluster represented by each global ART F2 node. Thus, local
ART modules (or clusters) can be added as needed.
The inner workings of DDVFA are the same as a generic ART architecture,
as reviewed in Section 2. However, the activation TARTi(·) and match MARTi(·)
functions of the global ART’s F2 node i are a distributed version of the local
ARTi categories’ activation T
ARTi
j and match M
ARTi
j functions based on HAC,
where j = {1, ..., k} represents the categories. Specifically, the activation and
match functions of global ART’s F2 node i in layer (1) are given by a function
of local ART
(1)
i ’s k nodes:
TART
(1)
i = f
(
T
ART
(1)
i
1 , T
ART
(1)
i
2 , ... , T
ART
(1)
i
k
)
, (7)
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where
T
ART
(1)
i
j =
 |x ∧wART (1)ij |
α+ |wART
(1)
i
j |
γ , j ∈ {1, ... , k}, (8)
and
MART
(1)
i = g
(
M
ART
(1)
i
1 ,M
ART
(1)
i
2 , ... ,M
ART
(1)
i
k
)
, (9)
where
M
ART
(1)
i
j =
 |x ∧wART (1)ij |
|x|
γ , j ∈ {1, ... , k}. (10)
In this study, for simplicity, f (·) = g (·) in (7) and (9), i.e., the same func-
tional relationship is used for the activation and match functions. These are
listed in Table 2 and are based on HAC methods [2]. A power parameter γ ≥ 1
is employed here in both the activation and match functions. Like the power
parameter used in [64, 65], γ assumes the role of a kernel width, facilitates the
dual vigilance parameters selection, and reduces category proliferation (Sec-
tion 5.4). Setting γ = 1 corresponds to a standard fuzzy ART module, in which
a moderately far sample would still have a reasonably large value for the match
function.
This extension of successful dual vigilance parameters occurs because the
match and activation functions (when γ = 1) decay linearly and slowly for sam-
ples outside a category’s hyperrectangular boundaries and thus, by increasing γ,
steeper decays are created (Fig. 3). A similar behavior is exhibited by fuzzy
min-max neural networks [92–94] and the variant [94] addresses it by devising
a custom fuzzy membership function, whose sensitivity parameter performs the
same role of controlling the membership value decays. Furthermore, the higher
order membership class of functions has been shown to enhance fuzzy ART
performance [95].
The property exploited here is the fact that the activation and match func-
tions become more “selective” (as expected from a power rule as a contrast-
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Table 2: DDVFA’s activation and match functions.
Method TART
(1)
i = f(·) MART (1)i = g(·)
single max
j
(
T
ART
(1)
i
j
)
max
j
(
M
ART
(1)
i
j
)
complete min
j
(
T
ART
(1)
i
j
)
min
j
(
M
ART
(1)
i
j
)
median median
j
(
T
ART
(1)
i
j
)
median
j
(
M
ART
(1)
i
j
)
averagea 1ki
ki∑
j=1
T
ART
(1)
i
j
1
ki
ki∑
j=1
M
ART
(1)
i
j
weightedb
ki∑
j=1
pjT
ART
(1)
i
j
ki∑
j=1
pjM
ART
(1)
i
j
centroidc
(
|x∧wc|
α+|wc|
)γ ( |x∧wc|
|x|
)γ
a,b ki represents the number of categories in ART
(1)
i .
b pj =
n
ART
(1)
i
j
nART
(1)
i
and nART
(1)
i =
∑
j
n
ART
(1)
i
j . This represents an a priori probability
of ART
(1)
i ’s category j analogous to [16, 17].
c wc is the centroid representing all categories of ART
(1)
i , where its l component
is given by wc,l = min
j
(wj,l) for l = {1, ..., 2d}.
enhancement procedure [64, 65]); e.g., in Fig. 3 their trapezoidal form ap-
proaches a rectangular membership function. Therefore, regarding the match
function, increasing γ makes far samples less similar and a category’s vigilance
region [96] smaller (Fig. 3). Naturally, when applying a power rule to a scalar
in the range [0, 1], such as the case of the match and activation functions, its
value decreases with γ. Therefore, to account for the scaling effect, instead of
using (10), the match function is normalized in practice as:
M
ART
(1)
i
j =
 |wART (1)ij |
|x|
γ
∗
T
ART
(1)
i
j , j ∈ {1, ..., k} (11)
where 0 ≤ γ∗ ≤ γ is the reference kernel width with respect to which the
match function is normalized (see Appendix A). In this paper’s experiments,
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(a) γ = 1 (b) γ = 10
Figure 3: 3D surfaces, contours, and cross-section cuts representing the normalized match
functions (Mnγ ) using γ
∗ = 1 and different values of γ.
such normalization was performed with respect to the match function values
of a standard fuzzy ART (i.e., γ∗ = 1). Note that the higher order HAC-
based activation functions in Eq. (8) do not change the search order for global
ART when varying γ for single, complete, and centroid methods; but it may
for weighted and average. Additionally, it also does not affect the search order
within the local fuzzy ART module using the higher order activation and match
functions.
Remark 1. A power law was introduced in distributed ART/ARTMAP [64]
for the increased gradient content-addressable memory rule as a contrast en-
hancement procedure, and it has been used in other ART variants such as
distributed ARTMAP [65] and default ARTMAPs [69, 71]. As opposed to the
latter ART systems, where the activation functions are normalized to 1 with re-
spect to a subset of highly active nodes, DDVFA’s activation functions are not
normalized, but rather its match functions. Specifically, the latter are normal-
ized using a reference parameter γ∗ and with respect to an individual category;
additionally, DDVFA’s match-reset-search mechanism itself is distinct and uses
winner-takes-all learning, as opposed to distributed ART’s distributed learning.
Remark 2. There are subtle, yet fundamental, differences between DVFA
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and DDVFA besides the architecture itself and the distributed HAC-based
higher order nature of the activation and normalized match functions. The
first one relates to the search mechanism. In DVFA, it is theoretically possible
for categories mapped to the same cluster to be brought up during the search
process. Conversely, in DDVFA, if a global ART node does not satisfy the
vigilance test, then its local ART and the cluster it represents (which includes
all its categories) is shut down and will not appear again during global ART’s
search. Another difference is that, according to Eq. (9) and Table 2, the match
functions are distributed, and, in the case of single and complete variants, the
category selected by winner-takes-all competition and the category subjected to
the vigilance test are not required to be the same.
Naturally, DDVFA integrates a winner-take-all mechanism to select among
global ART’s F2 nodes (i.e., local FAs) with a variety of distributed HAC-
based activation/match functions, which are computed using local fuzzy ART’s
weight vectors. According to their definitions (Table 2), they range from winner-
take-all (single) and loser-take-all (complete) to completely distributed (average,
centroid, and weighted). DDVFA can be viewed as an ART-based online incre-
mental approximate (prototype-based) HAC method. If ρ
(1)
UB = 1, then the
approach reduces to an ART-based HAC, since each local fuzzy ART’s category
encodes a single sample, and the dendrogram cut-level is defined by the global
ART module’s vigilance parameter ρ
(1)
LB . Algorithm 1 summarizes the DDVFA’s
pseudocode.
3.2. Merge ART module
The order of input presentation is a challenge for incremental learners as it
plays a significant role in such systems’ performance (see references in [79]). For
this reason, a Merge ART module (Fig. 4) is introduced here to be placed at layer
2, i.e., on top of the DDVFA in a cascade design. It acts as another ART module
with dual vigilance parameters in which the inputs are ART nodes from DDVFA.
It has its own set of parameters that are independent of DDVFA. However, for
simplicity, DDVFA’s activation and match functions functional forms were kept
15
Algorithm 1: DDVFA
Input : x, α, β, ρ
(1)
UB , ρ
(1)
LB , γ, γ
∗, method.
Output: DDVFA clusters.
1 Present input sample x ∈X.
2 Compute T
ART
(1)
i
j , ∀ i, j (Eq. (8)).
3 Compute TART
(1)
i , ∀ i (Eq. (7), Table 2’s method).
4 Find the winning node I ← argmax
i
{TART (1)i }.
5 Compute M
ART
(1)
I
j , ∀ j (Eq. (11)).
6 Compute MART
(1)
I (Eq. (9), Table 2’s method).
7 Evaluate vigilance test ν1 :M
ART
(1)
I ≥ ρ(1)LB .
8 if ν1 is satisfied (resonance) then
9 Find winning category J ← argmax
j
{TART
(1)
I
j }.
10 Evaluate vigilance test ν2 :M
ART
(1)
I
J ≥ ρ(1)UB .
11 if ν2 is satisfied (resonance) then
12 Update category J weight vector w
ART
(1)
I
J (Eq. 4).
13 else
14 Reset category J . If there are still active categories in local ART I then
go to step 9; otherwise create a new category using fast commit
(w
ART
(1)
I
new ← x).
15 else
16 Reset F2 node I. If there are still active nodes in global ART then go to
step 4; otherwise create a new ART node and apply fast commit
(wART
(1)
new
new ← x).
to maintain the same underlying cluster assumptions, and (ρ
(2)
LB , ρ
(2)
UB) were set
to (ρ
(1)
LB , ρ
(1)
UB).
The merging process consists of unions or concatenation of local fuzzy ARTs
followed by compressions within each set of local fuzzy ARTs. Let Tk,l =
[tij ]R×C and Mk,l = [mij ]R×C be the activation and match matrices of Merge
ART’s F2 node ART
(2)
k when the input ART
(1)
l (from DDVFA) is presented,
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(2) 𝐴𝐴𝐴𝐴𝐴𝐴𝑘𝑘(2)
Figure 4: Merge ART module. Each ART (2) is a fuzzy ART with ρ = ρ
(2)
UB .
where R and C are the number of categories of Merge ART’s ART
(2)
k and
DDVFA’s ART
(1)
l , respectively. The entries of matrices Tk,l and Mk,l are com-
puted as:
ti,j =
 |wART (1)lj ∧wART (2)ki |
α+ |wART
(2)
k
i |
γ , (12)
mi,j =
 |wART (2)ki |
|wART
(1)
l
j |
γ
∗
ti,j . (13)
The activation and match functions of the Merge ART module are listed in
Table 3. When resonance is triggered, i.e., when the condition MART
(2)
K ≥ ρ(2)LB
is satisfied, then ART
(2)
K (new) ← ART (2)K (old) ∪ ART (1)l . Finally, to compress
the representation, i.e., to reduce the number of categories, in the last step of
the Merge ART procedure, the category weight vectors wART
(2)
k and instance
countings nART
(2)
k of each local ART module are fed to a fuzzy ART with higher
order activation and match functions, using the parameters ρ = ρ
(2)
UB , γ
∗ = 1,
and γ; in this case, when a category learns using Eq. (4) then its instance
counting is updated as nnew = nold + nw, where nw is the instance counting of
the category presented as an input.
The Merge ART module can be triggered at any stage during incremental
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Table 3: Merge ART’s activation and match functions.
Method TART
(2)
k = f(·) MART (2)k = g(·)
single max
i,j
([tij ]) max
i,j
([mij ])
complete min
i,j
([tij ]) min
i,j
([mij ])
median median
i,j
([tij ]) median
i,j
([mij ])
average 1RC
R∑
i=1
C∑
j=1
tij
1
RC
R∑
i=1
C∑
j=1
mij
weighteda
R∑
i=1
C∑
j=1
pipjtij
R∑
i=1
C∑
j=1
pipjmij
centroidb
(
|wART
(2)
k
c ∧w
ART
(1)
l
c |
α+|wART
(2)
k
c |
)γ (
|wART
(2)
k
c ∧w
ART
(1)
l
c |
|wART
(1)
l
c |
)γ
a pi =
n
ART
(2)
k
i
nART
(2)
k
and pj =
n
ART
(1)
l
j
nART
(1)
l
. This represents an a priori probability of
categories i and j analogous to [16, 17]. Statistical independence is assumed.
b w
ART
(2)
k
c and w
ART
(1)
l
c are the centroids representing all categories of ART
(2)
k
and ART
(1)
l , respectively. Each of their n components is given by w
ART
(2)
k
c,n =
min
j
(
w
ART
(2)
k
j,n
)
and w
ART
(1)
l
c,n = min
j
(
w
ART
(1)
l
j,n
)
, where n = {1, ..., 2d}.
learning. For convenience, in this study it is activated by the end of one epoch
(a full pass through the data, similar to [83]), i.e., after N samples are presented
to the learning system, where N is made equal to the data cardinality. There-
fore, this framework may perform online incremental approximate HAC without
computing a distance matrix with the entire data or requiring full recomputa-
tions when new samples are presented. Again, as the vigilance parameter ρUB
approaches 1, there is little to no data compression. Merge ART relates to
traditional HAC approaches using ART’s activation function as the similarity
measure and the match function as the dendrogram threshold level, i.e., the ac-
tivation and match functions of the Merge ART module perform an ART-based
HAC using the ART weights created by DDVFA. Algorithm 2 summarizes the
Merge ART module’s pseudocode.
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Remark 3. Merging strategies are commonly employed in ART-based sys-
tems. The Merge ART module presented here is closely related to the ART
category merging methods discussed in [31, 59–61, 80, 82, 83] and especially the
frameworks in [31, 83]. In the latter, fuzzy ART weights are merged via a fuzzy
ART module with its own set of parameters. Although both the DDVFA +
Merge ART and the strategy in [31, 83] use a fuzzy ART framework for merg-
Algorithm 2: Merge ART module
Input : DDVFA,
{
α, β, ρ
(2)
UB , ρ
(2)
LB , γ, γ
∗,method
}
inherited from DDVFA,
number of iterations.
Output: Merge ART clusters.
1 repeat
2 for l = {1, ... , No. global ART F2 nodes} do
3 Present input node ART
(1)
l ∈ DDVFA.
4 Compute TART
(2)
k , ∀ k (Table 3’s method).
5 Find the winning node K ← argmax
k
{TART (1)k }.
6 Compute MART
(2)
K (Table 3’s method).
7 Evaluate vigilance test ν1 :M
ART
(2)
K ≥ ρ(2)LB .
8 if ν1 is satisfied (resonance) then
9 ART
(2)
K ← ART (2)K ∪ART (1)l .
10 else
11 Reset node K. If there are still active nodes in Merge ART then go
to step 5; otherwise create a new ART node and apply fast
commit (ART
(2)
new ← ART (1)l ).
12 DDVFA ← Merge ART.
until stopping criteria: reaching a predefined number of iterations or there is
no change in Merge ART nodes
13 for each ART
(2)
k ∈ Merge ART do
14 ART
(2)
k ← FA
(
{w, n} ∈ ART (2)k , ρ(2)UB , γ, γ∗, α, β
)
.
/* FA: Fuzzy ART algorithm. */
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ing, they have the following fundamental differences: (a) Merge ART’s inputs
are local fuzzy ART modules from DDVFA (i.e., subsets of categories) to be
merged using a fuzzy ART framework augmented with HAC-based distributed
higher order activation and match functions; (b) the output of the merging pro-
cedure includes not only categories but also ART modules; (c) Merge ART’s
compression step does not use an activation threshold (as in [83]), but instead
it uses higher order activation/match functions (in contrast to [31, 83]); (d) the
weight update is not based on an overlap/gap between weights (as in [83]), but
instead it follows standard fuzzy ART rules (Eq. (4)) which correspond to the
weight merging in [31] (and [82] in fast learning mode); and (e) the vigilance
parameter used to cluster samples is also used to merge weights during the
compression step (in contrast to [83]).
The Merge ART module was designed such that its output can be used to
replace DDVFA when the merging procedure is done. The fact that ρ
(2)
LB used to
concatenate DDVFA’s local FAs is smaller than ρ
(1)
UB used to cluster the samples,
(ρ
(2)
LB = ρ
(1)
LB ≤ ρ(1)UB = ρ(2)UB), conforms with the findings reported in [83] that
this setting yields a good performance for merging fuzzy ART weights. This
is expected, since the overall architecture (DDVFA + Merge ART) is multi-
layered and related to ART-based serial structures (e.g., [22, 25]), which in turn
typically follow similar parameterization.
4. Experimental Setup
4.1. Data sets
A mix of 30 real world and artificial benchmark data sets comprising diverse
characteristics were used in the experiments. They are available at the UCI
Machine Learning Repository [97], Fundamental Clustering Problem Suite [98],
Clustering data sets [99], and Data package [100]. Fig. 5 illustrates these data
sets, and Table 4 summarizes their characteristics. Linear normalization was
applied to all data sets to scale their features to the range [0, 1], as well as
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complement coding, which is a useful data representation technique to mitigate
category proliferation in fuzzy ART.
4.2. Clustering algorithms and parameter tuning
To set the parameters of the clustering algorithms employed in the exper-
iments, grid searches were performed through their parameter spaces. For all
algorithms, the best solution was selected according to the parameter combina-
tion that yielded the peak average performance.
4.2.1. ART-based clustering methods
Fuzzy ART, fuzzy topoART, and DVFA were compared to DDVFA. In
the experiments performed, fuzzy ART’s, DVFA’s and DDVFA’s vigilance pa-
rameters were scanned in the range [0, 1] with identical step sizes equal to
0.01 (DVFA’s and DDVFA’s vigilances were also subjected to the constraint
ρUB ≥ ρLB). For all fuzzy ART modules, the maximum number of epochs was
set to 1 (online mode), the choice parameter (α) was set to 0.001, and the learn-
ing rate (β) was set to 1 (fast learning). DDVFA’s parameters γ∗ and γ were
set to 1 and 3, respectively; and, for simplicity, ρ
(1)
UB = ρ
(2)
UB and ρ
(1)
LB = ρ
(2)
LB .
Moreover, in all the fuzzy ART implementations, no uncommitted category
participated in the winner-take-all competitive process. If none of the current
committed categories satisfy the vigilance criteria, then a new one is created and
set to the current sample (fast commit). Regarding topoART, the parameters
ρa, βsbm, φ and τ were scanned in the ranges [0, 1] with a step size of 0.008,
[0, 0.75] with a step size of 0.25, [1, 4] with a step size of 1, and [10%, 30%] of
the data cardinality with a step size of 10%, respectively. These ranges and step
sizes generated approximately the same number of parameter combinations for
topoART, DVFA, and DDVFA. Module B’s clusters were taken as topoART’s
output. Finally, for all these methods, 30 runs were performed for each data set
in both random and VAT ordered presentation scenarios.
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(a) Aggreg. (b) Atom (c) Chainlink (d) Compound (e) Dermat.
(f) Ecoli (g) Face (h) Flag (i) Flame (j) Giant
(k) Glass (l) Hepta (m) Iris (n) Jain (o) Lsun
(p) Moon (q) Path Based (r) R15 (s) Ring (t) Seeds
(u) Spiral (v) S. Control (w) Target (x) Tetra (y) Twodiam.
(z) Wave (aa) Wine (ab) Wingnut (ac) Wisconsin (ad) WDBC
Figure 5: Data sets used in the experiments. Solely for visualization purposes, the data sets
Iris, Wine, Seeds, WDBC, Synthetic Control, Glass, and Ecoli are depicted using principal
component analysis projection. The data sets’ features and projections are scaled to the range
[0, 1].
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Table 4: Summary of the data sets’ characteristics.
Data set # samples # features # clusters type reference(s)
Aggregation 788 2 7 Artificial [99, 101]
Atom 800 3 2 Artificial [98]
Chainlink 1000 3 2 Artificial [98]
Compound 399 2 6 Artificial [99, 102]
Dermatology 358 34 6 Real World [97]
Ecoli 336 7 8 Real World [97]
Face 320 2 4 Artificial [100, 103]
Flag 640 2 3 Artificial [100, 103, 104]
Flame 240 2 2 Artificial [99, 105]
Giant 862 2 2 Artificial [100, 103, 104]
Glass 214 10 6 Real World [97]
Hepta 212 3 7 Artificial [98]
Iris 150 4 3 Real World [97, 106]
Jain 373 2 2 Artificial [99, 107]
Lsun 400 2 3 Artificial [98]
Moon 514 2 4 Artificial [100, 103, 104]
Path based 300 2 3 Artificial [99, 108]
R15 600 2 15 Artificial [99, 109]
Ring 800 2 2 Artificial [100, 103, 104]
Seedsa 210 7 3 Real World [97, 110]
Spiral 312 2 3 Artificial [99, 108]
Synthetic Controlb 600 60 6 Real World [97]
Target 770 2 6 Artificial [98]
Tetra 400 3 4 Artificial [98]
Two Diamonds 800 2 2 Artificial [98]
Wave 287 2 2 Artificial [100, 103, 104]
Wine 178 13 3 Real World [97]
Wingnut 1016 2 2 Artificial [98]
Wisconsin 683 9 2 Real World [97]
WDBCc 569 30 2 Real World [97]
a The contributors gratefully acknowledge support of their work by the Institute of Agro-
physics of the Polish Academy of Sciences in Lublin.
b Image courtesy of Eamonn Keogh.
c Wisconsin Diagnostic Breast Cancer.
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4.2.2. Non-ART-based clustering methods
DBSCAN [111], affinity propagation (AP) [112], k-means [113], and single
linkage (SL-HAC) [2] were compared to DDVFA. In the experiments performed,
DBSCAN’s MinPts parameter was varied in the range [1, 4] with a step size of
1, while eps was scanned in the range [0,
√
d] with a step size of 0.005, where d
is the dimensionality of the data (thus encompassing the full range of possible
distance values in the d-dimensional unit cube). The number of clusters k in
k-means was varied in the range
[
1,
⌈√
N
⌉]
, where N is the cardinality of the
data set (this upper bound is usually taken as a rule of thumb [114, 115]).
Additionally, k-means was repeated 10 times, and the best solution, according
to the cost function being minimized, was selected for each value of k. The AP’s
damping factor λ was varied in the range [0.5, 1] with a step size of 0.005, and the
preference parameter was set as the median of the data samples’ similarities. SL-
HAC used Euclidean distance, and its dendrogram was cut at all merging levels.
Finally, for all these methods, a single run was performed for each randomized
data set, since they are global approaches that are either not (or almost not)
order dependent.
4.3. Clustering performance assessment
The adjusted rand index (AR) [116] is an external cluster validity index
commonly used in the unsupervised learning literature to measure the level of
agreement between a data sets’ reference partition (i.e., ground truth structure)
and a discovered partition [2]. It was used in this work to evaluate the quality
of the solutions returned by all clustering algorithms. The (AR) is defined as:
AR =
(
N
2
)
(tp+ tn)− [(tp+ fp)(tp+ fn) + (fn+ tn)(fp+ tn)](
N
2
)2 − [(tp+ fp)(tp+ fn) + (fn+ tn)(fp+ tn)] , (14)
where tp, tn, fp and fn stand for true positive, true negative, false positive,
and false negative, respectively.
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4.4. Statistical analysis methodology
The clustering algorithms were compared following the procedures discussed
in [117]:
1. The quantities of interest (i.e., performance in terms of AR and net-
work compactness) were tested for equality using Iman-Davenport’s cor-
rection [118] of Friedman’s non-parametric rank sum test [119, 120].
2. If there was sufficient evidence to reject the null hypothesis, then a critical
difference (CD) diagram [117] was generated using Nemenyi’s post-hoc
test [121].
4.5. Software and code
The experiments were conducted using MATLAB, scikit-learn [122], Or-
ange [123], and Cluster Validity Analysis Platform [124]. The MATLAB code
for fuzzy ART, DVFA, and DDVFA is available at the Applied Computational
Intelligence Laboratory group GitHub repositories1,2. The topoART experi-
ments were carried out using LibTopoART3 [35], whereas the other clustering
algorithms’ implementations were from scikit-learn4.
5. Results and discussion
5.1. DDVFA results with pre- and post-processing
This study investigates DDVFA’s order of presentation dependency by an-
alyzing two frameworks: an offline approach that consists of pre-ordering the
shuffled samples using VAT [85], as per [79], and an online approach in which
the samples are solely randomized prior to presentation. The latter is a more
realistic scenario when an online incremental learner is required, i.e., a learning
system is confronted with a data stream. That is why all the experiments were
1https://github.com/ACIL-Group/DVFA.
2https://github.com/ACIL-Group/DDVFA.
3LibTopoART v0.74, available at https://www.libtopoart.eu.
4http://scikit-learn.org/
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conducted with one epoch (single pass), so each data sample is only presented
once.
Employing the methodology described in subsection 4.2, the experiments
were performed with the following three systems: (1) DDVFA, (2) VAT +
DDVFA, and (3) DDVFA + Merge ART. The results are summarized in Fig. 6,
which depicts radar charts of the peak average performance of all the mentioned
systems grouped by the type of HAC-based activation/match functions (i.e., per
Tables 2 and 3’s method): (6a) average, (6b) centroid, (6c) complete, (6d) me-
dian, (6e) single, and (6f) weighted. It shows that, in general, VAT pre-ordering
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Figure 6: Radar charts of the peak average performances (AR) of all three different DDVFA
systems, which are grouped by the type of activation/match functions (a)-(e). The results are
based on 30 runs per data set using γ∗ = 1 and γ = 3. Typically, VAT pre-ordering yielded
the best performance, while DDVFA and DDVFA + Merge ART appear to yield a similar
performance, with the exception of the single-linkage-based DDVFA, in which using Merge
ART makes a noticeable difference when compared to DDVFA by itself.
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yields a better performance than pure DDVFA or post-processing with Merge
ART. The latter approaches yielded a similar performance across all types of ac-
tivation/match functions, except for the single-linkage based DDVFA, in which
using Merge ART makes a significant difference compared to DDVFA by itself.
For instance, Fig. 7 illustrates the outputs of DDVFA before and after cascading
it with Merge ART for the Spiral, Face, Atom and Chainlink data sets.
5.1.1. Statistical analysis of performance
Using the Iman-Davenport test, a statistical analysis was conducted to quan-
titatively assess if the performances of the different types of HAC-based activa-
tion/match functions (average vs. centroid vs. complete vs. median vs. single
vs. weighted) were equivalent when fixing the type of DDVFA system. All
these performance equivalency hypotheses were rejected at a 0.05 significance
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7: Output partitions of the DDVFA system (a)-(d) before, and (e)-(f) after cascading
the Merge ART module for the (a,e) Spiral, (b,f) Face, (c,g) Atom, and (d,h) Chainlink data
sets.
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level (Table 5). Therefore, Nemenyi’s test was performed, and Fig. 8 depicts the
resulting CD diagrams. They indicate that the best performing groups seem to
be: (Fig. 8a) {average, single, weighted, median}, (Fig. 8b) {weighted, median},
and (Fig. 8c) {single, weighted}; and the worst performing groups seem to be:
(Fig. 8a) {centroid}, (Fig. 8b) {centroid, complete}, and (Fig. 8c) {centroid,
complete}, respectively. The fact that the best average rank for DDVFA is
achieved by the weighted variant is expected since it considers additional infor-
mation in the form of local prior probabilities.
A similar statistical analysis was conducted to determine if the performances
of the systems (DDVFA vs. VAT + DDVFA vs. DDVFA + Merge ART)
were equivalent when fixing the type of activation/match functions. All these
null hypotheses were rejected at a 0.05 significance level (Table 6). Therefore,
Nemenyi’s test was performed, and, for clarity, Fig. 9 solely depicts the resulting
CD diagrams of selected HAC-based activation/match functions. Typically,
pre-processing with VAT or post-processing with the Merge ART module are
statistically equivalent, and, as expected, they are statistically better than just
feeding the shuffled data directly to DDVFA.
5.1.2. Summary
The statistical analysis suggests that pre-processing with VAT or post-processing
with Merge ART yields better results than just DDVFA. Furthermore, in gen-
eral, single, median, average and weighted HAC-based activation/match func-
tions appear to be statistically equivalent. Thus, the recommended systems are
Table 5: A statistical comparison of the different HAC activation/match functions’ perfor-
mances per DDVFA system: Friedman-Iman-Davenport p-values.
System DDVFA VAT + DDVFA DDVFA + Merge ART
p-valuea 1.1056e-09 4.2657e-08 6.8745e-13
a Considering a given system, all HAC activation/match function types are sta-
tistically compared.
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1 2 3 4 5 6
average
single
weighted median
complete
centroid
CD
(a) VAT + DDVFA
1 2 3 4 5 6
weighted
median
average single
complete
centroid
CD
(b) DDVFA
1 2 3 4 5 6
single
weighted
median average
centroid
complete
CD
(c) DDVFA + Merge ART
Figure 8: CD diagrams for all three DDVFA systems considering all HAC-based distributed
activation/match functions.
DDFVA + Merge ART for online learning mode and random presentation, and
VAT + DDVFA for offline learning mode and applications where pre-ordering
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Table 6: A statistical comparison of the different systems’ performances per HAC activation/-
match function type: Friedman-Iman-Davenport p-values.
Method average centroid complete median single weighted
p-valuea 3.1048e-11 3.7364e-10 2.4092e-14 3.8147e-13 1.1102e-16 9.8684e-10
a Considering a given activation/match function type, all three DDVFA systems are sta-
tistically compared.
1 2 3
VAT+DDVFA
DDVFA+Merge
DDVFA
CD
(a) Average
1 2 3
VAT+DDVFA
DDVFA+Merge
DDVFA
CD
(b) Single
Figure 9: CD diagram for selected distributed HAC-based activation/match functions consid-
ering all three DDVFA systems. The CD diagram of the single variant is also representative
for centroid, complete, median, and weighted.
is feasible; for both of these systems the single-linkage variant is recommended
since it appeared in the top 2 average rank for both learning modes.
5.2. Performance comparison 1: ART-based clustering algorithms
Table 7 lists theAR peak average performance of fuzzy ART, DVFA, topoART B,
and DDVFA for both random and VAT ordered presentation scenarios. Given
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the results of Section 5.1’s statistical analyses, the VAT + DDVFA and DDVFA
+ Merge ART systems were selected, and the performance was recorded with
respect to single linkage-based activation and match functions variant.
5.2.1. Statistical analysis of performance
The hypothesis that these algorithms perform equally was tested using the
Iman-Davenport statistic and rejected at a 0.05 significance level for both ran-
dom (p-value=1.1102E-16) and VAT orderings (p-value=3.2012E-07). There-
fore, the CD diagrams were further computed, as shown in Fig. 10, using Ne-
menyi’s test. As shown, VAT pre-processing (offline incremental mode) equalizes
performance, such that all multi-prototype ART-based algorithms become sta-
tistically similar, while also outperforming fuzzy ART. Alternately, when data
is presented randomly in an online incremental mode DDVFA + Merge ART
yields a statistically better performance than all the other ART-based algo-
rithms at a 0.05 significance level. DVFA and topoART B were observed to
be statistically equivalent (as expected per [57]) while also surpassing standard
fuzzy ART. In the vast majority of the remaining comparisons among TopoART,
DVFA, DDVFA systems, and fuzzy ART, no significant statistical difference was
observed among the first three, while all of them outperformed fuzzy ART.
5.2.2. Statistical analysis of compactness
The compactness of the multi-prototype ART-based networks were also com-
pared, i.e., the number of categories that were created to represent the data sets’
clusters. The hypothesis of equivalence (using Iman-Davenport’s test) was re-
jected at a 0.05 significance level, with p-values equal to (a) 5.2039E-03 for
VAT pre-ordering and (b) 1.7622E-02 for random presentation. Given this out-
come, the corresponding CD diagrams were generated as shown in Fig. 11 using
Nemenyi’s test. In online learning mode, in which samples are presented ran-
domly, topoART has the best average ranking for compactness. Yet, in offline
learning mode, in which order-dependence can be managed via pre-processing
strategies, DDVFA + Merge ART has a better average compactness ranking
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DDVFA + Merge ART
TopoART DVFA
Fuzzy ART
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(a) Random order
1 2 3 4
DDVFA
DVFA TopoART
Fuzzy ART
CD
(b) VAT pre-order
Figure 10: CD diagrams comparing the performance of ART-based clustering methods.
than topoART. However, their observed compactness were similar and with no
statistically significant difference. As expected, topoART creates more compact
networks than DVFA in all scenarios [57]. Note that improved compactness may
be obtained by carefully tuning parameter γ.
5.2.3. Summary
The statistical analysis suggests that if pre-processing with VAT, then topoART,
DVFA, and DDVFA seem to perform equally; whereas for random presentation
DDVFA + Merge ART’s performance was observed to be statistically better
than the remaining ART-based systems. Moreover, no statistical differences
were found between the compactness of topoART and DDVFA systems using
single linkage functions for neither randomly or VAT ordered presentations, and
both achieved a better average rank than DVFA.
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DDVFA
TopoART
DVFA
CD
(b) VAT pre-order
Figure 11: CD diagrams comparing the compactness of the multi-prototype ART-based ar-
chitectures.
5.3. Performance comparison 2: non-ART-based clustering algorithms
Table 7 also reports the performance of k-means, DBSCAN, affinity propa-
gation (AP), and single linkage (SL-HAC). Again, the Iman-Davenport test was
used to compare these algorithms to (a) VAT + DDVFA, and (b) DDVFA +
Merge ART. These null hypotheses were rejected at a 0.05 significance level with
p-values equal to (a) 1.4944E-08, and (b) 4.5854E-07. Next, the CD diagrams
were generated using Nemenyi’s test, as shown in Fig. 12. It was observed that
for these data sets all clustering algorithms seem to be statistically equivalent
at a 0.05 significance level, except for AP. Nevertheless, both DDVFA systems
(VAT + DDVFA and DDVFA + Merge ART) have a smaller average rank value
(particularly when using the VAT pre-processor). This on par performance is re-
markable, especially regarding the comparison with the DDVFA + Merge ART
system, since in this case clustering is performed both incrementally and online,
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SL-HAC
DBSCAN
k-means
AP
CD
(a) DDVFA + Merge ART vs. non-ART-based methods.
1 2 3 4 5
VAT+DDVFA
SL-HAC
DBSCAN
k-means
AP
CD
(b) VAT + DDVFA vs. non-ART-based methods.
Figure 12: CD diagrams comparing the performance of two DDVFA systems to SL-HAC,
DBSCAN, k-means, and AP clustering algorithms.
as opposed to the other global clustering methods. Re-performing the compu-
tations using the entire data set is not required if a new sample is presented
(c.f., SL-HAC). Therefore, it is possible to extend the current knowledge base.
Moreover, the weights do not cycle, and previously acquired knowledge is not
forgotten (c.f., k-means). These important advantages of DDVFA are inherited
from ART.
5.4. Sensitivity to kernel width parameter
To examine the behavior of the DDVFA systems with respect to parameter
γ, γ = 1 and γ = 3 were arbitrarily set, and Wilcoxon’s signed-ranks tests [125]
were conducted to compare the performance and compactness of the best dual
vigilance parameter combination (peak average performances over 30 runs). The
results are reported in Table 8.
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Figure 13: The behavior of the VAT + DDVFA system with respect to parameter γ using
the Seeds, Wine, Target, Tetra, Lsun, and Moon data sets: (a)-(f) peak average performance
(AR), (g)-(l) number of clusters, and (m)-(r) total number of categories created. Both the
number of clusters and categories are taken with respect to the most compact model that
yields the depicted peak average performance (i.e., dual vigilance parameterization is not
held constant while varying parameter γ).
Table 8: A statistical comparison of γ = 1 versus γ = 3: Wilcoxon p-values.
Systems
Methods
Average Centroid Complete Median Single Weighted
Performance
VAT + DDVFA 2.1228E-02 4.8300E-03 1.0200E-01 3.9650E-02 3.1506E-02 1.6480E-01
DDVFA 1.3591E-01 1.8254E-06 3.7323E-04 5.2872E-04 1.9209E-06 3.4935E-01
DDVFA +Merge ART 2.2101E-01 3.3445E-06 4.0355E-04 1.7515E-02 2.6539E-03 1.5884E-01
Compactness
VAT + DDVFA 7.1864E-01 1.8663E-01 5.6445E-01 3.2279E-01 1.7982E-02 7.9707E-01
DDVFA 6.8344E-03 1.7697E-03 7.1966E-05 7.9639E-03 6.6540E-06 3.0581E-03
DDVFA + Merge ART 1.0000E+00 4.5022E-06 1.5649E-05 3.1513E-02 8.0045E-04 2.0223E-01
Bold values indicate statistically significant results.
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Figure 14: The behavior of the DDVFA system with respect to parameter γ using the Seeds,
Wine, Target, Tetra, Lsun, and Moon data sets: (a)-(f) peak average performance (AR),
(g)-(l) number of clusters, and (m)-(r) total number of categories created. Both the number
of clusters and categories are taken with respect to the most compact model that yields the
depicted peak average performance (i.e., dual vigilance parameterization is not held constant
while varying parameter γ).
Regarding the HAC-based activation/match functions, a significant statisti-
cal difference for both performance and compactness was observed for (a) the
single variant, (b) most systems using centroid and median, and (c) the com-
plete variant but to a lesser extent. Average and weighted variants do not
appear to be very affected by changing parameter γ between these two values.
With respect to the three DDVFA systems, performance and compactness are
affected by parameter γ, except for the compactness of the VAT + DDVFA
system which remains mostly unaffected.
Due to these statistical analysis results, the DDVFA systems’ behavior was
further investigated using single-linkage HAC activation/match functions with
respect to parameter γ. The study is performed by varying γ in the interval
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Figure 15: The behavior of the DDVFA + Merge ART system with respect to parameter
γ using the Seeds, Wine, Target, Tetra, Lsun, and Moon data sets: (a)-(f) peak average
performance (AR), (g)-(l) number of clusters, and (m)-(r) total number of categories created.
Both the number of clusters and categories are taken with respect to the most compact model
that yields the depicted peak average performance (i.e., dual vigilance parameterization is not
held constant while varying parameter γ).
[0, 5] with a step size of 0.5 and observing the following aspects: peak average
performance (AR), number of clusters, and number of categories created. The
last two quantities were examined since DDVFA belongs to the class of multi-
prototype-based clustering methods, i.e., each cluster may be represented by
multiple categories. Such behaviors are illustrated in Figs. 13 through 15. For
clarity, and according to the recommendations outlined in Section 5.1, only the
behavior with respect to the data sets Seeds, Wine, Target, Tetra, Lsun, and
Moon is reported.
For each value of γ, the vigilance parameter combination corresponding to
the best average performance over 10 different input permutation orders is se-
lected. Following Occam’s razor and the principle of parsimony [126], among
38
all models that yield the best performance, the one with the simplest clustering
structure is selected, i.e., the one that requires the smaller number of categories
to encode its clustering partition. Thus, the depicted box-plots relate to the
simplest model that achieved the peak average performance for each value of γ.
Remark 4. Note that the vigilance parameter combinations that yield
each box-plot in Figs. 13 through 15 are not held constant across the different
values of γ; therefore, they may not be necessarily the same. For instance,
Fig. 13 shows that, for the VAT + DDVFA system, given a value of γ, there is a
vigilance parameter combination that can find the correct partitions (AR = 1)
with similar compactness levels (number of categories) across γ values for the
Target, Tetra, Lsun, and Moon data sets. Analogously, given a value γ, there is
a vigilance parameter combination for the DDVFA + Merge ART system that
yields maximum AR for the Target, Lsun, and Moon data sets; however, the
number of categories fluctuates when the samples are randomly presented. If
the dual vigilance parameter combination is held constant, e.g., by setting it
to the best combination associated with γ = 1, then, for other γ values, the
behaviors with respect to performance, number of clusters and categories may
change for both systems, as shown in Fig. 16 for the Target data set. Note the
increase in the number of categories due to the increase of γ: the smallest dual
vigilance parameter values required to achieve the best performance for γ = 1
are somewhat large, and the same values coupled with a more selective kernel
(larger γ) result in more categories being created.
Naturally, the behavior of the DDVFA systems with respect to γ is data- and
system-dependent. Although some AR performance fluctuation exists across
the values of γ for some data sets, it generally seems to be fairly robust to
this parameter. The number of categories, i.e., the compression level, often
drastically changes with γ. For example, setting γ = 1 (i.e., using standard
fuzzy ART building blocks) versus γ = 2 already yields noticeable changes in
many data sets as shown in Figs. 13 through 15, especially for the DDVFA +
Merge ART system. Furthermore, the number of categories appears to decrease
by increasing γ as this tendency was observed in many of the data sets in Figs. 13
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Figure 16: The behavior of the (a)-(c) VAT + DDVFA, (d)-(f) DDVFA, and (g)-(i) DDVFA
+ Merge ART systems for different values of parameter γ while holding the dual vigilance
parameters constant. Single linkage HAC-based activation and match functions are used.
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(a) (1, 19) (b) (3, 12) (c) (1, 78) (d) (3, 17)
Figure 17: The best and most compact output partitions for the Target data set using the (a)-
(b) VAT + DDVFA and (c)-(d) DDVFA + Merge ART systems. The ordered pairs correspond
to (γ, total number of categories). (a) and (d) correspond to fuzzy ART and are subject to
category proliferation, whereas (b) and (d) correspond to DDVFA and represent the same
data with fewer categories.
through 15. Specifically, Fig. 17 illustrates this effect in the Target data set.
These experimental results are consistent with previous findings in related work,
in which improved memory compression is achieved when using power rules
coupled with distributed learning in ART-systems [64, 65]. Another important
aspect refers to the region of the dual vigilance parameter space which correlates
with better performance; such a region seems to increase with the value of γ for
some data sets (e.g., the Target data set in Fig. 18), usually at the expense of
the network’s compactness.
6. Conclusion
This paper presented DDVFA, a novel, modular, hierarchically self-consistent
ART-based architecture for incremental, unsupervised learning. DDVFA fea-
tures a number of innovations that differ from other ART-based systems. It
relies on dual vigilance parameters to handle data quantization (local scale)
and cluster similarity (global scale), features multi-prototype representations,
and higher-order distributed activation and match functions. DDVFA consists
of a global ART network whose nodes are local ART modules. The learning
mechanism of the former is triggered by the feedback from the latter, thus en-
abling the system to capture arbitrary data distributions when using appropriate
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Figure 18: Heat maps corresponding to the average performance (AR) of (a)-(c) VAT +
DDVFA, (d)-(f) DDVFA, and (g)-(i) DDVFA + Merge ART, for the Target data set when
varying parameter γ. More yellow is better, implying a broader range of good parameter
values. Sub-figures (a), (d), and (g) correspond to fuzzy ART building blocks, whereas the
other portions of the figure correspond to contributions from this paper.
activation/match functions. DDVFA enables both one- and multi-category rep-
resentations of clusters (i.e., one-to-one and one-to-many mappings of categories
to clusters) according to the setting of the upper and lower vigilance parameter
values.
Like fuzzy ART and DVFA, DDVFA is sensitive to input order presentation.
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This work also introduces a compatible Merge ART module that yields improved
performance in the online mode where samples arrive in a random order and pre-
processing cannot be employed. Experiments were conducted with random and
VAT ordered samples. As expected, the latter approach yields better average
performance ranks, and thus it is recommended in applications where the offline
learning mode is available. Otherwise, for online incremental learning, the usage
of a Merge ART module cascaded with DDVFA is recommended, given that the
latter showed superior performance and less sensitivity to input presentation
order.The VAT + DDVFA and DDVFA + Merge ART systems were found to
be statistically equivalent in this papers’ experiments. Naturally, the type of
distributed activation/match functions used for the similarity definition is data-
dependent; the single-linkage-based ones typically yielded the best and second
best average performance rank when cascading Merge ART and pre-processing
with VAT, respectively. Conversely, weighted-based activation/match functions
yielded the best average performance rank when solely using DDVFA. Naturally,
as with other ART algorithms, the dual vigilance parameters must be carefully
tuned.
The combination of DDVFA + Merge ART significantly outperformed fuzzy
ART, DVFA, and topoART in most of the data sets with randomly presented
samples, where a statistical difference was observed. Conversely, when pre-
processing with VAT, no statistical difference was observed, except for in stan-
dard fuzzy ART. The compactness (i.e., number of categories created) of the
networks generated by the multi-prototype ART-based architectures were also
compared, and again, no statistical difference was observed. Furthermore, the
clustering performance of these best performing DDVFA systems were compared
with single-linkage HAC, DBSCAN, k-means and affinity propagation. The re-
sults indicated that these DDVFA systems are statistically equivalent to the first
three clustering algorithms mentioned, and they all perform statistically better
than affinity propagation. This is noteworthy since DDVFA-based systems are
based on incremental learning, whereas all the other non-ART-based algorithms
used batch learning.
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Finally, this work investigated the effect of the parameter γ in the behav-
ior of DDVFA. The performance was robust toward this parameter, and with
appropriate selection it can potentially increase the compactness (or equiva-
lently, reduce the model complexity) of the DDVFA systems. This memory
compression characteristic is consistent with findings from previous related work
(distributed ART and ARTMAP systems), which combines power rules and dis-
tributed learning. Moreover, it was observed that γ can extend the subspace of
dual vigilance parameter combinations that yield effective performance.
Appendix A. Derivation of the match function in DDVFA
This section contains the derivation of Eq. (11). Let Mγ = M
ART
(1)
i
j be the
activation function of category j of ART
(1)
i using γ and Mγ∗ the activation
function of the same category using γ∗. Then, the normalized version of Mγ
with respect to Mγ∗ (M
n
γ ) is defined as
Mnγ = (max(Mγ∗)−min(Mγ∗))
(
Mγ −min(Mγ)
max(Mγ)−min(Mγ)
)
+ min(Mγ∗). (A.1)
The values of max(Mγ∗) and max(Mγ) are easily obtainable, since any point
inside the hyperrectangular category representation would have this value, par-
ticularly the weight w = w
ART
(1)
i
j of category j itself. Furthermore, when using
complement coding, |x| = d is a constant. The values min(Mγ∗) and min(Mγ)
must be located at some corner of the d-dimensional unit hyperbox data space
[0, 1]d. These values can also be easily calculated for data sets with small di-
mensionalities. However, as the dimension increases, searching 2d points quickly
becomes impractical. Therefore, since a match function M satisfies 0 ≤M ≤ 1
by definition, a design decision was made to set min(Mγ∗) = min(Mγ) = 0 in
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the normalization procedure. Hence,
Mnγ = max(Mγ∗))
(
Mγ
max(Mγ)
)
=
( |w ∧w|
|x|
)γ∗  |x∧w||x|
|w∧w|
|x|
γ
=
( |w|
|x|
)γ∗ ( |x ∧w|
c+ |w|
)γ
,
(A.2)
where the constant c is inserted to safeguard against divisions by zero (since
0 ≤ ρd ≤ |w| ≤ d). This parameter implies that w = x no longer yields a match
function value equal to 1. By making c equal to the choice parameter α, then
Eq. (A.2) becomes
Mnγ =
( |w|
|x|
)γ∗
Tγ , (A.3)
where Tγ = T
ART
(1)
i
j is the activation function of category j of ART
(1)
i using γ
(Eq. (8)). Naturally, if γ∗ = 0 then Mnγ = Tγ , and for α  |w|, if γ = γ∗ then
Mnγ ≈Mγ∗ (Eq. (10)).
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