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resumo
Introdução: A regressão logística está cada dia mais presente nas pesquisas, porém, 
sabe-se que seus estimadores só possuem boas propriedades se o tamanho de amostra 
for grande. entretanto, nem sempre o tamanho amostral utilizado nos estudos é o ideal, 
sendo às vezes sendo calculados através de regras de bolso.
Objetivo: mostrar o quão inadequadas são estas regras de bolso.
Método: estudo simulado de três cenários.
Resultados: em nossas simulações, encontramos vícios maiores na estimação da razão 
de chance do que do respectivo coeficiente do modelo. 
Conclusões: As regras de bolso amplamente utilizadas não garantem boas propriedades 
na estimação das razões de chances.
Palavras-chave: regressão logística; vício; razão de chances; tamanho de amostra
AbstrAct
background: Logistic regression has been increasingly used in research recently. However, 
only large samples can provide reliable predictors. Nevertheless, sample sizes are not 
always appropriate because sometimes they are calculated based on a rule of thumb.
Aim: to demonstrate that these rules of thumb are inappropriate.
method: simulation study using three scenarios.
results: our simulations demonstrated higher bias in the odds ratio than in the model 
coefficient.
conclusions: We concluded that rules of thumb do not guarantee good proprieties for 
odds ratio estimation.
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Por permitir a modelagem de variáveis dicotômicas 
(usualmente, morreu ou sobreviveu, doente ou saudável), 
a regressão logística é muito frequentemente utilizada nos 
artigos da área médica. Além disso, ela permite estimar 
razão de chances (rc), medida de associação de especial 
interesse principalmente em estudos do tipo caso-controle. 
o método mais utilizado para estimar os parâmetros do 
modelo é o da máxima verossimilhança, que em certos 
casos pode resultar em resultados ruins (1). casos onde a 
variável resposta é rara ou a amostra é pequena estão entre 
as condições nas quais a máxima verossimilhança não é 
adequada. 
um dos principais problemas conhecidos dos 
estimadores de máxima verossimilhança para o modelo 
de regressão logística é que os mesmos são apenas 
assintoticamente não viciados, ou seja, são não-viciados 
somente em amostras grandes (2). Porém, não é raro 
encontrar estudos que utilizam amostras pequenas, 
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muitas vezes por desconhecimento da teoria ou até 
por motivos de operacionalização (falta de condições 
financeiras para pagar cobaias; de pacientes dispostos a 
experimentar novos tratamentos; de liberação do comitê 
de ética, entre outras).
Para uma avaliação preliminar da quantidade de 
artigos da área médica com amostras pequenas, fez-se 
uma busca por artigos sobre câncer, de língua inglesa e que 
utilizassem a regressão logística no repositório Pubmed, 
onde foram encontrados 56 artigos, dos quais foi visto 
o tamanho da amostra de cada modelo ajustado (alguns 
artigos ajustaram modelos para mais de um desfecho). 
Através desta busca, obteve-se a tabela de frequência 
abaixo, usando como ponto de corte tamanho de amostra 
100 e 500. estes pontos de corte foram escolhidos porque 
Long, por meio de um estudo de simulação do viés, 
concluiu que usar amostras menores que 100 é arriscado, 
enquanto o aconselhado é acima de 500 (2). É possível 
perceber que quase a metade dos artigos utilizou amostras 
abaixo do ponto de corte considerado seguro por Long.
menor ou igual que 100 entre 100 e 500 maior que 500
Frequência 7 20 33
Percentual 11,67% 33,33% 55%
tabela 1 - Distribuição de frequência dos tamanhos amostrais obtidos na busca no Pubmed.
uma regra amplamente utilizada para o cálculo de 
tamanho amostral (3) sugere que se tenha pelo menos 10 
casos do evento mais raro do desfecho para cada variável 
independente adicionada no modelo final. Vittinghoff e 
mcculloch inclusive afirmam que o valor 10 pode ser 
reduzido em certos casos em que o objetivo da pesquisa 
não é fazer predições, e sim apenas testar a influência 
de covariáveis (4). entretanto, os estudos de simulação 
que foram procedidos para obter essas conclusões 
consideraram apenas a estimação dos coeficientes do 
modelo e não da rc. 
Nosso objetivo neste trabalho é mostrar, por meio 
de simulações, os problemas encontrados na regressão 
logística em amostras pequenas na estimação da rc, 
além de indicar métodos e softwares para o cálculo do 
tamanho de amostra ideal.
Na próxima sessão detalharemos como foi feito o 
estudo, quais cenários foram simulados e as informações 
utilizadas de cada simulação. em seguida, uma descrição 
dos resultados e apontamentos dos aspectos mais 
importantes, e por fim, as conclusões as quais chegamos.
metodologia
A simulação foi baseada em um estudo fictício, onde o 
desfecho é ter desenvolvido câncer e tem-se dois fatores de 
exposição. um dos fatores representa a idade do paciente e 
possui distribuição normal com média 48 e desvio padrão 
10 e sua verdadeira razão de chances é igual a 1,05 (ou 
seja, seu coeficiente de regressão é log(1,05)). o outro fator 
é uma variável categórica de 4 categorias, representando 
nível de fumo, com suas interpretações, incidências e razões 
de chances dadas na tabela 2. esta variável categórica 
entrava no modelo de regressão logística através de três 
variáveis indicadoras auxiliares, de forma que a categoria 
“Nunca fumou” era a referência.
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Tabela 2 - Incidência e razão de chances de cada categoria da variável categórica
Quantidade fumada Incidência Razão de chances
Mais de 1 maço por dia 10% 5,0
Até 1 maço por dia 25% 3,0
Ex-fumante 50% 1,5
Nunca fumou 15% 1 (Referência)
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A fim de estudar diferentes cenários possivelmente 
encontrados na prática, foram escolhidos três diferentes 
valores de b0. o primeiro valor (-5) resulta numa 
incidência de câncer de aproximadamente 13% (evento 
raro), o segundo valor (-3.9), resulta uma incidência de 
aproximadamente 30% (evento não raro), e o terceiro 
valor (-3) resulta em uma incidência de aproximadamente 
50% (estudo pareado). estes valores de incidência foram 
obtidos através de simulação de uma amostra de tamanho 
100000. Para cada valor de b0 foram considerados 5 
tamanhos amostrais diferentes (50, 100, 250, 500 e 1000), 
totalizando 15 configurações. Para cada configuração, 
simulou-se 10000 amostras. As simulações foram rodadas 
no programa r 2.9.2 (5), sem a necessidade de carregar 
pacotes.
A cada amostra simulada, gerava-se apenas valores 
para o desfecho, e os valores dos fatores de exposição 
eram mantidos constantes. uma vez fixados os valores das 
variáveis independentes, foi calculada a probabilidade de 
sucesso (ter câncer), através de:
onde X1, X2 e X3 são as variáveis indicadores 
da quantidade fumada, representando “mais de um 
maço por dia”, “Até 1 maço por dia” e “ex-fumante”, 
respectivamente e variável X4 é a idade. os coeficientes 
das variáveis indicadores, assim como o coeficiente de 
X4, são o logaritmo natural das suas razões de chances. 
o desfecho então era simulado a partir da distribuição 
bernoulli, através das probabilidades de sucesso 
calculadas. De cada simulação era registrado o valor 
estimado, vício (diferença entre valor estimado e valor 
verdadeiro), vício relativo (vício dividido pelo valor 
verdadeiro), e intervalo de 95% de confiança das razões 
de chances. Para cada configuração, foi calculado o erro 
quadrático médio das estimativas, a cobertura e amplitude 
média dos intervalos e o poder do teste de hipótese 
bilateral baseado no intervalo. o erro quadrático médio é 
a soma entre a variância das estimativas e o quadrado da 
média dos vícios. ele é uma medida global de acurácia e 
precisão de um estimador. A cobertura foi definida como 
a quantidade de intervalos que continham o verdadeiro 
valor do parâmetro e a amplitude média é a média 
aritmética da amplitude dos intervalos de confiança. o 
poder foi calculado como a quantidade de intervalos que 
não continham o valor 1. Alguns gráficos foram feitos 
para visualizar os resultados encontrados.
os resultados obtidos foram comparados com cálculos 
de tamanho amostral e poder a posteriori. Para tais 
comparações, utilizou-se o programa G*Power 3.1.0 (6), 
que usa os métodos de Hsieh et al. e Demidenko (7,8) para 
cálculo de tamanho de amostra. optou-se pelo método de 
Demidenko por recomendação do manual. o programa 
só nos permite especificar uma variável do modelo, as 
outras variáveis são especificadas resumidamente em um 
parâmetro, como será explicado a seguir. como variável 
a ser especificada, foi escolhida a variável dicotômica 
que representa a categoria ‘mais de um maço por dia’ por 
possuir menor incidência, maximizando assim o tamanho 
amostral. Além da incidência da variável, também foi 
utilizada a razão de chances bruta dela (quando o modelo 
é ajustado usando apenas essa variável). obtivemos esta 
rc através do ajuste de uma regressão logística para uma 
amostra simulada de tamanho 100000. No caso de o 
interesse ser o ajuste de uma regressão logística múltipla, 
o programa também permite entrar com o coeficiente de 
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determinação (r²) do modelo de regressão ajustado da 
variável principal sendo explicada pelas demais variáveis 
do modelo. seja n o tamanho de amostra necessário para 
estimar a rc na regressão logística simples e n’ o tamanho 
de amostra análogo na regressão logística múltipla. Hsieh 
(8) concluiu que n’ é aproximadamente igual a n/(1-r²). 
ou seja, quando maior o r², maior o n’. No caso, foi 
utilizado r² = 0, para obter o tamanho de amostra mais 
otimista possível.
os três tamanhos amostrais foram estimados para uma 
probabilidade de erro tipo I de 0,05 e uma probabilidade 
de erro tipo II de 0,20. o cálculo do poder a posteriori 
foi feito informando-se os tamanhos amostrais utilizados 
na simulação. outros métodos e softwares de cálculo de 
amostra estão disponíveis (7-9), porém, como a intenção 
deste artigo não é compará-los, eles não foram utilizados. 
resUltados
Nas tabelas 4 a 6 estão os resultados obtidos para as 
medidas de desempenho da regressão logística ao estimar 
as razões de chances. Pelas três tabelas podemos notar 
melhora na qualidade das estimativas dos parâmetros 
conforme cresce o tamanho da amostra. Valores infinitos 
de vício, vício relativo, eQm e amplitude média são 
explicados devido a separação nos dados, que ocorre 
quando apenas sucessos (ou fracassos) foram observados 
em alguma categoria da variável categórica ou quando 
podemos determinar um valor da variável contínua que, 
abaixo dele só aconteça sucessos e acima dele somente 
fracassos (ou vice-versa) (1). como esperado, esse 
problema deixa de acontecer conforme cresce o tamanho 
da amostra e a incidência do desfecho, como mostrado 
na tabela 3.
considerando que o modelo possui quatro variáveis 
independentes, através da regra de Peduzzi et al. 
(3), precisaríamos de um mínimo de 40 sucessos. 
considerando as prevalências do desfecho de cada 
cenário, poderíamos usar erroneamente a regra e 
concluir que um bom tamanho de amostra em cada 
cenário é 308, 134 e 80, respectivamente. como na 
verdade três de nossas quatro variáveis são provenientes 
de uma variável categoria, equivocadamente 
poderíamos pensar que o modelo possui apenas duas 
variáveis, resultando em tamanhos de amostra iguais 
a 154, 67 e 40, respectivamente. Primeiramente, 
percebemos que os tamanhos de amostra obtidos, 
mesmo pensando corretamente sobre o número de 
variáveis do modelo, possibilitariam casos de separação 
nos dados, apesar de não tão frequentes. Além disso, 
Peduzzi et al. (3) recomendaram o valor mínimo 10 
do evento mais raro (sucesso ou fracasso) por variável 
pois em seu estudo, a partir deste valor o vício relativo 
dos coeficientes de regressão era menor ou igual a 0,1 
(10%). em nosso estudo, para o primeiro cenário, vê-se 
que até no tamanho de amostra igual a 1000 obteve-se 
vício relativo maior que 0,1 para as rcs das variáveis 
dicotômicas e intercepto. Já no segundo cenário, 
obteve-se vício relativo menor que 0,1 para todos os 
tamanhos de amostra para a rc da variável contínua 
e para tamanho 1000 para as demais rcs. No terceiro 
cenário o tamanho de amostra 500 já foi suficiente para 
obter vício relativo menor que 0,1 para algumas rcs. 
A Figura 1 mostra o vício relativo do coeficiente 
de regressão de X3 e da razão de chance para cada 
tamanho de amostra no cenário de maior prevalência. 
Vemos que o decrescimento do vício relativo da rc é 
mais lento que o do coeficiente de regressão. 
Amostras pequenas na regressão logística
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Figura 1 - comparação do erro relativo.
tabela 4 - Resultados do cenário 1 – prevalência do desfecho de 13%.
RC Valor  verdadeiro n Estimado Vício
Vício 




50 0,2775 0,2708 40,1899 116,1453 0,9745 0,1354 Inf
100 0,0216 0,0149 2,2108 0,0135 0,9708 0,4939 Inf
250 0,0101 0,0034 0,5026 0,0005 0,9655 0,9045 Inf
500 0,0086 0,0018 0,2693 0,0001 0,9546 0,9977 Inf
1000 0,0075 0,0008 0,1140 0,0000 0,9524 1 0,0223
eß1 5
50 Inf Inf Inf Inf 0,9994 0,0112 Inf
100 2,3E+07 2,3E+07 4,6E+06 1,1E+16 0,9951 0,0548 Inf
250 3,8E+06 3,8E+06 7,6E+05 3,8E+14 0,9802 0,4259 Inf
500 1,1E+05 1,1E+05 2,2E+04 1,3E+13 0,9677 0,8657 Inf
1000 5,7673 0,7673 0,1535 17,5085 0,9591 0,9904 11,0634
eß2 3
50 Inf Inf Inf Inf 0,9918 0,001 Inf
100 1,1E+07 1,1E+07 3,7E+06 1,1E+15 0,9724 0,0042 Inf
250 2,1E+06 2,1E+06 7,1E+05 1,0E+14 0,9708 0,1344 Inf
500 6,1E+04 6,1E+04 2,0E+04 3,4E+12 0,9657 0,6441 Inf
1000 3,4057 0,4057 0,1352 5,1967 0,9554 0,904 5,9835
eß3 1,5
50 Inf Inf Inf Inf 0,989 0,0035 Inf
100 5,3E+06 5,3E+06 3,5E+06 2,0E+14 0,9725 0,0092 Inf
250 1,0E+06 1,0E+06 7,0E+05 2,4E+13 0,9699 0,0058 Inf
500 3,3E+04 3,3E+04 2,2E+04 1,0E+12 0,9672 0,0836 Inf
1000 1,7013 0,2013 0,1342 1,2882 0,9567 0,1781 2,9378
eß4 1,05
50 1,1E+36 1,1E+36 1,1E+36 6,1E+75 0,9646 0,1152 Inf
100 1,0571 0,0071 0,0067 0,0035 0,9528 0,303 0,1505
250 1,0523 0,0023 0,0022 0,0011 0,9496 0,6738 0,0883
500 1,0507 0,0007 0,0007 0,0005 0,9525 0,9465 0,0592
1000 1,0505 0,0005 0,0005 0,0002 0,9482 0,9985 0,0422
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RC Valor verdadeiro n Estimado Vício
Vício 




50 0,4590 0,4388 21,6760 2736,8334 0,9698 0,3994 Inf
100 0,0423 0,0220 1,0891 0,0223 0,9597 0,7857 Inf
250 0,0261 0,0058 0,2883 0,0014 0,9483 0,9986 Inf
500 0,0229 0,0027 0,1320 0,0005 0,9506 1,0000 0,0686
1000 0,0215 0,0013 0,0642 0,0002 0,9437 1,0000 0,0409
eß1 5
50 2,5E+14 2,5E+14 4,9E+13 6,5E+31 0,9933 0,0668 Inf
100 9,5E+06 9,5E+06 1,9E+06 6,8E+15 0,9796 0,3605 Inf
250 3,3E+04 3,3E+04 6,7E+03 1,1E+13 0,9493 0,8154 Inf
500 5,7171 0,7171 0,1434 15,9667 0,9509 0,9762 11,1899
1000 5,3412 0,3412 0,0682 6,1020 0,9484 0,9997 6,8184
eß2 3
50 2,0E+07 2,0E+07 6,6E+06 6,0E+15 0,9782 0,0232 Inf
100 4,3E+06 4,3E+06 1,4E+06 8,4E+14 0,9741 0,1740 Inf
250 2,3E+04 2,3E+04 7,6E+03 5,4E+12 0,9531 0,6225 Inf
500 3,3187 0,3187 0,1062 3,7314 0,9525 0,9018 5,3518
1000 3,1488 0,1488 0,0496 1,5143 0,9496 0,9949 3,3726
eß3 1.5
50 8,5E+06 8,5E+06 5,7E+06 7,9E+14 0,9738 0,0087 Inf
100 2,0E+06 2,0E+06 1,4E+06 1,8E+14 0,9718 0,0108 Inf
250 9,9E+03 9,9E+03 6,6E+03 1,0E+12 0,9551 0,1198 Inf
500 1,6461 0,1461 0,0974 0,8123 0,9538 0,2142 2,4916
1000 1,5681 0,0681 0,0454 0,3341 0,9541 0,3817 1,5920
eß4 1.05
50 1,0591 0,0091 0,0086 0,0043 0,9540 0,2967 0,1588
100 1,0545 0,0045 0,0043 0,0017 0,9511 0,5055 0,1105
250 1,0520 0,0020 0,0019 0,0005 0,9481 0,9342 0,0627
500 1,0508 0,0008 0,0007 0,0003 0,9471 0,9980 0,0440
1000 1,0505 0,0005 0,0005 0,0001 0,9482 1,0000 0,0311
tabela 5 - Resultados do cenário 2 – prevalência do desfecho de 30%.
como podemos ver nas tabelas 4 a 6, as estimativas 
da razão de chances para a variável contínua apresentam 
desempenho superior às demais variáveis. Para este 
parâmetro, apenas no cenário de menor prevalência do 
desfecho e menor tamanho de amostra se observou valores 
altos de vício e variabilidade do estimador.
se levarmos em consideração apenas a possibilidade de 
ocorrer separação nos dados, podemos definir tamanhos 
amostrais mínimos para cada cenário como sendo, 
respectivamente, entre 500 e 1000, 100 e 250, 50 e 100. 
entretanto, o que se faz na prática é calcular o tamanho 
amostral mínimo para garantir certa probabilidade de erro 
tipo I e poder para o teste de hipótese de interesse. Assim, 
considerando 5% de erro tipo I e poder de 80% para o 
teste do coeficiente de X1, em nossa simulação temos 
que o tamanho amostral mínimo para os três cenários 
está nos intervalos 500 e 1000, 250 e 500, 250 e 500, 
respectivamente. os tamanhos amostrais para cada cenário 
obtidos através do programa G*Power foram 526, 377 e 
374, condizentes com as simulações. Apesar do cálculo do 
tamanho de amostra considerando as probabilidade de erro 
tipo I e II não levar em conta a possibilidade de amostras 
com separação, vemos que os tamanhos amostrais obtidos 
tem pouca probabilidade de conduzir a casos desse 
tipo. entretanto, vemos que estes tamanhos de amostras 
calculados não garantem baixos vícios relativos, talvez 
porque fizemos a pressuposição otimista de que r²=0.
Amostras pequenas na regressão logística
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RC Valor verdadeiro n Estimado Vício
Vício 




50 0,2395 0,1897 3,8100 10,9776 0,9581 0,3315 Inf
100 0,0898 0,0400 0,8027 0,0499 0,9523 0,7255 Inf
250 0,0620 0,0122 0,2452 0,0065 0,9476 0,9857 0,2623
500 0,0558 0,0060 0,1204 0,0022 0,9519 1,0000 0,1459
1000 0,0525 0,0028 0,0553 0,0009 0,9475 1,0000 0,0855
eß1 5
50 2,6E+14 2,6E+14 5,3E+13 4,4E+31 0,9762 0,0649 Inf
100 3,3E+06 3,3E+06 6,6E+05 1,9E+15 0,9692 0,4240 Inf
250 1,9E+04 1,9E+04 3,8E+03 3,9E+12 0,9564 0,8361 Inf
500 5,6718 0,6718 0,1344 13,6280 0,9513 0,9879 10,4167
1000 5,3029 0,3029 0,0606 5,3308 0,9490 1,0000 6,3973
eß2 3
50 1,3E+07 1,3E+07 4,2E+06 2,7E+16 0,9732 0,1447 Inf
100 4,4E+05 4,4E+05 1,5E+05 2,4E+14 0,9558 0,3627 Inf
250 3,4381 0,4381 0,1460 6,6248 0,9515 0,7176 7,0905
500 3,2103 0,2103 0,0701 2,3175 0,9502 0,9519 4,2676
1000 3,0944 0,0944 0,0315 1,0023 0,9513 0,9982 2,8057
eß3 1.5
50 4,2E+06 4,2E+06 2,8E+06 1,4E+15 0,9758 0,0231 Inf
100 1,8E+05 1,8E+05 1,2E+05 4,0E+13 0,9636 0,0783 Inf
250 1,6574 0,1574 0,1049 1,2363 0,9518 0,1606 2,9950
500 1,5841 0,0841 0,0561 0,4442 0,9501 0,3088 1,8627
1000 1,5386 0,0386 0,0257 0,2034 0,9496 0,5347 1,2480
eß4 1.05
50 1,0579 0,0079 0,0075 0,0043 0,9511 0,2679 0,1627
100 1,0538 0,0038 0,0036 0,0013 0,9498 0,6093 0,0973
250 1,0519 0,0019 0,0018 0,0005 0,9496 0,9537 0,0599
500 1,0507 0,0007 0,0006 0,0002 0,9523 0,9995 0,0410
1000 1,0504 0,0004 0,0003 0,0001 0,9471 1,0000 0,0279
tabela 6 - Resultados do cenário 3 – prevalência do desfecho de 50%.
uma maneira comumente utilizada de resolver o 
problema de separação é amostrar um desfecho em 
específico até que se tenha pelo menos um em cada 
variável, porém este método deve ser feito com cuidado.  se 
aumentarmos apenas o desfecho na categoria do fator que 
desejamos estaremos mudando a verdadeira distribuição 
dos dados, fazendo com que nossa amostra não seja mais 
representativa da população. outros métodos para resolver 
casos de separação podem ser encontrados em Heinze (10) 
e rousseeuw (11).
Na tabela 7 mostramos o quão perigoso é realizar 
amostras com restrições, no caso foi imposto um número 
mínimo de sucessos e fracassos para as variáveis. Para 
produzirmos a tabela foi utilizado o cenário onde o 
desfecho era raro (13%) e o tamanho amostral 50. Fizemos 
a proporção de pessoas que desenvolveram e que não 
desenvolveram câncer para todos os casos e apenas para os 
casos em que cada variável tinha pelo menos um sucesso 
ou fracasso. A diferença entre as probabilidades estimadas 
fica maior nas categorias com menos incidência, como é o 
caso de “mais de 1 maço por dia” e “Nunca fumou”. 
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Todos os casos Pelo menos um de cada desfecho
Categoria Com câncer Sem câncer Com câncer Sem câncer
Mais de 1 maço por dia 0,2648 0,7352 0,3324 0,6676
Até 1 maço por dia 0,1863 0,8137 0,2034 0,7966
Ex-fumante 0,1152 0,8848 0,1213 0,8787
Nunca fumou 0,0868 0,9132 0,1663 0,8337
tabela 7 - Fixando o número de sucessos e fracassos.
Na Figura 2 temos o que acontece com o vício relativo 
(eixo vertical) conforme cresce o número mínimo de 
sucessos ou fracassos por variável (eixo horizontal). Para 
sua construção, foi utilizado o mesmo cenário que para a 
tabela 7 (cenário 1). Podemos ver que há uma queda até 
um determinado valor, e após esse valor o vício começa 
a crescer. embora estranho, esse comportamento pode 
ser facilmente explicado. conforme cresce o tamanho 
amostral, a frequência esperada de desfechos para cada 
variável cresce na mesma proporção e valores observados 
menores que o valor esperado geram estimativas ruins. 
conforme a frequência mínima solicitada do desfecho vai 
se aproximando do menor desses valores, as estimativas 
vão melhorando, porém, ao ultrapassar esse valor elas 
voltam a piorar.
Figura 2 - evolução do erro relativo absoluto
conclUsões
Durante o levantamento bibliográfico pudemos notar 
que todos os estudos realizados para sugerir regras de 
bolso sobre o tamanho de amostra utilizavam as medidas 
de acurácia dos coeficientes do modelo de regressão e 
não das razões de chances, como feito neste trabalho. A 
importância de se ressaltar isso é de que o vício da razão 
de chances é muito superior ao do seu coeficiente no 
modelo. Por exemplo, um coeficiente com erro percentual 
de 10% e verdadeiro valor igual a 2 produz uma razão 
de chances com erro percentual 22,14%. ou seja, se o 
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objetivo é interpretar as razões de chances, essas regras de 
bolso não devem ser utilizadas.
No momento recomenda-se o cálculo formal do 
tamanho de amostra necessário. entretanto, uma dificuldade 
para este cálculo é que os artigos geralmente não publicam 
informações suficientes para o mesmo, muitas vezes não 
deixando claro nem quantas variáveis foram consideradas 
no modelo final. Não temos conhecimento de artigo que 
publicou a informação sobre o r² do fator principal contra os 
demais fatores. estas informações também são importantes 
caso o leitor queira identificar se há possibilidade de vício 
nos resultados. Informar apenas o tamanho amostral (o 
que não é feito por todos) não é o suficiente, pois vimos 
neste trabalho que um mesmo tamanho amostral para 
dois modelos iguais em número de variáveis e diferentes 
somente na prevalência do desfecho (únicas informações 
utilizada pelas regras de bolso atuais) possui medidas de 
acurácia completamente diferentes.
maneiras de reduzir o vício dos coeficientes do modelo 
foram propostas por Neme (2), com destaque para o 
bootstrap e alternativas para o estimador de máxima 
verossimilhança. Porém, o próprio autor avisa que 
estes métodos podem aumentar a variância e eQm das 
estimativas, além da complexidade das análises. métodos 
similares podem vir a melhorar as estimativas da razão de 
chances, porém não foram testadas neste trabalho.
Notamos uma superioridade da variável contínua 
em relação às variáveis categóricas, apresentando em 
quase todas as combinações erro relativo inferior a 1%. 
Alertamos sobre isso pois é comum, principalmente na 
área médica, dicotomizar variáveis contínuas (como por 
exemplo, acima e abaixo de um determinado valor) a fim 
de facilitar o entendimento do modelo. entretanto, também 
não sabemos se este bom desempenho se mantém para 
estimar razão de chances entre mais de uma unidade de 
diferença na variável contínua, algo que posteriormente 
estudaremos.
Vale também alertar o comportamento dos programas 
frente a problemas de separação. Apesar de não haver 
eventos para todos os valores das variáveis categóricas, 
os programas conseguem estimar um modelo, porém 
com vícios muito altos. Além de nem todos os programas 
avisarem deste problema nos dados, alguns programas que 
possuem mais de uma maneira de fazer regressão logística 
dão resultados diferentes quando os dados possuem 
separação.
continuações deste estudo poderiam ser feitas 
adicionando mais cenários e variáveis nas simulações, 
além de verificar se métodos corretivos para os coeficientes 
funcionam também para a razão de chances.
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