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Abstract
To solve the path integral for quantum gravity, one needs to regularise the space-
times that are summed over. This regularisation usually is a discretisation, which
makes it necessary to give up some paradigms or symmetries of continuum physics.
Causal dynamical triangulations regularises the path integral through a sim-
plicial discretisation that introduces a preferred time foliation.
The first part of this thesis presents three articles on causal dynamical triangu-
lations. The first article shows how to obtain a multicritical 2d model by coupling
the theory to hard dimers. The second explores the connection to Hořava-Lifshitz
gravity that is suggested by the time foliation and establishes that in 2d the the-
ories are equivalent. The last article does not directly concern causal dynamical
triangulations but Euclidian dynamical triangulations with an additional measure
term, which are examined to understand whether they contain an extended phase
without the need for a preferred time foliation.
Causal set theory uses an explicitly Lorentz invariant discretisation, which
introduces non-local effects.
The second part of this thesis presents two articles in causal set theory. The
first explicitly calculates closed form expressions for the d’Alembertian operator in
any dimension, which can be implemented in computer simulations. The second
develops a ruler to examine the manifoldlikeness of small regions in a causal set,
and can be used to recover locality.
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Chapter 1
Quantising space and time
One of the big open challenges in contemporary physics is to discover a theory of
gravity that is valid at the smallest lengths and highest energies. Einstein’s theory
of general relativity describes our experiments very well on scales from below a
millimetre up to the size of the universe, assuming the existence of dark matter
[1]. Gravitational measurements at smaller scales are complicated by gravity’s
relative weakness compared to the other forces. However, theoretical consistency
demands that the theory changes at smaller lengths / higher energies. At the latest
at the Planck scale Epl = 1.22 · 1019GeV we expect to detect effects of quantum
gravity. Two particles of Planck mass mpl and elementary electric charge e are
attracted to each other by gravity as strongly as they are repelled from each other
by electromagnetism. Thus at this energy scale gravity and the other forces should
be treated on equal footing.
In general relativity, space and time are the coordinates of a 3 + 1 dimensional
manifold. The shape of this space-time manifold is determined by the distribution
of matter and energy. In this world view, the passage of time is just perceived
because we travel through this fixed manifold along a timelike geodesic.
In quantum field theory, the space-time manifold is usually treated as a back-
ground. Most often it is assumed to be flat. Even when quantum field theory
considers curved space-time manifolds, these are treated as an unchanging back-
ground on which the fields propagate, not a dynamic object they interact with.
This backreaction of quantum fields on the space-time is very hard to describe.
At lower energies one can describe an effective theory where gravity couples to
the expectation value of the stress-energy tensor of quantum matter[2], but this
description will break down at higher energies and one will need to quantise space-
time. Yet we have no idea what a quantised space-time should look like. Many
approaches to solve this problem are being explored, and most of them postulate
that quantised space-time is a complicated object.
Some problems in quantum gravity can be traced back to the static nature of
3
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space-time in general relativity. A canonical quantisation of general relativity will
lead to a fixed universe. After all, that is what the classical theory describes.
Other problems arise through our understanding of quantum theory. How
can we apply quantum theory, most often formulated in terms of observers and
repeated independent measurements, to the universe as a whole? We only have
one universe, which makes it hard to repeat the experiment. And we are part of
the universe we cannot step out of it to take a measurement as an outside observer.
The combination of gravity and quantum theory thus shines a spotlight on
issues that arise in both theories but can be circumvented within each theory
itself. The full magnitude of these issues only becomes apparent in our attempts
to combine quantum theory and gravity.
Despite, or maybe because of, these and other problems, the search for a quan-
tum theory of gravity is a very active area of research. There are many approaches,
starting from various points and using different tools, all vying for a theory of re-
ality.
Some examples are:
• String theory
Quantum field theory is based on the concept of point particles. One idea to
alleviate the need for renormalisation is to replace these points by strings.
Quantising the vibrational modes of these strings gives rise to a whole spec-
trum of particles, among them the spin-2 graviton [3, 4]. A quantised spin
2 field is a quantum theory of gravity, which kindled the hope that this the-
ory might describe our world. To make the theory consistent, one needs to
introduce supersymmetry and postulate 9 + 1 space-time dimensions. It was
projected that the LHC would detect either supersymmetry or extra dimen-
sions. Unfortunately, during the first run of the LHC, there were no signs of
either[5, 1].
• Loop quantum gravity
In this approach, gravity is quantised in the Hamiltonian formalism. The
Einstein Hilbert action is rewritten in so-called Ashtekar connection variables
[6] and then canonically quantised [7]. The diffeomorphism symmetry of
gravity gives rise to a system of constraints that does not allow for evolution
in time. Ideas for solving this problem are to quantise a reduced phase
space [8] or to use matter fields as clocks [9], there is no consensus on these
questions. A spin-off of loop quantum gravity is loop quantum cosmology,
which attempts to use simplified models of loop quantum gravity to make
cosmological predictions [10].
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• Spin foams
Spacelike hypersurfaces in loop quantum gravity can be described as spin
network states. A spin network is a triangulation of a three-dimensional
hypersurface that is decorated with additional spin labels. Barrett and Crane
quantised BF-theory, a topological field theory, by introducing spin labels
on four-dimensional triangulations [11]. It was quickly pointed out that
these four-dimensional triangulations with spin labels can be interpreted as
time developments of the three-dimensional spin-networks of loop quantum
gravity. Even though this connection has not been made precise yet, spin
foams are a very active area of research [12].
• Dynamical triangulations
In d-dimensional dynamical triangulations, the space-time geometry is ap-
proximated through equilateral d-simplices. The interior of these consists of
flat d-dimensional space. Curvature can arise through the number of sim-
plices meeting at a face of codimension two. In 2 dimensions, such a face
is a point. If six triangles meet at one point, it is flat, while more or less
triangles encode negative or positive curvature respectively. These piecewise
linear geometries are then used to regularise the path integral for gravity. In
2d, dynamical triangulations can be solved through matrix models, and in
higher dimensions the phase space has been examined through Monte Carlo
simulations. These simulations have shown that dynamical triangulations
in four dimensions do not contain a 2nd order phase transition and thus no
continuum phase [13].
• Tensor track
Tensor models are a generalisation of matrix models to higher dimensions
[14]. Expanding the path integral for a d-tensor potential gives rise to Feyn-
man graphs that are duals to a d-dimensional space-time. In their pure form,
tensor models are an attempt to solve the partition function for random ge-
ometries, like dynamical triangulations, by analytic means. These analytic
expressions allow for scaling limits which have lead to the conjecture that a
continuum phase might be obtained by repeated scaling [15]. Tensor models
can be generalised by adding group variables to the faces of the geometries
these group field theories are then closely related to spin foams.
• Causal dynamical triangulations
Causal dynamical triangulations are a modification of dynamical triangula-
tions. In this approach, the simplices have different edge lengths for spacelike
or timelike edges, and only configurations that allow for a time-foliation are
5
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included in the path integral. This makes it possible to recover an average
geometry that shows continuum characteristics [16].
• Horˇava-Lifshitz gravity
The Einstein-Hilbert action is not perturbatively renormalisable. Newton’s
coupling has positive mass dimension and this introduces new divergences at
every loop order. In Hořava-Lifshitz gravity a Lifshitz-type scaling, which is
an anisotropic scaling in time and space, is introduced. One can tune this
scaling to make the coupling dimensionless. The theory is then power count-
ing renormalisable. The scaling also breaks the diffeomorphism symmetry
of general relativity to the group of foliation preserving diffeomorphisms.
This new, smaller symmetry group allows a new potential for gravity which
introduces Lorentz violating effects.
• Asymptotic safety
The asymptotic safety programme approaches the problem of the renormal-
isability of gravity from a Wilsonian point of view. The idea is that although
gravity is not perturbatively renormalisable its renormalisation group flow
might lead to a non-Gaussian fixed point. Such a non-Gaussian fixed point
cannot be investigated using the perturbative methods that are mostly used
in quantum field theory, but the development of improved renormalisation
group techniques makes is possible to examine it further [17].
• Causal set theory
The idea of causal sets as a fundamental structure is based on the proof by
Hawking and Malament that space-time can be almost completely charac-
terised by its causal structure [18, 19]. Based on this one can use a partially
ordered set, with the partial order induced through the causal relations, to
describe space-time [20].
This list is not exhaustive or ordered by merit there are many other interesting
approaches. Yet, there are so far no indications that any approach truly solves
the problem of quantum gravity in a way considered satisfying by a majority of
physicists. The main reason is that none of these has yet given rise to quantitative
predictions that have been verified by experiments 1. There are a number of ideas
how to test quantum gravity, but until now they all came up negative.
Each of these theories is worthy of study and to decide which to pursue is not a
trivial task. One may call upon symmetries and principles of physics to guide this
1There is the prediction of the cosmological constant made in Causal Set Theory, however it
predicts just an order of magnitude and does need several assumptions. It is thus not considered
as a smoking gun signature by a majority of physicists.
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decision. Guided by the search for the largest possible symmetry and a unified
description, one might chose to work on string theory. While someone attempting
to stay close to known canonical quantisation schemes would be drawn to loop
quantum gravity.
The overarching idea I pursued is that space-time should be Lorentzian. Only
in Lorentzian manifolds can one define a causal structure. The causal structure
of space-time has important implications, some of which will be examined in the
course of this thesis. I thus decided to investigate causal dynamical triangulations
and causal set theory, with some projects building bridges to dynamical triangu-
lations and Hořava-Lifshitz gravity.
A Wick rotated, Euclidian theory is easier to handle, so it has merit as a tool
for calculations. Any result from such a calculation would, however, need to be
Wick rotated back. If no such ‘inverse’ Wick rotation exists, it seems unlikely that
the result should be connected to phenomenology.
In causal dynamical triangulations, the explicit time foliation does allow one to
define a Wick rotation. It is then possible to compare the results obtained in this
Euclidianised theory with the Lorentzian reality. Causal dynamical triangulations
is a prime example of how to use Wick rotations as a calculational tool.
Causal set theory does not allow for a Wick rotation. The theory is fundamen-
tally Lorentzian, as the partial order is constructed from timelike distances. In
an Euclidian space, there are no timelike and spacelike distances and the causal
order cannot be defined. In causal set theory, one thus works completely in the
Lorentzian description.
This thesis consist of four chapters. This first one gives an overview of different
approaches to quantum gravity and motivates the choice of approaches in this
thesis.
In the second chapter, I lay out my work on causal dynamical triangulations,
it is split into five sections. In the first section, I introduce causal dynamical
triangulations. I also sketch the basics of critical phenomena and Monte Carlo
simulations, which will be used to examine the theory. I demonstrate how 2d
causal dynamical triangulations can be solved using the transfer matrix approach
and illuminate the phase diagram of causal dynamical triangulations.
In the second section, I present my work on multicritical causal dynamical
triangulations [21]. There, I explain how we coupled dimers to causal dynami-
cal triangulations using a bijection between causal dynamical triangulations and
rooted tree graphs. I further give account of how these results have been verified
using matrix models.
In the third section, I establish the connection between causal dynamical tri-
angulations and Hořava-Lifshitz gravity. After a short introduction to Hořava-
Lifshitz gravity, I explain the reasons why such a connection was conjectured and
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present my own work that shows that causal dynamical triangulations and pro-
jectable Hořava-Lifshitz gravity in 2 dimensions are the same [22].
The fourth section is about simulations in Euclidian dynamical triangulations.
There we examine whether a new measure term leads to a new phase [23]. I
conclude the chapter with a short summary and a view to the future of the field
of causal dynamical triangulations.
In my third chapter, I present my work on causal set theory. In the first
section, I recount the development of the field and introduce key results. I focus,
in particular, on the Hauptvermutung of causal set theory, the path integral as a
sum of partial orders, and particle propagation on causal sets.
In the second section, I introduce the definition of a d’Alembertian operator in
higher dimensions and how to construct a causal set theory action using it. I then
sketch my calculations on this problem [24].
In the third section I introduce the problem of locality in causal set theory,
after which I present my work on defining a local region in causal set theory [25].
I again conclude with a summary and an outlook to the prospects of the field.
In the last chapter, I synthesise the lessons learned and try to anticipate de-
velopments in the field of quantum gravity.
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Chapter 2
Causal dynamical triangulations
2.1 Introduction to causal dynamical triangula-
tions
One way to approach the problem of quantum gravity is to solve the gravity path
integral, as introduced by Feynman [26]
Z =
∫
D[gµν ] e i~SEH [gµν ] (2.1)
with
SEH = κ
∫
dd+1x
√
− det gµν(R− 2Λ) . (2.2)
R is the Ricci scalar, containing derivatives of the metric gµν , Λ is the cosmological
constant, κ = 116piGN is the gravitational coupling constant, and ~ is Planck’s
constant.
This integral is difficult to solve, so several manipulations have to be made.
Our first step is a Wick rotation. Under a Wick rotation, time is transformed
t → iτ . This transformation is used to different effects in general relativity and
quantum mechanics.
In general relativity, a Wick rotation changes the 3 + 1-dimensional Lorentzian
space-time metric into a four-dimensional Riemannian metric. This procedure is
not in general well defined, and its results can be coordinate dependent. In the
cases where it is well defined, the positive-definite Riemannian metrics are often
easier to handle than Lorentzian metrics and lead to new insights into the theory.
One example is the Wick rotation of the Schwarzschild black hole, which allows
for an easy derivation of the black hole temperature[27].
11
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For a path integral formulation of quantum mechanics, the Wick rotation has
an other effect. Under this transformation, the factor of i in the exponential is
cancelled leading to
ZE =
∫
D[gµν ] e− 1~SEH [gµν ] (2.3)
with
SEH = −κ
∫
dd+1x
√
det gµν(R− 2Λ) . (2.4)
This can be interpreted as the partition function of a statistical ensemble of geome-
tries. The Wick rotation turns our quantum theory of Lorentzian manifolds into
a statistical theory of Riemannian manifolds. In the remainder of this chapter, we
mostly examine Wick rotated theories and will specifically remark whenever this
is not the case. Even after the Wick rotation, the path integral over geometries
remains hard to solve.
2.1.1 Critical phenomena
To solve this, we discretise the geometries in our ensemble. To examine those
discretised ensembles, we use methods from statistical physics, which will be in-
troduced here. A better overview over this topic is given in [28]. We will use a
magnetic system, with free energy
F (V,H, T ) = V f(H,T ), (2.5)
as an example. HereH is an external magnetic field, T is the temperature, and V is
the volume of the system. The phase diagram of the (H,T ) plane of such a system
is shown in Figure 2.1(a). The blue line represents a cut from T = 0 to T = Tc.
This cut marks the phase transition, and its endpoint (0, Tc) is a critical point. In
Figure 2.1(b), we can see the spontaneous magnetisation m0(T ) = m(H = 0, T )
as a function of T .
In the disordered high temperature phase, the correlation function, which mea-
sures the correlation between the orientations of the magnet in different regions of
the system, is
G(r) ≈ 1
rd−2+η
e−
r
ξ , (2.6)
where we introduce the correlation length ξ and the anomalous scaling η. Both ξ
and r are numbers, counting multiples of the lattice length a.
For the magnetic system close to the critical temperature Tc, we can define the
critical exponents. The critical exponents describe the simple power law behaviour
12
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H
TTc
(a)
TTc
m (T)0
(b)
Figure 2.1. The left figure shows the phase diagram of a magnetic theory. The
blue dashed line marks a discontinuity in the magnetisation m. This discontinuity
ends at the critical point Tc. We could also define Hc = 0. The right figure shows the
absolute value of the spontaneous magentisation m0 as a function of temperature.
physical quantities show in highest order close to the critical point. We will expand
in t = T−Tc
Tc
and H, where if we expand in t we assume that we take H = 0 after
the derivative, and if we expand in H we assume t = 0 after the derivative
cv = T
∂2f
∂T 2
≈ |t|−α from the heat capacity cv, (2.7)
m = ∂f
∂H
≈ |t|−β and (2.8)
m ∼ Hσ from the magnetisation m, (2.9)
χ = ∂
2f
∂H2
≈ |t|−γ from the susceptibility χ, (2.10)
ξ ∼ |t|−ν from the correlation length ξ. (2.11)
These equations define the critical exponents α, β, γ, σ, ν. Important for us is that
for geometric systems, like random walks or random surfaces, ν is related to the
Hausdorff dimension 1/ν = dh. The Hausdorff dimension of a geometry is defined
as V (r) ∝ rdh , where V (r) is the volume of an open ball of radius r.
One interesting observation about these exponents is that the same numerical
values arise in disparate systems. So on the first glance very diverse models behave
in the same way close to their critical point. This universality can be explained
using renormalisation group methods. One can show that the universality class of
a system only depends on its dimension and symmetries.
At the phase transition, the correlation length of the system diverges, and
thus the theory becomes insensitive to the properties of the system at a smaller
scale. Therefore at the critical point, theories in the same universality class will
13
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approach the same continuum theory. In the geometric systems of dynamical and
causal dynamical triangulations, the scale of discretisation a is taken to zero while
the volume V is kept fixed. This continuum limit corresponds to taking the number
of degrees of freedom N →∞. Under this transformation, the physical correlation
length l of the system transforms as
l ∼ a · ξ . (2.12)
For any point other than the critical point, the correlation length ξ is finite. Thus
the physical correlation length goes to zero, and the physics washes out. Only at
the critical point, we have ξ → ∞ and can then tune our continuum limit such
that l → const. This is why, we need a phase transition of at least second order
to take a continuum limit.
If the phase transition is of m-th order, then along the phase transition line
the first m− 1 derivatives of the singular part of the free energy are zero
∂kf
∂T k
= 0 for k = 1, . . . ,m− 1 , (2.13)
and the m-th derivative of the singular part diverges. This definition is true for
m > 1. A first order phase transition is characterised by a discontinuity of the free
energy. In general, a critical point can be of higher order than the phase transition
on which it lies. These multicritical points give rise to new critical exponents, and
thus lie in a different universality class than the rest of the phase transition line.
2.1.2 Dynamical triangulations
In dynamical triangulations, space is discretised using equilateral simplices. To
distinguish dynamical triangulations from causal dynamical triangulations (CDT),
they are often referred to as Euclidian dynamical triangulations (EDT). Instead of
integrating over all smooth geometries, one sums over all geometries built out of
equilateral simplices. These piecewise linear geometries are coordinate free, thus
solving the problems associated with a choice of coordinate gauge. The simplices
are not considered as fundamental, but as regulators.
If one were to equip the space of continuous geometries with a suitable distance
measure, the ensemble of piecewise linear manifolds, in the limit of vanishing edge
length, should be dense in the space of smooth metrics. In 2d, there is a regular
tiling of flat space with six triangles meeting at each vertex. No such tiling exists
in higher dimensions, since the dihedral angle θd of each d-simplex meeting at the
(d− 2)-simplex is given as θd = arccos 1d which is not a rational fraction of 2pi for
d > 2. Thus for d > 2 we cannot build flat space out of equilateral simplices.
The interiors of the simplices are flat space, and all curvature is concentrated
at the (d− 2)-simplices where they meet. The deficit angle at simplex v is defined
14
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Figure 2.2. In the left figure, only five triangles meet in one point. The result is a
deficit angle θd and positive curvature at this point. On the right hand side, we have
seven triangles meeting in one point, two of them are ‘pointing up’ to indicate that
it is not possible to place seven equilateral triangles adjacent to one point in flat
two-dimensional space. This leads to a deficit angle of −θd and negative curvature.
as ϑd = 2pi−nθd for a (d− 2) vertex where n d-simplices meet. For 2d, the deficit
angle of triangles meeting at one vertex is illustrated in Figure 2.2.
Using this simplicial discretisation, the integrated curvature can be determined
by counting ∫
dxd+1
√
det gµνR ∝ Nd−2 (2.14)∫
dxd+1
√
det gµν ∝ Nd . (2.15)
The integrated curvature of space is proportional to the number of (d−2)-simplices
Nd−2, while the total volume of space-time is proportional to the number of d
simplices. We can use this to write down the actions,
SDT 2d = NΛ (2.16)
SDT 4d = −κ2N2 + κ4N4 . (2.17)
Clearly the two-dimensional action is a special case, since in 2d the integral over the
curvature is a topological invariant. Thus, for fixed topology the only contribution
is a volume term.
The space of 2d surfaces is well enough understood to reduce the path integral
to a counting problem. This allows us to solve the path integral in 2d in several
ways (see [29] for a pedagogical review). In 4d, the space of geometries is not well
15
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enough understood to obtain analytic solutions to the path integral; instead we
run computer simulations to examine the phase space of dynamical triangulations.
In fact, one of the reasons why discretised actions are interesting is that it is
possible to examine them through Monte Carlo (MC) simulations. MC simulations
can be used to implement an importance sampling on the phase space of a Wick
rotated theory. The weight of each configuration is determined by the Boltzmann
weight the partition function
ZDT =
∑
T
1
C(Td)
e−SDT(T ) (2.18)
prescribes. The sum runs over the ensemble of all labelled triangulations T , and
the combinatorial factor C(Td) arises to correct for the over counting the labelling
leads to.
The simulations then explore the ensemble of all labelled triangulations using
the Pachner moves [30]. Pachner moves are ergodic moves that split or merge
simplices to obtain new configurations. For a longer introduction into the subject
of Monte Carlo simulations for (causal) dynamical triangulations see [31].
Investigating EDT through MC codes produces many interesting results. In
practice, one tunes the coupling κ4 to obtain ensembles at fixed volume, to avoid
the problem of simulating systems of infinite size. Then the phase space in DT
effectively consists of only one coupling κ2, and is split into two phases. For small
κ2 the geometry collapses, so that all d-simplices are very close to each other,
and the effective Hausdorff dimension is ∞. The other phase is at large κ2. In
this phase, the d-simplices arrange themselves in long chains. This phase is called
the Branched Polymer phase (BP), and it has Hausdorff dimension 2. The phase
transition between these two is of first order, and thus no continuum limit exists.
There have, however, been recent reinvestigations of some aspects of this, which
will be reported on in more detail in section 2.4.
2.1.3 CDT and the transfer matrix
One possible reason for the failure of EDT to capture real world physics is, that
not all geometries which can be build out of Riemannian simplices can be Wick
rotated back into Lorentzian geometries. Restricting the geometries to those that
could be Wick rotated is one motivation for causal dynamical triangulations [32].
This thesis introduces many facets of this theory, yet for a more comprehensive
review see [16].
In CDT, the simplices are not equilateral. Spacelike edges have a length l2s = a2,
and timelike edges have a length of l2t = −αa2 before the Wick rotation. After
the Wick rotation, l2t = αa2. The parameter α makes it possible to interpret this
16
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t
t+1
Figure 2.3. An illustration of the simplices in 4d CDT, the timelike edges are
marked in red.
as an analytic continuation in the parameter α → iα [33]. At the same time, the
parameter allows us to keep track of timelike edges, even after Wick rotation to an
Euclidian theory. We then introduce a fixed time slicing and restrict the simplices
to those that connect adjacent time slices. In 2d CDT, there are two possible
building blocks, triangles with two timelike edges that either point up or down.
In 4d CDT, we allow for four building blocks, the (2, 3), (3, 2), (4, 1) and (1, 4)
simplices. The numbers stand for the number of vertices that lie in one spacelike
slice. The (3, 2) and the (4, 1) simplices are illustrated in Figure 2.3, and the (2, 3)
and (1, 4) simplices are time reflected versions of this. The difference in length α
between timelike and spacelike edges leads to an altered volume for (3, 2) and (4, 1)
simplices in 4d. Since the 2d triangles both have two timelike edges they both have
the same volume. The parameter α can then be absorbed into the cosmological
constant Λ, which we will henceforth do. The Wick rotation to compare Euclidian
results with Lorentzian results then becomes an analytic continuation in Λ. The
hope in this approach is that the time foliation is just a choice of gauge and that
in the continuum limit the full gauge freedom can be reconstructed.
In 2 dimensions, CDT can be solved analytically. Possible ways are the transfer
matrix method, as used in [32], matrix models, or an isomorphism between CDT
and branched polymers. We will discuss the matrix models and the isomorphism
in section 2.2, in which they are used to solve a model of 2d CDT coupled to
matter.
The time foliation of CDT makes the transfer matrix approach an especially
apt description. Using the time foliation, we can interpret the transfer matrix as
the operator that evolves the triangulation from one time slice to the next. Taking
the configuration at time t to be represented as 〈Tt| and at time t+ 1 as |Tt+1〉 the
transfer matrix Tˆ is defined as
〈Tt|Tˆ |Tt+1〉 =
∑
Td∈Td:T (t)→T (T+1)
1
C(Td)
e−∆S(Td) , (2.19)
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where Td denotes the intervening triangulations. ∆S(Td) denotes the contribution
to the action through a given Td. Using the transfer matrix, we can then define
the propagator from an initial configuration 〈T0| to a final configuration |Tf〉 in
time tf as
G(T0, Tf ; tf ) = 〈T0|Tˆ tf |Tf〉 . (2.20)
This propagator satisfies the semi group property
G(T0, Tf ; t1 + t2) =
∑
Ts
C(T )G(T0, Ts; t1)G(Ts, T1; t2) . (2.21)
Here, C(T ) is a combinatorial factor that corrects for the factors C(Td) before.
The fact that these symmetry factors are different makes the composition rule
non-obvious. But, checking the symmetries of the boundary triangulations, we can
convince ourselves that it leads to the correct counting. In 2d, we can calculate
the transfer matrix and thus the entire propagator. Fixing the topology of our
boundary to be S1, the spacelike surfaces at a given time step are just segmented
loops. The combinatorial factor is C(T ) = l with l the number of segments or
equivalently the number of vertices. The weight added to the action by one time-
step is ∆S = λn(T ). To simplify the calculations, we can mark a point on the
entrance loop, and thus eliminate the factors of l. Then
Gλ(l1, l2; t) =
∞∑
l=1
G(l1, l; t− 1)G(l, l2; 1) (2.22)
Gλ(l1, l2; 1) =
∑
k1,...,kl1
e
−λ
∑
i=1...l1
ki , (2.23)
with ki being the number of timelike links connected to the i-th vertex at the
entrance loop.
It is then useful to introduce the generating function
Gλ(x, y; t) =
∑
k,l
xkylGλ(l, k; t) (2.24)
Gλ(x, y; t1 + t2) =
∮ dz
2piizGλ(x,
1
z
; t1)Gλ(z, y; t2) , (2.25)
where the contour should include the singularities of Gλ(x, 1z ; t1) but not those of
Gλ(z, y; t2). We can interpret x = eλ1 , y = eλ2 as lattice boundary cosmological
constants. It is then natural to also write g = e−λ and recast
G(x, y, g; t) = Gλ(x, y; t) . (2.26)
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The generating function is a sum over all possible edge lengths and intervening
geometries with a factor g for each triangle, x for each link in the lower, and y for
each link in the upper edge,
G(x, y, g; 1) = + + + . . . (2.27)
=
∞∑
k=0
(
gx
∞∑
l=0
(gy)l
)k
−
∞∑
k=0
(gx)k = g
2xy
(1− gx)(1− gx− gy) . (2.28)
This expression is not symmetric under x↔ y, because we marked a point on the
entrance loop but not on the exit loop. It is necessary to subtract the second sum
to remove the singular cases, where either the entrance or the exit loop is of length
zero. We can now compose equation (2.25) for the case t2 = 1 with equation (2.28)
and obtain
G(x, y, g; t) = gx(1− gx)G(
g
1− gx, y, g; t− 1) . (2.29)
This solution can be iterated leading to
G(x, y, g; t) = g
2xyF 21 (x)F 22 (x) . . . F 2t−1(x)
[1− gFt−1(x)][1− gFt−1(x)− gy] (2.30)
Ft(x) =
g
1− gFt−1(x) , F0(x) = x . (2.31)
The fixed point of this equation is
F = 1−
√
1− 4g2
2g , (2.32)
and we can use this to write
Ft(x) = F
1− xF + F 2t−1(x− F )
1− xF + F 2t+1(x− F ) . (2.33)
Combining (2.33) and (2.30) we obtain
G(x, y, g; t) = F
2t(1− F 2)2xy
(At −Btx)(At −Bt(x+ y) + Ctxy) , (2.34)
where
At = 1− F 2t+2 Bt = F (1− F 2t) Ct = F 2(1− F 2t−2) . (2.35)
The power expansion in x, y, g is convergent for all t if
|g| < 12 |x| < 1 |y| < 1 . (2.36)
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To compute Gλ(l1, l2; t) from (2.34), we use a (discrete) inverse Laplace transfor-
mation
Gλ(l1, l2; t) =
∮ dx
2piix
∮ dy
2piiy
1
xl1
1
yl2
G(x, y, g; t) (2.37)
= l1
(
Bt
At
)l1+l2 min(l1,l2)∑
k=0
(l1 + l2 − k − 1)!
k!(l1 − k)!(l2 − k)!
(
AtCt
B2t
)k
. (2.38)
As introduced for critical phenomena, we take the continuum limit of this theory
such that the edge length a → 0 while the physics remains constant. To this
end, we take the scaling around the critical point λc, λ1,c, λ2,c. It is known that
dimensionfull couplings undergo additive renormalisation, while the propagator
undergoes a multiplicative wavefunction renormalisation. The expected behaviour
for the cosmological constants is then
λ = λc + Λa2 λ1 = λ1,c +Xa λ2 = λ2,c + Y a , (2.39)
which lets us express the coupling constants as
g = gce−Λa
2
x = xce−Xa y = yce−Y a (2.40)
gc = e−λc xc = e−λ1,c yc = e−λ2,c , (2.41)
where we introduced the critical coupling constants. The renormalised propagator
is then
GΛ(X, Y ;T ) = lim
a→0 a
η G(x, y, g; t) . (2.42)
The wave function is renormalised with a to the power of the anomalous dimension
η, and discrete time rescales into continuum time T = at. We determine the
anomalous dimension using equation (2.22). If we require that this relation survive
under the limit (2.42), we find that η = 1. From equation (2.33), we see that for
a non-trivial limit |F | → 1, thus the critical value is gc = ±12 . Without loss of
generality, we can then restrict the discussion to gc = 12 . To recover macroscopic
loops in the limit a→ 0, we need to take x, y → 1 thus giving us the critical values
x = y = 1. We then have
g = 12e
−Λa2 x = e−Xa y = e−Y a , (2.43)
and can take the continuum limit of (2.42)
GΛ(X, Y ;T ) =
4Λe−2
√
ΛT
(
√
Λ +X) + e−2
√
ΛT (
√
Λ−X)
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× 1
(
√
Λ +X)(
√
Λ + Y )− e−2√ΛT (√Λ−X)(√Λ− Y ) . (2.44)
From this we calculate the propagator GΛ(L1, L2;T ) through an inverse Laplace
transformation.
GΛ(L1, L2;T ) =
∫ i∞
−i∞
dX
∫ i∞
−i∞
dY eXL1eY L2GΛ(X, Y ;T ) (2.45)
= e
−[coth√ΛT ]√Λ(L1+L2)
sinh
√
ΛT
√
ΛL1L2
L2
I1
(
2
√
ΛL1L2
sinh
√
ΛT
)
. (2.46)
This is equivalent to the limit a→ 0 of equation (2.22), and I1 is a Bessel function
of the first kind. The asymmetry between L1 and L2 can be removed by dividing
by L1 to obtain the unmarked amplitude, or by multiplying with L2 to obtain the
amplitude with points marked on entrance and exit loop.
Using the transfer matrix approach, we can also derive a Hamiltonian for 2d
CDT. We can regard the propagator as the matrix element between two boundary
states of a Hamiltonian evolution in Euclidian time T
GΛ(L1, L2;T ) = 〈L2|e−HˆT |L1〉 . (2.47)
This evolution has to fulfil the Heat kernel equation
∂
∂T
GΛ(L1, L2;T ) = −Hˆ(L1)GΛ(L1, L2;T ) , (2.48)
or equivalently its Laplace transform
∂
∂T
GΛ(X, Y ;T ) = −Hˆ(X)GΛ(X, Y ;T ) . (2.49)
In the limit a→ 0, we can read off the Hamiltonian from equation (2.29)
Hˆ(X) = ∂
∂X
(X2 − Λ) , (2.50)
and an inverse Laplace transform leads us to
Hˆ(L, ∂
∂L
) = −L ∂
2
∂L2
+ ΛL . (2.51)
We should, however, be careful to keep track of our boundary conditions. Marking
a point on the entrance boundary corresponds to using a different measure on the
states of this boundary than on the states of the other boundary. Depending on
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the measure we use, we calculate distinct Hamiltonians. Three Hamiltonians that
will be of special interest in section 2.3 are
−L ∂
2
∂L2
+ ΛL with measure dL
L
, (2.52)
− ∂
2
∂L2
L+ ΛL with measure LdL , and (2.53)
− ∂
∂L
L
∂
∂L
+ ΛL with measure dL . (2.54)
The first of these corresponds to the above case of a marked entrance loop, while
the second one is the Hamiltonian for the propagator of unmarked loops. The
last one describes the propagation of an open boundary without marked points,
corresponding to wave functions derived with the flat measure dL. These contin-
uum Hamiltonians for CDT can be used to compare the theory to Hořava-Lifshitz
gravity, which will be done in section 2.3.
In 4d, the transfer matrix cannot be calculated analytically. But it can be
measured in MC simulations and allows us to make a fit for the effective action of
the theory [34, 35].
2.1.4 Phases of 4d CDT
For higher dimensional CDT, no exact analytic solutions are know. However,
both three and four-dimensional models are extensively studied in Monte Carlo
simulations [34, 35, 36, 37, 38, 39].
Treating CDT analytically we could always Wick rotate the results back to
Lorentzian space-times, by analytic continuation in the parameter α. In numerical
simulations, we can not do that. Then to ensure that our results are applicable
for Lorentzian space-times we have to carefully chose the observables we examine.
For example, in flat space the mass of a particle can be measured in Minkowski
space as the pole of the propagator or in flat Euclidian space as the fall-off of the
correlation length.
We restrict our review to the 4d case, since 3d models are mostly considered a
test bed for the 4d theory. In 4d, the parameter α leads to altered volumes and
deficit angles for the two classes of simplices, and thus modifies the action (2.17).
The action in 4d depends on the number of (4, 1)-type four-simplices N (4,1)4 and
on the number of (3, 2) type four-simplices N (3,2)4
SCDT 4d = −(κ0 + 6∆)N0 + κ4(N (4,1)4 +N (3,2)4 ) + ∆(2N (4,1)4 −N (3,2)4 ) , (2.55)
where ∆ depends on α. As in EDT, we fix the volume of our simulations by tuning
the coupling κ4 to its critical value. This leaves us with two effective coupling
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Figure 2.4. The phase diagram of CDT, depicting the three phases. This figure is
taken from [38].
constants (∆, κ0). Examining the (∆, κ0) plane, we measure three distinct phases
[38] as shown in Figure 2.4.
Phase A corresponds to the BP phase found in dynamical triangulations. The
geometry in this phase is best described as fluctuating, with the three-volume of
adjacent spacelike slices completely uncorrelated.
Phase B corresponds to the crumpled phase, in this phase almost the entire
volume of the universe is concentrated in a single time slice.
Phase C, on the other hand, shows genuine four-dimensional behaviour. The
average geometry in this phase corresponds to an Euclidian de Sitter universe. In
Figure 2.5, we see the volume profile of a single geometry in this phase vs the aver-
age over the Monte Carlo ensemble. The volume profile N3(t) is a measurement of
the number of tetraheda that lie in time step t. The total length of the simulations
that underlie this plot was fixed to 80 time steps. The time extent of the universe
scales like N1/44 while the volume scales like N
3/4
4 , consistent with macroscopically
four-dimensional geometries [37]. At first glance this result might seem trivial,
after all, we are using four-dimensional building blocks. Despite this, it is impor-
tant to realise that the dimensionality of the building blocks does not determine
the dimensionality of the space-time. At no point in the non-perturbative path
integral over geometries of CDT, is any background geometry assumed.
It is thus indeed remarkable that a continuum phase is found. The phase
diagram of CDT has striking similarities with the phase-diagram of a Lifshitz
theory. This and other similarities hint at the connection between Hořava-Lifshitz
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Figure 2.5. The volume profile of a CDT in phase C. The blue curve is the
volume profile of a single configuration, while the red line shows the average over all
configurations. This figure is taken from [40].
gravity and CDT. We will examine this connection in more detail in section 2.3.
Another observable that shows that phase C gives rise to a large scale four-
dimensional geometry, while highlighting the quantum behaviour at smaller scales,
is the spectra dimension. The spectral dimension on an Euclidian manifold can
be characterised through a diffusion process. On the discrete geometries that
are considered in CDT this diffusion process can be implemented as a random
walk. We can measure the return probability Pg(σ) of the random walk to its
starting point, as a function of the diffusion time σ. Diffusion processes on fractal
geometries have been studied in statistical physics [41]. The return probability is
then given as
Pg(σ) ∼ 1
σ
Ds
2
F
(
σ
N
2
Ds
)
, (2.56)
where N is the volume of the geometry and Ds the spectral dimension. Here we
introduce the function F (x) which goes to 1 for x→ 0. For all known cases F (x)
falls off at least exponentially for x > 1.
We expect the same behaviour on CDTs and can thus measure the logarithmic
derivative
−2d logPg(σ)
d log σ = Ds(σ) (2.57)
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to obtain the spectral dimension on CDTs. In 4d CDT, the spectral dimension at
large scales is measured as Ds(σ =∞) = 4.02±0.01, but at short scales it reduces
to Ds(σ = 0) = 1.80 ± 0.25 [42]. After this was measured in CDT, the same
spectral dimension was calculated for Hořava-Lifshitz gravity [43] and asymptotic
safety [44].
While it is encouraging that phase C has continuum properties, the goal in
CDT is to take the continuum limit. Since the continuum limit depends on a
second order phase transition, the phase transitions have been examined in detail
[38].
The transition between phases A,B divides the two non-physical phases and
is hard to measure, thus no special effort has been expended to examine it in
detail. The transition between A,C was shown to be of first order, and thus not
a candidate for a continuum theory.
The B,C transition, on the other hand, is of at least second order [38]. There
are two interesting points along the B,C transition line. The first is the triple
point where all three phases meet, and the second is the end-point of the phase
transition. Special points along a phase transition line can be multicritical points
of higher order than the phase transition itself. It is thus plausible to expect that
if any point in the CDT phase diagram describes real world physics it could be
one of these. One conjecture is that the continuum theory at the triple point is a
Hořava-Lifshitz type theory, while the endpoint of the phase transition describes
general relativity at its asymptotic fixed point [45].
2.2 Multicritical CDT models
In subsection 2.1.1 above, we saw how we can take the continuum limit of a discrete
theory at a phase transition of at least second order. In the last section we showed
that 2d CDT has a continuum limit at the critical point gc = 1/2, the radius of
convergence of the generating function for the propagator. The critical exponents
at this point are
dh = 2 γ =
1
2 . (2.58)
In a model that successfully couples this theory to matter, we expect these expo-
nents to change, thus leading to a new continuum theory. It is, for example, well
established that multicritical matrix models are equivalent to quantum gravity
coupled to matter [46, 47].
One type of matter that is easy to couple to CDT are hard dimers1. Hard
dimers are links with an extra weight ξ, that are placed on the edges of the tri-
1The work described in this section is published [21] and is reprinted in Appendix A.1
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Figure 2.6. Mapping a CDT to a branched polymer. The edges of the triangulation
that are part of the branched polymer are marked in green. This figure is taken from
[21].
angulation such that they cannot touch. On a random graph, hard dimers are
equivalent to the high temperature expansion of the Ising model on the same
graph [48, 49].
To couple the hard dimers to CDT, we use an isomorphism between 2d CDT
and rooted tree graphs [50] (often also referred to as branched polymers (BP) in
the physics literature).
To transform a CDT into a BP, we first delete all spacelike links. Then the
leftmost forward pointing link at each vertex is deleted. This algorithm assigns
a BP uniquely to a CDT, except at the initial surface. At the initial surface the
definitions have to be changed, see [50]. This algorithm is illustrated in Figure 2.6.
Thus, if we can show multicriticality for hard dimers coupled to BPs we have
a multicritical system that couples a restricted class of hard dimers to CDT. The
class is restricted, since not all edges that are part of the CDT are included in the
BP.
The partition function for BPs can be defined as
Z =
∑
BP
∏
i
vi
∏
l
e−µ . (2.59)
We associate a weight vi to each vertex and a fugacity e−µ to each link. In standard
BP models, the weight of the vertices depends only on the order of the vertex. The
partition function for CDT with the action (2.16) is equivalent to the weights vi = 1
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for all i. We can write down the recursive equation
eµ = 1 + v2Z + v3Z
2 + · · ·
Z
:= f(Z)
Z
:= F (Z) . (2.60)
This recursion can also be represented graphically, for the CDT case it is rep-
resented in the lower line of Figure 2.7 disregarding the colouring. Generically
the weights vi are non-negative, in which case F (Z) has a minimum at Z0. The
non-analytic behaviour at this point is then
Z(µ)− Z(µ0) ∼ (µ− µ0) 12 , eµ0 = F (Z0) . (2.61)
Loosening the requirement that the weights be positive, we can construct solutions
to
∂kF (Z)
∂Zk
= 0 , (2.62)
for k = 1, . . . ,m − 1 and m > 2. In this case, the non-analytic behaviour of the
partition function is
Z(µ)− Z(µ0) ∼ (µ− µ0) 1m . (2.63)
We thus introduce multicritical points into our system. These multicritical points
lead to a new continuum limit, and for matrix models it has been argued that they
correspond to conformal matter coupled to the system [46].
We will construct a multicritical model of CDT, by placing hard dimers with
weight ξ. If we chose ξ to be negative, we introduce negative weights for the
decorated links. The partition function including hard dimers is
Z(µ, ξ) =
∑
BP
∏
i
vi
∏
l
e−µ
∑
HD(BP )
ξ|HD(BP )| . (2.64)
The last sum is over all possible hard dimer configurations on a BP, |HD(BP )|
denotes the number of hard dimers contained in a configuration. Introducing the
hard dimers modifies the recursive equations. We now need to keep track of BPs
whose root is a hard dimer, with partition function Z˜, and those whose root is not
a dimer, with partition function Z, separately. For the CDT model, where vi = 1
eµ = 1
Z
(
1
1− Z +
Z˜
(1− Z)2
)
eµZ˜ = ξ 11− Z . (2.65)
These recursive relations are illustrated in Figure 2.7. For ξc = −1/12 this model
has a m = 3 multicritical point with the critical exponents
dh =
3
2 σ =
1
2 γ =
1
3 . (2.66)
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Figure 2.7. Graphical representation of the recursive equation for the partition
function including hard dimers. The dimers are marked in red. This figure is taken
from [21].
Our model is a restricted model of dimers coupled to CDT. Not all possible hard
dimer configurations are included, since the BPs do not include spacelike edges
or the leftmost forward pointing timelike edges of any vertex. It does, however,
seem likely that including the omitted configurations would not lead to a quali-
tative change in these results. To examine this, we obtained the same results for
unrestricted hard dimers on generalised CDTs as the scaling limit of multicritical
matrix models.
2.2.1 Multicritical matrix models
The idea behind matrix models is that the partition function of a matrix field
theory characterises a 2d surface2. We can write the partition function for a
N ×N matrix φ as
Z(λi, gs) =
∫
dφ e−
N
gs
V (φ,λi) , (2.67)
where the λi are arbitrary coupling constants. The potential V (φ, λi) has to be a
scalar, so it is made up of contractions and traces of the matrix.
2We will here provide an extremely basic overview, for a real introduction into matrix models
see [51].
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(a) (b)
Figure 2.8. The left figure shows the propagator and a φ3 term in the matrix
model, higher order interactions follow the same pattern. The right figure shows
how propagators and interactions combine to determine a surface. The propagators
are drawn as double lines, and the surface of the dual graph is shaded light blue.
The Feynman expansion of this uses the propagator and interactions as in
Figure 2.8(a). In the limit of high loop order, it then contains graphs like Figure
2.8(b). The solid double lines are propagators of the Feynman graph, while the
dotted lines show the dual simplicial complex.
This construction uses matrices because the matrix indices translate to double
lines and thus make it possible to define an oriented simplicial complex, which is
necessary to describe a Riemannian surface. A φ3 term encodes triangles, a φ4 term
squares and so forth. In the partition function (2.67), all possible triangulations
built out of the elementary blocks included in the potential are included. As in
calculating partition functions in QFT, we take the logarithm logZ to remove
all disconnected diagrams. We can then take the large N limit, to restrict the
topology to that of a sphere, and for the continuum limit we take the couplings
λi → λi,c.
It has been shown that the scaling limit of the potential
V (φ) = 12φ
2 − λφ− λ3φ
3 , (2.68)
leads to a generalised CDT [52]. The linear part of the potential is introduced to
make taking the scaling limit easier. If we assume this potential in (2.67) above,
we can solve the partition function by expanding the exponential in powers of
λ. The result is an ensemble of random surfaces, generated by gluing together
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g= + + s
Figure 2.9. This figure shows the graphic representation of the loop equation. This
figure is taken from [21].
triangles and ‘tadpoles’ corresponding to the linear term. To calculate the sum
over connected surfaces of spherical topology, we take the logarithm of Z and the
large N limit. The disk-amplitude that describes planar triangulations with a
boundary is
W (x) = 1
N
〈
tr 1
x− φ
〉
, (2.69)
where the expectation value is taken with respect to the partition function (2.67).
In the large N limit, W (X) satisfies the loop equation
gsW (x)2 = V ′(x)−Q(x) Q(x) = c1x+ c0 , (2.70)
here V ′ denotes the derivative with respect to x. This equation can be repre-
sented graphically as in Figure 2.9. Like above, x is the fugacity of a boundary
cosmological constant x = eµb . We can solve the loop equation
W (x) = 12gs
(
V ′(x)−
√
V ′(x)2 − 4gsQ(x)
)
(2.71)
and determine the constants c0, c1 by requiring that W (x) has a single cut on the
real axis, and W (x)→ 1
x
+O( 1
x2 ) as x→∞. We can rewrite it as
W (x) = 12gs
(
V ′(x) + λ(x− c)
√
(x− b)(x− a)
)
(2.72)
with a, b, c functions of the coupling constants λ, gs. This expression has several
continuum limits. One possible choice is to take c(λ) → b(λ) for a fixed gs. This
limit can be associated with Euclidian quantum gravity [29].
Of interest to us is the scaling limit that recovers CDT. In this limit, in addition
to c(λ)→ b(λ) we scale gs → 0, more specifically
gs = Gs3 , (2.73)
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where we introduced the small parameter . To lowest order, the critical couplings
are
λc(gs) =
1
2 −
3
4G
2
3
s 2 xc(gs) = 1 +G
1
3
s  . (2.74)
The cosmological constant and the boundary cosmological constant are
λ = λc(gs)− 2Λ x = xc(gs) + X . (2.75)
Under this rescaling, the disc function itself undergoes multiplicative renormalisa-
tion
Wcont(X) = lim
→0 W (x) (2.76)
= 12Gs
ΛCDT − 12X2CDT + (XCDT −H)
√
(XCDT +H)2 − 4Gs
H

(2.77)
with
ΛCDT = Λ +
3
2G
2
3
s XCDT = X +G
1
3
s 2ΛCDTH −H3 = 2Gs . (2.78)
Gs can be interpreted as the coupling constant governing the branching off of baby
universes. The limit Gs → 0 serves to suppress the branching off. Taking this limit
recovers the CDT disc function
Wcont(X)→ 1
X +
√
2Λ
. (2.79)
To generate a multicritcal matrix model, we use the potential
V (φ) = 12φ
2 − λφ− λ3φ
3 − λ
3ξ
2 φ
4 . (2.80)
The surfaces this potential generates are glued together from triangles and squares.
We can identify the dimers as the diagonals of the squares. The fugacity of a link
with a dimer is λξ. Using this rule, the dual triangulations are decorated with
hard dimers.
To determine the multicritical behaviour of this model, we can solve the loop
equation as above. The new potential leads to a polynomial Q(x) of second order,
but leaves the rest of the loop equation unchanged. The constants in Q(x) are
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fixed by requiring that W (x) fall off like 1
x
for x→∞. At the multicritical point
λc(gs), ξc(gs), the disc function is3
W (x) = 12gs
(
V ′(x)− 2λ2c(gs)ξc(gs) (x− bc(gs))2
√
(x− cc(gs))(x− ac(gs))
)
.
(2.81)
To obtain a limit as above, we take
gs = Gs4 . (2.82)
The scaling is changed from that for pure CDT, since the multicritical point is
characterised by
V ′(λc, ξc, xc) = V ′′(λc, ξc, xc) = V ′′′(λc, ξc, xc) = 0 . (2.83)
From this we find that the critical values for gs = 0 are
x∗ =
1
λ∗
= − 1
ξ∗
=
√
3 . (2.84)
We can then calculate
λc(gs) = λ∗
(
1−
√
5
9 G
1
2
s 2 − 16
√
5
27 G
3
4
s 3
)
+O(4) (2.85)
ξc(gs) = ξ∗
(
1−
√
5
9 G
1
2
s 2 +
16
√
5
27 G
3
4
s 3
)
+O(4) (2.86)
xc(gs) = bc(gs) = x∗
(
1 + 2
35 14
G
1
4
s 
)
+O(2) , (2.87)
using the scaling of gs in (2.82). Since the theory has two couplings λ, ξ, our
solution has two parameters. We can parameterise the perturbation around the
continuum constants Λ˜,Λ
λ = λ∗ + Λ˜2 − Λ3 ξ = ξ∗ − 12Λ˜
2 . (2.88)
It is possible to restrict the solution to one parameter by choosing a convenient
background Λ˜ = 0 and redefining
ΛCDT = Λ +
32
√
35 14
81 G
1
4
s XCDT = X +
2√
35 14
G
1
4
s . (2.89)
3This corresponds to equation (35) in [21], unfortunately there is a typographic mistake in
equation (35), the equation should have read as above.
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Using this, we calculate W (x) in the CDT limit Gs → 0
W (x) = 1

1
XCDT + Λ
1
3
CDT
. (2.90)
One can then calculate the same critical exponents as in (2.66) above.
Introducing hard dimers couples a matter system to CDT. We can generalise
the hard dimer model on CDT, to obtain higher order multicritical points by
introducing more types of hard dimers (see [53]). A slightly different model of
dimers coupled to CDT was obtained in [54]. Interestingly, although the models
seem very similar they do lead to different critical exponents [55].
In the context of matrix models of random geometries, the hard dimers with
negative weight are well understood. The high temperature expansion of the Ising
model is equivalent to hard dimers with a positive weight in a magnetic field.
Analytic continuation of the field then leads to imaginary field strengths and dimers
with negative weight. This is related to the Lee-Yang edge singularity [49].
In simulations, however, the need for negative dimer weights is hard to inter-
pret. Normally weights would be understood as (unnormalised) probabilities that
can then be used to calculate partition functions. Negative weights cannot be
categorised in such a way, which makes it hard to implement them in computer
simulations. Thus we do not know how to examine the theory further or extend
the analysis to higher dimensions, for which we do not have analytic results.
2.3 Connection to foliated continuum theories
CDT is as a discretisation of the path integral for gravity. While the existence of a
second order phase transition hints that a continuum theory exists, it does not tell
us what this continuum theory is. The original hope was that the continuum limit
of CDT would lead to quantum Einstein gravity, a quantum theory of gravity at its
asymptotically safe fixed point. However, as mentioned above when discussing the
phase diagram and the spectral dimension, there are similarities to Hořava-Lifshitz
(HL) gravity. These were first presented in [56].
Hořava-Lifshitz gravity is a proposed UV completion of general relativity [57],
c.f. [58] for a good review. General relativity is not power counting renormalisable.
It is an effective theory, that is only valid for a limited domain of energies and has
to be superseded by a new theory at high energies. It could be made power
counting renormalisable by including higher order curvature terms. These higher
order derivatives in time lead to ghost degrees of freedom and thus turn the theory
non-unitary. HL gravity is inspired by the anisotropic scaling of space and time
that is observed in many condensed matter systems.
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The important insight is, that if time scales as t → azt while space scales
as x → ax this can lead to a power counting renormalisable theory. With this
scaling the mass dimension of space is [x] = −1, and that of time is [t] = −z
. From this, we can calculate the mass dimension of κ = 116piGN as [κ] = d − z,
in d + 1-dimensional space-times. Thus for z ≥ d the mass dimension of the
coupling becomes less than or equal to zero, rendering the theory power counting
renormalisable.
This scaling breaks diffeomorphism symmetry to the smaller group of foliation
preserving diffeomorphisms t→ τ(t) and x→ ξ(x, t). This allows for the inclusion
of new terms in the action.
Using the ADM parameterisation of the metric [59], the action for HL gravity
in d+ 1 dimensions is [60]4
I = κ
∫
dt
∫
dxd√gN
(
KijK
ij − λK2 − V (gij, ai)
)
. (2.91)
Here ai = ∇i logN these terms only arise in non-projectable Hořava–Lifshitz the-
ory. In projectable Hořava–Lifshitz theory, one requires that N = N(t). This
restriction is not fundamental, but ensures that the gauge freedom of the smaller
symmetry group suffices to set N = 1 as in general relativity. It also reduces the
number of terms that need to be included in the potential. The extrinsic curvature
Kij is defined as
Kij =
1
2N (∂tgij −∇iNj −∇jNi) . (2.92)
This action is only fixed up to boundary terms. The potential is of the form
V (gij, ai) = −ξR(d) − αaiai − 2Λ + . . . , (2.93)
where R(d) indicates that this is the Ricci scalar of the spatial metric g, and the
. . . stand for all terms up to scaling dimension 2z. To be a description of reality
the low energy limit of this theory should match with general relativity. Thus λ
should scale to one and all couplings in the potential, apart from the cosmological
constant Λ, should go to zero. There are variants of this theory including a variety
of terms in the potential; for example not all non-projectable models include the
ai terms, and many models use the condition of detailed balance, introduced in
[57], to reduce the number of independent couplings. The requirement of foliation
preservation excludes all terms that are of higher order in ∂t. These are the terms
that give rise to ghost degrees of freedom. Thus the requirement of foliation
preservation also preserves unitarity.
4HL gravity is a Lorentzian theory. We will Wick rotate it later to compare to CDT but for
the time being we are back in Lorentzian space-time.
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There are several indications that CDT and HL gravity might be connected.
Both theories describe a foliated version of general relativity that is anisotropic in
space and time.
As mentioned above, the measured spectral dimension of CDT agrees with the
calculated spectral dimension in HL gravity [43]. A further hint comes from the
similar phase diagrams. As expounded above, CDT contains three phases. In
this, it is similar to an effective Lifshitz theory, which can for example describe a
magnetic system. Say we take a d-dimensional system and split these d indices into
two classes α = m + 1, . . . , d and β = 1, . . . ,m, allowing us to take into account
anisotropic scaling. The free energy of the theory can be written in terms of an
order parameter φ(x)
F (x) = a2φ(x)2 + a4φ(x)4 + · · ·+ c2 (∂αφ)2 + d2 (∂βφ)2 + e2
(
∂2βφ
)2
. (2.94)
The phase structure of this system depends on the coupling constants. In an
isotropic systemm = 0, and all directions are α directions. If we take the couplings
to depend on a parameter, call it temperature T , then the phase transition occurs
at a2(T ) = 0. Assuming that a4 > 0, the phases are φ = 0 for a2 > 0 and |φ| > 0
for a2 < 0. In a magnetic system, the phase with φ = 0 is paramagnetic, while
|φ| > 0 is ferromagnetic. Including anisotropy, m > 0, another phase transition
arises when d2 passes through zero. For d2 < 0, the order parameter φ oscillates
in the β directions. This helical phase can be reached from both the para and
ferromagnetic phases, depending on the sign of a2. The triple point where these
three phases meet is the so-called Lifshitz point.
These three phases can be mapped to the phases of CDT. Although no formal
order parameter exists in CDT, we loosely equate it with the geometry.
Phase A, its geometry fluctuating in time, corresponds to the helical phase
of a Lifshitz theory. In phase B, all geometry is compressed into one slice. The
Hausdorff dimension in this phase is very high, so even though all simplices clus-
ter together the true ‘extent’ of the geometry is zero. We can then equate this
phase with the paramagnetic phase φ = 0. The macroscopic, ordered phase C is
associated with the ferromagnetic phase of a Lifshitz theory.
Thus foliation, spectral dimension, and the phase diagram point to a connection
between CDT and HL gravity.
To examine this further, we quantise projectable 2d HL gravity and obtain its
Hamiltonian, to compare to the CDT Hamiltonians (2.52,2.53,2.54)5. We param-
eterise the metric as
ds2 = −N(t)2dt2 +
(
γ(x, t) dx+N (1)(x, t)dt
) (
γ(x, t) dx+N (1)(x, t)dt
)
. (2.95)
5This section summarises work published in [22] which is reprinted in Appendix A.2
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This leads to the action
I =
∫
dt dx Nγ
(
(1− λ)K2 − 2Λ
)
(2.96)
with
K = 1
N
(
1
γ
∂0γ − 1
γ2
∂1N1 +
N1
γ3
∂1γ
)
(2.97)
the external curvature. In projectable 2d HL gravity, the only term in the po-
tential is the cosmological constant Λ. To quantise this theory, we calculate its
Hamiltonian. The only non-trivial momentum is
∂L
∂(∂tγ)
:= piγ = 2(1− λ)K . (2.98)
Using this we can write the Hamiltonian
H =
∫
dx
[
N(t)H +N (1)(x, t)H1
]
, (2.99)
where we introduced the Hamiltonian constraint H and the momentum constraint
H1
H = γ (pi
γ)2
4(1− λ) + 2Λ H1 =
−∂xpiγ
γ
. (2.100)
The momentum constraint H1 = 0 tells us that piγ = piγ(t). Restricted to this
constraint surfaces, H can be expressed as
H = N(t)
(
L(t) pi
γ(t)2
4(1− λ) + 2ΛL(t)
)
with L(t) =
∫
dx γ(x, t) . (2.101)
This introduces the loop length L(t), which is invariant under foliation preserving
diffeomorphisms. N(t) can be regarded as the Lagrange multiplier of the Hamil-
tonian. This fixes piγ(t) to be
piγ(t)2 = 8(1− λ)Λ . (2.102)
This requirement fixes the constraint surface to be a surface of constant extrinsic
curvature. Real solutions to this only exist for (1 − λ)Λ > 0. For cases where
(1− λ)Λ < 0 we can still force a genuinely dynamic evolution by treating the
cosmological constant Λ as a Lagrange multiplier. An example of this treatment
is 2d Liouville gravity.
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To simplify the notation, we can rescale
N(t)→ N(t)4(1− λ) and Λ→ 2(1− λ)N(t) (2.103)
leading to
H = N(t)
(
L(t)piγ(t)2 + ΛL(t)
)
. (2.104)
In projectable HL gravity, the proper time
τ(t) :=
∫ t
0
dt′N(t′) (2.105)
is a physical observable. Since the loop length is invariant under time redefinition,
we can gauge fix to proper time τ and make N(t) drop out of the action. The
classical evolution of the loop length is entirely determined by the action
SE =
∫
dt
(
L˙2
4L(t) + ΛL(t)
)
. (2.106)
Here we Wick rotated to the Euclidian action, to make the connection to CDT in
the next steps more obvious. We can calculate the propagator for the loop length
as
G(L1, L2;T ) =
∫
DL(t)e−SE [L(t)] . (2.107)
This is equivalent to the propagator in equation (2.47). We can expand this for
small times 
G(L1, L2; ) = 〈L2|1− Hˆ +O( 32 )|L1〉 (2.108)
and thus obtain the Hamiltonian operator
Hˆ = − ∂
∂L
L
∂
∂L
+ ΛL . (2.109)
An alternative way to obtain this result, is to gauge fix the Hamiltonian to H =
LΠ2 + ΛL and impose the canonical commutation relations
{L,Π} = 1 → [Lˆ, Πˆ] = i and Πˆ = −i d
dL
. (2.110)
Using this approach, we encounter the operator ordering problem
(
LΠ2
)
0
= − d
dL
L
d
dL
(
LΠ2
)
−1 = −L
d2
dL2
(
LΠ2
)
1
= − d
2
dL2
L . (2.111)
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Comparing these orderings to equations (2.52,2.53,2.54) in section 2.1, we see that
they do exactly correspond to the CDT Hamiltonians for the distinct measures.
We have thus identified the continuum theory of 2d CDT, it is projectable
Hořava Lifshitz gravity with λ < 1 and Λ > 0. This knowledge will open up new
opportunities of inquiry.
Since we have no analytic solutions for CDT in higher dimensions, we have few
expressions to compare to higher dimensional HL gravity. One possible path to
strengthen this connection would be to examine more and new observables that
can be compared between the theories. If one were able to extract analytic results
from higher dimensional CDT, it might be possible to verify the connection there
in the same manner as we did for 2 dimensions.
CDT in 2 dimensions can be generalised to allow for a controlled branching
off of baby universes [61]. This theory might be a candidate to connect to non-
projectable HL gravity in 2d, but this has not been successful so far.
In 2 dimensions, projectable HL gravity is self consistent, however in higher
dimensions projectable HL gravity is plagued by instabilities [62] and massive
scalars [63]. It is unclear how these pathologies will influence this programme of
research.
One of the reasons the connection between HL gravity and CDT was con-
jectured, was that both theories do have a time foliation. Recent work in CDT
introduced a reformulation that obtains the same results without requiring a strict
time foliation [64, 65].
One possibility would be, that this foliation-free CDT is equivalent to Einstein
Aether theory which does not have a strict foliation but contains a timelike vector
field. Einstein Aether theory has been shown to be equivalent to HL gravity [66]
if the vector field can be written as the divergence of a potential.
2.4 Higher curvature terms in EDT
There are two main differences between CDT and EDT. One is that CDT only
includes geometries with a time foliation, which makes it possible to ascertain a
unique time direction and thus a Wick rotation. The other difference is the param-
eter α. This parameter quantifies the anisotropy between timelike and spacelike
edges. Its introduction is important for the Wick rotation, since it allows us to
understand the Wick rotation as a parameter Wick rotation as illustrated in [33].
The research into EDT stalled, because its phase diagram did not contain a
higher order transition. In [67], it is suggested that EDT might not have a higher
order phase transition, because it only contains one dynamical coupling. It is then
an interesting idea to introduce a new coupling that could give rise to a new phase
and maybe a higher order phase transition.
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In [67], the partition function of EDT is generalised to include terms that can
be interpreted as couplings to higher order terms in the Ricci scalar R
ZE =
∑
T∈T
1
C(T )
N2∏
t=1
oβt
 e−SE . (2.112)
The sum is over labelled triangulations T , taking into account the combinatorial
factor C(T ). The new coupling β is introduced as part of a measure factor, and
the product in this measure factor runs over all N2 triangles of each configuration.
The order of a triangle t is ot, defined as the number of four-simplices the triangle
belongs to. The Regge action SE for dynamical triangulations is
SE = −κ2N2 + κ4N4 , (2.113)
as above. One can interpret the measure factor oβt as a coupling to higher order
corrections in the curvature. The deficit angle in four dimensions depends on
the number of four-simplices meeting at a given triangle. Changing the order of
triangles then changes the curvature. Writing
oβt = eβ log ot (2.114)
and formally expanding the log as a power series in ot, β is a coupling to all
powers of the curvature. After the first claims in [67] and [68], we decided to
investigate this new idea6. We use MC simulations to map a region in the (κ2, β)
parameter plane for geometries consisting ofN4 = 160k four-simplices. To examine
the geometries, we chose to record six observables, the average number of triangles
N2, the average number of vertices N0, and the susceptibilities of these two
χ(N0) =
〈N20 〉 − 〈N0〉2
N4
χ(N2) =
〈N22 〉 − 〈N2〉2
N4
. (2.115)
The last observables are the radius volume profile V (r), and the average radius
〈r〉. The graph geodesic distance between two four simplices is the number of
steps that one takes between them on the shortest route, the set of all possible
routes being the graph that connects the centres of neighbouring four-simplices.
For a given simplex i0, the volume V (r, i0) is given by the number of simplices at
geodesic distance r from it. Using this, we define the radius volume profile V (r)
and the average radius 〈r〉
V (r) =
〈
1
N4
∑
i0
V (r, i0)
〉
conf
〈r〉 = 1
N4
∑
r
r · V (r) . (2.116)
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Figure 2.10. The left hand figure shows the variance of N0, a peak in this variance
would be a possible sign of a phase transition. The peak at the phase transition
between the crumpled and the branched polymer phase at β = 0 extends out into
the (κ0, β) plane, but becomes lower with smaller β, so there is no phase transition.
We mark the trajectory of the peak with a blue, dashed line. On the right hand
side we plot the average radius of the geometry. Here we can clearly delineate the
branched polymers from the crumpled and crinkled phases, the phase transition is
marked in red. The difference between crumpled and crinkled phase, however, is
very small, and the change progresses smoothly. These figures are taken from [23].
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We examine these observables for signs of a phase transition. After careful
consideration, we find that there is only one phase transition, stretching out from
the transition between crumpled geometries and branched polymers at β = 0. In
Figure 2.10, we show plots of χ(N0) and 〈r〉 in the (κ2, β) plane. To understand
the geometries better, we analyse the structure of baby universes. A baby universe
is a part of the triangulation that is only connected to the remainder of the trian-
gulation by a minimal neck. A minimal neck consists of five four-simplices that are
connected to each other such that they encase an ‘empty’ four-simplex, a simplex
that is not part of the triangulation. Cutting the geometry at such a minimal neck
leads to two disconnected parts, which each have a boundary consisting of these
five simplices. The study of minimal baby universes is used in [69] and [70] to
examine two and four-dimensional dynamical triangulations.
While there is a qualitative difference between the geometries in the crumpled
and crinkled regions of phase space, the change from one to the other happens
gradually in a crossover type behaviour. We thus identify three regions that are
qualitatively different.
• Branched Polymer: Geometries in this phase are elongated r ∝ N1/24 .
They consist of many baby universes and contain many minimal necks, lead-
ing to a treelike structure as shown in Figure 2.11. The probability to find
a baby universe of size V is P (V ) ∝ V γ−2(N4 − V )γ−2, where γ = 1/2 is
the string susceptibility exponent. The Hausdorff dimension in this phase is
dh = 2 and the spectral dimension Ds = 4/3.
• Crumpled: In this phase, the geometries are collapsed. The average radius
〈r〉 grows slower than Nα4 for any α > 0. The geometry is collapsed around
two singular vertices and one singular link, the vertices having order ov ∝ N4
and the link having order ol ∝ N2/34 . There are very few baby universes, and
those that exist are very small. Thus the susceptibility exponent γ cannot
be measured (formally it could be taken to be γ = −∞). The Hausdorff
dimension in this phase is dh =∞, as is the spectral dimension Ds.
• Crinkled: The ‘new’ phase that arises through the coupling β. Its properties
are an interpolation between the branched polymer and the crumpled phase,
but seem to approach the crumpled phase with increasing volume. 〈r〉 is
larger than in the crumpled phase, but still grows slowly with N4. The new
coupling causes triangles of high order ot ∝ N0.164 , these triangles of high
order do not arise in the other two phases. Although there are many baby
universes their size is still small, thus it is again unfeasible to measure γ.
These minimal baby universes build a ‘treelike’ structure, but are connected
6The results presented in this section are from [23] which is reprinted in Appendix A.3
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Figure 2.11. These figures show the baby universe structure of the geometries
in the three phases. Every circle denotes a baby universe, and every line denotes a
connection between these baby universes. The outer left picture shows the crumpled
phase, in which there are almost no baby universes. The geometry is concentrated
in one universe, the big blue blob at the centre, from which very few and small baby
universes branch out. In the crinkled phase, the middle picture, the baby universes
form a dense network. This is because the additional coupling gives rise to triangles
of high order, at which several baby universes start. The last plot on the right shows
the branched polymer phase. This is a treelike structure, where baby universes grow
from other baby universes. These figures are taken from [23].
to loops through the triangles of high order (c.f. Figure 2.11). The Hausdorff
dimension dh is large and most likely infinite, and the same is true for the
spectra dimension Ds.
To examine how the behaviour of the phases scales with the volume of the simu-
lation, we examine a path in the (κ2, β) plane that transverses all three phases. It
thus has to cross a hypothetic phase transition between the crumpled and the crin-
kled phase. The path follows a hook from (κ2 = 0.5, β = 0), in the crumpled phase,
to (κ2 = 2.0, β = −2.0), in the crinkled phase, and ends at (κ2 = 2.0, β = −1.0),
in the branched polymer phase. We run simulations along this path at volumes of
N4 = 40k, 80k and 160k.
We do not detect any signal of a phase transition between the crumpled and
the crinkled phase along this line. More detail on this investigation is provided in
[23] (reprinted in Appendix A.3).
Since there is no phase transition between the crumpled and the crinkled phase,
the only chance for a continuum limit is if the phase transition between the crinkled
and the branched polymer phase is of higher order. This question is investigated
carefully in [71], and they determine that the transition is of first order.
We can thus conclude that while the new coupling leads to a qualitatively new
region, it does not lead to new phase transitions or to a viable continuum limit for
EDT.
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2.5 The road forward in CDT
Currently, causal dynamical triangulations is the only fully non-perturbative the-
ory of quantum gravity, that has shown that it can reproduce genuinely classical
large scale behaviour. Discretising space-time through d-simplices does not have
to lead to a d-dimensional space-time, as is exemplified by the theory of dynamical
triangulations. Yet, CDT recovers an extended phase that has four-dimensional
behaviour.
The three phases of CDT can be understood as contrasting effects dominating
the path integral. In phase A, where the coupling κ0, corresponding to the inverse
Newton’s constant, is large, the geometry fluctuates strongly. The distribution
at one time slice does not influence the distribution in the next. This can be
interpreted as a decoupling of gravity. In phase B, κ0 is small leading to a collapse
of geometry. The interesting phase C then presumably arises as a result of entropic
contributions, its existence requires the anisotropy between time and space.
Simulations show that the phase transition between phases B and C is of second
order and thus should allow for a continuum limit.
In section 2.2, we summarised the article [21]. Coupling dimers to CDT allows
for a simple model of matter that leads to a new universality class of the theory.
While the analytic work in 2 dimensions is simple, it is unclear how to extend
this model to higher dimensions. The fact that the weight ξ is negative renders
simulations impracticable and needs to be examined further. One proposal is that
for each triangulation T the sum over all possible decorations with dimers could
lead to an overall positive weight that can then be used in simulations.
In the article [22], which is summarised in section 2.3, we show that in 2d CDT
and projectable HL gravity have the same Hamiltonian. It is not clear, how this
will carry over to higher dimensions, since HL gravity in higher dimension requires
the explicit introduction of higher order curvature terms. In CDT, such curvature
terms are not added explicitly. Constructing such higher order curvature invariants
from simplices is a non-trivial task (c.f. [72]). However, the sum over configurations
that calculates the path integral in CDT picks up entropic contributions. These
contributions are quite important in the continuum phase C and introduce higher
order curvature terms in the effective action.
Section 2.4 examined the idea that EDT with an additional coupling might
lead to a new, higher order phase transition, which we clearly disprove. However,
EDT is still an active area of research with analytic methods, and proponents
of the tensor track believe that repeated scalings of the theory might lead to a
continuum limit [14].
Recently a modification of CDT that circumvents the strict foliation has been
proposed [64, 65]. Instead, a local causality condition leads to a space-time that
still has a local time direction but more freedom. While first results of simulations
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in 2 and 3 dimensions are impressive, the simulations need to overcome technical
difficulties in 4 dimensions. The new freedom also makes it harder to solve the the-
ory analytical. For example, the transfer matrix method, which was demonstrated
above, cannot be used.
As a non-perturbative lattice theory of quantum gravity, CDT can be useful to
test asymptotic safety ideas; discrete theories can be understood very well through
Wilsonian ideas.
Another interesting result in CDT is the study of renormalisation group flows
in CDT itself. In absence of an analytic expression, these flows are studied as
lines of constant physics within the parameter space of the theory [73]. These
simulations hint at a flow towards the triple point, in which anisotropic scaling
between space and time arises naturally.
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Causal set theory
3.1 Introduction to causal set theory
Causal set theory (CST) is a minimalist approach to quantum gravity. Like CDT,
it discretises the path integral of gravity. In CDT, the discretisation is a short
distance cut-off, a non-physical regularisation to be taken to zero at the end of the
calculation. Causal set theory, on the other hand, postulates that space-time is
fundamentally discrete. A continuum limit is neither intended nor necessary.
Causality, here understood as the Lorentzian structure of space-time, is an
interesting, yet not always easy to implement concept. Riemannian metrics are,
in many ways, easier to handle than Lorentzian ones. It starts with their topology
being conceptually easier. For a Riemannian manifold (N , d), we can define open
balls of radius  as B(x) = {y ∈ N|d(x, y) < }. This definition uses that
d(x, y) ≥ 0, i.e. the metric is positive definite. Every open ball is thus bounded.
The metric topology on N is then determined by the set of all open balls.
For a Lorentzian manifold (M, g), the metric g is not positive definite but has
signature (−1, 1, 1, 1). We can define a manifold topology, by using any Rieman-
nian metric gR defined onM. However, these open balls are not natural objects
of our Lorentzian space-time.
A completely Lorentzian topology is given through the interval topology, called
the Alexandrov topology by physicists. The basic open sets in the interval topology
are given as I(x, y) = {z ∈M|for z causally in between x and y}, that is all points
that lie on timelike curves between x and y. For a strongly causal space-time, the
interval topology is identical to the manifold topology.
Another interesting topology is the path topology P . It was introduced by
Hawking, King and McCarthy [18] and is defined as the finest topology that in-
duces the Euclidian topology on arbitrary timelike curves. This definition can be
recast in a simple, physical form; a set is open if every observer times it as open,
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independent of the velocity or acceleration of the observer. P is Hausdorff, con-
nected, and locally connected, but neither normal, nor locally compact. A basis
for this topology can be defined as B(p)∩ (C(p)∪ {p}), with p a point inM and
C(p) all points in the chronological future or past of p. One can think of these as
the interior of ‘cut off’ light cones. Based on this work, David Malament proves
[19] that a bijection between space-times that preserves future directed continu-
ous timelike curves is a smooth conformal isometry. In other words, if the causal
structure of two space-times is identical, these space-times are the same up to
conformal transformations.
The causal structure of a space-time describes the causal relationship between
its points. Two points x, y can be either timelike g(x, y) < 0, lightlike g(x, y) = 0,
or spacelike g(x, y) > 0 to each other. If x is to the past of y and g(x, y) < 0, then
x is in the chronological past of y, and an observer could travel between the two
points. If x is to the past of y and g(x, y) = 0, then x is on the past light-cone of y,
and light can travel between the points. If g(x, y) > 0, then x and y are spacelike
to each other, and nothing can travel between them. These relations encode the
causal structure of a space-time, and together with a time orientation they induce
a partial order on all points of the space-time. The causal structure can thus be
described as a partially ordered set.
Formally a partially ordered set C with x, y, z ∈ C and the order relation  is
• reflexive for all x ∈ C x  x
• transitive for all x, y, z ∈ C and x  y and y  z then x  z
• antisymmetric if x, y ∈ C and x  y  x, then x = y.
If x ≺ y, we say x is in the causal past of y. We say the points x and y are related,
if either x ≺ y or y ≺ x. A partial order can be depicted through a so-called Hasse
diagram, as illustrated in Figure 3.1.
If the volume is discretised with a fundamental volume Vf associated to every
discrete event, the partial order can also encode the volume information. Thus a
locally finite partially ordered set can describe space-time [20].
To define local finiteness, we use the inclusive Alexandrov interval IA(x, y),
defined as all points that lie causally between x and y, for x ≺ y
IA(x, y) = {z ∈ C|x ≺ z ≺ y} . (3.1)
Then |IA(x, y)| is the number of points in this interval, and a partially ordered set
C is locally finite if |IA(x, y)| <∞ for all x, y ∈ C. The condition of local finiteness
together with the fundamental volume Vf associated with every event, allows us
to fix the conformal degree of freedom, while the partial order is equivalent to the
causal order of events. We call the relation x ≺ y a link, if there are no elements
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0
2 3
4 5
1
Figure 3.1. This is the Hasse diagram of a simple partial order. Element 0 is linked
to 1, 2, 3 which we write as 0 < 1, 0 < 2, 0 < 3 and also related to 4, 5 written as
0 ≺ 4, 0 ≺ 5.
causally in between x and y, we then write x < y. A series of events x1, x2, . . . , xn
that are pairwise linked, i.e. x1 < x2 < · · · < xn, we call a path. A chain is a set
of causal set element e1, e2, . . . , ej, where ei ≺ ej for i < j, but not ei < ei+1 for
all i. Conversely, we call a series of events x1, x2, . . . , xn that contains no related
elements an anti-chain. For a maximal anti-chain A there are no elements in the
causal set that can be added to A while keeping A an antichain.
There are a few observables that can be reconstructed from the causal set quite
easily. The simplest one is the proper time distance τxy between two events x, y.
One can define τxy as the longest path connecting x and y [74].
If our causal set encodes a space-time, one of the most fundamental things
we want to know about the space-time is its dimension. We then need a way to
reconstruct the space-time dimension from the causal set. Maybe the best-known
example is the so-called Myrheim-Meyer dimension dm. For an interval I that
is embeddable into a region of volume V of Md with a density of points ρ, the
expected number of k chains is
〈Sk〉 =
(ρV )kΓ
(
d+1
2
)
Γ (d+ 1) Γ (d+ 2)(k−1)
2k−1kΓ
(
k(d+12 )
)
Γ
(
(k + 1)(d+12 )
) . (3.2)
To measure the Myrheim-Meyer dimension dm of a causal set, we count the number
of relations between two elements S2 and calculate dm from this [75].
Another simple estimator is the midpoint scaling dimension ds (as defined for
example in [76]). It estimates the dimension of a causal set through the growth
in volume if an interval is doubled in radius. One defines the midpoint m as the
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Figure 3.2. A crown poset. This poset cannot be embedded into 2d Minkowski
space, the relation between the two points in the middle would always be amiss.
point m in the interval I(p, q) for which N ′ = min(|I(p,m)|, |I(m, q)|) is maximal.
The midpoint scaling dimension ds is then given as ds = log2 (N/N ′).
A third dimension estimator is the embedding dimension. While the first two
estimators depend on average quantities over intervals of the causal set, the em-
bedding dimension is a more local concept. For any Md, there exist causal sets
that cannot be embedded into it. A simple example is the set consisting of two
unrelated points. This cannot be embedded into 0 + 1 dimensions. In higher
dimensions, one can define the pixy posets. The simplest pixy poset is the one
that cannot be embedded into 1 + 1d. It consists of six elements in two layers of
three, we illustrate its Hasse diagram in Figure 3.2. There are generalisations of
this to higher dimensions [77]. To assign an embedding dimension to a causal set,
we examine which pixy posets it contains as subsets. If we identify pixy posets of
dimension up to de but not higher, then the space-time has embedding dimension
de. This estimator will of course do quite badly if the causal set does not have uni-
form dimension of if the dimension of the space-time is different at different scales,
for example because it describes a space-time that contains regions of different
dimension.
We can thus recover volume, dimension and timelike distances. What about
spacelike distances? A maximal antichain is the closest causal set analogue to a
spacelike hyper surface. But to establish where on this hypersurface a point is and
how far two points are from each other, we need to use relations. To reconstruct
spatial information, we need at least some elements to the future and/or past of
the maximal anti-chain. Which elements to include has to be carefully chosen
depending on the information we want to reconstruct [78].
In CDT, the spacelike hypersurfaces are fundamental ingredients; a foliation
of the space-time is introduced by the discretisation. Spacelike hypersurfaces are
also fundamental in approaches that are based on a Hamiltonian formalism. This
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makes clear how fundamentally different causal set theory is.
3.1.1 Die Hauptvermutung
An embedding of a causal set is an injective map φ : C → M. To every element
of the causal set, it associates a point in the manifold so that the causal relations
in the manifold and the partial order relations in the causal set are in agreement.
Such an embedding is said to be faithful, if on average the volume of a region
is proportional to the number of points contained in it. This should be true for
any Lorentz invariant distribution of points, and in 2d, there exists a class of
so-called Lorentzian lattices for which it is [79]. However, in higher dimensions
Lorentzian lattices do not provide a faithful embedding. Thus in practice, the
distribution of points in a causal set is taken to be a Poisson distribution. In
a Poisson distribution the probability to find m points in the volume V if the
fundamental volume is Vf = 1/ρf is
P (m,V, ρf ) =
(ρfV )m
m! e
−ρfV . (3.3)
An important assumption in causal set theory is that a causal set C cannot be
faithfully embedded into two macroscopically distinguishable space-times. This is
the so-called Hauptvermutung, which is proven in the infinite density limit [80],
but is still undecided for finite density.
A strong indication for the Hauptvermutung are the results in [81]. There, a
mapping between discrete and continuum topologies for causal sets that faithfully
embed into globally hyperbolic space-times is constructed. To define the discrete
topology on the causal set, they use thickened anti-chains. A thickening of an
anti-chain A is defined as
Tn(A) ≡
{
p
∣∣∣∣∣|({p} unionsq Past(p)) ∩ (A unionsq Fut(A))| ≤ n
}
, (3.4)
with p being a point to the future of A. Then every element in Tn(A) has a
finite past in Tn(A), as long as n is finite. We can define a set of maximal points
in Tn(A), as points which have no future links in Tn(A). The shadow of such a
maximal point pi in Tn(A) onto the anti-chain A is called Ai
Ai =
{
p
∣∣∣∣∣Past(pi) ∩ A
}
. (3.5)
These shadows cover the total anti-chain completely and can be used to construct
a nerve simplicial complex that carries the topology. The nerve simplicial complex
consists of a vertex for every Ai and a n-simplex for every non-empty overlap
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between n shadows. In [81], it was shown that this simplicial complex leads to
the correct continuum homology for a wide range of thickenings n, if A is suitably
chosen.
One way to test whether a causal set faithfully embeds into a space-time, is to
construct an explicit embedding. Currently no construction for exact embeddings
is known, but an algorithm that yields an approximate embedding is described in
[82]. To embed N points e0, e1, . . . , eN−1 into an interval of flat space, we assume
that all points lie between e0 and e1. For simplicity, let us assume that the causal
set embeds into 2d Minkowski space. We can immediately assign the coordinates
(u0, v0) = (0, 0) and (u1, v1) = (
√
N,
√
N), where we chose to work in light-cone
coordinates u, v. To embed the remaining points, we need to assign coordinates to
them. To assign coordinates to a point ei, we first calculate its distance from the
top and bottom points g(e0, ei) and g(e1, ei) using equation (??) above. Simple
geometry then leads us to
X = 12
(
g(e0, e1)2 + g(e0, ei)2 − g(e1, ei)2
)
(3.6)
ui =
1
2v1
(
X ±
√
X2 − g(e0, e1)2g(e0, ei)2
)
(3.7)
vi =
g(e0, ei)2
2ui
. (3.8)
Fluctuations in the distance measure could lead to imaginary coordinates, in which
case the imaginary part is simply ignored. We still have a left right symmetry
through the ±. This is fixed by choosing one sign to place the element e2 in relation
to e0, e1. After this, we need to place all elements related to e2 consistent with this
choice. For an element to the past of e2 we calculate its position using e0, e1 and
then e0, e2(or conversely e2, e1 for an element to the future of e2). Each calculation
leads to two possible positions for the point, so four positions in total, two of which
should approximately match. We then choose one of the approximately matching
two as the position of the point. Not all elements will be related to e2. We can
then pick an unrelated element ej, chose one of the two coordinate assignments for
it, and place all points related to it accordingly. In any set, we will only need to
arbitrarily fix a small number of elements. The construction can be generalised to
higher dimension by comparing to additional points to fix the higher dimensional
spherical symmetry.
We can estimate the quality of this embedding, by comparing the original causal
order to the causal order in Minkowski space induced by the embedding. The rough
scheme outlined above leads to a rate of improper relations of just R = 1.7%.
This can be improved by including a relaxation phase, in which the elements move
around slightly to improve the relation matching, into the algorithm.
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Figure 3.3. A 100 element sprinkling into flat 2d space. The grey lines mark links
between two elements.
The inverse process, generating a causal set from a known space-time (M, g),
is called a sprinkling. The sprinkling process is well understood and often used to
generate causal sets as test-beds for new methods. To generate a sprinkling, we
chose points in the manifold to include in the causal set at random, according to
a Poisson distribution. After thus picking the elements of our causal set, we can
calculate the partial order between them using the manifold and its metric. Once
this is done, all information that M encodes above the discreteness scale should
be contained in the partial order. Figure 3.3 illustrates a 100 element causal set
sprinkled into Minkowski space.
One common problem for approaches to gravity that introduce a fundamental
discrete structure is Lorentz invariance. The bounds on Lorentz violations are
extremely tight [83], so any theory that allows Lorentz violations needs to suppress
them. The elements of the causal set are Poisson distributed in the manifold. This
distribution only depends on the space-time volume V . The discrete structure of
causal sets is thus random in a way that makes it impossible to specify a frame
and respects Lorentz invariance.
This Lorentzian randomness introduces non-locality into the causal set. Con-
sider a point p and its nearest neighbours. In a Riemannian space-time, these
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nearest neighbours are contained in a small open ball B(P ) with  proportional
to the discreteness scale. The nearest neighbour is the element that is closest to
the point p. In a Lorentzian space-time, points that have metric distance zero
from p lie on its light-cone. The light-cone is a non-compact object, thus a nearest
neighbour in a Lorentzian setting is not actually ‘near’ in any intuitive way. If
we discretise an infinite space-time randomly, there will always be infinitely many
elements lying arbitrarily close to the lightcone. In a hypothetical infinite causal
set that would embed into Minkowski space-time, every element would be of infi-
nite valency. The infinite valency is necessary to preserve Lorentz invariance, since
the invariant subspaces under Lorentz boosts are non-compact. Thus insisting on
Lorentz invariance and discreteness leads to non-local effects.
It can be proven that this infinite valency and randomness preserve Lorentz
symmetry [84].
The Poissonian distribution of causal set elements is instrumental in the predic-
tion of the cosmological constant [85]. The argument goes as follows: If space-time
is discrete with Vp = l3ptp, the universe consists of N = 10246 elements. Assuming
unimodular gravity, the cosmological constant Λ is the conjugate of the size of
the universe N . The Poissonian distribution of space-time leads to fluctuations
in N of the order N1/2. Then, assuming a mechanism that sets the cosmological
constant to zero, there would still be a residual fluctuation around it, of order
N−1/2 ∼ 10−123. The observed value of Λ ∼ 10−122 is of this order of magnitude.
Of course, this reasoning also predicts a change in the cosmological constant over
time [86]. This could, for example, be tested through the study of gamma ray
bursts.
3.1.2 The path integral as a sum over partial orders
To define a quantum theory of gravity from causal sets, we use the path integral.
Instead of Wick rotating before discretising, as done in CDT, in CST the path
integral is just discretised. It then becomes
ZCS =
∑
C∈C
e
i
~SCS(C) , (3.9)
where instead of integrating over geometries we now sum over a class of causal sets
C. The weight is given by a causal set action SCS(C) that we will need to specify.
One proposal for the causal set action, will be presented in section 3.2. In addition
to choosing an action, we will need to decide which class of causal sets C to sum
over. There are several contrasting approaches to this.
The simplest proposal is to just sum over the class of all partial orders. This
has two problems. The first is that it is a very large class. As stated above,
assuming Vf = Vpl, the universe contains N = 10246 elements. Partial orders have
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Figure 3.4. Illustration of a 20 element KR order. The top and bottom layer each
include 5 elements. Each of these elements is connected to about half of the 10
elements in the middle layer.
been studied in detail from a mathematical point of view. For a N element set,
there are PN ∼ 2N2/4+O(N) possible partial orders [87]. This makes the proposition
of summing over all possible orders an ambitious undertaking.
The other problem is, that not every partial order corresponds to a space-time.
In fact, there exist partial orders of size ∼ 100 that do not faithfully embed into
any Minkowski space [88]. The sum over all possible partial orders then needs to
suppress all non-manifoldlike orders through the action.
In [87] it is shown, that the number of so-called Kleitman-Rothschild (KR)
orders is asymptotically equal to the number of all partial orders. A KR order is
a partial order consisting of three layers L1, L2, L3. The layers L1, L3 each contain
N/4 + o(N) elements, with the remaining elements in the layer L2. Then each
element in the layer L1 is linked to roughly half of the elements in layer L2, and
each element in L2 is linked to roughly half of the elements in layer L3, this is
illustrated in Figure 3.4. Thus the action needs to suppress these orders stronger
than N2/4, to have a chance at recovering space-time. If the KR orders were
the only pathological class of partial orders, we might consider adding an explicit
counter term to the action to suppress them. However, after the KR orders there
is a next class of KR-like orders that contain 2 layers. These 2-layer orders grow
slower than the KR orders but faster than all other orders. After these 2-layer
orders there are 4-layer orders, and this continues so that there are countably
infinitely many classes of pathological partial orders [89].
Another proposal for the class of causal sets to sum over, is all sets originating
in a growth dynamics. We could then determine their weights by the probability
for them to grow according to this dynamics. This type of dynamics routinely
assigns very small probabilities to KR orders and can thus serve to suppress them.
It can also circumvent the need for a causal set action, since the weight of a causal
set is assigned according to the growth dynamics.
Most growth dynamics for causal sets are sequential, starting from one first
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Figure 3.5. Illustration of a sequential growth dynamic for a causal set. To the
original set, the darker on in the middle, a new point, marked in red, is added in all
possible ways.
element they add further elements one by one. Each element added chooses a set
of the elements already in existence to be in its past, as is illustrated in Figure
3.5. If this choice is random, we need to take the transitive closure, adding the
relations that are implied by transitivity. In classical sequential growth dynamics,
the probability for the (k+ 1)-th point to take a precursor set S of the preexisting
k elements into its past is
P (S) = t|S|∑k
i=0
(
k
i
)
ti
. (3.10)
The ti are a sequence of non-negative coupling constants. We then need to add
the transitive closure of S to the past of the element k. Growing a set step by step
like this, we can label each point by when it was added to the causal set. This is a
natural labelling. In a natural labelling, if two points have labels k, l, then if k < l
k cannot be to the future of l. The sequential growth of a causal set gives rise to a
type of bouncing cosmology, in which the coupling ti undergoes a renormalisation
after every bounce [90].
The best examined growth dynamics for causal sets, at the moment, is transi-
tive percolation. In transitive percolations, the coupling in the n-th step is tn = tn.
One can show, that transitive percolation is an attractive fixed point under the
renormalisation that is induced by bouncing cosmologies [91]. There are indica-
tions that transitive percolation can reproduce some properties of de Sitter space-
times. In [92] they measured the volume of an Alexandrov interval as a function
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of its height, measured in proper time, and fit it to the same curve for a de Sitter
space-time. We will further examine these percolated causal sets using a new test
of manifoldlikeness in section 3.3.
The most modest proposal is to restrict the class of causal sets to causal sets
of a fixed dimension. Most proponents of CST do prefer the more ambitious
proposals as models of reality. The fact that causal sets could lead to a dynamically
emergent dimensionality of space-time, is seen as a desirable quality. Additionally,
it is not trivial to restrict the dimensionality of a causal set. Nevertheless, the
fixed dimension proposal has merit as a test bed. In 2 dimensions the class of 2d
orders is very simple to implement and describes causal sets that are on average
equivalent to 2d Minkowski space. The set of N -element 2d orders Ω2d is defined
as follows: Let S = (1, ..., N) and U = (u1, u2, ..., uN), V = (v1, v2, ..., vN), with
ui, vi ∈ S. U and V are then total orders w.r.t. the natural ordering < in S. An
N -element 2D order is the intersection C = U ∩V of two total N -element orders U
and V , i.e., ei ≺ ej in C iff ui < uj and vi < vj. Physically speaking, we can think
of ci ∈ C as the lightcone coordinates (ui, vi) of a point in 2d Minkowski space.
This model has been examined in simulations using the Benincasa-Dowker action,
more detail on which will be presented in section 3.2. The simulations expose two
distinct phases, delimited by a clear phase transition [93].
3.1.3 Particle dynamics on causal sets
Another interesting problem is how to couple matter to a causal set. There are a
number of solutions to this. A very simple phenomenological model are swerves.
Swerves are an attempt at modelling how the discreteness of the causal set might
influence particle motion. The premise is simple; a particle hops from causal set
element to causal set element, moving only along links. This movement introduces
a characteristic diffusion in energy and momentum [94].
The swerve model is a classical model. A particle moves along one trajectory
and tries to follow the geodesic as closely as possible. In causal sets we want the
discreteness scale to be small, so certainly the movement of a particle on this scale
should be a quantum theory.
We can quantise the movement of a particle on a given causal set, using the
path integral. In a first step, this corresponds to a quantum particle moving on
a classical background geometry. For a full quantum theory of gravity coupled to
matter, we need to also sum over all geometries.
The idea of a quantum particle moving on a given causal set is investigated in
[95]. The retarded propagator for a scalar particle on a classical, d-dimensional
space-time is
K˜(d)m (p) = −
1
(p0 + i)2 − ~p2 −m2 . (3.11)
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On a causal set, we can calculate this as a sum over all trajectories the particle
could take. There are two possible classes of trajectories, chains and paths.
To each trajectory of length n, a weight anbn−1 is associated, the parameter a
is associated with each move from one element to the next and b is associated with
each stop at an element.
They then show that, for a causal set sprinkled into 1 + 1d, summing over
chains leads to
KC(p) = − 2a(p0 + i)− p21 + 2abρ
, (3.12)
where ρ is the density of the causal set C. This expression agrees with the contin-
uum propagator, if we take a = 1/2 and b = −m2/ρ. On a causal set sprinkled
into 3+1d, on the other hand, it is the sum over paths that leads to the propagator
KC(p) = − 2pi
√
6√ρa
(p0 + i)− p21 + 2pi
√
6ab√
ρ
, (3.13)
which agrees with the continuum propagator for a = 1/(2pi)
√
ρ/6 and b = −m2/ρ.
This definition of a propagator can also be extended to define a distinguished
ground state for quantum fields on curved space-times [96]. Another tool to ex-
amine propagation of a field on a causal set is the causal set d’Alembertian, which
will be introduced in the next section.
3.2 The causal set d’Alembertian operator
We can define a scalar field φ on a causal set by associating values φ(e) with each
element e. To define the dynamics of such a field, we need a derivative operator. In
most discretisations, one uses a sum over nearest neighbours and next-to-nearest
neighbours to define the d’Alembertian operator. But, as alluded to above, each
causal set element has very many nearest neighbours, in the limit of an infinite
causal set it has infinitely many.
A solution to this conundrum is proposed by Rafael Sorkin in [97]. For a two
dimensional causal set, he proposed the operator
B(2)φ(x) := 1
l2
[
− 2φ(x) + 4
( ∑
y∈L1(x)
φ(y)− 2 ∑
y∈L2(x)
φ(y) +
∑
y∈L3(x)
φ(y)
)]
, (3.14)
where l = V 1/2f is the fundamental discreteness scale. The three sums run over
layers of the causal set. The first layer L1 are all nearest neighbours to the past
of x, the second layer L2 all elements with one intervening element and so forth,
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L1L2L3L4
Figure 3.6. This picture illustrates the layers of a causal set. Of course they are
not always this orderly, and the dashed lines are drawn as eye-guides.
as illustrated in Figure 3.6. For functions that change slowly compared to the
discreteness scale, the average of this sum over layers over many causal sets, in-
deed reproduces the d’Alembertian. For each causal set in the average, the result
fluctuates around the continuum value and these fluctuations grow with the num-
ber of points included. Thus the infinite density limit of this operator is not well
defined. Causal set theory does not attempt a continuum limit, so this is not a
fundamental problem. Still, the discreteness scale of the universe is small and
would presumably induce large fluctuations, so a mechanism to dampen them is
necessary.
Sorkin proposes to smear the layers over an intermediate non-locality scale ζ.
To achieve this, he introduces the function
f(n, ) = (1− )n
(
1− 2n1−  +
2n(n− 1)
2(1− )2
)
, (3.15)
where  = (l/ζ)2. The intermediate non-locality scale ζ can run from l to ∞. The
new d’Alembertian is then
B(2)φ(x) := 
l2
[
− 2φ(x) + ∑
y≺x
f(IA(x, y), ) φ(y)
]
. (3.16)
The sum runs over all elements y to the past of x, and the weight that each element
contributes is determined by the function f . For ζ = 1 we recover equation (3.14)
above. Larger ζ smear the operator over several layers and serve to dampen the
fluctuations.
The proposal generalises to 4 and higher dimensions [98].
For general d, the operator is defined as
B(d)φ(x) = 1
l2
αdφ(x) + βd n∑
i=1
C
(d)
i
∑
y∈Li
φ(y)
 . (3.17)
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This is the expression without an intermediate non-locality scale. For the expres-
sion including the intermediate non-locality scale, we can introduce a generalisation
f (d) of the function f .
The sum runs over the first n layers to the past of x. Despite each layer being
infinite, the overall sum remains finite due to cancellations between the layers.
To obtain these cancellations, requires a dimension dependent minimal number
of layers nd. In [24], we show that nd = d2 + 2 for even d and
d−1
2 + 2 for odd
d, is the minimal number required for the cancellation. This number of layers is
first introduced in [98], where the C(d)i and the factors αd and βd are determined
explicitly for d = 2, . . . , 7.
The C(d)i can be generated using an operator Od
Od
∫
J−(x)
dVy exp(−l−dVd(x, y)) =
nd∑
i=1
C
(d)
i
∫
J−(x)
dVy
(l−dVd(x, y))i−1
(i− 1)! exp(−l
−dVd(x, y)) .
(3.18)
We here use Vd(x, y) to denote the Alexandrov interval for general space-times. In
[98], the operator for even dimensions d = 2n, is determined to be
O2n = (H + 2)(H + 4) . . . (H + 2n+ 2)2n+1(n+ 1)! , (3.19)
where H = −l ∂
∂l
. In odd dimensions, d = 2n+ 1, the operator is given as O2n+1 =
O2n. Using this operator, we can write the average over sprinklings for B(d)φ(x)
B¯(d)φ(x) = αdl−2φ(x) + βdl−(d+2)Od
∫
J−(x)
dVyφ(y)e−Vd(x,y)l
−d
. (3.20)
The lightcone coordinates are defined as u = 1√2(t− r) and v = 1√2(t + r). Using
this, we can write down integral equations for the constants αd and βd
1
βd
= lim
l→0
Sd−2
2(d− 1)ld+2Od
0∫
−∞
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dVAd (u,v) (3.21)
αd
βd
= − lim
l→0
Sd−2
ld
Od
0∫
−∞
du
0∫
u
dv
(
v − u√
2
)d−2
e−l
−dVAd (u,v) . (3.22)
Here VAd(u, v) is the Alexandrov volume between the origin and the point of inte-
gration in Minkowski space, expressed in light-cone coordinates.
In [99], this d’Alembertian operator is used to calculate the Ricci scalar of a
weakly curved manifold and to propose the first causal set action. To define the
Ricci scalar, they observe that
lim
l→0
B¯(d)φ(x) = (d)φ(x) + adR(x)φ(x) . (3.23)
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For a sprinkling into a weakly curved manifold this can be shown using the Rie-
mann normal coordinate expansion. Expanding the integral in (3.20) in Riemann
normal coordinates we find
βl−(d+2)Sd−2Od
∫
N
dt dr rd−2
×
[(
R00t
2 + 1
d− 1(R00 +R)r
2
)(
− 16 −
1
24(d+ 1) l
∂
∂l
)
e−l
−dVA 0
+R(t2 − r2) 124(d+ 1)(d+ 2) l
∂
∂l
e−l
−dVAd
]
. (3.24)
These integrals determine the factor ad.
Applying the operator B(d) to the constant a−1d then yields the Ricci scalar.
For the action, we sum this expression over all causal set elements, leading to
1
~
S(d)(C) = 1
~
∑
x∈C
B(d)
1
ad
(x) = −
(
l
lp
)d−2 [
αdN + βd
nd∑
i=1
C
(d)
i Ni
]
, (3.25)
where N is the size of the causal set, Ni the number of intervals of size |IA(x, y)| =
i−1 in the entire causal set, and the factor of ~ is absorbed into the Planck length
lp.
In 2d, this action has been investigated for flat regions of Minkowski space-
time, a cylinder space-time, and the topology changing trousers [100]. This action
is also used in Monte Carlo simulations [93]. The factor ad has been conjectured
to be −12 for all dimensions.
It is then obvious that closed form expressions for equation (3.18),(3.21), and
(3.22) and a proof for the conjectured factor ad = −1/2 are of interest. Here we
will sketch how to calculate βd and then show how to determine the C(d)i using a
generating function1. For concreteness we show the calculation in even dimensions
and then comment on the changes necessary for the odd dimensions afterwards.
The integral defining βd is
1
βd
= lim
l→0
Sd−2
2(d− 1)ld+2Od
0∫
−∞
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dVAd (u,v) . (3.26)
Expanding this as a power series in u, v we calculate
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (3.27)
1This section summarises calculations first presented in [24] which is reprinted in Appendix
A.4.
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=
d∑
k=0
(
d
k
)
(−1)k
2 d2
∞∑
n=0
(
−l−dcd
)n
n!
Ld(n+1)+2
(d2n+ k + 1)(d(n+ 1) + 2)
. (3.28)
The constant cd is implicitly defined by VAd = cd(uv)
d
2 . We can then apply the
operator Odeven to l−dn
Odevenl−dn =
1
2 d2+1(d2 + 1)!
d
2+1∏
i=1
(2i− l ∂
∂l
)l−dn = l−dn
d
2+1∏
i=1
(
2
d
i+ 1
)
n(
2
d
i
)
n
. (3.29)
Inserting this into the sum in (3.28), we can express it as a generalised hypergeo-
metric function
Odeven
ld+2
0∫
−L
du
0∫
u
dv
(
v − u√
2
)d
e−l
−dcd(uv)
d
2 (3.30)
=
d∑
k=0
(
d
k
)
(−1)k
2 d2 (k + 1)(d+ 2)c1+ 2d
z1+
2
d d
2+1
F d
2+1
( 2
d
(k + 1), 2
d
+ 1, . . . , 2
2
d
(k + 1) + 1, 2
d
, . . . , 1
∣∣∣∣∣− z
)
.
(3.31)
In the above equation, we introduced z = cd(Ll )
d to simplify the notation. In the
upper row of the argument of the hypergeometric function, we shortened the d2
terms in the sequence 2
d
j + 1 with j = 1, . . . , d2 to
2
d
+ 1, . . . , 2 (in the lower row 2
d
j
with j = 1, . . . , d2 is shortened to
2
d
, . . . , 1).
This is a nice closed form expression. The limit l → 0 is now replaced by the
limit z →∞. This calculation needs the following identities
lim
z→∞ e
z
qFq
(
a1, . . . , aq
a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
= (−z)
q
q∏
j=1
(aj − 1)
+O
(
(−z)q−1
)
(3.32)
lim
z→∞ z
a0
q+1Fq+1
(
a0, a1, . . . , aq
a0 + 1, a1 − 1, . . . , aq − 1
∣∣∣∣∣− z
)
= Γ (a0 + 1)
q∏
j=1
aj − a0 − 1
aj − 1 ,
(3.33)
which are derived in Appendix B of [24].
Under the limit z →∞, the terms in (3.31) split into three categories. Terms
with k < d2 do not contribute to the sum. Their first argument in the upper row
of the hypergeometric, simplifies against one of the terms in the lower row. The
function then becomes of the form (3.32) and is thus exponentially suppressed.
Terms with k ≥ d2 contribute a term z−
2
d
(k+1), as the function is of the form (3.33).
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This contribution falls of faster than z1+ 2d for k > d2 , thus terms with k >
d
2 do not
contribute. Thus only k = d2 leads to a finite contribution
lim
z→∞
(
d
d
2
)
(−1) d2
2 d2 (d2 + 1)(d+ 2)c
1+ 2
d
z1+
2
d d
2+1
F d
2+1
( 2
d
+ 1, 2
d
+ 1, . . . , 2
2
d
+ 2, 2
d
, . . . , 1
∣∣∣∣∣− z
)
(3.34)
=
(
d
d
2
)
1
2 d2−1d(d+ 2)c1+ 2d
Γ
(
2 + d
d
)
. (3.35)
This can be inserted into (3.21)
βdeven =
2 Γ
(
d
2 + 2
)
Γ
(
d
2 + 1
)
Γ
(
2
d
)
Γ (d)
c
2
d
d . (3.36)
For odd dimension, the calculation follows the same pattern with a slight twist.
Taking the limit z →∞ requires a few more steps of simplification, the real differ-
ence, however, is the result of the limit. In odd dimensions, several terms survive
the limit, leading to a sum over k. This sum can be solved and a simple expression
remains. The detailed calculation is explained in [24] reprinted in Appendix A.4.
In a similar manner, we can calculate (3.22). We thus prove that
βd =

2 Γ( d2+2)Γ( d2+1)
Γ( 2d)Γ(d)
c
2
d
d for even d
d+1
2d−1Γ( 2d+1)
c
2
d
d for odd d
(3.37)
and
αd =

−2c
2
d
d
Γ( d+2d )
for even d
−c
2
d
d
Γ( d+2d )
for odd d .
(3.38)
Using the same calculational techniques we also solve the integrals in (3.24) and
prove the conjecture that ad = −1/2 for all dimensions.
To completely know the d’Alembertian in any dimension, we would also like eas-
ier expressions for the C(d)i defined in (3.18). Applying the operator to exp(−l−dV )
we calculate
Odevene−l
−dV = d
2+1
F d
2+1
( 2
d
+ 1, 4
d
+ 1, . . . , 2, 2
d
+ 2
2
d
, 4
d
, . . . , 1, 2
d
+ 1
∣∣∣∣∣− l−dV
)
. (3.39)
We can compare this to (3.31) and notice that the d2 arguments in the middle of
the hypergeometric functions are generated by the operator Odeven . In fact, the
last arguments arise there as well, but are cancelled by other arguments.
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These terms are instrumental in cancelling out contributions to the integral
that would lead to an infinite l → 0 (equivalently z → ∞) limit. The limit is
always taken on a hypergeometric function
za p+1Fp+1
(
bk, b1 + 1, . . . , bp + 1
bk + 1, b1, . . . , bp
∣∣∣∣∣− z
)
(3.40)
with a rising sequence of bi. For every bk < a which would give rise to a term za−b1
blowing up as z → ∞ the operator generates a matching argument to cancel it.
Thus the operator generates exactly the minimal number of layers nd necessary
for a finite result.
The hypergeometric function (3.39) simplifies to a power series in l−dV multi-
plied by e−l−dV that defines the C(d)i . To simplify the notation, we again introduce
z = l−dV we can then obtain a generating function for the C(d)i
Gdeven = ez d2+1F d2+1
( 2
d
+ 1, 4
d
+ 1, . . . , 2
d
+ 2
2
d
, 4
d
, . . . , 2
d
+ 1
∣∣∣∣∣− z
)
. (3.41)
This defines the C(d)i as
C
(d)
i =
(
∂
∂z
)i−1
Gd
∣∣∣∣∣
z=0
, (3.42)
which is calculated in Appendix C.1 (C.2 for the odd result) of [24], and leads to
C
(deven)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k Γ
(
d
2(k + 1) + 2
)
Γ
(
d
2 + 2
)
Γ
(
1 + dk2
) (3.43)
C
(dodd)
i =
i−1∑
k=0
(
i− 1
k
)
(−1)k Γ
(
d
2(k + 1) +
3
2
)
Γ
(
d+3
2
)
Γ
(
1 + dk2
) . (3.44)
For a given i, these finite sums can be evaluated for general d. They are well suited
to be used in computer programs to implement the action in any dimension.
We have thus been able to determine simple expressions for all constants that
are necessary to define both the d’Alembertian operator and the Benincasa-Dowker
action on a causal set. It was also possible to show that nd = d2 + 2 for even d and
d−1
2 + 2 for odd d is the minimal number of layers needed to achieve a finite result,
in d dimensions, and to prove that the prefactor of the Ricci scalar is −1/2 for all
dimensions.
Knowing these analytic expression will be useful for computer simulations and
investigations of the causal set action.
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The non-locality that arises as a byproduct of the strictly Lorentzian perspec-
tive in causal sets could also lead to interesting continuum phenomenology. A
continuum version of the d’Alembertian might lead to new predictions.
In [101], the d’Alembertian was generalised to a class of operators. To do so,
they derive a set of consistency equations that the constants in the d’Alembertian
have to fulfil. These equations can be solved for any n ≥ nd, thus defining a
class of operators in any dimension. Using these consistency equations and the
integral expression for the new generalised operators they examine their Fourier
transforms. They observe that in 2d the evolution defined by this operator is
stable, while in 4d it seems to be unstable. This work leads to a proposal for a
Lorentz invariant cut-off in quantum field theory.
3.3 Recovering locality
Defining locality in a causal set is difficult, yet a definition of locality would be
very useful. Many constructions to recover continuum quantities depend on such
a definition. Measuring the midpoint scaling dimension or the Myrheim-Meyer
dimension we assume a region that is approximated by flat space. Both known
definitions for the curvature of a causal set [99, 102] depend on the measurement
being taken in a small local region. The construction of an embedding and a
homology mentioned above also depend on a local region [81, 82].
It would thus be an important step to discover a characteristic of causal sets
that allows us to distinguish between local intervals, those small w.r.t. the cur-
vature scale, and non-local intervals, those large w.r.t. the curvature scale. To
render the qualitative idea of the curvature scale more precise, we define the scale
of flatness. The scale of flatness of an “approximately flat” space-time region in
which Riemann normal coordinates are valid is a dimensionless scale ς  1 and
ς−1 ∼ Rτ 2. Here R can be any component of the Riemann tensor in Riemann
normal coordinates and τ the proper time between any events within the region.
For a flat space-time ς →∞, as appropriate for a scale of flatness.
One simple illustration of the question whether a region is big or small w.r.t.
to the scale of flatness is shown in Figure 3.7. An interval of fixed size on a sphere
can be local and approximately flat or not flat at all, depending on how it is
placed on the sphere. The same is true for curved Lorentzian manifolds. It is thus
necessary to establish new tools to determine if an interval in a causal set probes
the curvature or if it is local.
3.3.1 The abundance of intervals
In simulating the 2d orders in [93], a new observable is employed. A large interval
63
CHAPTER 3. CAUSAL SET THEORY
Figure 3.7. The blue and the green interval have approximately the same size.
Yet, the green clearly probes more of the curvature than the blue.
Figure 3.8. This figure shows a large interval of size N = 10, marked in dark blue.
Within this large interval there are several smaller intervals of different size. We
have marked an interval of size m = 1 in green and one of size m = 2 in blue.
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contains smaller sub intervals. These are the Alexandrov neighbourhoods between
two points within the larger interval (c.f. Figure 3.8). We can then count how
many intervals of size m = 0, m = 1 and so forth the large interval contains. The
curve that arises when we plot the number of intervals vs the size of the intervals
we call the interval abundance.
For 2d orders that seem good approximations of a 2d manifold, the interval
abundance curve shows a smooth falloff, while the behaviour is markedly different
for obviously non-manifoldlike sets. We thus investigate whether a similar relation
holds in higher dimensions, and if we can predict the exact curve2. For a causal set
sprinkled into the d-dimensional Minkowski interval V with density ρ, the average
number of intervals of size m is
〈Ndm〉(ρ, V ) =ρ2
∫

dVy
∫
y
dVx
(ρV0 d(x, y))m
m! e
−ρV0 d(x,y)
=(−ρ)
m+2
m!
∂m
∂ρm
∫

dVx
∫
y
dVy e−ρV0 d(x,y)
=(−ρ)
m+2
m!
∂m
∂ρm
ρ−2〈Nd0 〉(ρ, V ) . (3.45)
The domain of integration  is the entire interval V , while the domain of integration
y is the region causally between the point y and the upper tip of the interval V .
Thus if we can calculate the expected number of links 〈Nd0 〉(ρ, V ) the number of
larger intervals can be calculated by differentiation. The calculation is exhibited
in detail in [25], the result is:
〈Ndm〉(ρ, V ) =
(ρV )m+2
(m+ 2)!
Γ (d)2(
d
2(m+ 1) + 1
)
d−1
1(
d
2m+ 1
)
d−1
dFd
 1 +m, 2d +m, 4d +m, . . . , 2(d−1)d +m)
3 +m, 2
d
+m+ 2, 4
d
+m+ 2, . . . , 2(d−1)
d
+m+ 2
∣∣∣∣∣− ρV
 ,
(3.46)
where pFq({a1, . . . , ap}, {b1, . . . , bq}| − z) is a generalised hypergeometric function
and (a)n = Γ (a+ n) /Γ (a) is the Pochhammer symbol. This expression is conver-
gent, since generalised hypergeometric functions converge for all z values if p ≤ q.
The details of obtaining this form for the 〈Ndm〉 are explained in appendix A of
[25]. In Figure 3.9, one can see that the curves are very characteristic of the space-
time dimension. The interval abundance can thus be used as a holistic dimension
estimator. It has the advantage of only giving rise to integer dimension values,
2 In this section we summarise [25], which is reprinted in Appendix A.5.
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Figure 3.9. Plot of the analytic function for the interval abundance for intervals
of size N = 1000 for d = 2, . . . , 5. This figure is taken from [25].
and the amount of overlap between the measured and the predicted curves could
be used as a quality measure.
We rewrite this expression by replacing ρV → N . This can be seen as changing
the perspective from the manifold into which the causal set is sprinkled to the
causal set itself. The large N limit can then be either the large density, continuum
limit ρ → ∞, at fixed size V , or the large size V → ∞ limit, at fixed density ρ.
We can take this limit on equation (3.46) and find
〈Ndm〉(N) =
N2−
2
d
m! Γ
(2
d
+m
) Γ (d)(
d
2 − 1
) (
d
2 + 1
)
d−2
+

O(N) for d = 3
O(N logN) for d = 4
O(N2− 4d ) for d > 4
(3.47)
for d > 2 and
〈N2m〉(N) = N logN +O(N) (3.48)
for d = 2. A remarkable property of this is that the behaviour in N is independent
of the size m of the interval in question. We can define the ratio of abundances by
dividing with 〈Nd0 〉(N)
Sdm ≡ lim
N→∞
〈Ndm〉(N)
〈Nd0 〉(N)
=
Γ
(
2
d
+m
)
Γ
(
2
d
)
Γ (m+ 1)
. (3.49)
The number of m-intervals in an interval of size N thus grows as N2− 2d . Unfortu-
nately the convergence to this limit is very slow and thus not feasible to test with
simulations (c.f. Figure 3.10(b)).
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Figure 3.10. The left figure shows how the ratio of abundances looks in different
dimensions. Interestingly, in 2d the abundance is independent of the size m of
the interval. On the right the convergence towards the continuum limit is tested.
We plotted the ratio of abundances for N = 10, 100, 1000, 10000 elements and the
continuum limit for d = 4. This figure is taken from [25].
3.3.2 Defining locality from the interval abundance
We set out to establish 〈Ndm〉 as a measure of locality on a causal set that faithfully
embeds into a manifoldM. This implies its other uses as a dimension estimator
and a measure of manifoldlikeness.
We calculated that for a Poisson sprinkling the average 〈Ndm〉 over an Alexan-
drov interval shows a characteristic behaviour in m. Since the distribution of
points is Poissonian, we expect that for large enough N a typical realisation will
be close to the average realisation, thus
Nm(C) ∼ 〈Ndm〉(N ±
√
N) (3.50)
for all m. We have confirmed this through simulations, the results of which are
summarised in the next subsection. We can use this to define locality. We call a
(sub) Alexandrov-interval in a causal set causal set C local if it satisfies equation
(3.50).
For a causal set C˜ that embeds into an arbitrary interval IA(p, q) in a curved
space-time the distribution Nm(C˜) will diverge from 〈Ndm〉. We thus call this causal
set non-local. If, however, the discreteness scale is significantly smaller than the
scale of flatness, we expect to be able to locate Alexandrov intervals I(p′, q′) of
sufficient size N ′ that lie entirely in Ia(p, q) and can be identified as local3.
Definition 1 We will say that a N-element causal set C is strongly d-rigid if ∃
a d for which Nm(C) ∼ 〈Ndm〉(N ±
√
N). If C possesses an N ′-element sub causal
3The following definition, claim and conjecture are quotes from [25].
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set C ′ which is strongly d-rigid, then C is said to be weakly d-rigid with respect
to C ′.
For a causal set C with N >> 1 elements, strong d-rigidity is a necessary
condition to faithfully embed into a flat d-dimensional Alexandrov interval. A
causal set C˜ that embeds into a d-dimensional curved space-time should fulfil the
condition of weak d-rigidity. We would even expect it to fulfil something slightly
stronger, every point of it should be in some weakly d-rigid subset. A more in
depth analysis of this case is still pending.
This leads us to the following claim:
Claim 1 Let C be a N-element causal set that faithfully embeds into an Alexan-
drov interval IA(p, q) in a d-dimensional space-time such that the discreteness scale
is much smaller than the scale of flatness everywhere. Then there exists a sub
causal set C ′ ⊂ C of cardinality N ′ >> 1 such that C ′ is strongly d-rigid. More-
over, if IA(p, q) is an Alexandrov interval in d-dimensional Minkowski space-time
then for large enough N , C is itself strongly d-rigid.
To make the arguments, we require arbitrarily large N to suppress fluctuations.
The simulations in the next section show that these conditions work extremely well,
even for causal sets of size N = 100.
Since these requirements seem to work very well, we can ask whether they are
strong enough to define manifoldlikeness. In the general case this is clearly not
sufficient, as a curved space-time would have to include a large number of strongly
d-rigid sub causal sets.
We can argue that many non-manifoldlike partial orders will not fulfil even
weak d-rigidity. For example, the KR orders that dominate the space of all causal
sets will not fulfil it. We will examine this in more detail in the next section.
This is very promising, but we have no prove that there exists no non-manifoldlike
causal sets that fulfil weak d-rigidity.
Strong d-rigidity might suffice to establish that an Alexandrov interval embeds
into d-dimensional Minkowski space. This is also supported by the observation
that the ratio 〈Ndm〉/〈Nd0 〉 is scale invariant in the large N limit. This mimics the
scale invariance of flat space-time. We thus conjecture:
Conjecture 1 If the interval abundances Nm(C) for a N-element causal set C
are such that that Nm(C) ∼ 〈Ndm〉(N ±
√
N) for some d in the large N limit,
then C faithfully embeds into an Alexandrov interval in d-dimensional Minkowski
space-time.
68
3.3. RECOVERING LOCALITY
0
100
200
300
400
500
600
0 5 10 15 20
〈N
d m
〉
m
simulated
analytic 2d
simulated
analytic 3d
simulated
analytic 4d
Figure 3.11. Comparing a single sprinkled causal set of size 100 to the analytic
curves for N = 100 (solid lines) and N = 90, 110 (dashed lines) for d = 2, 3, 4. This
figure is taken from [25].
3.3.3 Examining locality in sprinkled causal sets
The analytic expressions for the interval abundance, that we derived above, can be
tested on sprinkled causal sets. We use the Cactus Code framework and the causal
set thorns written by David Rideout to do so [103, 104]. Here, we will present a
selection of the results obtained, additional cases are contained in [25].
The first check to make is that our analytic curves are reproduced for flat space.
For this purpose, we sprinkle one causal set of size N = 100 each in 2, 3 and 4
dimensions and compare it to the analytic curve. These single instances clearly
obey strong d-rigidity for their respective dimension, see Figure 3.11.
Curved space
To test how the interval abundance behaves in curved space, we examined causal
sets sprinkled into 4d, k = 0 FRW space-time
ds2 = −dt2 + a(t)2
( 4∑
i=1
(dxi)2
)
, (3.51)
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Figure 3.12. 〈Nm(C)〉 for N = 1000 element causal sets obtained from sprinkling
100 times into 4d FRW space-times which are cosmological constant, matter, or
radiation dominated. This figure is taken from [25].
where
a(t) =a0 tq with q =
2
3(1 + w) , (3.52)
and the equation of state is p = wρ. We choose to simulate matter, radiation, and
cosmological constant dominated space-times, corresponding to w = 0, 1/3, and
the de Sitter case w = −1. The de Sitter radius is taken as ` = 1.3. To examine
how much Nm(C) deviates from the flat space expectation 〈Ndm〉, we examine 100
realisations of 〈N〉 = 1 000 element causal sets. Figure 3.12 shows the significant
deviations this case leads to.
This shows that a large interval that probes curvature is not strongly d-rigid.
Another interesting question, is if we can show in simulations that such an interval
is weakly d-rigid.
To answer this, we simulate a single realisation of a 10 000 element causal set,
for each of the three cases. We then examine a random sample of 100 element
sub intervals for strong d-rigidity. For the matter and radiation dominated FRW
universes w = 0, 1/3, we are able to identify intervals whose abundance follows
〈Ndm〉 and those whose does not. Examining the position of the points defining
these intervals, we can even recognise them as ‘more’ or ‘less’ local in a qualitative
sense. This is shown in Figure 3.13.
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Figure 3.13. Single realisations of small interval causal sets C ′ contained in a
N = 10 000 element causal set C obtained from a sprinkling into 4d FRW space-
times which are matter or radiation dominated. The sketches on the right hand side
show which intervals are local and which non-local, while the shading indicates the
scale factor of the universe. This figure is taken from [25].
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Figure 3.14. 5 single realisations of small interval causal sets C ′ contained in
a N = 10 000 element causal set C obtained from a sprinkling into 4d de Sitter
space-time. This figure is taken from [25].
The same type of test on a 10 000 element causal set sprinkled into a flat interval
will not show such differences. Neither does the example of de Sitter space. Since
de Sitter space-time is maximally symmetric, the characteristics of any interval
should only depend on its size. To confirm this, we examine randomly chosen
100 and 2 000 element sub intervals out of a 10 000 element de Sitter sprinkling.
The results are shown in Figure 3.14. The curves Nm(C) for the 100 element
intervals are all very close to each other and to the curve 〈Ndm〉, as expected for
relatively small intervals in a maximally symmetric space-time. For the 2 000
element intervals, the curves Nm(C) clearly differ from 〈Ndm〉, but are still very
similar to each other. The interval abundance thus also captures this characteristic
of de Sitter space.
Transitive percolation
In subsection 3.1.2, when talking about the sum over causal sets in the path
integral, we introduced transitive percolations. Transitive percolations are one
of the easiest model to grow a causal set, and the causal sets they create show
characteristics of de Sitter space [92, 105].
The characteristic of de Sitter space that is examined is the relation between
the proper time and volume of an interval. For this, a fit to the relation between
the volume and the proper time extent for some intervals in the causal set is
made. This fit is performed on those intervals that, for a given proper time, have
the largest volume. For many values of the couplings p = t/(t + 1) and sizes of
causal sets, this fits the relation for de Sitter space. The free parameters in this fit
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Table 3.1. Three sets of parameter values from [92] which we have examined.
p N d ` m
0.03 1 000 3d 2.331± 0.011 1.046± 0.006
0.01 2 000 3d 4.086± 0.028 1.136± 0.006
0.005 15 000 4d 6.20± 0.12 1.710± 0.013
are the de Sitter radius ` and a proportionality between the length of the longest
path and the proper time.
We can examine if this similarity to de Sitter space-time extends to the interval
abundances of percolated causal sets. For this we examine three of the sets of
parameters that are used in [92], which we compile in Table 3.1.
For each of the parameter combinations in Table 3.1, we generate 100 causal
sets and measure the average interval abundance for the intervals of largest volume
for a given proper time. In Figure 3.15, we plot the interval abundances for the
largest intervals of proper time length 20 averaged over these 100 causal sets. For
comparison we also show the 〈Ndm〉 for d = 2, 3, 4. It is then clear that the Nm(C)
do not follow the Interval abundance for flat space. The characteristic shape even
persists for small intervals, which should reasonably be expected to appear flat.
This is a strong indication that these percolated causal sets are not manifoldlike.
We also examine if a coarse graining of the percolated causal sets might lead
to sets with the correct interval abundance, which it does not. More details on
this examination are included in [25].
Non-manifoldlike causal sets
We have seen that the interval abundance is a useful observable, in manifoldlike
space-times. One important crosscheck is to examine whether causal sets that are
not manifoldlike can follow the curve for the abundance by accident. This is hard
to do in general, but we can check it for simple non-manifoldlike causal sets. The
easiest case is a total anti-chain, which contains absolutely no intervals, and thus
has no interval abundance to plot. In a total chain, which corresponds to a 0 + 1d
causal set, the number of intervals of size m falls off linearly (c.f. Figure 3.16(a)).
Of special interest is the case of the KR poset. If these omnipresent, for our pur-
poses pathological, posets are even weakly d-rigid, the interval abundance would
not be of much use. To test this, we use Cactus to generate 100 realisations of
a 100 element KR poset and count the average interval abundance. The result is
shown in Figure 3.16(b).
We can even predict the curve of the interval abundance for KR posets of any
size. The KR posets have N/4 elements in the top and bottom layer and N/2
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Figure 3.15. The 〈Nm(C)〉 for percolated causal sets whose longest path has 20
elements, are drawn in black and compared with the 〈Ndm〉 for d = 2, 3, 4. This figure
is taken from [25].
74
3.3. RECOVERING LOCALITY
0
1
2
3
4
5
6
7
8
9
0 2 4 6 8 10 12 14
〈N
d m
〉
m
(a) 10 element chain
0.01
0.1
1
10
100
1000
10000
0 5 10 15 20 25 30
〈N
d m
〉
m
(b) 100 element KR order
Figure 3.16. Interval abundance for a 10 element path on the left hand and average
of the interval abundance for 100 realisations of a 100 element KR order. This figure
is taken from [25].
elements in the middle. An element in the top (bottom) layer is then linked to
a given element in the middle with probability 1/2. On average, a KR poset will
contain N2/8 links, that is 0-intervals, and if it is sufficiently large, it will contain
almost no 1-intervals. The distribution of m-intervals will show a peak around
m = N/8.
3.3.4 Conclusions about the interval abundance
The interval abundance is a quantity that contains much information about a
causal set. We can use it to determine the dimension of a region in a causal
set and to examine if this region is manifoldlike and small. An obvious exten-
sion of these results is to calculate the abundance of intervals for slightly curved
space-times using Riemann normal coordinates. This might then allow us to use
the interval abundance to measure the curvature of a region and to examine the
manifoldlikeness for curved space-times.
In the past, chains were the objects of choice in trying to examine a causal set.
They are instrumental in the Myrheim-Meyer dimension, the geodesic distance and
can also be used to define the curvature of a causal set [102]. Our exploration of
the abundance of intervals shows that intervals might be more useful. Chains can,
by definition, only contain timelike information, while intervals do in some sense
also encode spacelike quantities. The only way to recover spacelike quantities from
a causal set is by making use of intervals.
This means, that the abundance of intervals encodes a lot of information about
the space-time. It is very hard to construct causal sets that do on average follow the
interval abundance, but are obviously not manifoldlike. We thus believe that the
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interval abundance could be a foundation upon which to construct an embedding
for a causal set.
3.4 The road forward in causal sets
Causal set theory is an intriguing candidate theory of quantum gravity. Based
on a minimum of structure, the first step in this theory is to show that one can
reconstruct a continuum description from it.
Large steps in this direction have been made in [81], which constructs an algo-
rithm to recover the continuum topology of space-time from a causal set, and [82],
where an approximate embedding into Minkowski space was constructed.
In this chapter, new work on the d’Alembertian operator and the interval
abundance in causal sets was summarised.
The d’Alembertian operator is an important object to characterise the dynam-
ics of scalar fields on causal sets. Causal sets are fundamentally non-local, and
the nearest neighbours to a point are all points it is linked to. To control the
large contributions this non-locality entails, we introduce a sum over layers and
the d’Alembertian
B(d)φ(x) = 1
l2
αdφ(x) + βd n∑
i=1
C
(d)
i
∑
y∈Li
φ(y)
 . (3.53)
In this thesis, simple forms for the constants αd, βd and C(d)i have been presented.
The d’Alembertian also induces a causal set action. This so-called Benincasa-
Dowker action is at the moment the action of choice when simulating causal sets.
The work presented here proves that the prefactor relating this action and the
operator B(d) is a dimension independent constant −1/2. This action is tested
on flat regions of Minkowski space-time, a cylinder space-time, and the topology
changing trousers in 2d [100]. Future work will be to test it on other space-times,
especially in higher dimensions. An alternative definition for the causal set action,
in terms of chains instead of intervals, is presented in [102]. Comparing these
actions on different space-times could lead to further insights into their domain of
applicability and possible differences between them.
The interval abundance, as a new observable, can help us determine the di-
mension of a causal set. It also allows us to identify small local regions in a causal
set that embeds into an arbitrary curved space-time with sufficient density. This
opens the possibility to implement [81] in a concrete way. We also conjecture that
using the information in the interval abundances will allow us to construct an ex-
act, faithful embedding into flat space. If this construction can be done, it would
prove conjecture 1. It would also prove that no non-manifoldlike causal set can
mimic the interval abundance.
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To calculate the path integral over causal sets, we have to specify the class of
causal sets we sum over. The most popular choices are, to sum over all causal
sets and include an action, or to sum over a class of grown causal sets with their
weight determined by the growth process. Summing over all partial orders presents
a challenge in form of the KR orders, which dominate the space of all partial
orders. Any action on the causal set has to suppress these strongly, to avoid them
dominating the path integral. One proposal for an action is the Benincasa-Dowker
action, constructed from the d’Alembertian operator. In 4d, this action is
S(4)(C) = 1
l2
(N −N1 + 9N2 − 16N3 + 8N4) , (3.54)
where Ni is the number of exclusive Alexandrov intervals of size i. For a KR order
of size N the expected number of links N1 is N2/8, while the expected number
of intervals N2, N3, N4 is close to zero. Depending on the discreteness scale l the
Benincasa-Dowker action might thus be strong enough to suppress the KR orders.
However, if it is also strong enough to suppress all subleading dominant orders
remains to be examined.
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Conclusion
The search for a theory of quantum gravity is exploring many paths. In this
thesis, we have peeked into the developments in causal dynamical triangulations
and causal set theory.
These approaches are connected by their focus on the Lorentzian structure
of space-time and their use of the path integral formalism to quantise gravity.
They do differ fundamentally in their understanding of the underlying structure
of space-time.
Causal dynamical triangulations are, in a certain sense, agnostic about the
fundamental building blocks. The discretisation introduced in this approach is a
non-physical cut-off to be taken to zero at the end of the calculation. Causal set
theory, on the other hand, assumes that space-time is fundamentally discrete.
Even though both theories focus on the Lorentzian structure of space-time, the
way they do this is disparate. In causal dynamical triangulations, the calculations
are conducted in Euclidian space and, at least for analytic results, a Wick rotation
to compare to Lorentzian space-times is known. For this purpose one introduces
an anisotropy between time and space, and an explicit time foliation.
The phase diagram of causal dynamical triangulations depends on an analogue
of the bare Newton’s constant and the anisotropy parameter. Only a non-trivial
choice of the anisotropy leads to the continuum phase C. The typical geometries in
this phase show signs of space-time behaviour. Their average three-volume profile
follows the de Sitter profile and their Hausdorff dimension is 4 [40].
Anisotropy between space and time is also a main ingredient in Hořava-Lifshitz
gravity. In this thesis, we presented arguments to connect causal dynamical tri-
angulations and Hořava-Lifshitz gravity and summarised our own work on this
problem. We showed that 2d causal dynamical triangulations and 2d projectable
Hořava-Lifshitz gravity have the same Hamiltonian and thus describe the same
theory [22].
This connection opens up new directions of study. Black holes in Hořava-
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Lifshitz gravity are one particularly interesting area of research. The breaking of
Lorentz invariance that comes with the anisotropy leads to differences from general
relativistic black holes, as described in, for example, [106]. These new black holes
might then lend themselves more easily to being implemented in a discretised
space-time, like causal dynamical triangulations. Simulations of these black holes
might then allow for the first non-perturbative study of Hawking radiation. They
could also be used to study black hole entropy, the entanglement of fields across
the horizon, and the evaporation of black holes.
There are recent developments in causal dynamical triangulations that point
in a completely novel direction. A new generalisation of causal dynamical triangu-
lations that abolishes the need for a strict foliation has been established. Instead
of the global foliation a local causality condition ensures that the Wick rotation
remains well defined.
In 2 and 3 dimensions, simulations of this theory, like standard causal dynam-
ical triangulations, show a de Sitter phase [65]. However, there are few analytic
results as of yet, and the simulations in this generalisation are harder compared
to standard causal dynamical triangulations [64].
In causal set theory, it is impossible to introduce a Wick rotation. Since the
partial order relations are derived from the causal relations between elements, an
Euclidianised version of causal sets makes no sense.
In causal sets, the volume of a region is proportional to the number of elements
contained in this region. The only known way to implement such a volume number
correspondence in a Lorentzian space-time of d > 2, without breaking Lorentz
symmetry, is to discretise space-time through a random process. The distribution
of points in a causal set is Poissonian, which implies that it only depends on the
space-time volume. This ensures that there are no preferred directions associated
to any point [84].
Unfortunately this implies that the causal set has to be a graph of infinite
valency. The high valency arises because the invariant subspace under a Lorentz
boost, the light-cone, is non-compact. Preserving this non-compact space leads to
non-local effects.
The non-local effects in causal set theory could be a promising direction to
derive phenomenological constraints on quantum gravity. Despite this, in contexts
where we want to reconstruct continuum space-times these effects are problematic.
One example is the construction of a discrete d’Alembertian operator, to construe
scalar field dynamics on a causal set.
To define a d’Alembertian on the causal set, we have to introduce a com-
plicated sum over layers that tends to the d’Alembertian on average [97]. This
sum over layers is necessitated by the non-locality. The fluctuations around the
d’Alembertian are large, and to tame them one needs to introduce an intermediate
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non-locality scale, smearing the layers out. It thus gives rise to a new type of non-
locality. Exploring this intermediate non-locality can lead to new phenomenology
that might be experimentally verifiable.
Many methods have been developed to explore the geometry a causal set en-
codes. Most of them assume that one applies them to an approximately flat inter-
val. In a curved space, a local interval is approximately flat. A non-local interval
is one that ‘stretches’ over a region in which curvature varies significantly. Local
or non-local intervals cannot be distinguished by their size, and until recently no
way to identify them in a causal set was known.
In a causal set, intervals of size N > 0 contains smaller sub-intervals. The
number of sub intervals of size m is called the abundance of m-intervals. We
presented the derivation of the average interval abundance for general m in d-
dimensional Minkowski space. We argued that this quantity can be used as a
ruler, to estimate whether a region is approximately flat, thus making it possible
to identify local intervals. It also supplies us with a dimension estimator and an
indicator for manifoldlikeness [25].
The curve of interval abundances is certainly a necessary condition for a causal
set to embed into flat space-time. We conjecture that it is even a sufficient condi-
tion and could be used to construct an algorithm to embed a causal set into flat
space-time.
In this thesis, we have examined the problem of quantum gravity from various
sides. This last paragraph is thus the proper place to dare a prognosis for the
future of this area of research.
In the introduction, we mentioned the plethora of approaches to quantum grav-
ity. Recently a trend of unification and cross-fertilisation between the approaches
can be observed. Several approaches predict the same spectral dimension for space-
time [43, 42, 107, 108]. A connection between loop quantum gravity and spin
foams is proposed, and the details are being currently worked out [109]. We have
here shown signs that causal dynamical triangulations and Hořava-Lifshitz gravity
are the same theory in 2 dimensions [22]. And in turn, it has been shown that
Hořava-Lifshitz gravity is related to Einstein-Aether theories [66]. Matrix models
have a limit that corresponds to causal dynamical triangulations, and the limiting
procedure that connects causal dynamical triangulations and Euclidian dynamical
triangulations in this case is well understood [52, 61].
There are many examples of methods developed in one approach being used
successfully for another, like the spectral dimension mentioned above or the fact
that almost all discretised approaches use some variant of the Regge action [110].
An optimistic observer might thus hope that a sum greater than its parts might
solve the puzzle of quantum gravity. The way towards a solution might lie in the
unification of approaches.
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