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Abstract
In this paper, we use operational matrices of piecewise constant orthogonal functions on the interval [0, 1) to solveVolterra integral
and integro-differential equations of convolution type without solving any system. We ﬁrst obtain Laplace transform of the problem
and then we ﬁnd numerical inversion of Laplace transform by operational matrices. Numerical examples show that the approximate
solutions have a good degree of accuracy.
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1. Introduction
In recent years, many different methods have been used to approximate the solution of Volterra integral equations
andVolterra integro-differential equations of convolution type [6,4,7,1,11]. In this paper, we ﬁrst present the piecewise
constant orthogonal functions, their properties and their operational matrices. Then we introduce Volterra integral
equations and Volterra integral–differential equations of convolution type encountered in mechanics and physics, for
example,weakly singular Abel integral equations.
2. Piecewise constant orthogonal functions
Let I be the normal interval [0, 1), the system of {i} is called piecewise constant, if i for i=1, 2, . . . , m be constant
on each subinterval [ i−1
m
, i
m
).
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Deﬁnition 2.1. An m-set of Block-Pulse functions on [0, 1) is deﬁned as
i (t) =
{
1,
i − 1
m
 t < i
m
,
0, otherwise.
(2.1)
Haar functions and Walsh functions are also piecewise constant orthogonal functions. Since Haar functions and
Walsh functions are linear combination of Block-Pulse functions [8], we only use Block-Pulse functions for solving
problems under consideration.
Every functionf (t)which is square integrable in the interval [0, 1) can be expanded in terms ofBlock-Pulse functions
series as
m∑
1
fii (t), (2.2)
where fi =
∫ 1
0 f (t)i (t) dt. Eq. (2.2) can be written as
−→
f T =−→C T.Bm, where −→f T is the discrete form of the continuous
function, f (t), and −→C T is called the wavelet coefﬁcient. They are both column vectors, and Bm is the Block-Pulse
matrix and is deﬁned by
Bm = [−→b T1 ,−→b T2 , . . . ,−→b Tm], (2.3)
where −→b T1 ,−→b T2 , . . . ,−→b Tm are discrete form of the Block-Pulse bases; the discrete values are taken from the continuous
curves 1(t), 2(t), . . . , m(t), respectively (a one-to-one correspondence between piecewise constant orthogonal
functions and vectors in Rm can be deﬁned [2]).
Note: In the following sections we will not use the vector symbols for simplicity.
3. Error in piecewise constant orthogonal functions approximation
From [8], if we expand a function f (t) by Block-Pulse functions, then the ith Fourier coefﬁcient is given by
fi =
(f (t), i )
‖i‖
= √m
∫ i/m
(i−1)/m
f (t) dt , (3.1)
where (f (t), i ) =
∫ 1
0 f (t)i (t) dt and ‖i‖ = (
∫ 1
0 (i )
2 dt)1/2.
By virtue of the mean value theorem, we have
f 2i
= 1
m
f 2(ti), ti ∈
[
i − 1
m
,
i
m
]
. (3.2)
The error when a differentiable function f (t) is represented in a series of piecewise constant orthogonal functions over
subinterval [ i−1
m
, i
m
) is ei(t) = fii (t) − f (t). It can be shown that
‖ei‖2 = 112m2 [f
′(ti)]2, ti ∈ [(i − 1)/m, i/m).
This leads to
‖e(t)‖ 1
2
√
3m
‖f ′‖∞, (3.3)
where e(t) =∑m1 fii (t) − f (t).
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4. Integral operational matrices
Consider
∫ t
0 f (u) du and (2.2). This integral can be approximated as
∫ t
0 f (u) du 	
∫ t
0 f
TBm(u) du with f T =
[f1, f2, . . . , fm] and
Bm(t) =
⎡
⎢⎢⎣
1(t)
2(t)
...
m(t)
⎤
⎥⎥⎦ . (4.1)
The ﬁrst four Block-Pulse functions can be expressed as follows:
1(t) = [1 0 0 0],
2(t) = [0 1 0 0],
3(t) = [0 0 1 0],
4(t) = [0 0 0 1].
For example, if f (t) = [5 1 7 2] is piecewise constant, then f (t) = 51(t) + 12(t) + 73(t) + 24(t) = CTB4(t)
where
B4(t) =
⎡
⎢⎣
1(t)
2(t)
3(t)
4(t)
⎤
⎥⎦=
⎡
⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎦= I .
In general,
Bm(t) =
⎡
⎢⎢⎣
1(t)
2(t)
...
m(t)
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
...
...
...
...
0 0 0 1
⎤
⎥⎥⎦= I . (4.2)
Since f T in
∫ t
0 f
TBm(u) du is constant thus we only compute
∫ t
0 Bm(u) du. The integrals of the ﬁrst four Block-Pulse
functions can be expressed as∫ t
0
1(u) du 	 14 [ 12 1 1 1],
∫ t
0
2(u) du 	 14 [0 12 1 1],
∫ t
0
3(u) du 	 14 [0 0 12 1],
∫ t
0
4(u) du 	 14 [0 0 0 12 ].
For example, consider∫ t
0
1(u) du =
{
t, 0 t < 14 ,
1/4, 14 t < 1,
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with m = 4. If we expand solution of this integral by Block-Pulse functions, then we have
∫ t
0
1(u) du 	
1
8
1(t) +
1
4
2(t) +
1
4
3(t) +
1
4
4(t).
Then we obtain
∫ t
0
B4(u) du 	 14
⎡
⎢⎢⎣
1
2 1 1 1
0 12 1 1
0 0 12 1
0 0 0 12
⎤
⎥⎥⎦
⎡
⎢⎣
1(t)
2(t)
3(t)
4(t)
⎤
⎥⎦= EB4. (4.3)
E is integral operational matrix corresponding to Block-Pulse functions. In general,
E = 1
m
⎡
⎢⎢⎢⎣
1
2 1 ... 1 1
0 12 ... 1 1
...
...
...
...
...
0 0 · · · 0 12
⎤
⎥⎥⎥⎦ (4.4)
which may be concisely written as [8]
E = 1
m
[
1
2
I +
m−1∑
1
i
]
= 1
2m
(I + )(I − )−1, (4.5)
where
= m×m =
[
0 I(m−1)×(m−1)
0 0
]
,
and i = 0 for im.
4.1. Fractional integral operational matrices
We consider integral operational matrix E = 12m(I + )(I − )−1. If  be an eigenvalue of  then an eigenvalue
of E is 12m
1+
1− (we know that eigenvalues of  are zero, but to expand we assume eigenvalue of  to be  ) . From
linear algebra, an eigenvalue of E1/L is (
1
2m
1+
1− )
1/L
. For example, if L = 2 and m = 4 then an eigenvalue of E1/2 is
1√
8
(1+ + 1/22 + 1/23). Since every matrix satisfy its characteristic polynomial then we have E1/2 = 1√8 (I ++
1/22 + 1/23) where i = 0 for im .
5. Volterra integral equations and Volterra integro-differential equations of convolution type
Many interesting problems of mechanics and physics lead to an integral equation in which the kernel K(t, u) is a
function of the difference (t − u) only: K(t, u) = k(t − u), where k is a certain function of one variable. The integral
equation
a(t)x(t) = f (t) + 
∫ t
a
k(t − u)x(u) du (5.1)
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is called Volterra integral equation of convolution type. The integral equation
ap(t)x
(p)(t) + ap−1(t)x(p−1)(t) + · · · + a0(t)x(t) = f (t) + 
∫ t
a
k(t − u)x(u) du, (5.2)
x(p−1)(0) = xp−1,
x(p−2)(0) = xp−2,
...
x(0) = x0
is called Volterra integro-differential equation of convolution type of order p. The integral equation
f (t) = 
∫ t
a
k(t − u)xm(u) du (5.3)
is called Volterra integral equation of convolution type, which is a ﬁrst kind and nonlinear integral equation.
6. Laplace transforms and their numerical inversion
6.1. Laplace transforms
The Laplace transform L[f ] of a function f (t) is deﬁned as
L[f ] = F(s) =
∫ ∞
0
f (t)e−st dt . (6.1)
The inverse L−1[F ] is
L−1[F ] = f (t). (6.2)
This transformation is linear because
L[af + bg] = aL[f ] + bL[g],
for two constants a and b. The following are some of the basic properties of the Laplace transform:
L[eatf (t)] = F(s − a), (6.3)
L[(−t)nf (t)] = F (n)(s), (6.4)
L[f (k)] = skL[f ] − sk−1f (0) − sk−2f ′(0) − · · · − f (k−1)(0), (6.5)
L
[∫ t
0
f (u) du
]
= L[f ]
s
, (6.6)
L
[∫ t
0
f (t − u)g(u) du
]
= L[f ]L[g]. (6.7)
6.2. Numerical inversion of Laplace transforms
In [10] an algorithm for numerical inversion of Laplace transforms is given. Suppose that L[x(t)] = X(s), then
Laplace transform of
x(t) + a
∫ t
0
x(u) du = b (6.8)
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is
X(s) = b
s + a =
b/s
1 + a/s = X(1/s). (6.9)
We consider xm(t) =∑mi=1cii (t) or xT = CTBm, where, ci = ∫ 10 x(t)i (t) dt and Bm = [b1 b2 · · · bm] = Im×m
(xm(t) is a piecewise constant function, xT is the discrete form of xm(t) and CT is the wavelet coefﬁcient vector [2]).
The discrete form of (6.8) is
xT + a
∫ t
0
xT du = b.u, (6.10)
where u = [1 1 · · · 1]. By substituting xT = CTBm into Eq. (6.10) we have
CTBm + a
∫ t
0
CTBm du = b.u,
CT
(
Bm + a
∫ t
0
Bm du
)
= b.u. (6.11)
From Section 4 we have
∫ t
0 Bm du 	 EBm by substituting this into Eq. (6.11) we have
CT(Bm + aEBm) = b.u,
CT(I + aE)Bm = b.u,
CT(I + aE) = b.uB−1m ,
CT = b.uB−1m (I + aE)−1,
CT = uB−1m b.I (I + aE)−1,
CT = uB−1m b.E−1 E(I + aE)−1,
CT = uB−1m E−1 .b.E(I + aE)−1,
CT = uB−1m E−1 X(E).
Then we have
xT = CTBm = uB−1m E−1 X(E)Bm. (6.12)
Since Bm = B−1m = I then xT, the inversion of Laplace transform X(s), is given by
xT = uE−1 X(E). (6.13)
In this procedure ﬁrstX(s) is written asX(1/s) and in the next step 1/s and 1 are replaced byE and I, thenwe calculate
xT by xT=uE−1 X(E). For example, inversion of Laplace transform ofX(s)= 2s+3 = 2/s1+3/s =X(1/s) is x(t)=2e−3t .
We found numerical inversion of Laplace transformbym=8, xT=uE−1 X(E)=[1 1 · · · 1]E−1 (2E(I+3E)−1)=
[1.642 0.9952 0.8381 0.5734 0.3923 0.2684 0.1837 0.1257].
In case m = 8 error at t = 116 is 0.016.
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7. Applications to Volterra integral equations with convolution-type kernels
We ﬁrst consider the Volterra-type integral equation of the ﬁrst kind,
f (t) = 
∫ t
a
k(t − u)xm(u) du. (7.1)
Applying the Laplace transform to both sides of this equation, we obtain
F(s) = K(s)L[xm(t)]
or
L[xm(t)] = F(s)
K(s)
. (7.2)
The solution follows by numerical inversion of Laplace transform.
The present method is also applicable to the Volterra integral equation of the second kind with a convolution-type
kernel as
a(t)x(t) = f (t) + 
∫ t
a
k(t − u)x(u) du. (7.3)
On applying the Laplace transform to both sides and using the convolution formula (Eq. (6.7)), we have
L[a(t)x(t)] = F(s) + K(s)L[x(t)],
where if a(t) be a polynomial then the solution follows by numerical inversion of Laplace transform. For example, if
a(t) = t then L[tx(t)] = −X′(s) and we have
−X′(s) + F(s) = K(s)X(s). (7.4)
This is a differential equation, by solving it we have X(s), and the solution follows by numerical inversion of Laplace
transform.
This method is also applicable to theVolterra integro-differential equation of the second kind with a convolution-type
kernel
ap(t)x
(p)(t) + ap−1(t)x(p−1)(t) + · · · + a0(t)x(t) = f (t) + 
∫ t
a
k(t − u)x(u) du. (7.5)
On applying the Laplace transform to both sides and using the convolution formula (Eqs. (6.5) and (6.7)), we have
L[ap(t)x(p)(t)] + L[ap−1(t)x(p−1)(t)] + ... + L[a0(t)x(t)] = F(s) + K(s)X(s), (7.6)
where if ap(t) be a polynomial then the solution follows by numerical inversion of Laplace transform. For example,
consider the following Volterra integro-differential equation:
x′′(t) + tx′(t) + t2x(t) = f (t) + 
∫ t
a
k(t − u)x(u) du,
x′(0) = x1,
x(0) = x0.
Applying the Laplace transform to both sides of this equation, we obtain
s2X(s) − sx′(0) − x(0) − X(s) + sX′(s) + X′′(s) = F(s) + K(s)X(s)
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this is a differential equation, by solving it we ﬁnd X(s), and the solution follows by numerical inversion of Laplace
transform.
8. Error estimation and the rate of convergence
If x(t) is approximated by xm(t) =∑m1 xii (t) and we ﬁnd xi (xi is approximation of xi and x =∑m1 xii (t)), then
for t ∈ [ i−1
m
, i
m
) we have
‖xii − x(t)‖ = ‖xii − x(t) − xii + xii‖
‖xii − x(t)‖ + ‖xii − xii‖. (8.1)
From Section 3 we have
‖xii − x(t)‖
1
2
√
3m
‖x′‖∞, t ∈
[
i − 1
m
,
i
m
)
. (8.2)
We have
‖xii − xii‖ =
(∫ i/m
(i−1)/m
(xii − xii )2 dt
)1/2
= |xi − xi |
(∫ i/m
(i−1)/m
(1)2 dt
)1/2
= |xi − xi |√
m
 ‖x − x‖∞√
m
. (8.3)
Then from (8.1) to (8.3) we found the following error bound:
‖xii − x(t)‖
1
2
√
3m
‖x′‖∞ + ‖x − x‖∞√
m
, t ∈
[
i − 1
m
,
i
m
)
. (8.4)
We have from (8.4), limm→∞xm(t) = x(t). For the error estimation we have the following cases.
(1) Consider the following Volterra integral equation of the second kind with a convolution-type kernel
x(t) = f (t) + 
∫ t
0
k(t − u)x(u) du. (8.5)
Let em(t)=x(t)−xm(t) be the error function, where xm(t) is the estimation of the true solution x(t). Then we consider
rm(t) = f (t) + 
∫ t
a
k(t − u)xm(u) du − xm(t), (8.6)
where rm(t) is the perturbation function that depends only on xm(t). With (8.5) and (8.6) we have
em(t) = 
∫ t
0
k(t − u)em(u) du + rm(t). (8.7)
This is a Volterra integral equation of the second kind with a convolution-type kernel. Applying the Laplace transform
to both sides of this equation, we obtain
L[em(t)] = L[rm(t)]1 − K(s) =
F(s)
1 − K(s) − L[xm(t)]. (8.8)
Applying the inverse Laplace transform to both sides of (8.8), we obtain
em(t) = L−1
[
F(s)
1 − K(s)
]
− xm(t). (8.9)
In (8.9), we compute L−1[ F(s)1−K(s) ] by using numerical inversion of Laplace transform on the interval [ 1m, 1 + 1m).
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(2) Consider the following Volterra-type integral equation of the ﬁrst kind,
f (t) = 
∫ t
0
k(t − u)xn(u) du. (8.10)
Let enm(t) = xn(t) − xnm(t) be the error function, where xm(t) is the estimation of the true solution x(t). Then we
consider
rm(t) = 
∫ t
0
k(t − u)xnm(u) du − f (t), (8.11)
where rm(t) is the perturbation function that depends only on xm(t). With (8.10) and (8.11) we have
−rm(t) = 
∫ t
0
k(t − u)enm(u) du. (8.12)
This is a Volterra integral equation of the ﬁrst kind with a convolution-type kernel. Applying the Laplace transform to
both sides of this equation, we obtain
L[enm(t)] =
−L[rm(t)]
K(s)
= F(s)
K(s)
− L[xnm(t)]. (8.13)
Applying the inverse Laplace transform to both sides of (8.13), we obtain
enm(t) = L−1
[
F(s)
K(s)
]
− xnm(t), (8.14)
where L−1[ F(s)K(s) ] must be computed by numerical inversion of Laplace transform on the interval [ 1m, 1 + 1m).(3) Consider the following Volterra integro-differential equation with a convolution-type kernel of order p:
apx
(p)(t) + ap−1x(p−1)(t) + · · · + a0x(t) = f (t) + 
∫ t
0
k(t − u)x(u) du, (8.15)
x(0) = x0 x′(0) = x1 . . . x(p−1)(0) = xp−1.
Let em(t)=x(t)−xm(t) be the error function, where xm(t) is the estimation of the true solution x(t). Then we consider
rm(t) = f (t) + 
∫ t
0
k(t − u)xm(u) du − a0xm(t) − · · · − apx(p)m (t), (8.16)
where rm(t) is the perturbation function that depends only on xm(t). With (8.15) and (8.16) we have
ape
(p)
m (t) + ap−1e(p−1)m (t) + · · · + a0em(t) = 
∫ t
a
k(t − u)em(u) du + rm(t), (8.17)
em(0) = e′m(0) = · · · = e(p−1)m (0) = 0.
This is aVolterra integro-differential equationwith a convolution-type kernel of order p.Applying the Laplace transform
to both sides of this equation, we obtain
L[em(t)] = L[rm(t)]
apsp + ap−1sp−1 + · · · + a0 − K(s)
= F(s)
apsp + ap−1sp−1 + · · · + a0 − K(s) − L[xm(t)]. (8.18)
504 E. Babolian, A.S. Shamloo / Journal of Computational and Applied Mathematics 214 (2008) 495–508
Applying the inverse Laplace transform to both sides of (8.18), we obtain
em(t) = L−1
[
F(s)
apsp + ap−1sp−1 + · · · + a0 − K(s)
]
− xm(t). (8.19)
where L−1[ F(s)
apsp+ap−1sp−1+···+a0−K(s) ] also must be computed by numerical inversion of Laplace transform on the
interval [ 1
m
, 1 + 1
m
).
9. Numerical examples
In the following examples maximum error of our method is denoted by Est.Err and error in the divided points is
denoted by Ext.Err and the real wavelet coefﬁcient in the interval [ i−1
m
, i
m
) is denoted by xi and the estimation wavelet
coefﬁcient in the interval [ i−1
m
, i
m
) is denoted by xi .
Example 1. Consider the integral equation∫ t
0
cos(t − u)x(u) du = sin t .
with exact solution x(t) = 1. This problem was solved in [3]. Applying the Laplace transform to both sides of this
equation, we obtain
X(s) = 1
s
and by m = 8 we found xT = uE−1 (E) = [1 1 1 1 1 1 1 1].
Example 2. Consider the integral equation
t =
∫ t
0
x(u)√
(t − u) du,
with exact solution x(t) = 2 (
√
t). This is an Abel integral equation and was solved in [5,9]. Applying the Laplace
transform to both sides of this equation, we obtain
1
s2
= (1/2)
s1/2
X(s),
then X(s)= 1√

( 1
s3/2
)= 1√

( 1
s
)( 1
s
)1/2 by m=8 and from Section 4.1 we found xT =uE−1 ( 1√EE
1/2
 )=[1 1 . . . 1]
( 1√

E
1/2
 ) and the following results:
xT = [0.1410 0.2820 0.3525 0.4230 0.4758 0.5287 0.5728 0.6169].
In case m = 8 error at t = 78 is 0.0006. Table 1 shows the numerical results for Example 2 using m = 16.
Example 3. Consider the integral equation
e2t − et =
∫ t
0
et−ux2(u) du,
with exact solution x(t) = et . This is a nonlinear integral equation. Applying the Laplace transform to both sides of
this equation, we obtain
1
s − 2 −
1
s − 1 =
1
s − 1L[x
2(t)],
E. Babolian, A.S. Shamloo / Journal of Computational and Applied Mathematics 214 (2008) 495–508 505
Table 1
Example 2
m = 16 xi xi |xi − xi | Ext. Err Est. Err
i = 1 0.0997 0.1061 0.0064 0.0997 0.1994
2 0.1994 0.1939 0.0055 0.0402 0.0804
3 0.2493 0.2512 0.0019 0.0242 0.0484
4 0.2991 0.2974 0.0017 0.0234 0.0468
5 0.3365 0.3374 0.0010 0.0182 0.0364
6 0.3739 0.3731 0.0007 0.0180 0.0360
7 0.4050 0.4056 0.0006 0.0152 0.0304
8 0.4362 0.4358 0.0003 0.0151 0.0302
9 0.4634 0.4640 0.0006 0.0133 0.0266
10 0.4907 0.4904 0.0003 0.0132 0.0264
11 0.5152 0.5157 0.0004 0.0120 0.0240
12 0.5398 0.5397 0.0001 0.0119 0.0238
13 0.5623 0.5627 0.0005 0.0109 0.0218
14 0.5847 0.5848 0.0001 0.0109 0.0218
15 0.6056 0.6059 0.0003 0.0101 0.0202
16 0.6265 0.6266 0.0000 0.0101 0.0202
Table 2
Example 3
m = 16 xi xi |xi − xi | Ext. Err Est. Err
i = 1 1.0328 1.0318 0.0010 0.0328 0.0656
2 1.0995 1.0984 0.0011 0.0350 0.0700
3 1.1705 1.1693 0.0012 0.0374 0.0748
4 1.2461 1.2448 0.0013 0.0399 0.0798
5 1.3266 1.3250 0.0016 0.0425 0.0850
6 1.4122 1.4104 0.0018 0.0454 0.0908
7 1.5034 1.5014 0.0020 0.0485 0.0970
8 1.6005 1.5982 0.0023 0.0517 0.1024
9 1.7039 1.7008 0.0031 0.0552 0.1104
10 1.8139 1.8112 0.0027 0.0589 0.1178
11 1.9311 1.9280 0.0031 0.0628 0.1246
12 2.0558 2.0528 0.0030 0.0671 0.1342
13 2.1886 2.1840 0.0046 0.0716 0.1432
14 2.3299 2.3248 0.0051 0.0764 0.1528
15 2.4804 2.4752 0.0052 0.0815 0.1630
16 2.6406 2.6352 0.0054 0.0870 0.1740
then L[x2(t)]= 1
s−2 and by m=8 we found xT =uE−1 E(I −2E)−1 =[1 1 . . . 1](I −2E)−1 and the following
results:
xT = [1.0690 1.2122 1.3745 1.5585 1.7672 2.0038 2.2721 2.5763].
Table 2 shows the numerical results for Example 3 using m = 16.
Example 4. Consider the integral equation
t =
∫ t
0
et−ux(u) du,
with exact solution x(t) = 1 − t . This problem was solved in [5]. Applying the Laplace transform to both sides of this
equation, we obtain
1
s2
= 1
s − 1X(s),
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Table 3
Example 4
m = 16 xi xi |xi − xi | Ext. Err Est. Err
i = 1 0.9688 0.9688 0.0000 0.0313 0.0626
2 0.9063 0.9062 0.0000 0.0313 0.0626
3 0.8438 0.8437 0.0001 0.0313 0.0626
4 0.7813 0.7813 0.0000 0.0313 0.0626
5 0.7188 0.7187 0.0000 0.0313 0.0626
6 0.6563 0.6563 0.0001 0.0313 0.0626
7 0.5938 0.5938 0.0000 0.0313 0.0626
8 0.5313 0.5312 0.0000 0.0313 0.0626
9 0.4688 0.4688 0.0000 0.0313 0.0626
10 0.4063 0.4062 0.0000 0.0313 0.0626
11 0.3438 0.3437 0.0001 0.0313 0.0626
12 0.2813 0.2813 0.0000 0.0313 0.0626
13 0.2188 0.2187 0.0000 0.0313 0.0626
14 0.1563 0.1563 0.0000 0.0313 0.0626
15 0.0938 0.0937 0.0000 0.0313 0.0626
16 0.0313 0.0312 0.0000 0.0313 0.0626
then X(s) = 1/s − 1/s2 and by m = 8 we found xT = uE−1 (E − E2) = [1 1 . . . 1](I − E) and the following
results:
xT = [0.9375 0.8125 0.6875 0.5625 0.4375 0.3125 0.1875 0.0625].
Table 3 shows the numerical results for Example 4 using m = 16.
Example 5.
x′′(t) = t +
∫ t
0
(t − u)x(u) du,
x(0) = 0, x′(0) = 1,
with exact solution x(t) = sinh(t). Applying the Laplace transform to both sides of this equation, we obtain
X(s) = 1
s2 − 1 =
1/s2
1 − 1/s2 ,
then xT = uE−1 E2(I − E2)−1 = uE(I − E2)−1,
xT = [0.0627 0.1892 0.3187 0.4531 0.5947 0.7455 0.9081 1.0849].
In case m = 8 error at t = 18 is 0.00016. Table 4 shows the numerical results for Example 5 using m = 16.
Example 6.
x(t) = t + 4/3t3/2 −
∫ t
0
1√
t − ux(u) du, I = [0, 2],
with exact solution
x(t) = t .
This is a weakly singular integral equation. Applying the Laplace transform to both sides of this equation, we obtain
X(s) = (1/s)
2 + √(1/s)5/2
1 + √(1/s)1/2 =
1
s2
,
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Table 4
Example 5
m = 16 xi xi |xi − xi | Ext. Err Est. Err
i = 1 0.0313 0.0313 0.0000 0.0313 0.0626
2 0.0940 0.0939 0.0001 0.0314 0.0628
3 0.1570 0.1569 0.0001 0.0317 0.0634
4 0.2207 0.2205 0.0002 0.0321 0.0642
5 0.2852 0.2850 0.0002 0.0326 0.0652
6 0.3508 0.3506 0.0003 0.0332 0.0664
7 0.4179 0.4176 0.0003 0.0340 0.0680
8 0.4865 0.4862 0.0003 0.0349 0.0698
9 0.5571 0.5566 0.0004 0.0360 0.0720
10 0.6298 0.6294 0.0004 0.0372 0.0744
11 0.7050 0.7045 0.0005 0.0385 0.0770
12 0.7829 0.7824 0.0005 0.0399 0.0798
13 0.8639 0.8634 0.0006 0.0416 0.0832
14 0.9483 0.9477 0.0006 0.0434 0.0868
15 1.0364 1.0357 0.0007 0.0454 0.0908
16 1.1286 1.1277 0.0009 0.0476 0.0952
Table 5
Example 6
m = 16 xi xi |xi − xi | Ext. Err Est. Err
i = 1 0.0313 0.0312 0.0000 0.0313 0.0626
2 0.0937 0.0938 0.0000 0.0312 0.0624
3 0.1563 0.1562 0.0000 0.0313 0.0626
4 0.2188 0.2188 0.0000 0.0313 0.0626
5 0.2813 0.2812 0.0000 0.0313 0.0626
6 0.3438 0.3438 0.0000 0.0313 0.0626
7 0.4063 0.4062 0.0000 0.0313 0.0626
8 0.4687 0.4688 0.0000 0.0312 0.0624
9 0.5312 0.5312 0.0000 0.0312 0.0624
10 0.5937 0.5938 0.0000 0.0312 0.0624
11 0.6562 0.6562 0.0000 0.0312 0.0624
12 0.7187 0.7188 0.0000 0.0312 0.0624
13 0.7813 0.7812 0.0000 0.0313 0.0626
14 0.8437 0.8438 0.0000 0.0312 0.0624
15 0.9063 0.9062 0.0000 0.0313 0.0626
16 0.9688 0.9688 0.0000 0.0313 0.0626
then
xT = uE−1 (E2) = uE
and we have
xT = [0.0625 0.1875 0.3125 0.4375 0.5625 0.6875 0.8125 0.9375].
In case m = 8 error at t = 18 is 0.0000. Table 5 shows the numerical results for Example 6 using m = 16.
10. Conclusion
In this paper we used operational matrix to solve integral and integro-differential equations. Numerical results show
that the method is working well and the accuracy is comparable with existing methods.
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