In this paper we propose a record counting cointegration (RCC) test which is robust to nonlinearities and certain types of structural breaks. The RCC test is based on the synchronicity property of the jumps (or new records) of cointegrated series, counting the number of jumps that simultaneously occur in both series. We obtain the rate of convergence of the RCC statistics under the null and alternative hypothesis. The distribution of RCC under the null of a unit root depends on the short run dependence of the cointegrated series. We propose a small sample correction and show by Monte Carlo simulation techniques their excellent small sample behaviour. Finally we apply our new cointegration test statistic to several financial and macroeconomic time series that have some structural breaks and nonlinearities.
In this paper we analyzed the properties of a record counting cointegration (RCC) test which is robust to monotonic nonlinear transformations and structural changes. This testing procedure works with the ranges, instead of using the actual variables. The range for a given time t is defined as the difference between the cumulative maximum and the cumulative minimum at that time t. The first differences of the ranges are called the jumps and they represent the arrival of a new maximum or minimum (new record). The RCC test analyzed in this paper is based on counting the synchronicity of the jumps (new maximum or minimum) of the cointegrated series. This statistic counts the number of jumps that simultaneously occur in both series. We compare the properties of the well known non-cointegration test, see Engle and Granger (EG) (1987) , with those of RCC. We show by Monte Carlo simulations how EG dramatically fails in the presence of nonlinearities and structural breaks. These well known results are general and affect most of the available tests of cointegration or non-cointegration, like Johansen (1991), etc.
As empirical applications we have considered the prices of gold and silver, analyzed by Escribano and Granger (1998) and the UK money demand from 1878 to 2000, analyzed by Escribano (2004) . Those data sets were selected because there was evidence that the series were cointegrated only after explicit treatments of nonlinearities and/or structural breaks. However, in this paper we find evidence of cointegration without any previous treatment (pre-filtering) of those problems.
ANALYSIS BASED ON RECORD COUNTING COINTEGRATION (RCC)
In this section we introduce nonparametric methods to analyze cointegration that do not impose restrictions on the functional form relating the variables. Some of those procedures are robust to certain types of structural breaks (or level shifts) and monotonic nonlinear transformations.
Aparicio (1995) , Aparicio and Granger (1995) and Aparicio, Escribano and Garcia (2006a) propose an alternative nonparametric methodology to test for unit roots. The basic idea behind this approach is to count recursively the number of new records (maximum or minimum) in a time series. We expect nonstationary cointegrated series to have many more new corecords (or synchronous new records) than noncointegrated series or stationary series. To be more precise we need to introduce some concepts and definitions that are useful in the rest of the paper. Definition 1. Given a time series x t we define the sequence of extremes of x t as the sequence of x 1,t = min{x 1 , ..., x t } and x t,t = max{x 1 , ..., x t }, when t = 1, 2, ... , n.
Definition 2. Let n be the sample size, the sequence of ranges of x t is defined as:
Definition 3. Given the sequence of ranges we can define the sequence of jumps (new records) as the sequence of first differences of ranges:
The series of new records ∆R (x) t is positive or zero. When there is a new record (maximum or minimum) in {x 1 , ..., x t }, the first difference of the ranges will be positive at time t, ∆R (x) t > 0. A statistics record was proposed by Aparicio, Escribano and Garcia (2006b) for robust unit root testing. When the original series is stationary, with finite variance, the series of first differences of the ranges are positive at the beginning of the sample and the rest is almost a sequence of zeros. On the contrary when the series are nonstationary I(1) new records appear with positive probability as the sample increases. The key idea relied on the different vanishing rates of the long-run frequency of a new record, n
, for an I(1) and an I(0) time series, in such a way that the normalized long-run frequency of records
converged in probability to zero under the alternative of stationary, and to a non degenerate positive random variable under the null hypothesis of a unit root. A well-known result from extremal theory is that the statistical properties of records from iid sequences of random variables are shared by a wide class of dependent stationary time series (see for instance, Lindgren and Rootzén (1987) and Leadbetter and Rootzén (1988) . This prompts the question of whether short run dependencies and cross-dependencies may have an impact or not on a record-based test for cointegration. Then, one important alternative model to consider in this context is the case of dependent random walks.
For plots of the sequence of ranges R (y)
t see Aparicio, Escribano and Garcia (2006a) . The following models are useful to motivate the new approach we are proposing. with parameter values equal to α = 0.5, b = 0.6, where e t,0 , e t,1 , e t,2 are standard normal distributions and mutually independent, Nid(0,1).
Model 1 (Linear cointegration): Figure 1 shows the cross plots of the sequences of new records or first difference of ranges. From the cross plot of Figure 1 it is clear that dependent but not cointegrated random walks (d) have several new records synchronized indicating some small number of co-records. This property will likely reduce the power of the RCC test if the short run correlation is high relative to cointegration relationship. The idea that cointegrated series imply arrivals of highly synchronized new records , suggest the following nonparametric test statistic that we called the record counting cointegration test, (RCC)
where the product of the two indicator functions 1(∆R
> 0) count the number of arrivals of new records that are coincident or synchronized (co-records). That is, the RCC counts how many of the total arrivals of the jumps coincide, relative to the log(n). Therefore, the convergence rates of the test statistic RC is log(n). 
Theorem 1 Let the processes
Proof. See Appendix A1.
Consistency If x t and y t are cointegrated then for some a = 0 there exists an I(0) sequence, η t such that y t = ax t + e t,2 . Since for large t, x t will dominate e t,2 , we can write:
But we know from Aparicio, Escribano and Garcia (2006b) that
). Thus under the alternative hypothesis of cointegration, the test statistic will satisfy:
Invariance against Monotonic Nonlinearities Monotonic transformations preserve the ordering of the observations in any time series, and thus the inter-record times. As a consequence, if we let f (.) and g(.) be a monotonic nonlinear transformations, we must have:
More generally, let x t and y t be I(1) time series variables, and let x t = f (y t ) + ε t , y t = g(x t ) + η t , where {ε t } t≥1 , {η t } t≥1 are independent iid sequences with zero mean and finite variances. Since for large values of t the nonlinear transformations, f (y t ) y g(x t ) dominate ε t and η t respectively, the records of x t (y t ) will occur at the same time as x t (y t ). As a consequence, the count of new records before and after the transformation should be the same. That is,
In finite samples, the actual size will oscillate around the nominal size depending on the type of transformations. For example, certain kinds of transformations can emphasize the I(1) part over the I(0) part. This feature may lead, in finite samples, to size fluctuations around the nominal one.
Small Sample Performance of the RCC Test: Monte Carlo Simulations Let the data generation process (DGP) be the following non-cointegrated random walks but with short run dependence (a = 0), H 0 : ∆x t = e t,1 , ∆y t = a∆x t + e t,2
In Table I we estimate the quintals of the empirical distribution of the RCC test statistic, under H 0 , for different parameter values of the short run dependence (a = 0, 0.5, 1, 1.5), different sample sizes n = 100, 250, 500, 1000 and different significance values v. The estimated quintals, based on 10, 000 Monte Carlo simulations, are shown in Table I . We observe that for most sample sizes (n) the quintals increase with the short run dependence (a) in small sample sizes and therefore the empirical distribution of RCC is shifted to the right. This simulation results call for the need of a small sample correction of the RCC statistic to make it useful, since in empirical application we do not know the true value of the parameter a. One possibility is to prefilter the series (use of instrumental variables, etc.) but this could be complicated if the dependence is nonlinear. A better alternative is to divide the RCC by the number of new records that are synchronized between the first differences of the series. We call this nonparametric statistic the RCC corrected dependence: In Table II we estimate the quintals of the empirical distribution of the RCC CD test statistic, under H 0 , for different parameter values of the short run dependence (a = 0, 1), different sample sizes n = 100, 250, 500, 1000 and different significance values v based on 10, 000 Monte Carlo simulations. The asymptotic distribution of the RCC is a good approximation to the distribution of the RCC in sample sizes of moderate size. We can observe the invariance that was obtained with the small sample correction of the RCC statistic for different values of a and different sample sizes n. Figure 5 and 6 show the nonparametric estimates of the density function of RCC and RCC CD test statistics under the null hypothesis of independent random walks (a = 0), with N id(0, 1) errors and a = 1, 1,000 replications were done using the Epanechnikov kernel. 
SIZE ADJUSTED POWER OF THE RCC TESTS: MONTE CARLO EVIDENCE
We will analyze the power of the RCC tests using the 5% right tail critical value. The DGP under the alternative hypothesis of cointegration is generated by a bivariate vector error correction model with weakly exogenous variables for the cointegrating parameter vector. Consider the following restricted VAR model, for the (y t , x t ) vector which is generated by, 1 a 0 1
where
The alternative hypothesis is a standard linear error correction model (ECM) DGP:
∆x t = w 2t where α = 1 and c = 0. We will study the power of different non-cointegration tests: the RCC, and the Engle- Since the EG test is based on estimating the true error correction model (DGP), the EG test for non-cointegration is more powerful than the RCC. However, the RCC is more powerful for small values of b, slow error correction EC adjustment, (see for example a = 0, b = −0.01 in Table III ). Notice that the power of the RCC decreases the larger is a.
Nonlinear cointegration and nonlinear error correction Escribano (1986 Escribano ( , 2004 analyzes ECM models in nonlinear contexts where the cointegration relationship can be linear or nonlinear and the equilibrium correction term can also be linear or nonlinear. He proposes alternative representation theorems for nonlinear error correction (NEC) models based on the concepts of I(1) and I(0) introduced by Escribano (1986 Escribano ( , 1987 and Escribano and Mira (2002) . Escribano (1986 Escribano ( , 2004 proposes a methodology to implement parametric and nonparametric error correction models. Using the data bases of Friedman and Schwartz (1982) and Ericsson, Hendry and Prestwich (1998), extended until the year 2000, he implemented this methodology to estimate a nonlinear money demand for the U.K. from 1878 to 2000. Within the class of parametric models he discusses cubic polynomial (and rational polynomial) error correction models, see also Hendry and Ericsson (1991), Ericsson, Hendry and Prestwich, (1998). Nonlinearities can eliminate most of the power of usual noncointegration test as will be seen in the following Monte Carlo simulations.
Power of RCC against a Nonlinear cointegrating relationship Consider now that the DGP under the alternative hypothesis is given by the following linear error correction model (ECM) with a nonlinear cointegration relationship.
H 1 : The alternative hypothesis is a linear ECM but with nonlinear cointegration DGP: As we can see from Table V , when the ECM is linear but with a polynomial cointegration function RCC test is much more powerful than the EG in all the cases. In particular, we observed that the highest power is obtained for j = 3 followed by j = 4 and j = 2 respectively. The intuition given by Escribano (2004) is the following; cubic polynomials are very flexible and can approximate different level shifts. Furthermore, the error correction term in this case can be equilibrium correcting (stable nonlinear adjustment) and therefore not a deviating error adjustment term as can happen with the quadratic polynomial. Notice that, as expected, the empirical power of the Tests decrease with the parameter a even for large negative values of b. Let the nonlinear cointegrating function be g(z t−1 , α) = exp(z t−1 /100). The power of the EG test is very low since this linear procedure misspecifies the estimation of the cointegrating vector by assuming that it is linear. When there is no short run dependence (a = 0) the power of the RCC is very high and it is reduced when the parameter a is large. This is due to the fact that if the short run dependence is high, the nonlinearity also strongly affects the short run dependence of the cointegrating errors and therefore the power of those tests, that do not take this information into account is reduced. Similar results are obtained when the nonlinear cointegrating function is g(z t−1 , α) = log(z t−1 + 100), see Garcia (2003 
with w 1t , w 2t N id(0, 1) errors, mutually independent. Consider the following value of the linear cointegrating parameter α = 1, with different nonlinear adjustments, f (.). Let the cointegrating error be U t−1 = y t−1 − αx t−1 and let the nonlinear error correction adjustment be the following polynomial case:
The functional form (17) , is justified by the Representation Theorem of NEC models of Escribano (2004) where the stability condition on the nonlinear adjustment is satisfied It is clear that the power of the RCC is much higher than the power of the EG and that the power of RCC decreases with the short run dependence of both series measures by parameter a. Following Escribano (2004), we combine now both types of linearities.
H 1 : Nonlinear cointegration in a nonlinear error correction (NEC) model DGP:
where w 1t , w 2t are N id(0, 1), mutually independent and where α = 1. We can consider two types of nonlinearities in the cointegration relationship.
Let U t−1 = y t−1 − log(x t−1 ) and substitute in (17) . The size adjusted power of the RCC and EG tests , are given in Table VIII if U t−1 is included in (17) . Similar power results are obtained for U t−1 = log(y t−1 ) − αx t−1 . H 1 : Linear error correction and cointegration in the presence of structural change in the cointegrating vector DGP:
where w 1t , w 2t are N id(0, 1) errors, and mutually independent, where c 1 measures the change in the cointegrating vector. We will consider the following values, α = 1, c 1 = 2. The structural break is created by the artificial dummy variable D 1t , defined by,
Based on 10,000 replications of the Monte Carlo simulations, we obtained the size adjusted power of the tests RCC and EG , see Table IX.   Table IX Table IX show that the RCC is more powerful that the EG test to reject the null hypothesis of non cointegration in the presence of a structural break in the cointegrating vector. The power of the RCC is very good for moderate short run dependence (a = 1) and when the parameter (b) of the error correction adjustment is not slow. Those power results of the RCC test statistic are very promising however, we need to find a small sample correction of the RCC test statistic to make it invariant to the short run dependence indicated by the parameter a. As was mentioned in the previous section, the solution to this problem is in the test statistic that we called RCC CD (RCC corrected for dependence). The idea of the correction is to count the synchronicity of the jumps, or new records, of both series (y and x) but relative to the synchronicity of the jumps in the first differences of the series (∆y and ∆x). The RCC with the correction for dependence is, RCC CD mentioned before. We showed in Table II that the critical values of the RCC CD test statistic are now independent of the short run correlation measured by the parameter a. The question now is to evaluate the impact of this small sample correction on the power of the test. However, since the empirical distribution of the RCC CD is very similar to the RCC with a = 0, and since for a = 0 the RCC test was most powerful we expect to also get important power improvements when a = 0 by using RCC CD instead of RCC.
EMPIRICAL APPLICATIONS
Analysis of gold and silver prices Gold and silver have been actively traded for thousands of years and remain important and closely observed markets. Here, following Escribano and Granger (1998), monthly prices are analyzed from the end of 1971 until 1996. We are interested in testing the existence of contemporaneous relationships between the prices of the two commodities in log levels. These prices are determined in clearly speculative markets and therefore their behavior should be captured by unit-root time series models. The unit root is supported by the Dickey Fuller (DF) type tests using from 1 to 6 lags of the dependent variable and including constant and constant and trend variables in the regression equation. There is, however, a feature of this data that makes it particularly interesting, which is the widely known and welldocumented bubble in silver prices from roughly June 1979 to March 1980. The objective now is to investigate the effect of the bubble on testing for the existence of a long-run relationship (cointegration). The results in Escribano and Granger (1998) support the use of the intercept-dummies (level shifts in the intercept, introduced to explain the bubble period and their impact on the post-bubble period) greatly strengthens the evidence of cointegration.
When testing the null hypothesis using the EG test on the residuals with one lag we get a t-ratio t 0 = −2.23 and therefore we cannot reject H 0 , at the 5% significance since the critical value is -3.7. However, if we consider the two level shifts that occur in the cointegration relationship we get t 0 = −4.54, which rejects the null of no cointegration 1 . Testing for cointegration between the log prices of gold and silver with the RCC test statistics is interesting since those procedures do not require prior estimation of the cointegrating relationship and could indicate departures from linearity.
On the available data sample (of length n = 224), the values obtained for the RCC and for the RCC CD (with x t , y t representing now the logarithms of the gold and the silver price series) were 4.8045 (a=0, 5% C.V.=3.12) and 3.56 (5% C.V.=3.3), respectively. These findings support the rejection by H 0 of independent random walks in favor of the cointegration alternative hypothesis (between the log prices) respectively at the 5% significance level.
Analysis for the UK money demand (1878-2000) Escribano (1986 Escribano ( , 2004 found a cointegration relationship between the log of velocity of circulation of money (V) and short run interest rates in nominal terms (RNA), from annual observations from 1878 to 2000. Therefore, this cointegration relationship is nonlinear, and he showed that if we transform V and RNA in logs, they are still cointegrated and the cointegration relationship is linear.
However, when we test the null hypothesis of no cointegration between log(V) and RNA based on the residuals of the EG test statistic we obtain a value of −1.7 and therefore we cannot reject the null hypothesis 5%. This result contradicts the ECM test done in the nonlinear error correction model. Applying our RCC test statistic , we found RCC = 3.5, which is larger than the 5% critical value, for n = 130 and a = 0 (3.11). That is, with the RCC we reject the null of no cointegration if there is no short run contemporaneous correlation. The same result is obtained for certain values of a = 0 but not for all.For example, we also reject for a = 0.5, but not for a = 1 and 1.5. Therefore, it is important to apply the RRC CD test statistic,which is independent of a, in order to take a final decision.
SUMMARY
In this paper we proposed a non-cointegration test statistic (RCC) based on the first differences of the ranges of the series. This model free cointegration testing device could also be used in the finite samples. The key idea is to count the synchronicity of the new records and it is therefore called record counting cointegration (RCC). The series will not be cointegrated if there is a lack of synchronicity (up to a constant delay) between the sequences of jumps or between the new records of the series. If the two series have a common stochastic component (common trend), their ranges will tend to jump together indicating the synchronicity of the new records. The RCC test statistic clearly outperforms the traditional DF unit root test on the cointegrating residuals (EG) as well as nonparametric tests in a similar context previously proposed by Aparicio, Escribano and Garcia (2006a) . The small sample properties of RCC nonparametric test are analyzed by Monte Carlo simulations and with some empirical examples. In particular, we test the null hypothesis of non-cointegration against the alternative hypothesis of a nonlinear error correction (NEC) and/or nonlinear cointegration. Furthermore, we are be able to show that the RCC test for non-cointegration is robust to nonlinearities and structural breaks. One important advantage of this RCC approach is that it does not require previous estimation of the unknown (maybe nonlinear) cointegrating relationship. Our Monte Carlo simulation analysis suggests that the proposed methodology is robust to different departures from the classical linear cointegration context, like nonlinearities in the cointegrating relationship or in the error correction term, or to structrual changes in the cointegrating relationship. The performance evaluation of the RCC in terms of size and power, is compared to the EG cointegration test. However, the RCC is sensitive to the short run dependence between the series. Therefore we suggest a small sample correction for dependence, the RCC CD , which works very well even in very small samples (good size and power properties). Finally our RCC test statistic is applied to different data sets to show it usefulness in identifying cointegration in the presence of important nonlinearities and structural changes. Escribano and Garcia (2006b) . PROOF OF THEOREM 1. Since x t is a random walk we have from Lemma 1 :
since from Euler's formula we can write
Now if x t and y t are independent we have E RCC
Therefore, under H 0 , we can write for some positive constant µ: RCC (n)
x,y = µ log n + δ n V where V denotes a non-degenerate random variable with unit variance and δ n defines the asymptotic order for the standard deviation of RCC (n)
x,y . Our next objective is to determine δ n . To do this, first note that E RCC ) and (log n) 
