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Abstract
The simulation of whole blood stands as a complex multi-body problem. The Moving Particle
Semi-implicit method, a Lagrangian particle method to solve the incompressible Navier-Stokes
(NS) equations, is developed to perform simulations in complex periodic domains. Red blood
cells are modelled using the spring network approach, that act as body force terms in the NS
equations. Detailed presentation and derivation of both the MPS method and different spring
network models is given. An adaptive time step and an implicit scheme are adopted, improving
the stability and overall computational efficiency.
The findings from the simulations show evidence that in proximity to the vessel wall, the
red blood cells expose a larger surface area by orientation and deformation, due to the presence
of a high velocity gradient. The greatest membrane internal stresses occur in the core region of
the flow. The intra-cell interaction is driven by a complex flow field that can be visualised in a
Lagrangian framework, and highlights vortex structures in the wakes and in between the cells.
The stresses the blood exerts on the vessel wall is influenced by this complex flow field and by
the presence of red blood cells.
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1. Introduction
Computational haemodynamics in large vessels relies on solving the incompressible Navier-
Stokes equations, often employing non-Newtonian rheological models. Such simulations serve
to understand the large scale description of the flow field, and have supported studies including
hemolysis [1], thrombosis [2], convective transport and vascular remodelling [3], amongst many
others. In actual fact, blood is composed of plasma (∼55% by volume) that is mostly water,
and holds in suspension several types of cells: red blood cells (erythrocytes), white blood cells
(leukocytes) and platelets (thrombocytes). The proportion of blood occupied by red blood cells
is referred to as the hematocrit (HCT), and is normally about 40-45% by volume [4]. As such,
when simulating blood flow in micro-sized vessels, the fluid medium can no longer be adequately
described through a continuum model (homogenisation), but instead requires the consideration
of each individual cell in suspension in order to accurately model and understand the physical
and biological processes [4, 5, 6].
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Modelling and simulating blood flow at the micro-scale [7, 8, 9], has important implications
in understanding, for example, thrombosis [10] in far greater detail. Furthermore, it opens pos-
sibilities to study diseases such as malaria [11, 12], the development of micro-channel devices
for efficient cell separation [13, 14], understanding the mechanisms behind the rheological be-
haviour [15], and drug delivery [16], to name but a few applications. Most of the numerical
simulations of blood micro-circulation rely on Lagrangian particle or immersed boundary type
methods. In this work, we employ the moving particle semi-implicit (MPS) method [17], and
develop this numerical scheme further with the scope of simulating blood micro-circulation. In
doing so we build on the works of [7, 12, 18, 19, 20, 21] that employ MPS for simulating blood
micro-circulation.
The MPS method was introduced in [17] to solve the incompressible Navier-Stokes equa-
tions. The method has since developed greatly, both to improve stability and accuracy, and has
been used to solve a variety of problems including wave impacts on floating bodies [22, 23, 24],
sprays dynamics [25], jet and droplet breakup [26, 27, 28, 29], mixing [30], fragmentation and
vapour explosions [31], drop impact and deposition [32, 33], heat transfer [34, 35], turbulence
modelling [36], and coupling with the finite-element method [37]. The MPS method is similar to
other methods that have successfully simulated blood micro-circulation, such as smoothed parti-
cle hydrodynamics (SPH) [38], multiparticle collision dynamics (MPC) [39, 40] and dissipative
particle dynamics (DPD) [8, 9]. In these methods the particles commonly represent lumped vol-
umes of fluid that carry, in a Lagrangian framework, all the information of the fluid along their
trajectory. An alternative Lagrangian particle approach is to consider the particles as collocation
points [34, 41, 42]. A Hamiltonian MPS method has been proposed in [46], with advantages of
accurate conservation properties and symplectic integration.
The MPS method solves the incompressible Navier-Stokes equations directly with a strong
formulation, through the substitution of the spatial derivatives with discrete differential operators.
The incompressible SPH (ISPH) method [43] was developed subsequently and shares several as-
pects, however the spatial discretisations differ considerably. The SPH method uses a kernel
function to interpolate unknowns, and favours a weak formulation of the governing equations.
The DPD and MPC methods are mesoscopic stochastic simulation techniques, with consideration
of thermal fluctuations and hydrodynamic interactions, that do not attempt to solve differential
equations directly but instead achieve appreciable results by careful selection of the technique’s
various parameters and coefficients. The DPD, MPC and several variants of the SPH methods
involve explicit time integration which may result in efficient parallel software implementations.
While this simulation technique perspective may be attractive to model complex fluids, the in-
ability to directly solve a differential equation can present obstacles in using the DPD or MPC
methods.
The MPS method relies on a fractional-step approach to solve the irrotational and solenoidal
fields separately. In the original form presented in [17], the viscous forces applied to the velocity
field (irrotational field) are solved explicitly while the pressure (solenoidal field) is solved im-
plicitly, hence giving rise to the name of the method. While this approach is generally preferred
in the literature, the pressure can also be solved explicitly by using an equation of state [47, 48],
thus improving computational performance in certain classes of problems. In the present study a
fully implicit approach is developed, which is favourable in cases of small spatial discretisations
since the limiting stability criteria (viscous terms) on the time step is related to h−2, where h is
the spatial discretisation size.
In this work the MPS method is developed in the context of modelling blood micro-circulation
in periodic geometries, though the developments are naturally pertinent to other problems. Three
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important additions to the classical MPS method are presented in detail: i) cell membranes are
modelled as a network of springs that act on the Navier-Stokes equations through body force
terms; ii) a pressure drop boundary condition is formulated to drive the flow; iii) an implicit
scheme on the irrotational field is used to improve stability and allow for larger time steps. In
this study the original discrete differential operators are used, as these are more familiar in the
literature and avoids unnecessary detail of the various developments. Some key developments
are nevertheless cited and discussed where relevant. In doing so, much of the available literature
is concisely presented to a wider audience.
The papers is organised as follows. The MPS method is presented in detail in Section 2, and
in Section 3 the spring network model to represent the cell membranes is outlined. Simulations
of red blood cell micro-circulation are presented and discussed in Section 4, in incremental level
of complexity. Conclusions about the numerical methods and the findings from the simulations
are summarised in Section 5. An Appendix is also provided with details of the derivation of
the discrete differential operators, linearised implicit scheme for the spring membrane, and a
geometry reconstruction approach using radial basis functions.
2. Moving particle semi-implicit (MPS) method
The following outline of the MPS method follows closely the presentation of the standard
method [17], together with the proposed developments for the simulation of blood circulation as
a multi-body medium. Other advances present in the literature are cited and briefly discussed.
2.1. Particle discretisation and function approximation
The domain is initially discretised uniformly, using a Cartesian grid for simplicity (though
this is not mandatory), to comprise of particles of three types: fluid, wall and ghost. The set of
all particles {P} can therefore be grouped respectively into disjoint sets {PF }, {PW}, and {PG};
the size of these is denoted by |{PF }| = NF , |{PW}| = NW and |{PG}| = NG, and the total number
of particles is |{P}| = N = NF + NW + NG. In this work we will consider periodic inflow/outflow
sections, and subsequently can divide the sets into real particles that sample the spatial domain,
and periodic particles that are mapped real particles at the periodic sections. Subsequently, the
sets are expressed as {PF } = {PF r ∪˙ PF p}, {PW} = {PWr ∪˙ PW p}, and {PG} = {PGr ∪˙ PGp},
with NF = NFr + NF p, NW = NWr + NW p, and NG = NGr + NGp. A simple pictorial representation
of the particle sets is provided in Fig. 1.
Due to the Cartesian discretisation, the fluid and wall particles uniformly sample the domain,
resulting in a step-like wall representation. The use of ghost particles to pad the external domain
is a common technique to ensure that the particle number density (see below) does not drop near
the wall. An alternative to using ghost nodes is to provide the necessary pressure gradient at the
wall by assuming a lumped wall weight function [50, 51], which allows for greater flexibility at
a reduced accuracy.
In mesh-free methods, function approximation relies on the information available in a local
neighbourhood, and is often based on a weighted radial interaction, hence proximity, such that
closer neighbouring points have a greater influence than further ones. In the classical MPS
method the weight function is based on the inverse distance (Shepherd interpolant), given by:
w(r) =
{ re
r − 1 0 < r < re
0 re < r
(1)
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= ﬂuid particle;
= wall particle;
= ghost particle;
= periodic ghost particle;
= periodic wall particle;
= periodic ﬂuid particle;
= domain wall;
}
}
}
Figure 1: Pictorial representation of the particle types in a periodic domain.
where re is the radius of compact support, and r is the radial distance.
Consider a scattered set of points, where locally the central particle is located at xi and M
neighbouring particles have locations x j and lie within the compact support re. The distance
between these particles is given by r = |x j−xi|. Similar to above, we denote by MF , MW and MG
the number of neighbouring particles that belong to the respective sets {PF }, {PW}, and {PG},
hence M = MF + MW + MG. From these considerations we interpolate the value of a scalar φ at
an arbitrary location i by:
φi =
1∑M
j,i w(r)
M∑
j,i
(
w(r) φ j
)
(2)
A typical value for the radius of compact support is re = 2.1h0, where h0 is the particle spacing
for a Cartesian grid discretisation of the domain [17]. The volume associated to each particle
is therefore given by Vparticle = h30, and translating this to a spherical volume representation
Vparticle = (4/3)pi(l0/2)3, where l0 is the ‘expected’ particle spacing during simulations.
Other weighting functions have been tested in order to improve the stability of the MPS
method in [52]; however it should be noted that a change in weighting function cannot be the
critical solution to stabilise simulations nor achieve greatly improved accuracy [53].
2.2. Particle number density
An important measure in MPS is the particle number density, which can be directly derived
from Eq. 2 by considering φ j = 1. The particle number density at particle i is given by:
ni =
M∑
j,i
w(r) (3)
It should be noted that the central part occupied by particle i is excluded. Since particles rep-
resent lumped volumes of fluid, the density is proportional to the particle number, ρi ∝ ni. For
incompressible flows this particle number density should be constant n0, indicating a uniform
(albeit scattered) distribution of the particles. Note that by considering φ = 1 we have assumed
that the particles have the same mass, and therefore discretise the domain at a constant resolution,
though this need not be the case and can act as a means of adaptive spatial discretisation.
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2.3. Time integration
Consider the mass continuity and Navier-Stokes equations in the Lagrangian frame of refer-
ence:
1
ρ
Dρ
Dt
+ ∇ · u = 0
Du
Dt
= −∇p
ρ
+ ν∇2u + g
(4)
where DDt denotes the material derivative with respect to time, u is the velocity, p is the pressure,
g is the external body force per unit mass, and ρ and ν are respectively the fluid density and
kinematic viscosity. As a fractional step method, the MPS method is in essence a predictor-
corrector method for the velocity. Consequently the particle velocities are given by un+1i =
u∗i +u
∗∗
i and the location of the particles is advanced by x
n+1
i = x
n
i +∆t u
n+1
i . Here the superscripts∗ and ∗∗ respectively denote the predictor and corrector stages, and superscripts n + 1 and n are
consecutive time steps.
The temporal derivatives in these equations can be discretised using the forward Euler scheme
as:
Du
Dt
=
un+1 − un
∆t
=
u∗∗
∆t
+
u∗ − un
∆t
;
Dρ
Dt
=
ρ∗∗
∆t
+
ρ∗ − ρn
∆t
(5)
It follows that the conservation of momentum equation becomes
u∗∗ + (u∗ − un) = −∆t
ρ
∇p + ∆t (g + ν∇2u) (6)
which can be split in the two time steps of predictor and corrector:
u∗ = un + ∆t (ν∇2u∗ + gn) (7a)
u∗∗ = −∆t
ρ
∇pn+1 (7b)
It is important to note in Eq. 6 we have not specified the time instance of the variables on the right
hand side, while in Eqs. 7 we have specified these steps as implicit, with explicit treatment of
the body force term only. The body force term, g, includes: i) pressure gradient from boundary
conditions, fp; ii) external body forces, such as gravity, fe; iii) the structural forces, which in
our case are the cell membrane forces fs; hence g = (fs + fp + fe). Additional forces may be
considered to model further physical processes with ease. Of these, the structural forces depend
on the position of the particles, such that an explicit treatment is simpler at the current stage
though an iterative approach may be employed at a greater computational cost. In Appendix
B a linearised implicit formulation for the spring forces is presented, thereupon the body and
viscous forces can eventually be included as a single implicit step. In this work the term fe has
been neglected. The above Eqs. 7 are rewritten to clearly outline the splitting to facilitate later
discussion
u∗ = un + ∆t (fns + f
n
p) + ∆t (ν∇2u∗) (8a)
u∗∗ = −∆t
ρ
∇pn+1 (8b)
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In a similar way, the continuity equation can be re-written as:
(ρ∗∗ + (ρ∗ − ρn)) 1
ρ∆t
= −∇ · (u∗∗ + u∗) (9)
once again splitting into the two time steps of predictor and corrector:
1
ρ
ρ∗ − ρn
∆t
= −∇ · u∗ (10a)
1
ρ
ρ∗∗
∆t
= −∇ · u∗∗ (10b)
Since ρ ∝ n we rewrite Eq. 10b as:
1
n0
n∗∗
∆t
= −∇ · u∗∗ (11)
We note that to enforce incompressibility (Dρ/Dt = 0) we require n∗ + n∗∗ = n0, and substituting
Eq. 8b into Eq. 11, and after rearranging we obtain the pressure Poisson equation:
∇2 pn+1 = −ρ
∆t2
(n∗ − n0)
n0
(12)
The solution of the pressure is then used to compute the pressure gradient, and subsequently the
corrector velocity from Eq. 8b. The pressure Poisson equation above relates the pressure to the
deficit in the particle number density, hence the local density variation. This approach ensures
the conservation of mass even after simulating many time steps, however the system is very stiff
and can cause pressure oscillations and induce instabilities. This is often reported as the main
cause of simulation breakdown.
Alternative source terms to the pressure Poisson equation have been put forward to improve
stability and accuracy of the method, and it is relevant to discuss these briefly now. One of these
is clearly to consider the particles as collocation points [42, 34, 53, 54], and we rewrite Eq. 8b
as:
−∆t
ρ
∇pn+1 = u∗∗ = un − u∗ (13)
and taking the divergence on both sides, using ∇ ·un = ∇ ·un+1 = 0 as the equation for mass con-
servation for an incompressible fluid and rearranging, we obtain an alternative pressure Poisson
equation:
∇2 pn+1 = ρ
∆t
∇ · u∗ (14)
The resulting pressure field is smoother and the method is more robust. The disadvantage of this
approach is that round-off errors will accumulate and mass conservation is no longer maintained
with long simulations involving many time integration steps. A mixed approach, based on a
weighted average from solutions to both Eq. 12 and Eq. 14, has been suggested [53, 54] to obtain
a more accurate pressure distribution and empirically adjust for the mass conservation. Given
the importance to conserve the red blood cell volumes, the pressure Poisson equation given by
Eq. 12 is adopted. A further alternative source term for the pressure Poisson equation employs a
higher order discretisations of the continuity equation, considering the substitution of Eq. 3 such
that D nD t =
∑M
i, j
D w(r)
D t , and differentiating using the product rule [55, 56]. Another source term
proposed in [57] and discussed further in [58] to stabilise the MPS method, involves the addition
of error-compensating terms in small amounts, which are based on the temporal gradient and
Laplacian of the particle number density.
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2.4. Outline of scheme
The method, based on the classical MPS scheme but with implicit treatment of the viscous
terms and explicit forcing terms, can be concisely detailed in order of computation steps as
follows (boundary conditions are stated but discussed in greater depth in section 2.6):
Step.1 pressure field for pressure boundary conditions (implicit step),
∇2 p∗ = 0, with BCs: ∆p for periodic sections, ∇p · en = 0 at walls;
Step.2 body forces (pressure gradient, spring forces),
fnp = −1ρ ∇p∗ , fns = spring forces;
Step.3 solve for the viscous forces and increment velocity (implicit step),
u∗ = un + ∆t(fns + fnp) + ∆t(ν∇2u∗), with BCs: ui = 0 at walls
Step.4 check CFL condition is satisfied, if not go to Step.3 with smaller ∆t;
Step.5 move particles,
x∗ = xn + ∆t u∗;
Step.6 pressure Poisson equation to satisfy incompressibility (implicit step),
∇2 pn+1 = −ρ
∆t2
(n∗−n0)
n0
, with BCs: ∇p · en = 0 at walls;
Step.7 update the velocity,
un+1 = u∗ + u∗∗ = u∗ − ∆tρ ∇pn+1;
Step.8 move particles,
xn+1 = xn + ∆t un+1.
2.5. Discrete differential operators
The above scheme requires numerical approximations for the gradient and Laplacian opera-
tors. The discrete operators are given here, however the derivation and additional discussion is
provided in Appendix A.
Let us consider an arbitrary scalar quantity φ given at each particle. The discrete gradient
operator is computed as a weighted average over neighbouring particles as:
〈∇φ〉i = dni
M∑
j,i
w(r)
(φ j − φi)(x j − xi)
|x j − xi|2 (15)
where d is the number of space dimensions, thus d = 3 in 3D. From the above scheme, we note
that the gradient operator is used only on the pressure in Step.2 and Step.7, and therefore our
scalar quantity φ ≡ p. From Eq. 15 we note that the term (p j − pi) may assume both positive and
negative values, resulting in a repulsion or attraction. This pressure gradient would give rise to a
fluctuating velocity correction field, that can degrade both accuracy and stability of the method.
An alternative is to consider the following formulation [17]
〈∇φ〉i = dni
M∑
j,i
w(r)
(
φ j −min(φi))(x j − xi)
|x j − xi|2 (16)
where min(φi) signifies the minimum value of φ among the neighbouring M particles of particle
i and itself. We can now see that the term
(
p j − min(pi)) results exclusively in positive values,
hence only repulsive forces, resulting in a smoother velocity correction field. The formulation is
however now no longer symmetric, and consequently the conservation of momentum is no longer
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respected. To solve this a corrected gradient operator was proposed [55, 56], which maintains
symmetry and results only in repulsive forces
〈∇φ〉i = dni
M∑
j,i
w(r)
((
φi + φ j
) − (min(φi) + min(φ j)))(x j − xi)
|x j − xi|2 (17)
Due to its symmetric properties, this formulation however is incompatible with applying pressure
boundary conditions. For example, in the case of a linear pressure gradient field, we erroneously
obtain ∇p = 0 when computed with Eq. 17. As a result of these observations, the discrete
gradient operator used to compute ∇p∗ (Step.2) is given by Eq. 16, while Eq. 17 is employed
to compute ∇pn+1 (Step.7). The basic form (given by Eq. 15) is adopted in the outline of the
discretised scheme in Section 2.8 for clarity, and it should be remembered that the alternative
derivations are used in its place.
The Laplacian is derived from the solution of the diffusion equation [59]. For a scalar quantity
φ, it is given by:
〈∇2φ〉i = 2d
λni
M∑
j,i
w(r)(φ j − φi) (18)
where the normalisation coefficient serves to convert the analytic continuous solution to discrete
points, and is given by
λ =
∑M
j,i
(
w(r) r2
)∑M
j,i w(r)
(19)
Alternative discrete operators for the Laplacian have been proposed in [56] as the divergence of
the gradient operator, thus maintaining the order of the discrete differential operators consistent.
2.6. Boundary conditions and linear systems
The boundary conditions for the system given by Eq. 8a (Step.3) are periodic inflow/outflow
sections, and Dirichlet condition on the wall for which u = 0 (no-slip) is chosen here. For
simplicity the ghost particles are given the same velocity as the wall, which is a reasonable
approximation given the inverse distance weight function (Eq. 1) used and noting that the ghost
particle are distant from the central particle. It has been reported in [32, 54] that mirroring the
fluid velocities at the ghost particles based on the wall location will enforce the prescribed wall
velocity more accurately. Starting from Eq. 8a and using the discrete Laplace operator in Eq. 18,
we obtain
u∗i = u
n
i + ∆t (f
n
s + f
n
p) +
ν2d∆t
λnni
M∑
j,i
(
w(r)(u∗j − u∗i )
)
for {i ∈ PF r} (20)
and considering the Dirichlet boundary conditions we expand to obtain:
u∗i
(
λnni
ν2d∆t
+ nni
)
−
MF∑
j,i
(
w(r) u∗j
)
=
λnni
ν2d∆t
(
uni + ∆t(f
n
s + f
n
p)
)
+
MW +MG∑
j,i
(
w(r) u∗j
)
(21)
The resulting linear system is square (dimension NF), symmetric, strictly diagonally dominant,
hence positive definite. The left hand side represents the unknown variables and the right hand
side the known values.
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Due to the splitting scheme (which relies on the Helmholtz-Hodge decomposition), the linear
system to solve the pressure Poisson equation (Step.6) employs the ∂ p/∂ en = 0 Neumann con-
dition on the wall, where en is the surface normal unit vector. In order to reduce the non-physical
boundary layers due to this condition [60, 61], the Neumann condition is imposed at the wall con-
sidering the ghost particles to form the gradient, hence (p j − pi) = 0 for {i ∈ PF ∪˙ PW , j ∈ PG}
is implied for the weighted average. Starting from Eq. 12 and using the discrete Laplace operator
in Eq. 18, we obtain
2d
λn∗i
M∑
j,i
w(r)
(
pn+1j − pn+1i
)
=
−ρ
∆t2
n∗i − n0
n0
for {i ∈ PF r ∪˙ PWr} (22)
and considering the Neumann boundary conditions we obtain:
MF+MW∑
j,i
(
w(r) pn+1j
)
− pn+1i
MF+MW∑
j,i
w(r)
 = −ρλn∗i∆t22d (n∗i − n0)n0 (23)
The matrix resulting from the linear system can be easily written to have unitary diagonal, equiv-
alent to a Jacobi preconditioning.
1
n#i
MF+MW∑
j,i
(
w(r) pn+1j
)
− pn+1i =
−ρλn∗i
n#i ∆t
22d
(n∗i − n0)
n0
(24)
where n#i =
(∑MF+MW
j,i w(r)
)
. The linear system given by Eq. 23 is square (dimension NFr + NWr),
symmetric weakly diagonally dominant, hence positive semi-definite. Since the solution of the
pressure is not unique, the pressure should be fixed in some form. An option is to fix the pressure
at given particles, which is seen to work well in cases when the pressure is set for several particles,
as in free-surface problems [17]. However, if a single particle pressure is fixed at an arbitrary
value, it is found that the round-off errors can be detrimental to the accuracy of the solution. The
preferred approach in these cases is to set an average pressure through a Lagrange multiplier, and
the system given by Eq. 12 can be written as:
2d
λn∗i
M∑
j,i
w(r)
(
pn+1j − (pn+1i + pn+1λ )
)
=
−ρ
∆t2
n∗i − n0
n0
for {i ∈ PF r ∪˙ PWr} . (25)
Considering the Neumann boundary conditions and the average pressure condition, we obtain
1
n#i
MF+MW∑
j,i
(
w(r) pn+1j
)
− pn+1i − pn+1λ =
−ρλn∗i
n#i ∆t
22d
(n∗i − n0)
n0
(26a)
1
NF + NW
NF+NW∑
i
pn+1i = 〈p〉 = 0 (26b)
where pλ is the Lagrange multiplier pressure, and 〈p〉 is the average pressure. The linear system
formed by Eqs. 26 is square (dimension NFr + NWr + 1), and is no longer symmetric. The left
hand side represents the unknown variables and the right hand side the known values.
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The simulations considered involve periodic conditions to the fluid, and in order to simulate
complex geometries a pressure drop provides the necessary flexibility. The pressure drop bound-
ary condition may be derived by taking the pressure Poisson equation given by Eq. 12, and note
that nni = n
0 at the start of each time integration step (we are not solving for the pressure correc-
tion fractional step). We consequently arrive at the pressure Poisson equation with a zero source
term (Step.1). Considering once again the average pressure Lagrange multiplier, and introducing
∆p as the pressure drop across the periodic sections, hence ∆p j , 0 for { j ∈ PF p ∪˙ PW p}, we
obtain:
2d
λnni
M∑
j,i
w(r)
(
(p∗j + ∆p j) − (p∗i + p∗λ)
)
= 0 for {i ∈ PF r ∪˙ PWr} (27)
A pressure drop between any particles may be prescribed, however in fact we wish only to impose
a pressure gradient across the periodic inflow/outflow sections, and subsequently ∆p j , 0 only
on the periodic particles (sets { j ∈ PF p ∪˙ PW p}). By expanding and considering the Neumann
boundary condition on the wall, we arrive at
1
n#i
MF+MW∑
j,i
(
w(r) p∗j
) − p∗i − p∗λ = −1n#i
NF p+NW p∑
j,i
(
w(r) ∆p j
)
(28a)
1
NF + NW
NF+NW∑
i
p∗i = 〈p〉 = 0 (28b)
We clarify that ∆p is the pressure drop imposed on the periodic particles only, such that periodic
particles have the same index but have an incremented pressure at mapped locations. The linear
system formed by Eqs. 28 is again square (dimension NFr +NWr +1), and not symmetric. The left
hand side represents the unknown variables and the right hand side the known values. It is impor-
tant to note that Eqs. 28 are independent of the time step, which facilitates the implementation of
an adaptive time step size.
We direct the interested reader to [18, 34, 20, 42, 62] for discussion of non-periodic boundary
conditions for the inflow/outflow sections.
2.7. Additional stabilisation as local weak compressibility
The linear systems arising from the pressure calculation are stiff, and it has been suggested
in [63, 64] to introduce a weak compressibility. The method is briefly presented here for com-
pleteness and clarity, following closely [64].
Consider the equation of state c2 = ∂p/∂ρ, where c2 is the speed of sound. The derivative
can be approximated to yield ρn+1i − ρ0 = (1/c2)(pn+1i − p0), where ρ0 and p0 are the base density
and pressure. Dividing both sides by ρ0 and since ρ ∝ n we obtain
nn+1i − n0
n0
=
1
ρ0c2
(pn+1i − p0) (29)
For an incompressible fluid the base pressure can take any value and for convenience it is set to
p0 = 0. Let us also denote a small difference in the particle number density as ∆n = nn+1i − n0.
Finally, for convenience we rename ρ0 = ρ to be consistent with the above notation. The resulting
equation states that a difference in particle number density is proportional to a perturbation about
the base pressure value:
∆n
n0
=
1
ρc2
pn+1i (30)
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To introduce weak compressibility we increment n0 by ∆n in Eq. 12:
∇2 pn+1 = −ρ
∆t2
(
n∗ − (n0 + ∆n)
n0
)
=
−ρ
∆t2
(
n∗ − n0
n0
− 1
ρc2
pn+1i
)
(31)
Taking κ = 1/ρc2 to be a small constant and substituting in Eq. 18, this leads to
2d
λn∗i
M∑
j,i
w(r)
(
pn+1j − pn+1i
)
=
−ρ
∆t2
n∗ − n0
n0i
− κpn+1i
 for {i ∈ PF r ∪˙ PWr} (32)
and considering the boundary conditions as above we obtain
MF+MW∑
j,i
(
w(r)pn+1j
)
− pn+1i
(
n#i + κ
ρλn∗i
2d∆t2
)
=
−ρλn∗i
∆t22d
(n∗ − n0)
n0
(33)
It is evident that the diagonal term of the resulting linear system is greater in this formulation
of weak compressibility in comparison to Eq. 23. The resulting matrix from Eq. 33 is now
strictly diagonally dominant, is better conditioned, and benefits a faster solution time when using
iterative solvers. The pressure Lagrangian multiplier can be added in a similar fashion to Eqs. 26.
Furthermore the weak compressibility may be used in conjunction to the pressure boundary
condition Eqs. 28, though care must be taken not to obtain standing waved as a result.
The term κ ρλn
∗
i
2d∆t2 is however too small to have any practical effect. As the speed of sound is
very large in relation to the actual maximum particle speed during the simulations, |u|max, it has
been suggested to use c = 10|u|max [47, 48]. This weak compressibility term may be further
simplified either as a constant, hence
(
n#i + κ
ρλn∗i
2d∆t2
)
≈
(
n#i + κ
ρλn0
2d∆t2
)
= n#i + γ, or alternatively as
a function of the particle number density (though the summations to compute n# and n∗ are on
different sets of particles), hence
(
n#i + κ
ρλn∗i
2d∆t2
)
≈
(
n#i + κ
ρλn#i
2d∆t2
)
= β n#i . The first approach sug-
gests a uniform weak compressibility in the domain, while the latter serves as a local percentage
compressibility. Here the latter approach is used, however further investigation is necessary to
evaluate the preferred approach. Rewriting Eq. 33 to include this approximation we obtain
1
n#i
MF+MW∑
j,i
(
w(ri j)pn+1j
)
− β pn+1i =
−ρλn∗i
n#i ∆t
22d
(n∗ − n0)
n0
(34)
We set β = 1.0001, that is small enough not to affect the solution accuracy but improves the
stability and reduces the computational time required to solve the linear systems with Krylov
subspace iterative methods. Errors introduced by this weak compressibility are not cumulative
as the simulation progresses, in the sense that the fluid volume and n0 remain unaltered.
The stability of the MPS method has been analysed in [58], showing the method suffers
from tensile instability. The suggested approach to stabilising the MPS method is to improve
the order of discrete differential operators of the Laplacian and gradient, as well as including
error-compensating source terms in the pressure Poisson equation as mentioned above. In this
study, no instability was observed numerically. The procedural steps of the MPS method, taking
into consideration the boundary conditions and discrete operators, are now presented.
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2.8. Outline of discretised scheme
The discretised MPS method can be concisely detailed in order of computation steps as de-
tailed below. For each step the left hand side represents the unknown variables and the right hand
side the known values.
Step.1 pressure field for pressure boundary conditions (implicit step),
1
n#i
∑MF +MW
j,i
(
w(r) p∗j
)
− βp∗i − p∗λ = −1n#i
∑NF p+NW p
j,i
(
w(r) ∆p j
)
for {i ∈ PF r ∪˙ PWr}
1
NF +NW
∑NF +NW
i p
∗
i = 〈p〉 = 0 for {i ∈ PF r ∪˙ PWr}
Step.2 body forces (pressure gradient, spring forces),
∇p∗i = dn#i
∑MF +MW
j,i
(
w(r)(p∗j − p∗i )
(x j−xi)
|r|2
)
for {i ∈ PF r}
fnp = − ∇p
∗
ρ
fns = spring forces
Step.3 solve for the viscous forces and increment velocity (implicit step),
u∗i
(
λnni
ν2d∆t + n
n
i
)
−∑MFj,i (w(r) u∗j) =
=
λnni
ν2d∆t
(
uni + ∆t(f
n
s + fnp)
)
+
∑MW +MG
j,i
(
w(r) u∗j
)
for {i ∈ PF r}
Step.4 check CFL condition is satisfied, if not go to Step.3 with smaller ∆t
Step.5 move particles,
x∗i = x
n
i + ∆t u
∗
i for {i ∈ PF r}
Step.6 pressure Poisson equation to satisfy incompressibility (implicit step),
1
n#i
∑MF +MW
j,i
(
w(r)pn+1j
)
− βpn+1i − pn+1λ =
−ρλn∗i
n#i ∆t
22d
(n∗i −n0)
n0
for {i ∈ PF r ∪˙ PWr}
1
NF +NW
∑NF +NW
i p
n+1
i = 〈p〉 = 0 for {i ∈ PF r ∪˙ PWr}
Step.7 update the velocity,
∇pn+1i = dn#i
∑MF +MW
j,i
(
w(r)(pn+1j − pn+1i )
(x∗j−x∗i )
|r|2
)
for {i ∈ PF r}
un+1i = u
∗
i − ∆t 1ρ∇pn+1i for {i ∈ PF r}
Step.8 move particles,
xn+1i = x
n
i + ∆t u
n+1
i for {i ∈ PF r}.
2.9. Adaptive time integration
There is currently no complete set of stability conditions on the time step for the MPS method,
for a general scattered particle distribution. It is however straightforward to obtain guidelines by
considering both the Courant number (CFL condition) for the advection term and a diffusion
number for the viscous forces. We write these two conditions for MPS as:
advection : ∆t <
|r˜|min
|u˜|max (35a)
di f f usion : ∆t <
λ
2dν
(35b)
where |u˜|max = max(|ui − u j|) is the maximum relative velocity magnitude of neighbouring par-
ticles, and |r˜|min = min(|xi − x j|) is the minimum distance between neighbouring particles, where
max and min are over the entire set of particles P at the given time instance. We note that the
diffusion term is limited by a proportionality to h20 (from λ) while for the advection the propor-
tionality is to h0 (from |r˜|min). For micro-circulation therefore, the diffusion process requires a
smaller time step as the spatial discretisation h0 becomes smaller. For the parameters chosen for
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the results presented below, the diffusion time step is ∆t ∼ 5×10−8, while the advection time step
in the case of the flow in retina capillary model was found to fluctuate around ∆t ∼ 1.5 × 10−4.
It is consequently beneficial to use an implicit time integration for the diffusion term of Eq. 8a
(alternatively Eq. 21, Step.3), as suggested in [12]. We note also that an explicit sub-iteration
scheme was proposed in [12, 19] for solving the diffusion term, however these will ultimately be
more computationally intensive and less stable.
The CFL condition represents an important guideline for stability in the MPS method. The
pressure correction term is related to differences in particle number density n∗i − n0, as described
by Eq. 12 (alternatively Eq. 26, Step.6). In order to maintain stability and avoid non-physical
behaviour, the CFL condition is adopted as
∆t ≤ α |r˜|min|u˜|max (36)
with α = 0.1 as suggested by [43] (while other works suggest values α = 0.2−0.25 [47, 48, 49]).
Despite the implicit formulation for both the predictor and corrector steps, the adaptive time
step is based on the advection of particles that occurs at the end of the predictor stage (Step.5).
The procedure to set the time step involves firstly choosing a tentative value of ∆t (based on
inter-particle distances and velocities) in order to solve for the velocities in the predictor stage
(Step.3), and secondly the CFL condition is verified (Step.4). In the case that the CFL condition
is not satisfied, a new, smaller ∆t is estimated and the predictor stage is computed iteratively until
the CFL condition is met. This iterative correction to reduce ∆t to satisfy the CFL condition in
practice occurs rarely, and may be furthermore shortened by employing a conservative scaling
factor in the estimation of ∆t.
2.10. Further remarks
We first remark that while many authors assume constant values of the Laplacian normal-
isation coefficient λ (Eq. 19), strictly speaking this is incorrect. This parameter, as well as the
particle number density n (Eq. 3), should be recomputed for each particle every time the particles
are moved.
The linear systems have been solved using the CG or BiCGStab iterative methods, depending
if the matrix is symmetric or otherwise. The number of non-zero elements per row in the ma-
trices is influenced by the number of neighbourhood particles M, which is found to be M ∼ 50
for 3-dimensional simulations and re = 2.1h0. This is larger than low-order mesh-based meth-
ods, such that in comparison to these the solution of the linear systems is more computationally
intensive in the MPS method. The solution of the pressure Poisson equation, given by Step.6
is the stiffest of the linear systems to be solved due to the particle distribution, and requires the
most number of solution iterations to solve in comparison to Step.1 or Step.3. Consequently, the
adaptive time step discussed in section 2.9, that may require repeated solution of Step.3 to satisfy
the CFL condition based on the choice of ∆t, does not affect substantially the simulation time.
Consequently, the adaptive time step results in a stability control and effectively a faster overall
algorithm.
It is important to note that despite the implicit solution of the pressure Poisson equation to
correct for incompressibility (Step.6), at the end of each time integration step we observe in
general that nn+1i , n
0. The discrepancy is small, and the effects on mass conservation are not
cumulative as the simulation time proceeds. This discrepancy is not effectively caused by the
weak compressibility added by Eq. 34. As noted in [53], the reason is related instead to the fact
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cross-section of a domain detail of red blood cell detail of spring elements
at the start of the simulation membrane spring network connecting the particles
Figure 2: Left: cross-section of example domain at the start of the simulation. The particles are arranged in a Cartesian
fashion and the red blood cell membranes are then inserted, subsequently removing abutting particles. The different
particle colouring highlights the different classification of the particles types. Centre: detail of a single red blood cell,
showing the particle locations and the spring network connectivity. Right: pictorial representation of two triangle mesh
elements sharing a common edge, showing the spring elements resisting both tension/compression and bending.
that the particle number density is non-linear with respect to the coordinates. Furthermore we
note that the discrete Laplacian operator (used to compute the corrective pressure field) and the
discrete gradient operator (used to compute the corrective velocity) are independently derived
approximations, and may be inconsistent for general particle arrangement.
3. Modelling cell membranes as spring networks
The structure of biological cell membranes is typically a lipid bilayer, possibly under pre-
stress, which has been previously modelled in particle methods by a spring network [7, 8, 9, 12,
65]. The spring network approach utilises a mesh to join fluid particles of the MPS method, and
the connectivity of the mesh describes the spring elements. The conversion of material properties
between a spring network model and continuum description can be approximated, as reported in
[7, 66, 67, 68]. In the present work the mesh consists of piecewise-linear triangle elements. The
internal forces generated by the springs act on the fluid particles as body forces in Eq. 8a (Step.3).
Detail of a discretised red blood cell membrane is shown in Fig. 2.
The spring network approach is well suited to particle-based methods, due to their compara-
ble accuracy and simplicity. Various constitutive models have been used for the springs to model
cell membranes: spectrin-link [8], non-linear [9, 69], linear [7, 12]. Spring elements based on
particle proximity have also been used to model thrombus formation [18] and adhesion/tethering
[70]. While the spring network approach can provide sufficient accuracy in practice, it should be
noted that a continuum model cannot be represented [66, 67], and if more accuracy in modelling
is required then alternative approaches should be used [71]. One of the main difficulties in the
spring network approach is to ensure independence of the mesh anisotropy [66, 68, 69, 72].
The spring network typically consists of two types of springs, those that resist tension/compression
and bending, respectively generating forces ft and fb. The network may be modelled such that
these forces are either orthogonal or alternatively coupled, for which a variety of strategies ex-
ist. Here both orthogonal and a coupled network (constructed only with tension/compression
springs) are presented. Additional penalty forces may also be used, such as to constrain the
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cell volume and membrane area [7, 8, 9]. Due to the incompressibility property of the MPS
method the penalty force to constrain of the cell volume is not required. The membrane area
penalty forces may be difficult to implement without deteriorating the simulation, due to the
mesh anisotropy present, and can be circumvented by the use of rigid struts [73] or through de-
veloping the spring constitutive models accordingly, and are not considered further in this work.
Changes in membrane area are quoted in the results.
An additional repulsive surface penalty force, fr, is used to refrained particles from crossing
the cell membranes [9]. In numerical tests, membrane crossing was not observed even without
the repulsive surface penalty force, however this force was adopted nevertheless to cover any
eventuality. Importantly, repulsive surface penalty force is also used to provide a simple lubri-
cation force for the unresolved hydrodynamic interactions between solid bodies at very short
distances. Overall, the resulting spring force (per unit mass) acting on a particle is given by
fs = ft + fb + fr for the displacements, and fs,D = ft,D + fb,D + fr,D for the damping. In this study
the damping is not considered in the results but the theory will be detailed. As noted above, the
time integration for the spring forces is explicit, while in Appendix B we present a linearised
implicit approach.
3.1. Tension/compression springs
The forces for tension/compression springs act to resist stresses in the plane of the triangle
elements, and are given as [7]:
fti = κt
(|xi j| − Li j,0)
Li j,0
xi j
|xi j| (37)
where κt is the spring stiffness, xi j = x j − xi is the vector connecting particles i and j, and
Li j,0 is the spring rest length for spring element i j. A pictorial representation of these springs
is given in Fig. 2. We assume the membrane is under a very small pre-stress such that the rest
spring length is L0 = 0.9 l0 for all elements, based on the ‘expected’ particle spacing [12]. As a
consequence numerically, the spring network tends to be more uniformly arranged, and also the
particles joined by the network are on the whole closer than the expected inter-particle distance
to avoid other particles from crossing the membrane.
Let us consider two triangle elements of the spring network, connected along a common edge
as shown in Fig. 3a. The tension/compression springs are the connections between particles 1-3,
1-4, 3-4, 2-3 and 2-4. The force acts symmetrically along the vector xi j, and both linear and
angular moments are conserved. For a suitably uniform mesh, the force as given by Eq. 37
provides good results with a constant value of κt, and this approach has been considered in the
subsequent simulations. In the case of a highly anisotropic mesh it is necessary to employ an
anisotropic spring stiffness [66, 72]. The damping force is then given by:
ft,Di = κt,D
(
xi j
|xi j| · ui j
)
xi j
|xi j| (38)
where ui j = ui − u j and is the relative velocity between particles i and j. The damping force is
projected onto the unit vector xi j/|xi j|, ensuring again the conservation of the linear and angular
momentum [74].
3.2. Orthogonal torsion bending springs (uncoupled)
The torsion bending forces are constructed to act orthogonal to the tension/compression
springs modes. By uncoupling these two sets of forces, the material properties of in-plane and
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a) Configuration of torsion bending element (uncoupled).
b) Configuration of cross-linked bending element (coupled).
Additional spring elements connect particles 1,2 and locations 5,6.
c) Configuration of repulsive forces.
The abutting particle is number 4.
Figure 3: Detail of spring network for a) torsion bending elements, b) cross-linked bending elements, c) repulsive forces.
Particles are represented by circles and other locations by squares.
flexural stresses can be considered independently. Following the work of [75, 76], the modes can
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be elegantly presented as (see Fig. 3a):
η1 = |E| N1|N1|2
η2 = |E| N2|N2|2
η3 =
(x1 − x4) · E
|E| ·
N1
|N1|2 +
(x2 − x4) · E
|E| ·
N2
|N2|2
η4 = − (x1 − x3) · E|E| ·
N1
|N1|2 −
(x2 − x3) · E
|E| ·
N2
|N2|2
(39)
where N1 = (x1 − x3)× (x1 − x4), N2 = (x2 − x4)× (x2 − x3), E = (x4 − x3). Note that these modes
have units distance−1, such that for a given torque τ, the force at each node is given by fbj = τ η j,
for j = 1, . . . , 4. These relations can be obtained by considering orthogonality of bending modes
[75, 76], or simply by taking moments about the different edges. The torsion bending forces
must be proportional to these modes to ensure they will not couple with the tension/compression
springs. These modes are independent of the particle masses, such that non-uniform particles
may be used if desired without changing these modes. We note in passing that an efficient means
of computing the bending angle is θ = acos(nˆ1 · nˆ2), where the correct sign is given by eˆ ·(nˆ1× nˆ2).
Effects of mesh irregularity and non-uniformity are more pronounced and we follow [75, 76]
to normalise these forces by the ratio of |E|2/(|N1| + |N2|), which is the ratio of common edge
length to bending element span. Here a linearly increasing bending force is considered, hence
τ = κb (θ − θ0), where κb is the angular spring stiffness and θ0 is the rest angle. The final form of
the force resisting bending is:
fbj =
( |E|2
|N1| + |N2|
)
(θ − θ0) κb η j ; for j = 1, . . . , 4 (40)
We have chosen θ0 = 0 for all the bending elements, thus assuming that the membrane relaxes to
a flat configuration, and effectively prescribing a pre-stress of the membrane in bending.
The damping force for these bending modes is given by:
fb,Dj = −κb,D |E| (dθ/dt) η j ; for j = 1, . . . , 4 (41)
where κb,D is the damping coefficient. The term |E| is used for considerations of mesh scaling
[75, 76]. Since η j = ∂ θ/∂ x j [76], the rate of change of the angle is given by:
dθ/dt =
4∑
j
η j · u j (42)
where u j is the velocity vectors at node j.
3.3. Cross-linked bending springs (coupled)
Forces that resist bending may also be modelled by cross-linked tension/compression springs
[73, 77, 78, 79, 80]. The forces generated by the cross-links will not be orthogonal to the in-plane
membrane stresses, effectively coupling the two sets of forces. These cross-linked springs will
therefore resist both bending and in-place stresses [80].
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There are several advantages to using this cross-linked approach to account for the bending.
Firstly, the spring forces are simpler and allow for easier software implementation. Secondly, we
note that for the torsion bending forces the modes have units distance−1, such that distortions to
the mesh elements resulting in skewed triangles, may generate large bending forces during the
simulation. These large forces will result in smaller integration times and may even jeopardise
the stability of the method, though in practice this was not seen for the simulations effected
in the current study. Thirdly, a linearised implicit time integration scheme is easily obtained, as
detailed in the Appendix B. A final remark is that due to the coupling of the cross-linked bending
springs to the tension/compression springs that resist in-plane stresses, the resulting material will
have mild non-linear properties [80], which may be exploited to better describe the lipid bi-layer
membranes.
Let us consider Fig. 3b, where the bending element is now endowed with two extra springs.
The first spring connects the particles at the span extremities, acting only on the particles 1 and 2
fcb,1 = κc2
(|cb| − Lb,0)
Lb,0
cˆb ; fcb,2 = −fcb,1 ; fcb,3 = 0 ; fcb,4 = 0 (43)
where cb = x2 − x1 and cˆb = cb/|cb|. This spring stiffness is given by κc2.
The second spring connects marker locations 5 and 6, which are located at the mid-points
along the common edge (particles 3,4) and the span extremities (particles 1,2). The force gener-
ated does not act on these marker locations, but is imposed directly on the particles:
fca, j =κc1δ j
(|ca| − La,0)
La,0
cˆa ; for j = 1, 2
fca, j = − κc1δ j
(|ca| − La,0)
La,0
cˆa ; for j = 3, 4
(44)
where ca = δ1x1 + δ2x2 + δ3x3 + δ4x4, and cˆa = ca/|ca|. In the present work we choose points
5 and 6 to be mid-points, hence δ1 = δ2 = −1/2 and δ3 = δ4 = 1/2, and ∑ δi = 0. As noted in
[80], different choices for δi and consequently the locations of 5 and 6, are also possible. These
forces conserve both linear and angular momentum.
The rest lengths of the springs are set to La,0 = 0, and Lb,0 = L0
√
3 = 0.9 l0
√
3 (assuming
equilateral triangle elements). Hence, as for the torsion bending spring, we assume that the
membrane relaxes to a flat configuration. The damping forces for these cross-linked springs are
trivially derived similarly to Eq. 38, and are denoted by fc,Da and fc,Db . Finally, we state that the
bending springs using this cross-linked approach are given by fb = fca + fcb and f
b,D = fc,Da + fc,Db .
3.4. Surface-crossing repulsive springs
The cell membranes are modelled as a spring network, connecting specific particles in the
MPS discretisation. The spring network does not explicitly act as a barrier and in order to avoid
particles crossing through the triangular mesh elements in either direction, repulsive forces are
applied to push away any abutting particle, and consequently also the membrane particles in
order to conserve moments. Following the notation in Fig. 3c the repulsive forces are given by:
frj = −κr nˆ
(
de
r4,5
− 1
)
A j
A
0 < r4,5 < de ; for j = 1, . . . , 3
fr4 = −
3∑
j=1
frj
(45)
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where r4,5 = |x4−x5|, nˆ = (x4−x5)/r4,5 is the unit normal in the direction of the abutting particle,
and de is the radius of compact support for the repulsive forces.
Point 5 is the closest location to particle 4 on the triangle element. If point 5 lies outside
the triangle element, no repulsive force is employed. Moreover it may be the case that repulsive
forces may arise from two triangle elements if the membrane is locally non-planar, in which case
the forces are summed over all affected elements. While this approach has been successful in
the current work, we indicate to the interested reader that more complete repulsive models that
check also for proximity to edges and vertices can be found in [81].
The repulsive force weight function in Eq. 45 is the same as that in Eq. 1, and is aimed at
smoothly enforcing no element crossing but limiting its radius of influence to very short dis-
tances. The radius of compact support is chosen to be small de = 0.8l0, and the spring stiffness
was set to be small κr = 104 in comparison to the other membrane forces, as detailed below.
In practice, these forces are small, infrequently formed, and are used as a precaution measure
rather than a necessary approach to avoid particles crossing the membrane. Importantly, the
repulsive surface force is used to provide a simple lubrication force to capture the unresolved
hydrodynamic interactions of the solid bodies at very short distances.
4. Results and Discussion
For all the results presented, the material properties of the fluid (plasma and red blood cells)
were set as the density ρ = 1000 kg m−3 and the dynamic viscosity µ = 0.001 Pa s. The cells are
assumed to have the same fluid properties as the plasma. In order to impose different density and
viscosity, a local weighted averaging can be used as a first approximation [41]. The particle
discretisation was set to h0 = 0.4 µm following [12], while other works have used slightly
coarser (h0 = 0.46 µm [21]) or finer (h0 = 0.26 µm [7]) discretisations. In the present study
only red blood cells were considered in the flow, and the initial biconcave shape was given as an
analytic function proposed in [69]. Finally, we assume that the spring network modelling the cell
membrane has a rest bending angle θ0 = 0 and a rest spring length L0 = 0.9 l0, which effectively
results in a very small pre-stress. Different cases are simulated, aimed at initially benchmarking
results and subsequently increasing in the complexity of the simulations.
The computational domain was initially set using a Cartesian particle distribution, discretis-
ing the fluid domain, the wall and the ghost particles. Example cross-sections of the domain are
shown in Figs. 2 and 4. This results in a step-like definition of the wall particles, which were
chosen by a least-squares fit to the geometry. Ghost particles were then used to pad the domain
by at least a distance of re. Subsequently the cell membranes, given as a triangular mesh (991
vertices, 1978 triangle faces), were inserted in the fluid domain and neighbouring fluid particles
lying too close to the mesh elements were then incrementally removed until the total number of
particles was approximately restored to that of the initial Cartesian discretisation. This procedure
for setting up the particle layout results in the red blood cells all being slightly different due to
the disparate number particles lying internal to the membranes, as can be seen in the example in
Fig 2. A fast and robust approach to compute the location of particles as internal or external to
the triangular mesh surfaces is given as the signed volume of a tetrahedron [82].
The stresses that the fluid exerts on the vessel wall are reported, which are computed from
the Cauchy stress tensor σ = −pI + τ, where τ is the extra stress and is computed from the strain
rate tensor assuming the fluid is Newtonian as τ = µ
(
∇u + ∇uT
)
. Here the pressure, p, is given
by the implicit pressure calculation of Eq. 12 (Step.6), and does not include the pressure drop
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imposed as boundary conditions to drive the flow (Step.1). The traction at the wall is given by
t = σ · en (46)
and the wall shear stress (WSS) is then computed as
τw = t − (t · en)en (47)
where en is the unit outward normal to the wall surface, which was estimated using a least-
squares approximation. We remark that when computing the velocity gradient tensor ∇u, one can
directly use the discrete differential operator in Eq. 15, where the summation is over particles in
sets {PF ∪˙ PW}. On computing these stresses we have neglected the presence of the glycocalyx
and the endothelial cell layer, which can affect both the motion of the red blood cells and the wall
stresses [83, 84, 85].
The orientation and shape of the cells is also reported, and this is given by the gyration
tensor [21, 86] which is in effect a proper orthogonal decomposition of points discretising the
cell membrane:
G =
1
Nv
Nv∑
i=1
(xi − x)(xi − x) (48)
where Nv is the number of particles discretising the cell membrane, and x = 1Nv
∑Nv
i=1 xi is the
centre of mass of the cell membrane points. The gyration tensor G is a 3 × 3 symmetric positive
definite matrix, with eigenvalues λ1 ≥ λ2 ≥ λ3 that define energy associated to the principal
directions, which are the respective orthonormal eigenvectors ξ1, ξ2, ξ3. For red blood cells at
rest λ1 = λ2 > λ3, with ξ1, ξ2 defining the biconcave plane of symmetry, while eigenvector ξ3
identifies the shortest dimension of the cell, that is the axis of rotational symmetry. In effect
this corresponds to an ellipsoidal best-fit to the membrane shape. Since the volume and surface
area of the red blood cell are preserved, the ratios of the eigenvalues describe the extent of the
deformed shape (as the ratio of the ellipsoid principal axes squared), and the eigenvectors define
the orientation of the ellipsoid axes.
4.1. Poiseuille flow
As a simple test case, a periodic pipe of radius R = 5 µm and length L = 23.6 µm was con-
sidered, with a pressure drop of ∆p = 8 Pa. No red blood cells were included in the simulation.
For a Newtonian fluid in a pipe, the velocity profile for laminar flow is given by
u(r) =
R2∆p
4µL
(
1 −
( r
R
)2)
(49)
and umax = 2〈u〉, where 〈u〉 is the mean velocity. The results for this simulation are presented in
Fig. 4 for a snapshot in time, where the values have been mapped to a Cartesian layout for ease
of inspection. It should be noted that the colouring scheme has been chosen to highlight errors.
A line plot shows that the velocity profile is seen to be smooth and captures well the parabolic
shape.
Initially surprising is that the apparent maximum velocity is greater than the analytic solution.
On closer inspection, by considering the wall particles to contribute by half to the fluid domain,
we note that the discretised domain is in fact larger than the intended geometry. Taking this into
consideration we find that the adjusted analytic solution shows the method to have numerical
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transversal cross-section axial cross-section
Figure 4: Results for Poiseuille flow in a circular pipe of diameter D = 10 µm, taken as a snapshot of the simulation (no
averaging involved). The colouring scheme is chosen to accentuate errors. The transversal line profile of velocity shows
a smooth solution. The adjusted analytic profile takes into account the errors of geometry discretisation.
viscosity, resulting in an increased flow resistance and consequently a reduced flow rate. The
numerical viscosity is expected due to the radial weighting function used for approximating
values (Eq. 2). A 3% error is observed in the peak velocity between the simulation and the
adjusted analytic solution.
4.2. Comparison of spring network models
Different spring stiffness coefficients were tested, simulating a stretch test as reported in ex-
perimental work [11]. Note that the stretching force was shared between several particles (15
particles on either side) in order to reflect the experimental results, and avoid pinching the mem-
brane in a single point. Results for the two configurations of springs to resist bending (coupled
or uncoupled), are presented in Fig. 5 for a representative selection of parameter variation. The
spring damping coefficients are set to zero, since this experimental test is a static test. To the au-
thor’s knowledge, there is currently no clear experimental data in the literature which can serve
to set and benchmark the viscous spring coefficients, though some studies in this direction can
be found in [87] and references therein. As a consequence all the spring damping coefficients are
set to zero throughout.
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150 pN, κt = κc2 = 3, κc1 = 6 100 pN, κt = κc2 = 3, κc1 = 6 50 pN, κt = κc2 = 3, κc1 = 6
Figure 5: Red blood cell static stretch test, comparison with experimental work [11]. κr = 4 × 104 m s−2, κt = κc1 =
κc2 = . . . × 104 m s−2, κb = . . . × 10−2 m2 s−2.
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Since elastic spring models are used, the forces imposed on the red blood cells result in an
approximately linear stretching response. Non-linear models have also been proposed in the
literature [8, 9, 69], with greater accuracy in fitting simulations to the experimental data. While
Cosserat nets described in [88] have so far not been used to model cell membranes, they may
provide suitable results also. Here we focus our attention to describe the resistance to bending in
a fashion that is either coupled or uncoupled to the in-plane forces. The resulting shapes of the red
blood cells after stretching differ slightly between the two bending models: the torsion springs
approach (uncoupled) yields a rounded shape, while the cross-linked springs approach (coupled)
maintains the biconcave shape to a certain extent. From the experimental work of [11], it is not
clear as to which of the representations closer mirrors the more physiological configuration.
The spring stiffness coefficients chosen to be the best fit to the experimental data are the
results of exhaustive tests, and will be used for all subsequent simulations. The parameters can
be summarised as
• Configuration 1 (uncoupled):
κt = 8 × 104 m s−2, κb = 2 × 10−2 m2 s−2, κr = 4 × 104 m s−2
• Configuration 2 (coupled):
κt = 3 × 104 m s−2, κc1 = 6 × 104 m s−2, κc2 = 3 × 104 m s−2, κr = 4 × 104 m s−2
The coefficients reported in [12] (after conversion of units) are κt = 6.97 × 104 m s−2, κb =
14.5 × 10−2 m2 s−2. On comparing these to the parameters chosen in Configuration 1 we note
a greater tension/compression spring stiffness and smaller bending stiffness. Since the spring
network model used in [12] was not uncoupled as is Configuration 1, the bending force in their
work also influenced the in-plane stresses. By decoupling the forces, the tension/compression
spring stiffness must be higher as no longer supported by the bending springs, and furthermore
the bending spring now acts only in the out of plane modes, requiring less resistance. It should
be stressed that, while the above configurations provide good fit to the experimental data and
between themselves, it is not possible to ensure they have the same macroscopic membrane
properties due to the discrete modelling approximation of the spring network technique.
We note in passing that the cell membrane surface area change is 4% when subjected to the
more emphatic stretching force of 150 pN and for the parameter choice of Configuration 1. The
spring coefficients adopted in Configurations 1 and 2 may be converted to alternative and more
conventional units to compare with values proposed in [7, 12], obtaining κt = 1.15 × 10−5 N/m,
κb = 0.33×10−11 N. Approximate conversions to continuum model descriptions may be obtained
following [7, 66, 67, 68].
4.3. Constriction
We next observe the dynamic response of the red blood cells given by Configuration 1 and
2, as they relax after passing through a periodic circular constriction. The diameter of the con-
striction is D = 6 µm and of the larger conduit D = 24.8 µm, while the length of the domain is
49.6 µm. The boundary condition to drive the flow was imposed as a pressure drop ∆p = 20 Pa
across the domain. The results for the two spring models are shown in Fig. 6 for a set of snapshots
in time as the red blood cell traverses the domain on the fourth periodic cycle. The results for
Configuration 2 had on average a greater time step in comparison to Configuration 1, resulting
in ∼ 10% reduction of total time integration steps.
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initial configuration torsion springs cross-linked springs
torsion springs
cross-linked springs
Figure 6: Left: initial configuration. Middle: single red blood cell passing through a constriction (diameter= 6 µm), at
different time snapshots. Two bending spring models are employed. Right: detail of middle frame (dashed box), with
the red blood cell cut in half to show the cross-section. Flow is bottom to top.
While the response is remarkably similar, especially since the results shown are for the fourth
traversing cycle, we note that the use of the torsion springs tend to round the domain more than
for the cross-linked springs. This reflects the findings of Fig. 5 for the stretch test. While the
damping springs have been set to zero, experimental investigation from such a dynamic test is
well suited to estimate the viscous properties of the membranes. For the remainder of this work
the uncoupled spring network model will be employed, using the coefficients for Configuration
1.
We next investigate in greater detail the flow of a single red blood cell in two constrictions, of
diameters D = 7.8 µm and D = 6 µm, with pressure difference boundary conditions respectively
of 12.1 Pa and 20 Pa. The resulting red blood cell shapes observed, presented in Fig. 7, show
similarities reported in both numerical [40] and experimental [13, 89] works. In order to study
the disturbance of the flow due to the red blood cell motion, the mean co-axial velocity of the
cell is subtracted from the fluid domain. By doing so we observe the flow in a Lagrangian frame
relative to the red blood cell [40]. We note that the wakes in both constrictions are composed of
a vortex ring. In the case of the constriction with diameter D = 7.8 µm, the cell deformation is
approximately rotationally symmetric and the vortex ring is also uniform. In the constriction of
diameter D = 6 µm, the cell deformation has a leading edge and the vortex ring has a greater
diameter on one side to fill the resulting concave cell shape. This relative motion of the flow plays
an important role in the intra-cell interactions, resulting in the complex migration trajectories and
non-Newtonian rheology as reported in [15].
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∆p = 12.1 Pa, diameter=7.8 µm, 〈u〉 = 1.2 mm/s
∆p = 20 Pa, diameter=6 µm, 〈u〉 = 1.1 mm/s
Figure 7: Left: initial configuration. Middle: view of red blood cell during the twentieth crossing of the domain (flow
is top to bottom). Right: cross-section in two orthogonal planes, showing relative velocity vector field. 〈u〉 is the mean
(co-axial) velocity of the red blood cell (flow is right to left).
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Figure 8: Pipe 1, at snapshot T=4.3 s. Top left: initial configuration. Bottom left: red blood cell distribution. Bottom
right: stresses exerted on the conduit wall. Vector length scale is referenced to 10 Pa, given below the figure. Flow is left
to right.
4.4. Straight pipe
Two periodic straight pipes of circular cross-section were considered to investigate simple
flow characteristics of the cells. The test cases are summarised as follows:
• Pipe 1:
diameter = 10 µm, length = 23.6 µm, pressure drop = 8 Pa, number of RBCs = 7, hematocrit = 50%, total
simulation time = 4.3 s
• Pipe 2:
diameter = 22.2 µm, length = 49.6 µm, pressure drop = 10 Pa, number of RBCs = 36, hematocrit = 24%, total
simulation time = 1.2 s
Results at the final time instance for the two simulations are shown in Figs. 8 and 9. Transients
due to the initial simulation setup are washed out after ∼ 0.2 s. Statistics of these simulations,
excluding transients, are presented in Tables 1 and 2.
In the case of Pipe 1, we observe the behaviour of the cells in a state of high hematocrit
in a small vessel. At the time instance T = 4.3 s, the mean co-axial velocity and the mean
velocity magnitude, are 〈u〉 f luid = 0.70 mm/s and 〈|u|〉 f luid = 0.82 mm/s for the entire fluid
particles ({PF }), and 〈u〉RBC = 0.76 mm/s and 〈|u|〉RBC = 0.92 mm/s for the red blood cells only.
For a Newtonian fluid the analytic solution is 〈u〉analytic = 1.06 mm/s. By considering the ratio
〈u〉 f luid/〈u〉analytic = 0.66, it is evident that the presence of the red blood cells plays an important
role in increasing the apparent viscosity, and hence the resistance. The difference between the
velocity magnitude and the co-axial component indicates a considerable transversal flow, though
the mean velocity of each red blood cell is found to be approximately co-axial. The transversal
flow is seen to affect the stress distribution the blood exerts on the vessel wall, shown in Fig. 8,
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Figure 9: Pipe 2, at snapshot T=1.2 s. Top row: (left) initial configuration; (right) red blood cell distribution. Middle row:
(left) cross-section of domain showing relative velocity vector field; (right) stresses exerted on the conduit wall. Bottom
row: details of cross-section along bottom wall (left) and top wall (right). Vector length scale of stresses is referenced to
10 Pa, given below the figure. Flow is left to right.
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flux count flux count residence time
(mean) (standard deviation) (%)
Pi
pe
1 core (0 − 1.7 µm) 10.4 2.9 85
external (1.7 − 3.5 µm) 9.7 3.0 15
Pi
pe
2 core (0 − 2.9 µm) 5.2 4.2 18
middle (2.9 − 5.8 µm) 10.0 4.2 38
external (5.8 − 8.7 µm) 4.6 3.2 44
Table 1: Statistics of red blood cell radial migration, given by number of times a cell enters a different radial partition.
Mean values and standard deviation of the flux count, as well as the mean residence time in each radial partition, are
computed for the Pipe 1 and Pipe 2 simulations, excluding the transients at the start of the simulation. Note that Pipe 2’s
middle radial partition has two neighbouring partitions, and hence the flux count is (approximately) twice as large.
where we identify that the normal stresses on the surface are of the same order of magnitude as
the tangential components. The stresses exerted on the vessel wall, which may play an important
role in mechanotransduction signalling, are strongly influenced by the presence of the traversing
cells. The stresses exerted on the vessel wall, as fluctuations about mean values, have been
recently reported in [90].
In the simulation of Pipe 2, which has a reduced hematocrit value and a larger diameter, we
observe that the behaviour of the cells is strikingly different. From Fig. 9 we note that a cell
free layer is established, and furthermore we visually identify that the cells located closer to the
walls are oriented to expose a greater surface area towards the walls. At the time instance T =
1.2 s, the mean co-axial velocity and the mean velocity magnitude, are 〈u〉 f luid = 2.62 mm/s and
〈|u|〉 f luid = 2.62 mm/s for the fluid particles, and 〈u〉RBC = 3.66 mm/s and 〈|u|〉RBC = 3.67 mm/s
for the red blood cells only. For a Newtonian fluid the analytic solution is 〈u〉analytic = 3.11 mm/s.
The ratio 〈u〉 f luid/〈u〉analytic = 0.84 indicates a reduced apparent viscosity in Pipe 2 compared to
Pipe 1. Furthermore, the velocities of both fluid and red blood cells are found to be effectively
co-axial. We also note that the red blood cells have on average a higher velocity than the fluid
for both cases studied, though this is more marked for Pipe 2 for which the cells lie in the core
region of the pipe and establish a cell-free layer close to the conduit wall. This phenomenon
corresponds to the Fåhræus effect. We also note that, in contrast to the results for Pipe 1, the
stresses exerted on the vessel wall for Pipe 2 are seen to be predominantly tangential to the wall
and are less affected by the flow of the cells. This is due to the higher flow rate as well as the
presence of a cell free layer, that separates both the cells and the disturbed flow field from the
vessel wall.
The migration of the red blood cells in the radial direction has important physiological impli-
cations, including exchange processes. With the inclusion of platelets and white blood cells, the
radial migration is expected to differ, with implication especially to thrombosis and inflamma-
tion. In order to consider cell migration, the conduits are radially partitioned and the flux of the
cells between these regions is reported in Table 1. The cell location is considered to be its centre
of mass, and the radial partitions are chosen by considering the maximum radial location of red
blood cells recorded during the simulation, and then dividing this maximum radial distance lin-
early. In order to evaluate the flux between regions, the standard deviation of the flux count and
the residence times in the partitions are also presented to gauge the effect of small oscillations
across the partitions with respect to longer period migrations. The mean flux count is found to
be ∼ 10 for Pipe 1 and ∼ 5 for Pipe 2. Due to the different simulation times, we note that there
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〈|u|〉 〈λ1/λ3〉 〈](〈u〉RBC · ξ3)〉 〈|fs|〉
(mm/s) (degrees) (pN)
Pi
pe
1 core (0 − 1.7 µm) 0.96 2.0 62.3 2.8
external (1.7 − 3.5 µm) 0.78 2.6 73.7 2.6
Pi
pe
2 core (0 − 2.9 µm) 4.3 2.3 65.2 2.6
middle (2.9 − 5.8 µm) 4.2 2.8 74.3 2.6
external (5.8 − 8.7 µm) 2.9 3.2 74.8 2.4
Capillary 0.5 2.6 60.8 2.7
Table 2: Mean values for: velocity magnitude of the red blood cells; stretch ratio of ellipsoid shape; angle between red
blood cell mean velocity and ellipsoid minor axis; resulting internal membrane forces. The statistics exclude transients
at the start of the simulation.
is in fact a greater radial flux (subsequently convective stir mixing) in the case of Pipe 2. In the
smaller vessel the motion is caused by a greater intra-cell interaction resembling moving around
obstacles, while in the large vessel the interactions are effected by the relative flow field and
fluid mechanic forces. The reason for these differences includes vessel diameter, flow rate and
hematocrit. The residence time of the red blood cells in each of the partitions is predominantly
in the core of the conduit for Pipe 1, and towards the external region for Pipe 2.
Analysis of the red blood cell motion in the conduits is reported also in Table 2, and the key
findings are now summarised. From the orientation of the cells in the different partitions, we
note that for both simulations the minor axis ξ3 is oriented more towards the radial direction in
the external division, in comparison to the core flow region. Though not reported in the table, it
was found that the principal orientation (ξ1, or ξ2 in the case ξ1 ≈ ξ2) of each cell was closely
aligned to mean velocity of the cell, which was overwhelmingly co-axial. In the case of Pipe 2,
the mean velocity in the core and middle partitions are similar, indicating that the presence of
the cells locally increases the apparent viscosity, giving rise to a shear-thinning non-Newtonian
rheology. The stretch ratio λ1/λ3 was greater with increased radial distance, which highlights
that the higher velocity gradient near the vessel walls was responsible for this unidirectional
deformation. This high velocity gradient is also responsible for the more pronounced alignment
of the minor axis ξ3 to the radial direction. The mean membrane internal force, averaged over
all the cells during the simulation, is noted to be greater in the core region due to increased
membrane bending, curiously indicating that the intra-cell interaction causes a greater membrane
strain than the higher velocity gradient experienced in the external region (which was noted to
induce the greatest stretch ratio λ1/λ3).
Finally, a cross-section of the flow field is shown in Fig. 9, where the mean co-axial velocity
of the red blood cells has been subtracted from the velocity field. A rather flat velocity profile at
the centre of the conduit is evident. The flow field and interactions are now too complex to un-
derstand as a whole, however we take two detailed regions and identify clearly from this relative
motion the vortex patterns in the wake and in between the cells. The motion and orientation of
the cells resemble to some extent the findings reported as early back as [91].
4.5. Capillary section
The geometry used in this test case is that of a retina capillary, reconstructed based on the
work of [92] and shown in Fig. 10. The reconstruction procedure makes use of radial basis
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function interpolation, and is detailed in Appendix C. The scale of the vessels has been set to
have a vessel diameter D = 10 µm, and the geometry has been altered to ensure periodicity of the
flow sections. The two periodic inflow/outflow sections are in the x and y-axis directions as seen
in Fig. 11. The pressure drop across both periodic sections was chosen to be 20 Pa in the positive
axis direction. The resulting mean velocity magnitude at time T = 0.76 s is 〈|u|〉 f luid ≈ 0.42 mm/s
for all the fluid particles ({PF }), and 〈|u|〉RBC ≈ 0.59 mm/s for the red blood cells only. The
choice of vessel dimension and pressure drop were chosen to reflect reasonable physiological
conditions, though no experimental values were available for comparison. The total simulation
time is 1.2 s, and the first 0.2 s are discarded from the analysis due to transients caused by the
simulation initial setup. Details of the simulation are given below. We note in passing that the
cell membrane area change recorded during the course of this simulation was 2% on average and
10% peak.
• Capillary:
approximate diameter = 10 µm, planar dimensions = 74.8 × 97.6 µm, number of RBCs = 85, hematocrit = 45%
Comparing the results of this more complex geometry to those of the straight periodic pipes,
we notice from Table 2 that the mean properties are largely equivalent even if the average velocity
magnitude is less. Of interest we see that the flow in the capillary shows greater similarity to the
core flow regions of the straight pipes. From a snapshot of the simulation at T = 0.76 s, shown
in Fig. 11, it is evident that there is no cell-free layer development as was also reported for Pipe
1. We do however note a scarcity of red blood cells in certain portions of the conduits, and this
is caused by the reduced flow in these segments. The traction of the vessel walls appear to be
principally due to the pressure in these regions of low flow velocity, while elsewhere the wall
shear stress has a greater contribution. The patterns of traction exerted on the vessel wall are not
as evident as in the case of the pipe geometries due to the complex shape of the vessel, however
the influence of the cells is still apparent, especially at bifurcations.
A planar cross-section of the domain is presented in Fig. 11, where the velocity vectors are
drawn. The flow distribution clearly shows the branches with higher flow rates. A detail of the
central geometry region is also presented, in which the flow separation at the junction of two
branches is seen. From this detail we can note that despite the lower resolution accuracy of the
MPS method, such features are well captured and resolved. While it is not possible to provide
a relative motion velocity field, due to the different orientation of the vessel segments, it is still
possible to discern that the flow is locally affected by the presence of the cells.
5. Conclusions
The theory and implementation of the moving particle semi-implicit (MPS) method has been
presented in great depth, with references to the main advances in the field. The original numerical
scheme has been modified to include: i) pressure drop boundary conditions for periodic domains;
ii) implicit solution of the viscous terms (irrotational field) to improve stability and computational
time; iii) use of body force terms to account for red blood cell membranes. Stability criteria
based on the particle advection through a Courant-Friedrichs-Lewy (CFL) condition, resulted in
a stable algorithm for all simulations performed. These additions have successfully allowed for
the simulations of red blood cells in complex periodic geometries, as an example of a multi-body
flow problem.
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Figure 10: Detail of images of a capillary network, from [92], used as inspiration for the periodic capillary geometry
used (diameter= 10 µm). Original image scale from experimental data is unknown.
The cell membranes were modelled using a spring network approach, and two approaches
were detailed in great depth. The comparison of these two approaches was against experimental
data of static stretch tests, and simulations of the post-constriction dynamic relaxation. It is not
possible to set exactly the same macroscopic membrane properties for the two spring network
approaches, however similar results were obtained with good comparison to the experimental
results.
Results of the simulations show good comparison with reported phenomena, such as the
presence of a cell free layer and shear-thinning non-Newtonian rheology. The use of a pressure
drop boundary condition allows for the simulation of complex geometries in a simple manner.
The orientation of the cells with respect to the bulk direction of motion indicates a tendency
for the cells to expose a greater surface area to the vessel wall the closer they approach it. The
elongation of the cells also increases with increasing redial position. Both phenomena are driven
by the high fluid velocity gradient near the wall. The internal membrane forces are however seen
to be greater within the core of the flow and are related to the membrane bending. Effects of
stress memory, that will result in the cytoskeleton and membrane restructuring, both important
to study flow-induced trauma to the blood cells [93], have not been included here.
Stresses exerted on the conduit wall by the flow field show that the suspended cells induce
a complex pattern. This is seen more clearly in slower flow and small diameter vessels, and
the presence of the cell free layer in larger vessels diminishes these non-uniform patterns. The
presence of the glycocalyx and the endothelial cells, which will affect the transmission of forces
onto the wall, have not been considered in this work.
Future work should include the presence of platelets and white blood cells in the simulations,
since the transport and migration phenomena are expected to be greatly affected by the presence
of cells with disparate characteristics and properties. Adhesion and tethering models (such as the
Bell stochastic approach [94]) should also be considered, as these are known to to affect the both
cell-cell and cell-wall interactions, as well as being important phenomena in processes such as
thrombosis.
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Figure 11: Capillary simulation, at snapshot T=0.76 s. Top row: (left) initial configuration. Middle row: (left) red blood
cell distribution; (right) stresses exerted on the vessel wall. Vector length scale is referenced to 10 Pa, given below the
figure. Bottom row: (left) mid-plane cross-section showing the velocity vector field; (right) detail of cross-section (centre
region of the domain). Flow is left to right and bottom to top.
32
the support from project ‘MatComPhys’ under the European Research Executive Agency FP7-
PEOPLE-2011-IEF framework.
Appendix A. Differential operators
We maintain the notation presented in Section 2. The discrete differential operators presented
reflect those more commonly used in the literature concerning the MPS method. The work of
[95] provides additional discussion on these operators, and proposes higher order approximations
that resemble the meshless finite difference method (MFDM) which employs a least-squares fit
to a Taylor expansion on scattered modes [96, 97].
Appendix A.1. Discrete gradient operator
Given a scalar quantity φ, the gradient vector for particles at positions xi and x j is discretised
as ∇φi j = (φ j − φi)(x j − xi)/(|x j − xi|2). The gradient in MPS, where weighted averaging over the
M neighbouring particles j is used, is written as:
〈∇φ〉i = d∑M
j,i w(r)
M∑
j,i
(
w(r)
(φ j − φi)(x j − xi)
|x j − xi|2
)
(A.1)
where d is the number of space dimensions, thus d = 3 in 3D. The value of d is necessary due to
the averaging process though initially not self evident. Consider an example in 3D and a uniform
distribution of particles: x1 = (0, 0, 0), x2 = (1, 0, 0), x3 = (0, 1, 0), x4 = (0, 0, 1) with scalars
φ1, φ3, φ4 = 0; φ2 = 1. Using the above equation (hence multiplying by d) leads to the gradients
between x1 and its neighbourhood to be∇φx1−x2 = (3, 0, 0),∇φx1−x3 = (0, 0, 0),∇φx1−x4 = (0, 0, 0).
The average of these leads to ∇φx1 = (1, 0, 0) which is correct, therefore the averaging process
and imposing orthogonal gradients leads to the d appearing in the gradient formulation. From
this simple example we can see that stating a gradient in one direction implicitly defines a zero
gradient in the orthogonal directions, hence the requiring the scaling by d when averaging.
Appendix A.2. Discrete Laplacian operator
The Laplacian is modelled as a time-dependent diffusion problem in the standard MPS
method. The formulation is derived by considering
dφ
dt
= α∇2φ (A.2)
where α > 0 is the diffusion coefficient. The solution can be obtained using Fourier transforms
and is a classical problem. In the case that a point source (delta function) of unit magnitude and
located at the origin is applied as initial condition, for a d-dimensional problem the solution is
given by
φ(x, t) =
(
1√
4piαt
)d
exp
(
− r
2
4αt
)
(A.3)
where r2 denotes the distance from the origin: r2 = x2 +y2 + z2 in the case of d = 3. It is apparent
that the solution is a linear addition in the spatial dimensions. This result corresponds to a
normal probability distribution with mean = 0 and variance σ2 = 2dαt, hence the dependence
of the variance on time is linear. The Gaussian function is the Green’s function, the impulse
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response, for the diffusion equation. Applying this result to the particles, a scalar φi at particle i
is distributed to its neighbours j, such that in time ∆t the variance of the distribution is 2dα∆t.
The formula of the discrete variance must however take into consideration that the domain is
compactly supported and discrete, and therefore a scaling coefficient should be considered. This
is achieved by normalising the analytic solution with the weighted variance on the discrete points
by a coefficient [59], denoted here as λ. Using the result from the analytic solution, the discrete
model for diffusion of a scalar quantity in time ∆t is proposed in the form:
φn+1i = φ
n
i +
2dα∆t
λ
1∑M
j,i w(r)
M∑
j,i
(
(φnj − φni ) w(r)
)
(A.4)
Similar to the above problem, consider point i to have a delta function of unit magnitude and the
surrounding points to be zero (hence φi = 1 and φ j = 0), the variance of the increment (φn+1i −φni )
of Eq. A.4 is given by:
σ2 =
2dα∆t
λ
1∑M
j,i w(r)
M∑
j,i
w(r) r2 (A.5)
Equality of this equation to the analytic solution of the variance yields:
2dα∆t =
2dα∆t
λ
1∑M
j,i w(r)
M∑
j,i
w(r) r2 (A.6)
leading to evaluation of the normalisation coefficient as
λ =
∑M
j,i w(r) r
2∑M
j,i w(r)
(A.7)
Substituting into Eq. A.4, the resulting formulation is obtained to model the Laplacian:
〈∇2φ〉i = 2d
λni
M∑
j,i
(
w(r)(φ j − φi)
)
(A.8)
An alternative Laplacian operator, given as the divergence of the gradient operator, has been
proposed in [56, 55].
Appendix A.3. Discrete divergence operator
The divergence operator, for an arbitrary vector Φ, is given by [54, 53]
〈∇ · Φ〉i = d∑M
j,i w(r)
M∑
j,i
(
w(r)
(Φ j − Φi) · (x j − xi)
r2
)
(A.9)
Though not used in the present work, it would be required to compute the pressure Poisson
equation given by Eq. 14, as well as an alternative derivation of the Laplacian operator.
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Appendix B. Spring networks
Much of the literature regarding spring networks for modelling thin material surfaces is dis-
cussed in the context of computer graphics and modelling cloth fabric. The interested reader is
referred to review papers [98, 99] for a general presentation of deformable models, while other
papers of interest regarding spring network models can be found in [100, 101, 102, 103, 104,
105, 106]. In this section we focus our attention to time integration strategies, which can affect
stability of the method and the correct mechanical behaviour, and are important also with re-
gards to computational cost. Semi-implicit schemes have been developed, based on linearisation
of a second-order backward difference formula (BDF) stencil [79] or an implicit Euler stencil
[107, 108], and it has been shown that the linearisation will effectively cause additional artificial
viscosity [108, 109, 110]. A mix of implicit and explicit schemes is suggested in [75].
It has been noted with regards to Eqs. 8 that an explicit scheme to solve the viscous term can
suffer from instability as well as high computational costs due to small time step requirements
[12, 19]. An implicit treatment of the spring forces fs would result in a fully implicit formulation
of Eqs. 8, and is now briefly detailed following the work of [79, 107]. Let us define the net force
vector f. Then the acceleration x¨ for a particle i is simply x¨i = fi/mi, and the particle velocity as
u = x˙. The mass mi is determined by the MPS fluid discretisation, or alternatively/additionally by
summing 1/3rd the mass of all the triangle mesh elements containing the particle, hence lumping
the mass of the membrane at the vertices. Define also the diagonal mass matrix (of size 3N×3N)
by diag(M) = (m1,m1,m1,m2,m2,m2, . . . ,mN ,mN ,mN) (where N is the total number of point
mass particles, i.e. mesh vertices). Accordingly we obtain:
x¨ = M−1f(x, x˙) (B.1)
Given the known position x(t0) and velocity x˙(t0) of the system at time t0, our goal is to
determine a new position x(t0 + h) and velocity x˙(t0 + h) at time t0 + h. To compute the new state
and velocity using an implicit technique, we must first transform equation (B.1) into a first-order
differential equation [107]:
d
dt
(
x
x˙
)
=
d
dt
(
x
u
)
=
(
u
M−1f(x,u)
)
(B.2)
Let us denote ∆x = x(t0+h)−x(t0) and ∆u = u(t0+h)−u(t0), and for simplicity x(t0) = x0, x˙(t0) =
x˙0 and f(t0) = f0. The explicit forward Euler method applied to equation (B.2) approximates ∆x
and ∆u as: (
∆x
∆u
)
= h
(
u0
M−1f0
)
(B.3)
The implicit backward Euler method is given by:(
∆x
∆u
)
= h
(
u0 + ∆u
M−1f(x0 + ∆x,u0 + ∆u)
)
(B.4)
This equation is non-linear, so it is linearised by applying a Taylor series expansion to f to first
order:
f(x0 + ∆x,u0 + ∆u) = f0 +
∂f
∂x
∆x +
∂f
∂u
∆u (B.5)
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where ∂f/∂x and ∂f/∂u are evaluated at (x0,u0). This results in(
∆x
∆u
)
= h
(
u0 + ∆u
M−1(f0 + ∂f∂x ∆x +
∂f
∂u ∆u)
)
(B.6)
Taking the first row (i.e. ∆x = h(u0 + ∆u)) and substituting into the second row, yields
∆u = hM−1
(
f0 +
∂f
∂x
h(u0 + ∆u) +
∂f
∂u
∆u
)
(B.7)
Letting I denote the identity matrix, the above equation can be written as(
I − hM−1 ∂f
∂u
− h2M−1 ∂f
∂x
)
∆u = hM−1
(
f0 + h
∂f
∂x
u0
)
(B.8)
for which we can solve for ∆u, and then compute ∆x = h(u0 + ∆u). The linear system is sparse
and depends on evaluating f0, ∂f/∂x, ∂f/∂u.
We remind the reader that in Section 3 we wrote xi j = x j − xi, and ui j = ui − u j, and we now
introduce xˆi j = xi j/|xi j| . Then in the case of linear tension/compression springs given by Eq. 37
∂f
∂x
=
κt
Li j,0
I3 (1 − Li j,0|xi j|
)
+ Li j,0
xi j xTi j
|xi j|2

∂f
∂u
= 0
(B.9)
In the case of damped tension/compression springs, given by Eq. 38
∂f
∂x
=
κt,D
|xi j|
((
xˆi j · ui j
) (
I3 − 2 xˆi j xˆTi j
)
+
(
xˆi j uTi j
))
∂f
∂u
= κt,D
(
xˆi j xˆTi j
) (B.10)
where I3 is the 3 × 3 identity matrix.
Appendix C. Reconstructon of vessel from the medial axis
The reconstruction of the vessel geometry from the image is obtained in three steps [3, 111,
112]: i) definition of the vessel centreline and local radius R; ii) construct an implicit function
such that an iso-surface defines the desired geometry, using radial basis function interpolation;
iii) employ marching tetrahedra to extract a piecewise linear triangle mesh definition of the object
surface.
The first step may be obtained from manual selection or employing erosion algorithms. Here
a constant vessel diameter was used and the vessel was considered planar, as is common for
retina capillaries. Starting from the centreline and the local vessel diameter, using in a Frenet
frame of reference to compute the centreline tangent and normal direction, a point cloud that
samples the vessel wall can be generated. The point cloud should aim to uniformly sample the
domain and avoid both point clustering or gaps.
The second step is in effect the interpolation of this point cloud using the radial basis function
approach. Each point is attributed to a scalar, h(x), where xi, i = 1, . . . ,N, are the position vectors
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of the points, and in specific h(x) = R for the points sampling the centreline, and h(x) = 0 for the
points on the surface.
A linear system is formed h(xi) =
∑N
j=1 c jφ(xi − x j), for i = 1, . . . ,N, and cubic radial basis
function interpolation φ(xi − x j) = |xi − x j|3 (from the polyharmonic family of functions) is
employed, from which we seek the solution of the unknown coefficients c. Having computed the
coefficients, the implicit function at any location is computed as f (x) =
∑N
j=1 c jφ(x − x j).
The final step in the procedure is to extract a surface mesh definition from the implicit func-
tion definitions. We therefore seek the iso-surface f (x) = 0, which is extracted using the march-
ing tetrahedra approach [113] with linear interpolation to give an initial triangulation
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