We present a new unsupervised learning algorithm, "FAIM", for 3D medical image registration. Based on a convolutional neural net, FAIM learns from a training set of pairs of images, without needing ground truth information such as landmarks or dense registrations. Once trained, FAIM can register a new pair of images in less than a second, with competitive quality. We compared FAIM with a similar method, VoxelMorph [BZS + 18], as well as a diffeomorphic method, uTIlzReg GeoShoot [VRRC12], on the LPBA40 and Mindboggle101 datasets. Results for FAIM were comparable or better than the other methods on pairwise registrations. The effect of different regularization choices on the predicted deformations is briefly investigated. Finally, an application to fast construction of a template and atlas is demonstrated.
Introduction
Image registration is a key element of medical image analysis. The spatial deformations required to optimally register images are highly non-linear, especially for regions such as the cerebral cortex, the folding patterns of which can vary significantly between individuals. Most state-of-the-art registration algorithms, including ANTs [ATS + 11] and uTIlzReg [VRRC12], use geometric methods that are guaranteed to produce smooth invertible deformations. These algorithms are very computationally intensive and still do not generally find optimal deformations. One general problem is that the optimisation problems solved by these algorithms are highly nonconvex. Another is that they treat each pair of images to be registered de novo, without any learning.
A revolution is taking place in the last couple of years in the application of machine learning methods, especially convolutional neural networks, to this problem. After training, the resulting networks can register new pairs of images in milliseconds, where previous algorithms took hours, with accuracy sometimes approaching state of the art geometric methods. Supervised methods, as in [SdVB + 17, RDH + 17], learn from known reference deformations for training data -either actual "ground truth" in the case of synthetic image pairs, or deformations computed by other automatic or semiautomatic methods. Unsupervised methods, as in [YHT + 17, LF17, WKWS17, SGY + 17, BZS + 18], do not require reference deformations, but instead minimise some cost function modelling the goodness of registration, optionally regularized by a term constraining the deformation.
The present manuscript describes a new unsupervised image registration algorithm, FAIM 1 (for FAst IMage registration), based on deep convolutional neural nets and specifically spatial transformer networks (STN) [JSZ + 15] . Our algorithm is similar to the VoxelMorph algorithm of Balakrishnan et al. [BZS + 18] , however our architecture and cost function are different. We compare three algorithms: FAIM (with variations); VoxelMorph; and a geometric method, namely the geodesic shooting method in the uTIlzReg package [VRRC12] . We evaluate these methods on two datasets: LPBA40 and Mindboggle101. Both datasets have associated anatomical parcellations, which we use to evaluate the registration methods by degree of overlap of regions of interest.
Methods
Our idea is directly inspired by the spatial transformer network (STN) of Jaderberg et al. [JSZ + 15] , which is used to learn the proper parametrized transformation of the input feature so that later tasks such as classifications can be better performed. This kind of module is originally developed for 2D images and only affine and thin plate spline transformation were implemented. In some very recent research [SGY + 17, BZS + 18], this framework begins to appear in 3D medical image registration. All these works aim to find an optimal parametrized transformation φ : Ω → R 3 , for image domain Ω ⊂ R 3 , such that the warped volume M • φ −1 (x) from a moving/source volume M (x) is well aligned to the fixed/target volume F (x). In our network, we use displacement field u(x) to parametrize the deformation φ by M • φ −1 (x) = M (x + u(x)), which is learned through a spatial deformation module (SDM). Figure 1 shows the flow chart when the network is in training and a closer look at the SDM.
During training, the moving volume and the target volume are stacked together as the input feeding into SDM. The first layer is inspired by Google's Inception module [SLJ + 15] . It contains convolutional kernels of different sizes attempting to compare and capture information from different temporal scales for later registration. PReLU [HZRS15] activations are used at the end of each covolutional block except the last layer which uses linear activation to produce displacement field. This is then passed to a sampling module that generates a deformed grid to produce the warped image from the source image. We use kernel stride > 1 to reduce the volume size instead of inserting max pooling layers. Transposed convolutional layers are used for upsampling. There are three "add" skip connections between the downsampling and upsampling path. Both FAIM and Voxelmorph use a convolutional neural net with bottleneck, and use the idea of a Spatial Transformer Network (STN). However there are significant differences in architecture: (i) FAIM uses an "Inception" module similar to [SLJ + 15] right after the input concatenating convolutional results from kernels with different sizes; (ii) FAIM is less deep with 2 down/up sampling layers compared with VoxelMorph which has 4 down/up sampling layers; (iii) FAIM has "add" connections to help back propagate gradients instead of concatenation as used by VoxelMorph.
The total training loss is the sum of an image dissimilarity term L image and a regularization term R,
where β is a hyperparameter controlling degree of regularization. The regularization term we adopted here penalizes both the size and nonsmoothness of the displacement field. The loss and regularization functions are defined in Table  1 . With regard to regularization, note that many researchers [SdVB + 17, BZS + 18] penalize only the first derivatives of the displacement u, which promotes smoothness of predicted displacement fields during training. We also add an additional regularization term u to help control the predicted deformations indirectly. In the following 2 dimensional toy example, we place a square in the center as the source image and its vertically translated image as the target. We trained our network (a 2 dimensional version) with this single pair using mean square error loss and regularization term as shown in Table 1 . Different choices of weights w 1 and w 2 can lead to similar warped images that are close to the target image, but the transformation behind can be very different. As shown in Figure 2 , if no penalty is placed on u, the network tends to learn the linear translation perfectly. On the other hand, if the ratio w 1 : w 2 = 1 : 3 2 , the resulting deformation is then a nonlinear transformation that looks like waves are propagating in the vertical direction. Here, the ratio w 1 : w 2 seems to control the balance between the linear and nonlinear components that consists the whole transformation during training. While the same result probably could be obtained by proper tuning w 2 along and let w 1 be 0, the insight here is w 1 works like a switch. We hope to have a rough control of learned deformations through the ratio w 1 : w 2 by simply turning this option on instead of carefully tuning the value of w 2 . The control through the ratio over learned deformations will be further explored in our experiment with 3D brain volumes in Section 3.4. KT12] . Each dataset consists of T1-weighted MR images, each of which has been manually labeled with anatomical regions, and one or more atlases constructed from these labeled images.
LPBA40 dataset
The LONI Probabilistic Brain Atlas (LPBA40) dataset contains one T1-weighted MR image from each of 40 healthy young adults. After preprocessing, which included skullstripping, all images were rigidly aligned to the MNI305 atlas. In each image was then manually labeled with 56 anatomical labels. By combining these labeled images using different registration options, three different atlases were created, which are considered as variants of "the LONI probabilistic brain atlas". Details of data collection and processing are described in [SMA + 08] , and the resulting dataset is available at http://www.loni.ucla.edu/Atlases/LPBA40.
We used FLIRT from the FSL package [SBB + 01] to linearly align these preprocessed images, along with their labels, to the ICBM152 2mm template, resulting in a set of images with size 91 × 109 × 91 . Finally, we normalized the intensity of each brain volume by its maximum voxel intensity.
Mindboggle101 dataset
This dataset, created by Klein et al. [KT12] , is based on a collection of 101 T1-weighted MRIs from healthy subjects. Most of these images (96 out of 101) are drawn from other publicly-available datasets. The Freesurfer package ((http: //www.martinos.org/freesurfer) was used to preprocess all images, and then automatically label the cortex using its DK cortical parcellation atlas (see [Des06] ). For 54 of the images, including the OASIS-TRT-20 subset, these automatic parcellations were manually edited to follow a custom labeling protocol, DKT, based on the DK protocol. The full DKT protocol has 31 cortical regions per hemisphere, while the variant DKT25, used here, combines two groups of regions per hemisphere. Details of data collection and processing, including atlas creation, are described in [KT12] .
In the present paper, we used brain volumes from the following three named subsets of Mindboggle101, for a total of 62 volumes:
• NKI-RS-22: "Nathan Kline Institute / Rockland sample"
• and NKI-TRT-20: "Nathan Kline Institute / Test-retest"
• OASIS-TRT-20: "Open Access Series of Imaging Studies".
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Figure 3: Samples of ROI labels provided by LPBA40 atlas(left) and Mindboggle's OASIS-TRT-20 jointfusion atlas (right). Though regions that has parts in both left and right hemispheres are labeled differently, they are annotated here in one color for better visibility.
Each image in Mindboggle101 dataset has a dimension of 182×218×182, we truncated the marginal reducing the size to 144×180×144. These images are already warped to MNI152 space. We also normalized the intensity of each brain volume by its maximum voxel intensity. Figure 3 shows one slice of annotated labels provided from each dataset. Labels used in Mindboggle101 data set are cortex surface labels. Their geometrical complexity leads to more challenging registration tasks, especially for neural network approaches which usually generate deformations that are less smooth compared to diffeomorphic methods.
Evaluation Methods
We divide each dataset into sets of training and test images, and use these to form training and test sets of pairs of images. For LPBA40, the training set consists of all ordered pairs from the first 30 subjects (870 pairs in total), and the test set consists of all ordered pairs from the last 10 subjects (90 pairs in total). For Mindboggle101, the training set consists of all ordered pairs from the union of the NKI-RS-22 and NKI-TRT-20 subsets, (1722 pairs in total), and the test set consists of all ordered pairs from the OASIS-TRT-20 subset (380 pairs in total).
For each dataset, we train FAIM and VoxelMorph on all pairs of images from the training set, and then evaluate all methods on pairs of images from a test set. [KB14] is used. When not otherwise specified, both networks are trained on our training set with the same hyperparameters: learning rate = 10 −4 , epochs =10, β = 1, w 1 = 0, w 2 = 1.FAIM has 233,683 trainable parameters, which is fewer than VoxelMorph's 259,675.
The uTIlzReg geodesic shooting method, "GeoShoot", does not require training, however it is very slow. We used the following options, leaving other hyperparameters at their default settings:
• For LPBA40: 60 iterations at full resolution with kernel specified by "M Gauss easier 4 20";
• For Mindboggle101: 20 iterations at half resolution followed by 30 iterations at full resolution, both with "-alpha 0.0003 -M Gauss easier 4 8".
For Mindboggle, registering a single pair of images with these settings took approximately 9 hours on an Intel Xeon Gold CPU. We evaluate each method on two tasks: pairwise registration, and registration to a template. Registration quality is primarily evaluated using the Dice score,
to measure the degree of overlap between corresponding regions in the parcellations associated with each image. We also assess smoothness of the deformations φ by the Jacobian determinant det (∇φ(x)).
Results

Pair-wise registration
We compare FAIM, VoxelMorph and uTIlzReg GeoShoot on both datasets.
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Figure 4: Pairwise registration results for test volumes from LPBA40 (top row) and Mindboggle101 (bottom row). In each row, the leftmost image is an axial slice from the moving/source volume, and the rightmost image is the same slice from the target volume. The other images show deformations of the moving volume produced by three algorithms, as labeled. Figure 4 shows examples of the deformations produced by the three algorithms, for both datasets. In the bottom row (Mindboggle101), note that the deformations produced by FAIM and VoxelMorph are larger than the one produced by uTIlzReg. In particular, note the red circled region: all three methods "know" that the ventricle needs to shrink, however only FAIM and VoxelMorph shrink it sufficiently to match the target well.
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VoxelMorph FAIM Figure 4 . Note that uTIlzReg, with the regularization used here, produces very different and much smoother transformations than either of the neural network methods. The effects of different levels of regularization are explored below. Figure 6 shows our main result: mean Dice scores for all methods, over several large regions: each cortical lobe, plus three more regions for LPBA40. Most of these large regions are composed of a group of ROIs (regions of interest) from the parcellation; we calculate Dice scores for each ROI separately and then compute the mean across the group. The distribution of these mean scores is shown in the figure. Two sets of results for FAIM are shown: the first after training with the learning rates described above; and the second after training with a different learning rate: 10 −3 for the LPBA40 dataset and 5×10 considered, and in fact this was true for every one of the 380 image pairs.
The effect of w 1
As we saw earlier in the 2D toy example, different deformations may result in similar performance measured visually by warped images or Dice score on labeled regions. In order to investigate how does the deformation change with choices of w 1 in more complexed situations with real dataset, we conducted the experiment as below. With separate models trained using different w 1 3 on LPBA40 training set, we record their mean Dice scores at different regions and visualize the determinant map of the Jacobian of their predicted deformations warping test subject 32 to subject 39. Table 2 and table 3 records the mean Dice score at different regions while using the different trained models to warp images pairs in the test set. The table suggest changing w 1 from 0 to 1 does not affect region overlapping much for most of the regions considered except for Occipital Lobe whose Dice score drops down by about 3% for both network when w 1 = 1. On the other hand, Figure  7 shows predicted deformation changes obviously with different choices of w 1 during training. The pattern is similar to the 2d toy example: as w 1 becomes larger, the deformation gets less smooth and large deformations will tend to occur at the boundaries of the image. Table 2 , showing that FAIM outperforms VoxelMorph consistently.
The effect of w 2
We conducted similar experiments with models trained with different choices of w 2 while sharing other parameters. Figure  8 confirms that larger w 2 will result in smoother deformation for both network architectures considered. Table 4 and table 5 records mean Dice scores at each considered region when using trained models to warp image pairs in the test set. From the tables, we saw 1) all Dice scores generally get improvements as w 2 becomes larger; 2) FAIM have larger Dice score for all regions considered under different w 2 . This change of smoothness level in the predicted deformation by varying w 2 mimics the pattern when one changes the Gaussian kernel widths used in uTIlzReg GeoShoot(see figure  9 ). There is no direct correspondence between these kernel widths and either w 1 or w 2 . However we observe that changing any of these parameters affects the smoothness of the Jacobian map. Note also that the Jacobian maps produced by uTIlzReg are smoother and generally very different than those produced by the neural network methods.
One application: fast atlas creation
On application of FAIM is to use a trained network to quickly create templates and atlases from target populations. We demonstrate template creation on the LPBA40 dataset, and atlas creation on both LPBA40 and Mindboggle101 datasets. For LPBA40, we use all 40 subjects in the dataset, for comparability with the LPBA40 atlas. For Mindboggle101, we use only the 20 subjects in the OASIS-TRT-20 subset, for comparability with the "jointfusion" atlas provided with Mindboggle. Note that in the latter case all subjects used to create the atlas are "test" subjects that were not used by FAIM for training. Our template creation method follows [ZF14] : given a spec- ified population {I 1 , I 2 , · · · , I N } 4 , we construct an average brain I by consecutively updating I till convergence with formula:
The warped image I k • φ k can be directly predicted by our network instead of performing a geodesic shooting algorithm in the original paper. We apply this method to compute an average brain with all the 40 subjects in LPBA40 dataset, with the result shown in Figure 10 . The algorithm was deemed to converge when the mean absolute change of voxel intensities of two consecutive iterations of I are less than 0.005. Note that the average brain created by FAIM appears to have more local details than the corresponding LPBA40 template (FLIRT ver- Figure 9 : The effect on the Jacobian map of different Gaussian kernel widths (minimum, maximum) specified on the GeoShoot command line; for example the fourth from the left was produced using "M Gauss easier 4 20". The slices shown correspond to those in Figures 7 and 8. sion) provided with the dataset. In one sense, this is expected, since the FLIRT version of LPBA40 atlas was produced using only affine registration. However it shows that FAIM is accurate enough to produce useful templates very quickly.
The Mindboggle data set does not come with an average brain for the OASIS-TRT-20 subset, so we did not show an analagous comparison here. Instead, we use the OASISAtropos-30 template (in MNI152 space) provided with the dataset.
For each dataset, once we have a template, all subjects' brain images are warped (i.e. registered) to the template, using FAIM, and the resulting warp is also applied the associated anatomical labels for each subject. Finally, at each voxel in the template, the labels from all of the warped subjects are converted to a probability distribution on labels at that location. Figure 11 shows the probability of the "winning" (i.e. most likely) label at each location using with a heat map overlaid on top of the average brain for LPBA40. The same figure shows the corresponding map for the LPBA40 atlas; the two are almost identical. The mean Dice score calculated between their winning labels is 92.6%. Notice that the average brain created using FAIM does not have brain stem and cerebellum, this is because subject images we used in LPBA40 FLIRT data set does not have them included. The network did not "see" the two parts during training, but due to the smoothness of learned deformations, it still can predict their locations when doing prediction.
The top row of Figure 12 shows the analogous comparison of label probabilities for OASIS-TRT-20 dataset. The atlas provided by Mindboggle uses OASIS-Atropos-30 as the template brain and uses the "joint fusion" algorithm [WSD + 13] provided with ANTs to create label probabilities. The result is then warped to MNI152 space. Instead of using complex joint fusion algorithm, the probability label created using FAIM here still follows the simple procedure as in LPBA40 but with the OASIS-Atropos-30 template (warped to MNI152 space) as the average brain.
Their winning labels from the two atlases (FAIM and Mindboggle) have a mean Dice score of 80.7%. The reason the lower Dice score here is that label probabilities generated by using FAIM looks less certain (more cold regions) and spreads more spatially compared with Mindboggle's. The bottom row of figure 12 shows some winning labels by stacking the labels from Mindboggle's atlas (green) and labels constructed using FAIM (blue). One can see that the former is almost entirely contained within the latter. We expect that if joint fusion algorithm were used together with FAIM warping the image, the result will look as good as using diffeomorphic methods for image warping.
The whole process including the average brain construction and creation of each label's probability map only took about 6 min for LPBA40 dataset and 12 min for OASIS-TRT-20 dataset with a single Tesla P100 GPU and unoptimized codes.
Discussion
We have developed a new unsupervised learning algorithm, FAIM, for 3D medical image registration. We compared it experimentally to VoxelMorph [BZS + 18] and uTIlzReg GeoShoot [VRRC12], on the LPBA40 and Mindboggle101 datasets, using pairwise registration of individual brain volumes.
The FAIM algorithm produced significantly better registrations (as measured by label overlap) than VoxelMorph on all Regions of Interest (ROIs) for the Mindboggle101 dataset. For the LPBA40 dataset, FAIM produced registrations that were significantly better than VoxelMorph in some ROIs and not significantly different in others. This pattern is consistent across varying regularization parameters. Further, and surprisingly, both neural network algorithms significantly outperformed uTIlzReg GeoShoot on Mindboggle101. However, this was at the cost of large and non-smooth local volume changes, as illustrated in Figure 5 . The striking differences shown in that figure suggest that all three methods could be improved by more careful regularization. Finally, we demonstrated an application of FAIM to fast template and atlas construction, on both the LPBA40 and Mindboggle datasets. Figure 12: Top Row: Maximum likelihood of labels provided by Mindboggle's jointfusion atlas (left) and the one constructed using FAIM (right) . Bottom Row: Overlay visualization of some winning labels taken at the same slice, winning labels from Mindboggle's jointfusion atlas (Green) and winning labels constructed by FAIM (blue).
