Abstract-Visualization of data tables with n examples and m columns using heatmaps provides a holistic view of the original data. As there are n! ways to order rows and m! ways to order columns, and data tables are typically ordered without regard to visual inspection, heatmaps of the original data tables often appear as noisy images. However, if rows and columns of a data table are ordered such that similar rows and similar columns are grouped together, a heatmap may provide a deep insight into the underlying data distribution. We propose an informationtheoretic approach to produce a well-ordered data table. In particular, we search for ordering that minimizes entropy of residuals of predictive coding applied on the ordered data table. This formalization leads to a novel ordering procedure, EMordering, that can be applied separately on rows and columns. For ordering of rows, EM-ordering repeats until convergence the steps of (1) rescaling columns and (2) solving a Traveling Salesman Problem (TSP) where rows are treated as cities. To allow fast ordering of large data tables, we propose an efficient TSP heuristic with modest O n log(n) time complexity. When compared to the existing state-of-the-art reordering approaches, we show that the method often provides heatmaps of higher visual quality, while being significantly more scalable. Moreover, analysis of real-world traffic and financial data sets using the proposed method, which allowed us to readily gain deeper insights about the data, further confirmed that EM-ordering can be a valuable tool for visual exploration of large-scale data sets.
I. INTRODUCTION
Data visualization has a long history in scientific research [1] as it allows researchers to get a better insight into data they are studying. Visualization is used for exploratory analysis prior to application of statistical methods, it can also be used as a confirmatory tool to disprove or confirm hypotheses, while sometimes visual presentation is an ultimate goal [2] . However, despite its long history and significant advantages of visual analysis of data [3] , there still remains a need for further development of visualization methods. This is particularly evident when working with large-scale, high-dimensional data, where commonly used visualization tools are either too simplistic to gain a deeper insight into the data properties (e.g., histograms, scatter plots, pie and bar charts), or are too cumbersome and computationally costly in large-scale setting, such as parallel coordinates [4] , [5] , correlation matrix plots [6] , and biplots and star plots [3] . Inadequacy of standard tools has been recognized in a number of recent papers, as summarized in the statement from [7] : Data in high dimension are difficult to visualize and understand. This has always been the case and is even more apparent now with the availability of large high-dimensional datasets and the need to make sense of them.
In this paper, we focus on visualizing data sets that can be represented as an n × m data table, where rows represent n examples and columns represent m features. Standard data exploration tools such as histograms and scatter plots provide only a basic understanding of the data; histogram is a tool for understanding distributions of each feature, while scatter plot is a tool for understanding correlations between pairs of features. A more advanced visualization approach is lowdimensional data projection, where examples are projected into a two-dimensional subspace and visualized using a scatter plot, such as Principal Component Analysis (PCA), Locally Linear Embedding (LLE) [8] , or Stochastic Neighborhood Embedding (SNE) [9] . However, projecting examples into a 2-D subspace and visualizing them using a scatter plot often implies a significant loss of information. Moreover, while the resulting 2-D or 3-D scatter plots can provide insight into an underlying manifold structure, they may be difficult to interpret and provide actionable knowledge. This is evident when examining related publications that typically use non-linear projection methods to project a set of images (e.g., faces, digits) to a 2-D scatter plot, and then plot the original image next to the corresponding projected point to illustrate the quality of visualization. However, practical problem is that there are only several types of data sets where the projected examples can be conveniently annotated in a lower-dimensional plot.
An alternative to showing two-and three-dimensional scatter plots of the projected data is to plot the original data. By observing that a data set can be represented as a twodimensional matrix, it becomes evident that is could be plotted as a heatmap (e.g., using imagesc command in Matlab and Octave). Since examples and features in a typical data set are sorted in an arbitrary order (e.g., randomly, or by example or feature ID), heatmap of the original data might not be informative. There are two possible alternatives for improving the heatmap. One is to perform clustering (e.g., k-means clustering) and sort all examples based on which cluster they are assigned to. However, the outcome greatly depends on the chosen number of clusters, and could result in artifacts where it might appear that there are clear clusters even when this is not the case. More appropriate strategy for plotting data heatmaps is to first reorder its rows (columns), such that similar rows (columns) are placed next to each other [10] , [11] , [12] .
There are many possible approaches for ordering of data tables. One is to project examples onto the largest principal component obtained by PCA or to a principal curve obtained by LLE, and to order the examples by traversing the line or the curve. However, ordering is not an explicit objective of either PCA or LLE but only a byproduct of a manifold search, and may result in lower-quality visualization. An alternative, very popular in gene expression analysis, is to perform hierarchical clustering and to order examples by traversing leaves of the binary tree [13] . However, the resulting algorithm is computationally expensive and can be applied only to data sets with several thousand examples. Moreover, there are 2 n−1 ways to order the resulting hierarchical tree, which may open a costly optimization problem [14] . Another interesting approach presented in [15] is ordering based on spectral clustering. Similarly to hierarchical clustering approaches and unlike the method proposed in this paper, in large-scale setting spectral analysis becomes time-and memory-intensive, and the algorithm may also give suboptimal results when the data consists of several clusters that are not well separated.
Data table reordering can also be seen as the Traveling Salesman Problem (TSP) [16] , where examples represent cities, and the task is to find a path through all the cities such that the traversal cost is minimized. While TSP is an NPcomplete problem that requires exponential computation time, there are efficient heuristics that in practice give high-quality tours. The Lin-Kernighan (LK) method [17] has been widely accepted as the method providing the best trade-off between tour quality and computational speed, scaling as O(n 2.2 ); as such, it is applicable only to moderately-sized data sets. Moreover, treating reordering directly as TSP carries a strong assumption that the features were properly scaled from the perspective of visual quality of heatmaps.
We propose a novel ordering method that addresses shortcomings of the existing methods. Our main contributions are:
• Ordering is formalized as finding a permutation of rows (or columns) that results in a maximally compressible data set, as defined by the entropy of the residuals of predictive coding.
• The problem is solved by an Expectation-Maximization (EM)-like algorithm, which alternatively solves a TSP and reweights features based on the quality of the resulting tour.
• A fast O n log(n) TSP solver is proposed, called the TSP-means, that finds tours with lengths comparable to those found by the LK algorithm. It is based on a construction of a binary tree by recursive use of k-means (with k = 2) and subsequent reordering of the tree nodes by the LK algorithm.
II. BACKGROUND
In this section we describe the works and ideas that led to the proposed visualization method. We first introduce the existing approaches for visualization of high-dimensional data, and then present matrix reordering and data seriation techniques. Lastly, we give an overview of the TSP and the existing methods for solving this classical combinatorial problem.
A. Data visualization
Visualization of data has been an integral part of scientific research from the earliest times, with visual representations of data appearing in scientific literature from as early as the 10 th century [1] . A great number of approaches for data visualization has been introduced since (see [18] , [19] ), with visualization methods most commonly used in our everyday lives, such as histograms and pie charts often encountered in newspaper and weather reports, being in use for more than a century in a nearly unchanged form [1] , [20] , [21] . However, recent technological advances and emergence of large-scale data sets have clearly indicated limitation of the existing methods in this new setting [2] , [7] , and there remains a clear need for the development of novel visualization approaches.
Visualization of high-dimensional data is of particular interest [7] , and this problem has received significant attention in the visualization community. Often explored direction is finding lower-dimensional representation of the data, which could then be more easily visualized using the standard visualization tools. In [22] and [23] , the authors propose methods that explore interactions between examples in subspaces of the original high-dimensional space, and plot these lowerdimensional representations in a form of similarity matrices or scatter plots in order to gain better understanding of the data. However, the methods become intractable as number of examples and dimensions grows, and may not be suitable for large-scale visualization tasks. Instead of using subspace search, another idea is to compute more involved projections of the data into 2-or 3-D spaces. This approach includes PCA, where examples are projected along the directions describing most of the variance, and non-linear projections such as LLE [8] , SNE and its extension t-SNE [9] , [24] , Self-Organizing Maps (SOM) [25] , Isomap [26] or Laplacian eigenmaps [27] , which attempt to project examples to a lower-dimensional, non-linear manifold. However, lower-dimensional projection methods in most cases imply a significant loss of information, and the resulting plots may also be difficult to interpret by nonexperts for whom the visualization results are often intended.
To address this issue, an interesting approach is to represent examples in their original, high-dimensional space. A very popular technique implementing this idea are parallel coordinates [4] , [5] , which have been used for data visualization for more than a century [1] . However, although parallel coordinates can be used to quickly discover trends in moderate-sized data sets, they become cluttered when number of examples or dimensions becomes large [28] , [29] , [30] , thus significantly limiting the quality of visualization. On the other hand, an alternative visualization tool are heatmaps, with very long and rich history [20] , [21] . In contrast to parallel coordinates, heatmaps do not suffer from the deficiencies related to extreme data sizes, and can be used in large-scale setting to provide a holistic view of the data. We use this insight and propose a scalable algorithm for generating high-quality, large-scale heatmaps, obtained by data preprocessing through reordering.
B. Data reordering
Data reordering or seriation is an important step in exploratory data analysis. This family of unsupervised methods is based on the following observation: assuming that a data set is represented in a form of a two-dimensional reorderable matrix, any permutation of its columns or rows does not lead to loss of information [11] . Therefore, by permuting rows (columns) so that similar rows (columns) are close, followed by visualization of the modified data matrix, we can reveal unknown regularities and patterns in the data without modifying the data. Data ordering has deep roots in a number of disciplines in social studies (e.g., archeology [31] , anthropology [32] ;
for an excellent overview see [33] and references therein). Beyond social sciences, data ordering has been popular in gene expression data analysis in bioinformatics [13] , [14] and analysis of geographical data [34] . It is also important in bandwidth minimization [35] and data compression [36] , [37] .
We describe in more detail several popular methods for data ordering. As baseline methods we can consider LLE and PCA, two popular low-dimensional projection algorithms. One-dimensional projection by either PCA or LLE effectively induces a linear ordering in the new 1-D space, and can be used to reorder rows and columns of the data matrix. LLE method first finds k nearest neighbors in the original high-dimensional space for each example, then attempts to project the data to lower-dimensional space while keeping the relationships between neighbors the same. Due to the fact that all distances between examples need to be computed, the time complexity of the algorithm amounts to O(n 2 ). Regarding PCA, we can use the first principal component and project the data onto it. As we only need to compute the first principal component (found in O(n) [38] ), this algorithm is very fast, and projection of the data to the first principal component and subsequent sorting of the projected values result in modest O n log(n) time complexity. We can also consider ordering based on spectral clustering (SC) [15] , which can be seen as a low-dimensional, non-linear projection method. In their work, the authors show that linear ordering of examples can be found by computing the second largest eigenvector of the normalized similarity matrix. However, similarly to LLE, time and space complexity of O(n 2 ) render the method infeasible in large-scale setting.
Two approaches popularized in bioinformatics are hierarchical clustering (HC) [13] and hierarchical clustering with optimal leaf ordering (HC-olo) [14] . Hierarchical clustering is a bottom-up method, which starts by clustering two most similar examples and represents this new cluster with its centroid. Examples and centroids are repeatedly grouped together until all examples belong to a single, root cluster. The method finds binary tree representation of the data, resulting in O(n 2 ) time complexity as distances between all examples need to be calculated. In order to find ordering of examples, we simply read leaves of the tree from left to right. However, there are 2 n−1 linear orderings of tree nodes that obey the obtained tree structure (i.e., we can flip each of n−1 internal nodes and still have the same tree structure). To solve this issue, in [14] the authors present a dynamic programming approach to find the optimal leaf ordering for a given tree structure in O(n 3 ) time, which makes the algorithm intractable for larger data sets.
C. Traveling salesman problem (TSP)
Traveling Salesman Problem is a classical problem in computer science. The problem can be described as follows: given n cities, along with non-negative costs of traveling from the i th city to the j th city d(i, j), i, j ∈ {1, 2, ..., n}, find a shortest path such that each city is visited exactly once and the path completes in the starting city. More formally, letting π be permutation (or ordering) of n cities, the task is to find optimal permutation π * so that the total tour length is minimized,
where Π n is the set of all permutations of the first n integers, and π(i) denotes the i th city to be visited. The TSP is NPcomplete [39] , thus very difficult to solve optimally.
Due to the NP-completeness of the problem, TSPs were historically very hard to solve with limited computational resources. One of the first large TSP problems solved to optimality involved only 49 cities, and the solution was described in 1954 in [40] . Interestingly, the authors solved the problem by manually applying ideas that later led to the cutting-plane algorithm [41] . Several polynomial-time heuristic methods with upper bounds on performance have been proposed since to approximately solve the TSP, including nearest neighbor, nearest insertion, furthest insertion [42] , Christofides heuristic [43] , and LK heuristic (see [44] for a comprehensive overview of methods). Currently, the largest TSP instance solved to optimality comprises nearly 86,000 cities [45] .
One of the most powerful heuristics for finding optimal or near-optimal solutions to TSP is the LK method, having O(n 2.2 ) time complexity. The method introduces a variable λ-opt move (where λ ≥ 2) to reach a better tour, meaning that at each iteration we search for increasing λ number of links on the current tour that could be broken and replaced by the same number of links currently not on the tour. The λ-opt move is performed if the resulting, modified tour has lower cost than the current solution. The method starts with a random tour, and then iteratively applies λ-opt moves, until no such move leads to a better solution (it is then said that the current tour is λ-optimal). An efficient implementation of LK heuristic is presented in [46] , which achieved the best results on all known large-scale TSP problems.
An interesting application of TSP solvers is in matrix reordering and clustering, where each data example is considered a city. Interestingly, one of the first matrix reordering techniques, the Bond Energy Algorithm (BEA), is in fact a simple nearest insertion TSP heuristic [47] . In [16] , the authors propose adding several "dummy" cities which have distances equal to 0 to all other cities. In this way, after computing the shortest tour through all cities, the "dummy" cities act as boundaries between different clusters. However, as discussed in [48] and as shown in the experimental section of this paper, directly applying TSP to the whole data set can lead to ordering that is very sensitive to noise inherent in the data set, and consequently to poor data visualization. In [49] the authors propose a TSP-based biclustering method, which first finds clusters across rows, followed by clustering across columns of a data matrix to obtain meaningful biclusters. As the proposed methods apply TSP solvers directly on the whole data set, they are not scalable to large data sets due to super-quadratic time complexity of the best available TSP solvers. In contrast to the existing methods, we present an effective algorithm with time requirement of only O(n log(n)), allowing for high-quality, scalable reordering and visualization of large data matrices.
III. METHODOLOGY
An intuitive goal of ordering is to find permutation of rows so that similar examples are grouped together. We propose a principled approach for ordering that finds permutation of rows producing a maximally compressible data set. We will explain how to order rows, while noting that columns can be ordered using the same procedure on the transposed data table.
A. Differential Predictive Coding (DPC)
Let us assume a data set D is given in a form of an n × m data 
T without the loss of information, as the original data set D can be reconstructed from D DP C .
If the data table D is ordered such that similar rows are placed next to each other, DPC residuals ε would be smaller than the original examples x i . As a result, the entropy of rows in D DP C would be smaller than the entropy of rows in D, indicating that D DP C is more compressible than D. The entropy of the original examples is defined as
, where P X (x) is the probability density of vectors x, and entropy of DPC residuals is defined as H DP C (ε) = E[− log(P E (ε))], where P E (ε) is a probability density of vectors ε. Thus, small entropy H DP C (ε) implies that DPC residuals are small, which in turn implies that D is a well-ordered data set. As a result, entropy of the DPC residuals is a good measure of ordering quality. We note that H DP C (ε) can be estimated as
B. Relationship between entropy minimization and ordering
In data mining, data sets can often be considered as arbitrarily ordered collections of examples and features. As a consequence, any permutation π of rows from
..,n , does not lead to loss of information. We propose that the optimal permutation π * is the one that results in minimization of entropy of DPC residuals,
where we used superscript π to denote the specific permutation of rows of the data table D.
We observed that when applying DPC on a number of wellordered data sets with numerical features P E often resembles multivariate Gaussian or Laplacian distribution with diagonal covariance matrix. Let us first consider the case when P E is a multivariate Gaussian distribution,
where Σ is a diagonal covariance matrix with the j th element on a diagonal equal to the variance σ 2 j of the DPC residuals of the j th feature. H π DP C (ε) could then be expressed as
When P E is modeled as a Laplacian distribution, and assuming independence of elements of ε, P E (ε) is equal to
where
The corresponding H π DP C (ε) is similar to (5), with the main difference being that |σ j | is used instead of σ 2 j in the third term of (5).
Upon modeling P E as Gaussian or Laplacian distribution, and observing that this results in introduction of m new parameters {σ j } j=1,...,m , we can restate (3) as
Solving (7) requires finding the best ordering and the best estimate of variance of DPC residuals for each feature.
C. Reordering for entropy minimization
We propose to solve (7) in an iterative manner similar to the EM algorithm. The method is given as Algorithm 1. In the M-step (line 2), by assuming that values of σ j are known, the problem reduces to finding ordering π that minimizes the last term from (5), which is equivalent to solving the TSP on examples whose features are downscaled using {σ j } j=1,...,m . Given the current ordering π, the goal of the E-step (line 3) is to find {σ j } j=1,...,m that minimizes H π DP C (ε). It is evident that the E-step is equivalent to finding σ j using the maximum likelihood approach, where σ j is found as
Algorithm 1 converges to a local minimum, since both Eand M-steps lead to decrease in H π DP C (ε). As the algorithm resembles the EM and is based on an information-theoretic principle of Entropy Minimization, we call it the EM-Ordering.
Note that successful ordering will result in small σ j for features that are correlated to others, and large σ j for noisy or uncorrelated features. Intuitively, if the j th feature cannot be ordered well during the procedure, its DPC entropy, and thus σ j will be increased. As a result, its importance will be reduced due to larger downscaling in (5).
D. Feature scaling
We observe that the proposed algorithm allows for cases when for some features and for some orderings it holds that H D (x j ) < H π DP C (ε j ), where H D (x j ) and H π DP C (ε j ) are entropies of the j th feature and of its DPC residuals, respectively. If this is the case, it might be preferable to ignore the j th feature during ordering. Considering this observation, we propose two strategies:
1. Hard feature scaling. In this case, features for which holds that H D (x j ) < H π DP C (ε j ) are scaled down to zero by introducing σ j → ∞, in order to prevent their adverse influence on the overall entropy minimization.
2. Soft feature scaling. In this case, no action is being taken for features where H D (x j ) < H π DP C (ε j ). Hard scaling results in a removal of the features that cannot be successfully ordered and, as such, can be considered a feature selection algorithm. However, to prevent removing features that at a given iteration just barely satisfy the condition H D (x j ) < H π DP C (ε j ), but could be successfully ordered in future iterations of Alg. 1, we can use the following criterion:
3. Hard feature scaling with tolerance. The j th feature is removed if, for some α > 1,
E. TSP-means algorithm
In this section, we propose a TSP solver used in M-step of Algorithm 1, called TSP-means. By combining data clustering and efficiently solving a number of small-scale TSPs defined on the cluster centroids, we obtain a highly scalable algorithm. In addition, as will be discussed later, by its design TSP-means often results in a more informative visualization than when LK is directly used on all examples.
The solver, summarized in Algorithm 3, begins by recursively applying k-means clustering with k = 2 (line 1), to create a binary-tree T representation of the data set D, as shown in Figure 1(a) . The root of the tree corresponds to if (z has children) 7.
solve local TSP defined on children of z and immediate neighbors of z in the list L 8.
replace z in L by its children, in order given by the TSP solution the whole data set and is represented by its centroid. Internal nodes correspond to clusters found by running k-means on their parents, and are represented by the cluster centroids. The k-means on a node is not performed if a node contains less than or exactly 2 l examples, where l is a user-defined parameter.
In the next step, as formalized in Algorithm 2 and illustrated in Figure 1(b) , we transform binary tree T into 2 l -ary tree T l by keeping only nodes at every l th tree level, starting with a root node. Each node at level (i · l), i > 0, becomes a child of its predecessor at ((i−1)·l) th level (e.g., nodes 22 and 23 become children of node 5). In addition, leafs at any level in the tree T also become leafs in the tree T l . For example, node 10 becomes a child of node 5, as shown in Figure 1(b) . Note that leafs of the 2 l -ary tree T l represent clusters with no more than 2 l examples, and are the same as leafs of T . Finally, we add another tree level to T l by making its current leaf nodes parents of examples in their cluster. This results in the final 2 l -ary tree whose leaf nodes are the individual examples.
After the creation of 2 l -ary tree, we perform a breadthfirst traversal of the tree from left to right (Alg. 3, lines 3 -8).
The main idea is to reorder the internal and leaf nodes so that similar clusters and examples are closer, resulting in a good ordering of the data set. For this purpose we create a list L, which initially holds only the root of the tree (Alg. 3, line 3). Then, we visit nodes in the list L sequentially from left to right and solve a local TSP defined on centroids of children of the current node in L, giving us an ordering where similar children are close (Alg. 3, lines 4 -7). Before moving on to the next 
COMPLEXITIES OF THE REORDERING ALGORITHMS
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node of the list L, we replace the current node in the list L with its children reordered according to the TSP solution (Alg. 3, line 8). Once we reach the end of the list L, we start again from the beginning. For example, for the tree in Figure 1(b) , we initialize L = [1] . We traverse the list from left to right, and, after solving TSP defined on children of the current node of the list (there is only node 1 at the moment), we replace node 1 in the list L with its children in the order given by the TSP solution, resulting in L = [4, 5, 7, 6 ], see Figure 1 (c).
As we reached the end of the list, we start from the beginning and the current node of L becomes node 4, whose children define the next TSP to be solved. The algorithm completes when L contains only individual examples, and ordered data set is returned in a form of the resulting list L.
TSP tour computed only on children of the current node of L would result in discontinuity between tours of the neighboring nodes in L, as each local tour would be computed irrespectively of the neighboring nodes. Therefore, to ensure that the ordering is smooth, when solving a TSP defined on children of the current node in L we also include its left and right neighbors from L if they exist. We set the distance between left and right neighbor nodes to 0, so that they are guaranteed to become neighbors on the found tour. After solving thus defined TSP, the found tour is cut at these neighbors to obtain an ordered list, and the children of the current node are reordered according to the TSP solution. For example, given L = [17, 19, 16, 18, 5, 7, 6] , obtained after solving TSP defined by the previous current node 4, we need to solve the TSP defined by the new current node 5. The TSP being solved includes nodes {18, 10, 22, 23, 7}, and the resulting tour is [18, 23, 10, 22, 7] . Before moving on to node 7, we replace node 5 with its ordered children to obtain the updated list L = [17, 19, 16, 18, 23, 10, 22, 7, 6 ], see Fig. 1(c) .
F. Further details
There are several important advantages that TSP-means offers over the existing algorithms. First, it has very favorable time complexity. As k-means clustering has time requirement linear in number of examples, it takes O n log(n) time to build the binary tree T , assuming k-means results in nearly balanced clusters. After creating T l in O(n) time, there are O( n 2 l ) nodes in T l , assuming a nearly balanced tree T l of expected depth close to log(n). Each non-leaf node in T l requires solving a single TSP whose size is bounded by (2 l +2). Therefore, if LK algorithm is used for TSP, time complexity of solving each TSP is O(2 2.2l ). It follows that the overall time requirement of TSP-means is only O 2 1.2l n log(n) . Summary of time and space complexities of TSP-means and the competing methods is given in Table I. TSP-means is also amenable to parallelization. In particular, clustering of non-root nodes can be distributed over mul- tiple processors, while solving TSPs defined on higher-level nodes can be performed concurrently with clustering of lowerlevel nodes. In addition, the algorithm allows for interactive visualization of large data sets. Unlike the competing algorithms, where a user can plot the results only once the algorithm completes, TSP-means provides meaningful output during the execution at each depth of the tree. It can visualize the data during runtime, by first showing coarse data ordering, and then transitioning (or "zooming in") towards finer resolutions as the algorithm descends further down the tree. In particular, as the list L is expanded we can show centroids currently in the list, weighted by the number of examples in the cluster that they represent. In this way, useful local and global patterns can be discovered even before completely traversing the tree T l . Note that TSP-means can be further sped up by running k-means on a sub-sampled data for each node in the tree T instead on the whole data set, resulting in constant-time calls to k-means.
IV. EXPERIMENTS
In all experiments, initial values of variances {σ j } j=1,...,m in EM-ordering were initialized to standard deviation of features. We used hard feature scaling with tolerance of α = 1.1, and run EM-ordering for 5 iterations. We assumed a Gaussian distribution from (4) for DPC residuals. To build a tree T , at each step of recursion we run k-means (k = 2) on 100 randomly sampled examples. For HC and HC-olo we used the Bioinformatics toolbox in Matlab (with average linkage). SC was implemented in Matlab (similarity matrix computed using Gaussian kernel), while codes for LLE 1 (number of neighbors was set to 15), and Lin-Kernighan 2 were found online.
It is not obvious how to measure quality of visualization. As a proxy measure we used Figure of Merit (FOM) [50] when labeled examples are available. Denoting label of the i th example as y(i), FOM score of ordering π is computed as
where binary indicator function I(·) returns 1 if the argument is true, and 0 otherwise. As a result, lower values of FOM indicate higher-quality ordering π. To evaluate TSP-means, we also report tour cost L, equal to the sum of Euclidean distances between neighboring examples in the final ordering.
A. Validation of TSP-means
We first evaluated influence of parameter l in Alg. 3. The results for waveform data set of size 10,000, for l ranging Table II , where we report number of calls to LK and k-means sub-routines, time required to solve a single TSP, as well as FOM and L performance measures. As can be seen, setting l to 7 led to good results. This can be explained by the fact that depth of the tree T (after step 1 in Algorithm 3) was 14, as expected since log 2 (10,000) < 14, meaning that the depth of T l was only 2. For l < 7 the depth of T l was larger than 2, leading to more calls to LK and k-means subroutines. On the other hand, for l > 7 the TSP of root node of T l had 2 l children, while TSPs of non-root nodes had less than 2 14−l children, thus not fully exploiting near-optimal ordering found by LK at the lower levels. Taking this result into consideration, in the remaining experiments we set l = 0.5 log 2 (n) as a default value.
To get an insight into relative performance of the competing algorithms, we generated 2-dimensional data set called circles. We uniformly at random sampled half of the examples from a circle of radius 3, and the second half from the circle of radius 4. We also added small noise to all examples. We set the size of the circles data set to 500 for the clarity of visualization. The resulting ordering of all methods is shown in Figure 2 , where neighboring examples in the final linear ordering are connected by a line. Performance of PCA was expected (Figure 2(a) ), as the method projects examples onto a straight line. We can see that LLE failed to find a desired principal curve that would consist of two connected circles (Figure 2(b) ). As can be seen in Figure 5 (c), SC found better ordering than PCA and LLE and clearly separated upper and lower parts of the data set, but failed to find good ordering within the clusters. HC resulted in relatively smooth ordering with occasional jumps between circles, see Figure 2 (d). We can see in Figure 2 (e) that HC-olo reordered the HC tree to provide smoother ordering. As expected, LK had the shortest route, while the proposed TSP-means was very close to LK (Figures 2(f) and 2(g), respectively) .
To compare the execution times for HC-olo, LK and TSPmeans, we uniformly sampled 2-D and 3-D examples from a square and a cube of width 1, respectively, and increased data size from 500 to 1,000,000. In Figure 3 we show times in both logarithmic and linear scale in order to better illustrate the performance of algorithms for small-and large-scale data sets. In Figure 3(a) we can see that HC-olo method required prohibitively long processing time as n increased, and that it could not process data sets with more than few thousand examples. For 1 million examples TSP-means completed in around 20 minutes for both 2-and 3-D data, while for LK it took around 1 and 5 hours, respectively. We note that HColo and TSP-means scale linearly with the data dimensionality. On the other hand, LK algorithm uses k-d trees to speed up computations in lower-dimensions, but for higher-dimensional data the benefit of k-d trees decreases sharply. That is why results for LK in Figure 3 are representative only for 2-and 3-D data, while the execution time scaling for higher dimensions would be higher than shown and scale as O(n 2.2 ). We did not run experiments for higher-D data since in that case the LK implementation we used requires distance matrix, which becomes infeasible for large n.
As observed in [48] , although using LK on the whole data table results in the smallest tour length, it does not necessarily translate into the visually informative ordering. This can be explained by the fact that, unlike TSP-means, LK is not constrained by the underlying clustering structure in the data, rendering it sensitive to noisy examples. This is illustrated in Figure 4 , where we generated 200 examples from each of the 2-D clusters representing 4 classes sampled from twodimensional Gaussians centered at (0, 0), (0, 4.5), (4.5, 0) and (4.5, 4.5), with identity covariance matrices. We can see that LK achieved smaller tour length than TSP-means. However, TSP-means first visited examples from cluster 1, followed by cluster 2, then cluster 3, to finish by visiting examples from cluster 4 (see Figure 4(b) ). On the other hand, in Figure 4 (a) we see that LK jumped between clusters visiting them in the {3, 4, 1, 2, 1, 4, 3, 2, 3} order, resulting in a lower quality of visualization. As discussed previously, this indicates that TSPmeans accounts for clustering structure present in the data.
B. Validation of EM-ordering
In this section, we present performance of algorithms on benchmark labeled sets from UCI repository. Noisy waveform was created by appending 21 noise features to waveform. All data sets were normalized to zero-mean and unit variance. We limited ourselves to data sets of size n = 1,500 in order to be able to compare our method with resource-intensive SC and HC methods, and report average FOM after 5 experiments.
In Table III we report FOM performance of ordering methods on 11 classification data sets. Interestingly, in nearly all tasks the three lower-dimensional projection methods (PCA, LLE, and SC) were significantly outperformed by the competing techniques. EM-ordering was best on 7 out of 11 data sets, with the additional advantage of being much faster than the closest competitors HC-olo and LK. Results after one iteration of Algorithm 1 were better than after five iterations in only two cases, indicating the benefits on feature scaling. Feature scaling was especially beneficial for wine, madelon and noisy waveform, where FOM dropped by the highest margin. Moreover, on madelon and noisy waveform data, for which irrelevant, noisy features were known beforehand, EMordering detected more than 90% of noisy features.
In Figure 5 we show heatmaps of reordered waveform data set, where rows correspond to examples, columns correspond to features, and color intensity represents a numeric value. As the data set has 3 classes, in the 3 rightmost columns we encode the class membership of examples. We averaged class membership over a column-wise sliding window of length 20 for easier interpretation of the results. Darker pixels indicate that examples within the window had the same label, thus indicating successful ordering. As seen in Figures 5(a) , 5(b), and 5(c), lower-dimensional projection methods PCA, LLE, and SC obtained similar visualization results with very smooth-appearing heatmaps, but FOM results and the last three columns suggest that they did not provide compact grouping of examples with the same class labels. In contrast, HC and HColo resulted in better ordering, as shown in Figures 5(d) and 5(e), respectively. However, similarly to the results in Figure  2 , tours often jumped between classes, reducing FOM and the quality of visualization. LK algorithm found the shortest path, as illustrated in Figure 5 (f), which did not translate into good ordering. LK frequently jumped between classes, resulting in visually unappealing ordering. On the other hand, EM-ordering had the best FOM, as can be seen from Figure 5 (g). 
C. Applications of EM-ordering
To illustrate the usefulness of ordering, we applied EMordering on two real-world data sets. The first is a set of traffic volumes (number of cars per minute) reported every 10 minutes by 3,265 sensors on highways in Minneapolis, MN, on December 23 rd , 2005. The original, unordered data set is shown in Figure 6 (a), from which little can be seen beyond presence of heavy traffic volume during early morning and late afternoon. In Figure 6 (b) we show an ordered data matrix, where it becomes clear that there are several types of traffic patterns (heavy traffic during morning or afternoon only, light or heavy traffic during most of the day, etc.). To further illustrate the benefits of ordering, upon visual inspection we split the ordered sensors manually into 11 clusters. In Figure  6 (c) we show the geographical locations of sensors, colored according to their cluster labels. We can see that the sensors along the same road segments were clustered together, and that nearby road segments were assigned to similar clusters. This example illustrates how ordering can be used for interactive exploration and visualization of data, which could be very useful to traffic engineers and planners. We note that this modestly-sized data set cannot be ordered using HC-olo and LK algorithms on a regular computer.
We also ran EM-ordering on stocks data set, representing 252 daily stock returns of 89 companies from 9 sectors of industry. Not much can be seen from the original data set shown in Figure 7 (a) (the companies were sorted alphabetically). After reordering rows and columns of the data table interesting patterns emerged, as seen in Figure 7 (b), which may provide useful insights to stock traders. We can observe that the ordering revealed several clusters of companies operating in industrials, health care, financials, and information technologies sectors (clusters 1 -4, respectively), having specific patterns of daily returns. We also detected companies from energy and utilities sectors in cluster 5, whose daily returns, unlike returns of the companies from other sectors, did not fluctuate much. Lastly, after reordering the transposed data matrix (i.e., ordering days instead of companies), bear and bull trading days can be easily detected (clusters 6 and 7, respectively).
V. CONCLUSION
We proposed EM-ordering, an efficient reordering algorithm for data visualization, naturally emerging from entropyminimization framework. In addition to finding a near-optimal ordering of the examples, the algorithm can automatically detect noisy features and decrease their influence on the final ordering. Moreover, unlike commonly used data visualization methods, our algorithm has very favorable time and space complexity, allowing efficient visualization of data tables with millions of examples. Empirical evaluation showed that the algorithm outperformed existing methods while being much faster, confirming that EM-ordering can present a powerful tool for analysis and visualization of large-scale data sets.
