We improve the effective-one-body (EOB) description of nonspinning coalescing black hole binaries by incorporating several recent analytical advances, notably: (i) logarithmic contributions to the conservative dynamics; (ii) resummed horizon-absorption contribution to the orbital angular momentum loss; and (iii) a specific radial component of the radiation reaction force implied by consistency with the azimuthal one. We then complete this analytically improved EOB model by comparing it to accurate numerical relativity (NR) simulations performed by the Caltech-Cornell-CITA group for mass ratios q = (1, 2, 3, 4, 6 ). In particular, the comparison to NR data allows us to determine with high-accuracy (∼ 10 −4 ) the value of the main EOB radial potential: A(u; ν), where u = GM/(Rc 2 ) is the inter-body gravitational potential and ν = q/(q + 1) 2 is the symmetric mass ratio. We introduce a new technique for extracting from NR data an intrinsic measure of the phase evolution, (Qω(ω) diagnostics). Aligning the NR-completed EOB quadrupolar waveform and the NR one at low frequencies, we find that they keep agreeing (in phase and amplitude) within the NR uncertainties throughout the evolution for all mass ratios considered. We also find good agreement for several subdominant multipoles without having to introduce and tune any extra parameters.
I. INTRODUCTION
The Effective One Body (EOB) formalism [1] [2] [3] [4] [5] has been proposed as a new analytical method for describing the motion and radiation of coalescing black hole binaries. One of its main aims is to provide analytical 1 gravitational wave (GW) templates covering the full coalescence process, from early inspiral to ringdown, passing through late inspiral, plunge and merger. The definition of the EOB formalism mainly relies on two sources of information:
(i) high-order results of post-Newtonian (PN) theory; (ii) high-accuracy results from Numerical Relativity (NR) simulations of coalescing black hole binaries (both in the comparable-mass case, ν = O(1), and in the extreme-mass-ratio limit, ν ≪ 1). [Here, ν ≡ m 1 m 2 /(m 1 + m 2 ) 2 denotes the symmetric mass ratio.] In addition, EOB theory has recently tapped useful information out of Gravitational Self Force (GSF) computations at order O(ν). All this information is not used in its original form, but rather as a way to determine, or at least constrain, the structure of the few basic functions that enter the definition of the EOB formalism. For recent general reviews of the EOB formalism and its historical roots, see [6, 7] .
The EOB formalism has been developed in a sequence of papers, both for nonspinning black hole binaries [1-3, 5, 8, 9] and for spinning ones [4, [10] [11] [12] [13] [14] . In addition, it has been extended to the case of tidally interacting neutron star binaries [15, 16] . For all those types of systems, many comparisons between the predictions of EOB theory and the results of NR simulations have been performed [9, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] and have demonstrated that it is possible to devise accurate EOB waveforms by combining improved resummation methods [5, 8, 9] , high-order PN results (see [30] for a review), and some nonperturbative information coming from high-accuracy NR results. These EOB waveforms can be used both in GW detection and in GW parameter-estimation protocols. The EOB formalism can thereby crucially help detecting the GWs emitted by coalescing black hole binaries, since many thousands of waveform templates need to be computed to extract the signal from the broad-band noise, an impossible task for NR alone. The EOB formalism might also be crucial in allowing one to extract information on the equation of state of nuclear matter from observations of coalescing neutron star binaries [31] . An early version of the EOB waveform [28] has already been incorporated 2 , and used [32] in the LIGO and Virgo search pipeline.
In addition, some recent comparisons between NR studies of the dynamics of black hole binaries and its EOB description, have directly confirmed the ability of EOB theory to accurately describe several (gauge-invariant) aspects of the conservative dynamics of binary systems, such as periastron precession [33] and the relation between energy and angular momentum [26] .
The aim of the present paper is to improve the definition of some of the basic elements of the EOB formalism both by including for the first time recently obtained analytical information, and by extracting, in a new way, nonperturbative information from accurate NR simulations performed by the Caltech-Cornell-CITA group [34] .
Though our study will be limited to nonspinning binaries, the EOB structures we shall improve (such as the basic EOB radial potential A(R)) are central, and should then be included both in the spinning and tidal extensions of the EOB formalism.
The recent analytical progresses that we shall incorporate here in EOB theory are:
(i) 4PN and 5PN logarithmic contributions to the conservative dynamics [35] [36] [37] [38] ;
(ii) the O(ν) 4PN nonlogarithmic contribution to the conservative dynamics [36, [38] [39] [40] ;
(iii) resummed horizon-absorption contributions to angular momentum loss [41, 42] ;
(iv) the radial component of the radiation reaction force implied by consistency with the azimuthal one [43] ;
(v) an additional 3.5PN contribution to the phase of the (factorized [5, 8, 9] ) quadrupolar waveform [44] .
In addition, we shall bring up some novelties in the definition of the EOB formalism, and in the way to extract information from (comparable-mass) NR data. Namely:
(a) we introduce a Padé resummation of the additional tail phases δ ℓm of the factorized EOB waveform;
(b) we show how to accurately extract from NR data the Q ω (ω) function measuring, in an intrinsic way, the phase evolution of the (curvature) quadrupolar waveform;
(c) we introduce a new way to improve the EOB waveform during plunge and merger by matching it to the NR one at a specifically chosen (ν-dependent) NR time t NR extr (ν) around merger. More precisely, we impose [by using six next-to-quasi-circular (NQC) parameters] a C 2 contact condition between the amplitudes and the frequencies of the NR and EOB waveforms at an NR instant t NR extr (ν), corresponding to the maximum of the EOB orbital frequency t EOB Ω peak . The paper is organized as follows. In Sec. II we present, in a self contained manner, the detailed definition of our improved EOB formalism. Section III explains how to extract the Q ω (ω) function from NR data while Sec. IV revisits the extreme-mass-ratio case. In Sec. V we then complete our new EOB formalism by comparison with several comparable-mass simulations performed by the Caltech-Cornell-CITA group. Section VI studies the structure of the main EOB radial potential (A(u) function) obtained from the latter NR comparison and Sec. VII discusses how to compute EOB waveforms for arbitrary values of ν. We summarize our main conclusions in Sec. VIII, while some supplemental material is presented in several Appendixes. In particular, Appendix D gives the explicit expressions of the ρ ℓm and δ ℓm bricks of the EOB factorized waveform we use.
II. EFFECTIVE-ONE-BODY ANALYTICAL FRAMEWORK
In this section we shall present in detail the definition of the new (nonspinning) EOB formalism, incorporating several recent analytical improvements that we shall use in this paper. Our presentation will be self-contained so as to allow readers to generate for themselves all our EOB results. We also intend to make available soon a public version of our EOB codes.
The EOB formalism is made of three basic building blocks: (i) a EOB Hamiltonian that resums the conservative two-body dynamics; (ii) a resummed EOB radiation reaction force that completes the conservative dynamics by causing the system to inspiral down to merger, and (iii) a resummed EOB inspiral-plus-plunge waveform, together with a prescription for extending the waveform through merger and ringdown. Each one of these building blocks has been developed in previous papers. In particular, the construction of the EOB Hamiltonian was initiated in Refs. [1, 3] , while the definition of the resummed, factorized inspiral waveform was initiated in Refs. [5, 8, 9] . Here we bring new (recently derived) theoretical improvements to each element of the formalism, namely: (i) we include logarithmic contributions [35] [36] [37] [38] to the EOB Hamiltonian; (ii) we include the effect of a resummed version of horizon absorption [41, 42] in the radiation reaction; (iii) we add a recently derived [43] radial component of radiation reaction; (iv) we include the 3.5PN contribution [44] to the phase δ 22 of the factorized quadrupolar waveform; (v) we resum δ 22 , as well as some higher-multipoles δ ℓm 's, by Padé methods. All these improvements either add some new physics that was not included in the previous EOB models [22, 28] , or improve [in the case of (v)] the robustness of the EOB resummations. We shall discuss them in detail in the sections below.
A. Improved Hamiltonian: logarithmic contributions to the A function
The conservative (nonspinning) two-body dynamics is described, within the EOB formalism, by a Hamiltonian H EOB (Q i , P i ), describing the relative motion Q i = Q i 1 − Q i 2 of the binary, and depending on two radial functions, A(R) and B(R), where R ≡ |Q i | is the binary separation (in EOB coordinates). We are using phase space variables (R, P R , ϕ, P ϕ ) associated to polar coordinates in the equatorial plane θ = π/2. Actually it is useful to replace the radial momentum P R by the momentum P R * = (A/B) 1/2 P R conjugate to the "tortoise" radial coordinate R * = dR(B/A) 1/2 . Furthermore, it is convenient to use suitably rescaled dimensionless variables:
Note that the dimensionless symmetric mass ratio ν = m 1 m 2 /(m 1 +m 2 ) 2 = q/(q+1) 2 varies between 0 (extreme mass-ratio case) and 1 4 (equal-mass case), and that we shall conventionally consider that m 2 ≤ m 1 , so that q ≥ 1. In addition we generally set c = 1, and shall also often set G = 1 in the following.
With the above notation, the µ-rescaled (real) EOB Hamiltonian readŝ
whereĤ eff denotes the (µ-rescaled) effective EOB Hamiltonian, given bŷ
with z 3 = 2ν (4 − 3ν). The (rescaled) EOB Hamiltonian (3) leads to equations of motion for (r, ϕ, p r * , p ϕ ) with respect to the rescaled time t = T /GM , Eq. (1) , of the form
dp ϕ dt =F ϕ , (5c) dp r * dt = − A B 1/2 ∂Ĥ EOB ∂ r +F r * ,
which explicitly read
dp r * dt = − A B 
where A ′ = dA/dr. In these equations,F ≡ F /µ denotes the µ-rescaled radiation-reaction force. Its explicit form will be given in Sec. II D below.
Let us now define the explicit forms of the two basic EOB radial functions A(r) and B(r) entering the Hamiltonian (3) . One of the main theoretical novelties of the EOB model used in the present work is the inclusion in A(r) (which plays the role of the main radial potential in the EOB Hamiltonian) of the recently computed logarithmic contributions appearing at the 4PN and 5PN levels [35] [36] [37] [38] . If we first focus on the Taylor-expanded version of the A potential, it has, when considered at the 5PN level, the form 
where u ≡ GM/R ≡ 1/r denotes the (EOB) dimensionless gravitational potential, and where 
denote the analytically known logarithmic contributions, while a 
where the coefficients n 1 and d i appearing in the numerator and the denominator of the Padé approximant depend rationally on a c 5 , a c 6 , ν and ln u. As is well known, Padé approximants can sometimes exhibit "spurious poles" in u. The appearance of such poles was emphasized by Pan et al. [45] within the context of an EOB model for spinning black holes where the A(u) radial potential is defined by Padéing a Taylor-expanded A function augmented by Kerr-like spin-dependent terms (as suggested in Ref. [4] ). In the case we shall investigate here (with a c 5 fixed to the value in Eq. (13) below) we found that such a spurious pole is present even in the absence of spin, but that it is always located behind a horizon (i.e. a zero of A(u)). However, when ν = 0.25 and a c 6 −130, the presence of this pole (even "hidden" behind the horizon) starts visibly affecting the position of the adiabatic light-ring (i.e. the location of the maximum of u 2 A(u)), and thereby the a c fiducial 5
We will see later that we could have replaced this value (which is compatible with the rounded-off Taylor value of a c 5 (0)) with a significantly different one. Finally, as the other EOB potential B(u), or equivalently the associated potential
plays only a secondary role in the dynamics of coalescing binaries, and is therefore difficult to probe by using NR data, we used its 3PN-resummed value as obtained in Ref. [3] , namely
without trying to improve it by including the known logarithmic contributions appearing at 4PN and 5PN [37, 38] (which mix with unknown nonlogarithmic contributions). Following Refs. [5, 8, 9] , we describe the inspiral-plusplunge multipolar waveform by the factorized structure 
the tail factor [5, 8, 9] , ρ ℓm the resummed modulus correction andĥ NQC ℓm a next-to-quasi-circular correction. The precise definitions of the factors entering Eq. (16) , and of their arguments is given next.
The Newtonian contribution reads
where ϕ is the orbital phase, v ϕ = r ω Ω a suitably defined azimuthal velocity, and r ω ≡ rψ 1/3 a modified EOB radius with ψ defined as
The definitions of v ϕ and r ω are such that they satisfy Kepler's law, 1 = Ω 2 r 3 ω = v 2 ϕ r ω , during the adiabatic inspiral [50] . In Eq. (18), n (ǫ) ℓm and c ℓ+ǫ (ν) are numerical coefficients given by [5] 
where X 1,2 ≡ m 1,2 /M . [Note that, in our EOB/NR comparisons below, we shall often work with a "Zerilli-normalized" waveform, denoted Ψ ℓm , whose normalization differs from that of h ℓm by a factor R/(M (l + 2)(l + 1)(l)(l − 1) 
withk ≡ mGH EOB Ω, k ≡ mΩ and r 0 = 2GM/ √ e. Note that, apart from the logarithm term ln(2kr 0 ), the main tail contribution T ℓm depends on the dimensionless argument y ≡ (GH EOB Ω) 2/3 , which differs from the usual dimensionless frequency parameter x ≡ (GM Ω) 2/3 by the replacement M → H EOB .
1. Further resummation of the residual tail phase δ ℓm (y).
The main factorized tail term T ℓm (y) = |T ℓm |e iτ ℓm is a complex quantity whose modulus |T ℓm | describes the tail amplification of the waveform modulus, and whose phase τ ℓm describes the main part of the dephasing caused by tails. There are, however, additional dephasings caused by tails, which are described by the supplementary phase factor e iδ ℓm in Eq. (17) . The residual phase corrections δ ℓm (y) entering the tail factor (17) were obtained in Ref. [5] as a PN series in the variable y = (GH EOB Ω) 2/3 . Here we shall use for δ ℓm (y) an expression that differs both from the one originally given in Ref. [5] , and from its test-mass-higher-PN completion given in Ref. [51] . More precisely: (i) we do not include the highest-order O(y 9/2 ) test-mass (ν = 0) PN corrections because of their PN-gap with respect to the last known comparable-mass terms; (ii) we include the 3.5PN, ν-dependent, contribution to δ 22 (y) that can be deduced from a recent analytical computation of the PN-expanded waveform at 3.5PN accuracy [44] ; and (iii) we Padé-resum the Taylor series in powers of y 1/2 giving δ ℓm (y). Indeed, we found that the PN-expanded version of δ ℓm (y) presents some unpleasant features (discussed below in the ℓ = m = 2 case) that are avoided if one resums δ ℓm (y 1/2 ) by factorizing the leading-order term and and replacing the rest with a suitable Padé approximant N (y 1/2 )/D(y 1/2 ). Let us explain our new procedure on the (most important) example of the ℓ = m = 2 phase (the others are listed in Appendix D). Let us start from its Taylorexpanded form 
Here we did not include the highest-order test-mass term −2203/81 + 1712/315π 2 y 9/2 that was obtained in Ref. [51] . On the other hand, the 3.5 PN ν-dependent term proportional to y 7/2 is a new contribution that is obtained by applying the factorization of [5] to the results of [44] . Note that this is the only genuinely new information given by this calculation; indeed, the real 3.5PN contributions to h 22 are already contained in the modulus of the EOB-resummed tail factorĥ tail ℓm . For the comparable-mass cases that are of primary concern for upcoming GW observations (say for ν 0.1) the O(y 7/2 ) contribution is numerically quite significant compared to the lower-order terms. To better appreciate the relative importance of the successive PN corrections we factorize Eq. (24) in a leading order (LO) part, δ In terms of v y ≡ √ y, the latter fractional PN-correction has the structurê
We plot, in Fig. 1 (y) ≡ (7/3)y 3/2 when v y 0.3 (which is reached during the late plunge). This suggests a nonrobust behavior of the Taylor approximants in the highvelocity regime. In addition we have found that using δ Taylor 22 (y) in the generation of the EOB waveform generates pathological features in the waveform phase in the very late plunge phase, compromising the accuracy of the phasing in a crucial region. To overcome this difficulty, we replaceδ Taylor 22 (v y ) with its (2, 2) Padé approximant, i.e. we take
. Finally, we use in defining the factorized EOB waveform the following resummed version of the δ 22 (y) phase:
where v y ≡ y 1/2 . The explicit expressions of the ν-dependent Padé coefficients p 0 (ν), p 1 (ν), p 2 (ν), p ′ 2 (ν) will be found in Appendix D. Note that this Padé representation degenerates as ν → 0, and yields P this occurs because the definition of this Padé approximant crucially depends on having a non-vanishing 3.5PN contribution. Figure 1 compares the Padé-resummed δ 22 (v y ) to its successive Taylor approximants. This figure suggests that the Padé approximant represents a reasonable "average" of the successive Taylor approximants.
We found that the (known) successive PN approximants toδ , exhibited a rather nonrobust behavior similar to that ofδ Taylor 22 . We therefore decided to Padé resum them, using now (1, 2) Padé approximants, in view of the available PN knowledge. For the other residual phase corrections, δ 32 , δ 4m with m = 1, . . . , 4 and δ 55 , there is too little PN information to try a resummation, so that we keep them in their unresummed Taylor-expanded form. See Appendix D for details. Taylor-expandedδ22 with its (2,2) Padé approximant for two mass ratios.
FIG. 1. (color online) Comparing the

Further factorized corrections to the waveform:
Let us first emphasize that, as in our previous work [22] , we shall use as argument in the modulus correction ρ ℓm (to replace the generic variable x used in [5] ) the quantity x ϕ = v 2 ϕ = (r ω Ω) 2 defined above. By contrast, Ref. [28] uses x = (M Ω) 2/3 as argument in the ρ ℓm 's. The ρ ℓm 's that enter Eq. (16) are taken at the complete 3 +2 PN approximation (as done in previous work [26, 27, 31, 42, 52] ), i.e., by completing the 3PN-accurate, ν-dependent results of Ref. [5] by the ν = 0, 5PN-accurate, terms obtained 6 by Fujita and Iyer [51] . Note that in doing so we are taking into account more test-mass terms in the ρ ℓm 's than was done in Ref. [28] , which was stopping one PN order earlier for ρ 33 , ρ 31 , ρ 4m , and two PN orders earlier for ρ 5m , ρ 6m and ρ 7m . For completeness we list in Appendix D the explicit expressions of the ρ ℓm 's that we use. As we said, one must replace the generic variable x used in these expressions by
2 . Let us now discuss the structure of the final, NQC factorĥ than what was considered in previous EOB literature. In particular, for each multipole (ℓ, m) this NQC factor depends on 6 real parameters, 3 for the amplitude, a ℓm i , i = 1, . . . , 3, and 3 for the phase b ℓm i , i = 1, . . . , 3 and readŝ (27) where the n i 's factors are chosen here to be
Here, the superscript (0) on the right-hand side of the definition of n 2 means that the second time derivative of r is evaluated along the conservative dynamics (i.e. neglecting the contributions proportional to F , see Appendix A for a discussion). One should keep in mind that the EOB (dynamical) time t EOB differs from the NR (retarded) time t NR by an apriori unknown constant shift: t EOB = t NR + τ . Determining τ is equivalent to the problem of aligning the NR and EOB waveforms. Physically, determining τ is equivalent to identifying one specific feature in the EOB waveform to a corresponding specific feature in the NR one. This choice has been different in various EOB-related works. From the beginning, i.e. [2] , it was emphasized that a good marker on the EOB time axis of the "moment of merger" was the time t EOB Ω peak where the EOB orbital frequency reaches its maximum. The issue is then to select the corresponding moment on the NR time axis. In all early EOB studies, it was assumed that the NR correspondent of t EOB Ω peak is t NR A22 peak , i.e. the NR instant when the ℓ = m = 2 amplitude reaches its maximum. However, several recent EOB-related works [29, 55, 56] gave evidence that, in the test-mass limit, the two instants t EOB Ω peak and t NR A22 peak do not exactly correspond to each other.
In this work, we shall define the correspondence between t EOB and t NR by requiring that the correspondent on the NR time axis of the EOB instant t EOB Ω peak is a specific time t NR extr which will be defined in Eq. (55) below. In addition, we shall use this time t EOB Ω peak ↔ t NR extr both as NQC determination point and as QNM attachment one 7 .
7 Note that this choice differs from the one used in Refs. [29, 56] . In these references the NQC and QNM EOB instant is chosen to be earlier than t EOB Ω peak and to correspond to the NR instant t NR A 22 peak .
More precisely, for each multipole, the 6 parameters a 
which yield two separate 3 × 3 linear systems to be solved to obtain the a In previous work only the dominant (2, 2) NQC correction was included in the radiation reaction (though they were all taken into account when finally comparing EOB and NR waveforms). Here we shall follow the same simplifying prescription, though we have explored the effect of including also the subdominant (2, 1) and (3, 3) NQC corrections to the flux. We found that their effect amounts only to a small change in the NR determination of the "good values" of a c 6 (see Appendix C). 8 This EOB time was often referred to, in previous works, as the "effective EOB light-ring crossing time", because, in the test-mass limit, it does correspond to the dynamical time when R(t EOB ) = 3M , and, in the comparable-mass case, it is very close to the time when R(t EOB ) crosses the formal EOB analog of the light ring. Here, to avoid confusion, we shall call it the Ω-peak time, and denote it as t EOB Ω peak .
Summarizing: Our EOB waveform is given by Eq. (16) and employs the resummation of residual phases δ ℓm as in Eq. (26) . The NQC correction is defined by Eqs. (27) - (28) with constants determined from NR data by Eqs. (29) .
C. EOB waveform during merger and ringdown
One of the specificities of the EOB formalism is to construct a complete waveform, covering the full process from early inspiral to ringdown, passing through late inspiral, plunge, and merger. This is done by attaching a sum of quasi-normal modes (QNM) to the end of the plunge waveform. The procedure for doing so has improved over the years [2, 8, 45] . Here, we use a new way of extending the inspiral-plus-plunge waveform to describe the merger-plus-ringdown subsequent signal, which fits with the NQC-determination procedure we have explained above. Our new procedure for, simultaneously, determining NQC corrections, and attaching QNM's, is motivated by the findings of Bernuzzi, Nagar and Zenginoglu [55] in the extreme mass ratio limit (ν ≪ 1). We shall discuss the rationale for this procedure in the next Section.
The merger-plus-ringdown signal is described, for each multipole ℓm, by a sum of N QNM signals of a final Kerr black hole (of mass M f and spin parameter a f ), say
where σ +, ℓm n = α ℓm n + i ω ℓm n is the complex frequency of the nth QNM of multipolarity ℓm and C ℓm n are complex constants.
In this work, we use N = 5 positive frequency (ω ℓm n > 0) QNM's. These complex frequencies are functions of the mass M f and spin parameter a f of the final hole [57] . For M f and a f we adopt the fit to the numerical results given in Eqs. (29) of [28] ,
The procedure we shall use here for matching the ringdown signal (30) to the inspiral-plus-plunge signal (16) is similar to the ones used in previous EOB work [55] though it differs in a significant way from the one used in [28] . Namely, contrary to the latter reference, the attachment (along the EOB dynamical time axis t EOB ) of the QNM signal (30) to the NQC-corrected inspiral-plusplunge signal (16) is done, for each multipole ℓm, at the time
where we recall that t EOB Ω peak denotes the EOB dynamical time where the EOB orbital frequency reaches its (first) maximum. Note in particular that t EOB Ω peak does not depend on the considered multipolarity ℓm, so that we are attaching the QNM's corresponding to all the different multipolarities at the same EOB dynamical time.
To complete the description of our QNM attachment procedure it remains to say that we determine, for each multipolarity ℓm, the values of the N complex coefficients C ℓm n by requiring that the (NQC-corrected) EOB inspiral-plus-plunge waveform h insplunge ℓm (t EOB ), Eq. (16), coincides with the QNM sum (30) at N points, say t 1 , t 2 , · · · , t N , forming a regularly spaced "comb" on the t EOB axis, centered on t EOB Ω peak . Such a "matching comb" is specified by choosing its total length, say
D. Improved radiation reaction: Including horizon absorption and a radial component Fr * Let us now turn to our improved description of the radiation reaction force F entering the EOB dynamics. Note that we have included in the equations of motion (5) not only an azimuthal radiation reactionF ϕ (as in all previous EOB works), but also an explicit radial contributionF r * . We have improved the analytical description of both components of F . Let us discuss them in turn.
The azimuthal component, F ϕ , of the radiation reaction force describes the loss of the orbital angular momentum p ϕ of the system during evolution. Indeed, Hamilton's equation for p ϕ reads dp ϕ dt =F ϕ ,
Following a standard EOB practice (since Ref. [2] ), we require that the loss of orbital angular momentum be balanced by the instantaneous flux of angular momentum leaving the orbital system. In previous EOB work, one took into account only the flux of angular momentum in the form of GWs at infinity. However, there is also a flux of angular momentum which is drained out of the two-point mass orbital system by penetrating within the two horizons of the moving black holes. [The latter flux is transformed from the orbital form measured by p ϕ to some intrinsic spin-angular momentum of the holes; from the point of view of the orbital p ϕ this represents a loss that must be accounted for by an additional contribution to F ϕ .] We shall include here such an additional horizon-absorption flux by using the recent work of Nagar and Akcay [41] . The corresponding effect is rather small and, in a PN sense, starts only at the 4PN level [58, 59] . Reference [59] , using a leading-order (Newtonian) approximation both to the phase evolution and to the horizon flux had estimated that, in the nonspinning case (that we consider here), the inclusion of the horizon flux entails an additional dephasing at R ≈ 6M smaller than 0.01 rad for mass ratios 1 ≤ q ≤ 4. On the other hand, recently Bernuzzi, Nagar and Zenginoglu [42] , using an EOB description of the phase evolution together with an improved estimate of the horizon flux (resumming higher effects), have found significantly larger dephasings (accumulated over the last 20-30 orbits) than those estimated in [59] . Within the EOB model that we use here we confirmed the findings of Ref. [42] . For instance taking the most relevant case q = 6 with initial separation r 0 = 15 (corresponding to ∼ 27 orbits up to merger, see Table II below) the effect of horizon absorption entails a dephasing ∆ H φ ≡ φ H+I −φ I ∼ 0.12 rad at t EOB Ω peak , that increases up to 0.18 rad during ringdown 9 . Such dephasings are quite significant for the EOB/NR comparison that we shall perform below. This is why we decided to include the horizon contribution to the angular momentum flux.
It is convenient to decompose F ϕ as the product of the usual quadrupolar GW flux (expressed in terms of r ω and of the orbital frequency Ω = dϕ/dt) and of a supplementary dimensionless correction factor (of the 1+ O(x)-type) :
Here the functionf (x; ν) = 1 + O(x) (taken with the argument x = v 2 ϕ ) is the reduced flux function. It can be defined, for a circularized binary, as the ratio between the total energy flux (including the horizon flux) and the ℓ = m = 2 asymptotic energy flux. In our case this function is given by the sum of an asymptotic (labeled by I ) and a horizon (labelled by H) contribution, and can be further written aŝ
where each functionf (I ,H) (x; ν) is of the 1 + O(x) type and is defined by dividing by the corresponding ℓ = m = 2 LO contribution, namelŷ
Here,
is either the total asymptotic (I ) or horizon (H) energy flux for circular orbits summed up to multipole ℓ = ℓ max , while F I , LO 22 = (32/5)ν 2 x 5 is the LO (or "Newtonian") quadrupolar (asymptotic) energy flux, and F H,LO 22
the LO quadrupolar horizon flux [58, 59] . In the EOB model one uses suitably factorized expressions to resum and improve them with respect to standard PN-expanded expressions in the strong-field, fast-velocity regime. In the case of the multipolar asymptotic flux F I ℓm , this factorized flux is simply defined (as first proposed in [22] ) by squaring the corresponding factorized multipolar waveform of [5] , recalled above. An analogous procedure for the multipolar horizon fluxes, F H ℓm was introduced in Ref. [41] and compared with Regge-Wheeler-Zerilli numerically computed horizon fluxes in Ref. [42] . [Here, we are considering nonspinning binaries.]
The horizon and asymptotic energy fluxes along circular orbits are then written as multipolar sums, say
where
sums the two equal contributions corresponding to +m and −m (m = 0 as the m = 0 contributions vanish for circular orbits).
Inserting in the (circular) asymptotic multipolar flux contribution,
the factorized waveform (16) yields
where F (N,ǫ) ℓm is defined by inserting the Newtonian-order waveform in (40) , and where each subsequent factor is the squared modulus of a corresponding PN-correction factor entering (16); e.g.,F
be explicitly written in the simple form
Similarly the horizon partial multipolar fluxes are written in factorized form [41] 
where ρ H ℓm (x; ν) = 1 + O(x) are the residual amplitude corrections to the horizon waveform. Following Refs. [41, 42] we use a 1 +3 PN approximation for ρ H ℓm (x; ν) and we include only the ℓ = 2 contribution in Eq. (43) (i.e., we fix ℓ max = 2 in Eq. (39)).
Finally, this means that the fractional horizon correction (before multiplication by the additional factor 1 − 4ν + 2ν
2 ) in Eq. (37) is of the form
, and where we use 4PN accurate expressions for ρ
with values for the needed ℓ = 2 coefficients c ℓm i , i = 1, . . . , 4 listed in Table I .
Let us finally come to discussing the radial component F r * of the radiation reaction force. Such a contribution was generally neglected in previous EOB papers, or replaced (e.g. in [10, 28] ) by an expression which was not consistently derived. Recently, Bini and Damour [43] (building on previous work by Iyer and collaborators [60] [61] [62] ) have shown that consistency with the usual EOB definition ofF ϕ (as being equal to minus the instantaneous flux of angular momentum) required a specific form for F r * which differed from previously used expressions.
The result of Ref.
[43] that we use here has the form
where the coefficients entering the 2PN correction read [43] 
The construction of initial data for the EOB dynamics has been refined in a series of works [2, 9, 10, 20] . Here we shall use the post-post-circular prescription, introduced in 2007 (see Sec. III B of [9] ), and then used in all subsequent EOB-related works by our group [15, 20-22, 24-26, 31, 42, 52] . This choice allows one to start the EOB dynamics (with negligible initial eccentricity) at a frequency that is compatible with the initial frequency of the NR waveforms we shall use here (M ω 22 ≈ 0.0345 approximately corresponding to initial separation R 0 ≈ 15M , see Table II below). Note that, by contrast, Pan et al. [28] , who use the less accurate post-circular initial data of Ref. [10] , start their EOB runs at an initial radius R 0 50M (corresponding to an initial GW frequency M ω 22 ≤ 0.005) in order to get a good circularization of the dynamics at the frequency where numerical simulations start. For completeness, let us review here the construction of post-post-circular initial data for a given relative initial separation r 0 . We introduce a formal bookkeeping parameter ε (to be set to 1 at the end) in front of the radiation reaction F ϕ in the EOB equations of motion. The quasi-circular inspiralling solution of the EOB equations of motion can then be formally expanded in powers of ε as
Here, j 2 0 (r) is the usual circular approximation to the inspiralling squared angular momentum as explicitly given by
where the prime means d/du (recall u ≡ 1/r). The order ε-approximation to p r * , i.e. π 1 (r) ("post-circular") is then obtained by approximating the left-hand side (l.h.s) of Eq. (6c) by dp
This determines dr/dt and thereby a corresponding value of p r * using Eq. (6b) (where we neglect the p 3 r * contribution). This leads to the following explicit expression for π 1 (r):
where the subscript 0 indicates that the r.h.s. is evaluated at the leading circular approximation ε → 0. The post-post-circular approximation to p 2 ϕ (term ε 2 k 2 above) is then obtained by approximating the l.h.s. of Eq. (6d) by dp r * dt
where the radial derivative dπ 1 (r)/dr is numerically computed. This transforms Eq. (6d) in a linear equation for p 2 ϕ , which leads to an explicit expression for the rdependent correction ε 2 k 2 (r) introduced above. In solving for p Table II were computed by keeping only the (a Let us summarize the parameters entering the construction of our EOB model, emphasizing which parameters contain important dynamical information, which ones are already known with sufficient accuracy, which ones depend on reasonable choices we can make, and how NR data can be used to complete the EOB model by determining the various parameters.
At face value, the EOB model defined above depends on quite a few analytically unknown parameters, namely: a Our attitude towards the use of NR data to complete the EOB model by determining these parameters is the following:
(i) As already said, we think (in view of previous EOB results [22, 28] ) that it is a reasonable choice to impose some a priori relation between a c 5 (ν) and a c 6 (ν), so as to look only for one free dynamical parameter. Here we shall fix a 
from Caltech-Cornell-CITA data.
We think that the NR determination of a c 6 (ν) leads to important information about the conservative dynamics of binary black holes (as we shall illustrate below);
(ii) Concerning the NQC parameters (a ℓm i , b ℓm i ), the procedure explained above reduces their determination from nonperturbative NR data to a single choice, namely that of the time t NR extr on the NR (retarded) time axis corresponding to the EOB time t EOB Ω peak (which can be thought of as defining the "EOB merger time"). The choice of t NR extr on the NR time axis is not a matter of convention, but has (a priori) important physical consequences. It must be done by combining information coming both from comparable-mass NR simulations, and from extreme-mass-ratio ones. For reasons that shall be discussed below, we shall choose, for each mass ratio ν, a specific value of t NR extr (ν) given by
and where t NR A22 peak (ν) is the NR time when the NR quadrupolar amplitude reaches its peak, and t NṘ ω22 peak (ν) the NR time when the quadrupolar frequency has an inflection point. Here f (ν) varies between f (0) = 2/3 and f (1/4) = 1/6 as ν varies between 0 and 1/4. t NR extr (ν) always lies on the right of (i.e. later than) the NR time t NR A22 peak (ν). We shall extract nonperturbative information from NR data by computing from the various multipolar NR waveforms a certain number of derivatives of their amplitudes and frequencies at the extraction point t NR extr (ν).
(iii) Building on previous work, we shall use the simple (NR-based) analytical fits (31) for the mass and spin of the final black hole. Note, however, that, in principle, the EOB model (when NR-completed by NQC corrections up to merger) does yield, by itself, predictions for M f and a f [2, 63] . This might be useful in cases (e.g. with large, precessing spins) where one does not have in hand accurate analytical fits for the characteristics of the final black hole.
(iv) We shall use here N = 5 QNM's, and as explained below, we shall fix ∆ match = 0.7M for all multipoles. Note, that by contrast, Ref. [28] uses N = 8 QNM's, introduces "pseudo QNM's", and employs much larger matching intervals, which also vary with ℓm. [E.g., the latter reference uses ∆ 22 = 5M and ∆ 33 = 12M .]
(v) Let us finally note that (contrary to [28] ) we shall not introduce adjustable parameters in the waveforms, nor shall we introduce special modifications to improve the behavior of some subdominant multipoles.
III. NUMERICAL RELATIVITY INFORMATION, AND Qω DIAGNOSTIC A. Overview of numerical waveforms data
The NR data we use here to complete the EOB waveform were obtained with the Spectral Einstein Code (SpEC) developed by the Caltech-Cornell-CITA collaboration [64] [65] [66] [67] [68] . Specifically, we used the waveforms recently published in Ref. [34] , coming from simulations of nonspinning black hole binaries with mass ratios q = m 1 /m 2 = (1, 2, 3, 4, 6). Before their publication, these data were already used in some EOB/NR and PN/NR comparisons [28, 33, 69] . We address the reader to Ref. [34] for all technical details about the numerical setup and estimates of the accuracy. Here we only recall that these are the longest published waveforms to date (together with the 33 orbits, equal-mass waveform of Ref. [69] ), with a number of gravitational wave cycles up to merger (here conventionally defined as the maximum of the modulus of the quadrupolar metric waveform |h NR 22 |) respectively N GW = {33, 31, 31, 31, 43}. We made use of two different types of waveform data: curvature, ψ 4 ℓm , and metric, h ℓm , extrapolated to infinite extraction radius. Indeed, the metric waveform h ℓm was also directly extracted from the numerical spacetime using a Regge-Wheeler-Zerilli-based (RWZ) approach 10 , see Appendix of Ref. [23] for a discussion. In this subsection we shall explain how we extracted from NR data a useful, intrinsic measure of the NR phase evolution, namely the Q ω (ω) function. This function is a convenient version of the "intrinsic phase acceleration" function α(ω) introduced in Ref. [9] , which was defined such that dω/dt = α(ω). This function is an intrinsic measure of the time-domain phase evolution in the sense that it is independent of the two shift ambiguities that affect any time-domain phase, φ(t): an arbitrary phase shift φ → φ + c, and an arbitrary time shift t → t + τ . The Q ω (ω) function is defined as
10 This type of RWZ approach was initiated by Abrahams and Price [70] and first implemented in the form of Ref. [23] in Refs. [71, 72] . Note that this definition is equivalent to saying that the time-domain phase accumulated in the frequency interval (ω 1 , ω 2 ) is given by the integral The function Q ω (ω) has proven to be a very useful diagnostic of phase evolution in recent EOB/NR comparisons of binary neutron stars [24, 25, 27] . Note that, in the definition, ω can be the frequency either of the curvature waveform, or of the metric one (thereby defining two different, though numerically close, functions). In general, one only considers the frequency of the dominant quadrupolar waveform, though one can also study the Q ω (ω) function of any (ℓ, m) multipole. Note also that we are here considering the phase acceleration of a time-domain phase. One can also usefully consider the frequency-domain counterpart of
where ψ(ω) denotes the phase of the Fourier-transformed waveform. In the stationary phase approximation, Q FD ω (ω) is simply equal to the time-domain Q ω (ω) (see, e.g., Eq. (17) in [31] ).
Let us now discuss how to accurately estimate Q ω (ω) from the numerical data, in spite of the loss of accuracy associated to the fact that its definition (57) involves the computation of two derivatives of the phase φ(t). We consider the ψ 
and consider as frequency in the definition (57) the curvature quadrupolar frequency: ω ≡φ 22 . It is somewhat of a challenge to get an accurate Q ω out from numerical data. For example, in the case of binary neutron star waveforms, Refs. [24, 25, 27] argued that the successive straightforward differentiation (using finite-differencing, 4th-order stencils) of the numerical data is unable to get this information correctly, so that a suitable fitting of the GW phase was necessary to obtain something qualitatively and quantitatively correct. For general binary black hole simulations, due to the much higher resolution involved as well as due to the higher finite differencing operators used, direct differentiation could be more meaningful than in the binary neutron star case. This should be even more true for SpEC data, since they are expected to be particularly accurate.
Therefore, as a first step we directly computed Q ω from the raw data simply by finite-differencing φ twice to get ω andω, i.e., applying twice a 1st-derivative finitedifferencing operator with 4th-order stencil. The result of this first step is shown, for q = 1 data, as a dashed, light-gray line in Fig. 2 (see also the close up). The figure shows the presence of high frequency noise which prevents one from using this diagnostics as is for reliable quantitative estimates.
To improve on this, and get a quantitatively useful estimate of the Q ω curve, we applied three more steps. First, in order to eliminate the high-frequency noise, we smoothed ω(t) with a Sgolay filter. Second, we computed the time derivative of the smoothed ω(t), and then smoothed again that derivative with a Sgolay filter. These two steps succeeded in strongly reducing the high-frequency noise in the curve (thick line in Fig. 2 , blue online). However, there remained a low-frequency residual oscillation in the resulting Q ω curve (evident in the inset of Fig. 2 ). We do not know the precise origin of this residual oscillation (it might either be related to some small residual eccentricity in the waveform or connected to the extrapolation procedure), but we think it is of spurious numerical origin and that it does not have any actual physical content (note that such an oscillation is not present in the EOB Q ω curve).
This led us to our third step: a fitting procedure of the Q ω (ω) function. To implement such a fitting procedure, it is convenient to first normalize the Q ω curve with respect to its leading-order, Newtonian part,
thereby factoring out the blowing up of Q ω (ω) at low frequency. The normalized function
stays of order unity on the full frequency range (and Q ω → 1 for ω → 0) and is a better starting point for any fitting procedure (see Fig. 3 for q = 1). Then we use as fitting template forQ ω a general analytical structure consistent with the structure ofQ ω predicted by PN theory in the adiabatic approximation. More precisely, the 3.5PN-accurate expansion ofQ ω is a Taylor expansion in half-integer powers of x = (M Ω) 2/3 (modulo some logarithmic corrections) that readŝ
This motivated us to fit the smoothed version (coming out of the first two steps) of the numerically computed Q ω (ω) with a Padé-type function of the form
Let us now illustrate the result of performing this three-step evaluation of the numerical Q ω (ω) function. The top panel of Fig. 2 shows, for q = 1, the three successive estimates of the numericalQ ω : the raw one (dashed line, featuring many large spikes), the smoothed one (solid line), and finally the fit obtained using the template (64) . Note that all those curves are plotted versus M ω. The bottom panel of the same figure shows the difference ∆Q ω (ω) =Q smoothed ω (ω) −Q fit ω (ω) between the smoothed data and the fit. Note that this difference is oscillating around 0, which indicates that the fit has been effective in averaging away the low-frequency oscillation remaining after having smoothed the highfrequency noise. The procedure works in the same way for the other mass ratios, and for each one the difference ∆Q ω (ω) nicely oscillates around zero.
We list in in Table III , for all mass ratios, the fitting coefficients of the smoothed numericalQ ω to the template Eq. (64) . Note that this list of coefficients provides a convenient way of condensing the information contained in the NR phasing during most of the inspiral and plunge (indeed, our fit worked well up to frequency M ω ≃ 0.3, which is quite close to the merger). This packaging of the NR phasing information might be useful for many purposes, e.g., comparing various numerical simulations, computing the Fourier transform in the stationary-phase approximation, etc. 
IV. REVISITING TEST-MASS LIMIT RESULTS
A. The new information acquired from test-particle computations
Before dealing with the Caltech-Cornell-CITA comparable-mass waveforms, we shall revisit in this Section the test-mass limit case ν ≪ 1 both to motivate our introduction of an NR extraction point t NR extr differing from the peak of the waveforms, and to test the performance of the basis of functions n i 's that we shall use in our NQC correction factor, (27) .
State-of-the-art computations of multipolar RWZ waveforms for the plunge and merger of a test particle (of mass µ), moving in a Schwarzschild background (of mass M ), and submitted to a leading-order EOB resummed radiation-reaction force, have been presented in a recent series of works [42, 55, 73, 74] . These works have used a recently developed method [75] [76] [77] allowing one to combine an accurate treatment of the particle motion in the strong field region, with the extraction of the waveforms directly at null infinity (I ). The findings of Ref. [55] that will be of direct interest for our present study are:
(i) The extraction of the waveforms at I allows one to relate the retarded time t NR used as argument of the waveforms to the EOB time t EOB used in the dynamics of the particle (namely, one has simply t NR = t EOB ). This allows one to connect without ambiguity features in the waveform (such as, say, a peak in the modulus of h 22 (t NR )) with features in the dynamics (such as, say, the location along the t EOB axis of the maximum of the orbital frequency Ω(t EOB )). Such a possibility is not available in comparable-mass NR simulations, because they do not track the light cones emitted by the center of mass of the binary system. In addition, even if they did, this would not allow one to relate the dynamical EOB time t EOB to the waveform time t NR , because we would not know the exact relation between t EOB and the NR coordinate time relevant for the NR dynamics.
(ii) Using the connection between the waveform time t NR and the dynamical time t EOB offered by (i), it was found that the waveform amplitude A 22 peaks approximately ≈ 2.56M earlier than the orbital frequency Ω, i.e. t EOB Ω peak ≈ t NR A22 peak + 2.56M . This is new information which conflicts with the standard simplifying EOB assumption of a coincidence between the peaks of A 22 and of Ω. The existence of [56] and extended to the case of a spinning central black hole.
(iii) Using this new information, Ref. [55] suggested to incorporate it in a new prescription for the determination of the EOB NQC correction factor based on extracting numerical data at the NR point t NR extr corresponding to t EOB Ω peak , rather than 11 at t NR A22 peak . They implemented such a prescription by imposing a C 1 contact at t NR extr ↔ t EOB Ω peak both (for the first time) between the modulus and the frequency of the waveform. They then showed that such a procedure produced NQC-corrected EOB waveforms which had an excellent agreement with the numerical RWZ waveforms up to merger.
The procedure we indicated in Eqs. (29a)-(29f) above is a generalization of this prescription to a C 2 contact requirement. We shall test below the increased accuracy brought by using such a C 2 contact requirement, involving six NQC-parameters, instead of the C 1 contact requirement used in Ref. [55] , which involved only four NQC parameters. This test will also probe the new basis of NQC correction functions n i 's used in Eq. (27) .
B. Zooming on the structure of the test-mass waveform near merger
Before doing the latter test, let us display the finding (ii) of Ref. [55] by investigating in detail the structure of 11 Note that, by contrast, Ref. [29] has chosen to keep, for ℓ = m = 2 the NR extraction point at t NR A 22 peak and to map it to an EOB time earlier than t EOB Ω peak .
the ℓ = m = 2 RWZ waveform around the peak of the modulus, with the idea that a similar structure might hold in the comparable mass case. Figure 4 shows together (as functions of the waveform retarded time u, which can be identified with the EOB dynamical time): the waveform modulus A 22 /ν; the orbital frequency Ω; and the derivative of the GW frequencyω 22 . Here, A 22 is the modulus of the Zerilli-normalized quadrupolar metric testmass waveform,
[For a general multipole the Zerilli normalized metric waveform is Ψ ℓm ≡ (R/M )h ℓm / (ℓ + 2)(ℓ + 1)(ℓ)(ℓ −
The comparable-mass NR simulations show that the ordering t NR A22 peak < t NṘ ω22 peak remains true for all values of ν (for nonspinning binaries). By continuity, one then also expects that the EOB orbital frequency will continue to peak between these two points for any value of ν. In other words, one expects that the correspondence between the EOB and NR time axes should be such that the EOB dynamical time t EOB Ω peak (ν) corresponds to an NR waveform time t NR extr (ν) such that t NR A22 peak (ν) < t NR extr (ν) < t NṘ ω22 peak (ν) for any ν. It is convenient to rewrite these inequalities as
where f (ν) is an unknown function satisfying the condition that f (0) = 2/3, and expected to remain positive for any ν. The intervals t NṘ ω22 peak − t NR A22 peak as measured on the numerical waveforms are listed in Table IV . We shall discuss our choice for the function f (ν) in the following Section.
C. Testing the improvements brought by requiring a C 2 contact when using the NQC factor Eq. (27) Reference [55] was able to build a rather satisfactory EOB waveform modulus and frequency up to merger for the ℓ = m = 2 mode (and in general for all ℓ = m modes) by using four NQC parameters (two for the amplitude and two for the phase). However, their results for the modulus were much less satisfactory for the other (ℓ = m) subdominant multipoles, such as the ℓ = 2, m = 1 one. Let us show here how the use of the new NQC factor, Eq. (27) (which contains six NQC parameters, and uses different choices for the NQC functions n 3 and n 4 ) improves the closeness of the EOB waveform to the numerical (RWZ) one. To be consistent with Ref. [55] , the EOB dynamics used for this comparison is slightly different from the one we discussed above. Namely: (i) we set to zero F H ϕ , i.e. the horizon-absorption part of the radiation reaction; (ii) we also set F r * = 0; (iii) in addition, the residual phase corrections δ ℓm for ν = 0 are considered in their Taylor-expanded form and all terms (up to 4.5PN accuracy) are included (see Appendix D).
The improved EOB waveform obtained by using the new six-parameter NQC factor is illustrated in Fig. 5 . Fig. 3 of Ref. [55] is evident. Notably, the ℓ = 2 m = 1 modulus comes out extremely well (modulo the absence of negative-frequency modes to model the ringdown). The ℓ = m = 2 phasing remains good also during merger and ringdown −0.05 < ∆φ EOBRWZ < +0.05 (while the QNM matching of Ref. [55] led to significantly larger dephasings during ringdown). Note on the top right panel of Fig. 5 the behavior of the phase difference: it dips just before merger down to −0.04 rad, and then jumps up to +0.06 rad during ringdown. Such a behavior is a useful compromise for keeping, on average, a good phasing through inspiral, plunge, merger and ringdown.
Finally, to prove the robustness of the NQC determination procedure and the accuracy of the EOB waveform for higher multipoles, we show in Fig. 6 the ℓ = 4, m = 1 frequency and modulus. The agreement between EOB and RWZ waveform is again very good, modulo the absence of negative modes in the ringdown modelization. After having tested the performance of the NQC factor (27) in the test-mass limit, we now move to the comparable-mass case. Let us explain how we distilled crucial nonperturbative information out of the CaltechCornell-CITA waveform data. Our aim was to determine good values of the 5PN parameter a (16) 
does not seem to lead to a a satisfactorily small phase discrepancy during the whole evolution, we try another value of the NR extraction time and repeat the two steps above, until we end up with a better pair (t NR extr , a c 6 (ν)). When completed (by iteration), the above two steps completely define an NR-completed EOB model up to merger. The EOB waveform is then extended through merger and ringdown by attaching QNMs at the end of the inspiral-plus-plunge waveform, i.e. at the EOB time t We started by applying this iterative procedure to the equal-mass case q = 1 (i.e. ν = 0.25). After trial and error, we concluded that, for q = 1, the coefficient f (ν) in Eq. (66) could be taken to have the value f (0.25) = 1/6. In other words, when q = 1, t NR extr can be taken to be rather close to the peak of the A 22 modulus, as was indeed assumed in all previous EOB works. By contrast, when considering larger mass ratios, we found more and more advantageous to increase the value of f (ν), up to values of order of the test-mass value discussed above, f (0) = 2/3, for large mass ratios. Then, as a simplifying choice, we decided to assume for the ν dependence of f (ν) a simple linear behavior between the two extreme values for ν = 0 and ν = 0.25, in the form which yields, when using f (0.25) = 1/6 and f (0) = 2/3, the explicit expression
Having so chosen t At this stage, the only freedom left in the model is the value of a c 6 (ν). Let us now explain how we investigated the phase difference ∆φ EOBNR (a c 6 (ν)) and used it to determine a c 6 (ν). Actually, we used a two-pronged approach towards studying ∆φ EOBNR . We first studied the Q ω (ω) function defined by the NR data, and compared it to the EOB-predicted one. Then, in a second step, we considered the time-domain phase difference ∆φ EOBNR (t). Let us start by explaining how we used the Q ω (ω) diagnostics to constrain the possible good values of a c 6 (ν). Since, as we explained above, we could extract from NR data a rather accurate estimate of Q 
accumulated from M ω 1 = 0.07 to M ω 2 = 0.29, is found to be equal to −11.72 radians. By contrast to the NR − PN, or EOB − PN differences displayed in the top panel of Fig. 7 , its bottom panel displays the much smaller EOB−NR difference ∆Q ω ≡ Q , where where N = 5 (respectively N = 4) labels the numerical waveform with the highest (resp. medium) resolution [34] . The visual comparisons displayed in Fig. 7 are made quantitative in Table VI, where N = 4, 5 labels two different resolutions, respectively medium and high, of the NR data [34] . See text for further details.
Note that M ω 2 = 0.29 approximately corresponds to the merger. These phase differences indicate that a good range of values of a c 6 (2/9) is roughly between −90 and −100. Within such a range, ∆φ remains of the order of the NR phasing uncertainty as estimated in Ref. [28, 34] by comparing the two resolutions N = 4 and N = 5. Note that the small phase differences corresponding to −100 ≤ a responds to the adiabatic LSO crossing, i.e. the end of the quasi-adiabatic inspiral]. This analysis based on the Q ω diagnostics selects, for each value of the mass ratio (q = 1, 2, 3, 4, 6), a range of good values of a c 6 (ν), which then needs to be confirmed and refined by directly comparing the time-domain phase evolution of the EOB waveform to the NR one. We have done such an analysis by considering, for each value of a c 6 (ν) within the above range, the phase evolution from the beginning of the simulation up to merger, and also after merger, during ringdown. The comparison up to merger only depends on the choices of t NR extr (ν) and a c 6 (ν), while the comparison during the subsequent ringdown also depends on the choices made in attaching QNMs to the NQC-corrected pre-merger signal. The time-domain phasing comparison allowed us to close up, for each value of ν, on a more precisely determined value of a c 6 (ν) (with an uncertainty of order unity). Actually, depending on the criterion we put on the quality of the EOB/NR phase agreement, the resulting best values of a We choose a c 6 according to the following two criterions: on the one hand, we can require that the time-domain phase difference (after alignment) ∆φ EOBNR (t; a c 6 (ν)) remains near zero in as flat a manner as possible up to merger. In this case, the price to pay for this is that the subsequent, somewhat coarse QNM attachment defined by the current EOB prescriptions, will cause, after merger and during ringdown, the EOB-NR phase difference ∆φ EOBNR (t; a c flat 6
(ν)) to jump to positive values of order ∼ +0.15 rad (more about this below). On the other hand, one can also look for a more "effective" description of the phasing where we allow ∆φ EOBNR to take slightly negative values just before merger, but to jump to smaller values ∼ +0.05 rad after merger (see more details below). The so obtained corresponding good values of a c 6 are listed in Table VII . The bottom panel of Fig. 8 plots these values versus ν. One sees that, for both the effective and flat cases, they approximately lie along a straight line. However, as evidenced by these plots, a linear fit to a c 6 (ν) does not give an accurate representation of the points when the ν = 0.25 value is taken into account. Before discussing a way to fit such a behavior, let us note that the top panel of Fig. 8 displays, for q = 1, the phase differences for the "flat" and "effective" values Let us come back to the issue of constructing an analytical fit for the behavior of the functions a c 6 (ν) exhibited in the bottom panel of Fig. 8 . We checked that the use of a global linear fit for the values of a c 6 (ν) would give unacceptably large phase differences ( > 0.1 rad) accumulated up to merger. This suggests the need of using a fitting function which deviates from a linear function of ν only in a rather limited interval 0.2 < ν ≤ 0.25. There are many ways to construct such fits. Here, as a first attempt (to be possibly improved in future work), we have used the following, factorized, mostly-linear, functional form
wheres denotes a localized (when the parameter c is much smaller than one) correction to the linear behavior parametrized by a and b:
We have determined sufficiently accurate values of the parameters (a, b, c) by fitting the the values of a c 6 listed in Table VII in two steps. [For simplicity, we fixed the location of the pole in the functions 2 (ν) to the fiducial value ν = 0.26.] First (a, b) were determined by fitting only the q = (2, 3, 4, 6) data in Table VII to a straight line. The raw data were then divided by the outcome of the fit and the resulting ratios were further fitted against the factor of Eq. 
For the effective description of the phasing we found in- This is one of the central results of our work, and one of the most important pieces in the NR-completion of our EOB model. In conclusion, we propose to define the NR completion of our EOB model by adopting the analytical expressions (68) and (74) for defining, respectively, t NR extr (ν) and a c 6 (ν). In addition, we found that the following QNMattachment choices define a reasonably accurate ringdown completion of the EOB waveform: N = 5 QNM modes, and ∆ comb = 0.7M . In the following, we shall illustrate the comparison of the EOB multipolar waveform defined by these choices to the corresponding NR multipolar waveform. Before doing so, let us recall that, for each mass ratio, we must determine (by iteration) the NQC parameters (a i , b i ) defined by the above choices (using given NR data). In Table V we list, for the mass ratios q = (1, 2, 3, 4, 6) and for multipoles (2,2), (2,1), (3, 3) , (3, 2) , the values of the (a 2, 1) and (3, 3) , because these modes are identically zero in this case for symmetry reasons.] We will discuss below the issue of replacing the information contained in this table by ν-dependent fitting formulas.
E. Effect of the NQC factor on the EOB waveform
Let us first illustrate how the NQC factor modifies the purely inspiral EOB waveform. The q = 1 case is considered in Fig. 9 : modulus (left panel) and frequency (right panel). Similar results are obtained for any other mass ratio (see also Ref. [55] for the test-mass limit). We show together: (i) the purely inspiral waveform, i.e., Eq. (16) without the NQC factorĥ NQC ℓm (dash-dotted, thin line, black online); (ii) the inspiral+merger waveform, including the NQC factor (dash-dotted and thick line, blue online); (iii) the extended EOB waveform, including the ringdown part (thick, solid line, red online); and the NR waveform (thin, solid line, black online). As noted already in Ref. [55] the most striking feature of this plot is that the pure inspiral EOB waveform modulus peaks (after alignment as explained in Sec. V F) just ∼ 1.4M before the peak of the NR modulus. On the other hand, its amplitude is about 20% larger than the NR one 12 . Note that the largish difference in amplitude is very effectively corrected by the NQC factor. In order to reduce 12 Such a behavior follows from our use of x = v 2 ϕ as argument in ρ 22 (x). As noted in Fig. 2 of Ref. [28] , the different choice x → Ω 2/3 (which is however not physically justified during the plunge), makes the EOB waveform peak considerably earlier (by 6.2M ) than NR, but with an amplitude much closer to the NR one (≈ −0.23% smaller).
the amplitude and displace it to the right we need a NQC factor that, near merger, is smaller than one and growing. This is what n 2 succeeds in doing thanks to its shape, as illustrated in Appendix A. This explains why the values of the NQC parameter a 22 2 are the dominant ones, see Table V. By contrast, if one has to increase the amplitude and displace it to the right (as was needed in Ref. [28] because of the use of the argument Ω 2/3 in ρ 22 (x)), one needs a NQC factor which, near merger, is larger than one and growing, as, for instance, our n 1 , Eq. (28a). [28, 67] , we perform this waveform alignment on the long inspiral phase. Note that, in doing so, we do not enforce the constraint that t NR extr corresponds to t EOB Ω peak . However, the EOB/NR agreement is so good up to merger that such an early-inspiral alignment succeeds in realizing, a posteriori, a near coincidence between t NR extr and t EOB Ω peak . For instance, we find that, for q = 1, t NR extr −t These figures indicate an excellent EOB/NR agreement in phasing and in modulus from the early inspiral up to merger. The remaining disagreements are well within the nominal error bar on numerical data. Actually, the only estimate of the numerical error on the phasing of these numerical data that is available in the literature is a rather conservative one that is done by taking the difference between the highest and the medium resolution. This procedure gives uncertainties that are very small during the inspiral phase (< 0.01 rad) and small, though not negligible, in the late plunge phase up to merger (∼ 0.1 − 0.3 rad, depending on the mass ratio) [34] . A less conservative NR error estimate might be smaller by (at least) a factor two 13 . Keeping this in mind, it is remarkable that our EOB model, with the very simple law for a c 6 (ν) given in Eq. (74) is able to reproduce all numerical data within 0.06 radians at merger.
Let us also emphasize the very good agreement between the moduli before and at merger (see the top-right inset in the right-panels of Figs. 10-11 ), though they exhibit a visible difference during the subsequent ringdown. The good agreement before merger is an improvement with respect to previous works [22, 28, 45] that is due to a combination of effects coming both from the use of an 13 We thank Harald Pfeiffer and Luisa Buchman for informing us of this more realistic estimate of the NR errors.
improved analytical EOB model, from a new choice of the basis of NQC functions n i , and from the choice of an NQC determination point which differs from the maximum of the amplitude.
[ Note that such an agreement before merger is also comparable to the one obtained by Taracchini et al. [29] with an EOB model that is rather different from the one discussed here]. Let us also note that, as already mentioned, we have, on purpose, chosen effective values of a to a near perfect phase agreement up to merger. However, the price for doing so would then have been the presence of a larger global phase disagreement (of order ∼ +0.15 rad), due to a positive jump in ∆φ EOBNR after merger, and during ringdown. We note that such a positive jump ∼ +0.15 rad in ∆φ EOBNR is consistent with the study, done in Ref. [28] , of the intrinsic error in ∆φ EOBNR coming from the procedure of QNM attachment itself. This indicates that more work should be devoted towards improving the current EOB technique for attaching QNMs onto the inspiral-plus-plunge waveform.
G. Subdominant multipoles
Up to now, our study has only considered the dominant quadrupolar ℓ = m = 2 waveform. Let us now compare some of the subdominant multipolar waveforms. We consider here the ℓ = 2, m = 1 and ℓ = m = 3 subdominant waveforms, for the two mass ratios q = 2 and q = 6 (similar results were obtained for q = 3 and q = 4). We limit ourselves to such a partial comparison here to show the capability of the EOB model, as it was defined above, to get the main characteristics of the subdominant multipoles, without introducing ad hoc modifications, or tuning further parameters. At the end of this section we will also mention some results for the ℓ = 3, m = 2 multipole.
In Figs. 12-13 we compare, for the two mass ratios q = 2 and q = 6, the NR and EOB frequency and modulus for the two subdominant multipoles ℓ = 2, m = 1 and ℓ = m = 3 (top panels) as well as the phase and amplitude differences (bottom panels). We use the same matching interval as for the ℓ = m = 2 mode, i.e. ∆ match = 0.7M , and the same number of QNM modes, i.e. N = 5. Note the good agreement of the moduli in all cases, both up to merger, and during ringdown [In the A 21 , q = 2 case the multiple crossings between the NR and EOB moduli may be due to inaccuracies in the NR waveform.] Note also the good agreement, up to merger, of the frequencies, in all cases, and the good agreement of the frequency of the (3, 3) mode after merger, and during ringdown. The only case which is slightly less successful is the discrepancy between the EOB frequency and the NR frequency in the ℓ = 2, m = 1 case for both mass ratios (compare with Ref. [28] , but note we have not introduced here any ad hoc treatment of the the ℓ = 2, m = 1 case.) Namely, the EOB frequency of the (2, 1) mode shoots up, just after merger , a bit faster than its NR counterpart. In turn, such a frequency difference builds up a phase difference after merger. This is illustrated in the bottom panels of the figure, which shows the phase differences ∆φ EOBNR 21 (left) and ∆φ EOBNR 33 (right) as functions of time during the entire simulation. Note that the dephasing is remarkably small up to merger for both multipoles, and then accumulates a dephasing ∆φ EOBNR 21 ∼ 0.5 rad (and ∆φ EOBNR 33 ∼ 0.15 rad) during the ringdown.
Let us emphasize that the phase difference ∆φ EOBNR 21 (t) plotted in the bottom panels of Figs. 12-13 has been computed without introducing any new arbitrariness, neither in time, nor in phase, in comparing the two phase evolutions. Indeed, the least-squares alignment procedure of the NR and EOB dominant (2, 2) waveforms has determined both a shift in time, say τ 22 , and a phase shift, say α 22 , connecting them. The time shift τ 22 determines the (a priori unknown) connection between the two time variables t NR and t EOB , and should therefore be used in comparing the time evolutions of all the other physical quantities, and in particular the subdominant multipoles. The case of the phase shift α 22 is similar, but with a difference. Indeed, in our case (with a common, preferred z axis given by the total angular momentum of the sytem) the only a priori unknown angular difference between NR and EOB is a rotational shift, by some angle β, connecting the NR basis of tensorial spherical harmonics to the corresponding EOB basis. This common angle β then introduces a phase shift in all the various ℓm multipoles simply given by
independently of ℓ. As this result applies in particular to α 22 (which is determined modulo 2π by the alignment of the (2, 2) waveforms), we see that the phase shifts in the subdominant multipoles are determined to be
In addition to this phase shift, there might be extra phase shifts due to the use of different conventions in defining the phase of the tensorial spherical harmonics. Such phase conventions differ at most by multiples of π/2, corresponding to powers of i. In other words, we can always write that α ℓm = m 2 α 22 modulo π/2, which is sufficient for unambiguously computing ∆φ EOBNR ℓm for all subdominant multipoles. This absence of phase-shift ambiguity in ∆φ EOBNR ℓm makes it all the more remarkable that, in the (2, 1) case, the phase difference ∆φ EOBNR 21 plotted in Fig. 12 (for q = 2) and Fig. 13 (for q = 6) stays very small up to merger.
Let us finally comment on Fig. 14, were we show the phase difference one gets for the ℓ = 3, m = 2 multipole, for the two representative cases q = 1 (top panel) and q = 6 (bottom panel). The figure, again, illustrates a rather good consistency between EOB and NR up to merger. The differences after merger are mostly due to our simplified description of the ringdown (see Appendix A of Ref. [28] for a detailed analysis of the structure of the (3, 2) ringdown waveform).
We leave to future work a more detailed analysis of the subdominant multipoles, and the investigation of possible ways of improving their EOB representation, in case the slight dephasing exhibited in Figs. 12-13 for the (ℓ, m) = (2, 1) multipole happens to significantly degrade the faithfulness of the complete EOB waveform (summed over all multipoles).
VI. STRUCTURE OF THE EOBNR RADIAL POTENTIAL A(u) AND ITS CONNECTION WITH OTHER RESULTS
One of the most important nonperturbative dynamical knowledge acquired in this work by comparing EOB predictions to the Caltech-Cornell-CITA simulations concerns the function A(u; ν). We recall that A(u; ν) is the main radial potential of the EOB Hamiltonian, and represents the time-time component of the effective EOB metric: A(u; ν) = −g eff 00 (R). In the test-mass limit, ν → 0, the effective metric is the Schwarzschild metric, so that lim ν→0 A(u; ν) = 1 − 2u ≡ 1 − 2GM/(Rc 2 ). We saw above that NR data selected, in the strong-field domain, an A function given by Eq. (10) with a As a first orientation, we contrast in Fig. 15 various estimates of the function A(u; ν) in the equal-mass case, i.e. ν = 0.25. Our NR-informed estimate (5PN-log-Padé resummed and with a included. The upper dashed line represents the Taylorexpanded 3PN estimate of A(u; ν), as given by Eq. (7) up to the term O(u 4 ) included. Finally, the thin solid line (black online) just below the NR-completed 5PNlog Padé curve is the Padé-resummed estimate of the analytically known 3PN result, which was proposed by Damour, Jaranowski and Schäfer [3] in 2000, i.e. five years before NR simulations started yielding information about the strong-field dynamics of binary black holes. It is remarkable that the latter simple 3PN-Padé estimate is rather close to the best current NR-informed estimate: (i) it is numerically quite close to it if one considers values u 0.3 which are already beyond the last stable orbit, and therefore are crossed during the plunge; and (ii) even in the very strong field domain 0.3 u 0.6 (where the merger occurs) the 3PN-Padé estimate is a much better approximation to A EOBNR (u; ν) than any of its standard PN approximants. This closeness explains the success of the simple Padéed 3PN A function in agreeing with several recent NR studies of dynamical aspects of close black hole binaries [26, 33] , and confirms the effectiveness of using Padé approximants to improve the strong-field behavior of Taylor approximants.
B. Detailed study of the ν-dependence of
The comparison of the previous subsection has indicated that an accurate description of the gravitational wave emission of coalescing binary black holes requires a very precise determination of the shape of A(u; ν) in the very strong-field domain u 0.3 (i.e. R 3GM/c 2 ). Let us zoom on the detailed shape of the A function in the strong-field domain by focusing on the properties of the associated a function, defined by writing
The Taylor expansion of this small-a function starts as
Note that the ν dependence of a(u; ν) is only contained in the O(u 5 ln u) remainder term. In order to zoom on the ν dependence of a(u; ν) it is then useful, following Ref. [48] , to normalize the a function by its LO PN behavior, a 2P N (u; ν) = 2u 3 , i.e. to consider theâ(u; ν) function defined aŝ
In the upper panel of Fig. 16 , we plot the values of the EOBNRâ(u; ν) functions for the values of ν corresponding to the five mass ratios we used in our EOB/NR comparisons above, namely q = 1, 2, 3, 4, 6, as well as the EOBNR predictedâ curves corresponding to q = 10, to q = 100 and also to q = ∞, i.e. to the ν = q/(q + 1) 2 → 0 limit ofâ EOBNR (u; ν). The (red online) round markers on the curves indicate the EOB-defined, light-ring locations, i.e. the solutions of the equation (u 2 A(u)) ′ = 0 (see Table VIII for the precise numbers). In addition, we have also indicated the recently derived (GSFcomputed) "exact" value of the limit lim ν→0â (u; ν) [48] (using their best analytical fit). In the bottom panel of Fig. 16 we plot the corresponding values of the products νa EOBNR (u; ν) = 2νu 3âEOBNR (u; ν), i.e. the corresponding differences of A EOBNR (u; ν) away from its test-mass limit, i.e. A EOBNR (u; ν) − A Schw (u), where A Schw (u) = 1 − 2u = lim ν→0 A EOBNR (u; ν). This shows again how the physics of the GW emission by coalescing black hole binaries depends on fine features in the A potential. Note how, as ν decreases,â(u; ν) monotononically increases, in a way which is qualitatively compatible with the shape of the limiting GSF resultâ(u; 0) = lim ν→0â (u; ν). [The latter limiting GSF shape has a singularity at u = 1/3, which is probably smoothed out by higher-order corrections in ν around ν = 0. See [48] for a detailed discussion of the origin of this singularity, and its probable fictitious character.] Though the ν → 0 limit ofâ EOBNR (u; ν) (which is a polynomial in u, with logarithmic coefficients) does not coincide with the exact O(ν) GSF result, it stays quite close to it up to u 0.2. It is interesting in this respect to point out that the ν → 0 limit of our NR fitted a Note also, on the bottom panel, how the behavior of the corresponding contribution to the A potential, i.e. the product νa(u; ν), seems to tend continuously (though maybe not uniformly) towards zero as ν → 0. This bottom panel suggests that the q = 10 case should be thought of as belonging to the class of the normal comparable-mass cases q = O(1). One needs q's of order at least O(100) to belong to the class of extreme-massratio binaries. The EOBNR potential derived here has anyway been tuned to the physics of comparable-mass binaries with 1 ≤ q ≤ 6. As we knew (from Ref. [48] ) that the ν → 0 limit of the (exact) A potential was (probably) mildly singular, and as we are mainly interested in describing the physics of comparable-mass systems, we did not attempt to incorporate in the A function too much of the information contained in its ν → 0, GSF limit. In our work above, we only incorporated some information about the ν → 0 limit of the 4PN coefficient lim ν→0 a c 5 (ν). But, as we shall discuss next, this was mainly done as a practical way of reducing the number of unknowns to be fitted to NR data. References [6, 22] found, for the q = 1 case, that there was a strong degeneracy between the two parameters entering a 5PN-accurate Padé representation of the A function, say a c 5 and a c 6 . This was confirmed for other values of q in Ref. [28] . This finding leads to the idea that the good values of a c 5 and a c 6 can be organized in "equiva-Though here we focus only on the q = 1 case, similar classes of equivalence ofâ functions exist for any mass ratio. In summary, this exercise confirms that we were justified in a priori fixing the value of a c 5 . Finally, the important fact is that NR data allow one to directly determine the A(u; ν) function itself, essentially independently of the chosen "representative" (a The present work is the first EOB work to include logarithmic terms in a comparison with NR data. Let us now compare our final NR-aided determination of such an A function (with logarithmic terms) to the 5PN-accurate A functions (without logarithmic terms) used in previous EOB works [6, 12, 22, [27] [28] [29] . In particular, Ref. [22] , using a 5PN-accurate A(a [26, 27, 31, 42] . [By contrast Ref. [22] actually used the values a ) plane corresponding to other values of q were then first investigated in Ref. [28] .
[The latter reference basically used the same conceptual structure as Ref. [22] with some technical differences.] Ref. [28] found a very good agreement between EOB and NR waveforms with an A function defined by the following choices 
[Here, a is a Kerr-like spin parameter, which vanishes in the non-spinning case considered here.] The flexibility parameter K(ν), which effectively parametrizes 4PN and higher contributions, was then calibrated in Ref. [29] against Caltech-Cornell-CITA non-spinning waveforms (for q = 1, 2, 3, 4, 6), with the result:
In Fig. 18 we consider the two mass ratios q = 1 and q = 6 and for each mass ratio we compare four differentâ(u) curves, namely: (i) the log-containing 5PN-accurate one determined in this work ("EOBNRlog" with a ; ν ); (ii) the log-less 5PN-accurate one of [22] (with a c 5 = −6.3 and a c 6 = 50); (iii) the log-less 5PN-accurate one of [28] , see Eq. (82); and (iv) the (logless) 3PN-accurate Barausse-Buonanno [12] one,â BB (u), for the value of the adjustable parameter, K(ν), cited above [29] .
The figure shows that while the first three different analytical descriptions seem to be visually close for the equal-mass case, q = 1, they exhibit visible differences in the q = 6 case. However, we have seen above that only differences of order 10 −4 in the A function can be considered as being negligibly small. When computing the differences ∆A X (u; ν) ≡ A X −A EOBNRlog for the two labels X = DN2009, Ref. [22] and X = Pan et al, Ref. [28] , one finds that, for q = 1, ∆A X (u) is a monotonically decreasing function of u which reaches values of order ≃ −0.004 for X = DN2009 and ≃ −0.0025 for X = Pan et al when u ≃ 0.5, i.e., close to the corresponding adiabatic lightring position. Such differences are therefore quite significant on the 10 −4 scale of the equivalence classes of A functions exhibited in Fig. 17 . In the q = 6 case the corresponding differences taken at u ≃ 0.4, close to the adiabatic light-ring position, are ≃ −0.006 for X = DN2009 and ≃ +0.003 for X = Pan et al.. Again these differences are quite significant. Note however that for u ≤ 0.3 the log-less model of [28] , Eq. (82), (which had been tuned to the same q = 6 NR data as ours) stays quite close to our present log-containing model (∆A = 2 × 10 −4 ).
Let us finally discuss the comparison with the (log-less) Barausse-Buonannoâ BB (u) function calibrated by Taracchini et al. [29] (orange line online, solid for q = 1, dashed for q = 6). Figure 18 shows that up to its own light ring (marked by an orange circle on the curves) this function stays rather close to our EOBNRlog one with a ; ν . The differences are however so large thatâ BB cannot be considered to be part of the equivalence class of EOBNRlog in the sense discussed above. More precisely, we find that the difference between the respective A potentials varies, roughly, between ±0.01 for q = 1 and between ±0.005 for q = 6. This is two orders of magnitudes larger than the 10 −4 level that we used above to define the equivalence class (see Fig. 17 EOBNRlog (u) oscillates in sign around zero, so that the phasing defined byâ BB (u) can be expected to agree, on average, with that defined byâ EOBNRlog (u). We have performed a quantitative check of this expectation by considering the phasing during the quasi-adiabatic inspiral, which is rather directly related to the conservative part of the dynamics and thereby to the A(u) function. More precisely, we computed, for each A(u) potential, the adiabatic phasing along the sequence of EOB circular orbits. This phasing is best measured by the (adi-
Here, ω = 2Ω is the adiabatic GW frequency, x = Ω 2/3 ,f is the resummed, Newton-normalized, energy flux as introduced in Eq. (37) above, and j 0 is the angular momentum along the sequence of EOB circular orbits defined by Eq. (51) for a given A potential. We then focus on the difference
Inspection of the ∆Q ω (ω) function more or less confirms the conclusion drawn from the comparison between theâ(u) functions in Fig. 18 . More precisely, we find that: for q = 1 it basically averages around zero up to the LSO, varying between ±0.5 in a frequency range ∆ω = (0.03, 0.2); on the contrary, for q = 6 the same function is negative and monotonically decreasing over the frequency interval ∆ω = (0.03, 0.16), reaching the value ∼ −4.4 at ω = 0.16. As explained in Sec. III above where the Q ω (ω) function was introduced, the usefulness of this phasing diagnostic is that its integral over ln ω directly gives the GW phase as a function of frequency. Correspondingly the integral ∆φ = ωLSO 0.03 ∆Q ω d ln(ω) yields the relative dephasing (here estimated in the adiabatic approximation) between the waveforms corresponding to the choice of two different A potentials, which is accumulated between the initial frequency ω = 0.03 and the average LSO frequencies, sayω LSO = 0.2 for q = 1, andω LSO = 0.16 for q = 6. We obtained ∆φ = 0.62 rad for q = 1 and ∆φ = 2.66 rad for q = 6. This result shows that the difference between the BB and EOBNRlog A functions entails, when considered by itself, a corresponding difference in the phasing (up to the LSO) that can be as large as∼ 3 rad depending on the mass ratio considered. However, the model of Ref. [29] , that is based on the A BB function, succeeded (like our EOBNRlog model) in getting an agreement with the NR waveform at the level of a % of a radian. This means that the A-dependent intrinsic difference in the (adiabatic) phasing that we are pointing out here can be (and has been) effectively compensated by other adjustable elements entering the model of Ref. [29] (notably parameters entering the radiation reaction, such as the argument of the ρ ℓm 's, the number of multipoles in the flux, a different NQC basis, the tuning of ρ (4) 22 (ν), etc.). The conclusions of this comparative analysis of various EOB A(u) functions are two sided. On the one hand, if we insist on trying to determine the A function with the utmost accuracy needed to stay within an all-purposes equivalence class of A functions, our results above show that the introduction of logarithmic contributions in the A function cannot be reabsorbed by tuning log-less versions of the EOB A potential. As we know, from analytical PN work, that these logarithmic contributions do exist, we conclude that it is necessary to include them, and therefore to prefer the type of improved EOB model presented in this work to previous log-less versions of the EOB Hamiltonian. On the other hand, if we are ready to neglect the need of reaching an ideal all-purposes accuracy in the determination of the A function, the overall conclusion of the comparison done in Fig. 18 is that accurate NR data (here the Caltech-Cornell-CITA ones) do constrain so much the value of the EOB A(u) potential (at least up to u ∼ 0.5) that various ways of parametrizing the shape of the A(u) potentials lead to final results that are rather close to each other. This comforts us in showing how the EOB formalism is able to extract from NR data reliable information about the strong-field dynamics of binary black holes.
VII. EXTENSION OF THE MODEL BY ANALYTIC CONTINUATION IN ν
In the present work, we have used a discrete sample of numerical simulations to complete an EOB model, notably through the use of suitable, NR-fitted NQC corrections. In order to be able to compute the predictions of such a NR-completed EOB model for arbitrary values of ν, we need to fix a procedure for computing the six NQC parameters, (a Table V for all q's) is clearly a faster way to compute, for any ν, a corresponding EOB waveform. Indeed, this approach does not require any iteration procedure. We found that the fitted (a Table X. By contrast, the determination of (a ℓm i , b ℓm i ) from quadratic fits of NR data (given in Table IX) is equally accurate for ℓ = m = 2 waveforms, but leads to slightly less accurate results for the subdominant multipoles. More precisely, this procedure introduces some visible, though small, differences between the EOB and NR waveform modulus around the peaks of the (ℓ = 2, m = 1 and ℓ = m = 3) waveforms. Note that, contrarily to the fits of the (a i , b i ) mentioned above (which relied only on the q = 1, 2, 3, 4, 6 data), we have done quadratic fits of (A ℓm ,Ȧ ℓm ,Ä ℓm , ω ℓm ,ω ℓm ,ω ℓm ) to six numerical results, namely the Caltech-Cornell-CITA q = (1, 2, 3, 4, 6) data together with the q = ∞ data of Ref. [42] . Given these fits, one then needs to solve for the NQC parameters. Actually, such a procedure is simplified by the fact that, as we said, the quadratic fits for the a 22 i (ν)'s (which are the only NQC parameters which need to be reinserted in the flux) can be used from the start, so that, contrary to the general case, one can get the needed values of the other NQC parameters in one go, without having to iterate the procedure. Figure 19 illustrates the performances of the two different fitting procedures. The figure refers to mass ratio q = 2 only (equivalent results are found for the other mass ratios, with improvements for larger values of q) and shows the following triple comparison for ℓ = m = 2 (top panel) and ℓ = 2, m = 1 (medium panel), and ℓ = m = 3 (bottom panle) between: (i) the NR waveform frequency and modulus; (ii) the EOB waveform frequency and modulus obtained using the fits (a fits of Table X to account for NQC corrections in the radiation reaction.
In conclusion, the prescription of using the (a ℓm i (ν), b ℓm i (ν)) fits of Table X a priori looks as the best (and simplest) choice to obtain the NQC parameters interpolating between the discrete sample of NR-computed q-values. Since the NR data we have at hand are limited to the ℓ = 3 multipole, we cannot check the reliability of the procedure also for higher values of ℓ. We leave such an investigation to future work.
VIII. CONCLUSIONS
We have improved the EOB description of nonspinning coalescing black hole binaries by incorporating several recent analytical advances, namely:
Moreover, we have introduced new features in the EOB formalism, namely:
(a) a Padé resummation of the additional tail phases δ ℓm of the factorized EOB waveform;
(b) a new way of matching the EOB waveform to the NR one by mapping the EOB time when the orbital frequency reaches a maximum t EOB Ω peak to a specifically chosen (ν-dependent) NR time t NR extr (ν) around merger, Eq. (55). More precisely, we impose [by using six next-to-quasi-circular (NQC) parameters] a C 2 contact between the amplitudes and the frequencies of the NR and EOB waveforms at the NR instant t NR extr (ν) which corresponds to t EOB Ω peak . We have extracted new information from the NR data, namely:
(c) We showed how to extract from NR (curvature) phasing data the function Q NR ω (ω) ≡ ω 2 /ω which is an intrinsic measure of the phase evolution. We have given an explicit representation of the function Q NR ω (ω; q), for q = (1, 2, 3, 4, 6 ), in terms of some fitting coefficients (see Eqs. (61), (64) and Table III).
(d) We extracted data on the NR amplitude and frequency, together with their first two derivatives, at the specific ν-dependent NR time t NR extr (ν), which is located a little bit after the maximum of the quadrupolar waveform amplitude. We gave fitting formulas for the ν-dependence of those quantities for several multipoles, see Table IX. Using such nonperturbative information from NR data, we showed how to complete the EOB model by:
1. Constraining the value of the main EOB radial potential, i.e. the A(u; ν) function; and 2. Determining the coefficients entering the NQC correction factor Eq. (27) .
Among these results, we think that the new expression of the NR-tuned A function, containing logarithms, is more refined and more accurate than its previous determinations [22, 28, 29] . Let us recall that, as in previous work, the A function is parametrized in terms of coefficients, here called (a 
where the last, nonlinear 14 factor is relevant only in the range 0.2 ν ≤ 0.25 (i.e., 1 ≤ q 2). We think that the resulting function of u and ν, A EOBNR (u; ν) ≡ A Pade (u; ν; 23.5, a c 6 (ν)), yields an accurate representation of the A(u; ν) function itself, independently of the way it was obtained. Moreover, we find remarkable that the good value of A(u; ν) could be obtained already by considering only the inspiral phasing (before the LSO crossing) and was then checked to yield (together with the NR-determined NQC corrections) an excellent phasing agreement up to merger.
We have presented our improved EOB model in a self contained manner so as to allow interested readers to generate for themselves all our EOB results. We intend to make available soon a public version of our EOB codes. In view of the new physics that we have included in our EOB model, and of its excellent performance (obtained without introducing any ad hoc parameters) against the very accurate Caltech-Cornell-CITA data, we recommend to use this new EOB model (or small variations thereof) in future EOB works (in particular in extensions to spinning and/or tidally interacting systems).
14 Additional NR simulations in the mass-ratio range 1 ≤ q 2 will be needed to probe/improve the nonlinear behavior of the a c 6 (ν) function there. result differs from (r) (0) . Let us first recall that along the EOB equations of motionṙ is, at any moment, a function of the phase space variables:ṙ =ṙ(r(t), p ϕ (t), p r * (t)). Therefore, its total time derivative is the sum of three partial contributions where ∂H EOB /∂r * ≡ (A/B) 1/2 ∂H EOB /∂r. By definition, the circular dynamics limit corresponds to settingṙ = 0 = p r * and ∂H EOB /∂r = 0. One then sees that, along the circular dynamics, one has also F r * ∝ p r * = 0, and (usingṙ = C(r, p r * , p ϕ )p r * ) ∂ṙ/∂p ϕ ∝ p r * = 0. As a consequence, bothr and (r) (0) , defined by setting to zero the contributions proportional to F , i.e. 
vanish in the circular dynamics approximation. This shows that we can use either the exactr or its "geodesic" approximation (r) (0) to define the second element of the "NQC basis", n 2 =r/(rΩ 2 ). When using the definition n 2 = (r) (0) /(rΩ 2 ), Eq. (A3) allows one to compute immediately n 2 along the exact dynamics. By contrast, if one wished to use the definition n ′ 2 =r/(rΩ 2 ), a complication arises. Indeed, as contributions proportional toF r * andF ϕ appear on the r.h.s. of Eq. (A2), and as these contain the squared modulus of the NQC factor (i.e., for each multipole, a factor |1 + j a ℓm j n j | 2 ) we see that n ′ 2 ∝r now appears on both sides of Eq. (A2).
Schematically, defining ξ = (r, p r * , p ϕ ), Eq. (A2) has the structurë r = a(ξ) + b(ξ)F r * (ξ,r) + c(ξ)F ϕ (ξ,r)
which only gives an implicit equation for determining the exactr along the dynamics. We can however get an explicit expression forr by an iterative procedure. Insertingr (0) as lowest order approximation on the r.h.s. of Eq. (A4) defines an improved value, say (r) (1) forr, namelÿ The result (A6) leads to a sufficiently accurate computation ofr up to merger, as illustrated in the top panel of Fig. 20 . However, the recursive presence of the flux in this iteration substantially increases (by approximately a factor 4) the computational time needed to produce an EOB waveform. This is why we prefer to use n 2 =r (0) /(rΩ 2 ). Anyway, as Fig. 20 shows, n 2 and n ′ 2 are numerically quite similar. In view of the arguments above their differences are essentially absorbed in a redefinition of the coefficients a i .
Appendix B: NQC factor determined using NR data at t NR A 22 peak
In the text, we argued that it was advantageous to determine NQC corrections by matching the EOB waveform (considered at t EOB Ω peak ) to the NR waveform considered at the time t NR extr . Let us illustrate here (see Fig. 21 ) in the case q = 6 the slightly different (but significantly worsened) EOB waveform obtained when one instead matches the ℓ = m = 2 EOB waveform (considered at time t EOB Ω peak ) to the NR waveform considered at the time t NR A22 peak (as was done in early EOB works). Table XI and include, as before, the test-mass information. We checked that these fits are compatible with the fits given in Table II of Ref. [28] .
When comparing Fig. 21 with the bottom left panel of Fig. 11 , we see that, though the effect of having replaced t NR extr by t NR A22 peak is small, it leads to visible differences. In particular, one sees that the frequency evolution near merger was more accurately captured in Fig. 11 than in Fig. 21 .
Appendix C: Effect of including NQC corrections to higher multipoles in the radiation reaction
In this Appendix we explore the effect of including the NQC correction factor in the higher multipole contributions to radiation reaction, specifically in some of the main subdominant multipoles,ĥ [By contrast in the main text we NQC corrected onlŷ h NQC 22 in the radiation reaction]. Note that with our choice x = v 2 ϕ of the argument in ρ ℓm (x) we need larger NQC modulus correction factors than Ref. [28] which used x = Ω 2/3 . Indeed as during the plunge Ω 2/3 is larger than v 2 ϕ and as the function ρ ℓm (x) is a decreasing function of its argument, one has, along the EOB dynamics, ρ ℓm (v 2 ϕ ) ℓ > ρ ℓm (Ω 2/3 ) ℓ . Therefore the inclusion of NQC corrections for higher multipoles is apriori more significant within our EOB setup than within the one of Ref. [28] . We focus on the mass ratio q = 6 only, because subdominant multipoles do not significantly contribute when q ∼ 1. Figure 22 compares the phase difference and the fractional amplitude difference for two EOB models: one with the standard h 22 -only NQC flux correction (magenta online), and another one which includes in addition the three subleading NQC factorsĥ . The effect of this inclusion is totally negligible, so that it is justified to include only the ℓ = m = 2 NQC correction to the radiation reaction.
The "eulerlog" functions eulerlog m (x) are defined as eulerlog m (x) = γ E + log 2 + 1 2 log x + log m , (D34)
where γ E is Euler's constant, γ E = 0.577215 . . . and log(x) the natural logarithm function.
Let us now give the explicit expression of the residual phase corrections δ ℓm that are implemented in the code. For δ 2m , δ 33 and δ 31 we list here explicitly both their Taylor-expanded forms (labeled with a "Taylor" superscript) and their Padé resummed ones. The δ ℓm for higher multipoles can be given only in Taylor-expanded form and thus the label "Taylor" is omitted. The terms in boldface are the highest-order known PN terms for ν = 0. They are omitted when ν = 0, and in particular in the computation of the Padé approximants, but they are kept in the computation of the ν = 0 EOB waveform. The Taylor-expanded δ ℓm read δ 
