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Abstract. We consider the Born-Infeld nonlinear electromagnetic field equations and study its
Cauchy problem in the case that the Vlasov equation is considered as a matter model. In the
present paper, the Vlasov equation is considered on the so-called one and one-half dimensional
phase space, and in consequence the Born-Infeld equations are reduced to a quasilinear hyperbolic
system with two unknowns. A transformation is introduced in order to make the field equations
easy to handle, and suitable assumptions are made on initial data so that the nonlinearity of the
field is controlled.
1. Introduction
The Born-Infeld (BI) electromagnetic theory [2] was originally proposed as a nonlinear correction
of the Maxwell theory in order to overcome the problem of infinities in the classical electrodynamics
of point particles. The underlying idea was to simply modify the classical theory not to have physical
quantities of infinities, that is the principle of finiteness. It was to replace the original Lagrangian
density for the Maxwell electrodynamics with a square root form with a parameter b, by which the
finiteness of electric fields is ensured. This was the same with the way the special relativity has
taken into account the finiteness of the speed of light c, i.e., −mc2√1− v2/c2 replaced 12mv2. The
exact form of the BI Lagrangian density appears in the next section.
This theory in recent years again has received much attention since the string theory found its
relevance to the BI theory [24, 29]: the dynamics of electromagnetic fields on D-branes is described
by the BI theory, and finiteness of electric fields is naturally observed. Be that as it may, this paper
is not going to the string theory, but the BI theory will be considered rather as a nonlinear version
of the Maxwell theory as it was the original standpoint of Born and Infeld. Hence, it makes sense to
choose the Vlasov equation as a matter model since this equation describes the dynamics of classical
particles.
In the present paper, we study the BI equations coupled with the Vlasov equation as a matter
model, and this induces inhomogeneities to the BI equations. For homogeneous cases, we can find
several results on the Cauchy problem. In [5], Chae and Huh proved the existence of global classical
solutions for small initial data. They considered the BI equations as quasilinear wave equations
and crucially used the null form structure of the nonlinear terms. On the other hand, Brenier [3]
considered the BI equations as a system of hyperbolic conservation laws. He supplemented additional
conservation laws to obtain an augmented BI system and discussed conditions for existence of global
solutions in one dimensional case. The similar frameworks can be found in [21, 22, 23, 25, 26], and
for different approaches we refer to [11, 12, 28]. In this paper, the BI equations will be considered
as a system of hyperbolic equations as in [3], but it differs in that inhomogeneous terms are taken
into account.
On the other hand, the Vlasov equation has been widely used to describe matters in connection
with other field equations: electrostatic or electromagnetic fields, non-relativistic or fully relativistic
gravitational fields, and so on. For detailed discussions on the Vlasov-type equations, we refer to
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[1, 13] and the references therein. The analysis of the Vlasov-Maxwell system is applied to our case,
and as a simple but nontrivial case we consider the “one and one-half dimensional” case as in [14].
The Vlasov equation in this dimensional case is introduced in Section 2.
Before we proceed, we briefly discuss some points of this paper.
1. To make a coupled system of the BI and the Vlasov equations, we should determine an
analogous equation corresponding to the Lorentz equation in the Maxwell case. In other words,
we have to derive an equation of motions of particles interacting with the BI electromagnetic field.
However, as it was pointed out in [8], it is impossible to derive separate equations for the charged
particles due to the nonlinearity of the field. Instead, we use the “generalized Lorentz force”, which
is available for small and almost constant fields [6, 7], and this will be discussed in Section 2.
2. As we mentioned above, the BI equations will be considered as a system of hyperbolic equations.
To better understand its hyperbolic structure, we introduce a transformation in Section 3. This
transformation is quite tricky but simple. By this transformation, the linear degeneracy of the BI
system is then easily seen, and moreover it makes the system easy to handle, for instance the proof
of Lemma 5.6 would be much more complicated without the transformation.
3. The main difference from the Maxwell case is that we have to control the characteristics of the
field equations as well as of the Vlasov equation. In Glassey-Strauss’ result [15], spatial and temporal
derivatives were split into linear combinations of the Maxwell and the Vlasov characteristics called
T and S derivatives respectively. This was possible because the Maxwell field always propagates
with the speed of light, while the Vlasov particles do not move with the speed of light. However, it
will be shown in Section 3 that the BI field propagates with speed − cosβ or cosα, which may have
values less than the speed of light c = 1. Hence, we should make a suitable assumption on initial
data in order to apply the argument of [15], and this will be discussed in Section 4.
4. In contrast to Glassey-Schaeffer’s result [14], we obtain a local-in-time result. In that paper,
the Maxwell electromagnetic field is estimated as |E| + |B| ≤ c < ∞, (see Lemma 1 and Corollary
1 in [14]), and this estimate implies that any particles considered have momentum v with growth
order v ∼ t. However, this is not enough to be applied to our case. If a momentum grows, and
consequently tends to infinity, then its corresponding velocity will tend to the speed of light, and
finally a resonance between the particle velocity and the BI field propagation may appear in a finite
time. This will be discussed in Section 5.2. It seems that more qualitative analysis for the BI and
the Vlasov characteristics is required to obtain a global-in-time result.
Notations. We collect some notations which are used in this paper.
• The speed of light c, and mass m and charge q of each particle are assumed to be unity:
c = m = q = 1.
• Greek indices run from 0 to 3 and Latin indices from 1 to 3. The indices are raised or
lowered by multiplication with the Minkowski metric ηαβ = diag(−1, 1, 1, 1), and we use the
Einstein summation convention such as
xαy
α = xαyα = ηαβx
αyβ = −x0y0 + x1y1 + x2y2 + x3y3.
This notation will appear only in Section 2.1.
• For a scalar or vector valued function v ∈ Rd, d = 1, 2, 3, we define
vˆ :=
v√
1 + |v|2 .
Then for a momentum v ∈ R2, its corresponding velocity is defined by vˆ.
• The usual Lp norms, 1 ≤ p ≤ ∞, are used. For a function f = f(x) defined on
x = (x1, · · · , xr) ∈ Rd1 × · · · × Rdr ,
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its norms are defined as follows: for 1 ≤ p <∞ and each i = 1, · · · , r,
||f||pp =
∫
Rd1×···×Rdr
|f(x)|p dx1 · · · dxr,
||f(xi)||pp =
∫
Rd1×···×Rdi−1×Rdi+1×···×Rdr
|f(x)|p dx1 · · · dxi−1 dxi+1 · · · dxr,
and similarly for p =∞ and each i = 1, · · · , r,
||f||∞ = sup{|f(y)| : y ∈ Rd1 × · · · × Rdr},
||f(xi)||∞ = sup{|f(y)| : y ∈ Rd1 × · · · × Rdr , yi = xi},
and so on.
This paper is organized as follows: we first set up the Cauchy problem for the coupled system in
Section 2, where the Born-Infeld equations will be properly coupled to the Vlasov equation in the
one and one-half dimensional case. In Section 3, we introduce a transformation which transforms
the Born-Infeld equations into a quasilinear system in a diagonal form. In Section 4, we state the
main result of the present paper. Suitable assumptions will be made on initial data in this section.
Section 5 and 6 are devoted to the proof of the main theorem.
2. Problem setting: coupled system in one and one-half dimensions
In this section, we study the Born-Infeld equations and the Vlasov equation to consider their
coupled system in a low dimensional case which is called the one and one-half dimensions. In the
first part we briefly review the Born-Infeld electromagnetic theory, and then in the second part we
consider the one and one-half dimensional case for the coupled system.
2.1. The Born-Infeld equations. One can obtain field equations by constructing a suitable La-
grangian density L(F ) and then applying the Euler-Lagrange equations to it. In the case that
charged particles are given as source, the interaction between the particles and field must be consid-
ered in the construction of a Lagrangian density. In this paper, we simply construct a Lagrangian
density by adding the standard interaction term Aαj
α to the Lagrangian as follows:
Ltotal = L(F ) +Aαjα,
where L(F ) is the Lagrangian density for the field itself, and Aα is a four-potential from which the
electromagnetic field tensor is defined by F = Fαβ = ∂αAβ − ∂βAα. In the Born-Infeld theory, the
Lagrangian density L(F ) is defined as follows:
L(F ) = b2
(
1−
√
−det
(
ηαβ +
1
b
Fαβ
))
,
where ηαβ = diag(−1, 1, 1, 1) is the Minkowski metric, and b > 0 is a parameter which measures the
nonlinearity of the field. For simplicity, we take b = 1 in the present paper. The Euler-Lagrange
equations now give the equations of field:
∂βG
αβ = jα, where Gαβ = −∂L(F )
∂Fαβ
.
To have explicit formulae for the field, instead of the tensor form, we use E, B, D, and H in place
of Fαβ and Gαβ as follows:
Fi0 = Ei, Fij =
3∑
k=1
ijkBk, Gi0 = Di, and Gij =
3∑
k=1
ijkHk,
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where ijk is the completely antisymmetric tensor such that 123 = 1, 213 = −1, and so on. Then,
we get the following system of PDEs:
(2.1)
∇× E = −∂tB, ∇ ·B = 0,
∇ ·D = ρ, ∇×H = ∂tD + j,
where ρ = j0 and j = (j1, j2, j3) are the charge density and the current density respectively. Note
that we obtain Maxwell’s equations by setting D = E and H = B. The main difference from the
Maxwell theory is the following nonlinear constitutive relations between E, B, D, and H:
D =
∂L
∂E
=
E + (E ·B)B√
1− |E|2 + |B|2 − (E ·B)2 ,
H = − ∂L
∂B
=
B − (E ·B)E√
1− |E|2 + |B|2 − (E ·B)2 .
In the above relations, D and H are given as functions of E and B. However, we convert them into
a more convenient form for later use, that is, we rewrite E and H as functions of D and B as follows:
E =
D − (D ×B)×B√
1 + |D|2 + |B|2 + |D ×B|2 ,(2.2)
H =
B + (D ×B)×D√
1 + |D|2 + |B|2 + |D ×B|2 ,(2.3)
which can be verified by direct calculations (see Chapter 20 of [29]). As a result, we obtain the field
equations (2.1)–(2.3) for given charge and current density.
We have now obtained the equations of field for given sources ρ and j. On the other hand, in order
to make a self-consistent coupled system, we have to find the equations of motions of particles for
given fields D and B. In the linear electromagnetic theory, it is well-known that particle trajectories
are determined by the Lorentz equation. Let p be a momentum of a particle with charge q and v
the corresponding velocity. Then, the Lorentz force exerted on the particle is given as follows:
dp
dt
= q(E + v ×B), where v = p√
1 + |p|2 .
However, it is not easy to derive explicit equations of motions of particles when they are interacting
with the Born-Infeld electromagnetic field due to the nonlinearity. We refer to [8, 9, 17] for alternative
methods. In the case that a small electromagnetic field is considered, we can use the “generalized
Lorentz force” as in [6, 7], where the author studied the dynamics of a particle “dyon” interacting
with the Born-Infeld field. Dyon is a hypothetical particle which has both electric and magnetic
charges. Let qe be electric charge and qm magnetic charge of a particle. Then we have the following
generalized Lorentz force:
dp
dt
= qe(D + v ×B) + qm(B − v ×D).
In the present paper, we will not consider the particles having magnetic charges, hence we take the
equation of motions of particles as the following equation:
(2.4)
dp
dt
= qe(D + v ×B).
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2.2. One and one-half dimensional case. We now set up the problem for the one and one-half
dimensional case by following the framework of [14], where the authors studied the Vlasov-Maxwell
system. In this case, the spatial variable is x = (x, 0, 0) ∈ R1 and the momentum variables are
v = (v1, v2, 0) ∈ R2. Hence, the electric field D and the magnetic field B are given by
D = (D1, D2, 0) ∈ R2 and B = (0, 0, B) ∈ R1,
where Di, B : I × R1 7→ R1, i = 1, 2, for a suitable time interval I ⊂ [0,∞), and the charge density
ρ = ρ(t, x) and the current density j = j(t, x) are given by
ρ ∈ R1 and j = (j1, j2, 0) ∈ R2.
Then, the field equations (2.1) are reduced to
∂tD1 = −j1,
∂tD2 = −∂xH − j2,
∂xD1 = ρ,
∂tB = −∂xE2,
and we note that D1 is obtained from the first and the third equations:
D1(t, x) = −
∫ t
0
j1(s, x) ds or D1(t, x) =
∫ x
−∞
ρ(t, y) dy.
These are consistent with each other because the densities ρ and j will be induced by the Vlasov
equation, from which the continuity equation “∂tρ + ∂xj1 = 0” is naturally obtained, which makes
the consistency between them. We will use the latter formula to define D1, and now we have only
two equations of fields. The constitutive relations (2.2)–(2.3) are reduced to
E =
(1 +B2)D√
1 + |D|2 +B2 + |D|2B2 =
√
1 +B2
D√
1 + |D|2 ,
H =
(1 + |D|2)B√
1 + |D|2 +B2 + |D|2B2 =
√
1 + |D|2 B√
1 +B2
.
We now consider the Vlasov equation. In contrast with [14], where the Lorentz force was used, we
take the generalized Lorentz force (2.4) to have the following equation:
∂tf + vˆ1∂xf + (D1 + vˆ2B,D2 − vˆ1B) · ∇vf = 0,
where v denotes the momentum of a particle, and vˆ is the corresponding velocity: vˆ = v/(1+|v|2)1/2.
The charge density ρ and the current density j are induced by f as follows:
ρ(t, x) =
∫
R2
f(t, x, v) dv − n(x) and j(t, x) =
∫
R2
vˆf(t, x, v) dv,
where n(x) is a neutralizing background density in the sense that∫
R
∫
R2
f in(x, v) dv dx =
∫
R
n(x) dx,
where f in is an initial data of f , and the above quantity is preserved in time by the mass conservation
of the Vlasov equation.
As a result, we will study the Cauchy problem of the following system of PDEs. For t ≥ 0, x ∈ R1,
and v ∈ R2, consider the distribution function f = f(t, x, v), the electric field D = D(t, x) ∈ R2,
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and the magnetic field B = B(t, x) ∈ R1 satisfying
∂tf + vˆ1∂xf + (D1 + vˆ2B,D2 − vˆ1B) · ∇vf = 0,(2.5)
∂tD2 + ∂x
[
(1 + |D|2)B√
1 + |D|2 +B2 + |D|2B2
]
= −j2,(2.6)
∂tB + ∂x
[
(1 +B2)D2√
1 + |D|2 +B2 + |D|2B2
]
= 0,(2.7)
where the charge density ρ = ρ(t, x) and the current density j = j(t, x) are given by
(2.8) ρ(t, x) =
∫
R2
f(t, x, v) dv − n(x) and j(t, x) =
∫
R2
vˆf(t, x, v) dv,
and the first component of D field is defined by ρ as follows:
(2.9) D1(t, x) =
∫ x
−∞
ρ(t, y) dy.
Remark 2.1. The system (2.5)–(2.9) can be thought of as a nonlinear version of the one and one-
half dimensional Vlasov-Maxwell system [14]. Maxwell’s equations have been replaced by a system
of hyperbolic equations (2.6)–(2.7).
3. Transformed system
In this section, we study the field equations (2.6)–(2.7) for given charge density ρ and current
density j. We introduce a useful transformation by which we can analyze (2.6)–(2.7) more effectively.
Note that (2.6)–(2.7) is a hyperbolic system with two unknowns D2 and B for given ρ and j since
ρ induces the first component of D by (2.9).
3.1. Transformation of the field equations. As a first step, we rewrite the hyperbolic system
(2.6)–(2.7) into a quasilinear form.
Lemma 3.1. Let D2 = D2(t, x) and B = B(t, x) be C1-solutions to the hyperbolic system (2.6)–(2.7)
for given C1-functions ρ and j with D1 defined by (2.9). Then, the hyperbolic system is rewritten as
the following quasilinear form:
(3.1) ∂t
(
D2
B
)
+
(
A11 A12
A21 A22
)
∂x
(
D2
B
)
=
(
C1ρ− j2
C2ρ
)
,
where the components of A = (Aij)i,j=1,2 are given by
A11 =
D2B√
1 + |D|2√1 +B2 , A12 =
√
1 + |D|2 1
(1 +B2)3/2
,
A21 =
√
1 +B2
(1 +D21)
(1 + |D|2)3/2 , A22 =
D2B√
1 + |D|2√1 +B2 ,
and Ci, i = 1, 2, are given by
C1 = − D1B√
1 + |D|2√1 +B2 and C2 =
√
1 +B2
D1D2
(1 + |D|2)3/2 .
Proof. The proof is an elementary calculation, so we only remark the fact that x-derivatives of D1
have been replaced by ρ. Hence, we obtain a quasilinear form with respect to D2 and B for given ρ
and j. 
We next compute the eigenvectors and the eigenvalues of the matrix A.
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Lemma 3.2. Consider the matrix A in (3.1):
A =

D2B√
1 + |D|2√1 +B2
√
1 + |D|2 1
(1 +B2)3/2√
1 +B2
(1 +D21)
(1 + |D|2)3/2
D2B√
1 + |D|2√1 +B2
 .
Then, its left eigenvectors can be chosen by
l1 =
(√
1 +D21
1 + |D|2 ,
−1
1 +B2
)
and l2 =
(√
1 +D21
1 + |D|2 ,
1
1 +B2
)
,
and the corresponding eigenvalues are given by
λ1 =
D2B −
√
1 +D21√
1 + |D|2√1 +B2 and λ2 =
D2B +
√
1 +D21√
1 + |D|2√1 +B2 .
Proof. This lemma is proved by direct calculations, so we skip the proof. 
Remark 3.1. If the fields D and B do not blow up at finite time, then the eigenvectors l1 and l2
are linearly independent, and λ2 is always strictly greater than λ1. Thus, we can see that the system
(3.1) is strictly hyperbolic as long as its solution exists.
Note that (3.1) is a quasilinear hyperbolic system with two unknown functions D2 and B, and
this system is transformed into a diagonal form by the following transformation Φ1 and Φ2:
Φ1 : R2 −→
(
−pi
2
,
pi
2
)
×
(
−pi
2
,
pi
2
)
and Φ2 : R −→
(
−pi
2
,
pi
2
)
such that they are defined as follows: for x = (x1, x2) ∈ R2 and y ∈ R1, we define
Φ1i(x1, x2) := arcsin
xi√
1 + x21 + x
2
2
and Φ2(y) := arcsin
y√
1 + y2
for i = 1, 2, where Φ1 = (Φ11,Φ12). Note that Φ1 and Φ2 are smooth mappings and have smooth in-
verses on their images, Φ1(R2) = {(φ1, φ2) : |φ1|+|φ2| < pi/2} and Φ2(R) = (−pi/2, pi/2) respectively.
We now define the transformed variables as follows:
θ1 := Φ11(D1, D2), θ2 := Φ12(D1, D2), and θB := Φ2(B).
In other word, the following relations hold:
(3.2) sin θ1 =
D1√
1 + |D|2 , sin θ2 =
D2√
1 + |D|2 , sin θB =
B√
1 +B2
,
which are illustrated in Figure 1.
On the other hand, since D1 is a given function of ρ, we get the inverses as follows:
D2 =
√
1 +D21 tan θ2 and B = tan θB .
Using the above transformation, we will rewrite (3.1) as a hyperbolic system with two unknown
functions θ2 and θB . To do that, θ1 is regarded as a function of θ2 and D1, i.e., the following
identities will be used in the proof of Lemma 3.3:
(3.3) sin θ1 =
D1√
1 +D21
cos θ2 and
1√
1 + |D|2 =
1√
1 +D21
cos θ2.
By the following lemma, the quasilinear hyperbolic system (3.1) is reduced to a diagonal form.
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Figure 1. The unknowns −pi/2 < θi < pi/2, i ∈ {1, 2, B}, are well-defined for finite
D1, D2, and B. Note that if |θ1|+ |θ2| → pi/2, then either D1, D2, or both of them
tend to infinity, which is also the case for θB . Hence, we can see that θi 6= ±pi/2
unless the fields blow up.
Lemma 3.3. Let D2 and B be C1-solutions to the quasilinear hyperbolic system (3.1), and suppose
that ρ and j are given C1-functions satisfying
(3.4) ∂tD1 = −j1 and ∂xD1 = ρ
for D1 defined by (2.9). Consider the transformation (3.2). Then, the quasilinear system (3.1)
is transformed to the following inhomogeneous linearly degenerate system of a diagonal form for
α = α(t, x) and β = β(t, x):
(3.5) ∂t
(
α
β
)
+
( − cosβ 0
0 cosα
)
∂x
(
α
β
)
=
(
cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2)
cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2)
)
,
where α = θ2 − θB and β = θ2 + θB, and ki, i = 0, 1, 2, are given by
k0 = − ρD1
1 +D21
, k1 =
j1D1
1 +D21
, k2 = − j2√
1 +D21
.
Proof. We first transform the eigenvalues λi, i = 1, 2, as follows:
λ1 = sin θ2 sin θB − cos θ2 cos θB = − cos(θ2 + θB) = − cosβ,
λ2 = sin θ2 sin θB + cos θ2 cos θB = cos(θ2 − θB) = cosα.
We now consider the eigenvectors li, i = 1, 2. From the well-known transformation of polar co-
ordinates, (x, y) ∈ R2 ↔ (r, θ) ∈ [0,∞) × [0, 2pi), where x = r cos θ and y = r sin θ, we know
that
∂xθ = −1
r
sin θ and ∂yθ =
1
r
cos θ.
Using the above relations, we first calculate the following quantities. As we can see from Figure 1,
θ2 can be thought of a function of
√
1 +D21 and D2.
(3.6)
∂θ2
∂D1
=
∂θ2
∂(
√
1 +D21)
∂(
√
1 +D21)
∂D1
= − 1√
1 + |D|2 sin θ2
D1√
1 +D21
= − D1
1 +D21
cos θ2 sin θ2,
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where we used (3.3).
(3.7)
∂θ2
∂D2
=
1√
1 + |D|2 cos θ2 =
√
1 +D21
1 + |D|2 ,
(3.8)
∂θB
∂B
=
1√
1 +B2
cos θB =
1
1 +B2
.
Hence, the eigenvectors li, i = 1, 2, are transformed to
l1 =
(
∂θ2
∂D2
,−∂θB
∂B
)
and l2 =
(
∂θ2
∂D2
,
∂θB
∂B
)
.
We now multiply the transformed eigenvector l1 to (3.1) and obtain(
∂θ2
∂D2
∂D2
∂t
− ∂θB
∂B
∂B
∂t
)
+ λ1
(
∂θ2
∂D2
∂D2
∂x
− ∂θB
∂B
∂B
∂x
)
= − ∂θ2
∂D2
D1B√
1 + |D|2√1 +B2 ρ−
∂θ2
∂D2
j2 − ∂θB
∂B
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ,
and then we add the following quantity on both sides:
∂θ2
∂D1
∂D1
∂t
+ λ1
∂θ2
∂D1
∂D1
∂x
to get the desired result by (3.6), (3.7) and (3.8).(
∂θ2
∂t
− ∂θB
∂t
)
+ λ1
(
∂θ2
∂x
− ∂θB
∂x
)
= − ∂θ2
∂D2
D1B√
1 + |D|2√1 +B2 ρ−
∂θ2
∂D2
j2 − ∂θB
∂B
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ
+
∂θ2
∂D1
∂D1
∂t
+ λ1
∂θ2
∂D1
∂D1
∂x
= −
√
1 +D21
1 + |D|2
D1B√
1 + |D|2√1 +B2 ρ−
√
1 +D21
1 + |D|2 j2 −
1
1 +B2
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ
+
D1
1 +D21
cos θ2 sin θ2j1 + cos(θ2 + θB)
D1
1 +D21
cos θ2 sin θ2ρ,
where we used (3.4) for the last two quantities. We now use (3.3) together with the transformation
(3.2) to get(
∂θ2
∂t
− ∂θB
∂t
)
+ λ1
(
∂θ2
∂x
− ∂θB
∂x
)
= − 1√
1 +D21
cos2 θ2 sin θ1 sin θBρ− 1√
1 +D21
cos2 θ2j2 − cos θB sin θ1 sin θ2 1√
1 + |D|2 ρ
+
D1
1 +D21
cos θ2 sin θ2j1 + cos(θ2 + θB)
D1
1 +D21
cos θ2 sin θ2ρ
= − D1
1 +D21
cos3 θ2 sin θBρ− 1√
1 +D21
cos2 θ2j2 − cos θB D1√
1 +D21
cos θ2 sin θ2
1√
1 +D21
cos θ2ρ
+
D1
1 +D21
cos θ2 sin θ2j1 + cos(θ2 + θB)
D1
1 +D21
cos θ2 sin θ2ρ
= − ρD1
1 +D21
cos2 θ2(cos θ2 sin θB + sin θ2 cos θB)− j2√
1 +D21
cos2 θ2
+
j1D1
1 +D21
cos θ2 sin θ2 + cos(θ2 + θB)
ρD1
1 +D21
cos θ2 sin θ2
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2
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− ρD1
1 +D21
cos2 θ2 sin(θ2 + θB) + cos(θ2 + θB)
ρD1
1 +D21
cos θ2 sin θ2
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2
− ρD1
1 +D21
cos θ2
(
cos θ2 sin(θ2 + θB)− cos(θ2 + θB) sin θ2
)
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2 − ρD1
1 +D21
cos θ2 sin θB ,
where we used trigonometric identities several times, and the first equation of (3.5) is obtained.
∂tα− (cosβ)∂xα = cos θ2
(
j1D1
1 +D21
sin θ2 − j2√
1 +D21
cos θ2 − ρD1
1 +D21
sin θB
)
.
The second equation of (3.5) is obtained by the same calculation. Multiply the transformed eigen-
vector l2 to (3.1) to get(
∂θ2
∂D2
∂D2
∂t
+
∂θB
∂B
∂B
∂t
)
+ λ2
(
∂θ2
∂D2
∂D2
∂x
+
∂θB
∂B
∂B
∂x
)
= − ∂θ2
∂D2
D1B√
1 + |D|2√1 +B2 ρ−
∂θ2
∂D2
j2 +
∂θB
∂B
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ,
and add the following quantity on both sides:
∂θ2
∂D1
∂D1
∂t
+ λ2
∂θ2
∂D1
∂D1
∂x
= − ∂θ2
∂D1
j1 + λ2
∂θ2
∂D1
ρ
to get(
∂θ2
∂t
+
∂θB
∂t
)
+ λ2
(
∂θ2
∂x
+
∂θB
∂x
)
= − ∂θ2
∂D2
D1B√
1 + |D|2√1 +B2 ρ−
∂θ2
∂D2
j2 +
∂θB
∂B
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ
− ∂θ2
∂D1
j1 + λ2
∂θ2
∂D1
ρ
= −
√
1 +D21
1 + |D|2
D1B√
1 + |D|2√1 +B2 ρ−
√
1 +D21
1 + |D|2 j2 +
1
1 +B2
√
1 +B2
D1D2
(1 + |D|2)3/2 ρ
+
D1
1 +D21
cos θ2 sin θ2j1 − cos(θ2 − θB) D1
1 +D21
cos θ2 sin θ2ρ
= − 1√
1 +D21
cos2 θ2 sin θ1 sin θBρ− 1√
1 +D21
cos2 θ2j2 + cos θB sin θ1 sin θ2
1√
1 + |D|2 ρ
+
D1
1 +D21
cos θ2 sin θ2j1 − cos(θ2 − θB) D1
1 +D21
cos θ2 sin θ2ρ
= − D1
1 +D21
cos3 θ2 sin θBρ− 1√
1 +D21
cos2 θ2j2 + cos θB
D1√
1 +D21
cos θ2 sin θ2
1√
1 +D21
cos θ2ρ
+
D1
1 +D21
cos θ2 sin θ2j1 − cos(θ2 − θB) D1
1 +D21
cos θ2 sin θ2ρ
= − ρD1
1 +D21
cos2 θ2(cos θ2 sin θB − sin θ2 cos θB)− j2√
1 +D21
cos2 θ2
+
j1D1
1 +D21
cos θ2 sin θ2 − cos(θ2 − θB) ρD1
1 +D21
cos θ2 sin θ2
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2
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+
ρD1
1 +D21
cos2 θ2 sin(θ2 − θB)− cos(θ2 − θB) ρD1
1 +D21
cos θ2 sin θ2
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2
+
ρD1
1 +D21
cos θ2
(
cos θ2 sin(θ2 − θB)− cos(θ2 − θB) sin θ2
)
=
j1D1
1 +D21
cos θ2 sin θ2 − j2√
1 +D21
cos2 θ2 − ρD1
1 +D21
cos θ2 sin θB .
Hence, we obtain the second equation of (3.5) as follows:
∂tβ + (cosα)∂xβ = cos θ2
(
j1D1
1 +D21
sin θ2 − j2√
1 +D21
cos θ2 − ρD1
1 +D21
sin θB
)
.
Note that the inhomogeneous term is the same with the first equation of (3.5), and this completes
the proof. 
To summarize, the hyperbolic system (2.6)–(2.7) was rewritten as a quasilinear form (3.1), and
we transformed it to a diagonal form (3.5) by using the transformation (3.2).
3.2. Quasilinear hyperbolic systems. Quasilinear hyperbolic systems, especially those which can
be written as hyperbolic conservation laws, have been extensively studied for last several decades.
We refer to some good textbooks [4, 19, 25, 27] and the references contained therein. In this paper,
we will use a classical result of Hartman-Wintner [16] where local-in-time existence of C1 solutions
to inhomogeneous quasilinear hyperbolic systems was proved.
Proposition 3.1. [10, 16] Let t ≥ 0, x ∈ R, and u = u(t, x) ∈ Rn. Consider the Cauchy problem
for the following inhomogeneous quasilinear hyperbolic system with C1 initial data uin:
(3.9) ut = Fux +G, u(0, x) = u
in(x)
on the following (t, x, u)-region:
(3.10) 0 ≤ t ≤ t′, |x| ≤ b,
(3.11) |u1| ≤ c, · · · , |un| ≤ c.
Suppose that the system (3.9) is strictly hyperbolic on (3.10)–(3.11), where F = F (t, x, u) is a C1
matrix function and G(t, x, u) is a continuous vector function on (3.10)–(3.11), and G is of class C1
with respect to x, u1, · · · , un. Then there exists a positive t∗ ≤ t′ such that the system (3.9) has a
unique C1 solution on the region
(3.12) 0 ≤ t ≤ t∗ and |x|+Kt ≤ b,
where K is chosen such that |λi| ≤ K, i = 1, · · · , n, on (3.10).
Proof. We refer to [16] for the proof. 
By applying Proposition 3.1 to our case (3.5), we obtain the following corollary. A lower bound
t∗ can be determined by following the proof of [16]; moreover, determining it is much easier than
that of [16] because the 2× 2 matrix in (3.5) is already diagonal.
Corollary 3.1. Consider the following inhomogeneous quasilinear hyperbolic system (3.5):
∂t
(
α
β
)
+
( − cosβ 0
0 cosα
)
∂x
(
α
β
)
=
(
cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2)
cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2)
)
on the following region:
(3.13) |θ2(t, x)|+ |θB(t, x)| < pi
2
,
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where α = θ2 − θB and β = θ2 + θB. Suppose that αin and βin are of class C1 satisfying (3.13) at
t = 0 and compactly supported in {x ∈ R : |x| ≤ P}. Let ki = ki(t, x), i = 0, 1, 2, be continuous and
of class C1 with respect to x variable, and assume that there exists a positive nondecreasing function
k˜ such that
||k0(t)||∞ + ||k1(t)||∞ + ||k2(t)||∞ ≤ k˜(t).
Then there exists a unique C1 solution on a time interval [0, t∗) where t∗ is defined as follows:
t∗ := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
k˜(τ) dτ <
pi
2
}
.
Proof. We note that the system (3.5) is strictly hyperbolic on the region (3.13):
λ2 − λ1 = cosα+ cosβ = 2 cos θ2 cos θB > 0.
The other conditions in Proposition 3.1 hold, hence we have local-in-time existence of C1 solutions
by applying the proposition.
In contrast with homogeneous cases, the solution u of (3.9) will grow due to the inhomogeneous
term as time evolves. For this reason, the domain (3.10) should be restricted as (3.12), i.e., the
solution u satisfies (3.11) only on the restricted region (3.12), and thus we have to find a time
interval where the solutions α and β satisfy (3.13). We use the integral formula (5.5)–(5.6) in
Section 5 and estimate them as follows. We first note that
|θ2(t, x)|+ |θB(t, x)| < pi
2
⇐⇒ |α(t, x)| < pi
2
and |β(t, x)| < pi
2
.
By the integral formula (5.5), we have
|α(t, x)| ≤ ||αin||∞ +
∫ t
0
||k0(τ)||∞ + ||k1(τ)||∞ + ||k2(τ)||∞ dτ
≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||k0(τ)||∞ + ||k1(τ)||∞ + ||k2(τ)||∞ dτ.
Similarly, we have the same estimate for β.
|β(t, x)| ≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||k0(τ)||∞ + ||k1(τ)||∞ + ||k2(τ)||∞ dτ.
Therefore, (3.13) holds on the time interval [0, t∗) by the definition of t∗, and the solutions exist on
this time interval. 
4. Main result
In the previous section, we derived the system of equations of our interests. The system of
(2.5)–(2.9) is transformed by (3.2) as follows:
∂tf + vˆ1∂xf + (D1 + vˆ2B,D2 − vˆ1B) · ∇vf = 0,(4.1)
∂tα− (cosβ)∂xα = cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2),(4.2)
∂tβ + (cosα)∂xβ = cos θ2(k0 sin θB + k1 sin θ2 + k2 cos θ2),(4.3)
where α = θ2 − θB and β = θ2 + θB , and ki, i = 0, 1, 2, are given by
(4.4) k0 = − ρD1
1 +D21
, k1 =
j1D1
1 +D21
, k2 = − j2√
1 +D21
.
They are coupled to each other as follows:
(4.5)
ρ(t, x) =
∫
R2
f(t, x, v) dv − n(x) and D1(t, x) =
∫ x
−∞
ρ(t, y) dy,
j(t, x) =
∫
R2
vˆf(t, x, v) dv,
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and the electromagnetic fields D2 and B are given by
(4.6) D2 =
√
1 +D21 tan θ2 and B = tan θB .
Let f in, θin2 , and θ
in
B be initial data for the unknowns f , θ2, and θB , or equivalently f , α, and β,
and we consider the Cauchy problem for (4.1)–(4.6).
Assumptions on initial data. To study the Cauchy problem for (4.1)–(4.6), suitable assumptions
on initial data should be taken. We will assume that initial data f in, θin2 , and θ
in
B satisfy the following
conditions A1–3:
A1. They are compactly supported C1 functions:
f in ∈ C1c (R× R2), θin2 ∈ C1c (R), θinB ∈ C1c (R), n ∈ C1c (R),
and P denotes the size of their support, i.e., they are supported in
{(x, v) : |x|, |v| ≤ P} or {x : |x| ≤ P} .
A2. The fields θin2 and θ
in
B are bounded such that
|θin2 (x)|+ |θinB (x)| <
pi
2
for |x| ≤ P.
A3. The fields are small in the sense that
||θin2 ||∞ + ||θinB ||∞ < arctan
1
P
.
Note that there are two kinds of characteristic curves, one from the Vlasov equation (4.1) and the
other ones from the field equations (4.2)–(4.3). The particles described by the Vlasov equation have
velocities vˆ, while the Born-Infeld field propagates with speed − cosβ or cosα, which may be less
than the speed of light c = 1. Hence, there may be a resonance between a particle trajectory and field
propagation, and in this case we cannot apply the arguments of [15]: for the Vlasov-Maxwell case,
the Vlasov and the Maxwell characteristics are always linearly independent, so x or t derivatives can
be decomposed into linear combinations of the Vlasov and the Maxwell characteristics (see [13, 15]
for details). This argument can be applied to our case (4.1)–(4.3) when we take the third assumption
above. The assumption A3 implies that the Vlasov and the Born-Infeld characteristics are separated
at t = 0. Note that
||θin2 ||∞ + ||θinB ||∞ < arctan
1
P
⇐⇒ Pˆ < cos (||θin2 ||∞ + ||θinB ||∞) ,
and this implies that under the assumptions A1 and A2 we have
|vˆ1| < cos
(
max
{|αin(x)|, |βin(x)|}) = min{cosαin(x), cosβin(x)}
for any x and v satisfying |x| ≤ P and |v| ≤ P . Remind that αin = θin2 −θinB and βin = θin2 +θinB , and
the cosine function is decreasing on [0, pi/2]. Hence, the particle velocity and the field propagation
speed are initially separated as follows:
(4.7) − cosβin(x) < vˆ1 < cosαin(x).
We now state the main theorem of the present paper.
Theorem 4.1. Consider the Cauchy problem for the system (4.1)–(4.6) When initial data f in, θin2 ,
and θinB satisfy the assumptions A1–3, then the system (4.1)–(4.6) has a unique C1 solutions f , θ2,
and θB locally in time.
Proof. The uniqueness is proved by following standard arguments for the Vlasov equations, and we
only prove the existence part of this main theorem. The following sections are devoted to the proof
of existence. We refer to Section 5 and 6 for the proof. 
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5. A priori estimates
In this section, we obtain several a priori estimates for f , α, β, and their derivatives. The
arguments basically follow the well-known results [14, 15]. It turns out that the nonlinearity of the
field, i.e., the necessity of controlling the field characteristics, complicates the problem and requires
some restrictions, which will be seen in the proofs of lemmas.
To obtain a priori estimates for the system (4.1)–(4.6), we consider a slightly modified version of
it in this section: for given D∗ and B∗, we consider the following Vlasov equation:
(5.1) ∂tf + vˆ1∂xf + (D
∗
1 + vˆ2B
∗, D∗2 − vˆ1B∗) · ∇vf = 0
together with (4.2)–(4.6). We first consider the characteristic equations of the Vlasov and the field
equations. Suppose that D∗ and B∗ fields are C1 on a time interval I. Then, the following system
of ODEs has a unique solution X(s; t, x, v) and V (s; t, x, v) which are C1 on I × I × R× R2:
(5.2)
d
ds
X(s) = Vˆ1(s), X(t) = x,
d
ds
V (s) = D∗(s,X(s)) + (Vˆ2(s),−Vˆ1(s))B∗(s,X(s)), V (t) = v,
where X(s) = X(s; t, x, v) and V (s) = V (s; t, x, v). The Vlasov equation (5.1) is then solved as
follows:
(5.3) f(t, x, v) = f in(X(0), V (0)).
It is well known that the following map is measure preserving:
(x, v) 7→ (X(s; t, x, v), V (s; t, x, v)),
which implies that ||f(t)||p = ||f in||p for any 1 ≤ p ≤ ∞ and t ∈ I, and we refer to [14] for details.
Similarly, if α and β are C1 on I, then the following two ODEs have C1 solutions ξ(τ ; t, x) and
η(τ ; t, x) on I × I × R:
d
dτ
ξ(τ) = − cosβ(τ, ξ(τ)), ξ(t) = x,(5.4)
d
dτ
η(τ) = cosα(τ, η(τ)), η(t) = x.(5.5)
Therefore, α and β in (4.2)–(4.3) satisfy the following integral formulae on I × R:
(5.6)
α(t, x) = αin(ξ(0)) +
∫ t
0
(
k0(τ, ξ(τ)) sin θB(τ, ξ(τ)) + k1(τ, ξ(τ)) sin θ2(τ, ξ(τ))
+ k2(τ, ξ(τ)) cos θ2(τ, ξ(τ))
)
cos θ2(τ, ξ(τ)) dτ,
(5.7)
β(t, x) = βin(η(0)) +
∫ t
0
(
k0(τ, η(τ)) sin θB(τ, η(τ)) + k1(τ, η(τ)) sin θ2(τ, η(τ))
+ k2(τ, η(τ)) cos θ2(τ, η(τ))
)
cos θ2(τ, η(τ)) dτ.
5.1. A priori estimates for the unknowns and momentum support. We first define the
momentum support P (t) of f as follows:
P (t) := sup
{|v| : f(s, x, v) 6= 0, 0 ≤ s ≤ t, x ∈ R, v ∈ R2} .
Note that P (0) = P . For C1 functions D∗ and B∗ which are defined on a time interval I, the
momentum support P (t) is well defined on I because the characteristic equation (5.2) gives
(5.8) sup
fin(x,v)6=0
|V (t; 0, x, v)| ≤ P +
∫ t
0
||D∗(s)||∞ + ||B∗(s)||∞ ds, t ∈ I.
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The time interval I will be determined later, and we present some useful lemmas. The following two
lemmas are easily obtained by using (4.4), (4.5), and (5.3).
Lemma 5.1. Suppose that D∗ and B∗ are C1 functions on a time interval I, and consider the
equations (5.1) and (4.5). Then f , ρ, j, and D1 are well defined and C1 on I and satisfy the
following estimates on I × R× R2 or I × R:
(i) f(t, x, v) ≤ ||f in||∞.
(ii) |ρ(t, x)| ≤ pi||f in||∞P 2(t) + ||n||∞.
(iii) |j(t, x)| ≤ pi||f in||∞P 2(t).
(iv) |D1(t, x)| ≤ ||f in||1 + ||n||1.
Proof. We obtain the first estimate by using (5.3). The second estimate is obtained by the definition
of ρ.
|ρ(t, x)| ≤
∫
R2
f(t, x, v) dv + |n(x)|
≤ ||f in||∞
∫
|v|≤P (t)
dv + ||n||∞ ≤ pi||f in||∞P 2(t) + ||n||∞.
The third estimate is similarly proved. For (iv), we use the measure preserving property of the map
(x, v) 7→ (X(0), V (0)) as follows:
|D1(t, x)| ≤
∫ ∞
−∞
|ρ(t, y)| dy
≤
∫ ∞
−∞
∫
R2
f(t, y, v) dv dy + ||n||1 = ||f in||1 + ||n||1.

Lemma 5.2. Suppose that D∗ and B∗ are C1 functions on a time interval I, and consider the
equation (4.4). Then ki, i = 0, 1, 2, are well defined and C1 on I and satisfy the following estimates
on I × R:
(i) |k0(t, x)| ≤ pi||f in||∞P 2(t) + ||n||∞.
(ii) |k1(t, x)| ≤ pi||f in||∞P 2(t).
(iii) |k2(t, x)| ≤ pi||f in||∞P 2(t).
Proof. In (4.4), we can see that
|k0(t, x)| ≤ |ρ(t, x)|, |k1(t, x)| ≤ |j1(t, x)|, |k2(t, x)| ≤ |j2(t, x)|.
Hence, the lemma is proved by Lemma 5.1. 
In the next lemma, we use the integral formulae (5.6)–(5.7) and Lemma 5.2 to estimate D2 and
B fields. Note that α = θ2 − θB and β = θ2 + θB .
Lemma 5.3. Suppose that D∗ and B∗ are C1 functions on a time interval I. Then the system
(4.2)–(4.3) has unique C1 solutions on I ∩ [0, T1), which is defined by
T1 := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ < pi
2
}
,
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and D2 and B satisfy the following estimates on I ∩ [0, T1)× R:
|D2(t, x)| ≤
√
1 + (||f in||1 + ||n||1)2 tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
,
|B(t, x)| ≤ tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
.
Proof. The existence interval [0, T1) is given by Lemma 5.2 followed by Corollary 3.1. Since θ2 =
(α+ β)/2 and θB = (β − α)/2, we have the following estimates from (5.6)–(5.7) and Lemma 5.2:
|θ2(t, x)| ≤ |α
in(ξ(0))|+ |βin(η(0))|
2
+
∫ t
0
||k0(τ)||∞ + ||k1(τ)||∞ + ||k2(τ)||∞ dτ
≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||k0(τ)||∞ + ||k1(τ)||∞ + ||k2(τ)||∞ dτ
≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ,
and similarly we have for θB
|θB(t, x)| ≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ.
Hence, the lemma is proved by (4.6) as follows:
|D2(t, x)| ≤
√
1 +D21(t, x) tan(|θ2(t, x)|)
≤
√
1 + (||f in||1 + ||n||1)2 tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
,
and
|B(t, x)| ≤ tan(|θ2(t, x)|)
≤ tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
.

Remark 5.1. By the same argument with the proof of Lemma 5.3, we can see from (5.6)–(5.7) that
α, β, θ2, and θB are bounded by the same quantity as follows:
max{|α(t, x)|, |β(t, x)|} ≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ.
Since α = θ2 − θB and β = θ2 + θB, the above inequality gives the following estimate:
|θ2(t, x)|+ |θB(t, x)| ≤ ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ.
In other words, on [0, T1) we have
max
{
|θ2(t, x)|, |θB(t, x)|, |α(t, x)|, |β(t, x)|
}
≤ |θ2(t, x)|+ |θB(t, x)| < pi
2
.
Lemma 5.4. Suppose that D∗ and B∗ are C1 functions on [0, T1), and consider the following Vlasov
equation for f†:
∂tf
† + vˆ1∂xf† + (D1 + vˆ2B,D2 − vˆ1B) · ∇vf† = 0,
THE VLASOV-BORN-INFELD SYSTEM 17
where D and B are given by the system (5.1) and (4.2)–(4.6), with the same initial data f†(0) = f in.
Then its momentum support P †(t) satisfies the following integral inequality on [0, T1):
P †(t) ≤ P + 2
√
1 + (||f in||1 + ||n||1)2
×
∫ t
0
cos−1
(
||θin2 ||∞ + ||θinB ||∞ +
∫ s
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
ds,
where P (t) is the momentum support of f in (5.1).
Proof. By Lemma 5.1 and 5.3, we have
|D1(t, x)| ≤ ||f in||1 + ||n||1,
|D2(t, x)| ≤
√
1 + (||f in||1 + ||n||1)2 tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
,
|B(t, x)| ≤ tan
(
||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
.
Hence, we obtain
|D(t, x)|2 ≤
(
1 + (||f in||1 + ||n||1)2
)(
1 + tan2
(
· · ·
))
=
(
1 + (||f in||1 + ||n||1)2
)
cos−2
(
· · ·
)
,
and therefore,
||D(t)||∞ + ||B(t)||∞ ≤ 2
√
1 + (||f in||1 + ||n||1)2 cos−1
(
· · ·
)
.
We now use the inequality (5.8) for f† and P † to get the desired result. 
5.2. A priori estimates for derivatives of the solutions. In this part, we estimate the deriva-
tives of f , α, and β. In Lemma 5.3, we introduced a finite interval [0, T1) on which we could estimate
the field quantities. To estimate their derivatives, we need an additional interval [0, T2) which is
defined as follows:
T2 := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(s) ds < arctan 1
P (t)
}
.
Note that T2 > 0 because of the assumption on initial data A3. We remind that the assumption
A3 gives the separation between the Vlasov and the Born-Infeld characteristics at t = 0. Hence,
we can see that the interval [0, T2) is the maximal interval on which the Vlasov and the Born-
Infeld characteristics are separated: since α and β are bounded by the LHS of the inequality in the
definition of T2 (see Remark 5.1), we have on [0, T2)
max{|α(t, x)|, |β(t, x)|} < arctan 1
P (t)
,
which is equivalent to
Pˆ (t) < cos(max{|α(t, x)|, |β(t, x)|}) = min{cosα(t, x), cosβ(t, x)}.
Hence, we have
− cosβ(t, x) < vˆ1 < cosα(t, x)
for any x and v satisfying f(t, x, v) 6= 0.
We now fix a closed and bounded interval [0, T ] ⊂ [0, T1)∩ [0, T2), and all the following estimates
in this subsection will be considered on [0, T ]. Note that P (T ) is finite, and CT will denote a
positive constant depending only on T and P (T ) and vary from line to line. We first estimate x and
v derivatives of f .
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Lemma 5.5. Suppose that D∗ and B∗ are C1 functions on [0, T ], and consider the following Vlasov
equation for f†:
∂tf
† + vˆ1∂xf† + (D1 + vˆ2B,D2 − vˆ1B) · ∇vf† = 0,
where D and B are given by the system (5.1) and (4.2)–(4.6), with the same initial data f†(0) = f in.
Then we have the following estimate for ∇x,vf†:
||∇x,vf†(t)||∞ ≤ ||∇x,vf in||∞ + CT
∫ t
0
(1 + ||∂xα(s)||∞ + ||∂xβ(s)||∞) ||∇x,vf†(s)||∞ ds,
where CT is a positive constant depending on T , P (T ), and initial data.
Proof. By direct differentiation with respect to x and v, we obtain
∂t(∂xf
†) + vˆ1∂x(∂xf†) + (D + (vˆ2,−vˆ1)B) · ∇v(∂xf†)
= −(∂xD + (vˆ2,−vˆ1)∂xB) · ∇vf†,
∂t(∂vif
†) + vˆ1∂x(∂vif
†) + (D + (vˆ2,−vˆ1)B) · ∇v(∂vif†)
= −(∂vi vˆ1)(∂xf†)− (∂vi vˆ2,−∂vi vˆ1)B · ∇vf†,
where i = 1, 2, and by taking the characteristic curve (5.2), we have
||∇x,vf†(t)||∞ ≤ ||∇x,vf in||∞ + CT
∫ t
0
(1 + ||∂xD(s)||∞ + ||∂xB(s)||∞) ||∇x,vf†(s)||∞ ds,
where we used |B| ≤ CT by Lemma 5.3. By (4.5) and Lemma 5.1, we obtain
(5.9) |∂xD1(t, x)| ≤ |ρ(t, x)| ≤ CT .
We take x derivative on (4.6) to have
∂xD2 =
D1∂xD1√
1 +D21
tan θ2 +
√
1 +D21
∂xθ2
cos2 θ2
.
Since |θ2(t, x)| < pi2 on [0, T1), we obtain
(5.10) |∂xD2(t, x)| ≤ CT (1 + |∂xθ2(t, x)|) ≤ CT (1 + ||∂xα(t)||∞ + ||∂xβ(t)||∞).
Similarly, we obtain
(5.11) |∂xB(t, x)| ≤ CT (||∂xα(t)||∞ + ||∂xβ(t)||∞),
and this completes the proof. 
We now estimate the x derivatives of α and β. In the next lemma, we introduce new quantities
in order to estimate ∂xα and ∂xβ as in [20], but the lemma is proved only when the Vlasov and
the Born-Infeld characteristics are well separated. We will see in the proof that it is necessary to
introduce the interval [0, T2) and restrict all the arguments to it.
Lemma 5.6. Suppose that D∗ and B∗ are C1 functions on [0, T ], and consider the following quan-
tities u and w:
u := (− cosα− cosβ)∂xα and w := (cosα+ cosβ)∂xβ.
Then, they are bounded on [0, T ] by a positive constant CT which depends only on T , P (T ), and
initial data.
Proof. By direct calculations, we have
∂tu = (sinα∂tα+ sinβ∂tβ)∂xα+ (− cosα− cosβ)∂x∂tα,
∂xu = (sinα∂xα+ sinβ∂xβ)∂xα+ (− cosα− cosβ)∂2xα,
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and
(5.12)
∂t∂xα+ sinβ∂xβ∂xα− cosβ∂2xα
= (∂xk0 sin θB + k0 cos θB∂xθB + ∂xk1 sin θ2 + k1 cos θ2∂xθ2 + ∂xk2 cos θ2 − k2 sin θ2∂xθ2) cos θ2
− (k0 sin θB + k1 sin θ2 + k2 cos θ2) sin θ2∂xθ2.
We now derive an equation for u as follows:
∂tu− cosβ∂xu
= sinα∂tα∂xα+ sinβ∂tβ∂xα− cosα∂x∂tα− cosβ∂x∂tα
− cosβ sinα(∂xα)2 − cosβ sinβ∂xβ∂xα+ cosα cosβ∂2xα+ cos2 β∂2xα
= sinα∂xα(∂tα− cosβ∂xα) + sinβ∂xα(∂tβ + cosα∂xβ)
− (cosα+ cosβ)(∂t∂xα+ sinβ∂xβ∂xα− cosβ∂2xα).
Since the inhomogeneous terms of (4.2) and (4.3) are same, we have
∂tu− cosβ∂xu
= (sinα+ sinβ)∂xα(k0 sin θB + k1 sin θ2 + k2 cos θ2) cos θ2
− (cosα+ cosβ)(∂xk0 sin θB + ∂xk1 sin θ2 + ∂xk2 cos θ2) cos θ2
− (cosα+ cosβ)(k0 cos θB∂xθB + k1 cos θ2∂xθ2 − k2 sin θ2∂xθ2) cos θ2
+ (cosα+ cosβ)(k0 sin θB + k1 sin θ2 + k2 cos θ2) sin θ2∂xθ2
=: I1 + I2 + I3 + I4,
where we used (5.12). For I1, we have
I1 = − sinα+ sinβ
cosα+ cosβ
u(k0 sin θB + k1 sin θ2 + k2 cos θ2) cos θ2
= −u(k0 sin θ2 sin θB + k1 sin2 θ2 + k2 cos θ2 sin θ2)
= −u
2
(
k0(cosα− cosβ) + k1(1− cos(2θ2)) + k2 sin(2θ2)
)
,
where we used trigonometric identities. For I2, we have
(5.13)
I2 = −2 cos θ2 cos θB(∂xk0 sin θB + ∂xk1 sin θ2 + ∂xk2 cos θ2) cos θ2
= −2(cos2 θ2 cos θB sin θB∂xk0 + cos2 θ2 sin θ2 cos θB∂xk1 + cos3 θ2 cos θB∂xk2).
For I3 and I4, we note that
u+ w
2
= (cosα+ cosβ)∂xθB and
w − u
2
= (cosα+ cosβ)∂xθ2.
Hence we have
I3 = −
(
k0 cos θB
u+ w
2
+ k1 cos θ2
w − u
2
− k2 sin θ2w − u
2
)
cos θ2,
I4 =
w − u
2
(k0 sin θB + k1 sin θ2 + k2 cos θ2) sin θ2,
and then I3 + I4 is written as follows:
I3 + I4
=
u
2
(
− k0 cosα+ k1 cos(2θ2)− k2 sin(2θ2)
)
+
w
2
(
− k0 cosβ − k1 cos(2θ2) + k2 sin(2θ2)
)
.
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We write I1 + I3 + I4 as follow for simplicity:
I1 + I3 + I4
= u
(
k0
(
− cosα+ 1
2
cosβ
)
+ k1
(
−1
2
+ cos(2θ2)
)
− k2 sin(2θ2)
)
+ w
(
−1
2
k0 cosβ − 1
2
k1 cos(2θ2) +
1
2
k2 sin(2θ2)
)
=: K1u+K2w,
where K1 and K2 are elementary functions of k0, k1, k2, α, and β. We now control the derivative
terms ∂xki, i = 0, 1, 2, in I2. By direct calculations, we have
(5.14)
∂xk0 = − D1
1 +D21
∂xρ− ρ
(
1
(1 +D21)
2
(∂xD1(1 +D
2
1)− 2D21∂xD1)
)
= − D1
1 +D21
∂xρ− ρ2 1−D
2
1
(1 +D21)
2
,
and similarly,
(5.15) ∂xk1 =
D1
1 +D21
∂xj1 + j1ρ
1−D21
(1 +D21)
2
,
(5.16) ∂xk2 = − 1√
1 +D21
∂xj2 + j2ρ
D1
(1 +D21)
3/2
.
If we plug the above results into (5.13), then we can see that I2 is written as follows:
I2 = Ω0∂xρ+ Ω1∂xj1 + Ω2∂xj2 + L0 + L1 + L2,
where Ωi, i = 0, 1, 2, are elementary functions of α, β, and D1, while Li, i = 0, 1, 2, are elementary
functions of α, β, ρ, j1, j2, and D1. Consequently, we obtain the following equation for u:
(5.17) ∂tu− cosβ∂xu = K1u+K2w + Ω0∂xρ+ Ω1∂xj1 + Ω2∂xj2 + L0 + L1 + L2.
By Lemma 5.3, the system (4.2)–(4.3) has unique C1 solutions on [0, T ], hence the characteristic
curve (5.4)–(5.5) are well defined on [0, T ]. Along the curve (5.4), we can rewrite (5.14) as follows:
(5.18)
u(t, x) = uin(ξ(0)) +
∫ t
0
(K1u+K2w + L0 + L1 + L2)(τ, ξ(τ)) dτ
+
∫ t
0
(Ω0∂xρ+ Ω1∂xj1 + Ω2∂xj2)(τ, ξ(τ)) dτ.
For simplicity, the last three term of (5.15) will be denoted by
Ji =
∫ t
0
Ωi(τ, ξ(τ))(∂xji)(τ, ξ(τ)) dτ
for i = 0, 1, 2 and j0 = ρ.
To estimate each Ji, we use Glassey-Strauss’ argument in [15]. We first introduce the differential
operators T and S:
T := ∂t − cosβ∂x and S := ∂t + vˆ1∂x,
by which x derivatives can be written as
∂x =
S − T
vˆ1 + cosβ
.
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Note that the denominator above does not vanish on [0, T ] because we have − cosβ(t, x) < vˆ1 <
cosα(t, x) on [0, T2) for x and v satisfying f(t, x, v) 6= 0. In other words, the assumption A3 and the
restriction to [0, T2) enable us to apply the argument of [15]. J0 term is estimated as follows:
J0 =
∫ t
0
Ω0(τ, ξ(τ))(∂xρ)(τ, ξ(τ)) dτ
=
∫ t
0
∫
R2
Ω0(τ, ξ(τ))(∂xf)(τ, ξ(τ), v) dv dτ −
∫ t
0
Ω0(τ, ξ(τ))(∂xn)(ξ(τ)) dτ
=: J01 + J02.
We rewrite J01 in terms of T and S as follows:
J01 =
∫ t
0
∫
R2
Ω0(τ, ξ(τ))
(
S − T
vˆ1 + cosβ
)
f(τ, ξ(τ), v) dv dτ
=
∫ t
0
∫
R2
Ω0(τ, ξ(τ))
1
vˆ1 + cosβ(τ, ξ(τ))
(Sf)(τ, ξ(τ), v) dv dτ
−
∫ t
0
∫
R2
Ω0(τ, ξ(τ))
1
vˆ1 + cosβ(τ, ξ(τ))
(Tf)(τ, ξ(τ), v) dv dτ
=
∫ t
0
∫
R2
Ω0(τ, ξ(τ))
vˆ1 + cosβ(τ, ξ(τ))
∇v ·
[
(−D − (vˆ2,−vˆ1)B)f(τ, ξ(τ), v)
]
dv dτ
−
∫ t
0
∫
R2
Ω0(τ, ξ(τ))
vˆ1 + cosβ(τ, ξ(τ))
∂τ
[
f(τ, ξ(τ), v)
]
dv dτ
=
∫ t
0
∫
R2
∇v
[
Ω0(τ, ξ(τ))
vˆ1 + cosβ(τ, ξ(τ))
]
· (D + (vˆ2,−vˆ1)B)f(τ, ξ(τ), v) dv dτ(5.19)
+
∫ t
0
∫
R2
∂τ
[
Ω0(τ, ξ(τ))
vˆ1 + cosβ(τ, ξ(τ))
]
f(τ, ξ(τ), v) dv dτ(5.20)
−
∫
R2
(
Ω0(t, x)
vˆ1 + cosβ(t, x)
f(t, x, v)− Ω0(0, ξ(0))
vˆ1 + cosβin(ξ(0))
f in(ξ(0), v)
)
dv.(5.21)
We remind that
Ω0 = 2 cos
2 θ2 cos θB sin θB
D1
1 +D21
,
and we need the followings, which can be verified by direct calculations:
∂vi
[
1
vˆ1 + cosβ
]
= − 1√
1 + |v|2
1
(vˆ1 + cosβ)2
(
δ1i − v1vi
1 + |v|2
)
,
∂τ
[
θ2(τ, ξ(τ))
]
= −1
2
w(τ, ξ(τ)),
∂τ
[
θB(τ, ξ(τ))
]
= −1
2
w(τ, ξ(τ)) + inhom,
∂τ
[
D1(τ, ξ(τ))
]
= −j1(τ, ξ(τ))− cosβ(τ, ξ(τ))ρ(τ, ξ(τ)),
where ‘inhom’ is the inhomogeneous term of (4.2) evaluated at (τ, ξ(τ)). Note that D, B, ρ, j, k0,
k1, and k2 are bounded by a constant CT on [0, T ] by Lemma 5.1–5.3. By applying the above results
to (5.16)–(5.18), we obtain the estimate for J01.
|J01| ≤ CT
∫ t
0
∫
|v|≤P (τ)
1
|vˆ1 + cosβ(τ, ξ(τ))|2 dv dτ
+ CT
∫ t
0
∫
|v|≤P (τ)
|w(τ, ξ(τ))|
|vˆ1 + cosβ(τ, ξ(τ))|2 dv dτ
+ C
∫
|v|≤P (t)
1
|vˆ1 + cosβ(t, x)| dv + C
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≤ CT + CT
∫ t
0
||w(τ)||∞ dτ.
In the last inequality, we used the fact that − cosβ(s, x) < vˆ1 < cosα(s, x) on [0, T3) for any x and
v satisfying f(s, x, v) 6= 0. J02 is clearly bounded by CT : |J02| ≤ CT , and J1 and J2 are estimated
by the same way:
|Ji| ≤ CT + CT
∫ t
0
||w(τ)||∞ dτ, i = 1, 2.
The other terms, K1, K2, L0, L1, and L2 in (5.14) are easily bounded by CT on [0, T ]. Therefore,
we obtain the following estimate for u from (5.15):
||u(t)||∞ ≤ CT + CT
∫ t
0
||u(τ)||∞ + ||w(τ)||∞ dτ.
In the same way, we have the following estimate for w after long calculations:
||w(t)||∞ ≤ CT + CT
∫ t
0
||u(τ)||∞ + ||w(τ)||∞ dτ.
We apply the Gro¨nwall inequality to obtain the desired result, and this completes the proof. 
Lemma 5.7. Suppose that D∗ and B∗ are C1 functions on [0, T ], and consider the following quan-
tities:
||∂xα(t)||∞, ||∂xβ(t)||∞, ||∂xD(t)||∞, ||∂xB(t)||∞, ||∇x,vf†(t)||∞,
where f† is given by Lemma 5.5. Then, they are bounded on [0, T ] by a positive constant CT which
depends only on T , P (T ), and initial data.
Proof. By Lemma 5.6, we have the following estimate on [0, T ]:
CT ≥ (cosα(t, x) + cosβ(t, x))|∂xα(t, x)| = 2 cos θ2(t, x) cos θB(t, x)|∂xα(t, x)|.
On the other hand, we have on [0, T1) (see Remark 5.1)
|θ2(t, x)| < pi
2
, |θB(t, x)| < pi
2
.
Therefore, we obtain on [0, T ]
cos θ2(t, x) ≥ 1
CT
, cos θB(t, x) ≥ 1
CT
,
and this gives ||∂xα(t)||∞ ≤ CT . Similarly, we obtain the boundedness of ||∂xβ(t)||∞. The bound-
edness of ∂xD and ∂xB is obtained by (5.9)–(5.11) as follows:
||∂xD(t)||∞ + ||∂xB(t)||∞ ≤ CT (1 + ||∂xα(t)||∞ + ||∂xβ(t)||∞) ≤ CT .
By using Gro¨nwall’s inequality on the result of Lemma 5.5, we can see that ||∇x,vf†(t)||∞ is bounded
by CT . This completes the proof. 
6. Iteration scheme and proof of convergence
In this section, we prove the main theorem. We first introduce the iteration scheme for (4.1)–(4.6)
and show that the sequence converges to a C1 function by using the a priori estimates obtained in
the previous section.
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6.1. Iteration. We use a standard iteration. We take sequences fn, θn2 , and θ
n
B , n = 1, 2, · · · , as
follows. Define f0 := f in, θ02 := θ
in
2 , and θ
0
B := θ
in
B , or equivalently α
0 := αin = θin2 − θinB and
β0 := βin = θin2 + θ
in
B . For given (n− 1)-th step, we define n-th step as follows: fn is taken as the
solution of the following equation:
(6.1)
∂tf
n + vˆ1∂xf
n + (Dn−11 + vˆ2B
n−1, Dn−12 − vˆ1Bn−1) · ∇vfn = 0,
fn(0, x, v) = f in(x, v),
from which we take ρn, jn, and Dn1 as follows:
(6.2)
ρn(t, x) =
∫
R2
fn(t, x, v) dv − n(x) and Dn1 (t, x) =
∫ x
−∞
ρn(t, y) dy,
jn(t, x) =
∫
R2
vˆfn(t, x, v) dv,
and then we get kni , i = 0, 1, 2, from ρ
n, jn, and Dn1 by using (4.4). θ
n
2 and θ
n
B are taken as the
solution of the following inhomogeneous quasilinear hyperbolic system:
(6.3)
∂tα
n − (cosβn)∂xαn = cos θn2 (kn0 sin θnB + kn1 sin θn2 + kn2 cos θn2 ),
∂tβ
n + (cosαn)∂xβ
n = cos θn2 (k
n
0 sin θ
n
B + k
n
1 sin θ
n
2 + k
n
2 cos θ
n
2 ),
θn2 (0, x) = θ
in
2 (x) and θ
n
B(0, x) = θ
in
B (x),
where αn = θn2 − θnB and βn = θn2 + θnB . Finally, Dn2 and Bn are obtained:
(6.4) Dn2 =
√
1 + (Dn1 )
2 tan θn2 and B
n = tan θnB ,
and this completes the n-th step.
6.2. Some remarks. We remark that the a priori estimates obtained in the previous section can
be applied to each n-th step uniformly on n. In the previous section, we first defined the momentum
support and then obtained an integral inequality for the momentum support in Lemma 5.4. We now
redefine P (t) as the solution of the following integral equation:
(6.5)
P (t) = P + 2
√
1 + (||f in||1 + ||n||1)2
×
∫ t
0
cos−1
(
||θin2 ||∞ + ||θinB ||∞ +
∫ s
0
||n||∞ + 3pi||f in||∞P 2(τ) dτ
)
ds,
where P , f in, n, θin2 , and θ
in
B are given initial conditions satisfying the assumptions A1–A3. We
define a time interval [0,T0) as the maximal interval on which the solution of (6.5) exists. Then, T1
and T2 are also redefined as follows:
T1 := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(s) ds < pi
2
}
,
T2 := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2(s) ds < arctan 1
P (t)
}
.
We now take
I := [0,T0) ∩ [0,T1) ∩ [0,T2).
On the other hand, the momentum support of fn+1 is defined as follows:
Pn(t) := sup
{|v| : fn+1(s, x, v) 6= 0, 0 ≤ s ≤ t, x ∈ R, v ∈ R2} .
If we compare the result of Lemma 5.4 with (6.5) and use the mathematical induction on n, then
we can see that each Pn(t) is bounded by P (t), i.e.,
(6.6) Pn(t) ≤ P (t)
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for any n. This implies that the existence interval of Pn, say [0, T0,n), contains that of P , i.e.,
(6.7) [0,T0) ⊂ [0, T0,n).
Consider now the iteration functions fn, αn, and βn. The 0-th iteration functions are clearly C1
on I. Assume that n-th iteration functions are of class C1 on I. Then, Dn and Bn are C1, and the
solutions Xn and V n of the following characteristic system exist on I,
(6.8)
d
ds
Xn(s) = Vˆ n1 (s), X
n(t) = x,
d
ds
V n(s) = Dn(s,Xn(s)) + (Vˆ n2 (s),−Vˆ n1 (s))Bn(s,Xn(s)), V n(t) = v,
and therefore fn+1(t, x, v) = f in(Xn(0), V n(0)) is a C1 solution on I. We now obtain (n+1)-th step
of the quasilinear hyperbolic system (6.3) with kn+1i , i = 0, 1, 2, which are C1 on I and satisfy
||kn+10 (t)||∞ + ||kn+11 (t)||∞ + ||kn+12 (t)||∞ ≤ ||n||∞ + 3pi||f in||∞P 2n(t).
Hence, by Corollary 3.1, the (n + 1)-th step of (6.3) has C1 solutions on a time interval [0, T1,n)
which is defined by
T1,n := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2n(s) ds <
pi
2
}
.
By the definition of T1 and (6.6), we can see that
(6.9) [0,T1) ⊂ [0, T1,n),
and therefore αn+1 and βn+1 are C1 solutions on I. Dn+1 and Bn+1 are clearly C1 on I due to (6.2)
and (6.4), and this completes the (n + 1)-th step. To summarize, the iteration functions are well
defined as C1 functions and exist on I uniformly on n.
We finally consider the separation between the Vlasov and the Born-Infeld characteristics for each
n-th step. A time interval [0, T2,n) is defined as we did in Section 5.2.
T2,n := sup
{
t : ||θin2 ||∞ + ||θinB ||∞ +
∫ t
0
||n||∞ + 3pi||f in||∞P 2n(s) ds < arctan
1
Pn(t)
}
.
By (6.6), we can see that
(6.10) [0,T2) ⊂ [0, T2,n),
and by the same argument we have
− cosβn+1(t, x) < vˆ1 < cosαn+1(t, x)
for any x and v satisfying fn+1(t, x, v) 6= 0 on [0,T2) for any n. Hence, on [0,T2) the Vlasov and
the Born-Infeld characteristics of each n-th step are well separated uniformly on n.
Consequently, we have (6.7), (6.9), and (6.10), i.e., I ⊂ [0, T1,n) ∩ [0, T2,n) ∩ [0, T3,n) for any n,
and all the a priori estimates obtained in Section 5 are applied to iteration functions on I. We now
fix a closed and bounded interval [0, T ] ⊂ I, and on this time interval the following quantities are
bounded by a positive constant CT which does not depend on n:
(6.11) ∇ix,vfn, ∂ixρn, ∂ixjn, ∂ixαn, ∂ixβn, ∂ixDn, ∂ixBn,
where i = 0, 1 and n ≥ 0 are integers.
6.3. Proof of the convergence. We now show that the iteration functions {fn}, {αn}, and {βn}
are Cauchy sequences in C1. The proof is straightforward and will be given by a sequence of
lemmas. We divide it into two parts: the estimates for the iteration functions themselves and for
their derivatives. Remind that we fixed a compact interval [0, T ] ⊂ I, and all the following lemmas
and arguments will be considered only on [0, T ]. The quantities in (6.11) will be roughly estimated
by CT .
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6.3.1. Estimates for the iteration functions. We first show that the sequences {fn}, {αn}, and {βn}
converge to continuous functions.
Lemma 6.1. Consider the iteration functions (6.1)–(6.4). Then we have
||fn(t)− fm(t)||∞ ≤ CT
∫ t
0
||Dm−1(s)−Dn−1(s)||∞ + ||Bm−1(s)−Bn−1(s)||∞ ds.
Proof. For any n and m, we have
∂tf
n + vˆ1∂xf
n + (Dn−1 + (vˆ2,−vˆ1)Bn−1) · ∇vfn = 0,
∂tf
m + vˆ1∂xf
m + (Dm−1 + (vˆ2,−vˆ1)Bm−1) · ∇vfm = 0,
and by direct subtraction and using (6.8) we have
|fn(t, x, v)− fm(t, x, v)|
≤
∫ t
0
(
|Dm−1(s,Xn−1(s))−Dn−1(s,Xn−1(s))|
+ |Bm−1(s,Xn−1(s))−Bn−1(s,Xn−1(s))|
)
||∇vfm(s)||∞ ds.
By taking supremum, we get the desired result. 
Lemma 6.2. Consider the iteration functions (6.1)–(6.4). Then we have
||Dm(t)−Dn(t)||∞ + ||Bm(t)−Bn(t)||∞
≤ CT
(
||fm(t)− fn(t)||∞ + ||αm(t)− αn(t)||∞ + ||βm(t)− βn(t)||∞
)
.
Proof. By (6.2), we have
Dm1 (t, x)−Dm1 (t, x) =
∫ x
−∞
∫
R2
fm(t, y, v)− fn(t, y, v) dv dy.
We use (6.6) to have
(6.12) |Dm1 (t, x)−Dm1 (t, x)| ≤ CT ||fm(t)− fn(t)||∞.
By (6.4), we have
|Dm2 (t, x)−Dm2 (t, x)| ≤ CT (||fm(t)− fn(t)||∞ + ||θm2 (t)− θn2 (t)||∞),
and
|Bm(t, x)−Bm(t, x)| ≤ CT ||θmB (t)− θnB(t)||∞.
Note that
(6.13) ||θmi (t)− θni (t)||∞ ≤ ||αm(t)− αn(t)||∞ + ||βm(t)− βn(t)||∞, i ∈ {2, B},
and therefore we get the desired result. 
Lemma 6.3. Consider the iteration functions (6.1)–(6.4). Then we have
2∑
i=0
||kmi (t)− kni (t)||∞ ≤ CT ||fm(t)− fn(t)||∞.
Proof. Note that
|jmi (t, x)− jni (t, x)| ≤
∫
R2
|fm(t, y, v)− fn(t, y, v)| dv ≤ CT ||fm(t)− fn(t)||∞, i ∈ {0, 1, 2},
where we used (6.6), and ρn was denoted by j0 for simplicity. Together with (6.12), we obtain the
desired result. 
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Lemma 6.4. Consider the iteration functions (6.1)–(6.4). Then we have
||αm(t)− αn(t)||∞ + ||βm(t)− βn(t)||∞
≤ CT
∫ t
0
||αm(τ)− αn(τ)||∞ + ||βm(τ)− βn(τ)||∞ + ||fm(τ)− fn(τ)||∞ dτ.
Proof. We use (6.3) for m and n.
∂tα
m − (cosβm)∂xαm = cos θm2 (km0 sin θmB + km1 sin θm2 + km2 cos θm2 ),
∂tα
n − (cosβn)∂xαn = cos θn2 (kn0 sin θnB + kn1 sin θn2 + kn2 cos θn2 ),
After direct subtraction and applying the following characteristic curve:
(6.14)
d
dτ
ξm(τ) = − cosβm(τ, ξm(τ)), ξm(t) = x,
we make the same argument with Lemma 6.1. We use (6.13) and Lemma 6.3 to have
|αm(t, x)− αn(t, x)|
≤ CT
∫ t
0
||αm(τ)− αn(τ)||∞ + ||βm(τ)− βn(τ)||∞ + ||fm(τ)− fn(τ)||∞ dτ.
By the same calculation, we obtain the estimate for βm − βn, and this completes the proof. 
Convergence to continuous functions. By Lemma 6.1, 6.2, and 6.4, it is proved that the
sequences {fn}, {αn}, and {βn} converge to continuous functions. For simplicity, we set
fmn(t) := ||fm(t)− fn(t)||∞,
θmn(t) := ||αm(t)− αn(t)||∞ + ||βm(t)− βn(t)||∞.
Then, the above results are written as follows:
fmn(t) ≤ CT
∫ t
0
f (m−1)(n−1)(s) + θ(m−1)(n−1)(s) ds,(6.15)
θmn(t) ≤ CT
∫ t
0
fmn(s) + θmn(s) ds.(6.16)
We apply Gro¨nwall’s inequality to (6.16) to have
(6.17) θmn(t) ≤ CT
∫ t
0
fmn(s) ds,
and then apply it to (6.15) to have
fmn(t) ≤ CT
∫ t
0
f (m−1)(n−1)(s) +
∫ s
0
f (m−1)(n−1)(τ) dτ ds
= CT
∫ t
0
f (m−1)(n−1)(s) ds+ CT
∫ t
0
∫ t
τ
f (m−1)(n−1)(τ) ds dτ
≤ CT
∫ t
0
f (m−1)(n−1)(s) ds.(6.18)
By iterating it, we obtain
fmn(t) ≤ 2
k!
(CTT )
k||f in||∞ for m,n > k,
where the constant CT is the same one in the last inequality of (6.18). This implies that {fn} is
a Cauchy sequence in C0 norm, so are {αn} and {βn} due to (6.17). Consequently, the iteration
functions converge to continuous functions f , α, and β.
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6.3.2. Estimates for their derivatives. In this part, we estimate the derivatives of fn, αn, and βn
to confirm that the solution is C1. We introduce a notation εnm for a small positive quantity which
depends on n and m such that εnm tends to zero as n and m go to infinity. This quantity may
depend on T but not on the other variables, and its value will vary from line to line. We also use a
handy notation for (x, v) ∈ R1 × R2 as z = (x, v) ∈ R3. Note that
|z| = |(x, v)| ≤ |x|+ |v| ≤
√
3|z|,
where | · | is the usual Euclidean norm on Rd. For simplicity, Zn will denote (Xn, V n) in some places,
i.e.,
Zn(s; t, z) = (Xn(s; t, x, v), V n(s; t, x, v)) ∈ R3.
In this part, we follow the arguments and notations of [18].
Lemma 6.5. Consider the characteristic system (6.8).
d
ds
Xn(s) = Vˆ n1 (s), X
n(t) = x,
d
ds
V n(s) = Fn(s,Xn(s), V n(s)), V n(t) = v,
where Fn(t, z) = Dn(t, x) + (vˆ2,−vˆ1)Bn(t, x). For any n 6= m, we have the following estimates:
(i) |Xn(s; t, z)−Xm(s; t, z)|+ |V n(s; t, z)− V m(s; t, z)| ≤ εnm.
(ii) |∇zXn(s; t, z)|+ |∇zV n(s; t, z)| ≤ CT .
(iii) |∇zXn(s; t, z)−∇zXm(s; t, z)|+ |∇zV n(s; t, z)−∇zV m(s; t, z)|
≤ εnm + CT
∫ t
s
|(∂xFn)(τ,Xn(τ))− (∂xFn)(τ,Xm(τ))|+ ||∂xFn(τ)− ∂xFm(τ)||∞ dτ,
where εmn is a small positive quantity which tends to zero as n,m→∞ and depends on T but not
on x and v.
Proof. (i) We consider the characteristic systems for n and m together with the same initial data,
Zn(t) = Zm(t) = z. By integrating the systems from s to t, we have
|Xn(s; t, z)−Xm(s; t, z)| ≤
∫ t
s
|V n(τ ; t, z)− V m(τ ; t, z)| dτ,
and
|V n(s; t, z)− V m(s; t, z)|
≤
∫ t
s
|Fn(τ,Xn(τ))− Fn(τ,Xm(τ))|+ |Fn(τ,Xm(τ))− Fm(τ,Xm(τ))| dτ
≤ CT
∫ t
s
|Xn(τ ; t, z)−Xm(τ ; t, z)| dτ + εnm,
where we used the fact that ∇xFn is bounded and {Fn} is a Cauchy sequence. We combine the
above two inequality to have the following estimate:
|Xn(s; t, z)−Xm(s; t, z)| ≤ εnm + CT
∫ t
s
|Xn(τ ; t, z)−Xm(τ ; t, z)| dτ,
where the constant εnm is another small constant depending on T , but it still satisfies the property
in the statement of the lemma. By applying the Gro¨nwall inequality again, we obtain the desired
result for Xn,
|Xn(s; t, z)−Xm(s; t, z)| ≤ εnmeCT (t−s) ≤ εnm,
and for V n,
|V n(s; t, z)− V m(s; t, z)| ≤ εnm,
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and this proves the first result.
(ii) By direct differentiation with respect to x, we obtain
∂xX˙
n(s; t, z) = ∇V n Vˆ n1 · ∂xV n(s; t, z),(6.19)
∂xV˙
n(s; t, z) = (∂xD
n)(s,Xn(s; t, z))∂xX
n(s; t, z)(6.20)
+ (∇V n Vˆ n2 ,−∇V n Vˆ n1 )∂xV n(s; t, z)Bn(s,Xn(s; t, z))
+ (Vˆ n2 ,−Vˆ n1 )(∂xBn)(s,Xn(s; t, z))∂xXn(s; t, z),
where the dots denote s derivatives. Since ∂xX
n(t) = 1 and ∂xV
n
i (t) = 0, i = 1, 2, by integrating
from s to t we obtain
|∂xXn(s)| ≤ 1 + C
∫ t
s
|∂xV n(σ)| dσ,
|∂xV n(s)| ≤ CT
∫ t
s
|∂xXn(σ)|+ |∂xV n(σ)| dσ,
and then Gro¨nwall’s inequality gives the desired result after we estimate v derivative quantities by
using the same arguments.
(iii) To prove the third estimate, we use (6.19)–(6.20) for n and m. Note that the map v 7→ vˆ is a
smooth function with a bounded C1 norm.
|∂xXn(t)− ∂xXm(t)|
≤
∫ t
s
|∇V n Vˆ n1 −∇Vm Vˆ m1 ||∂xV n(τ)|+ |∇Vm Vˆ m1 ||∂xV n(τ)− ∂xV m(τ)| dτ
≤ εnm + C
∫ t
s
|∂xV n(τ)− ∂xV m(τ)| dτ,
where we used (i) and (ii). By the same way, we have
|∂xV n(t)− ∂xV m(t)|
≤ εnm + CT
∫ t
s
|(∂xDn)(τ,Xn(τ))− (∂xDm)(τ,Xm(τ))|+ |∂xXn(τ)− ∂xXm(τ)| dτ
+ CT
∫ t
s
|∂xV n(τ)− ∂xV m(τ)|+ |Bn(τ,Xn(τ))−Bm(τ,Xm(τ))| dτ
+ CT
∫ t
s
|(∂xBn)(τ,Xn(τ))− (∂xBm)(τ,Xm(τ))| dτ,
where we used (i) and (ii) together with the fact that the quantities in (6.11) are bounded. In the
above inequality, we can see that
|(∂xDn)(τ,Xn(τ))− (∂xDm)(τ,Xm(τ))|
≤ |(∂xDn)(τ,Xn(τ))− (∂xDn)(τ,Xm(τ))|+ |(∂xDn)(τ,Xm(τ))− (∂xDm)(τ,Xm(τ))|
≤ |(∂xDn)(τ,Xn(τ))− (∂xDn)(τ,Xm(τ))|+ ||∂xDn(τ)− ∂xDm(τ)||∞.
By the same arguments, we have the similar estimate for ∂xB
n − ∂xBm.
|(∂xBn)(τ,Xn(τ))− (∂xBm)(τ,Xm(τ))|
≤ |(∂xBn)(τ,Xn(τ))− (∂xBn)(τ,Xm(τ))|+ ||∂xBn(τ)− ∂xBm(τ)||∞.
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For Bn −Bm term, we have
|Bn(τ,Xn(τ))−Bm(τ,Xm(τ))|
≤ |Bn(τ,Xn(τ))−Bn(τ,Xm(τ))|+ |Bn(τ,Xm(τ))−Bm(τ,Xm(τ))|
≤ εnm,
where we used (i), boundedness of ∇xBn, and the Cauchy property of {Bn}. We combine the above
results to obtain
|∂xV n(t)− ∂xV m(t)|
≤ εnm + CT
∫ t
s
|∂xXn(τ)− ∂xXm(τ)| dτ + |∂xV n(τ)− ∂xV m(τ)| dτ
+ CT
∫ t
s
|(∂xFn)(τ,Xn(τ))− (∂xFn)(τ,Xm(τ))|+ ||∂xFn(τ)− ∂xFm(τ)||∞ dτ.
By applying Gro¨nwall’s inequality, we obtain the estimate for x derivatives. The estimate for v
derivatives is verified by the similar calculations, and we obtain the desired result. 
Lemma 6.6. Consider the following two characteristic equations:
d
dτ
ξn(τ) = − cosβn(τ, ξn(τ)), ξn(t) = x,(6.21)
d
dτ
ηn(τ) = cosαn(τ, ηn(τ)), ηn(t) = x.(6.22)
For any n 6= m, we have
(i) |ξn(τ ; t, x)− ξm(τ ; t, x)|+ |ηn(τ ; t, x)− ηm(τ ; t, x)| ≤ εnm.
(ii) |∂xξn(τ ; t, x)|+ |∂xηn(τ ; t, x)| ≤ CT .
(iii) |∂xξn(τ ; t, x)− ∂xξm(τ ; t, x)|
≤ εnm + CT
∫ t
τ
|(∂xβn)(s, ξn(s))− (∂xβn)(s, ξm(s))|+ ||∂xβn(s)− ∂xβm(s)||∞ ds.
(iv) |∂xηn(τ ; t, x)− ∂xηm(τ ; t, x)|
≤ εnm + CT
∫ t
τ
|(∂xαn)(s, ηn(s))− (∂xαn)(s, ηm(s))|+ ||∂xαn(s)− ∂xαm(s)||∞ ds,
where εmn is a small positive quantity which tends to zero as n,m→∞ and depends on T but not
on x and v.
Proof. (i) The proof is almost the same with that of the previous lemma. We first consider the
characteristic equation (6.21) for n and m together with the same initial data ξn(t) = ξm(t) = x.
By integrating the equation from τ to t, we have
|ξn(τ ; t, x)− ξm(τ ; t, x)|
≤
∫ t
τ
| cosβn(s, ξn(s))− cosβm(s, ξn(s))|+ | cosβm(s, ξn(s))− cosβm(s, ξm(s))| ds
≤ εnm + CT
∫ t
τ
|ξn(s; t, x)− ξm(s; t, x)| ds,
where we used the fact that {βn} is a Cauchy sequence and ∂xβm is bounded. By applying the
Gro¨nwall inequality, we obtain the desired result for ξn.
|ξn(τ ; t, x)− ξm(τ ; t, x)| ≤ εnm.
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We apply the same argument to (6.22) to obtain the second estimate for ηn.
|ηn(τ ; t, x)− ηm(τ ; t, x)| ≤ εnm.
(ii) By direct differentiation with respect to x, we obtain
(6.23) ∂xξ˙
n(τ ; t, x) = sinβn(τ, ξn(τ))(∂xβ
n)(τ, ξn(τ))∂xξ
n(τ),
which gives
|∂xξn(τ)| ≤ 1 + CT
∫ t
τ
|∂xξn(s)| ds,
and we obtain the desired result by Gro¨nwall’s inequality. The estimate for ηn is given by the same
way, and we skip it.
(iii) The proof of the third estimate is almost the same with that of Lemma 6.5 (iii): we use
(6.23) instead of (6.19)–(6.20), consider the equation (6.23) for n and m, and use the result (i),
boundedness of ∂xβ
n, and the Cauchy property of {βn}, and then we obtain the desired result.
(iv) The last estimate is similarly verified as in (iii), and we skip the proof. 
Lemma 6.7. Consider the iteration functions (6.1)–(6.4). Then we have
||∂xFm(t)− ∂xFn(t)||∞ ≤ εnm + CT
(
||∂xαm(t)− ∂xαn(t)||∞ + ||∂xβm(t)− ∂xβn(t)||∞
)
,
where Fn(t, x, v) = Dn(t, x) + (vˆ2,−vˆ1)Bn(t, x) and εmn is a small positive quantity which tends to
zero as n,m→∞ and depends on T but not on x and v.
Proof. We note that the first component of ∂xD
m − ∂xDn is written as follows:
∂xD
m
1 − ∂xDn1 = ρm − ρn =
∫
fm − fn dv.
Since {fn} is Cauchy and the momentum supports of fn are bounded by P (T ) uniformly on n, we
have
|∂xDm1 − ∂xDn1 | ≤ εnm.
We use (6.4) to estimate the second component of ∂xD
m − ∂xDn, i.e.,
∂xD
n
2 =
Dn1 ∂xD
n
1√
1 + (Dn1 )
2
tan
(
αn + βn
2
)
+
√
1 + (Dn1 )
2
1
cos2
(
αn+βn
2
) ∂xαn + ∂xβn
2
.
By direct calculations, we have
|∂xDm2 − ∂xDn2 |
≤ CT
1∑
i=0
(
|∂ixDm1 − ∂ixDn1 |+ |∂ixαm − ∂ixαn|+ |∂ixβm − ∂ixβn|
)
≤ εnm + CT
(
|∂xαm − ∂xαn|+ |∂xβm − ∂xβn|
)
,
and the same argument gives the estimate for ∂xB
m − ∂xBn.
|∂xBm − ∂xBn| ≤ εnm + CT
(
|∂xαm − ∂xαn|+ |∂xβm − ∂xβn|
)
.
This completes the proof of the lemma. 
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Lemma 6.8. Consider the characteristic system (6.8).
d
ds
Xn(s) = Vˆ n1 (s), X
n(t) = x,
d
ds
V n(s) = Fn(s,Xn(s), V n(s)), V n(t) = v,
where Fn(t, z) = Dn(t, x) + (vˆ2,−vˆ1)Bn(t, x). For any z 6= z′, we have the following estimates:
(i) |Xn(s; t, z)−Xn(s; t, z′)|+ |V n(s; t, z)− V n(s; t, z′)| ≤ CT |z − z′|.
(ii) |∇zXn(s; t, z)−∇zXn(s; t, z′)|+ |∇zV n(s; t, z)−∇zV n(s; t, z′)|
≤ CT |z − z′|+ CT
∫ t
s
|(∂xDn)(σ,Xn(σ; t, z))− (∂xDn)(σ,Xn(σ; t, z′))| dσ
+ CT
∫ t
s
|(∂xBn)(σ,Xn(σ; t, z))− (∂xBn)(σ,Xn(σ; t, z′))| dσ,
where the constant CT does not depend on n.
Proof. (i) We apply the mean value theorem to Zn(s; t, z)−Zn(s; t, z′) and use Lemma 6.5 (ii), and
then the first estimate is obtained.
(ii) Let z 6= z′, and consider two characteristic curves for (σ; t, z) and (σ; t, z′). By using (6.19)–
(6.20), we have
|∂xXn(s; t, z)− ∂xXn(s; t, z′)| ≤ CT |z − z′|+ CT
∫ t
s
|∂xV n(σ; t, z)− ∂xV n(σ; t, z′)| dσ,
where we used the result (i) and Lemma 6.5 (ii). In the same way, we obtain
|∂xV n(s; t, z)− ∂xV n(s; t, z′)|
≤ CT
∫ t
s
|(∂xDn)(σ,Xn(σ; t, z))− (∂xDn)(σ,Xn(σ; t, z′))| dσ
+ CT
∫ t
s
|∂xXn(s; t, z)− ∂xXn(s; t, z′)| dσ
+ CT
∫ t
s
|z − z′|+ |∂xV n(s; t, z)− ∂xV n(s; t, z′)| dσ
+ CT
∫ t
s
|(∂xBn)(σ,Xn(σ; t, z))− (∂xBn)(σ,Xn(σ; t, z′))| dσ,
where we used (i), Lemma 6.5 (ii), and the fact that ∂xD
n, Bn, and ∂xB
n are uniformly bounded.
Gro¨nwall’s inequality again gives the desired result after we estimate v derivative quantities by the
same arguments. 
Remark 6.1. We can see that ∂xD
n(t, x)− ∂xDn(t, x′) and ∂xBn(t, x)− ∂xBn(t, x′) are estimated
by the transformed variables ∂xα
n and ∂xβ
n. If we use (6.2) and (6.4), then the following inequality
is easily obtained:
(6.24)
|∂xDn(t, x)− ∂xDn(t, x′)|+ |∂xBn(t, x)− ∂xBn(t, x′)|
≤ CT (|x− x′|+ |∂xαn(t, x)− ∂xαn(t, x′)|+ |∂xβn(t, x)− ∂xβn(t, x′)|).
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Hence, the second result of Lemma 6.8 implies the following:
|∇zXn(s; t, z)−∇zXn(s; t, z′)|+ |∇zV n(s; t, z)−∇zV n(s; t, z′)|
≤ CT |z − z′|+ CT
∫ t
s
|(∂xαn)(σ,Xn(σ; t, z))− (∂xαn)(σ,Xn(σ; t, z′))| dσ
+ CT
∫ t
s
|(∂xβn)(σ,Xn(σ; t, z))− (∂xβn)(σ,Xn(σ; t, z′))| dσ.
Lemma 6.9. Consider the characteristic equations (6.21) and (6.22).
d
dτ
ξn(τ) = − cosβn(τ, ξn(τ)), ξn(t) = x,
d
dτ
ηn(τ) = cosαn(τ, ηn(τ)), ηn(t) = x.
For any x 6= x′, we have the following estimates:
(i) |ξn(s; t, x)− ξn(s; t, x′)|+ |ηn(s; t, x)− ηn(s; t, x′)| ≤ CT |x− x′|.
(ii) |∂xξn(s; t, x)− ∂xξn(s; t, x′)|
≤ CT |x− x′|+ CT
∫ t
s
|∂xβn(τ, ξn(τ ; t, x))− ∂xβn(τ, ξn(τ ; t, x′))| dτ.
(iii) |∂xηn(s; t, x)− ∂xηn(s; t, x′)|
≤ CT |x− x′|+ CT
∫ t
s
|∂xαn(τ, ηn(τ ; t, x))− ∂xαn(τ, ηn(τ ; t, x′))| dτ,
where the constant CT does not depend on n.
Proof. The argument of the proof is straightforward and almost the same with that of Lemma 6.8,
hence we skip the proof. 
Lemma 6.10. Consider the iteration functions (6.1)–(6.4). For any z 6= z′, we have
|∇zfn+1(t, z)−∇zfn+1(t, z′)|
≤ CT |(∇zf in)(Zn(0; t, z))− (∇zf in)(Zn(0; t, z′))|
+ CT |z − z′|+ CT
∫ t
0
|(∂xαn)(s,Xn(s; t, z))− (∂xαn)(s,Xn(s; t, z′))| ds
+ CT
∫ t
0
|(∂xβn)(s,Xn(s; t, z))− (∂xβn)(s,Xn(s; t, z′))| ds.
Proof. We only consider x derivative of fn+1 since the calculation for v derivatives is almost same.
Since fn+1(t, z) = f in(Zn(0; t, z)), we have
|∂xfn+1(t, z)− ∂xfn+1(t, z′)|
≤ |(∇zf in)(Zn(0; t, z))− (∇zf in)(Zn(0; t, z′))||∂xZn(0; t, z)|
+ |(∇zf in)(Zn(0; t, z′))||∂xZn(0; t, z)− ∂xZn(0; t, z′)|
≤ CT |(∇zf in)(Zn(0; t, z))− (∇zf in)(Zn(0; t, z′))|
+ CT |z − z′|+ CT
∫ t
0
|(∂xαn)(s,Xn(s; t, z))− (∂xαn)(s,Xn(s; t, z′))| ds
+ CT
∫ t
0
|(∂xβn)(s,Xn(s; t, z))− (∂xβn)(s,Xn(s; t, z′))| ds,
where we used Lemma 6.5 (ii), boundedness of C1 norm of initial data, and Remark 6.1. This
completes the proof. 
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Lemma 6.11. Consider the iteration functions (6.1)–(6.4). For any x 6= x′, we have the following
estimates:
(i) |∂xαn(t, x)− ∂xαn(t, x′)|
≤ CT |(∂xαin)(ξn(0; t, x))− (∂xαin)(ξn(0; t, x′))|
+ CT |x− x′|+ CT
∫ t
0
|(∂xαn)(τ, ξn(τ ; t, x))− (∂xαn)(τ, ξn(τ ; t, x′))| dτ
+ CT
∫ t
0
|(∂xβn)(τ, ξn(τ ; t, x))− (∂xβn)(τ, ξn(τ ; t, x′))| dτ
+ CT
∫ t
0
∫
|(∂xfn)(τ, ξn(τ ; t, x), v)− (∂xfn)(τ, ξn(τ ; t, x′), v)| dv dτ.
(ii) |∂xβn(t, x)− ∂xβn(t, x′)|
≤ CT |(∂xβin)(ηn(0; t, x))− (∂xβin)(ηn(0; t, x′))|
+ CT |x− x′|+ CT
∫ t
0
|(∂xαn)(τ, ηn(τ ; t, x))− (∂xαn)(τ, ηn(τ ; t, x′))| dτ
+ CT
∫ t
0
|(∂xβn)(τ, ηn(τ ; t, x))− (∂xβn)(τ, ηn(τ ; t, x′))| dτ
+ CT
∫ t
0
∫
|(∂xfn)(τ, ηn(τ ; t, x), v)− (∂xfn)(τ, ηn(τ ; t, x′), v)| dv dτ.
Proof. We first consider ∂xj
n
i (t, x) − ∂xjni (t, x′), i = 0, 1, 2, where jn0 = ρn, which can be easily
estimated by (6.2) as follows:
|∂xjni (t, x)− ∂xjni (t, x′)| ≤ C|x− x′|+
∫
|∂xfn(t, x, v)− ∂xfn(t, x′, v)| dv
for any i = 0, 1, 2. Then, we use (5.14)–(5.16) and the fact that the quantities in (6.11) are uniformly
bounded by CT to obtain
|∂xki(t, x)− ∂xki(t, x′)| ≤ CT |x− x′|+ CT
∫
|∂xfn(t, x, v)− ∂xfn(t, x′, v)| dv
for any i = 0, 1, 2. The proof is now straightforward. We use (5.6), take x derivative on it, and
estimate it for x and x′ by using Lemma 6.9 and the above inequality together with the fact that
the quantities in (6.11) are uniformly bounded by CT , and then we obtain (i). The second estimate
is obtained by the same argument, and this completes the proof. 
Lemma 6.12. Consider the iteration functions (6.1)–(6.4). The sets of derivatives of the iteration
functions {∇zfn}, {∂xαn}, and {∂xβn} are equicontinuous.
Proof. We use Lemma 6.8–6.11. We first define the following quantities:
εn(t, δ) := sup{|∇zfn(t, z)−∇zfn(t, z′)| : |z − z′| ≤ δ},
θn(t, δ) := sup{|∂xαn(t, x)− ∂xαn(t, x′)|+ |∂xβn(t, x)− ∂xβn(t, x′)| : |x− x′| ≤ δ}.
Note that for any positive integer N we have
εn(t, δ) ≤ εn(t,Nδ) ≤ Nεn(t, δ).
On the other hand, we can see that for any n
εn(0, δ) = ε0(0, δ) =: ε0(δ) and θn(0, δ) = θ0(0, δ) =: θ0(δ),
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which are determined by given C1 initial data. By Lemma 6.8 and 6.9, we can choose a positive
integer M such that
|Zn(s; t, z)− Zn(s; t, z′)|+ |ξn(s; t, x)− ξn(s; t, x′)|+ |ηn(s; t, x)− ηn(s; t, x′)| ≤Mδ
for any δ > 0, |z − z′| ≤ δ, n ≥ 0, and 0 ≤ s ≤ t ≤ T . We now fix a δ > 0 and use εn(t, δ) and
θn(t, δ) to rewrite Lemma 6.10 and 6.11 as follows:
εn+1(t, δ) ≤ CT ε0(Mδ) + CT δ + CT
∫ t
0
θn(s,Mδ) ds
≤ CTMε0(δ) + CT δ + CTM
∫ t
0
θn(s, δ) ds
≤ CT
(
δ + ε0(δ) +
∫ t
0
θn(s, δ) ds
)
,
and similarly
θn(t, δ) ≤ 2CT θ0(Mδ) + 2CT δ + 2CT
∫ t
0
θn(τ,Mδ) dτ + 2CT
∫ t
0
∫
|v|≤P (τ)
εn(τ,Mδ) dv dτ
≤ CT
(
δ + θ0(δ) +
∫ t
0
θn(τ, δ) dτ +
∫ t
0
εn(τ, δ) dτ
)
.
We apply Gro¨nwall’s inequality to the last inequality and then iterate the above two inequalities to
conclude that for large n we have
εn(t, δ) + θn(t, δ) ≤ CT (δ + ε0(δ) + θ0(δ))
for any 0 ≤ t ≤ T , and this implies that {∇zfn}, {∂xαn}, and {∂xβn} are equicontinuous. 
Lemma 6.13. Consider the iteration functions (6.1)–(6.4). Then we have
||∇zfn+1(t)−∇zfm+1(t)||∞
≤ εnm + CT
∫ t
0
||∂xαn(s)− ∂xαm(s)||∞ + ||∂xβn(s)− ∂xβm(s)||∞ ds,
where εnm is a small positive quantity which tends to zero as n,m→∞ and depends on T but not
on x and v.
Proof. Since fn+1(t, z) = f in(Zn(0; t, z)), we have
|∇zfn+1(t, z)−∇zfm+1(t, z)|
≤ |(∇zf in)(Zn(0; t, z))− (∇zf in)(Zm(0; t, z))||∇xZn(0; t, z)|
+ |(∇zf in)(Zm(0; t, z))||∇xZn(0; t, z)−∇xZm(0; t, z)|.
We use Lemma 6.5 (ii), (iii), and then (6.24) and Lemma 6.7 to obtain
|∇zfn+1(t, z)−∇zfm+1(t, z)|
≤ εnm + CT |(∇zf in)(Zn(0; t, z))− (∇zf in)(Zm(0; t, z))|
+ CT
∫ t
0
|(∂xαn)(τ,Xn(τ))− (∂xαn)(τ,Xm(τ))| dτ
+ CT
∫ t
0
|(∂xβn)(τ,Xn(τ))− (∂xβn)(τ,Xm(τ))| dτ
+ CT
∫ t
0
||∂xαn(τ)− ∂xαm(τ)||∞ + ||∂xβn(τ)− ∂xβm(τ)||∞ dτ,
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where we also used Lemma 6.5 (i). We now use the equicontinuity of {∇zfn}, {∂xαn}, and {∂xβn}
in Lemma 6.12. Since Zn − Zm is εnm, the second, third, and fourth quantities in the RHS of the
above inequality are also εnm which is independent of ∂xα
n and ∂xβ
n. This completes the proof of
the lemma. 
Lemma 6.14. Consider the iteration functions (6.1)–(6.4). Then we have
||∂xαn(t)− ∂xαm(t)||∞ + ||∂xβn(t)− ∂xβm(t)||∞
≤ εnm + CT
∫ t
0
||∂xαn(s)− ∂xαm(s)||∞ + ||∂xβn(s)− ∂xβm(s)||∞ ds
+ CT
∫ t
0
||∇zfn(s)−∇zfm(s)||∞ ds,
where εnm is a small positive quantity which tends to zero as n,m→∞ and depends on T but not
on x and v.
Proof. As in the proof of Lemma 6.13, we use the equicontinuity of {∂xαn} and {∂xβn}. We take x
derivative on (5.6), and then apply Lemma 6.6 to have
|∂xαn(t, x)− ∂xαm(t, x)|
≤ εnm + CT
∫ t
0
||∂xαn(s)− ∂xαm(s)||∞ + ||∂xβn(s)− ∂xβm(s)||∞ ds
+ CT
2∑
i=0
∫ t
0
|(∂xkni )(τ, ξn(τ))− (∂xkni )(τ, ξm(τ))| dτ
+ CT
2∑
i=0
∫ t
0
||(∂xkni )(τ)− (∂xkmi )(τ)||∞ dτ.
Since {∇zfn} is equicontinuous, so are {∂xkni }, i = 0, 1, 2, due to (5.14)–(5.16). Hence, the second
integral in the RHS of the above inequality is εnm by Lemma 6.6 (i). Moreover, (5.14)–(5.16) implies
that the last quantity above is bounded by εnm and ||∇zfn(τ) − ∇zfm(τ)||∞, and this gives the
desired result. 
Convergence of the derivatives. We first define the following quantities for simplicity:
fnm1 (t) := ||∇zfn(t)−∇zfm(t)||∞,
θnm1 (t) := ||∂xαn(t)− ∂xαm(t)||∞ + ||∂xβn(t)− ∂xβm(t)||∞.
Then, Lemma 6.13 and 6.14 are rewritten as follows:
f
(n+1)(m+1)
1 (t) ≤ εnm + CT
∫ t
0
θnm1 (s) ds,
θnm1 (t) ≤ εnm + CT
∫ t
0
θnm1 (s) + f
nm
1 (s) ds,
which give the following two integral inequalities:
f
(n+1)(m+1)
1 (t) ≤ εnm + CT
∫ t
0
fnm1 (s) ds,(6.25)
θnm1 (t) ≤ εnm + CT
∫ t
0
fnm1 (s) ds.(6.26)
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We fix the constant CT in (6.25)–(6.26) and iterate (6.25) as in the previous results to obtain
f (n+1)(m+1)(t)
≤ εnm + CT tε(n−1)(m−1) + (CT t)
2
2
ε(n−2)(m−2) + · · ·+ (CT t)
k
k!
ε(n−k)(m−k)
+ Ck+1T
∫ t
0
1
k!
(t− s)kf (n−k)(m−k)1 (s) ds
≤ eCT t max{εnm, · · · , ε(n−k)(m−k)}+ (CT t)
k+1
(k + 1)!
||f (n−k)(m−k)1 ||L∞[0,T ].
Since f
(n−k)(m−k)
1 is bounded by a constant, which depends only on T , and the quantity
(CT t)
k+1
(k+1)!
converges to zero as k → ∞, the above estimate implies that {∇zfn} is Cauchy on [0, T ]. Finally,
(6.26) implies that {∂xαn} and {∂xβn} are also Cauchy, and therefore we conclude that the solution
we constructed in Section 6.3.1 is C1.
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