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Introduction
Recently, Kolyvagin [4] proved the finiteness of the Tate-Shafarevic group 111E/Q of certain modular elliptic curves E over Q. More precisely, let E/Q be a modular elliptic curve with conductor N and L(s) its associated L-series:
Set 00 a(n) (iD) where (D/n) is the Legendre symbol. Suppose that L(1) # 0 and there exists a D < 0, such that (i) LD(s) has a simple zero at s = 1 and (ii) all primes which divide the conductor of E split in the imaginary quadratic field QG'h).
Under these conditions, Kolyvagin [4] showed that both E(Q) and HIE/Q are finite. More recently, he extended this theorem to show that if L(s) has a simple zero at s = 1 and there is a D < 0 satisfying (ii) above and LD(1) # 0, then rank E(Q) = 1 and 111E/Q is finite. Previously, Rubin [11] established the finiteness of 111E/Q for CM elliptic curves for which L(1) 0 0. The work of Rubin and Kolyvagin represents significant steps toward the resolution of the important conjecture that 111E/Q is finite. The purpose of this paper is to establish the existence of a D < 0 such that LD(s) has a simple zero at s = 1 and all primes dividing the conductor of E split completely in the quadratic field Q(v7Y). Thus, the result of Kolyvagin can be stated without any hypothesis on quadratic twists of L(s). We prove our theorems by showing that the mean value of L'D(1) is non-zero. More precisely, we prove the following. as Y --oo.
The theorem is, in reality, a theorem about the mean values of derivatives of L-series attached to modular forms.
To fix ideas, let F(z) be a cusp form of weight 2 on Jo(N) which is a normalized eigenform for the Hecke operators. Suppose that F is not a modular form on Fo(M) for any proper divisor M of N, and write 00 F(z) = E a(n)e2rinz Suppose that L(1) $ 0. Then, there are infinitely many fundamental discriminants D < 0 such that LD(s) has a simple zero at s = 1 and all primes dividing the conductor of E split completely in the imaginary quadratic field Q(GVT).
This corollary was also established by Bump, Friedberg and Hoffstein [1] utilising the automorphic theory of GSp(4). Remark 1. The proof will show that we need not assume that L(1) $ 0 but only that the root number of L(s) is + 1.
Remark 2. We know that
Therefore, the assumption that w = + 1 and the congruence D 1(mod 4N) imply that WXD(-N) = -1 and so LD(E, s) has an odd order zero at s = 1.
Remark 3. To see that C is non-zero, we obtain that a(nln 2) 4 If N is odd, a similar non-zero factor is obtained. Moreover, the Euler product of the series a(n') n=1 (n, 4N)= 1 differs from that of L(s, Sym2)4(2 s -2)-1 at only a finite number of primes and at these primes, none of the Euler factors vanishes at s = 2. Thus,
since L(2, Sym2) $ 0 (see for example [5] or [8] ). Therefore, our theorem shows that there exists D such that (i) and (ii) hold. We write d = dodf with do) d1 coprime and squarefree. Then, the inner sum is
Then our sum is
and we easily deduce that this is <<?F logY.
Summing over i produces a contradiction.
There are heuristics that suggest, in fact, that there should be a positive proportion of such D's. To approach the problem of getting an estimate for the number of such D's, one should modify the kernel in our integrals to make it more sensitive to the counting problem.
We close this section by introducing some further notation. If DO is a fundamental discriminant which is coprime to N, then fy(n; a) = fy(n, O; a), fy(n; a) = fy(n, O; a). We shall write d(n) for the number of positive divisors of n.
We stress that the naive approach to the proof of the main theorem works after a few technical details are surmounted. The reader interested in ignoring these details and desiring an intuitive description of the proof can find it in [9] .
The next two sections establish the requisite lemmas to estimate the sums we will encounter.
Lemmas
Throughout this paper, we will adopt the convention that a natural number n is written as njn2, where n1 has the property that any prime divisor of it is also a divisor of 2N and n2 is coprime to 2N. On certain occasions, the same convention applies when we write m = mlm2. where the implied constant is absolute and the sum over n < X such that n2 is not a perfect square.
Proof. This lemma is easily derived from the results of Jutila [3] (for the case N = 1) and Fainleib and Saparnijazov [2] (for the general case). They prove:
where the prime on the first sum means that n is not a square. The sum in the lemma is seen to be 
Proof: Apply partial summation to Lemma 3. We now proceed to handle the terms corresponding to n > U. This is the series of lemmas needed. The next section establishes a lemma which refines the above estimates.
Further lemmas
We begin by proving: Remark. Note that in this sum we are not restricting to fundamental discriminants.
Proof: We split the sum into two parts corresponding to m2 a square and m2 not a square.
For the first part, it is
Using Lemma 11, we see that the above sum is and by partial summation and Lemma 17, this is << X(log X)tero for some p > O. This completes the proof. This is
n,m n n m (Note that this series converges absolutely.) By the Phragmen-Lindel6f theorem where DO is a fundamental discriminant, we can rewrite the integral as
Applying the functional equation to LDO(1 + s), we find that the above is equal to by Lemma 12, provided we take X < Y(log Y)l+P. Now we deal with the integral on the right side of (*). The integral is first broken up according to whether n2d is a square or not. If n2d is not a square, then splitting the series at n < Y and moving the integral to 9Ms = -n1, 0 < Y71 < 1/2, we can utilise Lemma 6(i) to get an estimate
The series corresponding to n ? Y is similarly estimated by moving to Ns = -772 ' 772> 1/2 and using Lemma 10(ii The error term presents no problem. The main term is
Summing over d182 and 82 ? Y. we obtain a total estimate of
This completes the proof of Lemma 13. where the prime indicates that the sum ranges over values of m such that m2d is not a square. 
The inner sum is what we have denoted by fy/j2(md; a-2). The sum of the terms with j < logB Y can be estimated by Lemma 15 and it is seen to be The final lemma is an estimate for a weighted average of the a(n) which will be needed in some of the error term estimates. This proves the lemma.
The main theorems
Now consider
,md ,Jexp( e2m4/Xd). for -> 1/2. The integral is split into two parts. In the first, the sum over m2 is taken only over non-squares and, in the second, it ranges over squares.
Let us consider the first integral. It is easily estimated in the following way. Truncating the sum over m at U, we move the integral involving the part m < U to 91s = -n where ij1 < 1. The part corresponding to m > U is moved to 9i s =-i12 where 2 > 1 Choosing U = Y2/X and using the Polya-Vinogradov inequality and Lemma 17, we see that the integral is First, we move the integral to a line -i7, with 0 < i < 2. By partial summation, it is easily seen that the sum over D is asymptotic to Next, we consider the sum which we split into the contribution when m2d is a perfect square and when m2d is not a perfect square.
In the latter case, we estimate the sum as follows. First consider the contribution of terms in which 8 > logA Y, for some large A > 0. By using Lemma 2 and partial summation, we see that Thus the contribution of these terms to the sum is
and this is clearly O(Y). For 8 < logA Y, we argue as above, except that we use the estimate of Lemma 16 in place of Lemma 2. We find that these terms contribute an amount << X1/2Y"/2 log X log log X.
In the former case, it is Rearranging, we find it is
If ifr is nontrivial, then X0m2d) is a nontrivial character of conductor dividing 4N. Thus, by Polya-Vinogradov, the innermost sum is 0(1). The whole sum is then By an argument analogous to that used in the treatment of S we see that the above is also 
The error term is Notice that the last product above converges absolutely for Re(s) > 1 and at s = 2 can be bounded independently of 8. As for the second factor, we note that it is 00X a(n 2) -H and at s = 2 we have (on using the estimate a(p2j) < (2j + l)pj) that it is << a/+(6).
Inserting this information into our sum, we see that it is 3Y(log X) 1 a(n2)
7r +(4N) 3 as Y -X oo for every j 2 1. The results of these investigations will appear in a future work.
