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SYMPLECTIC HOMOLOGY CAPACITY OF CONVEX BODIES AND
LOOP SPACE HOMOLOGY
KEI IRIE
Abstract. Floer-Hofer-Wysocki introduced a capacity invariant for (open) subsets in
the symplectic vector space using symplectic homology, which we call symplectic homol-
ogy capacity. We prove that, for any convex body K in the symplectic vector space, the
symplectic homology capacity of K is equal to the Ekeland-Hofer-Zehnder capacity of
K, which is defined (when ∂K is C∞) as the minimal action of closed characteristics on
∂K. Our proof is based on an isomorphism between the symplectic homology of a convex
body in the symplectic vector space and a certain relative homology of loop spaces of
the Euclidean space.
1. Introduction
1.1. Symplectic homology capacity. Let n be a positive integer. Let us consider
coordinates q1, . . . , qn, p1, . . . , pn on T
∗
R
n, where q1, . . . , qn are coordinates on R
n and
p1, . . . , pn are coordinates on fibers with respect to the global frame dq1, . . . , dqn. We often
abbreviate (q1, . . . , qn) by q and (p1, . . . , pn) by p. Let ωn :=
∑
1≤i≤n
dpi dqi ∈ Ω
2(T ∗Rn).
For any compact set K in T ∗Rn and real numbers a < b, one can assign a Z-graded Z/2-
vector space SH [a,b)∗ (K), which is called symplectic homology. Moreover, for any a
′ < b′
such that a ≤ a′ and b ≤ b′, one can assign a linear map SH [a,b)∗ (K)→ SH
[a′,b′)
∗ (K).
We say that K is of restricted contact type if K is compact, connected, intK 6= ∅, ∂K
is C∞, and there exists X ∈ X (T ∗Rn) with the following two properties:
• LXωn = ωn at every point in T
∗
R
n,
• X points strictly outwards at every point on ∂K.
The distribution ker(ωn|∂K) on ∂K defines a 1-dimensional foliation on ∂K, which is
called the characteristic foliation on ∂K. The set of closed leaves of the characteristic
foliation (which are called closed characteristics) is denoted by P(∂K).
The distribution ker(ωn|∂K) is oriented so that v ∈ ker(ωn|∂K) is positive if and only
if ωn(X, v) > 0 (note that this orientation is independent of the choice of X). With this
orientation, for each γ ∈ P(∂K) we define
A (γ) :=
∫
γ
Ç∑
i
pidqi
å
.
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The next lemma is well-known and easy to prove (see Section 2.3 for the proof):
Lemma 1.1. Let K be a set of restricted contact type in T ∗Rn. Then every γ ∈ P(∂K)
satisfies A (γ) > 0. Moreover, there exists γ0 ∈ P(∂K) such that A (γ0) = inf
γ∈P(∂K)
A (γ).
Let K be a set of restricted contact type in T ∗Rn. We denote
cmin(K) := min
γ∈P(∂K)
A (γ).
As we see in Section 2, there exists a canonical isomorphism
lim←−
ε→+0
SH [0,ε)∗ (K)
∼= H∗+n(K, ∂K).
Hence, for any a ∈ R>0 one can define a linear map
iaK : H∗(K, ∂K)
∼= lim←−
ε→+0
SH
[0,ε)
∗−n(K)→ SH
[0,a)
∗−n(K).
Then let us define
cSH (K) := inf{a | i
a
K([K, ∂K]) = 0},
which we call symplectic homology capacity. It turns out cSH (K) is a positive real number
for any set K of restricted contact type.
Remark 1.2. The capacity cSH was introduced by Floer-Hofer-Wysocki [8] for arbitrary
open subsets in the symplectic vector space. The above definition is different from the
original definition in [8]. This definition is due to Hermann [11], which is based on the
idea by Viterbo [17] (see Section 5.3 in [17]).
It is easy to see that there exists γ ∈ P(∂K) such that cSH (K) = A(γ) (see Section
2.3). In particular cSH (K) ≥ cmin(K). When n ≥ 2, it is well-known that there exists a
set K of restricted contact type such that cSH (K) > cmin(K).
1.2. Main result and background. In this paper, a convex body in a finite-dimensional
real vector space means a convex compact set with nonempty interior. Since the invariant
cSH satisfies conformality and monotonicity (see Section 2.3), one can define cSH (K) for
all convex bodies in T ∗Rn in such a way that the invariant cSH is continuous under C
0-
perturbations of boundaries of convex bodies. More explicitly, for any convex body K in
T ∗Rn, we define
cSH (K) := inf{cSH (K
′) | K ′ is a convex body with C∞ boundary such that K ⊂ K ′}.
On the other hand, the capacity cmin also extends to all convex bodies (see [4] Section
2.3). This capacity is often called the Ekeland-Hofer-Zehnder capacity and denoted by
cEHZ. Now let us state the main result of this paper:
Theorem 1.3. For any convex body K in T ∗Rn, there holds
cSH (K) = cEHZ(K).
Remark 1.4. Theorem 1.3 is also proved in a recent preprint [1] by Abbondandolo-
Kang. Their proof is based on an isomorphism (which is the main result in [1]) between
the filtered Floer complex of a convex quadratic Hamiltonian on T ∗Rn (satisfying some
technical conditions) and the filtered Morse complex of its Clarke dual action functional.
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Theorem 1.3 is motivated by the following folk conjecture which says that all symplectic
capacities coincide for convex bodies (see [14] Section 5 and references therein):
Conjecture 1.5. Let c be a symplectic capacity on T ∗Rn; namely, c is a map from the
set of all subsets of T ∗Rn to [0,∞] which satisfies the following three properties:
• For any S ⊂ T ⊂ T ∗Rn, there holds c(S) ≤ c(T ).
• For any S ⊂ T ∗Rn, a ∈ R>0 and ϕ ∈ Diff c(T
∗
R
n) with ϕ∗ωn = aωn, there holds
c(S) = ac(ϕ(S)).
• c({(q, p) ∈ T ∗Rn | |q|2 + |p|2 ≤ 1}) = c({(q, p) ∈ T ∗Rn | q21 + p
2
1 ≤ 1}) = π.
Then c(K) = cEHZ(K) for any convex body K.
Conjecture 1.5 is very strong and still widely open. As far as the author knows, Con-
jecture 1.5 was verified only for two invariants: the first Ekeland-Hofer capacity (Viterbo
[16]) and the Hofer-Zehnder capacity (Hofer-Zehnder [12]). Our Theorem 1.3 verifies
Conjecture 1.5 for the symplectic homology capacity cSH .
Following a remark by Felix Schlenk [15], in Section 2.4 we consider the capacities
(ck
SH S1
)k≥1 defined in terms of the S
1-equivariant symplectic homology with Z/2-coefficients,
and show that Theorem 1.3 implies c1
SH S1
(K) = cSH (K) for any convex body K in T
∗
R
n.
Here is a very short comment on the proof of Theorem 1.3. Actually, Theorem 1.3
is a consequence of Theorem 3.3, which gives an isomorphism between the symplectic
homology of a convex body in T ∗Rn and a certain relative homology of loop spaces in
R
n. Theorem 3.3 implies Corollary 3.5, which computes the capacity cSH of a convex
body from loop space homology. Finally, Theorem 1.3 follows from Corollary 3.5 and
elementary geometric arguments on loop spaces, which will be discussed in Section 3.3.
1.3. Plan of this paper. In Section 2 we review basics of symplectic homology theory.
In particular we recall the definition of the capacity cSH and its properties. The content
of Section 3 is explained in the last paragraph of the previous subsection. In Section 4 we
prove Theorem 4.4, which gives an isomorphism between the filtered Floer homology of
a Hamiltonian on T ∗Rn and the filtered Morse homology of its Legendre dual. The proof
follows [13], which is based on the method of Abbondandolo-Schwarz [2]. In Section 5 we
derive Theorem 3.3 from Theorem 4.4 by a limiting argument.
Acknowledgement. The author thanks Felix Schlenk [15] for pointing out an appli-
cation discussed in Section 2.4, and his comments on an earlier version of this paper. The
author also thanks Alberto Abbondandolo and Jungsoo Kang for sharing their manuscript
[1] and having discussions about relations between their approach and the author’s. This
research is supported by JSPS KAKENHI Grant No.18K13407.
2. Symplectic homology and capaicty
For any h ∈ C∞(T ∗Rn), its Hamiltonian vector field Xh ∈ X (T
∗
R
n) is defined by
ωn(Xh, · ) = −dh( · ). Let S
1 := R/Z. For any H ∈ C∞(S1×T ∗Rn) and t ∈ S1, we define
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Ht ∈ C
∞(T ∗Rn) by Ht(q, p) := H(t, q, p). Let
P(H) := {γ : S1 → T ∗Rn | γ˙(t) = XHt(γ(t)) (∀t ∈ S
1)}.
γ ∈ P(H) is called nondegenerate if 1 is not an eigenvalue of the linearized return map
of γ which acts on Tγ(0)(T
∗
R
n).
2.1. Filtered Floer homology. For any H ∈ C∞(S1×T ∗Rn) we consider the following
conditions:
(H0): Every γ ∈ P(H) is nondegenerate.
(H1): There exist a ∈ R>0 \ πZ and b ∈ R such that the function
H(t, q, p)− a(|q|2 + |p|2)− b
on S1 × T ∗Rn is compactly supported.
In the following we assume that H ∈ C∞(S1 × T ∗Rn) satisfies (H0) and (H1). Note
that (H1) implies that all elements of P(H) are contained in a compact subset of T ∗Rn,
and then (H0) implies that P(H) is a finite set.
For any real numbers a < b and k ∈ Z, let CF
[a,b)
k (H) denote the Z/2-vector space
spanned by
{γ ∈ P(H) | AH(γ) ∈ [a, b), ind CZ (γ) = k}.
Here, ind CZ denotes the Conley-Zehnder index (see Section 1.3 in [6]) and AH is defined
by
AH(γ) :=
∫
S1
γ∗
Ç∑
i
pidqi
å
−Ht(γ(t)) dt.
To define a boundary operator on CF [a,b)∗ (H), we take J = (Jt)t∈S1 , which is a C
∞-
family of almost complex structures on T ∗Rn with the following condition:
(J1): For every t ∈ S1, Jt is compatible with respect to ωn. Namely, gJt(v, w) :=
ωn(v, Jtw) is a Riemannian metric on T
∗
R
n.
For any J satisfying (J1) and x−, x+ ∈ P(H), we define
MH,J(x−, x+) := {u : R× S
1 → T ∗Rn | ∂su− Jt(∂tu−XHt(u)) = 0,
lim
s→±∞
us = x±}.
Here s denotes the coordinate on R and t denotes the coordinate on S1, and us : S
1 →
T ∗Rn is defined by us(t) := u(s, t). We set M¯H,J(x−, x+) := MH,J(x−, x+)/R, where the
R action on MH,J(x−, x+) is defined by
(r · u)(s, t) := u(s− r, t) (u ∈ MH,J(x−, x+), r ∈ R).
Let us define the standard complex structure on T ∗Rn, which is denoted by Jstd , by
Jstd (∂pi) = ∂qi , Jstd (∂qi) = −∂pi (1 ≤ i ≤ n).
Now let us state the relevant C0-estimate.
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Lemma 2.1. Suppose H satisfies (H0) and (H1), J satisfies (J1), and sup
t∈S1
‖Jt− Jstd ‖C0
is sufficiently small. Then sup
x−,x+∈P(H)
u∈MH,J(x−,x+)
(s,t)∈R×S1
|u(s, t)| <∞.
Proof. This lemma follows from Lemma 2.3 in [13]; note that conditions (H0), (J1) in
[13] are the same as (H0), (J1) in this paper, and the condition (H1) in [13] is weaker
than (H1) in this paper. 
For a generic (with respect to the C∞-topology) choice of J , the moduli space M¯H,J(x−, x+)
is a finite set for every (x−, x+) with ind CZ (x−)− ind CZ (x+) = 1, and
∂H,J : CF
[a,b)
∗ (H)→ CF
[a,b)
∗−1 (H); x− 7→
∑
indCZ (x+)=indCZ (x−)−1
#2M¯H,J(x−, x+) · x+
satisfies ∂2H,J = 0, where #2 denotes the cardinality modulo 2. The homology of the chain
complex (CF [a,b)∗ (H), ∂H,J) does not depend on the choice of J . This homology is denoted
by HF [a,b)∗ (H) and called filtered Floer homology of H .
Suppose that H−, H+ ∈ C∞(S1 × T ∗Rn) satisfy (H0), (H1) and
(1) H−(t, q, p) < H+(t, q, p) (∀(t, q, p) ∈ S1 × T ∗Rn).
Then, for any real numbers a < b one can define a linear map (called monotonicity map)
HF [a,b)∗ (H
−)→ HF [a,b)∗ (H
+)
as follows. Firstly, we take J− = (J−t )t∈S1 and J
+ = (J+t )t∈S1 such that J
− defines a
boundary map on CF ∗(H
−) and J+ defines a boundary map on CF ∗(H
+). Nextly, we
take a C∞-family of Hamiltonians H = (Hs,t)(s,t)∈R×S1 and a C
∞-family of almost complex
structures J = (Js,t)(s,t)∈R×S1 such that the following conditions hold:
(HH1): There exists s0 > 0 such that Hs,t =


Hs0,t (s ≥ s0)
H−s0,t (s ≤ −s0).
(HH2): ∂sHs,t(q, p) ≥ 0 for any (s, t, q, p) ∈ R× S
1 × T ∗Rn.
(HH3): There exist a(s), b(s) ∈ C∞(R) such that the following conditions hold:
• a′(s) ≥ 0 for any s.
• a(s) ∈ πZ =⇒ a′(s) > 0.
• Setting ∆s,t(q, p) := H(s, t, q, p)− a(s)(|q|
2 + |p|2)− b(s), there holds
sup
(s,t)
‖∆s,t‖C1(T ∗Rn) <∞, sup
(s,t)
‖∂s∆s,t‖C0(T ∗Rn) <∞.
(JJ1): There exists s1 > 0 such that Js,t =


Js1,t (s ≥ s1)
J−s1,t (s ≤ −s1).
(JJ2): For every (s, t) ∈ R× S1, Js,t is compatible with ωn.
Remark 2.2. It is easy to check that, for any H− and H+ satisfying (H0), (H1) and (1),
there exists H = (Hs,t)(s,t)∈R×S1 satisfying (HH1), (HH2) and (HH3); see page 517 in [13].
The existence of J = (Js,t)(s,t)∈R×S1 satisfying (JJ1) and (JJ2) is straightforward from the
fact that the set of almost complex structures compatible with ωn is contractible.
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For any x− ∈ P(H
−) and x+ ∈ P(H
+), let
MH,J(x−, x+) := {u : R× S
1 → T ∗Rn | ∂su− Js,t(∂tu−XHs,t(u)) = 0, lims→±∞
us = x±}.
The next C0-estimate is a consequence of Lemma 2.4 in [13].
Lemma 2.3. Suppose that H satisfies (HH1), (HH2) and (HH3). If J satisfies (JJ1),
(JJ2) and sup
(s,t)∈R×S1
‖Js,t − Jstd ‖C0 is sufficiently small, then
sup
x−∈P(H−),x+∈P(H+)
u∈MH,J(x−,x+)
(s,t)∈R×S1
|u(s, t)| <∞.
For a generic choice of (H, J) which satisfies the assumptions in Lemma 2.3, MH,J(x−, x+)
is a finite set for any x− ∈ P(H−), x+ ∈ P(H+) satisfying ind CZ (x−)− ind CZ (x+) = 0,
and
Φ : CF [a,b)∗ (H
−)→ CF [a,b)∗ (H
+); x− 7→
∑
indCZ (x+)=indCZ (x−)
#2MH,J(x−, x+) · x+
is a chain map, namely ∂H+,J+ ◦ Φ = Φ ◦ ∂H−,J−. The induced map on homology
H∗(Φ) : HF
[a,b)
∗ (H
−)→ HF [a,b)∗ (H
+)
does not depend on the choice of (H, J); this completes the definition of the monotonicity
map.
For any H0, H1, H2 ∈ C∞(S1 × T ∗Rn) satisfying (H0), (H1) and
H0(t, q, p) < H1(t, q, p) < H2(t, q, p) (∀(t, q, p) ∈ S1 × T ∗Rn),
the diagram
HF
[a,b)
∗ (H0) //
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
HF
[a,b)
∗ (H2)
HF
[a,b)
∗ (H1)
77♦♦♦♦♦♦♦♦♦♦♦
commutes (all three maps are monotonicity maps).
2.2. Symplectic homology. For any nonempty compact set K in T ∗Rn, let HK denote
the set of H ∈ C∞(S1 × T ∗Rn) which satisfies (H0), (H1) and H(t, q, p) < 0 for any
(t, q, p) ∈ S1 ×K. Then HK becomes a directed set by setting H
0 < H1 if and only if
H0(t, q, p) < H1(t, q, p) for any (t, q, p) ∈ S1 × T ∗Rn. For any real numbers a < b, we set
SH [a,b)∗ (K) := lim−→
H∈HK
HF [a,b)∗ (H),
where the limit is taken by monotonicity maps.
There are two natural maps in symplectic homology. Firstly, for any a, b, a′, b′ ∈ R such
that a < b, a′ < b′, a ≤ a′ and b ≤ b′, one can define SH [a,b)∗ (K)→ SH
[a′,b′)
∗ (K). Secondly,
for any compact sets K1 ⊂ K2 one can define
SH [a,b)∗ (K2)→ SH
[a,b)
∗ (K1),
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since HK2 ⊂ HK1.
2.3. Symplectic homology capacity of sets of restricted contact type. Recall from
the introduction that K ⊂ T ∗Rn is of restricted contact type if K is compact, connected,
intK 6= ∅, ∂K is C∞ and there exists X ∈ X (T ∗Rn) such that LXωn = ωn and X points
strictly outwards at every point on ∂K. Let us first prove Lemma 1.1, which is stated in
the introduction.
Proof of Lemma 1.1. Since K is of restricted contact type, there exists X ∈ X (T ∗Rn)
which satisfies LXωn = ωn and points strictly outwards on ∂K. Let us define λ ∈
Ω1(T ∗Rn) by λ := iXωn. Then λ is a contact form on ∂K, and when Rλ denotes its Reeb
vector field (i.e. iRλ(dλ) ≡ 0 and λ(Rλ) ≡ 1), P(∂K) is the set of simple closed orbits of
Rλ. Moreover, for every γ ∈ P(∂K), A (γ) is equal to the period of γ as an orbit of Rλ.
Then inf
γ∈P(∂K)
A (γ) is positive, since ∂K is compact and Rλ is nonzero at every point on
∂K. To show that there exists a closed orbit which attains the infimum, let (γj)j≥1 be a
sequence in P(∂K) such that A (γj) converges to the infimum as j →∞. Let us take pj
on γj for each j, and p be the limit of a certain subsequence of (pj)j. Then the orbit γ0
which passes through p is closed, and A (γ0) is equal to the infimum. 
Recall that min
γ∈P(∂K)
A (γ) is denoted by cmin(K).
Lemma 2.4. One can assign an isomorphism SH [0,ε)∗ (K)
∼= H∗+n(K, ∂K) for every ε ∈
(0, cmin(K)) so that the diagrams
H∗+n(K, ∂K)
∼=
//
∼=

SH
[0,ε)
∗ (K)
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
SH
[0,ε′)
∗ (K)
SH
[0,ε)
∗ (K ′) //
∼=

SH
[0,ε)
∗ (K)
∼=

H∗+n(K
′, ∂K ′) // H∗+n(K, ∂K)
are commutative when 0 < ε ≤ ε′ < cmin(K) (in the left diagram) and 0 < ε <
min{cmin(K), cmin(K
′)} (in the right diagram).
Proof. The isomorphism SH [0,ε)∗ (K)
∼= H∗+n(K, ∂K) follows form the third bullet in
Proposition 4.7 of [11]. The commutativity of the diagrams follows from the construction
of the isomorphism. 
Let us recall the definition of cSH from the introduction. Lemma 2.4 implies lim←−
ε→0
SH [0,ε)∗ (K)
∼=
H∗+n(K, ∂K). For any a ∈ R>0 we define
(2) iaK : H∗+n(K, ∂K)
∼= lim←−
ε→0
SH [0,ε)∗ (K)→ SH
[0,a)
∗ (K).
Then we define
cSH (K) := inf{a | i
a
K([K, ∂K]) = 0}.
The next lemma summarizes some properties of the invariant cSH .
Lemma 2.5. Let K and K ′ be sets of restricted contact type in T ∗Rn.
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(i): For any a ∈ R>0, there holds cSH (aK) = a
2cSH (K).
(ii): If K ⊂ K ′, then cSH (K) ≤ cSH (K
′).
(ii): There exists γ ∈ P(∂K) such that cSH (K) = A (γ). In particular cSH (K) ≥
cmin(K).
Proof. (i) easily follows from the definition. (ii) follows from the right commutative
diagram in Lemma 2.4. (iii) is proved as [11] Corollary 5.8 under the assumption that
∂K has a nice action spectrum (see pp. 342 [11] for its definition). Since ∂K has a nice
action spectrum for C∞-generic K ([11] Proposition 2.5), one can remove this assumption
by a limiting argument. 
The above properties (i), (ii), (iii) are often called conformality, monotonicity, spectral-
ity. By conformality and monotonicity, one can define cSH for arbitrary convex bodies so
that it is continuous under C0-perturbations of boundaries of convex bodies. Finally we
need the following lemma for later purposes.
Lemma 2.6. For any convex body K in T ∗Rn and ε ∈ (0, cEHZ(K)), there exists a canon-
ical isomorphism SH [0,ε)∗ (K)
∼= H∗+n(K, ∂K).
Proof. For any neighborhood N of K, there exists a convex body K ′ with C∞-boundary
satisfying K ⊂ K ′ ⊂ N . Hence the natural map lim
−→
K ′
SH [0,ε)∗ (K
′)→ SH [0,ε)∗ (K) , where K
′
on the left hand side runs over all convex bodies with C∞ boundaries containing K, is
an isomorphism. Then this lemma follows from Lemma 2.4 and the C0-continuity of the
Ekeland-Hofer-Zehnder capacity. 
2.4. Capacities from equivariant symplecitic homology. For any restricted contact
type domain K in T ∗Rn (in general, for any Liouville domain) and a ∈ R>0, one can define
the S1-equivariant symplectic homology SH [0,a),S
1
∗ (K) equipped with a linear map
(iaK)
S1 : HS
1
∗+n(K, ∂K)→ SH
[0,a),S1
∗ (K),
where HS
1
∗ (K, ∂K) is the S
1-equivariant homology with the trivial S1-action on (K, ∂K),
thus canonically isomorphic to H∗(K, ∂K) ⊗ H∗(CP
∞). We assume that all homologies
are defined over Z/2-coefficients.
For each positive integer k, one can define
ck
SH S1
(K) := inf{a | (iaK)
S1([K, ∂K]⊗ [CP 2(k−1)]) = 0}.
Let us call the invariants ck
SH S1
(k ≥ 1) equivariant symplectic homology capacities.
Remark 2.7. This construction goes back at least to Section 5.3 in Viterbo [17], where
the Floer-theoretic analogue of the Ekeland-Hofer capacities [5] was introduced. This con-
struction is revisited in recent papers such as Gutt-Hutchings [10] and Ginzburg-Shon [9].
In particular, [10] introduced a sequence of capacities using positive equivariant symplec-
tic homology with rational coefficients, established basic properties of these capacities,
and gave combinatorial formulas to compute these capacities of convex and concave toric
domains. They conjectured that their capacities are equal to the Ekeland-Hofer capacities
for any compact star-shaped domain ([10] Conjecture 1.9).
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One has the following inequalities:
cmin(K) ≤ c
1
SH S1
(K) ≤ cSH (K).
For the first inequality, see the “contractible Reeb orbits” property in Theorem 1.24 in
[10]. For the second inequality, see Lemma 3.2 in [9].
Remark 2.8. One has to be careful since [10] and [9] use rational coefficients, while we
work over Z/2-coefficients. Also, the definitions in these papers use positive (equivariant)
symplectic homology, and are superficially different from the definition in this subsection.
However, it is straightforward to see that the proofs in these papers also work in our
setting.
For each positive integer k, the capacity ck
SHS1
satisfies conformality and monotonicity
(see [10]), thus extends to all convex bodies. Combined with the above inequalities,
Theorem 1.3 implies the following corollary:
Corollary 2.9. cEHZ(K) = c
1
SHS1
(K) = cSH (K) for any convex body K in T
∗
R
n.
3. Symplectic homology and loop space homology
Throughout this section, K denotes a convex body in T ∗Rn (∂K may not be C∞). In
Section 3.1, we state a formula (Theorem 3.3) which relates the symplectic homology of
K to a certain relative homology of loop spaces of Rn. In Section 3.2, we derive a formula
which computes cSH (K). In Section 3.3, we prove Theorem 1.3.
3.1. Symplectic homology and loop space homology. Let pr : T ∗Rn → Rn denote
the natural projection map, namely pr(q, p) := q. For any q ∈ Rn, we set Kq := K∩T
∗
q R
n.
Let Λ denote the space of L1,2-maps from S1 = R/Z to Rn, equipped with the L1,2-
topology. For each γ ∈ Λ, we define lenK(γ) by:
(3) lenK(γ) :=


∫
S1
( max
p∈Kγ(t)
p · γ˙(t) ) dt (γ(S1) ⊂ pr(K))
−∞ (γ(S1) 6⊂ pr(K)).
Example 3.1. If K is the unit disk cotangent bundle of pr(K), namely K = {(q, p) | q ∈
pr(K), |p| ≤ 1}, then lenK(γ) =
∫
S1
|γ˙(t)| dt for any γ satisfying γ(S1) ⊂ pr(K).
Let us summarize elementary properties of lenK .
Lemma 3.2. (i): (3) is well-defined. Namely, for any γ ∈ Λ with γ(S1) ⊂ pr(K), the
function S1 → R; t 7→ max
p∈Kγ(t)
p · γ˙(t) is measurable.
(ii): Let (γk)k be a sequence in Λ which converges to γ ∈ Λ in the L
1,2-topology, and
γk(S
1) ⊂ pr(K) for every k. Then lim
k→∞
lenK(γk) = lenK(γ).
(iii): lenK is upper semi-continuous. Namely, for any sequence (γk)k in Λ which has a
limit γ = lim
k→∞
γk, there holds lenK(γ) ≥ lim sup
k
lenK(γk).
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(iv): Suppose that ∂K is C∞ and strictly convex. Let γ : S1 → int (pr(K)) be a C∞-
map such that γ˙(t) 6= 0 for every t ∈ S1. Then, for each t ∈ S1 there exists a
unique point pγ(t) ∈ Kγ(t) such that
pγ(t) · γ˙(t) = max
p∈Kγ(t)
p · γ˙(t).
Moreover, γ¯ : S1 → ∂K defined by γ¯(t) := (γ(t), pγ(t)) is C
∞, and there holds
lenK(γ) =
∫
S1
γ¯∗
Ç n∑
i=1
pidqi
å
.
(v): If convex bodies K and K ′ satisfy K ⊂ K ′, then lenK(γ) ≤ lenK ′(γ) for any γ ∈ Λ.
Proof. (i): Let us define c : pr(K)× Rn → R by c(q, v) := max
p∈Kq
p · v. Using the con-
vexity of K, it is easy to check that c is continuous. This implies that c(γ(t), γ˙(t))
is a measureable function on S1. Moreover, there exists a positive constant R
such that |c(q, v)| ≤ R|v|. Since |γ˙(t)| is integrable this shows that c(γ(t), γ˙(t)) is
integrable.
(ii): Suppose that this is not the case. Then there exists a sequence (γk)k which con-
verges to γ in the L1,2-topology, and inf
k
|lenK(γk) − lenK(γ)| > 0. By replacing
(γk)k with its subsequence if necessary, we may assume lim
k→∞
γ˙k(t) = γ˙(t) for al-
most every t ∈ S1. On the other hand lim
k→∞
γk(t) = γ(t) for every t. Thus
lim
k→∞
c(γk(t), γ˙k(t)) = c(γ(t), γ˙(t)) for almost every t, which implies lim
k→∞
lenK(γk) =
lenK(γ), contradicting our assumption.
(iii): If γk(S
1) ⊂ pr(K) for infinitely many k, then this is immediate from (ii). If
γk(S
1) ⊂ pr(K) only for finitely many k, then lim sup
k
lenK(γk) = −∞, which
completes the proof.
(iv): Since ∂K is C∞ and strictly convex, ∂Kq is C
∞ and strictly convex for any q ∈
int pr(K). Then, for any t ∈ S1, there exists unique pγ(t) which satisfies the
required condition, and γ¯ is C∞ by the inverse function theorem. The last assertion
follows from γ¯∗
Ç∑
i
pidqi
å
= pγ(t) · ∂tγ(t) dt, which is straightforward.
(v): This follows from pr(K) ⊂ pr(K ′) and
max
p∈Kq
p · v ≤ max
p∈K ′q
p · v (q ∈ pr(K), v ∈ Rn).

For any a ∈ R, let ΛaK := {γ ∈ Λ | lenK(γ) < a}. By Lemma 3.2 (iii), this is an open
set in Λ. Moreover, Lemma 3.2 (v) shows that if K ⊂ K ′ then ΛaK ′ ⊂ Λ
a
K . The next result
relates the symplectic homology of a convex body in T ∗Rn to a certain relative homology
of loop spaces of Rn.
Theorem 3.3. For any convex body K in T ∗Rn and any real numbers a < b, one can
assign an isomorphism
SH [a,b)∗ (K)
∼= H∗(Λ
b
K ,Λ
a
K)
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so that the following diagrams commute:
(4) SH
[a,b)
∗ (K)
∼=
//

H∗(Λ
b
K ,Λ
a
K)

SH
[a′,b′)
∗ (K) ∼=
// H∗(Λ
b′
K ,Λ
a′
K)
(5) SH
[a,b)
∗ (K ′)
∼=
//

H∗(Λ
b
K ′,Λ
a
K ′)

SH
[a,b)
∗ (K) ∼=
// H∗(Λ
b
K ,Λ
a
K)
here a, b, a′, b′ are real numbers satisfying a < b, a′ < b′, a ≤ a′, b ≤ b′, and K, K ′ are
convex bodies satisfying K ⊂ K ′. In both diagrams, right vertical maps are induced by
inclusions of loop spaces.
3.2. Symplectic homology capacity and loop space homology. In this subsection,
we derive a formula (Corollary 3.5) which computes cSH (K) by loop space homology. Let
us recall that cSH (K) := inf{a | i
a
K([K, ∂K]) = 0}, where i
a
K is defined in (2).
For any a ∈ R>0, let us define a map
jaK : (R
n,Rn \ pr(K))→ (ΛaK ,Λ
0
K)
which maps each q ∈ Rn to the constant loop at q. Let νK denote the generator of
Hn(R
n,Rn \ pr(K)) ∼= Z/2.
Lemma 3.4. iaK([K, ∂K]) ∈ SH
[0,a)
n (K) corresponds to (j
a
K)∗(νK) ∈ Hn(Λ
a
K ,Λ
0
K) via the
isomorphism SH [0,a)∗ (K)
∼= H∗(Λ
a
K ,Λ
0
K).
Proof. For any R ∈ R>0 let KR := {(q, p) ∈ T
∗
R
n | |q|, |p| ≤ R}. First notice that it is
sufficient to prove the lemma for K = KR for every R. Indeed, for any convex body K in
T ∗Rn there exists R such that K ⊂ KR, and consider the commutative diagram:
SH
[0,a)
∗ (KR) //
∼=

SH
[0,a)
∗ (K)
∼=

H∗(Λ
a
KR
,Λ0KR)
// H∗(Λ
a
K ,Λ
0
K).
Then the upper horizontal map sends iaKR([KR, ∂KR]) to i
a
K([K, ∂K]). Assuming that we
have proved the lemma forKR, the left vertical map sends i
a
KR
([KR, ∂KR]) to (j
a
KR
)∗(νKR),
which is sent to (jaK)∗(νK) by the lower horizontal map. By the commutativity of the
diagram, the right vertical map sends iaK([K, ∂K]) to (j
a
K)∗(νK), which completes the
proof. Thus it is sufficient to consider the case K = KR. Also, it is sufficient to consider
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the case when a is sufficiently small, since for any a < b we have a commutative digram
SH
[0,a)
∗ (KR) //
∼=

SH
[0,b)
∗ (KR)
∼=

H∗(Λ
a
KR
,Λ0KR)
// H∗(Λ
b
KR
,Λ0KR).
Moreover, it is sufficient to prove that (jaK)∗(νK) 6= 0 when a is sufficiently small. Indeed,
when a is sufficiently small Lemma 2.6 implies that SH [0,a)n (K)
∼= Hn(Λ
a
K ,Λ
0
K) are isomor-
phic to Z/2, thus iaK([K, ∂K]) corresponds to a unique nonzero element in Hn(Λ
a
K ,Λ
0
K),
that is (jaK)∗(νK).
The following argument is essentially the same as the proof of Lemma 6.6 in [13], which
we repeat here for the sake of completeness. For any γ ∈ Λ let len(γ) :=
∫
S1
|γ˙(t)| dt, and
for any a ∈ R>0 let U
a := {γ ∈ Λ | len(γ) < a/R}. Also let BR := {q ∈ R
n | |q| ≤ R}
and VR := {γ ∈ Λ | γ(S
1) 6⊂ BR}. Then
ΛaKR = U
a ∪ VR, Λ
0
KR
= VR.
Since both Ua and VR are open sets in Λ, the inclusion map
(Ua, Ua ∩ VR)→ (U
a ∪ VR, VR) = (Λ
a
KR
,Λ0KR)
induces an isomorphism on homology. Thus it is sufficient to show that
caR : (R
n,Rn \BR)→ (U
a, Ua ∩ VR)
which sends each q to the constant loop at q, induces an injection on homology if a is
sufficiently small.
Let us define ev : Λ → Rn by ev (γ) := γ(0). If a is sufficiently small, then ev maps
Ua ∩ VR to R
n \ {0}, and we obtain a commutative diagram
(Rn,Rn \BR)
ca
R
//
id Rn ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
(Ua, Ua ∩ VR)
ev

(Rn,Rn \ {0}).
The diagonal map induces an isomorphism on homology, thus H∗(c
a
R) is injective. This
completes the proof. 
As an immediate corollary of Lemma 3.4, we obtain the following formula which com-
putes symplectic homology capacity from loop space homology:
Corollary 3.5. cSH (K) = inf{a | (j
a
K)∗(νK) = 0}.
3.3. Proof of Theorem 1.3. The goal of this subsection is to prove Theorem 1.3, namely
cSH (K) = cEHZ(K) for any convex bodyK in T
∗
R
n. We may assume n ≥ 2, since Theorem
1.3 is obvious when n = 1. We may assume that ∂K is C∞ and strictly convex, since
this condition can be achieved by a C0-small perturbation of the boundary. We may also
assume that there exists a C∞-map Γ : S1 → ∂K satisfying the following conditions:
12
• Γ˙(t) generates ker(ω|TΓ(t)∂K) and of positive direction for every t ∈ S
1,
• cEHZ(K) =
∫
S1
Γ∗
Ç n∑
i=1
pidqi
å
,
• pr ◦ Γ(S1) ⊂ int (pr(K)).
This is because, when n ≥ 2, this condition can be achieved by a C0-small (actually,
C∞-small) perturbation of the boundary.
Let γ := pr ◦ Γ : S1 → int (pr(K)).
Lemma 3.6. γ˙(t) 6= 0 for any t ∈ S1.
Proof. Let ν be a vector which is normal to TΓ(t)(∂K). Since Γ˙(t) is parallel to Jstd (ν),
it is sufficient to show that the p-component of ν is nonzero. If the p-component of ν is
zero, then the convexity of K implies γ(t) ∈ ∂(pr(K)), which contradicts the assumption
γ(S1) ⊂ int (pr(K)). 
Lemma 3.7. Let (γs)−1≤s≤1 be a C
∞-family of elements of C∞(S1, int (pr(K))) such that
γ0 = γ. Then
d
ds
Ç
lenK(γs)
å
s=0
= 0.
Proof. We may assume that γ˙s(t) 6= 0 for every (s, t) ∈ [−1, 1] × S
1. Let us define
γ¯s : S
1 → ∂K as in Lemma 3.2 (iv). Then Γ = γ¯0 and lenK(γs) =
∫
S1
(γ¯s)
∗
Ç∑
i
pidqi
å
.
Thus
d
ds
Ç
lenK(γs)
å
s=0
=
d
ds
Ç ∫
S1
(γ¯s)
∗
Ç∑
i
pidqi
åå
s=0
=
∫
S1
ωn(Γ˙(t), (∂sγ¯s)s=0(t)) dt = 0.

In the course of the proof we have seen that lenK(γ) =
∫
S1
Γ∗
Ç∑
i
pidqi
å
= cEHZ(K).
For any a ∈ R≥0 and x ∈ R
n, let us define γa,x ∈ Λ by γa,x(t) := aγ(t) + x. Let
T := {(a, x) ∈ R≥0 × R
n | γa,x(S
1) ⊂ pr(K)}.
It is easy to see that T is a compact convex subset of R≥0 ×R
n. Let us define a function
L : T → R by L(a, x) := lenK(γa,x). Lemma 3.2 (ii) shows that L is continuous. Lemma
3.7 shows that (1, 0, . . . , 0) is a critical point of L.
Lemma 3.8. L(a, x) ≤ L(1, 0, . . . , 0) for any (a, x) ∈ T .
Proof. By the continuity of L, it is sufficient to prove the lemma for (a, x) ∈ int T . For
any s ∈ [0, 1], let
γs := γsa+(1−s),sx, Ls := lenK(γs) := L(sa+ (1− s), sx)
Our goal is to prove L1 ≤ L0.
For any s ∈ [0, 1], we have (sa + (1 − s), sx) ∈ int T . This implies that γs(S
1) ⊂
int (pr(K)) and sa + (1 − s) > 0, thus γ˙s(t) = (sa + (1 − s))γ˙(t) 6= 0 for any t ∈ S
1. For
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each t ∈ S1, let us take pγs(t) ∈ ∂Kγs(t) as in Lemma 3.2 (iv) and abbreviate it by ps(t).
Then there holds
(6) ps(t) · γ˙s(t) = max
p∈Kγs(t)
p · γ˙s(t)
and we obtain
Ls =
∫
S1
γ˙s(t) · ps(t) dt.
By (γ0(t), p0(t)), (γ1(t), p1(t)) ∈ K and the convexity of K,
(γs(t), (1− s)p0(t) + sp1(t)) ∈ K.
Then (6) implies
ps(t) · γ˙s(t) ≥ ((1− s)p0(t) + sp1(t)) · γ˙s(t).
On the other hand γ˙s(t) = (sa+ (1− s))γ˙(t), thus
Ls ≥
∫
S1
(1 + (a− 1)s)γ˙(t) · (p0(t) + (p1(t)− p0(t))s) dt
and the equality holds for s = 0. Hence
∂sLs|s=0 ≥
∫
S1
γ˙(t) · ((a− 2)p0(t) + p1(t)) dt.
On the other hand ∂sLs|s=0 = 0 by Lemma 3.7. Then we obtain∫
S1
γ˙(t) · p1(t) dt ≤ (2− a)
∫
S1
γ˙(t) · p0(t) dt.
Now we can finish the proof by
L1 − L0 =
∫
S1
aγ˙(t) · p1(t)− γ˙(t) · p0(t) dt ≤ −(a− 1)
2L0 ≤ 0.
The first inequality follows from a ≥ 0, and the second inequality follows from L0 ≥ 0,
which is obvious since L0 = lenK(γ) = cEHZ(K). 
We have proved
max
(a,x)∈T
L(a, x) = L(1, 0, . . . , 0) = lenK(γ) = cEHZ(K).
On the other hand, if (a, x) /∈ T , then lenK(γa,x) = −∞. Thus for any C > cEHZ(K), one
can define a map
lC : (R≥0 × R
n,R≥0 × R
n \ T )→ (ΛCK ,Λ
0
K); (a, x) 7→ γa,x.
Now consider the commutative diagram
H∗(R
n,Rn \ pr(K))
H∗(jCK)
//

H∗(Λ
C
K ,Λ
0
K)
H∗(R≥0 × R
n,R≥0 × R
n \ T )
H∗(lC)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
where the vertical map is induced by the map q 7→ (0, q). Since T is bounded and
H∗(R
n,Rn \ pr(K)) is generated by νK , the vertical map is 0. Then H∗(j
C
K) = 0, which
implies cSH (K) ≤ C. Since C is any number larger than cEHZ(K), we obtain cSH (K) ≤
cEHZ(K). The inverse inequality cSH (K) ≥ cEHZ(K) follows from Proposition 2.5 (iii),
thus this completes the proof of Theorem 1.3.
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4. Floer homology and loop space homology
The goal of this section is Theorem 4.4, which relates the filtered Floer homology of a
Hamiltonian on T ∗Rn to a certain relative homology of loop spaces of Rn.
4.1. Lagrangian action functional on the loop space. Consider the following con-
ditions (L1), (L2) for L ∈ C∞(S1 × TRn):
(L1): There exist a ∈ R>0 and b ∈ R such that the function on S
1 × TRn
L(t, q, v)−
Ç
|v|2
4a
− a|q|2 + b
å
is compactly supported.
(L2): There exists c ∈ R>0 such that ∂
2
vL(t, q, v) ≥ c for any (t, q, v) ∈ S
1 × TRn.
Remark 4.1. ∂2vL(t, q, v) ≥ cmeans that a symmetric matrix (∂vi∂vjL(t, q, v)−cδij)1≤i,j≤n
is nonnegative, where δij =


1 (i = j)
0 (i 6= j).
If L satisfies the condition (L1), then one can define the functional SL : Λ→ R by
SL(γ) :=
∫
S1
L(t, γ(t), γ˙(t)) dt.
Lemma 4.2. If L ∈ C∞(S1 × TRn) satisfies (L1) and (L2), the functional SL satisfies
the following properties:
(i): SL is a Fre´chet C
1-function. The differential dSL is given by
dSL(ξ) :=
∫
S1
∂qL(t, γ(t), γ˙(t)) · ξ(t) + ∂vL(t, γ(t), γ˙(t)) · ξ˙(t) dt.
Moreover dSL is Gaˆteaux differentiable.
(ii): γ ∈ Λ satisfies dSL(γ) = 0 if and only if γ ∈ C
∞(S1,Rn) and satisfies
∂qL(t, γ(t), γ˙(t))− ∂t(∂vL(t, γ(t), γ˙(t))) = 0.
(iii): For every γ ∈ Λ, let us define DSL(γ) ∈ L
1,2(S1,Rn) so that
〈DSL(γ), ξ〉L1,2 = dSL(γ)(ξ) (∀ξ ∈ L
1,2(S1,Rn)).
Then the pair (SL, DSL) satisfies the Palais-Smale condition. Namely, if a se-
quence (xk)k on Λ satisfies sup
k
|SL(xk)| < ∞ and lim
k→∞
dSL(DSL(xk)) = 0 then
(xk)k contains a convergent subsequence.
Proof. For (i) and (ii), see [3] Proposition 3.1 (i), (ii). (iii) is proved in [13] Corollary
3.4, which is based on [3] Proposition 3.3. 
Suppose that L ∈ C∞(S1 × TRn) satisfies (L1) and (L2). Let P(L) denote the set of
critical points of SL, namely
P(L) := {γ ∈ Λ | dSL(γ) = 0}.
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For any γ ∈ P(L), the second Gaˆteaux differential d2SL(γ) is Fredholm and has finite
Morse index (see Proposition 3.1 (iii) of [3]). The Morse index is denoted by indMorse(γ).
We say that γ is nondegenerate if 0 is not an eigenvalue of d2SL(γ). Let us introduce the
following condition for L ∈ C∞(S1 × TRn):
(L0): Every γ ∈ P(L) is nondegenerate.
4.2. Statement of the isomorphism. Let us consider the following condition for H ∈
C∞(S1 × T ∗Rn):
(H2): There exists c ∈ R>0 such that ∂
2
pH(t, q, p) ≥ c for any (t, q, p) ∈ S
1 × T ∗Rn.
For any H ∈ C∞(S1 × T ∗Rn) which satisfies (H1) and (H2), its Legendre dual LH ∈
C∞(S1 × TRn) is defined by
LH(t, q, v) := max
p∈T ∗q R
n
(p · v −H(t, q, p)) (t ∈ S1, q ∈ Rn, v ∈ TqR
n).
Lemma 4.3. (i): IfH satisfies (H1) and (H2), then LH satisfies (L1) and (L2). There
exists a bijection from P(H) to P(LH) which sends x ∈ P(H) to γx := pr ◦ x ∈
P(LH). γx is nondegenerate if and only if x is nondegenerate, and there holds
indMorse(γx) = ind CZ (x).
(ii): If H and H ′ satisfy (H1), (H2) and and H(t, q, p) < H ′(t, q, p) for any (t, q, p) ∈
S1 × T ∗Rn, then LH(t, q, v) > LH′(t, q, v) for any (t, q, v) ∈ S
1 × TRn.
Proof. (i): The first and second sentences are checked by direct computations. For the
last sentence, see Weber [18] Theorem 1.2. (ii): Let us take p0 so that LH′(t, q, v) =
p0 · v −H
′(t, q, p0). Then
LH(t, q, v) = max
p
(p ·v−H(t, q, p)) ≥ p0 ·v−H(t, q, p0) > p0 ·v−H
′(t, q, p0) = LH′(t, q, v).

Now we can state the main result of this section.
Theorem 4.4. For any H ∈ C∞(S1 × T ∗Rn) which satisfies (H0), (H1), (H2), and any
real numbers a < b, one can define an isomorphism
HF [a,b)∗ (H)
∼= H∗(S
−1
LH
(R<b),S
−1
LH
(R<a))
such that the following diagrams commute:
(7) HF
[a,b)
∗ (H) //
∼=

HF
[a′,b′)
∗ (H)
∼=

H∗(S
−1
LH
(R<b),S
−1
LH
(R<a)) // H∗(S
−1
LH
(R<b′),S
−1
LH
(R<a′))
(8) HF
[a,b)
∗ (H) //
∼=

HF
[a,b)
∗ (H ′)
∼=

H∗(S
−1
LH
(R<b),S
−1
LH
(R<a)) // H∗(S
−1
LH′
(R<b),S
−1
LH′
(R<a))
16
where H,H ′ ∈ C∞(S1 × T ∗Rn) satisfy (H0), (H1), (H2) and H(t, q, p) < H ′(t, q, p) for
any (t, q, p) ∈ S1 × T ∗Rn, and a, b, a′, b′ ∈ R satisfy a < b, a′ < b′, a ≤ a′, b ≤ b′.
4.3. Morse theory on the loop space. Suppose that L ∈ C∞(S1 × TRn) satisfies
(L0), (L1) and (L2). The goal of this subsection is to recall the construction of the Morse
complex of SL.
For each k ∈ Z≥0, let CM k(L) denote the free Z/2-module generated over
{γ ∈ P(L) | indMorse(γ) = k}.
To define the boundary operator we need the following lemma. For definitions of “Lya-
punov function”, “Morse vector field”, “Morse-Smale condition”, see Section 2 of [3].
Lemma 4.5. If L ∈ C∞(S1 × TRn) satisfies (L0), (L1), (L2), there exists a smooth
vector field X on Λ which satisfies the following conditions:
(i): X is complete.
(ii): SL is a Lyapunov function for X.
(iii): X is a Morse vector field. X(γ) = 0 if and only if γ ∈ P(L), and the Morse
index of X at γ is equal to the Morse index of γ as a critical point of SL.
(iv): The pair (SL, X) satisfies the Palais-Smale condition.
(v): X satisfies the Morse-Smale condition up to every order.
Proof. This lemma follows from Lemma 3.5 in [13] (which is essentially same as Theorem
4.1 in [3]), since the condition (L2) in [13] is weaker than the condition (L2) in this
paper. 
Let us take a vector field X on Λ which satisfies the conditions in Lemma 4.5. Let
(ϕtX)t∈R denote the flow on Λ generated by X . For any γ ∈ P(L) let us set
W u(γ : X) := {x ∈ Λ | lim
t→−∞
ϕtX(x) = 0}
W s(γ : X) := {x ∈ Λ | lim
t→∞
ϕtX(x) = 0}.
For any real numbers a < b, let CM [a,b)∗ (L) denote the free Z/2-module generated over
{γ ∈ P(L) | a ≤ SL(γ) < b}. For any two generators γ and γ
′, let
MX(γ, γ
′) := W u(γ : X) ∩W s(γ′ : X).
When γ 6= γ′, let M¯X(γ, γ
′) denote the quotient of MX(γ, γ
′) by the natural R-action.
Since X satisfies the Morse-Smale condition, the boundary operator ∂L,X on CM
[a,b)
∗ (L)
defined by
∂L,X(γ) :=
∑
indMorse(γ′)=indMorse(γ)−1
#2M¯X(γ, γ
′) · γ′
is well-defined and satisfies ∂2L,X = 0. Homology of the chain complex (CM
[a,b)
∗ (L), ∂L,X)
does not depend on the choice of X , and denoted by HM [a,b)∗ (L). There exists a natural
isomorphism HM [a,b)∗ (L)
∼= H∗(S
−1
L (R<b),S
−1
L (R<a)).
Consider L0, L1 ∈ C∞(S1 × TRn) which satisfy (L0), (L1), (L2) and L0(t, q, v) >
L1(t, q, v) for any (t, q, v) ∈ S1 × TRn. We also assume that P(L0) ∩P(L1) = ∅.
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Take vector fields X0, X1 on Λ(Rn) such that (L0, X0) and (L1, X1) satisfy the con-
ditions in Lemma 4.5. By taking small perturbations of X0 and X1 (note that these
perturbations do not change Morse complexes for L0 and L1), we can achieve the follow-
ing condition:
For any γ0 ∈ P(L0) and γ1 ∈ P(L1), W u(γ0 : X0) is transverse to
W s(γ1 : X1).
If this assumption is satisfied, MX0,X1(γ
0, γ1) := W u(γ0 : X0) ∩W s(γ1 : X1) is a smooth
manifold of dimension indMorse(γ
0)− indMorse(γ
1). Then we define a chain map
ϕ : CM [a,b)∗ (L
0, X0)→ CM [a,b)∗ (L
1, X1); γ 7→
∑
indMorse(γ′)=indMorse(γ)
♯MX0,X1(γ, γ
′) · γ′.
ϕ induces a linear map on homology HM [a,b)∗ (L
0)→ HM [a,b)∗ (L
1), which does not depend
on the choices of X0, X1. Via isomorphisms between the Morse homology and the loop
space homology, this map corresponds to the map
H∗(S
−1
L0 (R<b),S
−1
L0 (R<a))→ H∗(S
−1
L1 (R<b),S
−1
L1 (R<a))
which is induced by the inclusion map.
4.4. Isomorphism at chain level. Let us take H ∈ C∞(S1 × T ∗Rn) satisfying (H0),
(H1), (H2). Its Legendre dual LH satisfies (L0), (L1), (L2) by Lemma 4.3 (i). Let us
also take real numbers a < b. The goal of this subsection is to define a chain map
CM [a,b)∗ (LH)→ CF
[a,b)
∗ (H) which induces an isomorphism HM
[a,b)
∗ (LH)
∼= HF [a,b)(H).
The definition of the chain map involves “hybrid moduli spaces” introduced by Abbondandolo-
Schwarz [2]. Let us take X and J as follows:
• X is a vector field on Λ such that CM [a,b)∗ (LH , X) is well-defined.
• J = (Jt)t∈S1 is a family of almost complex structures on T
∗
R
n such that CF [a,b)∗ (H, J)
is well-defined.
For any γ ∈ P(LH) with SLH (γ) ∈ [a, b) and x ∈ P(H) with AH(x) ∈ [a, b), let
MX,H,J(γ, x) denote the set of u ∈ L
1,3(R≥0 × S
1, T ∗Rn) such that
∂su− Jt(∂tu−XHt(u)) = 0,
pr ◦ u0 ∈ W
u(γ : X),
lim
s→∞
us = x.
Here us : S
1 → T ∗Rn is defined by us(t) := u(s, t).
Remark 4.6. The above Sobolev space L1,3 can be replaced with L1,r for any 2 < r ≤ 4;
see pp.299 of [2].
Lemma 4.7. Let γ and x be as above.
(i): For any u ∈ MX,H,J(γ, x), there holds
SLH (γ) ≥ SLH (pr ◦ u0) ≥ AH(u0) ≥ AH(x).
In particular, if MX,H,J(γ, x) 6= ∅ then SLH (γ) ≥ AH(x).
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(ii): If SLH (γ) = AH(x), then MX,H,J(γ, x) 6= ∅ if and only if x = pr ◦ γ. Moreover,
the moduli space MX,H,J(γ, pr◦γ) consists of a point which is cut out transversally.
Proof. See pp.299 in [2] for (i) and the first sentence in (ii). For the second sentence in
(ii), see Proposition 3.7 in [2]. 
Lemma 4.8. For generic J , MX,H,J(γ, x) has a structure of a C
∞-manifold of dimension
indMorse(γ)− ind CZ (x) for any γ and x as above.
Proof. The case x = pr ◦ γ is discussed in Lemma 4.7 (ii). The other cases follow from
the standard argument using [7]. See pp.313 of [2]. 
Finally we state the relevant C0-estimate. For comments on the proof see Section 4.6.
Lemma 4.9. If sup
t∈S1
‖Jt − Jstd ‖C0 is sufficiently small, then for any γ and x as above
sup
u∈MX,H,J(γ,x)
(s,t)∈R≥0×S
1
|u(s, t)| <∞.
By these results and the standard compactness and glueing arguments (see Sections 3.3
and 3.4 in [2]), generic J which is sufficiently close to Jstd satisfies the following properties:
• For any γ and x as above satisfying indMorse(γ)− ind CZ (x) = 0, the moduli space
MX,H,J(γ, x) is a finite set.
• A linear map
Ψ : CM [a,b)∗ (L,X)→ CF
[a,b)
∗ (H, J); γ 7→
∑
indCZ (x)=indMorse(γ)
#2MX,H,J(γ, x) · x
is a chain map with respect to boundary operators ∂X and ∂H,J .
Finally, Lemma 4.7 implies that Ψ is an isomorphism (see Section 3.5 in [2]). In particular,
H∗(Ψ) : HM
[a,b)
∗ (L)→ HF
[a,b)
∗ (H) is also an isomorphism.
For any a, b, a′, b′ ∈ R satisfying a < b, a′ < b′, a ≤ a′ and b ≤ b′, the commutativity of
the following diagram is straightforward from the definition of Ψ:
(9) CM
[a,b)
∗ (LH) //
∼=

CM
[a′,b′)
∗ (LH)
∼=

CF
[a,b)
∗ (H) // CF
[a′,b′)
∗ (H).
This implies the commutativity of (7).
4.5. Commutativity of monotonicity maps. The goal of this subsection is to prove
the commutativity of (8). Let us take the following data:
• H,H ′ ∈ C∞(S1 × T ∗Rn) satisfying (H0), (H1), (H2) and H(t, q, p) < H ′(t, q, p)
for any (t, q, p) ∈ S1 × T ∗Rn. Moreover, we assume that P(LH) ∩P(LH′) = ∅.
• Real numbers a < b.
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• Almost complex structures J , J ′ and vector fields X , X ′ such that chain complexes
CF [a,b)∗ (H, J), CF
[a,b)
∗ (H
′, J ′), CM [a,b)∗ (LH , X), CM
[a,b)
∗ (LH′ , X
′) are defined.
In the previous subsection we defined chain maps Ψ : CM [a,b)∗ (LH , X)→ CF
[a,b)
∗ (H, J) and
Ψ′ : CM [a,b)∗ (LH′, X
′)→ CF [a,b)∗ (H
′, J ′). We also defined chain maps ΦL : CM [a,b)∗ (LH , X)→
CM [a,b)∗ (LH′ , X
′) and ΦH : CF [a,b)∗ (H, J)→ CF
[a,b)
∗ (H
′, J ′). The goal of this subsection is
to show that the following diagram commutes up to homotopy:
(10) CM
[a,b)
∗ (LH , X)
Ψ
//
ΦL

CF
[a,b)
∗ (H, J)
ΦH

CM
[a,b)
∗ (LH′ , X
′)
Ψ′
// CF
[a,b)
∗ (H ′, J ′)
This immediately implies the commutativity of the diagram (8). Since vector spaces in
the diagram (10) are generated by finitely many critical points, boundary operators and
chain maps in this diagram do not change under C∞-small perturbations of X , X ′, J , J ′.
Hence we may assume that these data are taken so that all moduli spaces which appear
in the following arguments of this subsection are cut out transversally.
To prove that (10) commutes up to homotopy, we first define a linear map
Θ : CM [a,b)∗ (LH , X)→ CF
[a,b)
∗ (H
′, J ′); γ 7→
∑
indMorse(γ)=indCZ (x)
#2MX,H′,J ′(γ, x) · x.
Θ is a chain map (namely ∂H′,J ′ ◦Θ = Θ◦∂L,X) by the same reason that Ψ in the previous
subsection is a chain map. We are going to prove ΦH ◦Ψ ∼ Θ ∼ Ψ′ ◦ ΦL.
First we prove Ψ′ ◦ΦL ∼ Θ. For any γ ∈ P(LH) and x ∈ P(H
′), let N 0(γ, x) denote
the set of (α, u, v) where
α ∈ R≥0, u : [0, α]→ Λ, v ∈ L
1,3(R≥0 × S
1, T ∗Rn)
such that
u(0) ∈ W u(γ : X), u(s) = ϕsX′(u(0)) (∀s ∈ [0, α]),
∂sv − J
′
t(∂tv −XH′t(v)) = 0,
pr ◦ v0 = u(α), lim
s→∞
vs = x.
Let us state the relevant C0-estimate:
Lemma 4.10. If sup
t∈S1
‖Jt − Jstd ‖C0 is sufficiently small, then for any γ and x as above
sup
(α,u,v)∈N 0(γ,x)
(s,t)∈R≥0×S
1
|v(s, t)| <∞.
For generic J ′ which is sufficiently close to Jstd , N
0(γ, x) is a finite set for any γ and
x satisfying ind CZ (x) = indMorse(γ) + 1, and the linear map
K0 : CM [a,b)∗ (L)→ CF
[a,b)
∗+1 (H
′); γ 7→
∑
indCZ (x)=indMorse(γ)+1
#2N
0(γ, x) · x
satisfies ∂H′,J ′ ◦K
0 +K0 ◦ ∂L,X = Θ−Ψ
′ ◦ ΦL. For details see Section 4.3 in [13].
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Secondly we prove ΦH ◦ Ψ ∼ Θ. Let us take (Hs,t)(s,t)∈R×S1 and (Js,t)(s,t)∈R×S1 which
satisfy (HH1), (HH2), (HH3) and (JJ1), (JJ2). In particular there exists s2 > 0 such that
(Hst , J
s
t ) =


(Ht, Jt) (s ≤ −s2)
(H ′t, J
′
t) (s ≥ s2).
For any γ ∈ P(L) and x ∈ P(H ′), let N 1(γ, x) denote the set of (β, w) where
β ∈ R≤s2 , w ∈ L
1,3(R≥β × S
1, T ∗Rn)
such that
pr ◦ wβ ∈ W
u(γ : X), ∂sw − Js,t(∂tw −XHs,t(w)) = 0
lim
s→∞
ws = x.
Let us state the relevant C0-estimate:
Lemma 4.11. If sup
t∈S1
‖Jt − Jstd ‖C0 is sufficiently small, then for any γ and x as above
sup
(β,w)∈N 1(γ,x)
(s,t)∈R≥β×S
1
|w(s, t)| <∞.
For generic J which is sufficiently close to Jstd , N
1(γ, x) is a finite set for any γ ∈
P(LH) and x ∈ P(H
′) satisfying ind CZ (x) = indMorse(γ) + 1, and the linear map
K1 : CM [a,b)∗ (L)→ CF
[a,b)
∗+1 (H
′); γ 7→
∑
indCZ (x)=indMorse(γ)+1
#2N
1(γ, x) · x
satisfies ∂H′,J ′ ◦K
1 +K1 ◦ ∂L,X = Θ− ΦH ◦Ψ. For details see Section 4.3 in [13].
4.6. Proofs of C0-estimates. C0-estimates in this section, namely Lemmas 4.9, 4.10,
4.11, are slight generalizations of Lemmas 4.8, 4.9, 4.10 in [13]. These results in [13] are
stated for Hamiltonians of special type (i.e. elements of the sequence (Hm)m defined in
Section 4.1 in [13]), however their proofs in [13] use only assumptions (JJ1), (JJ2), (HH1),
(HH2), (HH3). Hence the proofs in [13] work without modification for Lemmas 4.9, 4.10,
4.11.
Remark 4.12. Strictly speaking, the condition (HH3) in [13] requires b(s) ≡ 0 in the
condition (HH3) in this paper. Namely, if H ∈ C∞(R × S1 × T ∗Rn) satisfies (HH3) in
this paper, then there exists b ∈ C∞(R) such that
(11) H0(s, t, q, p) := H(s, t, q, p)− b(s)
satisfies the condition (HH3) in [13]. However, this difference does not affect Floer equa-
tions, since (11) obviously implies XHs,t(q, p) = XH0s,t(q, p).
5. Proof of Theorem 3.3
The goal of this section is to prove Theorem 3.3 from Theorem 4.4.
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5.1. Preliminary results on convex functions. In this subsection we prove some
preliminary results on convex functions. Let m be any positive integer. Recall that
h ∈ C∞(Rm) is called strictly convex if (∂xi∂xjh(x))1≤i,j≤m is positive definite for every
x ∈ Rm.
Lemma 5.1. For any convex body K in Rm, there exists a sequence (hj)j which satisfies
the following conditions:
(i): (hj)j is a strictly increasing sequence of strictly convex C
∞ functions on Rm.
(ii): There exist sequences (aj)j and (bj)j which satisfy the following conditions:
• (aj)j is a strictly increasing sequence in R>0 \ πZ, and (bj)j is a sequence in
R.
• For each j, the function hj(x)− aj |x|
2 − bj is compactly supported.
(iii): lim
j→∞
hj(x) =


0 (x ∈ K)
∞ (x /∈ K).
Proof. We explain the construction of (hj)j in three steps.
Step 1: We construct a sequence (fj)j of convex (thus continuous) functions on R
m.
For any a, b, c ∈ R>0, let Fa,b,c denote the set of convex function f such that
• f(x) ≤ a|x|2 + b for any x ∈ Rn,
• f(x) ≤ −c for any x ∈ K.
Let us define a function fa,b,c so that
fa,b,c(x) := sup{f(x) | f ∈ Fa,b,c}.
Then fa,b,c is convex, in particular continuous. Moreover fa,b,c(x) = −c for any x ∈ K,
and the function fa,b,c(x)− a|x|
2 − b is compactly supported.
Let us take a strictly increasing sequence (a′j)j in R>0 \ πZ which goes to ∞, a strictly
decreasing sequence (cj)j in R>0 which converges to 0, and a sequence (bj)j in R>0 which
increases sufficiently fast. Then, setting fj := fa′
j
,bj ,cj , the sequence (fj)j is strictly in-
creasing and satisfies lim
j→∞
fj(x) =


0 (x ∈ K)
∞ (x /∈ K).
Step 2: We construct a sequence (gj)j of C
∞ convex functions. Let us take ρ ∈
C∞c (R
m,R≥0) which satisfies
ρ(x) = ρ(−x),
∫
Rm
ρ(x) dx1 · · · dxm = 1.
For any ε ∈ R>0, let ρε(x) := ε
−mρ(x/ε). For each j, let us take εj ∈ R>0 so that
gj(x) := (fj ∗ ρεj)(x) =
∫
Rm
fj(x− y)ρεj(y) dy1 . . . dym
satisfies fj(x) ≤ gj(x) < fj+1(x) for every x ∈ R
m. Then, the sequence (gj)j is strictly
increasing and satisfies lim
j→∞
gj(x) =


0 (x ∈ K)
∞ (x /∈ K).
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Step 3: Finally we construct a sequence (hj)j of C
∞ strictly convex functions. For each
j, let us choose aj > a
′
j such that aj /∈ πZ and (aj − a
′
j)|x|
2 < gj+1(x) − gj(x) for every
x ∈ Rm. Then, setting hj(x) := gj(x) + (aj − a
′
j)|x|
2, the sequence (hj)j satisfies the
required conditions in the lemma. 
Lemma 5.2. Suppose that a sequence (hj)j satisfies the conditions in Lemma 5.1. Then,
for any v ∈ Rm, there holds
lim
j→∞
(max
p∈Rm
(p · v − hj(p))) = max
p∈K
p · v.
Proof. Let H denote the set of functions h : Rm → R such that
• h is a convex C∞ function.
• There exists a quadratic function Q(x) of the form
Q(x1, . . . , xm) =
∑
1≤i,j≤m
aijxixj +
∑
1≤i≤m
bixi + c
where (aij)1≤i,j≤m is a non-negative symmetric matrix, such that h(x) − Q(x) is
compactly supported.
• h(x) < 0 for any x ∈ K.
Then lim
j→∞
(max
p∈Rm
(p · v − hj(p))) = inf
h∈H
(max
p∈Rm
(p · v − h(p))).
For any h ∈ H , there holds
max
p∈Rm
(p · v − h(p)) ≥ max
p∈K
(p · v − h(p)) ≥ max
p∈K
p · v.
Thus inf
h∈H
(max
p∈Rm
(p · v − h(p))) ≥ max
p∈K
p · v. To complete the proof, it is sufficient to prove
the opposite inequality inf
h∈H
(max
p∈Rm
(p · v − h(p))) ≤ max
p∈K
p · v. To prove this, it is sufficient
to show that for any δ > 0 there exists h ∈ H such that
max
p∈Rm
(p · v − h(p)) ≤ δ +max
p∈K
p · v.
When v = 0 it is easy to see. When v 6= 0, one can find such h of the form h(p) = ϕ(p · v)
where ϕ ∈ C∞(R) is convex and a compact perturbation of a certain quadratic function
on R. 
5.2. Proof of Theorem 3.3. Now we can complete the proof of Theorem 3.3. By
applying Lemma 5.1 for m = 2n and identifying R2n with T ∗Rn, there exists a sequence
(Hj)j on C
∞(S1 × T ∗Rn) which satisfies the following conditions:
• Hj satisfies (H0), (H1), (H2) for every j ≥ 1.
• Hj(t, q, p) < Hj+1(t, q, p) for every j ≥ 1 and (t, q, p) ∈ S1 × T ∗Rn.
• For any (t, q, p) ∈ S1 × T ∗Rn, there holds lim
j→∞
Hj(t, q, p) =


0 ((q, p) ∈ K)
∞ ((q, p) /∈ K).
For each j, let Lj := LHj ∈ C
∞(S1 × TRn) denote the Legendre dual of Hj. Then the
sequence (Lj)j is strictly decreasing by Lemma 4.3 (ii).
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Lemma 5.3. For any γ ∈ Λ, there holds lim
j→∞
SLj (γ) = lenK(γ).
Proof. If γ(S1) 6⊂ pr(K), then lenK(γ) = −∞ by the definition of lenK , and it is easy to
see that lim
j→∞
SLj (γ) = −∞. Thus we may assume that γ(S
1) ⊂ pr(K); in this case we
have to prove
(12) lim
j→∞
∫
S1
Lj(t, γ(t), γ˙(t)) dt =
∫
S1
Ç
max
p∈Kγ(t)
p · γ˙(t)
å
dt.
For each t ∈ S1 where γ˙(t) is defined, Lemma 5.2 shows that lim
j→∞
Lj(t, γ(t), γ˙(t)) =
max
p∈Kγ(t)
p · γ˙(t). Then (12) holds since (Lj)j is decreasing and L1(t, γ(t), γ˙(t)) is integrable
(since γ˙(t) is square-integrable). 
Lemma 5.3 implies
⋃
j≥1
S
−1
Lj
(R<c) = Λ
c
K for any c ∈ R. Finally, we obtain
SH [a,b)∗ (K) = lim−→
j→∞
HF [a,b)∗ (Hj)
∼= lim−→
j→∞
H∗(S
−1
Lj
(R<b), S
−1
Lj
(R<a))
∼= H∗
Ç ⋃
j≥1
S
−1
Lj
(R<b),
⋃
j≥1
S
−1
Lj
(R<a)
å
= H∗(Λ
b
K ,Λ
a
K).
The commutativity of (4) (resp. (5)) follows from the commutativity of (7) (resp. (8)).
This completes the proof of Theorem 3.3. 
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