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A quantum thermodynamic cycle with a chiral multiferroic working substance such as LiCu2O2
is presented. Shortcuts to adiabaticity are employed to achieve an efficient, finite time quantum
thermodynamic cycle which is found to depend on the spin ordering. The emergent electric po-
larization associated with the chiral spin order, i.e. the magnetoelectric coupling, renders possible
steering of the spin order by an external electric field and hence renders possible an electric-field
control of the cycle. Due to the intrinsic coupling between of the spin and the electric polarization,
the cycle performs an electro-magnetic work. We determine this work’s mean square fluctuations,
the irreversible work, and the output power of the cycle. We observe that the work mean square
fluctuations are increased with the duration of the adiabatic strokes while the irreversible work and
the output power of the cycle show a non-monotonic behavior. In particular the irreversible work
vanishes at the end of the quantum adiabatic strokes. This fact confirms that the cycle is reversible.
Our theoretical findings evidence the existence of a system inherent maximal output power. By
implementing a Lindblad master equation we quantify the role of thermal relaxations on the cycle
efficiency. We also discuss the role of entanglement encoded in the non-collinear spin order as a
resource to affect the quantum thermodynamic cycle.
PACS numbers:
I. INTRODUCTION
Analyzing the correspondence and the transition be-
tween the quantum and classical regimes is of a fun-
damental interest as well as useful for understand-
ing physical processes1. Connections between classical
(statistical) mechanics and quantum statistics are well
established1,2. Concerning the quantum transitions of
thermodynamic properties, the situation is intricate3.
For mesoscopic quantum systems not only the size but
also quantumness are important for fluctuation relations.
In particular, for heat engines operating with a quantum
working substance4–13, the concept of adiabaticity and
thermalization should be revisited:
Perturbing externally the Hamiltonian of the working
substance leads to inter-level transitions of purely quan-
tum origin. One can exclude thermally assisted inter-
level transitions by detaching from the heat bath. For
quantum adiabaticity this is however not enough. Due
to pure quantum inter-level transitions, the stroke of the
cycle which is adiabatic in the classical thermodynamic
sense may be non-adiabatic for a quantum working sub-
stance. Quantum adiabaticity implies not only a decou-
pling of the system from the thermal source but also re-
quires an elimination of inter-level transitions that are of
a pure quantum nature. Aside from this aspect, a de-
sirable feature of a (quantum) heat engine is not a high
efficiency and a slow cycle but rather a good efficiency at
maximal power. To this end, a quantum thermodynamic
cycle should be carried out within a finite time. To this
end, the concept of shortcuts to quantum adiabaticity is
useful14,15.
This technique quenches the effect of inter-level tran-
sitions that are of a pure quantum origin. Such transi-
tions naturally accompany fast driving processes. Never-
theless, shortcuts to quantum adiabaticity eliminate the
effect of those inter-level transitions allowing for a quan-
tum heat engine with a finite output power. A further
central point is the appropriate working substance. We
identified multiferroics (MF) and in particular magne-
toelectrics nanostructures as promising candidates16,17.
MFs possess intrinsically coupled order parameters such
as elastic, magnetic, and ferroelectric orders18–26 and can
be well integrated in electronic circuites (in particular in
oxide-based electronics). Hence, an engine based on a
MF substance performs magnetic, electric and possibly
(via piezoelectricity) mechanical works, at the same time.
A particularly interesting case is that of a quantum spiral
magnetoelectric substance16,17.
We note that the employed model applies to experi-
mentally feasible systems. Experiments on ferroelectric-
ity and magnetoelectric coupling in the spiral-magnetic
state of the 1D quantum magnet LiCu2O2 was reported
in27. Switching of the ferroelectric polarization in a 1D
spin chain via the external magnetic field has been stud-
ied experimentally in Ref. 28. Technically, our study is
straightforwardly applicable to other non-collinear spin
systems, as well.
Due to non-collinearity of spins, the system is entan-
gled. This entanglement can be exploited as a resource
to enhance the Otto-cycle efficiency. The general ques-
tion concerning a finite output power of the MF quan-
tum Otto engine is still open and will be addressed here.
Using shortcuts to quantum adiabaticity we construct
super-adiabatic quantum engine. The paper is organized
as follows: In section II we introduce the system and the
theoretical model, in section III we discuss the thermo-
dynamic characteristics of the cycle, and in section IV
we will study the coupling of the system to a bath and
2discuss quantum decoherence phenomena.
II. MODEL
A one dimensional system with a charge-driven multi-
ferroicity is modeled well with a chain of N sites (along
the x axis) of localized spins having frustrated next-
nearest neighbor interactions. We apply a time depen-
dent electric field ℘(t) which is linearly polarized along
the y axis, and an external magnetic field B (applied
along the z axis). The corresponding Hamiltonian reads
Hˆ0(t) = HˆS + HˆSF (t), (1)
HˆS = −J1
∑
i
~σi · ~σi+1 − J2
∑
i
~σi · ~σi+2 − γeh¯B
∑
i
σzi ,
HˆS is time independent, while HˆSF is time dependent
and contains the coupling of the external electric field
to the electric polarization of the chain. The exchange
coupling between nearest neighbor spins is chosen fer-
romagnetic J1 > 0, while the next-nearest neighbor in-
teraction is antiferromagnetic J2 < 0. The electric po-
larization ~Pi tagged to spin non-collinearity reads ~Pi =
gME~ei, i+1 × (~σi × ~σi+1), where ~ei, i+1 is the unit vector
connecting the sites i and i+1. The coupling strength of
this charge-driven magnetoelectric coupling we refer to
as gME (for a detailed discussion of this type of magne-
toelectric materials we refer to the reviews25 and further
references therein). The spatially homogeneous, time de-
pendent electric field ℘(t) couples to the chain electric
polarization ~P such that ~℘(t) · ~P = d(t)
∑
i
(~σi × ~σi+1)z,
with d(t) = ℘(t)gME . The quantity (~σi×~σi+1)z is known
as the z component of the vector chirality. With this no-
tation HˆSF (t) reads
HˆSF (t) = −~℘(t) · ~P = d(t)
∑
i
(σxi σ
y
i+1 − σyi σxi+1).(2)
For a first insight we considered in Eq. (1) four spins,
i.e. N = 4, which we solved analytically. Thus we can
write
HˆN=40 (t) =
16∑
n=1
|Φn( d(t) )〉En(t)〈Φn( d(t) )|. (3)
The instantaneous state vectors |Φn(d)〉 and energies En
are presented in the appendix. Previous studies affirmed
weakly pronounced finite-size effects with regard to the
efficiency of the cycle17 underlining the usefulness of this
four-spin working substance. In this context we also refer
to the remarkable advance in realizing and tailoring the
chiral magnetic interaction of just few surface deposited
atoms by means of spin-polarized scanning tunneling
microscopy (cf. Ref. (29) and references therein). The
spin excitation in this case is also captured by the
low-energy effective model (1) with appropriately chosen
parameters and fields.
As mentioned in the introduction, our aim here is to
identify adiabaticity shortcuts. For a general discussion
of shortcuts to adiabaticity and an overview of the in-
terrelation between the various approaches as well as
their historical developments we refer to the review ar-
ticle (30) and references therein. Here we will basically
follow Berry’s transitionless driving formulation15 which
is equivalent to the counterdiabatic approach of Demir-
plak and Rice14.
In the adiabatic approximation a general state |Ψn(t)〉
driven by Hˆ0(t) is cast as
|Ψn(t)〉 = exp
[
− i
h¯
∫ t
0
dt′E(t′)
−
∫ t
0
dt′〈Φn(t′)|∂t′Φn(t′)〉
]
|Φn(t)〉.(4)
With the aid of unitary time-evolution operator
Uˆ(t) =
∑
n
exp
[
− i
h¯
∫ t
0
dt′E(t′)
−
∫ t
0
dt′〈Φn(t′)|∂t′Φn(t′)〉
]
|Φn(t)〉〈Φn(0)|,(5)
we construct the auxiliary (counter-diabatic) Hamilto-
nian
HˆCD(t) = ih¯
(
∂tUˆ(t)
)
Uˆ †(t). (6)
The reverse state engineering relies on the requirement
that the states (4) solve for the Hamiltonian (6), meaning
that
ih¯∂t|Ψn(t)〉 = HˆCD(t)|Ψn(t)〉. (7)
In this way even for a fast driving transitions between
eigenstates |Φn(t)〉 are prevented. After a relatively
simple algebra the counter-diabatic (CD) Hamiltonian
HˆCD(t) takes the form
HˆCD(t) = Hˆ0(t) + Hˆ1(t), (8)
where
Hˆ1(t) = ih¯
∑
m 6=n
|Φm〉〈Φm|∂tHˆ0(t)|Φn〉〈Φn|
En − Em . (9)
We adopt the initial conditions for the driving protocol as
HˆCD(0) = Hˆ0(0), HˆCD(τ) = Hˆ0(τ). Thus, on the time
interval t ∈ [0, τ ] we achieve a fast adiabatic dynamics
by means of the counter-diabatic Hamiltonian HˆCD(t).
Taking into account (1)-(9) after laborious but straight-
forward calculations we obtain
Hˆ1(t) = ih¯A(t)
(|Φ6(t)〉〈Φ7(t)| − |Φ7(t)〉〈Φ6(t)|). (10)
3The explicit form of the time dependent parameter we
derived as A(t) = 4d˙(t)(λ+µ)ανd(t)(λ−µ) (please see the appendix
for the determining equations of α, λ, µ, ν). Note that the
time dependence in the model appears through the ex-
ternal electric field d(t) and its time derivative d˙(t). The
obtained explicit form of the functions (4) and counter-
diabatic Hamiltonian HˆCD(t) is rather involved and is
presented in the appendix.
III. THERMODYNAMIC CHARACTERISTICS
OF THE CYCLE
In recent years there have been a growing interest
in the non-equilibrium statistical physics, especially for
constrained and finite-size systems, as these are becom-
ing feasible and controllable experimentally6,7,31. An
important point in this context is that, while fluctua-
tions are ignorably small in macroscopic systems they
become important for small systems, particularly in a
non-equilibrium situation. The physics in this case can-
not be captured by conventional equilibrium statistical
mechanics and equilibrium thermodynamics. Pioneering
works in this direction were done for instant by G. N.
Bochkov and Yu. E. Kuzovlev32 (see the review paper33
and references therein) and are receiving a renewed inter-
est w with the rise of nanotechnology rendering possible
the realization and test of theoretical concept. Quantum
heat engines for example were proposed (and realized)
as portable nano “thermodynamic” circuits to produce
useful work on the nanoscale. Finite fluctuations being
inherent to quantum heat engines should therefore be
carefully addressed34.
The quantum Otto cycle consists of two quantum iso-
choric and two adiabatic strokes. The quantum isochoric
strokes correspond to heat exchange between the work-
ing substance and the cold and the hot heat baths. Dur-
ing the quantum isochoric strokes the level populations
are altered. The MF working substance produces work
during the adiabatic process. Changing the amplitude
of the applied external electric field modifies the energy
spectrum of the system. This is the mechanism behind
producing work. The quantum Otto cycle and the MF-
based engine are detailed in recent work17. Here we con-
centrate on the thermodynamic characteristics such as:
the output power of the cycle and the irreversible work.
We choose a particular type of the time dependence for
the external electric field
d(t) = ǫ
(
t3
3τ
− t
2
2
)
+ d0. (11)
The working parameter (i.e., the electric field) d(t) during
the adiabatic strokes varies from d0 −→ d1 (stroke 2→ 3)
and d1 −→ d0 (stroke 4→ 1). The scheme of the cycle is
sketched in Fig. 1. From Eq. (7)-(10) it is evident that in
this case the requirement for the shortcuts of adiabaticity
HˆCD(0) = Hˆ0(0), HˆCD(τ) = Hˆ0(τ),
is fulfilled. The chosen driving protocol Eq.(11) should
satisfy some restrictive constraints imposed by the adia-
batic shortcuts. On the other hand, the protocol should
be experimentally accessible and amenable to theoretical
interpretations. For a finite time thermodynamic pro-
cess, the output power of the quantum Otto cycle can be
written as4,5,9
ℜ = −
(〈W2〉ad + 〈W4〉ad)
τ1(TH) + τ2 + τ3(TL) + τ4
. (12)
Here τ1(TH), τ3(TL) are the relaxation times of the MF
working substance in contact with the hot and the cold
thermal baths (strokes 1→ 2 and 3→ 4), τ2 and τ4 cor-
respond to the duration of the adiabatic strokes, 〈W2〉ad
and 〈W4〉ad correspond to the work produced during the
quantum adiabatic strokes. The condition
〈W2〉ad + 〈W4〉ad +Qin +Qout = 0,
during the whole cycle should be satisfied. The corre-
sponding absorbed heat Qin and the released heat Qout
by the working substance are defined as follows4
Qin =
∑
n
En(0)
(
e−βHEn(0)∑
n e
−βHEn(0)
− e
−βLEn(τ)∑
n e
−βLEn(τ)
)
,
Qout =
∑
n
En(τ)
(
e−βLEn(τ)∑
n e
−βLEn(τ)
− e
−βHEn(0)∑
n e
−βHEn(0)
)
.
(13)
Irreversibility of classical thermodynamical processes are
quantified in terms of Clausius inequality
∆S = Sre + Sir, (14)
where Sre = βQ is the equilibrium entropy, Q is the
transferred heat, and β = 1/T is the inverse tempera-
ture. For irreversible processes Sir > 0. In quantum
thermodynamics the situation is more delicate. E.g., the
concept of work for mesoscopic systems has been revis-
ited recently8,9. The work performed on a finite quantum
system is not an observable but a randomly distributed
quantity34,35. Any sudden abrupt change, fast driving or
a quench drags the system into a non-equilibrium state.
Hence, recipes of the equilibrium thermodynamics need
to be questioned. A fast transformation leads to the “par-
asitic” irreversible work ∆Sir = β
〈
Wir
〉
which amounts
to the difference between the total work and the change
of the free energy
〈
Wir
〉
=
〈
W
〉 − ∆F . The expression
for the total quantum mean work has been deduced in35
and reads〈
W
〉
=
∑
n,m
(
En(t)− Em(0)
)
Pmn(t)P
(0)
m (β), (15)
where
Pmn(t) = |〈Φn(t)|Uˆ(t)|Φm(0)〉|2,
4is the transition probability between the eigenstates of
the Hamiltonian Hˆ0(t), and P
(0)
m (β) describes the level
populations in equilibrium at the temperature β. If the
cycle is reversible (by virtue of a realized counter-diabatic
driving) at the end of the stroke the transition probability
simplifies to Pmn(τ) = δmn. Therefore, the expressions
of the adiabatic work for the cycle strokes are
〈W2〉ad =
∑
n
[
En(τ)− En(0)
]
P (1)n (βH),
〈W4〉ad =
∑
n
[
En(0)− En(τ)
]
P (3)n (βL). (16)
P
(1)
n (βH) =
e−βHEn(0)∑
n
e−βHEn(0)
, P
(3)
n (βL) =
e−βLEn(τ)∑
n
e−βLEn(τ)
are
the level populations in equilibrium at the tempera-
tures βH = 1/TH, βL = 1/TL respectively. Thus,
the criteria for the quantum adiabaticity, i.e. the suc-
cess of the counter-diabatic driving, is the vanishing of
the irreversible work at the end of the adiabatic stroke
β
〈
Wir
〉
= 0. Therefore, along with the total mean work
and the mean square fluctuations of the total work we
will study the irreversible work as well. The explicit form
of (16) after taking into account (5)-(16) is presented in
the appendix (A6),(A7). For the partition functions we
introduced the following notations
Z =
∑
n
e−βHEn(0), and Z ′ =
∑
n
e−βLEn(τ). (17)
To quantify the mean square fluctuations
∆Wad =
[〈W 2〉ad − 〈W 〉2ad] 12 , (18)
for the workW =W2+W4 we utilize the following ansatz
〈W 2〉ad = 〈W 22 〉ad + 〈W 24 〉ad + 2〈W2〉ad〈W4〉ad,
〈W 〉2ad = 〈W2〉2ad + 〈W4〉2ad + 2〈W2〉ad〈W4〉ad. (19)
The mean values of the work are defined as
〈W 22,(4)〉ad =
∑
n
[
En(τ) − En(0)
]2
P (1),(3)n (βH , βL),
〈W2,(4)〉2ad =
(∑
n
[
En(0)− En(τ)
]
P (1),(3)n (βH , βL)
)2
.
(20)
With these relations, the means of the square components
〈W 22,(4)〉ad are presented in the appendix (A8), (A9). For
the square of the mean values 〈W 22,(4)〉ad we employ the
square of Eq. (A6), (A7) in the appendix.
As mentioned, for finite systems the concept of work
need to be revisited. The fluctuations come into play
and as a result the non-equilibrium work is different from
the equilibrium work8,9. For a further discussion we will
introduce the quantum Kullback-Leibler divergence
S
(
̺A ‖ ̺B
)
= Tr
(
̺A ln ̺A − ̺A ln ̺B
)
,
and rewrite the expression for the irreversible work in the
following form35〈
Wir
〉
=
〈
W
〉−∆F = 1
β
S
(
ρt‖ρeqt
)
. (21)
Here we introduced the following notations
S
(
ρt‖ρeqt
)
= −
∑
n,k
P 0nP
t
kn lnP
t
k +
∑
n
P 0n lnP
0
n ,
∆F = − 1
β
ln
( ∑
n exp
[− βEn(t)]∑
m exp
[− βEm(0)]
)
. (22)
where
P 0n = exp[−βEn]/
∑
n
exp[−βEn],
and
P tk = exp[−βECDk ]/
∑
k
exp[−βECDk ],
correspond to the level populations and P tkn =
|〈Ψn(t)|Uˆ(t)|Φk(0)〉|2 to the transition amplitudes. For
an insight into the analytical results we present plots of
the thermodynamic quantities. We adopt dimensionless
parameters
J1 = 1, J2 = −1, B = 0.1, d0 = 2.5, ǫ = 1.
In real units these parameters correspond to the one
phase MF material27 LiCu2O2, J1 = −J2 = 44[K].
The external driving fields strengths are B = 3[T],
℘ = 5×103[kV/cm]. We assume that the duration of the
adiabatic strokes of the cycle are equal to τ2 = τ4 = τ .
The time unit in our calculations corresponds to the
h¯/J1 ≈ 0.1[ps]. CD driving allows reducing the driving
time. Implementing a short driving protocol is supposed
to maximize the output power of the cycle. In order
to calculate the thermal relaxation times τ1(TH), τ3(TL)
in the next section we solve self-consistently the Lind-
blad master equation. Our calculations (see bellow) show
that the relaxation times are shorter than the duration of
the implemented adiabatic strokes τ1(TH), τ3(TL) ≪ τ .
Therefore, in the first approximation we neglect the re-
laxation times when calculating the output power.
As evident from Fig. 2 the work mean square fluc-
tuations increase with the stroke duration τ . We also
infer that the fluctuations increase with temperature.
The modulation depth of the driving parameter d(t, τ) =
ǫ
(
t3/3τ − t2/2)+ d0, d˙(0, τ) = d˙(τ, τ) enhance the work
mean square fluctuations for longer duration of the adia-
batic strokes τ . The cycle duration enhances as well how-
ever this has an adverse effect on the output power (See
Fig. 3). These two factors compete resulting in the op-
timal time length of the adiabatic strokes τop = 0.23[ps].
For the irreversible work (Fig. 4) we again have a non-
monotonic behavior. For larger times the system tends
to equilibrium.
We observed (cf. Fig. 3) that a strong magnetic field
is counterproductive for the output power.
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FIG. 1: The cycle under study with a chiral multiferroic work-
ing substance. It has four strokes.The isochoric processes are
from 1→ 2 and from 3→ 4. The processes 2→ 3 and 4→ 1
are quantum adiabatic. We vary the amplitude of the electric
field from ∆En = En(d0)−En(d1) and the working substance
performs during 2→ 3 a positive magnetoelectric work.
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FIG. 2: Standard deviation of the work ∆Wad in scaled units
for two different heat and cold bath temperatures. The other
parameters are: ε = 1, J1 = 1, J2 = −1, B = 0.1, d0 = 2.5.
Unscaled unit of ∆Wad amounts to 6× 10
−22[J ].
IV. EFFICIENCY OF THE ENGINE AND
FINITE-SIZE EFFECTS
Naturally the work produced by the engine and the
output power increase with the size of the working sub-
stance. In contrast, the situation regarding the efficiency
might be counterintuitive. In this section we present re-
sults about the dependence of the cycle efficiency on the
length of the MF chain.
For the efficiency of the engine we use standard expres-
sion:
η =
δW
δQin
. (23)
Here δW corresponds to the work produced by engine
and δQin quantifies heat transferred from the hot bath
to the working substance.
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FIG. 3: Output power for different values of the magnetic filed
B, heat and cold bath temperatures. The other parameters in
scaled units are J1 = 1, J2 = −1, d0 = 2.5, ε = 1. In unscaled
units the parameters correspond to ℘0 = 5× 10
3[kV/cm] and
time unit is 0.1[ps]. Unit of the power is 6× 10−9[W ].
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FIG. 4:
〈
Wir
〉
for the values of parameters J1 = 1, J2 =
−1, B = 0.1, d0 = 2.5. Unscaled unit of
〈
Wir
〉
is 6× 10−22 [J ].
This figure quantifies the irreversible work accumulated dur-
ing the performance of the adiabatic stroke. Because of the
implemented adiabatic shortcut, at the end of the stroke the
irreversible work vanishes.
At first we examine finite system gradually increasing
number of the spins. In case of a finite system expressions
for produced work < W2 >ad and transferred heat Qin
are defined in Eq. (13), (16). Our numerical results
show that (see Fig. 5) with increasing the chain length
the efficiency of the cycle undergoes a rapid transition to
a saturated value and stays constant. Therefore, on the
mesoscopic scale we do not expect prominent changes in
the cycle efficiency.
In the thermodynamic limit, when the length of the
chain tends to infinity, the energy spectrum of the sys-
tem becomes continuous. We assume that the chirality
term d
∑
n
(σˆn × σˆn+1)z is much weaker as compared to
610
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FIG. 5: Dependence of the cycle efficiency on the length of
the working substance. For different values of the electric
and magnetic fields. As evident, increasing the chain length
the efficiency of the cycle undergoes a rapid transition to the
saturated value and remains constant. The following set of
parameters were used J1 = −1, J2 = 1, d0 = 2.5. The solid
lines correspond to d1 = 1.5. The dashed lines correspond to
d1 = 2.0 and B as in the figure.
the exchange interaction d≪ J1, J2. This assumption is
valid if the electric field is not too strong. Then spectral
properties of the quasi-particle excitations in the system
are quantified via the following dispersion relation37:
ωq (d) =
√
A2 (q)−B2 (q) + 4d sin (q) . (24)
Here cosQ = −J1/4J2 and we introduced the following
notations A (q) = J1 (−2 cosQ+ (1 + cosQ) cos q) +
J2 (−2 cos 2Q+ (1 + cos 2Q) cos 2q) and B (q) =
J1 (cosQ− 1) cos q + J2 (cosQ− 1) cos 2q. The last
term in Eq.(24) corresponds to the contribution of the
magnetoelectric coupling.
The free energy of the MF working medium in the
thermodynamic limit reads
F (d) = T
∑
q
ln
(
1− exp
(
− h¯ωq
TkB
))
. (25)
The work produced by engine is equal to the change of
free energy.
δW = ∆F = F (d1)− F (d) . (26)
After a little algebra for the total internal energy of the
working substance U = −T 2 ∂∂T
(
F
T
)
we deduce
U =
pi∫
0
h¯ωq exp (−h¯ωq/TkB)
1− exp (−h¯ωq/TkB) dq. (27)
The heat transferred to the engine in the thermodynamic
limit is defined via:
δQin = δU =
pi∫
0
h¯ωq exp (−h¯ωq/THkB)
1− exp (−h¯ωq/THkB)
− h¯ωq exp (−h¯ωq/TLkB)
1− exp (−h¯ωq/TLkB)dq. (28)
After substituting Eq. (26) and E.(28) in the Eq. (23)
we plot efficiency of the engine in the thermodynamic
limit.
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FIG. 6: Efficiency of the engine in the thermodynamic limit.
Set of parameters J1 = −1, J2 = 1, B = 0.1. The black solid
line is the border which separates two domains of parameters
(d0, d1) for which engine works as a heat engine or refrigerator.
As we see from the Fig. 6 the efficiency of the engine
can be negative as well. This means that for this partic-
ular choice of the parameters the engine is working as a
refrigerator. One can switch from the heat engine to the
refrigerator regime by replacing the parameters d0 → d1.
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FIG. 7: ∆Wad/〈W2〉ad as a function of the system size N .
The other parameters are J1 = 1, J2 = −1, B = 0.1.
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FIG. 8: Output power as a function of the system size N for
J1 = 1, J2 = −1, B = 0.1, d0 = 2.5, TH = 40, TL = 10.
Not only efficiency but other thermodynamic charac-
teristics of the system may show nontrivial interesting
finite size effects. The first quantity of our interest is the
ratio between mean square fluctuations of the produced
work ∆Wad =
[〈W 22 〉ad − 〈W2〉2ad] 12 and produced work
itself ∆Wad/〈W2〉ad. As we see from the Fig. 7 this ratio
gradually decreases with a system’s size. Also we see that
fluctuations become smaller at lower temperature. Out-
put power of the engine as expected is increasing with the
size of the working substance see Fig. 8. This result is
clear because produced work increases with the number
of spins contributing in the work.
V. ENTANGLEMENT AND EFFICIENCY OF
THE CYCLE
For strong B-field the system is driven from the (en-
tangled) chiral to the (product) collinear state. Hence,
it is of relevance to inspect the connection between the
entanglement and the produced work. Since we are inter-
ested in the thermal entanglement we will consider states
thermalized with hot and cold baths. Quantum entangle-
ment can be local and nonlocal, shared by two particles
only, or by the whole system. The pair entanglement is
quantified in terms of the two tangle τ2. The one tangle
τ1 measures the many-body entanglement. These quan-
tities are defined as36
τ2 =
4∑
m
C2nm,
Cnm = max(0,
√
R
(1)
nm −
√
R
(2)
nm −
√
R
(3)
nm −
√
R
(4)
nm),
τ1 = 4detρ1. (29)
Cnm is the pair concurrence between the spins on the
sites n and m and Rnm are the eigenvalues of the matrix
Rnm = ρ
R
nm(σ
y
1
⊗
σy2 )(ρ
R
nm)
∗(σy1
⊗
σy2 ). ρ
R
nm and ρ1 are
respectively the two spins and the single spin reduced
density matrices, which are obtained from the density
matrix of the total system ρˆ. As the output power, the
pair entanglement is also larger for weaker magnetic fields
Fig. 9 which underlines the interrelation between the pair
entanglement and the output power. The many-body
entanglement shows a more robust behavior Fig. 10 with
increasing the magnetic field.
We observed that pair entanglement and local corre-
lations (two tangle τ2) are stronger in small system and
drastically decays with the system’s size Fig. 11. We also
clearly see connection between local entanglement of the
working substance and efficiency of the cycle. In particu-
lar cycle efficiency increases with the local entanglement
τ2 see Fig. 12
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FIG. 9: Two-tangle entanglement as a function of electric and
magnetic fields d and B.
Since local entanglement does not survive for a larger
systems, in order to see connection between entanglement
and cycle efficiency when increasing the system’s size we
utilize von Neumann entropy (measure of the nonlocal
entanglement). In particular we explore difference of the
von Neumann entropy for states thermalized with the
hot and cold baths respectively ∆SN/2 = SN/2(TH) −
SN/2(TL). For a system of N spins the von Neumann
entropy is defined as follows:
SN/2 = −Tr1,...,N/2[ρ1,...,N/2 log2(ρ1,...,N/2)], (30)
where, reduced density matrix for the half of the system
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FIG. 11: Two-tangle as a function of the electric field d for
three different size N of the system. The parameters are
J1 = 1, J2 = −1, B = 0.1, d0 = 2.5, T = 5.
reads ρ1,...,N/2 = TrN/2+1,...N(|Φ(t)〉〈Φ(t)|). As we see
Fig. 13 as large is change in the von Neumann entropy
larger is the efficiency. Thus we conclude that for small
system N = 4 engine with entangled working substance
has slightly higher efficiency. For a larger systems mat-
ters difference in von Neumann entropy ∆SN/2 between
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FIG. 12: The efficiency of the cycle as a function of the
two-tangle. Magnetic field is varied between 0.1 < B < 2.
The other parameters are J1 = 1, J2 = −1, B = 0.1, d0 =
2.5, TH = 10, TL = 5.
the states thermalized with the hot and cold baths re-
spectively.
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FIG. 13: The efficiency of the quantum Otto cycle as a func-
tion of the von Neumann entropy ∆SN/2 for three different
size of the system. The parameters are J1 = 1, J2 = −1, B =
0.1, d0 = 2.5, d1 = 1.5, TL = 10 and TH = 20 to 40.
VI. THERMAL RELAXATION AND
TRANSFERRED HEAT
For a derivation of the Lindblad master equation we
followed the standard procedure described in38. We sup-
plement the CD Hamiltonian HˆCD(t) by the Hamilto-
9nian of the heat bath Hˆbath and system-bath interac-
tion Hˆint. In addition we assume that the phononic heat
bath is coupled to the z component of the vector chirality
Kzn = (σ
x
nσ
y
n+1 − σynσxn+1). The argument behind doing
this is that the vector chirality is a characteristic measure
for the non-collinearity in the spin order and is directly
influenced by lattice distortion and the phononic modes
Hˆ = HˆCD(t) + Hˆint + Hˆbath,
Hˆbath =
∫
dkωkbˆ
†
k bˆk,
Hˆint =
4∑
n=1
Kzn
∫
dkgk(bˆ
†
k + bˆk). (31)
Here bˆ†k, bˆk are the phonon creation and annihilation
operators, and gk is the coupling constant between the
system and the bath. After a straightforward derivations
we obtain
dρS(t)
dt
=
∑
ω,ω′
∑
α,γ
ei(ω−ω
′)tΓ(ω)
(
Kzβ(ω)ρS(t)K
z†
α (ω
′)
−Kz†α (ω′)
(
Kzβ(ω)ρS(t)
)
+ h.c.,
Γ(ω) =
∫ ∞
0
dseiωs〈B†(t)B(t − s)〉. (32)
Here B(t) =
∫
dkgk(bˆ
†
ke
iωkt + bˆke
−iωkt), Kzα(ω) =∑
ω=Em−En
π(En)K
z
απ(En) and π(En) = |Ψn〉〈Ψn| is the
projection operator on the eigenstates |Ψn〉 of the CD
Hamiltonian. For the bath correlation functions Γ(ω) we
deduce
γ(ω) = Γ(ω) + Γ∗(ω),
γ(ω) = πJ
(
ω
){ 1
exp[βω]−1 , ω < 0
1
exp[βω]−1 + 1, ω > 0
. (33)
Here J
(
ω
)
= piω
∑
j
g2j δ(ω − ωj) = πγ is the spectral
density of the thermal bath38. When the system re-
laxes the change of its energy is equal to the transferred
heat. The heat absorbed by the system from the hot bath
δQH = (∆E)H > 0 and heat released to the cold bath
δQC = (∆E)C < 0 can be quantified in terms of the level
populations ρnn and energy levels En(d) as follows
(∆E)H =
∑
n
ρnn(d0, τH)En(d0)−
∑
n
ρnn(0)En(d0),
(∆E)C =
∑
n
ρnn(d1, τC + τH)En(d1)−
∑
n
ρnn(d0, τH)En(d1). (34)
Here ρnn(0) are the initial randomly selected level pop-
ulations before contacting the system with the hot bath,
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FIG. 14: Complete quantum Otto cycle (a) using level popu-
lation corresponding to Gibbs distribution and (b) level pop-
ulation obtained from Lindblad master equation (32). The
parameters are chosen as γ = 0.1, TH = 40, TL = 10, d0 = 2.5
and d1 as in the figures.
ρnn(d0, τH) are the level populations formed in the sys-
tem after relaxing to the hot bath, ρnn(d1, τC + τH)
corresponds to the level populations formed in the sys-
tem after relaxing with the cold bath, τH and τC are
corresponding relaxation times. In order to recover
the effect of the initial randomly selected level popula-
tions ρnn(0) we run the cycle self-consistently perform-
ing several loops. Thus, we extract the values of the
transferred δQH and released δQc heats and estimate
the efficiency of the cycle η = δQH+δQcδQH . In order to
prove that the cycle is reversible and the spin config-
uration of the working substance is restored after each
loop, we study the polarization of the working substance
P = gME
4∑
n=1
(σxnσ
y
n+1−σynσxn+1) to see whether it circum-
scribes closed hysteresis loop. We considered two possible
scenarios of thermalization: The level populations corre-
spond to the Gibbs ensemble or the level populations
obtained through the Lindblad master equation. In both
cases the cycle is reversible and we observe a closed hys-
teresis loop for the polarization. The thermalization time
calculated via the Lindblad equation is of the order of
τth = 0.02[ps] smaller than the duration of the adiabatic
strokes τ = 0.46[ps]. As we see in the Fig. 14(b) the
working substance is restored and the cycle is reversible.
The efficiency of the cycle is of the order of η ≈ 47%.
In case of the Gibbs statistical ensemble shown in
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FIG. 15: Complete quantum Otto cycle for different number
of spins using level population corresponding to Gibbs distri-
bution. The parameters are chosen as γ = 0.1, TH = 40, TL =
10, d0 = 2.5 and d1 = 2.0.
Fig. 14(a) we observe again that the working substance is
restored and the cycle is reversible (the polarization fol-
lows a closed hysteresis loop). However, the efficiency is
slightly different from the Lindblad case. The difference
is an artefact of the thermalization for finite quantum
systems. Footprints of the smallness and the quantum-
ness of the working medium and even exotic properties
(such as efficiency beyond the Carnot limit) were ob-
served since the first proposals concerning the quantum
heat engines31. We note that in our case the efficiency
of the cycle depends strongly on the amplitude of the
applied electric field. The quantum Otto cycle for dif-
ferent number of spins is shown in Fig. 15. As we see
with increasing the length of the spin chain the total po-
larization of the system becomes larger. The amplitude
of variation of the polarization during the cycle enhances
and the system produces more work. However, the effi-
ciency of the cycle is the same (see Fig. 5).
VII. CONCLUSION
Our aim has been to construct a finite time quantum
thermodynamic cycle with a reasonable output power.
Hence, we tried to minimize the execution time of the
adiabatic strokes of the cycle. For this purpose we im-
plement shortcuts to adiabaticity and realized transition-
less fast quantum adiabatic dynamics. A merit of the
present quantum heat engine is that the working sub-
stance experimentally feasible (e.g., single phase mul-
tiferroic LiCu2O2 spin chain) and tunable by external
electromagnetic fields. Indeed, due to the non-collinear
chiral spin order the cycle can be controlled by an ap-
plied external electric field. For clarity we studied an
exactly solvable model and obtained analytical expres-
sions for the counter-diabatic Hamiltonian. Using the
analytical results the mean square fluctuation for the
work, the irreversible work and output power of the cycle
are evaluated. We observed that the work mean square
fluctuations is increasing with the duration of the adi-
abatic strokes τ (see Fig. 2). However, the irreversible
work shows non-monotonic behavior (see Fig. 4) and has
a maximum for τ = 0.26(ps). At the end of adiabatic
stroke the irreversible work becomes zero confirming thus
that the cycle is reversible. The output power of the cy-
cle also shows a non-monotonic behavior (see Fig. 3) with
a maximum at τ = 0.23(ps). This theoretical finding il-
lustrates the existence of an inherent maximal output
power. Further decreasing the execution time of the cy-
cle we cannot go beyond this inherent maximal output
power. By implementing a Lindblad master equation we
studied the thermal relaxation of the system. We evalu-
ated the transferred to the working substance heat δQH
and heat released by system to the cold bath δQc. We
find a cylce efficiency of η = 1+ δQc/δQH ≈ 47%. If sys-
tem thermalizes to the Gibbs ensemble efficiency is lower
η ≈ 23%.
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VIII. APPENDIX
Eigen values En and Eigen functions |Φn〉 of the Hamil-
tonian (1), (2) in case of the four spins
|Φ1〉 = |0000〉,
|Φ2〉 = −i
2
|1000〉+ −1
2
|0100〉+ i
2
|0010〉+ 1
2
|0001〉,
|Φ3〉 = i
2
|1000〉+ −1
2
|0100〉+ −i
2
|0010〉+ 1
2
|0001〉,
|Φ4〉 = 1
2
|1000〉+ −1
2
|0100〉+ 1
2
|0010〉+ −1
2
|0001〉,
|Φ5〉 = 1
2
|1000〉+ 1
2
|0100〉+ 1
2
|0010〉+ 1
2
|0001〉,
|Φ6〉 = α
(|1100〉 − iµ|1010〉 − |1001〉 − |0110〉
+ iµ|0101〉+ |0011〉),
|Φ7〉 = ν
(|1100〉 − iλ|1010〉 − |1001〉 − |0110〉
+ iλ|0101〉+ |0011〉),
|Φ8〉 = 1√
6
(|1100〉+ |1010〉+ |1001〉+ |0110〉
+ |0101〉+ |0011〉),
|Φ9〉 = 1√
12
(|1100〉 − 2|1010〉+ |1001〉+ |0110〉
− 2|0101〉+ |0011〉),
|Φ10〉 = −1√
2
|1100〉+ 1√
2
|0011〉, (A1)
|Φ11〉 = −1√
2
|1001〉+ 1√
2
|0110〉,
|Φ12〉 = i
2
|1110〉+ −1
2
|1101〉+ −i
2
|1011〉+ 1
2
|0111〉,
|Φ13〉 = −i
2
|1110〉+ −1
2
|1101〉+ i
2
|1011〉+ 1
2
|0111〉,
|Φ14〉 = 1
2
|1110〉+ 1
2
|1101〉+ 1
2
|1011〉+ 1
2
|0111〉,
|Φ15〉 = 1
2
|1110〉+ −1
2
|1101〉+ 1
2
|1011〉+ −1
2
|0111〉,
|Φ16〉 = |1111〉,
E1 = −4J1 − 4J2 − 4B,E2 = 4J2 − 2B − 4d,
E3 = 4J2 − 2B + 4d,E4 = 4J1 − 4J2 − 2B,
E5 = −4J1 − 4J2 − 2B,
E6 = 2J1 + 4J2 + 2
√
J21 + 16J
2
2 − 8J1J2 + 8d2,
E7 = 2J1 + 4J2 − 2
√
J21 + 16J
2
2 − 8J1J2 + 8d2,
E8 = −4J1 − 4J2, E9 = 8J1 − 4J2,
E10 = E11 = 4J2,
E12 = 4J2 + 2B + 4d,E13 = 4J2 + 2B − 4d,
E14 = −4J1 − 4J2 + 2B,E15 = 4J1 − 4J2 + 2B,
E16 = −4J1 − 4J2 + 4B.
Here following notations are used
α =
1√
4 + 2µ2
,
µ =
4J2 − J1 −
√
J21 + 16J
2
2 − 8J1J2 + 8d2
2d
, (A2)
ν =
1√
4 + 2λ2
,
λ =
4J2 − J1 +
√
J21 + 16J
2
2 − 8J1J2 + 8d2
2d
.
Eigen functions of the counter-diabatic Hamiltonian
HˆCD(t)
|Ψ1〉 = |Φ1〉, |Ψ2〉 = |Φ2〉, |Ψ3〉 = |Φ3〉
|Ψ4〉 = |Φ4〉, |Ψ5〉 = |Φ5〉,
|Ψ6〉 = C1
(
i
E6 − E7 +
√
4A2 + (E6 − E7)2
2A
|Φ6〉
+ |Φ7〉
)
,
|Ψ7〉 = C2
(
i
E6 − E7 −
√
4A2 + (E6 − E7)2
2A
|Φ6〉
+ |Φ7〉
)
,
|Ψ8〉 = |Φ8〉, |Ψ9〉 = |Φ9〉, (A3)
|Ψ10〉 = |Φ10〉, |Ψ11〉 = |Φ11〉,
|Ψ12〉 = |Φ12〉, |Ψ13〉 = |Φ13〉,
|Ψ14〉 = |Φ14〉, |Ψ15〉 = |Φ15〉
|Ψ16〉 = |Φ16〉.
Here
C1 =
{
1 +
(E6 − E7 +√4A2 + (E6 − E7)2
2A
)2}−1/2
,
(A4)
C2 =
{
1 +
(E6 − E7 −√4A2 + (E6 − E7)2
2A
)2}−1/2
.
Eigenvalues of the counter-diabatic Hamiltonian HˆCD(t)
{
E1, E2, E3, E4, E5,
E6 + E7 +
√
4A2 + (E6 − E7)2
2
,
E6 + E7 −
√
4A2 + (E6 − E7)2
2
, E8, E9, E10, (A5)
E11, E12, E13, E14, E15, E16
}
.
13
The works produced during the quantum adiabatic
strokes
〈W2〉ad = 1
Z
[
2ǫτ2
3
(
e−βHE2(0) − e−βHE3(0) −
e−βHE12(0) + e−βHE13(0)
)
−
2
(√
J1
2 + 16J2
2 − 8J1J2 + 8(d0 + ǫτ
2
6
)
2
−
√
J1
2 + 16J2
2 − 8J1J2 + 8d02
)
×(
e−βHE6(0) − e−βHE7(0)
)]
, (A6)
〈W4〉ad = 1
Z ′
[
2ǫτ2
3
(
− e−βLE2(τ) + e−βLE3(τ) +
e−βLE12(τ) − e−βLE13(τ)
)
−
2
(√
J1
2 + 16J2
2 − 8J1J2 + 8(d0 + ǫτ
2
6
)
2
−
√
J1
2 + 16J2
2 − 8J1J2 + 8d02
)
×(
− e−βLE6(τ) + e−βLE7(τ)
)]
. (A7)
〈W 22 〉ad =
1
Z
[
4ǫ2τ4
9
(
e−βHE2(0) + e−βHE3(0) +
e−βHE12(0) + e−βHE13(0)
)
+
4
(√
J1
2 + 16J2
2 − 8J1J2 + 8(d0 + ǫτ
2
6
)
2
−
√
J1
2 + 16J2
2 − 8J1J2 + 8d02
)2
×(
e−βHE6(0) + e−βHE7(0)
)]
, (A8)
〈W 24 〉ad =
1
Z ′
[
4ǫ2τ4
9
(
e−βLE2(τ) + e−βLE3(τ) +
e−βLE12(τ) + e−βLE13(τ)
)
+
4
(√
J1
2 + 16J2
2 − 8J1J2 + 8(d0 + ǫτ
2
6
)
2
+
√
J1
2 + 16J2
2 − 8J1J2 + 8d02
)2
×(
e−βLE6(τ) + e−βLE7(τ)
)]
. (A9)
The density matrix (32) in matrix form after neglecting
fast oscillating terms with ω = ω′
dρqp(t)
dt
= − i
h¯
(Eq − Ep)ρqp +
∑
i,j
N∑
ωk=1
γ(ωk)
[
2
∑
ωk=En−Eq,
ωk=Em−Ep
(Kzj )qnρnm(t)(K
z
i )mp
−
∑
ωk=Eq−En,
ωk=Em−En
(Kzi )qn(K
z
j )nmρmp(t)−
∑
ωk=En−Em,
ωk=Ep−Em
ρqn(t)(K
z
i )nm(K
z
j )mp
]
. (A10)
