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Abstract
We review and discuss the application of Hadamard expansions to the hyperasymptotic evaluation of Laplace
integrals∫
C
exp(t)f(t) dt (x →∞);
where, for simplicity, in this paper x is restricted to be a positive real variable. The integration path C can
be taken over both 8nite and semi-in8nite intervals in the complex plane. In general, these expansions take
the form of compound expansions, each associated with a di9erent exponential level, and involve absolutely
convergent series containing the incomplete gamma function as a smoothing factor. The early terms in each
convergent expansion possess a rapid asymptotic-like decay (when the variable x is large) with late terms
that can be transformed into a rapid decay comparable with that of the early terms.
The Hadamard expansion of the above integral when the phase function p(t) is linear is shown to depend
signi8cantly on the singularity structure of the amplitude function f(t). The application of the theory to
Laplace-type integrals with quadratic, cubic and nonpolynomial phase functions is considered; in addition to
the amplitude function, the location of the saddle points satisfying p′(t) = 0 also plays a role in the detailed
structure of the di9erent exponential levels in the resulting Hadamard expansion. Numerical examples are
given to illustrate the accuracy that can be achieved with this new procedure.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In a short note in the early years of the last century, Hadamard [8] gave a novel, absolutely
convergent expansion for the modi8ed Bessel function I0(x). The terms in this expansion (which we
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present for general order ) involved the well-known (large-x) asymptotic coeEcients for the Bessel
function ‘smoothed’ by the normalised incomplete gamma function P(a; x) in the form [19, p. 204]
I(x) =
ex√
2x
∞∑
k=0
(1=2 + )k(1=2− )k
k!(2x)k
P(k + + 12 ; 2x) (1.1)
when Re()¿− 12 , where
P(a; x) ≡ (a; x)
(a)
=
1
(a)
∫ x
0
e−t ta−1 dt; Re(a)¿ 0:
Owing to the cut-o9 nature of P(a; x) (see below), the early terms in this expansion when x is
large and positive are associated with P  1 and so behave like the familiar PoincarJe asymptotic
series for I(x). Once k  [2x] (corresponding to a neighbourhood of the optimal truncation point
of the associated asymptotic series), P starts to decrease to zero for increasing summation index k,
with the consequence that the terms in the expansion then go over into a very slow algebraic decay
(controlled by k−−3=2). Although this slow decay rate is suEcient to secure the absolute convergence
of (1.1) when Re()¿− 12 , it is too slow in its present form for computational purposes.
In [14,15] (hereinafter referred to as I and II), it was shown how the slow convergence in the tail
of the Hadamard expansion for the above Bessel function could be transformed in a simple manner
to produce an absolutely convergent expansion with late terms that are, roughly speaking, as rapidly
convergent as the initial asymptotic-like phase. In this way, the Hadamard expansion for this class
of function becomes an interesting and useful computational tool in hyperasymptotic evaluation
[3,4,9,12], particularly if, in view of present-day computing power, we regard the evaluation of
P(a; x) as no more onerous than an exponential or logarithm. This pseudo-asymptotic procedure was
extended to the other Bessel functions and, more generally, to the conLuent hypergeometric functions,
for both positive values (in I) and complex values (in II) of the variable. The representation of this
latter class of functions is more complicated than that in (1.1) and, in general, involves an in8nite
number of Hadamard expansions associated with a decreasing sequence of exponential levels.
The type of Hadamard expansions that are found to arise in applications have the form
∞∑
k=0
ak
(x)k+
P(k + ; x); (1.2)
where  and ¿ 0 are constants. The coeEcients ak are given by the quotient of factorials ak =
(k=k!)Mmr=1(r+k)(m=0; 1; 2), where  and r are constants and, as usual when m=0, the product
is interpreted as unity. For large positive values of x and 8nite real , the incomplete gamma function
in (1.2) acts as a ‘smoothing’ factor on the coeEcients ak , since the leading asymptotic behaviour
of P(a; x) in the limits x →∞ (with a 8nite) and a→∞ (with x 8nite) is given by (I, Section 1)
P(a; x) ∼


1− x
a−1e−x
(a)
(x →∞);
xae−x
(1 + a)
(a→∞):
(1.3)
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Fig. 1. The behaviour of the absolute value of the terms (on a log10 scale) as a function of ordinal number k in (a) the
Hadamard expansion (1.1) and (b) an appropriately modi8ed Hadamard expansion for the Bessel function (2x)1=2e−xI(x),
when x = 10 and = 14 , compared with that of the familiar asymptotic series.
The late terms (k1) in expansion (1.2) consequently possess the behaviour
e−xak
(k +  + 1)
: (1.4)
As a result, the expansions with m = 0; 1 contain coeEcients that ultimately decay factorially and
so converge for all x 	= 0 without further restriction on the parameters. In such cases, the decay of
the terms is consequently rapid and computation can proceed without diEculty; see the discussion
in Section 7 for examples of such functions. On the other hand, when m = 2, use of the result
(a + k)=(b + k) ∼ ka−b for k → +∞ shows that the late terms in (1.4) possess a much slower
controlling behaviour described by k1+2−−2, so that the additional condition Re(−1−2)¿−1
is necessary for absolute convergence. We remark in passing that the presence of the factor e−x in
(1.4) indicates the level at which the tail contributes to the sums in (1.2).
Two values of the parameter  in (1.2) are found to occur frequently in the treatment of Laplace
integrals, namely = 12 and =1. These correspond to regions where the phase function p(t) in the
exponential factor varies locally quadratically (near a simple saddle) and locally linearly, respectively.
The computation of P(k + ; x) in these two cases is particularly simple: P(k + 12 ; x) can be related
by recurrence 1 to the error function, since P( 12 ; x) = erf
√
x, and P(k + 1; x) is expressible in terms
of a truncated exponential sum [1, Eq. (6.5.13)].
An important class of special functions, whose Hadamard expansion representations are associated
with the above-mentioned slow algebraic decay is the conLuent hypergeometric function, of which
a simple example is given by the modi8ed Bessel function I(x) in (1.1). In Fig. 1(a), we show
an example of the behaviour of the terms in this expansion compared with that of the terms of the
associated asymptotic expansion (obtained by formal replacement of the incomplete gamma function
in (1.1) by unity). The terms in the (unmodi8ed) Hadamard expansion decay in typical asymptotic
fashion up to the optimal truncation point of the associated asymptotic series (given by k  [2x])
and, thereafter, continue to decrease but at a much slower rate controlled by k−−3=2. After suitable
transformation of the late terms (k¿ [2x]) in (1.1), however, this slow decay can be accelerated
to yield the typical behaviour shown in Fig. 1(b). We refer to this transformed version of (1.1)
as a modi5ed Hadamard expansion. Then, when x is large, the modi8ed form of (1.1) produces an
1 The function P(a; x) satis8es the recurrence P(a+ 1; x) = P(a; x)− xae−x=(1 + a).
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absolutely convergent expansion for I(x) whose terms decay rapidly for all values of the summation
index k, thereby enabling (in principle) unlimited accuracy.
In this paper, we 8rst review the application of Hadamard expansions to hyperasymptotic evalu-
ation discussed in I, II and show how the slow convergence in the tails of sums of the type (1.2)
associated with the conLuent hypergeometric functions can be modi8ed to yield a rapidly convergent
series. The Hadamard expansion of the Laplace integral∫
C
e−xtf(t) dt (x →∞);
with the path C taken over both 8nite and semi-in8nite intervals on the real t-axis, is shown to
depend signi8cantly on the singularity structure of the amplitude function f(t). Numerical examples
are given to illustrate the accuracy that can be achieved with this new procedure. These ideas are
then extended to deal with Laplace-type integrals possessing saddle points where the exponential
factor in the integrand is replaced by exp{xp(t)}. Here we limit ourselves to large positive values
of the variable x and discuss cases where the phase factor p(t) is either a quadratic or cubic
function, corresponding to one or two saddle points, respectively. We also discuss an example of
nonpolynomial p(t) corresponding to the Laplace integral for the gamma function (x). In a sequel
to this paper, we shall consider complex values of x and show how the theory can be extended to
deal with the Hadamard expansion procedure in the vicinity of a Stokes line.
2. Review of Hadamard expansions
We outline the procedure for the Hadamard expansion of Laplace integrals of the type
I(x) =
∫
C
e−xtf(t) dt; (2.1)
where for simplicity we shall suppose throughout that the asymptotic variable x is positive. The path
C can be taken to be either the positive real t-axis or 8nite subsets of this interval; the treatment
of integrals where C is a path in the complex plane is deferred till Section 5.
The basic underlying idea is to subdivide the path of integration into a series of 8nite segments
(labelled by the nonnegative integer n) whose precise lengths are determined by the singularity
structure of the amplitude function f(t). We denote the length of the nth segment tn6 t6 tn+1 by
!n = tn+1 − tn and the left-hand endpoint by tn ≡ n, where
n =
n−1∑
r=0
!r (n¿ 1); (2.2)
with t0 ≡ 0¿ 0. The length !n is determined by the radius of convergence of the expansion of
f(t) about the point tn. Accordingly, with u= !nv, we set
f(n + u) ≡ hn(v) = 1!n
∞∑
k=0
ck;nvk+−1
(k + )
(|v|¡ 1); (2.3)
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where  is a constant. Then the contribution to integral (2.1) over the segment tn6 t6 tn+1 is∫ tn+1
tn
e−xtf(t) dt=e−nx
∫ !n
0
e−xuf(n + u) du
=!ne−nx
∫ 1
0
e−x!nvhn(v) dv:
Substitution of expansion (2.3), followed by term-by-term integration, then yields the contribution
to the integral over the nth segment in the form e−nxSn(x), where Sn(x) denotes the Hadamard
expansion at level n given by
Sn(x) = !n
∫ 1
0
e−x!nvhn(v) dv=
∞∑
k=0
ck;n
(!nx)k+
P(k + ; !nx): (2.4)
If we suppose that the Taylor coeEcients ck;n in (2.3) possess the large-k behaviour
ck;n ∼ An(k + c)eik#n (k →∞); (2.5)
where An and c are constants and #n denote real constant phase angles, then from (1.3b) the late
terms in (2.4) have the controlling behaviour
e−!nxck;n
(k +  + 1)
= O(kc−−1):
It then follows that Sn(x) converges absolutely when x¿ 0 provided Re( − c)¿ 0. For simplicity
in presentation, we have assumed that the parameter  is independent of the level n. This is not
always the case: in some examples, we shall see that  can di9er between the levels corresponding
to n=0 and n¿ 1. In particular, in Sections 4 and 5, we 8nd that contributions from a segment with
an endpoint coinciding with a simple saddle point are associated with = 12 (a quadratic endpoint),
while those with an endpoint not coinciding with a saddle (a linear endpoint) have  = 1.
Since the !n are assumed to be 8nite, the integral (2.1) taken over a semi-in8nite path will
consequently involve a Hadamard expansion consisting of an in8nite number of contributions of the
form
I(x) =
∞∑
n=0
e−nxSn(x);
where each expansion Sn(x) is associated with a decreasing exponential level exp(−nx). In the
case of integrals taken over a 8nite path, the resulting Hadamard expansion will consist of a 8nite
number of exponential levels and associated series. This is the case for the modi8ed Bessel function
Iv(x), for example, which has the Laplace integral representation [19, p. 172]
I(x) =
(2x)ex√
(+ 12)
∫ 1
0
e−2xt{t(1− t)}− 12 dt
when Re()¿− 12 , and whose Hadamard expansion consists of the single sum given in (1.1).
As pointed out in Section 1, the expansion of the integral (2.1) is associated with the sums Sn(x)
possessing a slowly convergent tail (controlled by kc−−1) which, without modi8cation, would result
in a representation with little numerical utility. We now show how such expansions can be modi8ed
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to produce an absolutely convergent expansion with late terms that decay at a rate comparable with
that of the early, asymptotic-like phase of the series. To do this, we write the sum Sn(x) in (2.4) as
Sn(x) =
Mn−1∑
k=0
ck;n
(!nx)k+
P(k + ; !nx) + Tn(Mn; x); (2.6)
where the truncation index Mn is free to be chosen. The tail Tn(Mn; x) is given by
Tn(Mn; x) =
∞∑
k=Mn
ck;n
(!nx)k+
P(k + ; !nx)
= e−!nx
∞∑
k=Mn
ck;n
(k +  + 1) 1
F1(1; k +  + 1;!nx)
where we have employed the de8nition
P(a; x) =
xae−x
(1 + a)1
F1(1; 1 + a; x);
see [1, p. 262]. Use of the series expansion of the 1F1 function followed by interchange of the order
of summation, then enables us to cast Tn(Mn; x) in the form
Tn(Mn; x) = e−!nx
∞∑
r=0
'r;n(Mn)(rn; (n = !nx=Mn; (2.7)
where, for positive integer m, the coeEcients 'r;n(m) are de8ned by
'r;n(m) = mr
∞∑
k=m
ck;n
(k +  + r)!
: (2.8)
Straightforward computations when Re(− c)¿ 0 (with n 8nite) show that |'r;n(m)|=O(mc−) as
m→∞ (at 8xed r) and that 'r;n(m) decays like mr=(m+ r+)! ∼ (em=r)rr−m−−1=2 as r →∞ (at
8xed, large m). We remark that expansion (2.7) contains the exponential factor exp(−!nx) indicating
the level at which the tail Tn(Mn; x) contributes to Sn(x).
An integral representation for the coeEcients 'r;n(m) when  = 1 can be given as
'r;n(m) =
mr
(m+ r)!
∫ 1
0
(1− v)m+rh(m)n (v) dv; (2.9)
which will be suitable when hn(v) as de8ned in (2.3) possesses a simple analytical form so that its
repeated derivatives can be easily evaluated. If this is not the case, or if  	= 1, then we can express
'r;n(m) as (cf. I, Eq. (5.13))
'r;n(m) = mr
{
1
r!
∫ 1
0
(1− v)rhn(v) dv−
m−1∑
k=0
ck;n
(k +  + r)!
}
: (2.10)
This last form has been obtained by expressing the sum on the right-hand side of (2.8) in terms of
the same sum over k¿ 0 with the 8rst m terms deleted. Result (2.10) no longer involves derivatives
of hn(v) but at the cost of evaluating the di9erence between two nearly equal terms.
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Expressions (2.6) and (2.7) constitute the modi8ed Hadamard expansion for the nth-level contri-
bution Sn(x) in (2.4). The terms in the 8nite main sum in (2.6) decay in typical asymptotic fashion
when x is large until about k  [!nx] (corresponding to the transition point of the associated in-
complete gamma function) and thereafter go over into a slow algebraic decay controlled by kc−−1.
If the truncation index Mn is now chosen to be somewhat larger than this transition value of k,
that is, if Mn ¿ [!nx] + 1, the variable (n in the rearranged tail satis8es (n ¡ 1. For such choice of
Mn, it is found that the terms in the modi8ed tail Tn(Mn; x) in (2.7) decay rapidly at a rate that is
comparable with that of the terms in the associated 8nite main sum. In the next section, we illustrate
the accuracy that can be obtained by means of this procedure with some examples.
We conclude this section by noting that in some special cases, the coeEcients 'r;n(m) can be
written in terms of hypergeometric functions; this is found to be the situation, for example, at the
n = 0 level for all Laplace integrals associated with the conLuent hypergeometric functions. If, for
some level n, the coeEcients ck;n have the form (cf. (2.5))
ck;n = (c)keik#n ; (2.11)
then the coeEcients 'r;n(m) can be written as
'r;n(m) =mr
∞∑
k=m
(c)keik#n
(k +  + r)!
=
mr(c)meim#n
(m+  + r)!
∞∑
k=0
(c + m)keik#n
(m+  + r + 1)k
=
mr(c)meim#n
(m+  + r)! 2
F1(1; m+ c;m+  + r + 1; ei#n): (2.12)
When #n = 0, we can use the Gauss summation formula [1, p. 556] to 8nd the closed-form repre-
sentation
'r;n(m) =
mr(c)m
s(m+  + r)
(#n = 0); (2.13)
where s=  + r − c denotes the parametric excess 2 of the hypergeometric function in (2.12).
If, on the other hand,
ck;n =
()k(+)k
k!
eik#n (2.14)
the constant c in (2.5) has the value c= + +− 1 and the convergence of the associated Hadamard
expansion is therefore assured when Re(+ +)¡ 1 + Re(). Thus we 8nd
'r;n(m) = mr
∞∑
k=m
()k(+)keik#n
k!(k +  + r)!
=
mr
( + r)! 2
F1(; +;  + r + 1; ei#n)m; (2.15)
where the symbol m indicates that the 8rst m terms of the hypergeometric function are deleted.
When #n = 0, the deleted hypergeometric function can be evaluated by application of the Gauss
summation formula followed by removal of the sum of the 8rst m terms. An alternative procedure,
when #n = 0, is to express the deleted hypergeometric function as a rapidly convergent 3F2(1)
hypergeometric function; for details, see I, Section 3. When #n 	= 0, the coeEcients in (2.15) can
be determined by numerical evaluation of the hypergeometric function.
2 The parametric excess s of the hypergeometric function 2F1(a; b; c; x) is given by s = c − a− b.
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Fig. 2. The circles of convergence in the expansion of f(t) showing the 8rst few endpoints n when (a) f(t)=(1+ t)1=2,
(b) f(t) = (1 + it)−2=3 and (c) f(t) = ta−1(1 + t)b−a−1.
3. Some examples of Hadamard expansions for Laplace integrals
In this section, we discuss three examples of functions de8ned by the Laplace integral (2.1) which
illustrate the use of the Hadamard expansion procedure. The di9erent singularity structures of the
amplitude function f(t) result in di9erent segment lengths !n in our decomposition of the integration
path, which in turn control the di9erent exponential levels in the resulting Hadamard expansions.
The expansions we obtain for these functions are all found to be associated with slowly convergent
tails and have been chosen to demonstrate the accuracy that can be obtained by use of the modi8ed
expansions discussed in Section 2.
3.1. The complementary error function erfc x1=2
The complementary error function is de8ned by the integral erfc X = (2=
√
)
∫∞
X e
−.2d.. With
the change of variables .= X (1 + t)1=2 and X = x1=2, we can write
erfc x1=2 =
√
x

e−x
∫ ∞
0
e−xt(1 + t)−
1
2 dt: (3.1)
This latter integral is in the form of the standard Laplace integral (2.1) over the positive real
t-axis with f(t) = (1 + t)−1=2. The function f(t) has a branch point singularity at t = −1 and this
point will control the division of the integration path [0;∞) into a sequence of segments of length
!n; n= 0; 1; 2; : : : . The corresponding t-values at the left-hand endpoint of each interval are denoted
by tn=n in (2.2), with t0=0=0. The values of !n are now chosen to be the radii of convergence
of the series expansion of f(t) about the sequence of points tn. We have !0 = 1, corresponding to
the unit circle about t = 0, and 1 = 1. The circle of convergence of the expansion of f(t) about
t = 1 has radius !1 = 2 with the left-hand endpoint 2 = 3, and so on; see Fig. 2(a). Thus we 8nd
!n = 2n; n = !n − 1 (n= 0; 1; 2; : : :): (3.2)
The contribution to the integral for erfc x1=2 from the nth interval tn6 t6 tn+1 is then given by,
on putting t = n + !nv(06 v6 1) and using (3.2),∫ tn+1
tn
e−xt(1 + t)−
1
2 dt=!1=2n e
−nx
∫ 1
0
e−x!nv(1 + v)−1=2 dv
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=!1=2n e
−nx
∞∑
k=0
(
− 12
k
)∫ 1
0
e−x!nvvk dv
=
e−nx√
x
∞∑
k=0
(−)k(k + 1=2)
(!nx)k+1=2
P(k + 1; !nx): (3.3)
Hence, we obtain the Hadamard expansion of the complementary error function in the form
erfc x1=2 =
e−x

∞∑
n=0
e−nxSn(x); (3.4)
where
Sn(x) =
∞∑
k=0
(−)k(k + 12)
(!nx)k+1=2
P(k + 1; !nx); !n = 2n: (3.5)
We now proceed to make several remarks concerning expansion (3.4). First, the familiar asymp-
totic expansion of erfc x1=2 as x → +∞ is obtained from the zeroth level expansion with !0 =1 and
the normalised incomplete gamma function replaced by unity 3 to 8nd
erfc x1=2 ∼ e
−x

∞∑
k=0
(−)k(k + 12)
xk+1=2
;
see [1, p. 298]. Secondly, it is seen that the expansion for erfc x1=2 consists of an in8nite number of
Hadamard expansions each associated with the decreasing sequence of exponential levels exp(−nx),
where n = 2n − 1. And thirdly, the sums Sn(x) possess a slow algebraic decay controlled by k−3=2
and consequently require modi8cation for result (3.4) to be of numerical value. In this example,
there is an added bonus in that the sums Sn(x) have the same basic form at each level thereby
simplifying the discussion.
To deal with the slow convergence in the tails of the sums Sn(x) we write
Sn(x) =
Mn−1∑
k=0
(−)k(k + 12)
(!nx)k+1=2
P(k + 1; !nx) + Tn(Mn; x); (3.6)
where Mn denote positive integers to be chosen. The coeEcients in the 8nite main sum are of the
type (2.1) with c = 12 and #= , so that from (2.7) and (2.12) with  = 1 we 8nd
Tn(Mn; x) = (!nx)
1
2 e−!nx
∞∑
r=0
'r;n(Mn)(rn; (n = !nx=Mn; (3.7)
with the coeEcients 'r;n(m) de8ned by
'r;n(m) = (−)m
mr(m+ 12)
(m+ r + 1)! 2
F1(1; m+ 12 ;m+ r + 2;−1): (3.8)
In this example, we are in a fortunate position that the coeEcients 'r;n(m) at each level can
be evaluated in a relatively simple closed-form representation as a Gauss hypergeometric function
3 This is equivalent to extending the range of integration in (3.3) at level n=0 to in8nity and corresponds to Watson’s
lemma.
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Fig. 3. The behaviour of the terms (on a log10 scale) in the Hadamard expansions Sn(x) and their modi8ed tails Tn(Mn; x)
against ordinal number k. (a) erfc x1=2 when x = 5 (including the factor e−x=) for 06 n6 3 and truncation indices
M0 = 15, M1 = 30, M2 = 50. (b) The expansion in (3.11) when x = 10 for 06 n6 3 and truncation indices M0 = 10,
M1 = 20, M2 = 40.
of argument −1. The form (3.8) shows that the 'r;n(m) decay factorially like mr=(m + r + 1)! ∼
(em=r)rr−m−3=2 as r →∞. A more suitable form of the 2F1 function for computation when mr can
be obtained from the standard transformation formula in [1, Eq. (15.3.4)] in terms of a hypergeo-
metric function of argument 12 and in which the index m appears only as a denominatorial parameter.
This latter form can be used to show that 'r;n(m) ∼ m−3=2 for m → ∞ when r and n are 8xed. If
we now choose the truncation indices Mn ¿ [!nx]+1, then the variable in the rearranged tail at each
level n will satisfy (n ¡ 1 and series (3.7) will converge rapidly. In Fig. 3(a), we show the terms
of the Hadamard expansions Sn(x), together with the modi8ed tails Tn(Mn; x) for 06 n6 3 and
suitable choice of the truncation indices Mn. It can be seen that the terms in the modi8ed tails decay
at a rate that is comparable with the initial asymptotic-like phase of the associated Sn(x). Evaluation
of (3.4) using the truncation indices in Fig. 3(a) with levels 06 n6 3 yields an absolute error in
erfc x1=2 when x = 5 of the order 10−30.
We remark that these results could also have been obtained directly from the discussion of the
conLuent hypergeometric function U (a; b; x) given in I (Section 5), since we have the representation
erfc x1=2 =
√
(x=) exp(−x)U (1; 3=2; x).
3.2. A Fourier integral
We consider the Fourier integral
I =
∫ 1
0
exp (ix.3) d.; (3.9)
where again we take x¿ 0. The integration path can be deformed out to the valley at in8nity along
the steepest descent path arg .= =6 from the origin and back along the path of steepest ascent to
the point . = 1; see [7, p. 45] for details. The integral along the ray arg . = =6 can be evaluated
in terms of a gamma function and, upon replacement of the variable in the integral from ∞ei=6 to
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.= 1 by .= (1 + it)1=3, we obtain the result
I = ei=6
( 43)
x1=3
− 13 ieix
∫ ∞
0
e−xt(1 + it)−2=3 dt:
This transformation has expressed the integral in the form of the Laplace integral (2.1) in which
the function f(t) = (1 + it)−2=3. The branch point of f(t) is now at t = i and, as this singularity is
situated closer to the path of integration [0;∞) than in the previous example, we expect the di9erent
exponential levels in the Hadamard expansion of I to be less separated.
We now subdivide the path of integration into segments of length !n with left-hand endpoints
tn=n de8ned by (2.2). The 8rst circle of convergence about the point t=0 =0 again corresponds
to the unit circle, so that !0 = 1 = 1. The circle about the point t = 1 has radius !1 =
√
2 with
left-hand endpoint 2 = 1 +
√
2, and so on; see Fig. 2(b). Thus we have
!0 = 1; !1 =
√
2; !2 = (4 + 2
√
2)1=2; : : : ; n = (!2n − 1)1=2 (n¿ 1): (3.10)
The contribution from the nth interval tn6 t6 tn+1 to the above Laplace integral is then (where we
put t = n + u and u= !nv)∫ tn+1
tn
e−xt(1 + it)−2=3 dt = i−2=3e−nxSn(x);
where the nth level Hadamard expansions Sn(x) is given by
Sn(x) = i2=3
∫ !n
0
e−xu(1 + in + iu)−2=3 du
=!1=3n e
2
3 i n
∫ 1
0
e−x!nv(1 + vei n)−2=3 dv
=!1=3n e
2
3 i n
∞∑
k=0
ck;n
(!nx)k+1
P(k + 1; !nx):
In deriving this result, we have de8ned the phase angles  n by 1+in = i!n e−i  n and the coeEcients
ck;n = (−)k( 23)keik n . The Hadamard expansion for the integral I then takes the form
I = ei=6
( 43)
x1=3
− 13eix+i=6
∞∑
n=0
e−nxSn(x): (3.11)
Expansion (3.11) is again seen to consist of an in8nite number of Hadamard expansions Sn(x)
associated with a decreasing sequence of exponential levels exp(−nx), which are less separated
than those in erfc x1=2 in the previous example because the corresponding values of the endpoints n
in (3.10) are smaller than those in (3.2). The asymptotic expansion of I for large x can be recovered
by taking the 8rst Hadamard expansion with n= 0 (where !0 = 1,  0 = 12) and formally replacing
the incomplete gamma function by unity to yield
I ∼ ei=6(
4
3)
x1=3
− e
ix
(− 13)
∞∑
k=0
(k + 23)
(ix)k+1
(x → +∞);
as stated in [7, p. 46].
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The slow decay (like k−4=3) of the terms in the tails of Sn(x) can be overcome by following the
procedure given in Section 2. We have
Sn(x) = !1=3n e
2
3 i n
{Mn−1∑
k=0
ck;n
(!nx)k+1
P(k + 1; !nx) + Tn(Mn; x)
}
; (3.12)
where
Tn(Mn; x) = e−!nx
∞∑
r=0
'r;n(Mn)(rn; (n = !nx=Mn:
The coeEcients ck;n are seen to be of the form (2.11), with c= 23 and #n = +  n, and so we 8nd
from (2.12) with  = 1 that
'r;n(m) = (−)m
mr( 23)me
im n
(m+ r + 1)! 2
F1(1; m+ 23 ;m+ r + 2;−ei n):
We note that an alternative expression for 'r;n(m) in this case can be obtained from (2.9) upon
de8ning hn(u) = (1 + uei n)−2=3 for which repeated derivatives are easily determined. In Fig. 3(b)
we present an example of the behaviour of the terms in the modi8ed Hadamard expansion (3.12)
for 06 n6 3. Evaluation of (3.11) using the terms indicated in Fig. 3(b) yields an absolute error
in the computation of the integral I when x = 10 of the order 10−40.
3.3. The integral for U (a; b; x)
The integral representation for the conLuent hypergeometric function U (a; b; x) is given by
[1, p. 505]
U (a; b; x) =
1
(a)
∫ ∞
0
e−xt ta−1(1 + t)b−a−1 dt (Re(a)¿ 0);
where we take x¿ 0. The amplitude function in this case has the form f(t) = ta−1(1 + t)b−a−1
which has, in general, branch points at t = 0 and t = −1; both these singularities will play a role
in the determination of the segment lengths !n. When expanding about the origin, the branch point
at t = −1 limits us to the unit circle, so that again !0 = 1 = 1. The circle of convergence about
t1 = 1 = 1—as well as all the other circles about the points t = n(n¿ 2)—is now controlled by
the branch point at t = 0, and so !1 = 1, 2 = 2 and so on; see Fig. 2(c). Thus we 8nd
!0 = 1; !n = 2n−1; n = !n (n¿ 1): (3.13)
The treatment of this integral has been discussed fully in (I, Section 5) and so we present here only
the 8nal Hadamard expansion, valid when Re(b)¿Re(a)¿ 0, in the form
U (a; b; x) =
∞∑
k=0
(−)k (a)k(1 + a− b)k
k! xk+a
P(k + a; x) +
1
(a)
∞∑
n=1
e−nxSn(x); (3.14)
where
Sn(x) = an(1 + n)
b−a−1
∞∑
k=0
ck;n
(!nx)k+1
P(k + 1; !nx) (n¿ 1)
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and the coeEcients ck;n(n¿ 1) are de8ned by
hn(v) ≡ (1 + v)a−1(1 + v=n)b−a−1 =
∞∑
k=0
ck;n
k!
vk (|v|¡ 1)
with n =1+−1n . This expansion similarly consists of an in8nite number of Hadamard expansions
associated with the exponential levels exp(−nx). In this case, the coeEcients 'r;n(m) appearing in
the modi8ed tails of Sn(x) are evaluated by means of (2.15) when n=0 and by (2.10) when n¿ 1.
The familiar asymptotic expansion of U (a; b; x) for large x can be obtained by taking the zeroth-
order expansion in (3.14) and replacing the incomplete gamma function by unity to 8nd
U (a; b; x) ∼ x−a
∞∑
k=0
(−)k (a)k(1 + a− b)k
k! xk
(x →∞);
see [1, p. 508].
The three examples discussed in this section show how the exponential levels in the Hadamard
expansion of the Laplace integral (2.1) depend on the singularity structure of the function f(t). It is
clear that a diEculty will be encountered when dealing with integrals for which some singularities of
f(t) approach the path of integration [0;∞). Such an example is given by f(t)=(1−2t cos  +t2)−1,
say, which has simple poles at t = e±i , where  is a constant. For small  , the poles straddle the
real axis with a consequent “squeezing up” of the endpoints n in the neighbourhood of the point
t=1. This will result in a reduced exponential separation of the associated Hadamard expansions of
the integral. This type of problem can be circumvented by an appropriate rotation of the integration
path and is considered in [10].
4. Laplace-type integrals with saddles
We now turn our attention to Laplace-type integrals of the form∫
C
exp(t)f(t) dt; (4.1)
where x is a positive real variable and the integration path C can be either a 8nite path in the
complex plane or an in8nite path passing to in8nity in appropriate directions; the situation when x
is allowed to be complex is considered in a sequel. The function p(t) will be assumed to possess
saddles corresponding to those points in the t-plane where p′(t) = 0. Our aim here is to consider
how the Hadamard expansion procedure outlined in Sections 2 and 3 can be extended to deal with
integrals possessing saddles and, in particular, to determine how the presence of such points modi8es
the di9erent exponential levels in the associated Hadamard expansions.
To illustrate the procedure, we 8rst take p(t)=2t− t2, f(t)= t and consider the integration path
C in (4.1) taken along the positive real axis. We note that for large values of x, the exponential
factor in the integrand has a saddle point situated at t = 1. We then consider the integral 4
I(x) =
1√

∫ ∞
0
ex(2t−t
2)t dt (Re()¿− 1) (4.2)
4 The more general case with p(t) = at − t2, where a is a constant, can be expressed in this form by a straightforward
change of variable and a rescaling of the asymptotic parameter x.
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for large x¿ 0. Although I(x) can be evaluated in terms of the parabolic cylinder function in the
form
I(x) =
(+ 1)ex=2√
(2x)(+1)=2
D−−1(−
√
2x);
for which the Hadamard expansion can be obtained from application of the theory in I, we shall
discuss this simple example in detail to show how to treat integrals with saddles.
For convenience in the discussion, we divide the integration path into two intervals [0,2], contain-
ing the saddle, and [2;∞), and denote the corresponding integrals by I1(x) and I2(x), respectively.
We deal with the integral I1(x) 8rst which we write as
I1(x) =
ex√

∫ 2
0
e−x(t−1)
2
t dt
=
ex
2
√

∫ 1
0
e−xu{(1− u1=2) + (1 + u1=2)}u−1=2 du;
where we have made the quadratic change of variable t=1∓u1=2 (with u¿ 0) in the intervals [0,1]
and [1,2], respectively. On expanding the terms (1 ± u1=2) as a Maclaurin series and inverting the
order of summation and integration we then obtain, with the help of the duplication formula for the
gamma function,
e−xI1(x) =
1√

∞∑
k=0
(

2k
)∫ 1
0
e−xuuk−1=2 du= S0(x);
where
S0(x) =
∞∑
k=0
(− 12)k ( 12 − 12)k
k! xk+1=2
P
(
k +
1
2
; x
)
: (4.3)
The integral I2(x), with t = 1 + u1=2 (u¿ 1), is
I2(x) =
ex√

∫ ∞
2
e−x(t−1)
2
t dt =
ex
2
√

∫ ∞
1
e−xu(1 + u1=2)u−1=2 du: (4.4)
This last integral is now in the form of the Laplace integral (2.1) over the interval [1;∞) with
the amplitude function f(u) = u−1=2(1 + u1=2). We follow the procedure outlined in Section 2 and
subdivide the integration path in the u-plane into segments of length !n(n=1; 2; : : :), with left-hand
endpoints un = n de8ned in (2.2) and set !0 ≡ 1. Since f(u) has a branch point at u = 0, the
choice of the !n then corresponds to that in (3.13), namely !n = 2n−1, n = !n (n¿ 1).
We introduce the functions hn(v) (n¿ 1), together with their Maclaurin expansions, by
hn(v) ≡ 
1=2
n
(1 + 1=2n )
f(n + !nv) =
1√
1 + v
(
1 +
1
n
(
√
1 + v− 1)
)
=
∞∑
k=0
ck;n
k!
vk (|v|¡ 1); (4.5)
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Table 1
Absolute values of the error in the computation of the integrals I1(x) and I2(x) for di9erent truncation indices when x=10
and  = 14 . For I1(x), we have M0 = 20 and varying index N0 while for I2(x), we have (M1; N1) = (20; 20) and varying
index M2 (with no tail at level n= 2)
N0 |Error| in M2 |Error| in
e−xI1(x) e−xI2(x)
0 1:699 · 10−8 0 1:022 · 10−12
5 7:382 · 10−11 5 8:067 · 10−17
10 2:211 · 10−13 10 7:824 · 10−19
20 3:161 · 10−19 15 1:589 · 10−19
30 5:117 · 10−26 20 5:199 · 10−20
where n =1+−1=2n and c0; n =1. Then, the integral I2(x) is given by the sum of the contributions
from the intervals u= n + !nv(06 v6 1) in the form
e−xI2(x) =
1
2
√

∞∑
n=1
!ne−nx
∫ 1
0
e−x!nvf(n + !nv) dv=
∞∑
n=1
e−nxSn(x);
where (since !n = n)
Sn(x) =
1=2n
2
√

(1 + 1=2n )

∫ 1
0
e−x!nvhn(v) dv
=
1=2n
2
√

(1 + 1=2n )

∞∑
k=0
ck;n
(!nx)k+1
P(k + 1; !nx):
The Hadamard expansion of I(x) = I1(x) + I2(x) then 8nally assumes the form
e−xI(x) = S0(x) +
∞∑
n=1
e−nxSn(x) (!n = n = 2n−1): (4.6)
We remark that the incomplete gamma functions appearing in this expansion are of the form (2.4)
with the parameter  = 12 for the saddle-point contribution I1(x), and  = 1 for the linear endpoint
integral contained in I2(x). In Table 1, we present results of numerical calculations carried out with
Mathematica on the evaluation of the integrals I1(x) and I2(x) with the particular values x=10 and
 = 14 . The modi8ed forms of the Hadamard expansions Sn(x) used in these calculations are given
by
Sn(x) = An
{
Mn−1∑
k=0
ck;n
(!nx)k+
P(k + ; !nx) + Tn(Mn; x)
}
; (4.7)
where
An =


1
(1 + 1=2n )
1=2n
2
√

;  =
{
1
2 (n= 0);
1 (n¿ 1):
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1-1
V
V
H
H
H
V
Im(t)
Re(t)
Fig. 4. The steepest descent paths in the t-plane for the calculation of Ai(x2=3; 3) for di9erent values of 3. The saddles
are situated at t =±1; the asymptotic valleys (V) and hills (H) at in8nity are indicated.
Mn are truncation indices to be suitably chosen, !0 ≡ 1, ck;0 = (− 12)k( 12 − 12)k =k! and the tails
Tn(Mn; x) are de8ned in (2.7). The associated coeEcients 'r;n(Mn) in the tails are given by (2.15)
when n = 0 (with  = 12 and  = − 12, + = 12 − 12) and by (2.10) when n¿ 1 (with  = 1 and
hn(v) speci8ed by (4.5)). In the computations, we truncate the tail at the nth level after Nn terms.
In the case of I1(x), we have taken M0 = 20 and varied the truncation index N0; the resulting
error is determined by comparison of I1(x) with the value obtained from high-precision numerical
quadrature. We also show similar results for the integral I2(x) using the two levels n = 1; 2, with
(M1; N1) = (20; 20) and variable truncation index M2 (with no tail corresponding to n=2). We note
that for I2(x), the attainable accuracy levels o9 with increasing index M2 due to the slow decay of
the terms in the 8nite main sum at the second level; increased accuracy would necessitate suitable
truncation and the computation of the tail T2(M2; x), together with terms in the 8nite main sum at
the next level n= 3.
5. An example with a cubic phase function
We now discuss a case of (4.1) corresponding to a cubic phase function with p(t) = 13 t
3 − t,
f(t) = 1 and consider the incomplete Airy function de8ned by
Ai(x2=3; 3) =
x2=3
2i
∫ ∞e−i=3
3
e−x(t−t
3=3) dt (5.1)
for large positive values of x and complex values of the endpoint 3. If 3 =∞e−i=3, this integral
reduces to the familiar Airy function Ai(x2=3). The integrand possesses two saddle points situated at
t=±1 and the associated paths of steepest descent, which are identical to that of the Airy function,
are illustrated in Fig. 4. We shall examine the Hadamard expansion of (5.1) for di9erent 3: the case
3=1 corresponds to a quadratic endpoint, while cases with 3 situated on either side of the steepest
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Table 2
Corresponding values of n and tn in the subdivision of the integration path when 3= 1
n n tn
0 0 1
1 4/3 1:17765 + 1:07730i
2 8/3 1:30644 + 1:45615i
3 16/3 1:50000 + 1:93649i
4 32/3 1:77372 + 2:53738i
5 64/3 2:14420 + 3:28524i
descent path through t=1 as shown are contour integrals with linear endpoints. The hyperasymptotic
expansion of (5.1) has been discussed in [9].
We 8rst consider 3=1, where the integration contour is along the steepest descent path from the
saddle t = 1 that passes to in8nity the direction arg t = =3. We introduce the variable
u= t − 13 t3 − 23 ;
which maps the integration path onto the positive real u-axis, to 8nd
e2x=3Ai(x2=3; 1) =
x1=3
2i
∫ ∞
0
e−xu
dt
du
du: (5.2)
Singular points of this mapping arise at the points were dt=du is singular, that is, at the points
t =±1, where u(1) = 0 and u(−1)=−4=3. The integration path along the u-axis is now subdivided
into intervals of length !n given by u=n +!nv, where as usual n+1 =n +!n—see (2.2)—with
0 = 0, 06 v6 1 and where !n denote the successive radii of convergence in the expansion of
dt=du in powers of u − n. The expansion of dt=du about u = 0 is controlled by the singularity at
u=−4=3, so that !0 =4=3 and 1 =4=3, with the expansions about u=n (n¿ 1) being controlled
by the singularity at u= 0. The situation is similar to that depicted in Fig. 2(c) and hence we 8nd
!0 =
4
3
; !n =
2n+1
3
; n = !n (n¿ 1): (5.3)
The points tn in the t-plane that correspond to the points u=n are given by solution of the cubic
equation u(tn)=n, with the root tn being chosen to correspond to the integration path; the 8rst few
values of tn are displayed in Table 2.
The contribution to (5.2) from the 8rst interval 06 u6!0 is obtained by noting that
u=−(t − 1)2 − 13 (t − 1)3:
By the Lagrange inversion theorem [20, p. 133], the value of t − 1 corresponding to the steepest
descent path in the upper half-plane is given by
t − 1 =
∞∑
n=1
(−)n−1 ( 32 n− 1)
n!3n−1
(
1
2n
) (iu1=2)n = iu1=2 + 1
6
u+ : : : ;
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valid 5 in |u|¡!0 = 4=3. With u= !0v, it then follows that
dt
dv
=
1
2
i
∞∑
k=0
cˆk;0

(
1
2k +
1
2
) v 12 k−1=2; cˆk;0 = (−i)k!(k+1)=203kk!  ( 32k + 12)
valid when |v|¡ 1, so that the Hadamard expansion for the 8rst interval is
x1=3
2i
∫ 1
0
e−x!0v
dt
dv
dv=
x1=3
4
∞∑
k=0
cˆk;0
(!0x)(k+1)=2
P
(
1
2k +
1
2 ; !0x
)
: (5.4)
For the nth interval n6 u6n+1(n¿ 1), we determine the expansion for dt=du as follows. With
t = tn + ., we have the relation u(tn + .) = n + !nv, or
1
3 .
3 + tn.2 + (t2n − 1).=−!nv: (5.5)
Lagrange’s theorem can again be applied to invert this expression, but the associated di9erentiation
cannot be performed in closed form. Consequently, it is probably easier to carry out this inversion
process by recurrence. If we substitute the expansion .=
∑∞
k=1 dk;nv
k into (5.5) and form the Cauchy
products, we obtain d1; n =!n=(1− t2n) and the non-linear recurrence relation for the dk;n in the form
(t2n − 1)dk;n + tn
k−1∑
m=1
dm;ndk−m;n +
1
3
k−2∑
r=1
dr;n
k−r−1∑
m=1
dm;ndk−r−m;n = 0 (k¿ 2): (5.6)
Di9erentiation of the expansion for .= .(v) then yields
dt
dv
=
1
2
i
∞∑
k=0
ck;n
k!
vk (|v|¡ 1); (5.7)
where the coeEcients ck;n=(2=i)(k+1)!dk+1; n. The contribution from the nth interval is consequently
given by
x1=3
2i
e−nx
∫ 1
0
e−x!nv
dt
dv
dv=
x1=3
4
e−nxSn(x) (n¿ 1);
where
Sn(x) =
∞∑
k=0
ck;n
(!nx)k+1
P(k + 1; !nx): (5.8)
The Hadamard expansion for Ai(x2=3; 1) then becomes
e2x=3Ai(x2=3; 1) =
x1=3
4
{ ∞∑
k=0
cˆk0
(!0x)(k+1)=2
P
(
1
2k +
1
2 ;
4
3x
)
+
∞∑
n=1
e−nxSn(x)
}
: (5.9)
In the case 3 	= 1 the procedure is similar. We take the integration path to be the steepest descent
path through t = 3 (see Fig. 4) and set
t = tn + .; u= u(3) + n + !nv;
5 The circle of convergence of this sum can also be obtained by use of Stirling’s formula to show that the terms possess
the controlling behaviour n−3=2(3u=4)n=2 as n→∞. The sum then converges absolutely when |u|¡ 43 .
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where u is de8ned as above, t0 = 3, 0 = 0 and 06 v6 1. When 3 is situated on the right of
the steepest descent path through t = 1 (as shown in Fig. 4), the map of the integration path in
the u-plane is a horizontal line in Im(u)¡ 0 with starting point u = u(3) situated on the principal
Riemann sheet. The interval lengths !n in this case are controlled only by the singularity at u= 0,
and we 8nd
!n = |u(3) + n| (n¿ 0);
where n+1 = n + !n. The corresponding points tn on the steepest descent path in the t-plane are
given by the appropriate solution of the cubic u(tn)=n+u(3). The coeEcients ck;n in the expansion
of dt=dv are obtained from inversion of the relation
u(3) + n + !nv= u(tn + .);
which, after some straightforward algebra, yields (5.5) and the same non-linear recurrence (5.6).
Then the Hadamard expansion of Ai(x2=3; 3) is given by
e3−3
3=3 Ai(x2=3; 3) =
x1=3
4
∞∑
n=0
e−nxSn(x); (5.10)
where, for n= 0; 1; 2; : : : ; Sn(x) is de8ned in (5.8).
When 3 is situated between the steepest paths through t = ±1, the map of the integration path
in the u-plane is similarly a horizontal line in Im(u)¿ 0, but situated on the adjacent sheet which
also contains the singularity resulting from the saddle at t = −1. In this case, the interval lengths
!n can be controlled by both singularities at u = 0 and u = −4=3. If, for example, 3 = i|3| then
u(3)=− 23+i(|3|+|3|3=3) and the initial point u(3) is consequently equidistant from both singularities.
Thus, if Re(3)¿ 0, the !n are controlled by the singularity u=0, while if Re(3)¡ 0 the singularity
at u=−4=3 initially controls the !n. In this latter case, the Hadamard expansion of Ai(x2=3; 3) still
has the form (5.10), but with a di9erent set of values for !n and n.
The modi8ed forms of the Hadamard expansions Sn(x) in (5.8) and that from the saddle point in
(5.4) are given by (2.6) and (2.7), where the parameter  takes the values 1 and 12 , respectively.
The coeEcients 'r;n(m) for positive integer m appearing in the tails of Sn(x) are given by (2.10),
where the function hn(v) ≡ dt=dv, to 8nd upon a change of integration variable 6
'r;n(m) = mr
{
1
r!
∫ .n
0
(1− v)r d.−
m−1∑
k=0
ck;n
(k + r + 1)!
}
: (5.11)
The expression of v in terms of . is given by (5.5) and the upper limit .n = tn+1 − tn denotes the
value of . when v = 1. A similar expression for the coeEcients 'ˆr;0 involving the coeEcients cˆk;0
from the saddle-point contribution in (5.4) is
'ˆr;0(m) = mr
{
1
r!
∫ .0
0
(
1 + 14.
3 + 34.
2)r d.− m−1∑
k=0
cˆk;0

(
1
2k + r +
3
2
)
}
; (5.12)
where we have made use of (5.5) with t0 = 1 and !0 = 4=3 to substitute for v in terms of ..
6 In numerical calculations, it is sometimes found to be faster to express the integrands appearing in 'r;n(m) and 'ˆr;0(m)
as polynomials in . and to evaluate the integrals explicitly.
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Table 3
Absolute errors in the computation of e2x=3 Ai(x2=3; 3) for di9erent
values of 3 = 1. The truncation indices employed are indicated
in the text
3 |Error|
1 3:776 · 10−21
1:50 + i 7:696 · 10−23
0:75 + 1:25i 4:111 · 10−23
i 2:344 · 10−23
3i 4:321 · 10−32
Table 4
Hadamard expansion approximations to e2x=3 Ai(x2=3; 3) with a quadratic endpoint 3= 1
n Approximation to e2x=3 Ai(x2=3; 1) |Error|
0 0:098547084191456694657− 0:006306904672842932573i 3:323 · 10−7
1 0:098547401343733040129− 0:006307003933141677158i 5:180 · 10−11
2 0:098547401321533256344− 0:006307003934962540998i 3:776 · 10−21
Exact 0:098547401321533256346− 0:006307003934962540999i 0
The accuracy that can be achieved with expansions (5.9) and (5.10) has been determined by
comparison with the value of Ai(x2=3; 3) obtained from the convergent series expansion 7 [9]
Ai(x2=3; 3) =
3−2=3ei=3
2
∞∑
n=0
(−)n
n!
(3x2ei)n=3
(
1
3 n+
1
3 ;
1
3 x3
3e−i
)
;
which is derived by expansion of the factor e−xt in (5.1) followed by term-by-term integration. We
perform our calculations with x=8 and several values of 3, which include 3=1 and the two values
that straddle the steepest descent path through t = 1 given by 3 = 32 + i and
3
4 +
5
4 i considered by
Howls. The 8rst three levels of (5.10) were employed with the truncation indices (M0; N0)=(20; 35),
(M1; N1) = (20; 25) and M2 = 30 (with no tail at level n = 2). The results of our calculations are
summarised in Tables 3 and 4. We remark that the further 3 is from the saddles at t = ±1, the
greater will be the radius of convergence of the zeroth and successive levels and consequently the
greater will be the accuracy attainable at a given level. The case with 3 = 3i shows that it is
possible to obtain an absolute error of order 10−32 from just the zeroth level (with M0 =35) without
evaluating the tail T0(M0; x) (which is of order 10−45). Finally, we observe that when x¿ 0, the
value of the familiar Airy function Ai(x2=3) can be deduced from the case 3 = 1 by means of the
relation
Ai(x2=3) = 2Re(Ai(x2=3; 1)) (x¿ 0):
7 When 3 = 1 and x¿ 0, we must use the connection formula (a; xe−i) = e−2ia(a; xei) + (a)(1 − e−2ia) since
Mathematica evaluates (a;−x) on the upper side of the branch cut.
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Fig. 5. Plot of the transformation u= t − log(1 + t) showing the two branches t±(u) and the points t±n corresponding to
u= n.
6. An example with a nonpolynomial phase function: (x)
As a 8nal example, we discuss a Hadamard expansion of an integral that does not involve a
polynomial phase function. We examine the gamma function (x), which can be expressed in terms
of an integral of the form (4.1) with p(t) = t − log(1 + t) and f(t) = 1. Considering, for simplicity
x¿ 0, we have
(x) =
1
x
∫ ∞
0
e−wwx dw = xxe−x
∫ ∞
−1
e−x(t−log(1+t)) dt;
where we have made the change of variable w= x(t + 1). For large x, the exponential has a saddle
at t=0: accordingly, we divide the integration path into the intervals [− 1; 0] and [0;∞), where the
function
u= t − log(1 + t) (6.1)
is monotonically decreasing and increasing, respectively. Hence we may write the above integral as
[5, p. 54]
(x) = xxe−x
∫ ∞
0
e−xu
{
dt+
du
− dt
−
du
}
du; (6.2)
where t± denote the two branches of t = t(u) corresponding to t+ ∈ [0;∞) and t− ∈ [ − 1; 0]; see
Fig. 5. Singular points of the above mapping arise at the points where dt=du= (1 + t)=t is singular,
that is at t=0; this corresponds to the points u=±2ki; k =0; 1; 2; : : : in the u-plane. Following the
usual subdivision of the integration path in (6.2) along the positive u-axis into intervals of length
!n, given by u= n + !nv; 06 v6 1 (with 0 = 0), we easily see that
!0 = 2; !n = 2n; n = !n (n¿ 1): (6.3)
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The inversion of the mapping t → u(t) in the interval 06 u6 2 is discussed in [5, pp. 55–56]
where it is shown that
t± =
∞∑
r=1
(±1)rar(2u)r=2 (|u|¡ 2):
By substitution of this expansion into the relation tdt=du = 1 + t resulting from the transformation
in (6.1), we can obtain the recurrence for the coeEcients ar in the form
ar =
ar−1
r + 1
− 1
2
r−1∑
k=2
akar+1−k ;
where the 8rst few values are given by a1 = 1; a2 = 13 ; a3 =
1
36 ; a4 =− 1270 ; a5 = 14320 ; : : :. Then
dt+
du
− dt
−
du
= 2
∞∑
k=0
(2k + 1)a2k+1(2u)k−1=2 = (2)1=2
∞∑
k=0
(−)kk

(
k + 12
) uk−1=2
in |u|¡ 2, where
k = (−)ka2k+1
2k+1
(
k + 32
)
√

denote the Stirling coeEcients [18, p. 70; 16, p. 32]. The 8rst few values are given by
0 = 1; 1 =− 112 ; 2 =
1
288
; 3 =
139
51840
; 4 =− 5712488320 ; : : : :
A similar inversion process applies to the nth level (n¿ 1) where we set t = tn + . with tn ≡ t±n
being the two solutions of the equation
tn − log(1 + tn) = n (n¿ 1);
the 8rst two values of t±n are illustrated in Fig. 5. The inversion of the mapping . → v(.) given by
.±(v) =
∑∞
k=1 d
±
k;nv
k can be obtained from (6.1) in the form
(tn + .)
d.
dv
= !n(1 + tn + .)
to yield the recurrence (we omit the ± superscripts)
d1; n =
!n(1 + tn)
tn
; ktndk;n = !ndk−1; n −
k−1∑
r=1
rdr;kdk−r;n (k¿ 2):
Then, for n¿ 1, we obtain the expansions
d.+
dv
− d.
−
dv
=
∞∑
k=0
ck;n
k!
vk ; ck−1; n = k!{d+k;n − d−k;n}
valid in |v|¡ 1.
The contribution to x−xex(x) from the nth interval n6 u6n+1 (n¿ 0) then becomes
e−nx
∫ 1
0
e−x!nv
(
d.+
dv
− d.
−
dv
)
dv= e−nxSn(x);
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where
Sn(x) =
∞∑
k=0
ck;n
(!nx)k+
P(k + ; !nx)
with = 12 (n=0); 1 (n¿ 1) and ck;0=(−)kk(2)k+1. Thus the Hadamard expansion for (x) 8nally
takes the form
(x) = xxe−x
{
(2)1=2
∞∑
k=0
(−)kk
xk+1=2
P
(
k +
1
2
; 2x
)
+
∞∑
n=1
e−nxSn(x)
}
: (6.4)
We note that if we retain only the zeroth level with the incomplete gamma function formally replaced
by unity then we recover the well-known asymptotic expansion
(x) ∼ (2)1=2xx−1=2e−x
∞∑
k=0
(−)kkx−k (6.5)
as x → +∞ [18, p. 71].
The modi8cation of (6.4) to remove the slow decay in the tails of each series follows the pre-
scription described in Section 2, where we introduce the truncation indices Mn and write
Sn(x) =
Mn−1∑
k=0
ck;n
(!nx)k+
P(k + ; !nx) + Tn(Mn; x) (n¿ 0)
with  = 12 (n= 0); 1 (n¿ 1) and ck;0 = (−)kk . From (2.7), the tails Tn(Mn; x) are given by
Tn(Mn; x) = e−!nx
∞∑
r=0
'r;n(Mn)(rn; (n = !nx=Mn (6.6)
and the coeEcients 'r;n(m) for positive integer m are de8ned in (2.8) and (2.10) with the function
hn(v) given by the value of d(.+ − .−)=dv corresponding to each level n. Then, upon a simple
change of integration variable, we 8nd
'r;n(m) = mr
{
1
r!
(∫ t+n+1
t+n
+
∫ t−n
t−n+1
)
(1− v)r dt −
m−1∑
k=0
ck;n
(k +  + r)!
}
(6.7)
for n¿ 0. We remark that at the zeroth level n = 0, the two integrals appearing in 'r;0 combine
to yield a single integral over the interval [t−1 ; t
+
1 ], since t
±
0 = 0. The quantity v is related to the
integration variable t by means of (6.1) and the fact that u = n + !nv, to easily obtain by (6.3)
the result
v=
1
!n
{t − log(1 + t)} −
{
0 (n= 0);
1 (n¿ 1):
To demonstrate the validity of (6.4), we compute the value of x−xex(x) when x = 5 employing
the modi8ed Hadamard expansions for 06 n6 2. The reason for this relatively small value of x
results from the exponential factors e−2x; e−4x; : : : that control the magnitude of the successive tails.
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Fig. 6. The behaviour of the terms (on a log10 scale) in the Hadamard expansions Sn(x) and their modi8ed tails Tn(Mn; x)
for xxe−x(x) when x = 5 against ordinal number k. The terms in the main sum at the zeroth level have been shown
joined for clarity.
From the asymptotic behaviour of the Stirling coeEcients for k →∞ [6, p. 159; 16, p. 33],
k =O
(
(k)
(2)k
6(k)
)
; 6(k) =
{
1 (k odd);
k−1 (k even);
the optimal truncation point for the PoincarJe expansion (6.5) is given approximately by [2x]. The
magnitude of the terms in (6.6) with the truncation indices (M0; N0) = (40; 72); (M1; N1) = (40; 46)
and M2 = 16 (with no tail at level n = 2) against ordinal number k is displayed in Fig. 6. We
remark that the terms of the 8nite main sum at the zeroth level (as well as the PoincarJe series
(6.5)) exhibit a saw-tooth type behaviour which is caused by the di9erent rates of growth of the
k for k of di9erent parity. Note that the terms in the modi8ed tail T0(M0; x) no longer exhibit this
behaviour. Computations carried out with the above truncation indices lead to an absolute error in
x−xex(x) of 4:1 × 10−43 when x = 5. The function log(z) has similarly been discussed in [13];
see also [17,2] and [16, Section 6.4], for the hyperasymptotic expansion of log(z).
7. Discussion and concluding remarks
We have elaborated a theory of hyperasymptotic evaluation of Laplace integrals of type (4.1) for
large positive variable x by means of Hadamard expansions. These expansions involve, in general,
a sequence of absolutely convergent sums each associated with a decreasing series of exponential
levels which can be arranged to have tails that decay at approximately the same rate as the initial,
asymptotic-like phase. The nature of the resulting expansions and the di9erent exponential levels is
found to depend sensitively on the singularity structure of the amplitude function f(t) and, in the
case of integrals with saddles, also on the distribution of these saddles. Dependent on whether the
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Fig. 7. Examples of Hadamard expansions exhibiting rapid decay of the terms as a function of ordinal number k. The
8gures show the absolute value of the terms (plotted on a log10 scale) of (a) I1 in (7.1) when x= 20 and (b) I2 in (7.2)
when x = 10.
integration path is 8nite or in8nite in length, the resulting Hadamard expansion will consist of either
a 8nite or in8nite number of di9erent exponential levels.
The coeEcients 'r;n(m) that appear in the modi8ed tail at level n are, in general, expressed in terms
of a simple one-dimensional integral of common structure; see (2.10). In certain special cases, the
'r;n(m) can be evaluated in closed form involving a Gauss hypergeometric function. These integrals
play a role analogous to the hyperterminant integrals arising in hyperasymptotic theory [3,4,11,12],
which take the form of an n-dimensional integral and so are increasingly diEcult to compute as the
level n increases.
It should be remarked in conclusion that not all Laplace integrals are associated with Hadamard
expansions with slowly convergent tails. Examples of such expansions possessing a more rapid decay
are given by
I1 =
∫ 1
0
e−x(t+t
3=3) dt; I2 =
∫ ∞
1
e−xt
2
cos (1 + t) dt;
where x¿ 0. Expansion of the factors e−xt3=3 and cos t, followed by straightforward term-by-term
integration, then yields the Hadamard expansions for I1 and I2 in the form
I1 =
∞∑
k=0
(−)k(3k)!
3kk! x2k+1
P(3k + 1; x) (7.1)
and
I2 =
1
2
√

x
{ ∞∑
k=0
(−)k
k!
(
2
4x
)k
P
(
k + 12 ; x
)− e−2=4x
}
; (7.2)
where the sum on the right-hand side of (7.2) corresponds to integration over the interval [0,1]. From
(1.3), the late terms in these expansions are seen to possess the (absolute) controlling behaviours
e−x
(x=3)k
(3k + 1)k!
; e−x
(=2)2k
k!
(
k + 32
) ;
and so represent examples of the more rapid decay in (1.4) with m= 1 and m= 0, respectively. In
Fig. 7 we show the behaviour of the terms in the Hadamard expansions in (7.1) and (7.2) compared
with that of the terms in their associated asymptotic expansions, which, in the case of I1, is obtained
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by formally replacing the incomplete gamma function by unity. In the case of I2, however, replace-
ment of the incomplete gamma function by unity results in the right-hand side of (7.2) vanishing
and so this is not suEciently precise to yield the asymptotic form. Routine evaluation of the integral
I2 in terms of the complementary error function, followed by use of its asymptotics, shows that 8
I2 =− 12
√

2
e−
2=4x Re
{
erfc
(
x1=2 +
1
2
ix−1=2
)}
∼ e
−x
2
√

∞∑
k=0
(−)k (k + 12)
xk+1
b2k+1 (7.3)
as x → +∞, where bk = Re((1 + i=(2x))−k). In both examples, the underlying asymptotic series
diverge but the Hadamard terms past the optimal truncation point continue to decay at an increasing
rate as k increases, thereby obviating the need to modify the tails as described in Section 2.
The treatment of Laplace integrals when the large variable x is allowed to be complex will be
discussed in a sequel to this paper. In particular, it will be shown how the Stokes phenomenon
manifests itself in the structure of the Hadamard expansions and examples will be given of a Stokes
phenomenon resulting from both saddle-point connection and 8nite endpoints.
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