We develop a model-free isotropy test for spatial point patterns. 
Introduction
An often made assumption in spatial point pattern analysis is that an observed pattern is a realisation of a motion-invariant spatial point process.
A spatial process is motion-invariant if it is stationary and isotropic. The distribution of a stationary process is invariant under translations while that of an isotropic process is invariant under rotations. A stationary process is not necessarily isotropic and a non-stationary process can be isotropic with respect to rotations about a fixed location (e.g. Byth, 1981) .
Typically, stationarity and isotropy are either justified by non-statistical arguments or checked by assessing the goodness of fit of certain classes of models. However, non-statistical justification is not always unarguable and goodness-of-fit tests are often not powerful in detecting lack of fit caused by non-stationarity or anisotropy. Moreover, any lack of fit of a stationary isotropic model cannot be regarded as evidence against stationarity or isotropy. Thus, in many applications model-free tests for stationarity and isotropy would be valuable.
For stationarity, Guan (2008) and Chiu and Liu (2013) developed modelfree asymptotic tests, based on the discrepancies between observed and expected numbers of points in expanding rectangular regions within a rectangular sampling window. When applying the tests to the longleaf pine data of Platt et al. (1988) , which showed no strong evidence of lack of fit if the pattern is modelled by some stationary cluster processes (Stoyan and Stoyan, 1996; Ghorbani, 2013) , Chiu and Liu (2013) obtained small p-values that led to a clear rejection of stationarity. Zhang and Zhou (2014) introduced another stationarity test that can be applied to non-rectangular sampling windows.
For isotropy, Guan et al. (2006) introduced a model-free statistic comparing the sample second-order product density at user-chosen lag vectors in some prescribed directions. Using the asymptotic normality of the density estimator, they showed that the limiting null distribution of their statistic is χ 2 with r degrees of freedom, where r + 1 is the number of a priori chosen directions for comparison. However, in real applications of their test, there are several practical issues. First, their simulation results reveal that the power of the test is quite sensitive to the bandwidth for the kernel estimator of the second-order product density and to the magnitudes of the lag vectors, even if these values are chosen within their recommended ranges. Second, if one wants to compare more directions, the price to pay is a larger value for the degrees of freedom, which may lead to lower powers. Third, their statistic involves the inverse of an empirical covariance matrix, which may be ill-conditioned. Nevertheless, they offered some helpful suggestions from their experience on these issues.
Figure 1(a) shows the point pattern formed by the locations of 69 Spanish towns in a square sampling window; see Comas et al. (2011) , Delicado et al. (2010) , Illian et al. (2008) , Ripley (1977 Ripley ( , 1988 , and Stoyan et al. (1995) .
The pattern in Figure 1 (b) is a bivariate pattern of 152 and 142 points, respectively, of two different types of displaced amacrine cells in the retina of a rabbit; the "on" and "off" cells represent the types that transmit information when a light is "on" and "off", respectively; see Diggle (2013) and Illian et al. (2008) . In the literature these two patterns are modelled and analysed as realisations of motion-invariant processes. For the stationarity hypothesis, applying the tests in Guan (2008) and Chiu and Liu (2013) to each pattern does not suggest rejection. For isotropy, however, visual inspection of the empirical densitiesθ(t) of the nearest-neighbour orientation distribution (Illian et al., 2008, Section 4.5.2) in Figure 2 clearly suggests a bimodal distribution for the patterns of the "on" and "off" amacrine cells. When we ignore the "on" or "off" marks and consider the pattern of all 294 unmarked cells, the empirical density, which is flattened a bit but whose standard error should also be reduced because of a larger sample size, still reveals a bimodal shape. For the pattern of Spanish towns, because there are only 69 points, it seems reasonable to say that the empirical density deviates not much from the uniform density.
However, when we applied the isotropy test by Guan et al. (2006) shows that in practice, we need an alternative test that requires fewer userchosen parameters and is less sensitive to the choice of the values for these parameters. As we can see in Section 5, our approach described below (which is not based onθ(t)), when applied to these two data sets, is able to offer robust and strong evidence to reject the isotropy hypothesis for the amacrine cells and to give consistently large p-values for the Spanish towns.
The idea of the test statistic proposed in this paper comes from the orientation analysis introduced in Ohser and Stoyan (1981) , who considered the normalised reduced second-order moment measure, as a function of the central angle, of a sector with fixed radius and of a sector ring, which is the set difference of two sectors centred at the origin making the same angle with respect to the x-axis but with two different fixed radii; see also Illian Stoyan et al. (1995, Section 4.5) and Stoyan and Stoyan (1994, Sections 14.10 and 15.4.5) . Our new test statistic assessing the discrepancy between the uniform distribution and the empirical normalised reduced second-order moment measure of a sector of fixed radius with increasing central angle. Anisotropy would result in a large discrepancy. The null distribution of the discrepancy is, however, unknown and is not possible to be estimated by parametric bootstrap because the isotropy null hypothesis is not specific enough to allow simulation of realisations. We consider using stochastic reconstruction (Illian et al., 2008, Section 6.7) to estimate the p-values. Such an approach has been shown to be able to yield more accurate estimates for point process summary characteristics (Tscheschel and Chiu, 2008) . The simulation study in Section 4 shows that we can achieve empirical sizes that are close to the nominal level, while the powers are as high as, if not higher than, those of Guan et al. (2006) and more importantly, are much less sensitive to the choice of the sole user-chosen parameter in the test statistic, namely the radius of the sector.
The paper is organised as follows. Section 2 introduces the test statistic and Section 3 explains how to generate motion-invariant point patterns that closely resemble the spatial structure of the given data without specifying any underlying model. We compare our test with the test proposed in Guan et al. (2006) by extensive simulation in Section 4. The last section concludes the paper by applying the tests to the above two examples to demonstrate the advantages of our approach over Guan et al. (2006) .
Asymptotic χ 2 -test
Denote by Φ a point process in
is the random number of the points of the process in A. The intensity function λ(x) and second-order product density ρ (2) (x, y) are functions satisfying
where A 1 and A 2 are disjoint. For the rest of this paper, the point process Φ is assumed to be stationary. Consequently, λ(x) = λ and, with slight abuse
If Φ is also isotropic, the second-order product density depends solely on ∥x − y∥. Consider a vector G of the second-order product densities at some user-chosen lag vectors t i of equal length. We estimate G byĜ, which is the vector ofρ (2) (·) at the same lags as G, wherê
in which W is the sampling window, |X| the Lebesgue measure of X ⊂ R d , w(·) a symmetric kernel function of finite support, and h the bandwidth.
Denote by Σ the covariance matrix ofĜ and byΣ a consistent estimator of Σ. For any point process satisfying certain moment conditions and a weak dependence assumption stated in Guan et al. (2006) , the test statistic
is asymptotically χ 2 distributed with rank(A) degrees of freedom as
under the null hypothesis that E(AĜ) = 0 and some regularity conditions on W and h. The matrix A is some fixed full row rank matrix chosen to comparê ρ (2) (·) at different directions, and this null hypothesis is a consequence of the isotropy assumption.
The power of the test strongly depends on the choice of the bandwidth h and the user-chosen lag vectors t i . Simulation studies by Guan et al. (2006) led to the following guidelines. The recommended choice of ∥t i ∥ is some value about one third to a half of the dependence range of the point process. The value of the bandwidth h should be selected to meet two criteria: sufficiently many point pairs would be included in the calculation of eachρ (2) (t i ) and no overlapping point pairs would be used to calculateρ
They also introduced a data-driven method to estimate the optimal bandwidth by minimising the mean squared error ofρ (2) (t i ), but the computa-tion would be very intensive and was not implemented in their simulation.
As a remark, Guan (2007a,b) proposed further data-driven cross-validation approaches for bandwidth selection in the estimation of ρ (2) (·). However, The consistent estimatorΣ used is computed by a sub-sampling approach, instead of by a plug-in estimator. The observation window W is divided into k subblocks W ℓ that are not necessarily non-overlapping and such that approximately cn 1/4 points are included in each subblock. Guan et al. (2006) suggested that c ≈ 0.8 would often be a good choice. The shape and orientation of each subblock are the same as those of W . The (i, j)th element of Σ is given by
where f = 1 − |W ℓ |/|W | is a finite sample bias correction factor,ρ
ℓ (t) the estimated second-order product density computed using only the points in the subblock W ℓ , andρ (2) (t) the mean of allρ
mended value for k is proposed in Guan et al. (2006) and in our simulation study we follow their program code and use 20×20 regularly spaced subblocks forΣ.
The computation ofρ ℓ (t) involves another bandwidth to be used for the estimation in each subblock, and it may be difficult to select a value that would satisfy the two selection criteria mentioned above because a subblock often contains only a few points. Our simulation shows that in practice, the condition number ofΣ is very sensitive to the value of this bandwidth, and hence one may have an unstable inverseΣ −1 for computing T S. In the simulation and the case studies below, following Guan et al. (2006), we employ the uniform kernel and use the same bandwidth for bothρ (2) (·) and
is used to compare the direction of the x-axis to the directions of π/4, π/2 and 3π/4 with respect to the x-axis.
Bootstrap-type test

Test statistic
Consider the reduced second-order moment measure K, which is defined
where E o is the expectation with respect to the Palm distribution of Φ. In the planar case, consider A = S(r, θ, ψ) the sector of radius r centred at the origin whose two radii make angles θ + ψ and ψ with respect to the x-axis, (r, θ, ψ) ). Generalisation to higher dimensional cases is, though straightforward, clumsy and so would not be explicitly spelt out here.
At fixed r and ψ, the ratio 
to measure, in L ∞ -norm, the difference between the uniform distribution and the empirical functionF r, ψ (·) at fixed r and ψ, and let
For a fixed r, denote by {θ
a sequence of angles, sorted in ascending order and measured with respect to the x-axis, between pairs of points in the observed point pattern with pairwise distance smaller than or equal to r. Let
r . Thus, the test statistic T r can be expressed as
Based on our simulation results, in applications we suggest choosing r as a half to two thirds of the dependence range of the point process.
Generating bootstrap samples by reconstruction
Motion-invariant point patterns that resemble the spatial structure of a given sample of n points observed in W could be generated using stochastic reconstruction, which is developed by Tscheschel and Stoyan (2006) . Without specifying any theoretical model with finitely many parameters for the observed pattern, the reconstruction procedure generates point patterns with empirical summary characteristics close to the prescribed summary characteristics of the observed pattern. 
More precisely, define the energy function of Φ i as
for some positive I and r 0 , whereD k (r; Ψ) is an estimate of D k (r) for Ψ and N + (r; Ψ) is an estimate of the specific planar convexity number of the random set formed by the union of closed balls of radius r centred at the points of Ψ, where Ψ is a point pattern. The specific planar convexity number is one of the morphological functions introduced by Mecke (2000) and is very informative for the statistical description of random sets; the inclusion of it in the energy function improves the powers of the test in our simulation study. Because Φ and Φ i are observed only in the sampling window W , correction for edgeeffects is necessary. If W is rectangular, periodic boundary conditions may simply be used for the estimation. If W is non-rectangular, other edge-effects correction methods may be used; see Chiu et al. (2013, Section 4.7.6 ). An estimate ofN + can be the count of lower tangent points (Chiu et al., 2013, p. 294 ).
The pattern Φ i+1 is defined as
The iteration process stops when either the number of iterations i has reached the maximum number of iterations M or U (Φ i−s ) − U (Φ i ) < ε for some small ε and large s. The resultant pattern is called a reconstructed pattern from the observed Φ.
Our experience suggests that I is about 5% of the total number n of points in W but should not be smaller than 5, the upper limit r 0 of the integral is chosen as the reciprocal of the intensity but should not be smaller than 5% and not greater than 25% of the shortest side of W . The parameters for termination are M = 10 6 , ε = 10 −8 , and s = 1000.
Although the test statistic T r has only one user-chosen parameter, the reconstruction procedure, which is used to get an approximate of the p-value, requires further user-chosen parameters. However, the purpose of the reconstruction is only to produce stochastic patterns that resemble the spatial structure of the given pattern, and mild changes in these reconstruction parameters will not lead to substantial changes in the spatial structure of the reconstructed patterns. The bootstrap p-value explained in the next section, based on observations of our extensive simulation studies, is practically robust to mild deviations of these parameters from the above suggested values.
Thus, it is fair to restrict our discussion of T r to only the choice of r but not the reconstruction parameters.
Bootstrap p-value
Each reconstructed pattern from the observed Φ can be regarded as a (pseudo) bootstrap sample under the isotropy hypothesis, and consequently the bootstrap p-value can be obtained as usual: for a given observed pattern, in total R reconstructed patterns are generated independently, and for a fixed r and i = 1, . .
. , R, denote by T (i)
r the test statistic value obtained in the ith pattern; the bootstrap p-value is defined by
where T r is the test statistic value obtained in the given pattern. Using R = 99 is generally adequate for practical purpose (Davison and Hinkley, 1997, p. 156 ).
It should be remarked that the use of stochastic reconstruction to generate bootstrap samples is not limited to the isotropy test; in principle it can be applied to any model-free tests in spatial point pattern analysis. However, the energy function U (·) used in the previous section does not consider any directional properties, because isotropic samples are needed. If the given pattern is not necessarily isotropic under the null hypothesis, such as the stationar-ity test mentioned in Section 1, then a more sophisticated energy function incorporating some directional summary characteristics must be used.
Simulation
For each model described below, 500 realisations were generated in the 
Models
Poisson cluster processes and Gibbs hard-core processes were simulated to investigate the empirical rejection rates of the tests.
For cluster processes, we followed Guan et al. (2006) . A stationary Poisson process with intensity ρ/400 was first generated as parent locations.
The numbers of offsprings of each parent were independent Poisson random variables with mean µ. The vector to an offspring from its parent was independently distributed with density
, for some p ≥ 1.
We chose (ρ, µ) = (100, 4), (50, 8), (15, 2) and (5, 6). The spread of each cluster was controlled by the parameter σ = 0.4 and 0.6. The strength of anisotropy p was set as 1 (isotropy), √ 2, and 2, while the major direction of anisotropy θ was fixed at π/3 with respect to the x-axis. A simulated realisation of this anisotropic cluster process is shown in Figure 3 In addition to cluster processes, we considered Gibbs hard-core process with exactly ξ points, whose locations were simulated according to the density
with normalising factor Z ξ and the same matrix B as above, and
In the simulation, we took ξ = 400 and 30. Though the Gibbs hard-core pro-cess with a fixed number of points is not stationary, under periodic boundary conditions the simulated samples look like stationary (Chiu et al., 2013, p. 186) , and in our simulation all samples passed the stationarity tests by Guan (2008) and Chiu and Liu (2013) . The values of p and θ were the same as those of the Poisson cluster process above. The fixed hard-core distance was chosen to be δ = 0.2, 0.3 for ξ = 400, and δ = 2, 3 for ξ = 30. Visual inspection ofρ (2) (r) suggested that the dependence range would be about 2δ to 3δ. A simulated realisation of this anisotropic hard-core process is shown in Figure 3 (b), but the anisotropy is not visually evident. Tables 1 and 2 show the empirical rejection rates of the bootstrap-type test and the asymptotic χ 2 -test applied to Poisson cluster patterns and Gibbs hard-core patterns at the 5% nominal level.
Empirical results
For the asymptotic χ 2 -test statistic, Guan et al. (2006) recommended that the values of ∥t∥ should be about one third to a half of the dependence range and the bandwidth h should be chosen to include more than 200 point pairs for the calculation of eachρ (2) (r); in this simulation study, ∥t∥ ranged from a quarter to two thirds of the dependence range, and for patterns with on the average 400 points, choosing h ≥ 0.2 for the clustered patterns and , and consequently, the test statistic T S of Guan et al. (2006) sometimes could not be calculated. Thus, for small samples, not only the asymptotic χ 2 -approximation but also any finite-sample approximation (e.g.
by stochastic reconstruction) of the p-values of T S are not always possible;
no rejection rate based on the test statistic T S for patterns of small number of points was reported here.
For the bootstrap-type test, the results would be good for some r about a half to two thirds of the dependence range; values of r less than a half of the dependence range should not be recommended by our experience. For example, as we can see from Table 2 , taking r = 1.1δ in the Gibbs hard-core process would result in a high type I error rate; however, the rate would drop quickly to the nominal level for r ≥ 1.2δ. For the anisotropic clustered patterns considered, as expected, when p increases, σ decreases or µ increases, the anisotropy of the clusters would be easier to be detected. For the anisotropic hard-core patterns considered, the powers of the bootstrap-type test increase as p or δ increases, but the powers are not much higher than the type I error rates (this explains why the anisotropy in Figure 3 (b) is not visually evident). Nevertheless, a general impression is that the bootstrap-type test would have lower type I error rates but higher powers than the asymptotic χ 2 -test.
Both Table 1 in Guan et al. (2006) and our Tables 1 and 2 reveal a practical problem of the asymptotic χ 2 -test, namely, the power of the test depends strongly on the choice of the magnitude ∥t∥ and the bandwidth h.
In most of our simulated clustered patterns, the highest powers would be achieved at ∥t∥ = 1.5σ or 2σ. This observation agrees with the choice of ∥t∥ recommended by Guan et al. (2006) . In all simulated clustered patterns, h = 0.2 would yield the lowest powers as the numbers of point pairs used to calculateρ respectively. These empirical results are consistent with those reported in Guan et al. (2006) . For the simulated hard-core patterns, none of the four chosen values for ∥t∥ is clearly better or worse than the others, and increasing to 2.5δ (not tabulated here) would only result in lower powers than those shown in Table 2 .
On the other hand, the variation of powers of the bootstrap-type test under different choices of r seems small. In almost all simulated clustered patterns, the test using r = 2σ or r = 2.9σ would be the least powerful, and most of the time, the test would be the most powerful for r between 2.3σ and 2.7σ (i.e. 57.5% to 67.5% of the dependence range 4σ). For the simulated clustered patterns with 30 points, because of the conservativeness, the test was not successful in detecting the anisotropy when p = √ 2 but was able to do so when p = 2. For most simulated hard-core patterns, the lowest powers occur at 1.9δ ≤ r ≤ 2δ, while the highest powers could be achieved when 1.2δ ≤ r ≤ 1.4δ (the case r = 1.1δ should not be counted here because the high powers were "achieved" at the price of high type I error rates). Table 2 , we could conclude that the bootstrap-type test would be more capable of detecting anisotropy in Gibbs hare-core patterns than the asymptotic χ 2 -test, which seems liberal but less powerful.
Applications to real data
The asymptotic χ 2 -test and the bootstrap-type test were applied to the Spanish towns and amacrine cells shown in Figure 1 , and the sampling window for the amacrine data has been re-scaled to [0, 1.6012085] × [0, 1] (so that 1 unit = 662 microns). For the amacrine cells, we consider the pattern of the cells marked as "on" and that of the cells marked as "off" separately and also consider the pattern of unmarked cells.
We followed Guan et al. (2006) Spanish towns, 9 × 9 for the unmarked amacrine cells, and 7 × 7 for the "on" or "off" amacrine cells. We also considered 20 × 20 regularly spaced subblocks as in the simulation study, as well as other choices of the number of subblocks; this will be discussed below. Table 3 shows the p-values of the tests applied to these two data sets. For the asymptotic χ 2 -test, the values of ∥t∥ and h were selected based on the recommendation in Guan et al. (2006) . Four values of the bandwidth h were used; the first three values were chosen roughly to include about 200, 400 and 600 point pairs in the calculation of the empirical second-order product den-sity, while the last one was determined by minimising the mean squared error as suggested in Guan et al. (2006) . In contrast, the bootstrap-type test produces a row of rather robust small p-values for the three patterns of amacrine cells, giving a convincing justification for the rejection of the isotropy hypothesis. When applied to the Spanish towns, the test gives consistently large p-values, which show no evidence for rejecting the isotropy hypothesis.
We also used overlapping subblocks (of the same size as non-overlapping subblocks) whose lower-left corners form 10 × 10, 20 × 20 and 40 × 40 regular grids to estimate the covariance matrix. We do not report all the corresponding p-values here; as an illustration, Table 4 shows the p-values for the "on"
amacrine cells at h = 0.125. The general observation is that the p-values corresponding to each of these three choices of the grid of the subblocks are different from those reported in Table 3 , but relatively large/small p-values often remain relatively large/small. A notable exception to this general observation happens in the row corresponding to h = 9.5 for the Spanish towns, where 0.0000 and 1.0000 in Table 3 could change to 1.0000 and 0.0000, re-spectively; such dramatic changes may be caused by the instability of the inverse of the covariance matrix estimator, which is close to singular for this small sample. In general, no matter how we choose the subblocks, the range of p-values for each pattern remains so wide that no conclusion can be drawn.
Proposing biological theory to explain the anisotropy in the amacrine cells is beyond the scope of this paper, but the rejection of isotropy suggests that modelling the marked and unmarked patterns by isotropic processes may be inadequate, even if the fitted models could pass some goodness-of-fit tests.
Modelling them by anisotropic processes, such as geometric anisotropic Cox processes (Møller and Toftaker, 2014) , may be more desirable. 
