Abstract. Let G be a given open set in the complex plane. We prove that there is an entire function such that its integer translations forms a normal family in a neighborhood of z exactly for z in G if and only if G is periodic with period 1, i.e., z ± 1 ∈ G for all z ∈ G.
Introduction and preliminaries
Let S be a space of functions defined on an open set G. For each positive integer n, we let T n be an operator from S into itself. Our concern is the normality of the family {T n (f ): n = 0, 1, 2, . . . } for a function f ∈ S. In this paper, we consider the case T n (f (z)) = f (z + n), translation by n.
To discuss the normality of families of meromorphic functions, we need the following notion. 
Theorem (Marty [6]). A family F of functions f (z), meromorphic in a domain D, is normal in D if and only if the set {ρ(f (z)) : f ∈ F} is uniformly bounded on every compact subset of D.
Now we state our definition and an example. Definition 1.2. For a meromorphic function f , we define the set N(f ) to be the set of all z 0 ∈ C such that the family {f (z + n): n = 0, 1, 2, . . . } is normal in a neighborhood of z 0 . Example 1.3. Let f (z) = z sin πz; then N(f) = C\Z where Z is the set of all integers.
Proof. For all integers n,
thus we have
and we shall show that N(f ) = C\I c . For z = x + kπi ∈ I c , we have
So for every real number x with e x+n = kπ + as n → ∞. But for an integer l every neighborhood of x + lπi contains a point x + lπi such that e x +n = kπ + π 2 . Hence by Marty's Theorem, x + lπi ∈ N(f ) for all real x. Now for z 0 ∈ I c , we choose a positive number ε so that B(z 0 , ε) ∩ I c = ∅. Let F be a compact subset in B(z 0 , ε); then for z = x + iy ∈ F , we have We let δ = min{| sin y| : z = x + iy ∈ F }; then δ > 0. We define a function g on the real line R by g(t) = 2e t e 2δe t ; then we get
So the positive continuous function g takes the maximum value 1 δe at t = − log 2δ. Hence from (2.2), we have 
Proof.
For a given open set Ω and z 0 ∈ Ω, we choose a positive number ε so that B(z 0 , ε) ⊂ Ω is a compact subset. By the density of F , there exists a sequence {g n (z)} ⊂ F, such that
as n → ∞. Hence the family F is not normal on Ω. An entire function f whose translates are dense in A is called a universal entire function. In 1929, the existence of a universal entire function was proved by G. D. Birkhoff [1] . For a proof of the following theorem, see [5, pp. 60-61] .
There is an entire function whose integer translations are dense in the set A of all entire functions.
Birkhoff's Theorem and Theorem 2.2 have the following consequence. Proof. We shall show that the entire function
satisfies the property by proving 0
and n be a positive integer. Since
we have
The right-hand side of (2.3) tends to infinity as n → ∞. But f(−n) = 0 for all positive integers. Hence 0 does not belong to N B (f ).
(
where
.
Let K be a compact subset of B(0, 1 10 ). Then for z ∈ K and positive integer n,
So we can write
By Stirling's formula,
and |z + n| z+n−1/2 < e n log(n+1) .
Thus we have
With (2.5), for sufficiently large n we obtain an inequality,
So we can write (2.4) as
for all z ∈ K and every positive integer n. Hence by Marty's theorem 0 ∈ N(f ). This completes the proof of the theorem.
Main results
Now we shall prove our main result. We know that, for every meromorphic function f , the set N(f) is a periodic open set with period 1. To prove the existence part we shall construct an entire function with the help of the Weierstrass factorization theorem. Theorem 3.1 is also true for the set N B (f ). We can prove it by a slight modification of the proof of Theorem 3.1. Proof of Theorem 3.1. If G = C, then we take a constant function for f . We assume G is a proper subset of C. Since G is a periodic open set with period 1, it is enough to check for the set {z ∈ G : 0 ≤ Re z < 1} to show N(f ) = G. Because of its length we divide the proof into three steps and put each step as a section. From the set W , we form a sequence Z = {z ij } in G c as in Table 3 .1 so that it has no finite limit point. In the construction of the sequence Z, for some positive integer i if the set W i contains only finitely many elements, for instance, suppose that W i = {w ij : i ≤ j ≤ k}, and if z st is a translation of w il where l > k, then we skip the term z st . So if we let C j be the number of the elements in the jth column of the Table 3 .1, then we have
And for each z ij ∈ C j , we have
We define a function g on the complex plane C by
From (3.2) and (3.4) we have
Therefore the function g is entire and its only zeros are at the points z ij ∈ Z.
Finally, we define a function f on the complex plane C by
Then f is an entire function whose zero set is equal to that of g.
We shall show that f is a suitable function.
3.2.
For all z ∈ G, we have z ∈ N(f). For z 0 ∈ G (we assume 0 ≤ Re z 0 < 1), 0 < ε < 1 10 , let F = B(z 0 , ε) be a compact subset of G. Since G c is a closed set, there is a positive number ε 0 such that
Let n be a sufficiently large positive integer and suppose that k is the largest integer such that
We fix n for a moment and estimate the value of |g(z + n)|, for z ∈ F , and then we show |f (n + z)| → ∞ uniformly on the compact set F as n → ∞.
To estimate the value |g(z + n)|, for z ∈ F , we consider the following four cases. Throughout this paper C j denotes the jth column of Table 3.1.
Case 1. j < k For each z ij ∈ C j and z ∈ F , we have
by (3.3) . Thus from the inequalities (3.4) and (3.8), we obtain
Hence we can conclude
)! ∈ C k , then for all z ∈ F we have
by (3.7). Thus by (3.4), we get
)!. Then from Table 3 .1, we get
From (3.10) and (3.11), we conclude
We shall show that
for all z ∈ F . Let z αj , z βj ∈ C j be the first and second nearest points to the compact set F +n; then from (3.7) and Table 3 (3.14)
Put j = k + 1 into (3.14); then it becomes (3.13). Since F ⊂ G, by the periodicity of G, we have F +n ⊂ G for all positive integers n. Hence |g(z + n)| = 0 for all z ∈ F . Thus a k > 0 for all positive integers k.
We shall show that {a k } is eventually an increasing sequence. For convenience, we write min z,n1 and min z ,n2 instead of min z∈F n1∈N (k) and min z ∈F n2∈N (k+1) (and likewise for max). To prove that a k is increasing, we examine the ratio:
