Clustering is among the most fundamental tasks in computer vision and machine learning. In this paper, we propose Variational Deep Embedding (VaDE), a novel unsupervised generative clustering approach within the framework of Variational Auto-Encoder (VAE). Specifically, VaDE models the data generative procedure with a Gaussian Mixture Model (GMM) and a deep neural network (DNN): 1) the GMM picks a cluster; 2) from which a latent embedding is generated; 3) then the DNN decodes the latent embedding into an observable. Inference in VaDE is done in a variational way: a different DNN is used to encode observables to latent embeddings, so that the evidence lower bound (ELBO) can be optimized using Stochastic Gradient Variational Bayes (SGVB) estimator and the reparameterization trick. Quantitative comparisons with strong baselines are included in this paper, and experimental results show that VaDE significantly outperforms the stateof-the-art clustering methods on 4 benchmarks from various modalities. Moreover, by VaDE's generative nature, we show its capability of generating highly realistic samples for any specified cluster, without using supervised information during training. Lastly, VaDE is a flexible and extensible framework for unsupervised generative clustering, more general mixture models than GMM can be easily plugged in.
Introduction
Clustering is the process of grouping similar objects together, which is one of the most fundamental tasks in computer vision and machine learning. Over the past decades, a large family of clustering algorithms have been developed and successfully applied in enormous real world tasks [26, 20, 34, 33, 32, 21, 31] . Generally speaking, there The data generative process of VaDE is done as follows: 1) a cluster is picked from a GMM model; 2) a latent embedding is generated based on the picked cluster; 3) DNN f (z; θ) decodes the latent embedding into an observable x. A encoder network g(x; φ) is used to maximize the ELBO of VaDE.
is a dichotomy of clustering methods: Similarity-based clustering and Feature-based clustering. Similarity-based clustering builds models upon a distance matrix, which is a N × N matrix that measures the distance between each pair of the N samples. One of the most famous similarity-based clustering methods is Spectral Clustering (SC) [30, 32, 21] , which leverages the Laplacian spectra of the distance matrix to reduce dimensionality before clustering. Similaritybased clustering methods have the advantage that domainspecific similarity or kernel functions can be easily incorporated into the models. But these methods suffer scalability issue due to super-quadratic running time for computing spectra. Different from similarity-based methods, a feature-based method takes a N ×D matrix as input, where N is the num-ber of samples and D is the feature dimension. One popular feature-based clustering method is K-means, which aims to partition the samples into K clusters so as to minimize the within-cluster sum of squared errors. Another representative feature-based clustering model is Gaussian Mixture Model (GMM), which assumes that the data points are generated from a Mixture-of-Gaussians (MoG), and the parameters of GMM are optimized by the Expectation Maximization (EM) algorithm. One advantage of GMM over K-means is that a GMM can generate samples by estimation of data density. Although K-means, GMM and their variants [33, 27, 25, 38, 15, 8] have been extensively used, learning good representations most suitable for clustering tasks is left largely unexplored.
Recently, deep learning has achieved widespread success in numerous machine learning tasks [9, 11, 3, 36, 35, 37, 1, 7] , where learning good representations by deep neural networks (DNN) lies in the core. Taking a similar approach, it is conceivable to conduct clustering analysis on good representations, instead of raw data points. In a recent work, Deep Embedded Clustering (DEC) [31] was proposed to simultaneously learn feature representations and cluster assignments by deep neural networks. Although DEC performs well in clustering, similar to K-means, DEC cannot generate samples. Some recent works, e.g. VAE [10] , GAN [5] and PixelRNN [22] , have shown that neural networks can be trained to generate meaningful samples. The motivation of this work is to develop a unified model that 1) captures the statistical structure of the data, and 2) is capable of generating samples.
In this paper, we propose a framework, Variational Deep Embedding (VaDE), that combines VAE [10] and probabilistic mixture models. VaDE models the data generative process by a GMM and a DNN f : 1) a cluster is picked up by GMM; 2) from which a latent representation z is sampled; 3) DNN f decodes z to an observation x. Moreover, VaDE is optimized by using another DNN g to encode observed data x into latent embedding z, so that the Stochastic Gradient Variational Bayes (SGVB) estimator and the reparameterization trick [10] can be used to maximize the evidence lower bound (ELBO). VaDE generalizes VAE [10] in that a Mixture-of-Gaussians prior replaces the single Gaussian prior in VAE. Hence, VaDE is by design more suitable for clustering tasks. Note that VaDE is a flexible unsupervised generative clustering framework, and other probabilistic mixture models [19] can be easily plugged in. The diagram of VaDE is illustrated in Figure 1 .
The main contributions of the paper are:
• We propose a generic framework, VaDE, for clustering tasks, generalizing VAE and probabilistic mixture models;
• We show how to optimize VaDE by maximizing the ELBO using the SGVB estimator and the reparameterization trick;
• Experimental results show that VaDE outperforms the state-of-the-art clustering models on 4 datasets from various modalities by a large margin;
• We show that VaDE can generate highly realistic samples for any specified cluster, without using supervised information during training.
Related Work
The goal of deep generative models is to estimate density of data by neural networks, from which unseen samples can be generated. Recently, the most famous and successful deep generative models are GAN [5] and VAE [10] . GAN models the generative process as an adversarial process, where a generative model G tries to generate samples from the data distribution, while a discriminative model D learns to determine whether a sample is from the model distribution or data distribution. Different from the adversarial process of GAN, VAE models the generative process by a single Gaussian prior in latent space and a decoder network. An encoder network is utilized to maximized the ELBO of VAE by the SGVB estimator and the reparameterization trick. Both GAN and VAE are appealing unsupervised generative models because they can be optimized by stochastic gradient decent and generate samples from complicated distributions [6, 17, 4, 24, 12] .
Recently, DEC [31] was proposed to learn feature representations and cluster assignments simultaneously using deep neural networks. In fact, DEC learns a mapping from the observed space to a lower-dimensional latent space, where it iteratively optimizes the KL divergence. DEC achieved impressive performances on clustering tasks. However, the assumptions underlying the feature embedding and the clustering are generally independent, which is the main unsatisfactory point of the model. In this work, we propose VaDE, an unsupervised clustering method that generalizes VAE and probabilistic mixture models. Different from DEC, the latent lower-dimensional representations learned by VaDE are encouraged to approximate the Mixture-of-Gaussians prior, which are suitable for clustering tasks by design.
Variational Deep Embedding
In this section, we describe Variational Deep Embedding (VaDE), a model for probabilistic clustering problem within the framework of Variational Auto-Encoder (VAE). Throughout this paper, we assume Mixture-of-Gaussians as the prior of the probabilistic clustering, for its generality and simplicity. This assumption is not fundamental, since other probabilistic mixture models can be easily plugged in this framework.
The Generative Process
Here we describe the generative process of VaDE. Specifically, suppose there are K clusters, an observed sample x ∈ R D is generated by the following process: 
ii. Choose a sample
where K is a predefined parameter, π k is the prior probability for cluster k, π ∈ R
is the categorical distribution parametrized by π, µ c and σ 2 c are the mean and the variance of the Gaussian distribution corresponding to cluster c, I is an identity matrix, f (z; θ) is a neural network whose input is z and is parametrized by θ, Ber(µ x ) and N (µ x , σ 2 x ) are multivariate Bernoulli distribution and Gaussian distribution parametrized by µ x and µ x , σ x , respectively. The generative process is depicted in Figure 1 .
According to the generative process above, the joint probability p(x, z, c) can be factorized as:
since x and c are independent conditioned on z. And the probabilities are defined as:
Variational Lower Bound
A VaDE instance is tuned to maximize the likelihood of the given data points. Given the generative process in Section 3.1, the log-likelihood of VaDE can be written as:
where L ELBO is the evidence lower bound (ELBO), q(z, c|x) is the variational posterior to approximate the true posterior p(z, c|x), and we assume it can be factorized as:
Similar to VAE, we use a neural network g to model q(z|x) in VaDE:
where φ is the parameter of network g. q(c|x) is computed as follows 1 :
where p(c|z) can be computed as
Intuitively, in Equation 11 we want q(c|x) to approximate p(c|x) and use q(z|x) as a surrogate of p(z|x).
Thus, L ELBO (x) in Equation 7 can be rewritten as:
where all terms in Equation 13 can be substituted by Equations 4, 5, 6, 10 and 11, and the ELBO can be maximized by the SGVB estimator and the reparameterization trick [10] w.r.t parameters of {π, µ i , σ i , θ, φ}, i ∈ {1, · · · , K}. Details of the optimization can be found in Appendix C of the supplementary materials.
Once the training is done with a maximal ELBO, a latent representation z can be extracted for each observed sample x by Equation 10, and the clustering assignments can be obtained either by Equation 12 or by treating all z's as samples from GMM, and applying EM-algorithm. Based on our observations, both approaches work similarly well and we pick the former for its simplicity.
Understanding the ELBO of VaDE
This section, we provide some intuitions of the ELBO of VaDE. More specifically, the ELBO in Equation 7 can be further rewritten as:
The [19] .
To demonstrate the importance of the KL term in Equation 14, we train a VaDE model without the KL term, and useμ to replace z when computing the reconstruction term of the ELBO, this is because sampling according to Equation 10 is unstable without minimizing the KL term. We refer to this model as AE+GMM since it is equivalent to training an Auto-Encoder (AE) first and applying GMM on the latent representations from the learned AE. We also show the performance of using GMM directly on the observed space (GMM), using VAE [10] on the observed space and then using GMM on the latent space from VAE (VAE+GMM), as well as the performance of LDMGI [32] and DEC [31] , in Figure 2 . One can see that VaDE (with KL term) outperforms AE+GMM (without KL term) significantly.
Experiments
In this section, we evaluate the performance of VaDE on 4 benchmarks from different modalities: MNIST [13] , HHAR [28] , Reuters-10K [14] and Reuters [14] . We provide extensively quantitative comparisons of VaDE with other clustering methods including GMM [2] , AE+GMM, VAE+GMM [10] , LDGMI [32] and the strong baseline DEC [31] , as well as qualitative comparisons with Conditional GAN (CGAN) [17] , GMM and DEC. We use the same network architecture as DEC for a fair comparison. The experimental results show that VaDE achieves the stateof-the-art performance on all these benchmarks. The code of VaDE is available at http://anonymous.
Datasets Description
The following datasets are used in our emprical experiments.
• MNIST: The MNIST dataset consists of 70000 handwritten digits. The images are centered and of size 28 by 28 pixels. We reshaped each image to a 784-dimensional vector. Clustering accuracy over number of epochs during the training on MNIST dataset for different models. AE+GMM is VaDE without KL divergence term in ELBO. The performances of DEC and LDMGI are taken from [31] , where only the best performances are reported. We use Scikit-learn [23] to train GMM, which reports only the best performance. As a result, the curves of DEC, LDMGI, and GMM are horizontal. It is better to view the figure in color. Table 3 . Training time of VaDE to achieve the performance reported in Table 2 with a single K40 GPU card.
• HHAR: The Heterogeneity Human Activity Recognition (HHAR) dataset [28] contains 10299 sensor records from smart phones and smart watches. All samples are partitioned into 6 categories of human activities and each sample is of 561 dimensions.
• REUTERS: There are around 810000 English news stories labeled with a category tree in original Reuters dataset [14] . Following DEC [31] , we used 4 root categories: corporate/industrial, government/social, markets, and economics as labels and discarded all documents with multiple labels, which results in a 685071-article dataset. We computed tf-idf features on the 2000 most frequent words to represent all articles. Similar to DEC, a random subset of 10000 documents are sampled, which is referred to as Reuters-10K, since some spectral clustering methods (e.g. LDMGI [32] ) cannot scale to full Reuters dataset. 
Experimental Setup
As mentioned before, the same network architecture as DEC is adopted by VaDE for a fair comparison. Specifically, the architectures of f and g in Equation 1 and Equation 9 are 10-2000-500-500-D and D-500-500-2000-10, respectively, where D is the input dimensionality. All layers are fully connected. Adam optimizer is used to maximize the ELBO in Equation 13 , and the mini-batch size is 100. The learning rate for MNIST, HHAR and Reuters-10K is set to 0.002 and decreases every 10 epochs with a decay rate of 0.9, and the learning rate for Reuters is set to 0.0005 with a decay rate of 0.5 for every epoch. As for the generative process in Section 3.1, the multivariate Bernoulli distribution is used for MNIST dataset, and the multivariate Gaussian Distribution is used for other datasets. The number of clusters are fixed to the number of classes for each dataset, similar to DEC [31] .
Although VaDE can be optimized directly with random initializations, pretraining can make the training process more stable. We use a stacked Auto-Encoder (SAE) [29] to pretrain the networks f and g. Then all data points are project into the latent space z by the pretrained f , where GMM is used to initialize the parameters {π, µ i , σ i }, where i ∈ {1, · · · , K}. In practice, only a few epochs of pretraining are enough to provide a good initialization of VaDE. Since the KL term of Equation 14 can be interpreted as a regular to force the variational posterior q(z, c|x) to approximate the MoG prior, we can weight the reconstruction term and KL term of Equation 14 differently to emphasize the importance between them for better performance. In practice, the reconstruction term is weighted 5 times bigger than the KL term for HHAR dataset, and we use equal weights for the other datasets.
Quantitative Comparison
Following DEC [31] , the performance of VaDE is measured by unsupervised clustering accuracy (ACC), which is defined as:
where N is the total number of samples, l i is the groundtruth label, c i is the cluster assignment obtained by the model, and M is the set of all possible one-to-one mappings between cluster assignments and labels. The best mapping can be obtained by using the KuhnMunkres algorithm [18] . Similar to DEC, we perform 10 random restarts when initializing all clustering models and pick the result with the best objective value. As for LDMGI and DEC, we use the same configurations as their original papers. Table 3 illustrates the training time to achieve the corresponding performances of VaDE in Table 2 on all datasets. We can see that VaDE is very efficient and is able to be optimized in reasonable time, even on the large Reuters dataset.
Generating Samples by VaDE
One major advantage of VaDE over DEC [31] is that it is by nature a generative clustering model and can generate highly realistic samples for any specified cluster (class). Some recent neural generative models, such as GAN [17] , DRAW [6] and PixelRNN [22] , can generate highly realistic images, but lack the capability of generating samples of a specified class.
Recently, Conditional GAN (CGAN) [17] is proposed to incorporate supervised information into GAN and thus is able to generate samples conditioned on class information. Hence, in this section, we compare the samples generated by VaDE and by CGAN with the same network architecture qualitatively. For the sake of comprehensiveness, we also generate samples from the naive GMM model conditioned on each class. Figure 3 illustrates the generated samples for class 0 to 9 of MNIST by VaDE, CGAN and GMM, respectively. It can be seen that the digits generated by VaDE are sharper, smoother and more diverse than the alternatives. We should emphasize that, distinct from CGAN, the training procedure of VaDE does not require any label information, and is purely unsupervised. We set the number of clusters to 7 and 14, respectively, and illustrate samples belonging to each cluster by rows.
Visualization of Learned Embeddings
In this section, we visualize the learned representations of VAE, DEC and VaDE on the MNIST dataset. To this end, we use t-SNE [16] to reduce the dimensionality of the latent representation z from 10 to 2, and plot 2000 randomly sampled digits in Figure 4 . The first row of Figure 4 illustrates the ground-truth labels for each digit, where different colors indicate different labels. The second row of Figure 4 demonstrates the clustering results, where correctly clustered samples are colored with green and incorrect ones with red.
From Figure 4 representations from VAE cannot be clustered in a distinctive way, which indicates that the single Gaussian prior of VAE is not suitable for clustering. It can also be observed that the embeddings learned by VaDE are better than those by VAE and DEC, since the number of incorrectly clustered samples is smaller. Furthermore, incorrectly clustered samples by VaDE are mostly located at the border of each cluster, where confusing samples usually appear. In contrast, a lot of the incorrectly clustered samples of DEC appear in the interior of the clusters, which confirms that the learned representations by DEC may not be suitable for clustering either. Some mistakes made by DEC and VaDE are also marked in Figure 4. 
The Impact of the Number of Clusters
So far, the number of clusters for VaDE is set to the number of classes for each dataset, which is a prior knowledge. To demonstrate VaDE's representation power as a unsupervised clustering model, we deliberately choose different numbers of clusters K. Each row in Figure 5 illustrates the samples from a cluster grouped by VaDE on MNIST dataset, where K is set to 7 and 14 in Figure 5 (a) and Figure 5(b) , respectively. We can see that, if K is smaller than the number of classes, digits with similar appearances will be clustered together, such as 9 and 4, 3 and 8 in Figure 5(a) . On the other hand, if K is larger than the number of classes, some digits will fall into sub-classes by VaDE, such as the fatter 0 and thinner 0, and the upright 1 and oblique 1 in Figure 5 (b).
Conclusion
In this paper, we proposed Variational Deep Embedding (VaDE) which embeds the probabilistic clustering problems into a Variational Auto-Encoder (VAE) framework. VaDE models the data generative procedure by a GMM model and a neural network, and is optimized by maximizing the evidence lower bound (ELBO) of the log-likelihood of data by the SGVB estimator and the reparameterization trick [10] . We compared the clustering performance of VaDE with strong baselines on 4 benchmarks from different modalities, and the experimental results showed that VaDE outperforms the state-of-the-art methods by a large margin. We also showed that VaDE could generate highly realistic samples conditioned on cluster information without using supervised information during training. Note that although we use a MoG prior for VaDE in this paper, other mixture models can also be adopted in this framework flexibly.
