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PURE DISCRETE SPECTRUM FOR A CLASS OF
ONE-DIMENSIONAL SUBSTITUTION TILING SYSTEMS
MARCY BARGE
Abstract. We prove that if a primitive and non-periodic substitution is injective
on initial letters, constant on final letters, and has Pisot inflation, then the R-action
on the corresponding tiling space has pure discrete spectrum. As a consequence, all
β-substitutions for β a Pisot simple Parry number have tiling dynamical systems with
pure discrete spectrum, as do the Pisot systems arising, for example, from substitu-
tions associated with the Jacobi-Perron and Brun continued fraction algorithms.
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1. Introduction
Substitution dynamical systems arise in materials science (when analyzing spectral
properties of atomic arrangements), in number theory (when investigating arithmetical
properties of expansions in various bases), in hyperbolic dynamics (in the construction
of Markov partitions for toral automorphisms), in computer science, word combina-
torics, and, generally, when considering hierarchical, self-similar structures. A natural
and effective approach to understanding such a system is to compare it with an action
by translation on a compact abelian group: in the ‘best-behaved’ case, when the system
is measurably isomorphic with such an action, the system is said to have pure discrete
spectrum.
There are two dynamical systems commonly associated with a substitution φ: a sub-
shift denoted by (Σφ,Z) called the substitutive system; and the tiling dynamical system
(Ωφ,R), which is a particular suspension of the substitutive system. Pure discreteness
of the substitutive system implies pure discreteness of the tiling dynamical system, but
the converse does not hold without additional conditions (see [CS] and also [BBK],
Section 8, for a description of the substitutive system when the tiling system has pure
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discrete spectrum). In this article we deal exclusively with the tiling dynamical system
- it has the important advantage of supporting a substitution induced homeomorphism
Φ which interacts with the translation R-action via Φ(T − t) = Φ(T ) − λt for tilings
T ∈ Ωφ and real numbers t. Here λ > 1, the inflation associated with φ, is the largest
eigenvalue of the abelianization, or substitution matrix, A of φ whose ij-th entry is the
number of times the i-th letter appears in the image under φ of the j-th letter. In
order for the tiling dynamical system (Ωφ,R) to have pure discrete spectrum it is nec-
essary that the inflation λ be a Pisot number (an algebraic integer, all of whose other
algebraic conjugates lie strictly inside the unit circle) (see [S1]). A substitution with
Pisot inflation is called a Pisot substitution and a substitution is said to be irreducible
if the characteristic polynomial of its substitution matrix is irreducible over Q. We will
denote the alphabet of a substitution by A.
There are various algorithms for determining whether or not a given substitution dy-
namical system has pure discrete spectrum (see, in particular, [AL1, AL2]); these may
involve a considerable amount of computation and it is desirable to have, instead, simple
and easily checked conditions that guarantee pure discrete spectrum. It is conjectured,
for example, that the system associated with an irreducible Pisot substitution has pure
discrete spectrum (this is known as the Pisot substitution conjecture, see [ABBLS]),
but this has only been verified for substitutions on two letters ([HS]). It happens that
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many substitutions φ that arise in applications have the following special form: every
letter of the alphabet A occurs as a first letter of a word φ(a) for some a ∈ A and
all such words end in the same letter. It is the main theorem of this article that the
tiling dynamical system of any (primitive) Pisot substitution with this property has
pure discrete spectrum.
Given a substitution φ on the finite alphabet A, say φ(a) = a1 · · · at(a) for a ∈ A, we
will say that φ is injective on initial letters if the map a 7→ a1 is injective, and we will
say that φ is constant on final letters if at(a) = bt(b) for all a, b ∈ A. Examples of families
of substitutions that are both injective on initial letters and constant on final letters
include (powers of) β-substitutions for β a simple Parry number, and substitutions
arising in connection with continued fraction algorithms (see Section 4). The following
theorem is the main result of this article.
Theorem (Theorem 3.13 in text): If φ is a primitive Pisot substitution that is in-
jective on initial letters and constant on final letters then the tiling dynamical system
(Ωφ,R) has pure discrete spectrum.
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In outline, the argument will be as follows:
(1) Every tiling dynamical system (Ω,R) has a maximal equicontinuous factor
(Ωmax,R) and (Ω,R) has pure discrete spectrum if and only if the factor map
πmax : Ω→ Ωmax is a.e. one-to-one.
1
(2) Given T, T ′ ∈ Ωφ we write T ≈s T
′ provided πmax(T ) = πmax(T
′) and, for a
dense set of t ∈ R, there is n(t) ∈ N so that so that Φn(t)(T −t) and Φn(t)(T ′−t)
have exactly the same tiles at the origin. The relation ≈s is a closed equivalence
relation.
(3) If the system (Ωφ,R) does not have pure discrete spectrum, the quotient system
(Ωφ/ ≈s,R) is isomorphic with a tiling dynamical system (Ωφs,R) for a prim-
itive, non-periodic Pisot substitution φs that is also injective on initial letters
and constant on final letters. The relation ≈s is trivial on Ωφs .
(4) If ψ is a primitive, non-periodic, Pisot substitution that is injective on initial
letters and constant on final letters, then ≈s is nontrivial on Ωψ.
The proof now follows by contradiction: Were (Ωφ,R) not to have pure discrete spec-
trum, the relation ≈s would be trivial on Ωφs . But item (4) would apply with ψ = φs
to say that ≈s is nontrivial on Ωφs .
1If Ω = Ωφ with φ Pisot, then (Ωmax,R) is a Kronecker action on a torus or solenoid of dimension
equal to the algebraic degree of the inflation λ ([BKw, BBK]).
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Many of the ingredients of the proof have been developed elsewhere: (1) holds quite
generally and is a consequence of the Halmos - von Neumann theory (see Chapter 3
of [W], for example); that Φ is a homeomorphism is a result of Mosse´ ([M], or, more
generally, [S2]); much of (2) and (3) appears in [B] in arbitrary dimension; and (4)
is derived from the main idea of [BD1]. The details are presented in Section 3 and
applications are given in Section 4.
2. Background and Notation
Given an alphabet A, A∗ will denote the set of all finite, nonempty, words in A.
A substitution φ : A = {1, . . . , d} → A∗, d > 1, is primitive if some power of its
abelianization A is strictly positive. In this case A has a unique (up to scale) positive
left eigenvector ω = (ω1, . . . , ωd). The corresponding Perron-Frobenius eigenvalue λ is
called the inflation of φ. The prototiles for φ are the labeled intervals ρi := ([0, ωi], i).
(For convenience, we will sometimes confuse ρi with [0, ωi]× {i}.) A tile is a translate
of a prototile, ρi − t := ([−t, ωi − t], i), with support spt(ρi − t) := [−t, ωi − t] and type
i. A tiling is a collection T of tiles whose supports cover R with the property that any
two distinct tiles in T have supports with disjoint interiors. A patch P is a finite subset
of a tiling with support equal to the union of the supports of its constituent tiles. Given
a tile τ = ρi − t, let Φ(τ) be the patch
Φ(τ) = {τ1, . . . , τk},
PURE DISCRETE SPECTRUM FOR A CLASS OF ONE-DIMENSIONAL SUBSTITUTION TILING SYSTEMS7
with
τj := ρij − λt+
j−1∑
l=1
ωil,
where φ(i) = i1 · · · ik. Extend Φ to patches P by Φ(P ) := ∪τ∈PΦ(τ), and likewise to
tilings. Notice that spt(Φ(P )) = λ · spt(P ).
Given a primitive substitution φ as above, there are k ∈ N and a, b ∈ A so that φk(a) =
a · · · , φk(b) = · · · b, and ba is in the language, L := {w : w is a factor of φn(i) for some n ∈
N and i ∈ A}, of φ. Let P = {ρb − ωb, ρa} and let T = ∪m∈NΦ
mk(P ). Then T is a
tiling and Φk(T ) = T . The tiling space of φ, or hull of T , is
Ωφ := cl{T − t : t ∈ R},
with the closure taken in the local topology in which two tilings are close if a small
translate of one agrees with the other in a large neighborhood of the origin. This
is a metric topology (we will denote the metric by d), in which Ωφ is compact and
connected. Furthermore, the space Ωφ does not depend on T and the R-action by
translation, (S, t) 7→ S − t, on Ωφ is minimal and uniquely ergodic (see, for example,
[AP]).
For φ that is primitive and non-periodic (that is, there are no translation periodic
tilings in Ωφ), the map Φ : Ωφ → Ωφ is a homeomorphism ([M],[S2]) satisfying Φ(T −
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t) = Φ(T )− λt for all T ∈ Ωφ, t ∈ R.
Given T ∈ Ωφ and R ≥ 0, the R-patch of T at 0 is defined as
BR[T ] := {τ ∈ T : spt(τ) ∩ B¯R(0) 6= ∅}.
(Here B¯R(0) is the closed ball of radius R at the origin.) Thus d(T, T
′) is small if there
is a t with |t| small, and a large R, so that BR[T ] = BR[T
′ − t].
The substitution φ is a Pisot substitution if its inflation λ is a Pisot number. For such
φ, the maximal equicontinuous factor (Ωmax,R) of the tiling dynamical system (Ωφ,R),
which is unique up to topological isomorphism, is a (non-trivial) torus or solenoid
of dimension equal to the algebraic degree of λ, the factor map πmax : Ωφ → Ωmax
is uniformly finite-to-one, measure preserving (with respect to the unique invariant
measure on Ωφ and Haar measure on Ωmax), and almost everywhere r-to-one for an
r < ∞ called the coincidence rank of φ ([BKw, BBK]). The system (Ωφ,R) has
pure discrete spectrum if and only if the coincidence rank, r, equals 1. Besides semi-
conjugating R-actions, πmax also semi-conjugates Z-actions: there is a hyperbolic and
algebraic automorphism Φmax : Ωmax → Ωmax with πmax ◦ Φ = Φmax ◦ πmax.
Tilings T and T ′ are proximal if inft∈Rd(T − t, T
′ − t) = 0 and strongly proximal if
for all R > 0 there is tR ∈ R with BR[T − tR] = BR[T
′ − tR]. These two relations are
equal for Pisot φ (this is a consequence of the ‘Meyer property’ - see [BK]) and clearly
πmax(T ) = πmax(T
′) if T and T ′ are proximal. The equicontinuous structure relation for
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Pisot φ is strong regional proximality, ∼srp, defined by: T ∼srp T
′ if and only if for each
R > 0 there are SR, S
′
R ∈ Ωφ and tR ∈ R so that BR[T ] = BR[S], BR[T
′] = BR[S
′
R],
and BR[SR − tR] = BR[S
′
R − tR]. That is, πmax(T ) = πmax(T
′) if and only if T ∼srp T
′
(see [BK]).
3. Proof of the Main Theorem
Suppose that φ is a (primitive and non-periodic) Pisot substitution on the alphabet
A = {1, . . . , d}. Tilings T, T ′ ∈ Ωφ are eventually coincident at t ∈ R if there is n ∈ N
so that B0[Φ
n(T−t)] = B0[Φ
n(T ′−t)]. Note that if T, T ′ are eventually coincident at t,
then there is ǫ > 0 so that T, T ′ are eventually coincident at t′ for all t′ ∈ (t− ǫ, t+ ǫ).
We will say that T and T ′ are densely eventually coincident if T, T ′ are eventually
coincident at t for a set of t dense in R (hence for an open dense set of t). Define ≈s
on Ωφ by T ≈s T
′ if and only if T and T ′ are strongly regionally proximal and densely
eventually coincident.
The following theorem is a compilation of one-dimensional restrictions of several results
of [B]. We include a proof for completeness.
Theorem 3.1. ≈s is a closed equivalence relation, invariant under translation and
under Φ, and (Ωφ/ ≈s,R) is the maximal equicontinuous factor of (Ωφ,R) if and only
if (Ωφ,R) has pure discrete spectrum. The maximal equicontinuous factor map on Ωφ
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factors through the quotient map from Ωφ to Ωφ/ ≈s and that quotient map is a.e.
one-to-one. In particular, if (Ωφ,R) does not have pure discrete spectrum, then neither
does (Ωφ/ ≈s,R).
Proof. As mentioned in the previous section, T ∼srp T
′ is equivalent to πmax(T ) =
πmax(T
′), so ∼srp is a closed equivalence relation. That ‘T is densely eventually co-
incident with T ′’ really means ‘T is open-and-densely eventually coincident with T ′’
implies that dense eventual coincidence is an equivalence relation, so ≈s is an equiva-
lence relation. To see that it’s closed, suppose that Tn → T , T
′
n → T
′ and Tn ≈s T
′
n
for each n. Then T ∼srp T
′. Fix R > 0 and let tn, t
′
n → 0 be so that (for large n)
BR[T ] = BR[Tn − tn] and BR[T
′] = BR[T
′
n − t
′
n]. By Corollary 5.8 of [BK] there are,
up to translation, only finitely many pairs of the form (BR[S], BR[S
′]) with S ∼srp S
′.
As Tn ∼srp T
′
n, it follows that tn = t
′
n for all but finitely many n. Since, for |t| < R,
eventual coincidence of Tn and T
′
n at t depends only on the R-patches of Tn and T
′
n
at the origin, and Tn, T
′
n are densely eventually coincident, we see that T and T
′ are
eventually coincident at a set of t dense in BR(0). Thus T ≈s T
′ and ≈s is a closed
equivalence relation.
The Φ- and R-invariance of ≈s is clear. Also, since the relation ≈s is contained in the
relation ∼srp, πmax factors through Ωφ/ ≈s.
Suppose now that (Ωφ,R) has pure discrete spectrum. We will argue that (Ωφ/ ≈s,R)
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is the maximal equicontinuous factor of (Ωφ,R) by showing that strong regional prox-
imality implies dense eventual coincidence. Suppose that T ∼srp T
′ and suppose that
there are t0 ∈ R and ǫ > 0 so that T and T
′ are not eventually coincident at any t ∈ (t0−
ǫ, t0 + ǫ). Pick ni →∞ with Φ
ni(T − t0)→ S ∈ Ωφ and Φ
ni(T ′− t0)→ S
′ ∈ Ωφ. Then
S ∼srp S
′. Suppose that B0[S−t] = B0[S
′−t] for some t ∈ R. There are then (for large
i) ti → t with B0[Φ
ni(T−t0)−ti] = B0[S−t] = B0[S
′−t] = B0[Φ
ni(T ′−t0)−ti] (we have
again used that there are, up to translation, only finitely many pairs (B0[V ], B0[V
′])
with V ∼srp V
′). Then B0[Φ
ni(T − t0 − (ti/λ
ni))] = B0[Φ
ni(T ′ − t0 − (ti/λ
ni))] so that
T and T ′ are eventually coincident at t0 + (ti/λ
ni). We have a contradiction when i
is large enough so that ti/λ
ni < ǫ. Thus B0[S − t] 6= B0[S
′ − t] for all t ∈ R. As
there are only finitely many pairs (B0[S − t], B0[S
′− t]), up to translation, we see that
d(S − t, S ′ − t) is bounded away from 0. Then by minimality of the R-action and
closed-ness of ∼srp, πmax : Ωφ → Ωmax is at least 2-to-1 everywhere. But πmax is a.e.
1-to-1 since (Ωφ,R) has pure discrete spectrum. Hence T must be densely eventually
coincident with T ′. This proves that if (Ωφ,R) has pure discrete spectrum then ∼srp
is the same as ≈s; that is, (Ωφ/ ≈s,R) is the maximal equicontinuous factor.
Conversely, suppose that (Ωφ,R) does not have pure discrete spectrum. Then the coin-
cidence rank of φ is r ≥ 2 and there are z ∈ Ωmax and T1, . . . , Tr ∈ π
−1
max(z) with Ti and
Tj disjoint for i 6= j (this is from [BK] - see Theorem 4 of [B]). By minimality (and the
12 MARCY BARGE
fact that, up to translation, there are only finitely many pairs (B0[Ti − t], B0[Tj − t])),
this is true for all z ∈ Ωmax. Such Ti and Tj are not proximal, and therefore Φ
n(Ti) and
Φn(Tj) are not proximal for any n ∈ N (this is because Φ is a homeomorphism with
Φ(S − t) = Φ(S) − λt, so Φn preserves proximality for all n ∈ Z). Then by Lemma
5.12 of [BK], Φn(Ti) and Φ
n(Tj) are disjoint for all n ∈ N and i 6= j. It follows that the
factor map from Ωφ/ ≈s to Ωmax is at least r-to-1 everywhere. Since πmax is almost
everywhere r-to-1, the quotient map from Ωφ to Ωφ/ ≈s must be almost a.e. 1-to-1
(and, furthermore, (Ωφ/ ≈s,R) is not the maximal equicontinuous factor). 
Assume now that (Ωφ,R) does not have pure discrete spectrum. We will push the
relation ≈s down to the (disjoint) union ∪
d
i=1ρi of the prototiles for φ. Let the relation
R on ∪di=1ρi be defined by (x, i)R(y, j) if and only if there are T, T
′ ∈ Ωφ and t, t
′ ∈ R
so that: T ≈s T
′, t+ ρi ∈ T , t
′ + ρj ∈ T
′, and t+ x = t′ + y.
Lemma 3.2. : Suppose that φ is Pisot and is constant on final letters. There is
then ǫ > 0 so that if (xn, in)R(xn+1, in+1) for n = 1, . . . N − 1 and P1 and PN are
the patches P1 = {ρ1 − ω1 − x1, ρi1 − x1} and PN = {ρ1 − ω1 − xN , ρiN − xN}, then
[−ǫ, 0] ⊂ spt(P1) ∩ spt(PN ) and P1 and PN are eventually coincident at s for a dense
set of s ∈ [−ǫ, 0].
Proof. Suppose l ∈ A = {1, . . . , d} is such that φ(a) = · · · l for all a ∈ A. Then the tiles
ρi−ωi and ρj−ωj are eventually coincident at s for all s ∈ (−ωl/λ, 0) for each i, j ∈ A.
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Let ǫ = ωl/λ. The conclusion of the lemma is certainly true if N = 1. Suppose it to be
true for some N ≥ 1 and suppose that (xn, in)R(xn+1, in+1) for n = 1, . . .N . Then P1
and PN are densely eventually coincident on [−ǫ, 0] and there are T, T
′ ∈ Ωφ and t, t
′ ∈
R so that: T ≈s T
′, t+ρiN ∈ T , t
′+ρiN+1 ∈ T
′, and t+xN = t
′+xN+1. Let ρi−ωi+t and
ρj−ωj+t
′ be the tiles of T and T ′ immediately to the left of t+ρiN and t
′+ρiN+1 . Then
the patches P ′N := {ρi−ωi+ t, t+ρiN}− t−xN = {ρi−ωi−xN , ρiN −xN} and P
′
N+1 :=
{ρj−ωj+t
′, t′+ρiN+1}−t−xN = {ρj−ωj−xN+1, ρiN+1−xN+1} are eventually coincident
at s for a dense set of s in the intersection of their supports (because T ≈s T
′). But
also, PN and P
′
N are eventually coincident at all s ∈ (−ǫ, 0) ⊂ [−ǫ − xN , ωiN − xN ]
as are PN+1 and P
′
N+1 at all s ∈ (−ǫ, 0) ⊂ [−ǫ − xN+1, ωiN+1 − xN+1]. Thus, recalling
that dense eventual coincidence implies open dense eventual coincidence, we have that
PN+1 and P1 are eventually coincident at s for a dense set of in [−ǫ, 0], and the lemma
is established by induction. 
Given a patch Q with support [a, b], let Q¯ be the periodic tiling Q¯ := ∪k∈Z(Q+k(b−
a)). The main technical tool that we use in this article is the following theorem (which
has analogues in all dimensions - see [BSW], Theorem 3.1).
Theorem 3.3. Suppose that φ is a primitive Pisot substitution and suppose there is a
patch Q for φ with support [a, b] and a set W ⊂ R with the properties: the subgroup of
R/(b− a)Z generated by {w + (b − a)Z : w ∈ W} is dense in R/(b− a)Z; and Q¯ and
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Q¯−w are densely eventually coincident for all w ∈ W . Then (Ωφ,R) has pure discrete
spectrum.
Proof. Given tilings T, T ′ made of tiles for φ (but not necessarily in Ωφ) let us write
T ∼ T ′ provided T and T ′ are eventually coincident at 0. For v ∈ R, let Uv := {x ∈
R : Q¯− x ∼ Q¯− v − x}; Uv is open and Uw is open and dense in R for all w ∈ W . So
if w,w′ ∈ W then Uw ∩ Uw′ is also open and dense in R. For x ∈ Uw ∩ Uw′ we have
Q¯−w − x ∼ Q¯− x ∼ Q¯−w′− x and hence Q¯−w and Q¯−w′ are densely eventually
coincident. This means that Q¯ − (w − w′) and Q¯ are densely eventually coincident.
Note also that Uv = R for v ∈ (b − a)Z. Thus, replacing W by the subgroup of R
generated by W ∪ (b− a)Z, we may assume that W is a dense subgroup of R.
We claim that if Uv is nonempty for some v ∈ R, then Uv is dense in R. To see
this, suppose that x ∈ Uv and fix w ∈ W . There is then x
′ ∈ Uv ∩ Uw ∩ (Uw − v),
x′ arbitrarily close to x. Then Q¯ − v − x′ ∼ Q¯ − x′, Q¯ − w − x′ ∼ Q¯ − x′, and
Q¯−w − (x′ + v) ∼ Q¯− (x′ + v). It follows that Q¯− v − (x′ + w) ∼ Q¯− (x′ +w); i.e.,
x′ + w ∈ Uv. Since x
′ is as close to x as we wish, this shows that x+W ⊂ cl(Uv), and
thus Uv is dense in R, as claimed.
Suppose now that (Ωφ,R) does not have pure discrete spectrum. There are k ∈ N and
T, T ′ ∈ Ωφ so that Φ
k(T ) = T , Φk(T ′) = T ′, T ∼srp T
′, and T ∩T ′ = ∅. There are then
S, S ′ ∈ Ωφ and t ∈ R so that B0[S] = B0[T ], B0[S
′] = B0[T
′], and B0[S−t] = B0[S
′−t].
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Let P ⊂ S and P ′ ⊂ S ′ be patches with supports containing [−1, t+1]. We may assume
that P − s and P ′ − s′ are sub patches of Q for some s, s′ ∈ R (otherwise, replace Q
by Φm(Q) for sufficiently large m, so that, by primitivity, translates of P and P ′ occur
in Φm(Q), and replace W by λmW ). From S ∩ S ′ 6= ∅ we have (Q¯− (s′ − s)) ∩ Q¯ 6= ∅;
so Us′−s 6= ∅. By the above claim, Us′−s is dense in R. Since B0[T
′]− s′ ⊂ P ′ − s′ ⊂ Q¯
and B0[T ]− s
′ ⊂ P − s′ ⊂ Q¯− (s′ − s), there is x ∈ spt(B0[T
′]− s′) ∩ spt(B0[T ]− s
′)
with Q¯ and Q¯ − (s′ − s) eventually coincident at x. Then T and T ′ are eventually
coincident at s′ + x. In particular, there is n ∈ N with Φn(T ) ∩ Φn(T ′) 6= ∅. Then
Φnk(T ) ∩ Φnk(T ′) 6= ∅. But Φnk(T ) = T and Φnk(T ′) = T ′ and T ∩ T ′ = ∅. Thus
(Ωφ,R) must have pure discrete spectrum. 
Corollary 3.4. Suppose that φ is a primitive Pisot substitution and suppose there is
a tile τ for φ and a sequence tn → 0, tn 6= 0, so that for each n the set of x so that τ
and τ − tn are coincident at x is dense in spt(τ) ∩ spt(τ − tn). Then (Ωφ,R) has pure
discrete spectrum.
Proof. Let a be the type of τ and let w be a word in the language of φ of the form
w = bub, b ∈ A. There is m ∈ N so that w occurs in φm(a) and then there is a
sub patch Q of Φm(τ) that follows the pattern of the word bu. Let N ∈ N be such
that λm|tn| < ωb for all n ≥ N . The tilings Q¯ and Q¯ − λ
mtn are densely eventually
coincident for n ≥ N . Theorem 3.3 applies with W = {λmtn : n ≥ N}. 
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The following is Lemma 10 of [B] with slightly weaker hypotheses.
Lemma 3.5. Suppose that φ is Pisot, primitive, and constant on final letters and
suppose that (Ωφ,R) does not have pure discrete spectrum. There is then B < ∞ so
that if (xn, in)R(xn+1, in+1) for n = 1, . . .N − 1, then ♯{(xn, in) : n = 1, . . . , N} ≤ B.
Proof. Let ǫ > 0 be as in Lemma 3.2. If there is no such B then, using Lemma 3.2,
there are i, j ∈ A and yn → y ∈ R, with yn 6= ym for n 6= m, so that the patches
P = {ρ1−ω1, ρi} and Pn = {ρ1−ω1−yn, ρj−yn} are eventually coincident at an open
dense set Un of points in an interval In ⊂ spt(P ) ∩ spt(Pn) of length ǫ. Let’s pick a
subsequence {nk} with Ink → I in the Hausdorff topology. Let J be the middle third of
I, let J ′ be the middle third of J and letK be large enough so that |ynk−ynk′ | < ǫ/9 and
J ⊂ Ink for all k, k
′ ≥ K. Then, with xm := yn(m−1)K − ynmK for m ∈ N, P and P − xm
are eventually coincident on the dense subset U ′ := J ′ ∩ (∩k,k′≥K(Unk − (ynk′ − ynk)))
of J ′. For large enough s ∈ N there is a tile τ ∈ Φs(P ) with support contained in λsJ ′.
We have that τ and τ − λsxm are eventually coincident at a dense set of points in the
intersection of their supports for all m ∈ N. Then (Ωφ,R) has pure discrete spectrum
by Corollary 3.4. 
Define R¯ on ∪di=1ρi to be the transitive closure of R: (x, i)R¯(y, j) if and only if
there are (xn, in), n = 1, . . . , N with (xn, in)R(xn+1, in+1) for n = 1, . . . N − 1 and
(x, i) = (x1, i1), (y, j) = (xN , iN).
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Lemma 3.6. Suppose that φ is Pisot, primitive, and constant on final letters and sup-
pose that (Ωφ,R) does not have pure discrete spectrum. Then R¯ is a closed equivalence
relation.
Proof. Clearly R¯ is an equivalence relation. That R is closed follows from ≈s being
closed; by Lemma 3.5, R¯ is also closed. 
Under the hypotheses of the two previous lemmas, let Ei := {(0, i), (ωi, i)}, E :=
∪di=1Ei, [E] := {(y, j) : (y, j)R¯(x, i) for some (x, i) ∈ Ei, i ∈ {1, . . . , d}}, and [E]i :=
[E]∩ρi. The first coordinates of elements of [E]i partition the support of ρi into finitely
many subintervals I1i ≤ I
2
i ≤ · · · ≤ I
m(i)
i .
Lemma 3.7. Suppose that φ is Pisot, primitive, and constant on final letters and
suppose that (Ωφ,R) does not have pure discrete spectrum. If x ∈ I˚
j
i , y ∈ I˚
n
k , and
(x, i)R¯(y, k), then Iji −x = I
n
k −y and (x
′, i)R¯(y′, k) for all x′ ∈ I˚ji and y
′ = x′−x+y ∈
I˚nk .
Proof. Let [(x, i)] denote the R¯ equivalence class of (x, i) and suppose that (x, i) /∈ [E]i.
For (y, k) ∈ [(x, i)], y ∈ Ink for some unique n ∈ {1, . . . , m(k)}: set min(y, k) :=
min(Ink ) and max(y, k) := max(I
n
k ). Let t
min
(x,i) := max(y,k)∈[(x,i)](x− y+min(y, k)) and
tmax(x,i) := min(y,k)∈[(x,i)](x − y + max(y, k)). Then for (y, k) ∈ [(x, i)] we have t
min
(y,k) =
tmin(x,i)+(y−x) and t
max
(y,k) = t
max
(x,i)+(y−x). It follows that for any t with t
min
(x,i) < x−t < t
max
(x,i)
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and any (y, k) ∈ [(x, i)] we have (x− t, i)R¯(y − t, k) and tmin(y,k) < y − t < t
max
(y,k). (This is
clearly true if (x, i)R(y, k); then apply this in finitely many steps.) If x ∈ I˚ji , y ∈ I˚
n
k
and (x, i)R(y, j), then Iji = [t
min
(x,i), t
max
(x,i)], I
n
k = [t
min
(y,j), t
max
(y,j)], and we have: I
j
i −x = I
n
k −y
and (x′, i)R¯(y′, k) for all x′ ∈ I˚ji and y
′ = x′ − x+ y ∈ I˚nk . 
Let us say that intervals Iji and I
n
k as in the Lemma above are equivalent and let
{J1, . . . , Jm} be the distinct equivalence classes of the I
j
i . For each k ∈ {1, . . . , m}, let
lk be the common length of the I
j
i ∈ Jk. We make new prototiles αk := ([0, lk], k) and
a new substitution φs on {1, . . . , m} as follows. Let Xφ := ∪
d
i=1ρi/E be the wedge of
circles obtained by identifying the endpoints in the disjoint union of the old prototiles,
let fφ : Xφ → Xφ be the map that locally stretches length by a factor of λ and
follows the pattern of φ, and let π : ∪di=1ρi → Xφ be the quotient map. Note that if
π1 : Ωφ → Xφ is given by π1(T ) = π((x, i)) provided ρi − x ∈ T and x ∈ [0, ωi], then
fφ ◦ π1 = π1 ◦ Φ. Since ≈s is invariant under Φ, R¯, pushed forward to Xφ (which we
continue to call R¯) is invariant under fφ. It follows from Lemma 3.7 that Xφ/R¯ is also a
wedge of circles, one for each Jk, and fφ induces a continuous map fφs on Xφs := Xφ/R¯
satisfying: If πs : Xφ → Xφs is the quotient map, then πs ◦ fφ = fφs ◦πs. Now let φs be
the substitution on the alphabet {1, . . . , m} with the property that φs(k) = k1k2 · · · kr
if fφs maps πs(αk) first around πs(αk1), then around πs(αk2), ..., finally around πs(αkr).
PURE DISCRETE SPECTRUM FOR A CLASS OF ONE-DIMENSIONAL SUBSTITUTION TILING SYSTEMS19
Let α : {1, . . . , d} → {1, . . . , m} be the morphism α(i) := i1 · · · im(i) with ij defined by
Iji ∈ Jij ; we have α ◦ φ = φs ◦ α.
Lemma 3.8. Suppose that φ is primitive, Pisot, and constant on final letters and
suppose that (Ωφ,R) does not have pure discrete spectrum. Then φs is primitive, Pisot,
and constant on final letters and if φ is injective on initial letters, so is φs.
Proof. If Jk is an equivalence class of intervals, each I
j
i ∈ Jk has the property that its
endpoints a < b satisfy (a, i) and (b, i) are each R¯-equivalent to an endpoint of some
prototile: say (a, i)R¯(0, r) and (b, i)R¯(ωt, t). Then I
1
r , I
m(t)
t ∈ Jk. Let l ∈ A be such
that φ(c) = · · · l for each c ∈ A and let l′ be such that I
m(l)
l ∈ Jl′. Then
φs ◦ α(t) = φs(· · ·k) = · · ·φs(k).
On the other hand,
α ◦ φ(t) = α(· · · l) = · · · l′.
From φs ◦ α = α ◦ φ, we have φs(k) = · · · l
′ for all k; that is, φs is constant on final
letters.
Primitivity of φs follows from primitivity of φ, the relation α ◦ φ = φs ◦ α, and
surjectivity of πs.
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If φ is injective on initial letters there is n ∈ N so that φn(c) = c · · · for all c ∈ A.
Then from α(k) = r · · · we have
φns ◦ α(r) = φ
n
s (k · · · ) = φ
n
s (k) · · ·
and also
α ◦ φn(r) = α(r · · · ) = k · · · ,
from which it follows that φns (k) = k · · · for all k, and φs is injective on initial letters.

Remark 3.9. If k is any letter in the alphabet for φs, there are r, t ∈ A with α(r) =
k · · · and α(t) = · · · k (these are the r and t of the first two sentences of the proof
of Lemma 3.8). In particular, the alphabet for φs is no larger than the alphabet for
φ. The construction above of φs depends on the finiteness of the equivalence classes of
the relation R¯, and to obtain this we have used the constancy of φ on final letters. It
would be interesting to know if this condition can be dropped (or considerably weakened)
in Lemma 3.5. As long as (Ωφ,R) does not have pure discrete spectrum, Ωφ/ ≈s is
(isomorphic to) a substitution tiling space for some substitution ψ (one can see this by
first collaring, or rewriting, φ so that some power of the collared, or rewritten, version
is constant on final letters, and then applying the following theorem). What can one
say about the possiblities for the shape of ψ and the size of its alphabet?
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Theorem 3.10. Suppose that φ is primitive, Pisot, and constant on final letters and
suppose that (Ωφ,R) does not have pure discrete spectrum. Then the substitution φs is
Pisot and the dynamical system (Ωφ/ ≈s,R) is topologically isomorphic with (Ωφs ,R)
by an isomorphism that conjugates the substitution homeomorphisms. Furthermore,
the relation ≈s is trivial on Ωφs and (Ωφs ,R) does not have pure discrete spectrum.
Proof. This is basically the 1-dimensional version of Theorem 12 of [B]. We provide an
argument here for the reader’s convenience.
The morphism α induces a map α¯ : Ωφ → Ωφs that semi conjugates Φ with Φs and
also the R-actions on the two spaces (see, for example, [BD2]). We will show that
α¯(T ) = α¯(T ′) if and only if T ≈s T
′.
Let π1 : Ωφ → Xφ be given by π1(T ) = [(x, i)] if and only if ρi−x ∈ T and, likewise,
let π2 : Ωφs → Xφs be defined by π2(S) = [(x, k)] if and only if αk − x ∈ S. We have
the following commuting diagram.
(1)
π1 π2
α¯
	
	
	
	
Φ Φs
fφ fφs
πsXφ Xφs
Ωφ Ωφs
❄ ❄
✲
✲
Now if T ≈s T
′ (in Ωφ), then T − t ≈s T
′ − t for all t ∈ R, so π1(T − t)R¯π1(T
′ − t),
i.e., πs(π1(T − t)) = πs(π1(T
′ − t)), and hence π2(α¯(T ) − t) = π2(α¯(T
′) − t), for all
t ∈ R. This means that α¯(T ) = α¯(T ′).
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Conversely, suppose that α¯(T ) = α¯(T ′). Then α¯(T − t) = α¯(T ′− t) for all t ∈ R and
from diagram 1 we have π1(T − t)R¯π1(T
′− t) for all t ∈ R. The set U of t ∈ R so that
neither π1(T − t) nor π1(T
′ − t) equals the branch point E of Xφ is open and dense in
R. Fix t ∈ U , let [(x, i)] = π1(T − t), and let [(x
′, j)] = π1(T
′ − t). Then (x, i)R¯(x′, j)
and, from Lemma 3.2, there is ǫ > 0 so that the patches {ρ1 − ω1 − x, ρi − x} and
ρ1−ω1−x
′, ρj−x
′} are densely eventually coincident at s for a dense set of s in [−ǫ, 0].
This means that T − t and T ′ − t are densely eventually coincident at a dense set of
s in [−ǫ′, 0] where ǫ′ > 0 is such that [−ǫ, 0] ⊂ spt(ρi − x) ∩ spt(ρj − x
′). It follows
that T and T ′ are densely eventually coincident. It remains to show that T and T ′ are
strongly regionally proximal.
From Lemma 3.2 and Corollary 3.4 it follows that there are, up to translation,
only finitely many pairs {ρi − x, ρj − x
′} with (x, i)R¯(x′, j). We are assuming that
α¯(T ) = α¯(T ′). From diagram 1, α¯(Φ−k(T )) = α¯(Φ−k(T ′)) for all k ∈ N. There
are then i, j ∈ A, xn ≥ 0, x
′
n ≥ 0, and kn → ∞ so that ρi − xn ∈ B0[Φ
−kn(T )],
ρj−x
′
n ∈ B0[Φ
−kn(T ′)], and xn−x
′
n is constant. Since Φ
−k1(T ) and Φ−k1(T ′) are densely
eventually coincident, there is s ∈ spt(ρi−x1)∩spt(ρj−x
′
1), N ∈ N, and a tile η so that
η ∈ ΦN (ρi−x1)∩Φ
N (ρj−x
′
1). Then, for kn ≥ N , Φ
kn−N(η)+λkn−N(xN−x1) ∈ T ∩T
′.
Thus T and T ′ are strongly proximal, and hence strongly regionally proximal. We
have shown that α¯(T ) = α¯(T ′)⇔ T ≈s T
′. Since the R-action on Ωφs is minimal and
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α¯(T − t) = α¯(T )− t, α¯ is surjective, and hence induces an isomorphism of (Ωφ/ ≈s,R)
with (Ωφs ,R).
To see that ≈s is trivial on (Ωφs ,R), suppose that α¯(T ) ≈s α¯(T
′). In particular, there
is a dense set U so that for each t ∈ U there is n(t) ∈ N with B0[Φ
n(t)
s (α¯(T ) − t)] =
B0[Φ
n(t)
s (α¯(T ′)− t)]. Fix such a t. Then π2(Φ
n(t)
s (α¯(T )− t)) = π2(Φ
n(t)
s (α¯(T ′)− t)), so
(Φn(t)(T )−λn(t)t)R¯(Φn(t)(T ′)−λn(t)t), by diagram 1. Using Lemma 3.2 (as above), there
is then ǫ′ > 0 so that Φn(t)(T )− λn(t)t and Φn(t)(T ′)− λn(t)t are eventually coincident
at a dense set of points in [−ǫ′, 0]. Then T − t and T ′ − t are eventually coincident at
a dense set of points in [−ǫ′λ−n(t), 0] and, since the set of such t is dense, T and T ′ are
densely eventually coincident.
We now argue that if α¯(T ) ≈s α¯(T
′), then T and T ′ are strongly regionally proximal
(denoted T ∼srp T
′). Let πmax : Ωφ → Ωmax and π
s
max : Ωφs → Ω
s
max denote the maxi-
mal equicontinuous factor maps for the systems (Ωφ,R) and (Ωφs ,R), resp., and recall
that tilings T, T ′ in either space have the same image under the maximal equicontin-
uous factor map if and only if T ∼srp T
′. Since α¯(T ) = α¯(T ′) implies that T and T ′
are strongly regionally proximal, πmax factors through Ωφs . Hence, by maximality, and
by uniqueness up to isomorphism of the maximal equicontinuous factor, (Ωmax,R) and
(Ωsmax,R) are isomorphic and we may take Ω
s
max = Ωmax and πmax = π
s
max ◦ α¯. Now
α¯(T ) ≈s α¯(T
′) =⇒ α¯(T ) ∼srp α¯(T
′) =⇒ πsmax(α¯(T )) = π
s
max(α¯(T
′)) =⇒ T ∼srp T
′.
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Together with α¯(T ) ≈s α¯(T
′) implies T and T ′ are densely eventually coincident, this
shows that α¯(T ) ≈s α¯(T
′) =⇒ T ≈s T
′ =⇒ α¯(T ) = α¯(T ′); i.e., ≈s is trivial on Ωφs .
For each z ∈ Ωmax = Ω
s
max there are T, T
′ ∈ π−1max(z) with T and T
′ nowhere
eventually coincident ([BK]). Then α¯(T ) 6= α¯(T ′) but πsmax(α¯(T )) = π
s
max(α¯(T
′)).
Thus, πsmax is at least 2-1 everywhere and (Ωφs ,R) does not have pure discrete spectrum.

Lemma 3.11. Suppose that φ is primitive, non-periodic, Pisot, injective on initial
letters, and constant on final letters. Then there are i 6= j ∈ A so that the prototiles
ρi and ρj are eventually coincident at a dense set of points in spt(ρi) ∩ spt(ρj).
Proof. By replacing φ by φk for an appropriate k ∈ N, we may assume that φ(a) = a · · ·
for all a ∈ A. Let r be the coincidence rank of φ. There are then T1, . . . , Tr ∈ Ωφ
with the properties: Ti ∼srp Tj for all i, j ∈ {1, . . . , r}; Φ
n(Ti) ∩ Φ
n(Tj) = ∅ for all
i 6= j ∈ {1, . . . , r} and all n ∈ N; and the Ti are Φ-periodic (see [BK], or Theorem 4
of [B]). Replacing φ by an appropriate power, we may assume that the Ti are all fixed
by Φ. It follows from the constancy of φ on final letters that, for i 6= j ∈ {1, . . . , r},
the set of endpoints of Ti (that is, the set of endpoints of supports of tiles in Ti) is
disjoint from the set of endpoints of Tj . Let V = {· · · < v−1 < v0 < v1 < · · · }
denote the union of the sets of endpoints of the Ti, i = 1, . . . , r. For each k ∈ Z and
i ∈ {1, . . . , r} let τki denote the tile in Ti that has (vk + vk+1)/2 in its support. We
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will call Ck := {τ
k
1 , . . . , τ
k
r } a configuration. Up to translation, there are only finitely
many distinct configurations (see [BK]), and since the Ti are not (translation) periodic,
the translation equivalence of Ck is not a periodic function of k. Therefore, there are
k, l ∈ Z so that Ck−1 − vvk−1 = Cl−1 − vl−1 while Ck − vk 6= Cl − vl. For any n ∈ Z,
the configurations Cn−1 and Cn differ only in the tile of Cn−1 with terminal endpoint vn
and the tile of Cn with initial endpoint vn. Hence there are i 6= j with ρi ∈ Ck − vk,
ρj ∈ Cl − vl, and (Ck − vk) \ {ρi} = (Cl − vl) \ {ρj}.
Suppose (by way of contradiction) that ρi and ρj are not eventually coincident at a
dense set of points in the intersection of their supports. Note that because φ(i) = i · · ·
and φ(j) = j · · · , eventual coincidence of ρi and ρj at a dense set of points in an
interval [0, δ], with δ > 0, would imply eventual coincidence of those prototiles at a
dense set of points in the intersection of their supports. Thus there are 0 ≤ t0 < t2 ≤
min{vk+1−vk, vl+1−vl} so that ρi and ρj are not eventually coincident at any point of
the interval [t0, t2]. Let i
′, j′ be such that ρi ∈ Ti′−vk and ρj ∈ Tj′−vl and let t1 :=
t0+t2
2
.
By compactness, there are np → ∞ so that Φ
np(Tq − vk − t1) → Sq ∈ Ωφ, for all q ∈
{1, . . . , r}, and Φnp(Tj′ − vl− t1)→ Sr+1 ∈ Ωφ. We claim that the Sq, q = 1, . . . , r+1,
are pairwise strongly regionally proximal. Indeed, strong regional proximality is closed
and Φ-invariant, so the Sq, q = 1, . . . , r, are strongly regionally proximal. Pick q
′ ∈
{1, . . . , r}\{j1}. There is then q
′′ ∈ {1, . . . , r} with B0[Tq′−vl− t1] = B0[Tq′′−vk− t1].
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Then Φnp(Tq′ − vl − t1)→ Sq′′ , and again, since ∼srp is closed and Φ-invariant, Sr+1 is
strongly regionally proximal with Sq′′ . Hence the Sq, q = 1, . . . , r + 1, are all strongly
regionlly proximal, as claimed. We further claim that the Sq, q ∈ {1, . . . , r + 1}, are
pairwise disjoint. For q ∈ {1, . . . , r} this is clear: since the Tq are fixed by Φ, the
set of configurations formed by the Φnp(Tq − vk − t1) equals the set of configurations
formed by the Tq and hence the set of configurations formed by the Sq is contained in
the set of configurations formed by the Tq. In particular, each configuration formed
by the Sq, q ∈ {1, . . . , r}, consists of r distinct tiles, so these Sq are pairwise disjoint.
The same argument shows that Sr+1 is disjoint from Sq for q ∈ {1, . . . , r} \ {i1},
since {Sq : q ∈ {1, . . . , r + 1} \ {i1}} = {limp→∞Φ
np(Tq − vl − t1) : q ∈ {1, . . . , r}}.
It remains to show that Sr+1 ∩ Si1 = ∅. For this, consider the tilings Ui, Uj ∈ Ωφ
that are fixed by Φ with ρc − ωc, ρi ∈ Ui and ρc − ωc, ρj ∈ Uj , where c is such that
φ(a) = · · · c for all a ∈ A. Then Si1 = limp→∞Φ
np(Ui−t1), and Sr+1 = limp→∞Φ
np(Uj−
t1). As Ui ∼srp Uj (since Ui and Uj are proximal), there are, up to translation, only
finitely many pairs {B0[Ui − t], B0[Uj − t]}, t ∈ R. It follows that if there are tp with
B0[limp→∞(Ui− tp)] = B0[limp→∞(Uj − tp)], then B0[Ui− tp] = B0[Uj − tp] for all large
p. Thus, if Si1 ∩ Sr+1 6= ∅, say B0[Si1 − t] = B0[Sr+1 − t], and tp = t1λ
np − t, we have
B0[Ui − tp] = B0[Φ
np(Ui − t1)− t] = B0[Φ
np(Uj − t1)− t] = B0[Uj − tp] for all large p.
For p large enough that |t/λnp| < (t0 + t2)/2, we have s := t1 − (t/λ
np) ∈ (t0, t2) with
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ρi and ρj eventually coincident at s, a contradiction. This proves that Si1 and Sr+1 are
disjoint and hence the claim that the Sq, q ∈ {1, . . . , r + 1}, are pairwise disjoint.
We now have the situation that there are r+1 tilings S1, . . . , Sr+1 that are strongly
regionally proximal and pairwise disjoint. Suppose that T ′ = T ′1 ∈ Ωφ. By minimality
of the R-action, there are sn such that S1 − sn → T
′
1, by passing to a subsequence, we
may assume that Sq − sn → T
′
q ∈ Ωφ for q = 1, . . . , r + 1. Then the T
′
q are strongly
regionally proximal and pairwise disjoint (the latter uses again that, up to translation,
there are only finitely many pairs {B0[Sq − t], B0[Sq′ − t]}). But then the coincidence
rank of φ is at least r + 1, not r. Thus ρi and ρj must be eventually coincident at a
dense set of points in the intersection of their supports. 
Corollary 3.12. Suppose that φ is primitive, non-periodic, Pisot, injective on initial
letters, and constant on final letters. Then the relation ≈s is nontrivial on Ωφ.
Proof. Say φ(a) = · · · c for all a ∈ A. Let ρi, ρj be as in Lemma 3.11 and let Ui, Uj ∈ Ωφ
be the Φ-periodic tilings with ρc − ωc, ρi ∈ Ui and ρc − ωc, ρj ∈ Uj. Then Ui 6= Uj and
Ui ≈s Uj . 
Theorem 3.13. Suppose that φ is primitive, Pisot, injective on initial letters, and
constant on final letters. Then (Ωφ,R) has pure discrete spectrum.
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Proof. Suppose that (Ωφ,R) does not have pure discrete spectrum. Then φs is also
primitive, Pisot, injective on initial letters, and constant on final letters by Lemma
3.8. By Theorem 3.10, ≈s is trivial on Ωφs . If there were a translation periodic tiling
in Ωφs , it would follow from primitivity of φs that (Ωφs ,R), being simply translation
on a circle, has pure discrete spectrum, which it doesn’t by Theorem 3.10. Thus φs is
non-periodic. But now Corollary 3.12 says ≈s is nontrivial on Ωφs . Thus (Ωφ,R) must
have pure discrete spectrum. 
Remark 3.14. By replacing φ by φn for appropriate n ∈ N, the hypothesis in The-
orem 3.13 that φ is constant on final letters can be weakened to φ being eventually
constant on final letters. Also, if φ satisfies the other hypotheses but is not necessarily
primitive, let c be the (eventual) last letter of all φ(a) and let A′ := {a ∈ A : ∃n ∈
N with a occurring in φn(c)}. Then the theorem applies to φ′ := φ|A′ to conclude that
the ‘minimal core’ (Ωφ′ ,R) of (Ωφ,R) has pure discrete spectrum.
4. Applications
4.1. β-substitutions. Given β > 1, let Tβ : [0, 1] → [0, 1] be the β-transformation
defined by x 7→ βx − ⌊βx⌋. The number β is called a Parry number if the orbit of 1
under Tβ is finite and a simple Parry number if T
n
β (1) = 0 for some n ∈ N. All Pisot
numbers are Parry numbers ([Ber, Sc]).
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Given a simple Parry number β with n (smallest) as above, let Pi := [0, T
i−1
β (1)] for
i = 1, . . . , n. Then, for i = 1, . . . , n − 1, Tβ maps Pi ai times across P1 = [0, 1] and
once across Pi+1, and Tβ maps Pn exactly an times across P1. The β-substitution, φβ,
is given by:
φβ(1) = 21
a1
φβ(2) = 31
a2
...
φβ(n) = 1
an .
Note that a1 6= 0 6= an so that φ
n
β(i) = · · · 1 for all i ∈ {1, . . . , n}; hence φβ is
eventually constant on final letters.
Taking ρi := (Pi, i), i = 1, . . . , n, as prototiles for φβ, we define (a.e.) the map
p : Ωφβ → lim←−
Tβ by p(T ) := (. . . , t−1, t0, t1, . . .) with tk determined by: ρi−tk ∈ Φ
−k
β (T )
and tk ∈ int(spt(ρi)) for some i. Then p is a metric isomorphism that conjugates the
substitution-induced homeomorphism on Ωφβ with the shift homeomorphism Tˆβ on the
inverse limit space lim←−Tβ.
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Each non-negative real number x has a greedy expansion in base β:
x =
∞∑
k=−N
xkβ
−k
with xk ∈ {0, . . . , ⌊β⌋} satisfying |xM−
∑M
k=−N xkβ
−k| < β−M for eachM ≥ −N . Each
such greedy expansion determines (. . . , 0, 0, x−N , . . . , x−1, x0, x1, . . .) ∈ {0, . . . , ⌊β⌋}
Z;
the closure of all such sequences is denoted by Σβ and called the β-shift.
2 For β a simple
Parry number, Σβ is a subshift of finite type. The map r : (. . . , x−1, x0, x1, . . .) 7→
(. . . ,
∑∞
k=1 xk−1β
−k,
∑∞
k=1 xkβ
−k,
∑∞
k=1 xk+1β
−k, . . .) defines a metric isomorphism that
conjugates the shift σ on Σβ with Tˆβ on lim←−Tβ
. The map
g := πmax ◦ p
−1 ◦ r : Σβ → Ωmax,
where πmax : Ωφβ → Ωmax is the maximal equicontinuous factor map, gives a con-
tinuous and bounded-to-one semi-conjugacy between the β-shift σ and the hyperbolic
automorphism (Φβ)max : Ωmax → Ωmax. This map g has the nice property of being
an arithmetical coding3: If x and x′ are non-negative real numbers with sequences x, x′
and x+ x′ in Σβ corresponding to the greedy β-expansions of x, x
′ and x + x′, then
g(x+ x′) = g(x) + g(x′). Since φβ is primitive, injective on initial letters, and eventu-
ally constant on final letters (see Remark 3.14), it follows from Theorem 3.13 that, for
2Not to be confused with the substitutive system Σφβ .
3The terminology is due to Siderov ([Si]).
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Pisot simple Parry numbers, the map πmax, and hence the coding g, is a.e. one-to-one.
(This result appears in [BBK] under the additional hypothesis that the algebraic degree
of β is greater than n/p, p the smallest prime divisor of n.)
Corollary 4.1. If β is a Pisot simple Parry number, then the system (Ωφβ ,R) has
pure discrete spectrum.
Remark 4.2. For β a Pisot simple Parry number and a unit, the substitutive system
(Σφβ ,Z) also has pure discrete spectrum provided the substitution φβ is irreducible (that
is, n = d, d the algebraic degree of β - [BKw] or [CS]). But if φβ is reducible this is
not necessarily the case as counterexamples of Ei and Ito show ([EI]). In any event,
if β is a unit, (Σφβ ,Z) is measurably conjugate to the system of a map induced by a
rotation on the (d− 1)-torus ([BBK], Proposition 8.1).
4.2. Arnoux-Rauzy, Brun, and Jacobi-Perron substitutions. The substitutions
of this section arise as finite products of elements taken from certain collections of ba-
sic substitutions. The Arnoux-Rauzy substitutions generalize the two-letter Sturmian
substitutions and the three-letter Rauzy substitution (see [BFZ] and [CC] for general
accounts of these) and the Brun and Jacobi-Perron substitutions come from multidi-
mensional continued fraction algorithms (see [Be] and [S]).
Let A = {1, . . . , d} and for each i ∈ A, let σi be the substitution on A defined by
σi(i) = i and σi(j) = ji for j 6= i. Given a word w = w1 · · ·wk ∈ A
∗ that contains at
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least one occurrence of each letter of A, let σw = σw1 ◦ · · · ◦σwk . Such a σw is called an
Arnoux-Rauzy substitution. Arnoux and Ito ([AI]) first proved that all Arnoux-Rauzy
substitutions on 2 or 3 letters are irreducible Pisot and recently Avila and Delecroix
have proved that Arnoux-Rauzy substitutions on any number of letters are irreducible
Pisot ([AD]). The following (assuming Pisot) is proved in [BSW] by analyzing balanced
pairs and a rather different proof, for d = 3, has been given by Berthe´, Jolivet, and
Siegel ([BJS]). It is easily verified that Arnoux-Rauzy substitutions are primitive,
injective on initial letters, and constant on final letters.
Corollary 4.3. If σw is an Arnoux-Rauzy substitution, then (Ωσw ,R) has pure discrete
spectrum.
The Brun substitutions
σBrun1 : 1 7→ 1, 2 7→ 2, 3 7→ 32;
σBrun2 : 1 7→ 1, 2 7→ 3, 3 7→ 23; and
σBrun3 : 1 7→ 2, 2 7→ 3, 3 7→ 13
are discussed by Berthe´, Bourdon, Jolivet, and Siegel in [BBJS] where they prove that
if w = w1 · · ·wk ∈ {1, 2, 3}
∗ is any word containing at least one occurrence of 3 and
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φ = σBrunw1 ◦ · · · ◦ σ
Brun
wk
, then (Ωφ,R) has pure discrete spectrum.
The Jacobi-Perron substitutions are
σJPa,b : 1 7→ 3, 2 7→ 13
a, 3 7→ 23b
for a, b ∈ N0. Any product φ = σ
JP
a1,b1
◦ · · · ◦ σJPan,bn is irreducible Pisot as long as
0 ≤ ai ≤ bi and bi 6= 0 for i = 1, . . . , n ([DFP]). It is proved in [BBJS] that, for such
φ, (Ωφ,R) has pure discrete spectrum.
The results for the Brun and Jacobi-Perron substitutions follow immediately from
Theorem 3.13 and Remark 3.14.
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