Abstract. We correct an error that incurred in our paper published in SIAM J. Numer. Anal. 49 (2011Anal. 49 ( ), pp. 1194Anal. 49 ( -1209 give new algorithms for tracking the boundary of the pseudospectrum which are suitable for large, sparse matrices.
Introduction.
In [1] we gave a differential equation for rank-1 matrices E(t) of unit norm that leads to the pseudospectral abscissa of a given matrix A. We further claimed, erroneously, that paths λ(t) of simple eigenvalues of A + εE(t) that start on the boundary of the ε-pseudospectrum, stay on the boundary. Here we explain why this statement is incorrect, in spite of apparent numerical evidence, and give two algorithms that nevertheless allow for boundary tracking. The first algorithm is a minor modification of the algorithm proposed in [1] , using now in an alternating way two differential equations instead of a single one. Its main computational cost is the computation of the rightmost eigenvalue of rank-1 perturbations to the given matrix, which can be computed fast also for large, sparse matrices. The second algorithm uses in backward time the differential equation proposed for computing the pseudospectral radius in [1] , here used for a shifted matrix. It requires computing the smallest eigenvalue of rank-1 perturbations to the shifted matrix.
The error in Theorem 8.1 of [1].
Let A ∈ C n×n , and let ε > 0. We consider the Euclidean norm on C n and its induced norm, the 2-norm, on C n×n . The ε-pseudospectrum of A is the set [2] σ ε (A) = {λ ∈ C : λ is an eigenvalue of A + εE for some matrix E of unit norm}.
It was essential for the development of [1] that for every λ ∈ σ ε (A), the perturbation E can in fact be chosen to be of rank 1. In order to compute the locally rightmost points of the pseudospectrum, this fact led us to look for a differential equation for rank-1 matrices E(t) of unit norm such that along paths λ(t) of eigenvalues of A + εE(t), the real part of λ(t) increases. This differential equation took the following form: The error occurred in the last sentence of the "proof" of Theorem 8.1. The correctly proven fact thatλ(t) is tangent to the boundary ∂σ ε (A) whenever λ(t) ∈ ∂σ ε (A), is not sufficient to conclude that then λ(t) ∈ ∂σ ε (A) for all t if the initial value λ(0) is on the boundary.
We can indeed show that the statement is not true in general. If it were true, then we would have x = αu, y = βv along the solution of (2.1) (see the "proof" of Theorem 8.1), which would imply, by (2.1), that u and v are only rotated, and x and y would therefore remain constant, as eigenvectors of
* . This would yield (A + e iθ(t) xy * )y = λ(t)y. Upon differentiation with respect to t this would yield x = y andλ = iθe iθ , which further implies that λ(t) lies on a circle. These properties hold for normal matrices, but not in general.
Two novel algorithms for boundary tracking.
We present here two algorithms for tracking the boundary of the pseudospectrum. The first makes use of a combination of the differential equations (2.1) and (3.1), the second is based on a complement of the algorithm for computing the pseudospectral radius. Algorithm 1 requires computations of rightmost eigenvalues of rank-1 perturbations to A, whereas Algorithm 2 requires eigenvalues of smallest modulus of rank-1 perturbations to a shift of A. , and that the ε-pseudospectrum lies locally to the left of λ 0 . Otherwise, we rotate the matrix A to e iθ A such that this condition is satisfied, and apply the algorithm to the rotated matrix.
We make a time step of length h with the differential equation (2.1), which at t 1 = t 0 + h yields a rank-1 matrix E 1 = u 1 v * 1 of unit norm. Sinceλ(t 0 ) is tangential to the boundary ∂σ ε (A), the eigenvalue λ 1 of A + ε E 1 is O(h 2 ) close to the boundary, and lies in σ ε (A). With initial values u 1 , v 1 we then follow the "horizontal" differential equation
which has the property that for a path of simple eigenvalues λ(t) of A+ εu(t)v(t) * , the derivativeλ is real and positive [1, Theorem 7.1]. We follow this differential equation into a stationary point E 1 = u 1 v * 1 . There, a singular value of A − λI equals ε [1, sect. 7] , which holds at the boundary ∂σ ε (A) = {λ ∈ C : s min (A − λI) = ε}, but not necessarily only there. If required, we can avoid getting stuck at an interior ε-level contour by using the procedure of [1, sect. 5] and arrive at a boundary point. We then continue the above algorithm from λ 1 ∈ ∂σ ε (A) and the corresponding perturbation vectors u 1 , v 1 .
Algorithm 2.
If we assume that σ ε (B) does not contain the origin, we can easily obtain a complementary algorithm of the one described in [1] to compute the pseudospectral radius. This is obtained by replacing x by −μx in the system of ODEs (3.1); that is,
where x(t) and y(t) are left and right eigenvectors, respectively, to a continuous path of simple eigenvalues μ(t) of B + εE(t) having minimum modulus, both of unit norm and with x(t) * y(t) > 0 for all t. Exploiting the same arguments used for the eigenvalue with maximum modulus we are able to show that the trajectory μ(t) converges to a local minimum of |μ| for μ ∈ σ ε (B).
Using the property (for z ∈ C)
we integrate (3.2) to compute the point of minimal modulus of the ε-pseudospectrum of A − zI, where z ∈ C is a point external to σ ε (A). The obtained value, say μ min (z), is then shifted by z to give the point on the boundary of the ε-pseudospectrum with minimal distance to z. With these observations we can design an algorithm for tracking the boundary of the ε-pseudospectrum. Once we have computed the pseudospectral abscissa α ε (A), we can consider, for example, the segment z(s) = α ε (A) + δ + is, where δ > 0 is a small constant and s ∈ [s, s], a suitable interval.
Then we compute the boundary of the rightmost section of the ε-pseudospectrum by repeatedly integrating (3.2) with B(s) = A − z(s)I and shifting the computed optimal values μ min (z(s)) by z(s). Considering a discretization with respect to s, good initial vectors u 0 and v 0 for the problem with parameter s k+1 = s k + Δs are the vectors computed for the stationary point of the previous problem with s = s k .
Numerical experiment.
We consider the 6 × 6 random matrix from [1] with ε = 1. Algorithm 1 is applied with initial stepsize h = 10 −2 with at most k max = 20 steps (with variable size, controlled with the strategy described in [1] ) for each solution of the horizontal dynamical system (3.1). This is summarized as follows. Let u, v ∈ C n such that the rightmost eigenvalue of A+εuv * lies on the boundary of the ε-pseudospectrum (usually in a neighborhood of a rightmost point) and tol be a given positive tolerance.
1. While |Im (u * v)| > tol 2.
Compute the approximate solution u 1 , v 1 of (2.1) with intial data u, v doing a single step of size h, 3.
Let
Compute the approximate solution u k , v k of (3.1) with stepsize h k ; 6.
Compute the rightmost eigenvalue
Store λ k ; 11. End While The algorithm produces the blue curve in Figure 4 .1 which is superimposed to the boundary of the ε-pseudospectrum computed to a high accuracy by Eigtool [3] .
The average number of steps for each horizontal computation is 5.5 with an accuracy tol = 10 −7 . For each computed boundary point λ we have calculated g ε (λ) = ε−σ min (A−λI); the mean computed value is < g ε >= 1.60 · 10 −6 , the maximum value is g ε,max = 7.86 · 10 −6 . This indicates the reliable behavior of the algorithm.
Now we illustrate the behavior of Algorithm 2. Algorithm 2 is applied with initial stepsize h = 10 −2 (with variable size, controlled with the strategy described in [1] ) for each solution of the modified dynamical system (3.2).
Let tol be a given positive tolerance and δ a positive constant. Let u 0 , v 0 a suitable pair of initial vectors. Set k = k + 1; 6.
Compute one step of (3.2) with stepsize h k and get u k , v k ; 7.
Compute the eigenvalue of minimum modulus μ k of B + εu k v * k ; 8.
If |μ k − μ k−1 | < tol Exit; 9.
End Until 10.
Set u 0 = u k , v 0 = v k ; 11.
Store λ k = μ k + z; 12. End For Algorithm 2 with α ε (A) = 2.76 . . . , δ = 0.2, s = −3, s = 3, and tol = 10 produces the blue curve in Figure 4 .2 which accurately follows the rightmost section of the boundary.
For each computed boundary point λ we have calculated g ε (λ) = ε−σ min (A−λI); the mean computed value is < g ε >= 2.58 · 10 −7 , the maximum value is g ε,max = 4.05 · 10 −7 .
