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I. INTRODUCTION 
Derivations of the equations of hydrodynamics on a microscopic basis 
have proceeded mainly along two directions: (a) To derive the equations 
from the basic equations of motion using an arbitrary statistical ensemble 
without an explicit statement regarding irreversibility [l], This procedure 
solves only part of the problem and gives no clue to the connection between 
derived quantities (e.g., stress and heat current) and the fundamental 
set of state variables. In fact, in this type of treatment there is no clear 
rationale for the definition of derived quantities, the definitions being 
based upon conventional practice. Although incomplete in a sense, this 
approach possesses the advantage of being exact and also not being 
limited to any particular state of matter. (b) The other approach [2] 
is to derive the equations from the well known Boltzmann transport 
equation describing the flow of particles in a one-particle phase space. 
This method has been pursued extensively and it gives useful explicit 
results - a complete answer, although approximate and limited to 
dilute gases. However, several criticisms may be directed at this procedure. 
First of all, the Boltzmann transport equation itself is inexact. Secondly, 
the various methods of solving the Boltzmann equation are approximate 
and it is sometimes hard (especially in the case of higher order approxima- 
tions) to decide whether certain features of the results make physical 
sense or are artifacts of the approximation method. Another criticism, 
if it can justifiably be called one, is that general results (e.g., symmetry 
relations, vanishing of bulk viscosity, etc.) have to be disentangled from 
mathematical machinery that is both complicated and approximate. 
There is still a somewhat deeper criticism to be considered and this is 
not applicable only to the present method. This is that the objective 
of the calculations is not clearly defined. The usual situation is that the 
objective tends to be defined approximately on the basis of a certain 
12 
HYDRODYNAMICAL EQUATIONS 13 
level of approximation. One has no clearly defined idea of what the 
sequence of approximations are trying to converge to. 
In this paper we present a different approach to the derivation of 
the hydrodynamical equations. For convenience, the treatment is Iimited 
to a classical nonrelativistic system of identical structureless particles. 
The particles interact with central forces and are acted upon by a conserv- 
ative external force. As in the first approach discussed above, we start 
from the basic equations of motion and consider the motion of a set of 
gross observables (functions of coordinate and momenta) appropriate 
for a hydrodynamical description. The added feature is that here we make 
a definite commitment concerning the nature of the statistical ensemble. 
More explicitly, we require the ensemble initially to be hypercanonical; 
this is, the log of the distribution function is initially a linear combination 
of observables. Then we calculate the mean values of the observables 
at subsequent times, a procedure which is simple in principle but virtually 
impossible in practice. However, here we are interested in obtaining 
results which do not depend upon the explicit solution of the equations 
of motion. 
We have not yet completed the solution of the problem, even in 
principle. The results we have obtained at this stage represent the solutions 
of the equations of hydrodynamics. We are not primarily interested in 
these - they tell us more than we want to know. Furthermore, this is 
a calculation that is virtually impossible to carry out explicity. Our 
real objective is to derive the macroscopic differential equations for 
which we now have (in principle) the solutions. We are interested in 
obtaining the form of these equations, in justifying the existense of 
certain coefficients (e.g., viscosity, thermal conductivity, etc.), and in 
deriving certain general properties of them. Our theory will give a means 
for calculating their numerical values, but we will not attempt this here. 
An alternative procedure, perhaps the most practical one, is to exper- 
imentally determine the coefficients once their existence and properties 
have been established. 
In attempting to pursue further the program implied above we 
encounter a serious impasse - a very fundamental one which has retarded 
the development of non-equilibrium statistical mechanics. We find 
upon deeper scrutiny that the time sequence of mean observables almost 
never can be the solution of a set of first order differential equations. 
(We exclude higher order differential equations because their solution 
requires more initial knowledge than is contained in our set of observ- 
ables.) However, this sequence can be the solution of a set of ,,quasi- 
differential“ equations. These are equations in which the present rates 
of change of mean observables depend not only upon the present values 
of the mean observables but also upon their past values. This quasi- 
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differential description can be regarded as a transformation of the original 
time sequence of mean observables. Thus to each time sequence there 
corresponds a quasi-differential description and vice-versa. It is expected 
that in most cases of interest the dependence on past values will attenuate 
very rapidly within a time interval small compared with macroscopic 
times. In this case we may as a good approximation replace these depend- 
ences on the past by single numbers equal to the time integrated depend- 
ences. We then obtain as an approximation a set of ordinary first order 
differential equations. In these the above time integrated dependences 
may be regarded as the phenomenological coefficients. 
In the following sections we summarize more explicitly the above 
ideas and apply them to the hydrodynamical description of a one compo- 
nent system. The results are later specialized for the case of a dilute gas. 
II. SUMMARY OF NONEQUILIBRIUM STATISTICAL MECHANICS 
Here we attempt to summarize the principal results of nonequilibrium 
statistical mechanics with emphasis on those features that are important 
in the application to hydrodynamics. Most of the results will be stated 
without proof. Some parts of this subject are adequately discussed in 
other papers [3] and other parts are contained in manuscripts unfor- 
tunately as yet unpublished. 
In this section we consider a general classical non-relativistic system 
and a discrete set of observables pertaining to it. It will not be difficult 
to generalize the results to the case of the continuous set of observables 
appropriate for a hydrodynamical description. 
The System 
We are concerned here only with classical non-relativistic Hamilton- 
ian systems. The state of such a system is given by specifying the values 
of f coordinates ql, . . . , qf, and f momenta pi, . . . , pf, where f is the 
number of degrees of freedom. We will represent the set of coordinates 
and momenta by the symbol 9. The constitution of the system is com- 
pletely defined by the Hamiltonian function H = H($J,, . . . , qf) = H(Q). 
We restrict the present treatment to the case in which the time t does 
not enter explicitly into the Hamiltonian. 
It is well-known that the equations of motion can be written 
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Observables 
Let us suppose that our knowledge of the state of the system consists 
only in knowing the values of a set of functions of coordinates and 
momenta, ai = a&2), i = 1, . . . , 1. These are called observables and 
their mean values (computed in a statistical ensemble to be discussed 
later) are to be compared with experimental measurements. In order 
that the observable set contain sufficient information to define thermo- 
dynamic equilibrium we will require that it be possible to form the 
Hamiltonian H from a linear combination of the observables. As a 
matter of formal convenience, we will also require that there also exists 
another linear combination equal to unity. We will later show that 
this requirement enables us to secure in a simple way the normalization 
of the distribution functions. We will also require that the observables 
be linearly independent, i.e. that no observable equal a linear combination 
of the others. This requirement insures that the set does not contain 
redundant members. 
Eqzlation of Motion of the Observables 
As the coordinates and momenta change in time according to the 
equations of motion, the observables will change correspondingly. We 
find 
(2.2) 
in which we have used Equations (2.1). This equation can be written 
more compactly in the form 
oij=LTGti (2.3) 
where 9 is the so-called Liouville operator defined by 
(2.4-J 
Let us denote the value of ai at time t by CQ when the coordinates and 
momenta at time 0 are Q. It is evident that ai,o is the same function 
of D that we previously denoted simply by ai. CQ can be obtained by 
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solving Equation (2.3) the result of which can be symbolically expressed 
in the form 
Henceforth, we will intend the subscript t to denote operation by et9. 
One property of 9 should be noted here: 
.9&i) = f’(ai)~&. P-6) 
The Statistical Ensemble 
In the statistical treatment of physical systems it is possible to consider 
time averages or ensemble averages. The latter will be most convenient 
for our purposes. The relation between the two is a very fundamental 
and interesting problem, but lies outside the scope of this paper. A 
statistical ensemble is a conceptual collection of an infinite number of 
replicas of the given system. The term “replica” is intended to mean 
that a system has the same constitution (i.e., the same Hamiltonian 
function) as the given system, but not necessarily the same state (i.e., 
the same values of coordinates and momenta). An ensemble average of 
any function of 9 is simply obtained by adding up the values of the 
function for each system in the ensemble and dividing by the number of 
systems. Since the number is infinite, the process cannot be carried 
out in quite this way. 
We now introduce the notion of phase space. This is a space defined 
by all possible values of the coordinates and momenta. We do not attribute 
any metric properties to it except to define an infinitesimal volume 
element as 
d&2 = d$,. . .dq,. P-7) 
The state of each system in the ensemble is given by one point in phase 
space. This is called a representative point. When there is a dense swarm 
of representative points, it is appropriate to use a collective description 
and to speak of the relative density of such points. Accordingly, we 
define P(D) dQ to be the fraction of representative points in the volume 
element dQ. P(Q) is called the distribution function. The mean value 
of any phase function g(B) in the above ensemble is then given by 
where the integral extends over the entire phase space. 
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It will be useful to summarize here certain integral properties of the 
Liouville operator in phase space. At this moment, we are not concerned 
with any particular ensemble, but with certain properties of integrals 
spanning phase space. The first property is 
5 
dfxYg(Q) = 0, (2.9) 
where g(f2) is any integrable phase function. The second property, a 
corollary to the first, is 
dS2ef~ g(Q) = d&$2). (2.10) 
The Hypercanonical Ensemble 
At a particular time, which we shall call the initial instant, we must 
construct a statistical ensemble on the basis of certain gross information 
Suppose this gross information consists in the specification of the mean 
values of the observables, (ai), . . ., (a,). This information limits the 
class of ensembles, but does not lead to any particular ensemble. To 
provide a unique solution to this problem, it will not be acceptable here 
to evoke the sort of metaphysical arguments commonly employed in 
equilibrium theory. By considering various operationally significant 
Gedankelz experiments we obtain various distribution functions which, 
however, have one property (aside from the property that they all give 
the right mean values) in common: namely, that they are functions 
only of the observables, 
P = P(cr,, . . . , a,). (2.11) 
Using a limit theorem akin to the law of large numbers, we find that, 
as far as results interesting to us are concerned, most of these distributions 
differ negligibly1 from 
_ --. 
(2.12) 
1 This result becomes increasingly accurate as the system is increased in size 
and the observables are made more gross. The result is also tautologically true 
independent of the limit theorem if the observable set is complete in the sense that 
any function of the observables can be expressed as a linear combination of them. 
In particular, log P (al, . . . .c+) can be expressed as a linear combination. 
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where b,, . . . , b, are numbers determined to give the required mean 
values. The normalization condition is automatically included because 
a certain linear combination of the observables is equal to unity. 
A distribution function of the form (2.12) defines a statistical ensemble 
we describe by the term hyfiercanonical in analogy with the use of the 
word canonical to describe the ensemble defined by the distribution func- 
tions exp [(A - H)/kT] in equilibrium statistical mechanics. The 
numbers b,, . . . , b, will play an important role in our theory and we call 
them conjugate variables. It may be helpful to note that in equilibrium 
statistical mechanics l/kT is the conjugate variable corresponding to 
the Hamiltonian H. 
Time Sequence of Mean Observables 
Our problem is to determine the mean values of the observables at 
time t (denoted by al(t), . . ., a,(t)) using an ensemble that is hyper- 
canonical at time 0. The most convenient procedure, at least in principle, 
is to solve the equations of motion (2.3) and then average the initial 
conditions in a hypercanonical ensemble conforming to the initial gross 
information. The result can be expressed in the form 
where b,, . . . , b, are chosen so that 
(2.14) 
the mean observables al(O), . . . , a,(O) at time 0 assumed to be given. 
Henceforth we shall arrange our formalism in such a way that averages 
are computed only in hypercanonical ensembles and the carets ( ) will 
denote such averages. The subscript affixed to it will denote the time 
at which the conjugate variables are specified. 
The physically significant part of our theory is embraced in Equations 
(2.13) and (2.14). This forms the basis of the subsequent analysis which 
is concerned mainly with formulation of quasi-differential equations. 
The Correlation Matrix and Some of Its Properties 
Let us now consider the ensemble to be near equilibrium. Let the 
equilibrium distribution function be characterized by the conjugate 
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variables b,O, . . . , b,O. Evidently C;= 1 bio ai must be dynamically in- 
variant; i.e., c:=, bio 9ai = 0. We define now the quantities 
Au&) = a&) - up, (2.15) 
Ab; = bi - bio, (2.16) 
where uio is the mean value of ai in the equilibrium ensemble. Expanding 
Equation (2.13) in powers of Abi and retaining linear terms we obtain 
hi(t) = - 2 Mii(t)Ab, 
j=l 
where 
(2.17) 
(2.18) 
Mii(t) is called the correlation matrix and it describes the fluctuations 
of the observables in an equilibrium ensemble. Equation (2.17) gives a 
connection between these fluctuations and the drift of mean observables 
toward equilibrium. 
One symmetry property of M,(t) arises from the mere fact that the 
equations of motion are Hamiltonian. Operating on the entire integrand 
of Equation (2.18) by eetY and using Equation (2.10) (which says that 
this operation produces no change in the integral), we obtain 
Now we consider the results of momentum inversion, i.e. reversal of 
the signs of the momenta. With this transformation, 
(2.20) 
k=l k=l 
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where in the last transformationwe have evidently assumed theequilibrium 
distribution to be one of vanishing mean linear and angular momentum. 
Momentum inversion will not change the value of the integral of any 
phase function since it is only a reversal of the signs of the variables of 
integration. Therefore, it follows that I 
M,(t) = &‘(etYuj) j eXp - 2 bk’uk 
k=l 
Employing Equation (2.19) we obtain 
M,(t) = i Rik Ril Mjk(t), 
k,l=l 
(2.20) 
which is a generalized form of Onsager’s principle of microscopic reversibility 
[33. If the observables are invariant to momentum inversion then 
R<k = &k and 
M,,(t) = Mii(t). (2.21) 
When t = 0, we obtain directly from Equation (2.18) the result 
MQ(O) = Mji(O), (2.22) 
quite independently of the additional considerations involved in deriving 
Equation (2.21). 
One further property of M&) might appropriately be stated here. 
Consider the general linear combination of observables 
P = i +ph(t)g’> (2.23) 
ial-, 
where fj(t) are arbitrary functions of time chosen under the constraint 
that the above and certain subsequent integrals exist. The mean square 
value of /I in an equilibrium ensemble must be positive, hence 
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Thus Mii(t) is positive definite in a general sense defined by Eq. (2.24). 
Using Eq. (2.19) we obtain a useful corollary: 
+m 1 
is 5 
dt du f,(t)Mij(t - u)f+) > 0. (2.25) 
i,j=l --m --m 
Equivalent Hy$ercano&cal Ensembles and Entropy 
In setting up a formalism to treat quasi-differential equations we must 
introduce a new concept. This is the notion of equivalent hypercanonical 
ensemble. A non-equilibrium ensemble which is hypercanonical at a 
given time will never be hypercanonical at any other time. However at 
an arbitrary time we define an equivalent hypercanonical ensemble by 
the requirement that in it observables have the same mean values as 
in the given ensemble. More explicity, we require 
where b,(O), . . . , b,(O) are the conjugate variables previously denoted by 
b b,. At time t the equivalent hypercanonical ensemble is defined 
b’; ;;;e’ distribution 
I 
I 
exp - 2 0.j 4 t a, 
j=l 
and b,(t), . . . , b,(t) are called the conjugate variables at time t. 
Now let us consider the Gibbs [4] definition of entropy: 
S= -k dQPlogP, 
5 
(2.27) 
22 RICHARDSON 
where k is the Boltzmann constant. It is to be noted that under the con- 
straint of fixed mean values of the observables, the hypercanonical ensem- 
ble makes the entropy S a maximum. Another result of importance is that 
if P=e -@ PO, the resultant entropy is independent of the.time t. Now 
the given ensemble is given by the distribution e -t9 exp [-xi*= lbj(0)ajl 
at time t by the solution of Liouville’s equation. Employing this distribu- 
tion in the Gibbs definition gives an entropy which is constant in time 
and which at time 0 is the maximum entropy consistent with the given 
initial mean observables. Let the result of using the equivalent hyper- 
canonical ensemble in the Gibbs definition be called the observable ntropy 
[5]. Because of the maximum property the observable entropy at time t 
is greater than the entropy of the given ensemble. Since the latter is 
equal to the initial observable entropy, it follows that the observable 
entropy at any time is greater than that at the initial instant (the initial 
instant being, by definition, the time when the given ensemble is hyper- 
canonical). In explicit mathematical terms, the observable entropy is 
given by 
(2.28) 
where b,(t), . . ., b,(t), the conjugate variables at time t, are defined by 
Equation (2.26) and al(t), . . . , a,(t) are the mean observables at time t. 
We have proved that 
m >, wJ)~ t # 0. (2.29) 
This is the general and rigorous form of the H-theorem. 
The observable entropy defined by Equation (2.28) is the only form 
of entropy that has physical interest and furthermore it is the only form 
that plays a useful role in our theory. It should be emphasized that it 
depends upon the set of observables as well as the statistical ensemble. 
In other words, it depends not only upon the statistics of the system, 
but upon the questions asked about the system. 
Henceforth the observable entropy is the only form of entropy we will 
consider; consequently we will call it merely entropy and we will drop 
the bar over the S. 
Lirtear Quasi-Differedial Equations 
We now approach the problem of transforming the time sequence of 
mean observables in such a way that the resultant description is more 
localized in time. Here we limit the treatment to the case of small devia- 
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tions from equilibrium2 so that we may use the linear connection between 
initial and later mean observables given by Equation (2.17), repeated 
here for convenience : 
&it) = - ,r M,(t) Abj(O), (2.30) 
j=l 
where 
Mjj(t) = 
s 
df2aj, t aj exp (2.31) 
. 
We have now replaced Abj used in Equation (2.17) by Abj(0) because 
after that equation we defined conjugate variables for all times. At time 
f the conjugate variables deviate from their equilibrium values by 
Abj(t) = - 2 Mt. ‘(O)Aaj(t), 
i=l 
(2.32) 
where M,T1(0) is the reciprocal of the matrix Mii(0). This relation is 
obtained by expanding Equation (2.26) with respect to the deviations 
of the conjugate variables and retaining linear terms. 
It can be shown that in general it is not possible to express the time 
rates of change of the mean observables, Ad,(t) = d/at Au(t), in terms 
of the mean observables at the same time. It is, of course, possible to 
express the rates at time t in terms of the mean observables at time 0 
by differentiating Equation (2.30) with respect to t. But this is not 
useful because the rates are not expressed in terms of the mean observ- 
ables in the present and recent past - i.e., the description is not suffi- 
ciently localized in time. To obtain a more localized description we 
express the rates as a linear combination of present and past mean 
observables with the cotcpkilzg coefficients dependent only @on the time 
difference: 
.a If the observable set is complete in a sense defined earlier, the connection 
between imtial and later mean observables is always linear regardless of how fat 
from equilibrium the ensemble may deviate. However, hydrodynamical observables 
do not have this property. 
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Substituting Equation (2.30) and using the fact that db,(O), . . . , db,(O) 
are arbitrary3 we obtain the matrix equation 
I t I . 
&&j(t) = &y BikMkj(t) - 
i 
au jy Kik(w*i(t - 4, (2.34) 
k=l 0 k=l 
By taking limit t + 0 we find 
& = 2 n;pj(o)M,;E l(o). 
j=l 
(2.35) 
Equation (2.34) now becomes 
k,l=l 0 k=l 
which can be solved for &k(t) by the use of the Laplace transform. Thus 
there is a one-to-one correspondence between the matrices Mij(t) and 
f+(t). This K,(t) may be regarded as a transformation of M,(t). 
The reader may well ask: of what use is this transformation ? Are 
the properties of K,(t) more convenient than those of Mii(t) ? The utility 
of the transformation lies in the fact that for appropriately chosen observ- 
ables Kij(t) will attenuate to a negligible magnitude in a time that is very 
short compared with macroscopic times. If Mii(t) has nearly an expo- 
nential time dependence4 after an ,,induction“ period Z, it can be 
shown that Kij(t) is nearly zero for t > t. When the observables are 
not so appropriate, Kij(t) will not attenuate as rapidly, but the formalism 
developed here will still be valid. How do we define the word “appropri- 
ate” as used here ? We cannot give an independent definition and the 
situation is completely circular. We use the duration of F&(t) relative 
to the duration of Mij(t) as a measure of appropriateness. However, 
the mere fact that certain macroscopic aspects of certain systems can 
be described empirically by differential equations is sufficient indication 
that the implied set of observables is appropriate. 
3 To make all of these quantities arbitrary, we must temporarily relax the 
normalization condition. 
4 This phrase is intended to mean that each element of the correlation matrix 
Mii(t) can be expressed as a linear combination of terms of the type e-“’ where the 
number of l’s (in general complex) is equal to the order of the matrix. 
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Let us define a new matrix 
(2.37) 
k=l 
Using the above relation, and Equations (2.32) and (2.36) we can write 
Equation (2.33) in the more convenient form 
We will call &(t) the Kinetic matrix. When its duration is sufficiently 
short, the matrix sz dtLij(t) is to be associated with Onsager’s matrix 
of kinetic coefficients. Certain general properties of it will be summarized 
in the next subsection. 
It can be shown that only the kinetic matrix contributes to the rate 
of change of entropy (more precisely, the observable entropy defined 
earlier). If the deviations of mean observables and conjugate variables 
are referred to an equilibrium state that the ensemble will eventually 
attains in the course of time, the rate of change of entropy can be written 
$t)/k = xAbg(t) Ad;(t). (2.39) 
Inserting Adi expressed by Equation (2.38) we obtain 
S(t)/k = - i’,4bi(t)Mij(0)dbj(t) + i 1 dwdbi(t)Lii@) dbi(t - G). (2.40) 
i,j = 1 i,j=lo 
Since Mij(t) = Mii(- t), it follows that &T,(O) is antisymmetric and 
consequently the first term on the r. h. side of (2.44) vanishes. Changing 
the variable of integration from u to t - u, we finally get 
dudbi(t)Lij(t - ~)dbf(~). (2.41) 
Thus the matrix M,(O) contains only reversible effects and all of the 
irreversible effects are contained in Ljj(t). We cannot prove rigorously 
that s(t) is positive - only that S(t) - S(0) is positive. However the 
conditions on L,,(t) implied by this are a special case of a more general 
set of conditions to be described below. 
5 In the sense of being nmcroscopically equivalent. 
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Positive Definiteness of the K&et& Matrix 
It can be shown that Lt,(t) is positive definite in the same sense that 
Mii(t) is (see Equation (2.24)). More explicitly 
m t r 
dU 2 Ci(t)Lij(t - 24)Cj(Z4) > 0 (2.42) 
0 0 i,j=l 
where cl(t), . . . , c,(t) are real functions which are arbitrary within the 
restrictions that the integral exist. We will say that Lii(t) is positive 
definite in the extended sense. This is not the same as saying that Lij(t) 
is positive definite in the zlsuat sense, i.e. 
jy l&L&if >, 0 (2.43) 
where d,, . . . , d, is a set of real numbers. We can show, however, that 
&” dtL,(t) is positive definite in the usual sense. We can also show that 
when the duration of Lij(t) is short compared with macroscopic times 
this last statement is approximately equivalent to the usual statement 
of the H-theorem: S(t) > 0. 
If we set 
cj(t) =&j(t) o<t<t,, 
=o t > t,, (2.44) 
the left-hand side of (2.42) is equal to [S(t,) - S(O)]/K. Thus the correct 
statement of the H-theorem is a special case. 
We have derived one property that Lii(t) and Mij(t) have in common. 
There are others yet to be considered. One is led to ask at this point: 
why should these matrices have so many properties in common. To 
answer this question we first define matrices and matrix multiplication 
in the extended sense. Consider any matrix Uii(t - u). We call it a matrix 
in the extended sense when t and u are regarded as continuous sets of 
indices in addition to the discrete sets of indices i and j. Matrix multi- 
plication in the extended sense is defined by 
r +m 
2s 
au Ujj(t - U)Vj,(U - v) 
i=l --m 
when V4iik(~ - v) is another matrix. If the above expression is equal to 
6&t - u), then U+j(t - U) will be said to be the reciprocal of Vj,(U - V) 
in the extended sense. Now consider l(~ - v)Mjk(ti - v), where l(t) is 
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the unit step function. It can be shown that its reciprocal in the extended 
sense is equal to 
l(t - zb) /y iI!&? ‘(O)Lh& - t+I!f; l(O) 
l,m=l 
excluding some singular antisymmetric terms which vanish when t f zt. 
Thus it is not surprising that the correlation matrix and the kinetic 
matrix shouId have many properties in common. 
Gelzeralized Recifirocal Relations for the Kinetic Matrix 
Using the principle emphasized in the above discussion, it can be 
shown very simply that the generalized reciprocal relations, Eq. (2.20), 
holding for M,,(t) also hold for Li,(t) : 
Lij(t) = 2 Ril, R, &k(t). 
k,I=l 
(2.45) 
In fact, it can be shown that all symmetry properties of Mji(t) pertain 
also to L&t), except those involving reversal of sign of f since L+(t) is 
not defined for negative values of t. 
Ignorance - Irreversibility Equivaleme Principle 
It is perhaps obvious that if C+ G 9ai can be expressed as a linear 
combination of the members of the observable set there should be no 
irreversible term in the equation for d&(t) since this rate is known in 
terms of da,(t), . . ., da,(t) independently of statistical assumptions 
and past history. Here we state without proof a general principle related 
to this notion. Suppose 
where ci, . . . , c, and d,, . . . , d, are constants. It follows by relatively 
complex arguments that 
(2.47) 
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There may exist more relations of this type depending upon how many 
identities of the type (2.46) can be found. 
A more general version of this principle is sometimes useful. In general 
we can write 
s 
~%=&P,+~DipXj, i= 1,. . .,Y, (2.48) 
p=l j-1 
where fir, . . . , p, are phase functions which cannot be expressed as 
linear combinations of the members of the observable set. Ci, and D, 
are constant matrices depending upon the form of the Hamiltonian. 
Please note that p takes the values 1, . . . , s where s is not necessarily 
equal to Y. It can be shown that 
where JPY(t) is a modified kinetic matrix. It can also be shown that if 
then 
/j ep .T&) = 0, 
p=l 
I 
2 Jav (t)ev = 0. 
v=l I 
(2.51) 
No&near Quasi-Differemtial Eqtiations 
When the deviations from equilibrium are large the problem of 
achieving a time-localized description can be treated in a somewhat 
similar way. It can be shown that t&(t) can be expressed in the form 
(ii@) = (Lzq), + i jdu L&, U)bj(U) (2.52) 
j=l() 
where ( )t denotes an average computed in a hypercanonical ensemble 
defined by the conjugate variables b,(t), . . . , b,(t). The kinetic matrix 
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Lii(t, u) is now actually a functional of all of the values of the conjugate 
variables in the time interval 0 + 2. It depends upon absolute times 
only through its dependence upon the conjugate variables, and otherwise 
depends only upon time differences. As in the linear case, we expect 
that in most applications of interest it will depend very weakly upon 
conjugate variables in the interval 0 -+ t - r, where t is the ,,induction 
time“ (usually small compared with macroscopic times). Furthermore 
we expect that it will have negligible magnitude when u < t - z. A 
proof has not yet been given for the uniqueness of L,(t, G) as defined 
by Eq. (2.52). However an explicit method has been devised for con- 
structing it. We will, however, not describe the method here, but limit 
ourselves only to the elucidation of a few general properties of L,(t, u). 
The first property to be emphasized is that Lii(t, u) (as defined here) 
approaches L,(t - u) (defined in the linear case) as the ensemble approach- 
es equilibrium. However, in the nonlinear case the kinetic matrix loses 
many of the properties it had in the linear case. The reciprocal relations 
are one set of properties that are lost. The positive-definiteness in the 
extended sense must be replaced by a weaker statement (more precisely, 
the weaker statement is the strongest statement that has been proven). 
The weaker statement is 
t1 f I 
i 5 
dt du 2 bi(t)Lii(t, zt)bj(u) > 0. (2.53) 
0 0 i,j=l 
This statement is weaker than Eq. (2.42) because b,(t), . . ., b,(t) are not 
arbitrary functions of t. However, the ignorance-irreversibility equivalence 
principle is fully retained. Here we repeat the modified version of it in 
the form 
Lijk u) = 2 G,‘ cjv JP& a) (2.54) 
,", Y = 1 
where JCIY(t, u) is a modified nonlinear kinetic matrix and Ci, is the matrix 
defined by Eq. (2.48). Furthermore, if there exists a relation of the type 
(2.50) among the LX’S and p’s, then 
i e, J& 4 = 0, 1 
,L = 1 I 
i J& u)e, = 0. 
v=l 
(2.55) 
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III. THE SYSTEM AND HYDRODYNAMICAL OBSERVABLES 
We consider a system of N identical structureless particles of mass 
m interacting with central forces and acted upon by a conservative 
external force. This system is defined completely by the Hamiltonian 
function 
where x, and ps are the position and momentum, respectively, of particle s. 
We assume that the interaction potential d2(r) is short range; i.e., it 
decreases more rapidly than r-3 with increasing separation r. We also 
assume that the potential of external force #Q(X) represents the wall of 
the container in addition to any long-range external forces which may be 
present. 
In this paper it will be expedient to use for vectors and tensors a 
mixed boldface and indicial notation. For instance, the vector x, will 
sometimes be denoted by x,” where Y = 1,2,3 labels the Cartesian compo- 
nents. For tensors we will always employ the indicial notation. Since 
the indices refer only to Cartesian components the distinction between 
contravariance and covariance does not enter, and the fact that we use Y 
as a superscript is only a matter of typographical convenience. When 
v or v’ is repeated, summation is implied. This convention is not assumed 
for other indices, such as s and s’, used for labelling particles. 
In a hydrodynamical description we do not ask about the positions 
and momenta of each particle. We are concerned only about the mass, 
momentum, and energy of particles in a volume element of real space. 
The appropriate observables are 
N 
pm(X) = m ,r 0s - X), 
s=l 
N 
imY = 2 p,Y 4% - X), 
s=l 
Pm = 2 [ & Ps2 + #Jl(XS) + ; 2 &(,xs - Xd\)] 6(x, - X), 
s=l s'= 1 
(3.2) 
(3.3) 
S’# s 
(3.4) 
HYDRODYNAMICAL EQUATIONS 31 
giving the unaveraged instantaneous mass, momentum, and energy 
density at the observation position X. In the above expressions 6(x - Xi 
is the three-dimensional Dirac &function defined by 
i 
dxf(x) 6(x - X) = f(X) 
where f(x) is an arbitrary function of x. These observables form a 
continuous set labelled by the observation position X. The mass density 
p,,,(X) has the property that sv dX p,(X) equals the mass of particles 
instantaneously present in the volume v. An analogous statement applies 
to the momentum density (or mass current) i,,,“(X). In the case of the 
energy density the situation is not as simple. One finds that J,,dX p,(X) 
equals the energy of particles in v decoupled from those outside plus 
one half of the interaction energy between those inside and those outside. 
With this definition interactions are counted the correct number of 
times in summing over many volume elements. The observables defined 
here are identical to those employed by Irving and Kirkwood [l J. 
In the previous section it was stated that the observable set must be 
such that the H and 1 can be formed from linear combinations. It can 
easily be shown that 
& d-Q,(X) = 1  s 
! d&4X) =ff, (3.6) 
where the integrations span all of real space. 
The set of hydrodynamical observables has another property worth 
noting. This is its invariance to Galilean transformations. The operation 
of subtracting mu (where u is the velocity of a second observer relative 
to a first) from all of the momenta transforms the observables to a new 
set; however the members of the new set can be expressed as linear 
combinations of the members of the old set. That a similar result holds 
for uniform space translations is easy to demonstrate. Thus the set of 
hydrodynamical observables makes available the same information to 
all observers. 
IV. RATES OF CHANGE OF THE HYDRODYNAMICAL OBSERVABLES 
In this section we derive the equations of motion for the wnaveraged 
observables. This is simply a matter of applying the operator 2’ to 
p,(X), J,“(X), and p,(X). The results of this section in essence summarize 
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with a few modifications and extensions the work of Irving and 
Kirkwood [ 11. 
Operating on the mass density by S? gives the equation of continuity: 
~pm(X) G &X) = - &, imY 
The partial derivative alat is intended to denote differentiation with 
respect to time, keeping the observation point X fixed; the coordinates 
and momenta of the particles are of course not fixed. In a similar way 
we find 
9jmyx) 5 $2(X) (4.2) 
= - &? z"'(X) + m-lpm(X)F"(X) + 
5 
dYp,(X,X + Y)?(Y) 
where 
N 
@(X) = wz-l jy p,y’ 6(x, - X), (4.3) 
s-l 
l-(X) = - w, (4.4) 
N 
pz(X, xl) = 2 8(x, - X) d(x,t - r), (4.5) 
s,s'= 1 
SZS' 
f'(Y) = yv y-&g (4.6) 
Y = IPI. 
The tensor r”“’ is the momentum current, F" is the external force acting 
on a particle, and j”(Y) is the force exerted on a particle by a second 
particle displaced a distance Y from the first. p&X, X’) is the number 
density in pair space; it is more explicitly defined by the statement that 
Jv ax Jo< dr pz(x, w is the product of the number of particles in v and 
the number in v’ when the volumes v and v’ are non-overlapping. The 
term - W’V(X)/aXv’ gives the change of momentum density arising from 
momentum transfer by particle motion. The second term p,(X)F”(X) is 
the contribution from external forces. The third term J’dYp,(X, X+Y)/“(Y) 
is the contribution from interparticle forces. 
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The rate of change of energy density is found to be 
~“PeF) f ; #h(X) (4.7) 
= - & hw + m-l 41(Wim”(X)l + dY iz’(X, X + Y)/“(Y) 
where 
ievF) =;&c [&Q + f i#J2(,xs - Xsf,)] 6(x,- X), 
s=l s’= 1 
S’fS 
(44 
N 
jz’(X, X’) = & /y (es” + p,q 6(x, - X) S(X,T - X’). (4.9) 
s, s’ = 1 
S#S’ 
The vector jc”(X) is the current of kinetic energy and interaction energy. 
j2”(X, X’) is a peculiar kind of number current in pair space. The diver- 
gence term on the right-hand side of Eq. (4.7) gives the change of energy 
density arising from transfer of energy (kinetic + external potential + 
interaction) by particle motion. The second term jdY jz”(X, X + Y)f’(Y) 
is the contribution from forces between particles. 
Equations (4.1), (4.2), and (4.7) are the “microscopic” version of the 
equations of hydrodynamics. When they are averaged in an appropriate 
statistical ensemble they are suitable for macroscopic purposes. This 
part of the problem is considered in subsequent sections. 
The terms in (4.2) and (4.7) involving pa and j2”, respectively, are 
expressed in forms which are not the most convenient. It is possible to 
express them as divergences. There are many different ways of accom- 
plishing this. However the following procedure gives results in forms 
which take advantage of the short-range character of the interaction 
potential. First let us consider g”(X) G J-dY p2(X, X + Y)/“(Y). Using 
Eq. (4.6) this may be written 
g’(X) = d&O’) dY pz(X, X + Y)Y” Y-l pdu-. 
Substituting - Y’ for Y” this expression can be rewritten: 
g’(X) = - &P’) dY p2(X - Y, X)Y+ Y-’ dY-. (4.11) 
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using the fact that the pz is a symmetric function of its arguments. Equa- 
tions (4.10) and (4.11) can be combined to give 
g’(X) = f d$ W) CZY [pz(X, x + Y) - pz(X - Y,X)]Y’ Y-l -+ 1 
(4.12) 
The factor in the square brackets can be written: 
1 
p,K X + Y) - pz(X - Y, X) = 
5 
dl; ps(X - (1 - 1)Y, X + 11’) 
0 
=Y’~~d~p,(X--(I--)~,X+RY). (4.13) 
Substitution of the last result into (4.12) yields 
&dV(X) 
g’(X) = axv 
where 
(4.14) 
1 
- ctfy(X) = ; 
5 5 
dY d3, pz(X - (1 - 1)Y, X + ilY)Y” Y” Y-i*. 
0 
(4.15) 
CVYY ’ may be regarded as the contribution to the stress tensor arising 
from particle interactions. It is to be noted that it is symmetrical. Another 
feature of importance is that the integrand of (4.15) decreases to a neg- 
ligible magnitude when Y exceeds the range of particle interactions. 
The similar term in Eq. (4.7) involving js” can be treated in a completely 
analogous fashion. We obtain 
5 dY &‘(X, X + Y)?(Y) = -q, 
where 
(4.16) 
1 
q’(X) = - $ 
s s 
dY d&“(X - (1 - 1)Y, X + ilY)Yw’ Yy Y-1w 
0 
(4.17) 
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The “microscopic” equations of hydrodynamics can now be sunr- 
marized in the form 
“‘-=A& 
at 
ai2 
---zz 
at - & (T”‘~ + dy) + m-l pm F”, 
9&.- 
at & by + m-l 41imY +4’) 
(4.18) 
(4.20) 
suppressing the dependences of various quantities on X. Within the 
framework of the general theory of non-equilibrium statistical mechanics 
our present state of progress is the calculation of C+ given by Eq. (2.2) 
for the special case of hydrodynamical observables. 
V. THE HYPERCANONICAL ENSEMBLE, CONJUGATE VARIABLES, 
AND ENTROPY 
In the case of hydrodynamical observables the hypercanonical ensemble 
at a particular time is defined by the distribution function P given by 
- log p = 
I 
dX [~,(X)p,(X) + ~j~(X)irn~(X) + b,(X)p,(X)j 
where, as before, repetition of the index v implies summation. The 
subscripts m, j, and e are only descriptive labels. They do not take 
numerical values and are never to be summed on. It should be mentioned 
that the hydrodynamical observables should be multiplied by dX in 
order that they be treated on the same footing as the GC’S of Section II. 
It is to be noted that when b{ = 0 and b, and b, are constants, appro- 
priately adjusted, the distribution (5.1) is the usual canonical distribution 
of equilibrium statistical mechanics. The functions b,(X), b{(X), and 
b,(X) are the conjugate variables corresponding to p,(X), imy( and 
p,(X), respectively. The conjugate variables are related to the mean 
values of the observables by the equations 
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(pm(X) > = 
I 
cm p&v, 
(imY( = d-2 im%qP, 
1 
(p$q) = dQ pmp, 
I I 
where P is given by Eq. (5.1) and d0 = nf= r dp, dx,. 
We define the local temperature by the relation 
w9 = & 
c 
(5.2) 
(5.3) 
where k is the Boltzmann constant. We can show that $kT(X)mml(p,(X)) 
is the mean kinetic energy density at X computed in a hypercanonical 
ensemble. However, because kinetic energy density does not belong to 
the set of hydrodynamical observables, it follows that kinetic energy 
densities averaged in the actual ensemble and in the equivalent hyper- 
canonical ensemble are not identical except in a very dilute gas. An 
elementary calculation gives 
y(x) = - bL(X)?P(X) = - gg 
where uy is the local velocity defined by 
qx) = (imY( 
(Pm(X)) 
F-5) 
The conjugate variable b,(X) is given by the first of Eqs. (5.2) which 
with the aid of Eqs. (5.3) and (5.4) may be rewritten 
(pm(X)) = dQpm(X) exp - 
I { I 
8%' h(X')pm(X') + UX')p~*(X')l 
where 
(5.7) 
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Now we define a quantity 
a(X) = kb,(X) T(X) - i 23(X). (5.8) 
If we eliminate b, from (5.6) by use of (5.8) and consider the limiting 
case in which the system is statistically uniform (i.e., the conjugate 
variables are independent of X), we find that a(X) is the Helmholtz fret 
energy per unit mass (alternately called the specific Helmholtz fret 
energy). In non-uniform situations we will still call a(X) by this name. 
We will show later, with the use of the ignorance-irreversibility equivalence 
principle, that b, does not play an important role in the quasi-differential 
equations. 
Using Eq. (2.28) the total entropy of the system can be written 
.S = k dX [bm(X)(pm(X)) + bi”(X)(im”iW> + beW(p~(X));. I (5.9) . 
It is reasonable to call the expression in square brackets, when multiplied 
by k, the entropy density. Let us define the specific entropy s(X) as the 
ratio of the entropy density to the mass density. Thus 
s(X) = +a(X))-l hF+WpmW)) + V(X)&“(X)) + hGW4X))I 
(5.10) 
Employing Eqs. (5.3), (5.4), (5.5), and (5.8), the specific entropy can be 
reduced to the form 
s(X) = T-l (X) [- 4X) + 4X)i (5.11) 
where 
e(X) = (pc(X)) (pdX))-1 - W(X). (5.12) 
We will call e(X) the specific interval energy; e(p,) is the mean energy 
density measured by an observer moving at the mean velocity u’. 
Equation (5.1.1) is identical to the thermodynamic definition a = e - Ts 
although it is defined for situations lying outside the scope of thermo- 
dynamics. 
We have now described certain aspects of the formal apparatus 
attached to a hypercanonical ensemble. In view of the form of the 
hypercanonical distribution it is not surprising that this apparatus 
should have the appearance of thermodynamics or equilibrium statistical 
mechanics. In fact it becomes identical to the latter as equilibrium is 
approached. One must be reminded, however, that except at the initial 
instant we are dealing only with the eqzhalent hypercanonical ensemble 
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which is not identical to the actual ensemble. Nevertheless, the deriva- 
tion of quasidifferential equations led to its introduction in a natural way. 
In these equations the equivalent hypercanonical ensemble plays an 
essential and useful role. Without it we would not be able to set up a 
description in which the present mean rates depend upon the macroscopic 
states in the recent past. Thus our seemingly artificial definitions of 
local thermodynamic quantities (i.e., T(X), a(X), and s(X)) for non- 
equilibrium cases are provided a raison d’etre. 
VI. MEAN RATES OF CHANGE OF HYDRODYNAMICAL OBSERVABLES 
In the language of Section II, we defined H and the set of a’s in Sec- 
tion III, derived expressions for the b’s in Section IV, and discussed the b’s 
(conjugate variables) in Section V. We are now ready to derive the quasi- 
differential equations which constitute an exact version of the equations 
of hydrodynamics with the relations between derived quantities and 
fundamental densities completely defined. We first accomplish this for 
the case of arbitrarily large deviations from equilibrium. This is a 
straightforward (in principle) application of Eq. (2.52). The specializa- 
tions to the near-equilibrium case and to the case of low density will be 
treated in later sections. The reversible terms (rates averaged in the 
equivalent hypercanonical ensemble) will be expressed in an explicit 
form allowing (in principle) quantitative calculation when the laws of 
force are specified. However here we will not carry through this program. 
In the next section the treatment of the irreversible terms (the difference 
between rates averaged in the actual and the equivalent hypercanonical 
ensembles) will exhibit only the form of the kinetic matrix, although the 
method of calculation from first principles exists. Then we will consider 
further restrictions on the form of the kinetic matrix imposed by the 
ignorance-irreversibility principle and by positive definiteness (equivalent 
to the generalized H-theorem). 
Equation (2.52) applied to hydrodynamical observables yields the 
following equations for the transport of mass, momentunr, and energy, 
respectively : 
ai - _ & (p’ + 6”~‘) + m-l p+,,F’ + Ii”, 
at 
a ape- _ 
at Amy tic’ + a’ + m-l l;n’#~J + I,, 
(6.1) 
(6.3) 
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where 
pm = jLm(x 4 - (pnm)o = (pm(X))t, (6.4) 
imv = l;nY(X, t) = (im”(X)t)o = (jm”(X))t, (6.5) 
PC = pGL t) = (pe(X)t), = (p$q)t, (6.6) 
,VY’ s ?‘(X, t) z (tYY’(X))t, (6.7) 
P s P’(X, t) G (wvv’(x))l, (6.8) 
fey = &vL t) = (ie”(X))t, (6.9) 
T E qyx, t) G (q’(X))t, (6.10) 
+1 = +,(X) is the potential of external force and F’ = P’(X) is the 
corresponding force. 1; = l;(X, 1) and I, = 1,(X, t) are the irreversible 
terms to be discussed later. Equations (6.1), (6.2), and (6.3), omitting 
.r: and I,, are obtained simply by averaging Eqs. (4.18), (4.19), and (4.20) 
in the equivalent hypercanonical ensemble defined by the conjugate 
variables at time t. The average in such an ensemble is denoted by the 
symbol ( )t already introduced in Section II. The average of any phase 
function g in the actual ensemble is equal to the average of g, in the 
initial hypercanonical ensemble, where the subscript t affixed to a phase 
function denotes operation by e tz. For members of the observable set 
these two kinds of averages are by definition equal. This fact is expressed 
in Eqs. (6.4), (6.5), and (6.6). 
The reversible terms in Eqs. (6.1), (6.2), and (6.3) can be rewritten in 
more familiar forms by performing the averages indicated in Eqs. (6.7), 
(6.8), (6.9), and (6.10) first over momentum space. This is easily accom- 
plished because the log of the hypercanonical distribution is only a 
quadratic expression in the momenta. We obtain 
where, as before, 
-fyy’ = pm(f,4y 24~’ + m-1 K T&-/j, (6.11) 
(6.12) 
The function cc)“’ contains only configurational coordinates; therefore 
its mean value cannot be simplified at this stage. In the case of fev we 
obtain 
(6.13) 
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N 
&,int=($ C~2(IXs-Xxs~I)B(x,-X))I. (6.14) 
s, s’ = 1 
Finally, for F we obtain 
qv = q*v + uv’$‘v (6.15) 
where 
q*” = q*“(X, t) = 4 dl [&.e’(X - (1 - 2)Y) + 
0 
(6.16) 
@P’(X + LY) - u”‘(X)] (p2(X - (1 - 2)Y, x + LY)),Y” Y” Y-1 +g. 
We include 
jm” = & uv (6.18) 
in order to facilitate the transformation of the equations to a more familiar 
form. 
Using the results just derived, Eq. (6.12) for momentum transport 
can be rewritten 
apmd ~ = - & (&,uv’uv + +“‘v) + m-l&F’ + Ii’ 
at (6.19) 
where 
$v’v = jjmm-l kT6”v + ,v’v. (6.20) 
We call pYfV the thermodynamic pressure tensor (negative of the stress 
tensor). Equation (6.3) for energy transport can now be written 
$ b& + 4 u”)l = - g” [pm u”(e + Q u”) + pm uv’ p”‘” + q*“] + Ib 
(6.21) 
Ii’ and I, are the irreversible terms to be discussed in the next section. 
We emphasize that Eqs. (6.1), (6.19), and (6.21) are exact. The 
reversible terms resemble very closely the reversible terms in the usual 
formulation of hydrodynamics. However there are several important 
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differences to be noted. Firstly, the term q*” does not appear in the revers- 
ible part of the usual formulation. It is negligible when the velocity ZI” 
varies negligibly in the range of interaction forces. Secondly, here U”~ 
P, and q*’ are not point functions of the conjugate variables; however 
these quantities at X depend negligibly upon the conjugate variables 
at points X’ removed from X by distances larger than the range of 
interaction forces. Thirdly, the quantity 3” is anisotropic due to the 
polarizing effect of external force. However we expect that the anisotropy 
will be smaI1 for most cases of interest, except near a wall. In short, these 
equations assume that the usual form when gradients are sufficient11 
small. 
These equations hold for a gas, liquid, or amorphous solid. Crystallint 
solids have to be excluded because in setting up the actual statistical 
ensemble no information concerning crystal orientation was taken into 
account. In the amorphous solid case the reversible terms do not include 
shear elasticity, which is ordinarily treated as reversible. From a statistical 
mechanical point of view, the state of elastic shear strain cannot be 
represented by a hypercanonical ensemble using our observables. Even 
though this state may take a million years to relax it must be treated as 
an irreversible effect. 
VII. THE IRREVERSIBLE TERMS (ARBITRARILY LARGE DEVIATIONS FROM 
EQUILIBRIUM) 
In the discussion of the irreversible terms I,” and I, the ignorance- 
irreversibility equivalence (I-IE) principle plays a central role. We 
have implicitly already employed it in excluding an irreversible term 
from the mass transport equation (equation of continuity). Equation (2.54) 
says, among other things, that if ai, can be expressed as a linear combina- 
tion of a’s the particular value i * for i or j will not appear in the kinetic 
matrix &(t, u). According to Eq. (4.1), a/at p*(X) can be expressed 
as a linear combination of imu(X) Thus there should be no irreversible 
term in the equation for a/at (p,(X)), and, furthermore, matrix elements 
multiplying the variable b,(X, t) conjugate to (p,(X)), should vanish. 
Thus the irreversible terms in Eq. (2.52) become for the present case 
1 . . 
I,“(X, t) = 
I i 
dt’ ax’ [L;;’ (X, X’; 1, f)$(X’, t’) + LTJX, X’; t, t’)b,(X’, t’) )) 
0 * 
I,@, 1) = dX’ [L:;(X, X’; t, t’)b;‘(X’, t’) + L,,(X, X’; t, t’)b,(X’, t’) :, 
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where bf(X’, t’) and b,(X’, t’), the variables conjugate to (imy(X’))tg 
and (pc(X’)),#, respectively, are given by 
bj’(X’, f) = - &(X’, t’)u”(X’, i!‘), (7.2) 
t&(X’, t’) = [H-(X’, f)]-1. (7.3) 
In the expressions (7.1) the subscripts i and e are only descriptive labels 
and are not to be summed over. On the other hand, v and v’ label Cartesian 
components and range over the values 1,2,3. As in earlier sections, 
repetition of v or v’ implies summation. The L’s in Eqs. (7.1) depend 
upon all of the conjugate variables for all X’s and all times in the interval 
0 + t. Aside from this there is no direct dependence upon the absolute 
times, only time differences. 
There are further restrictions on the L’s to be extracted from the 
I-IE principle. We first put Eqs. (4.18), (4.19), and (4.20) in a form 
corresponding to Eq. (2.48), repeated here for convenience,‘I 
s 
dpori = 2 G, P, + 27 Dqq. 
p=l 
We find that those terms in Zj,,,’ and Ypl, not expressible as linear 
combinations of observables are respectively 
- & (z”‘(X) + o”‘(X)) (7.4) 
- & (ch + 4”(W) (7.5) 
These expressions correspond to 2; = i C, Pr, and z”~ + oyfy and jcv + q” 
correspond to the p’s. The C;, matrix, itself, corresponds to operation 
by (a/8X”‘). Corresponding to Eq. (2.54) we obtain 
LT’(X, X’ ; t, f) = & & Jyqx) X’ ; t, f), (7.6) 
LT,(X, X’; f, t’) = & 
a 
axIn' $y(X, X’; t, f), (7.7) 
&X,X’; t, t’) = & &Jy(X, X’; t, f), 
L,(X, X’; t, t’) = & & Jy’(X, X’; t, f). (7.9) 
6 The reader will note that there is an unfortunate overlapping of notation 
between Section II and subsequent sections. 
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In these expressions n and 76’ label Cartesian components and are to be 
treated on the same basis as Y and v’. Corresponding to Eqs. (2.55) holding 
when a relation of the form (2.50) exists, we say for the present case 
that if 
Gvv’(& + wan’) (7.10) 
is a linear combination of observables then 
G” J?f=’ = 0, 
Q’“’ JT v’d = 0, 
G” J;““’ _ 0, 
(7.1 Li 
Gv’n’ J$v’n’ = 0. 
Expressions analogous to (7.10) for the case of jl -+- q” have not been 
discovered. The only generally valid G”” ’ is that expressing the symmetry 
of Y’ + 0P’, namely 
yielding 
Q-cn’,vv’(& + wan’) = rxn’ _ t”” + wnn’ _ co”‘” = 0, 
The final forms of Eqs. (7.11) with G”“’ +G”“‘p”’ are 
(7.13) 
Jr;“’ = J;;“‘, (7.14) 
Jz; “= = J;;““‘. 
An additional case of Eqs. (7.11) can be obtained in the low density 
limit discussed in the next section. 
When we substitute Eqs. (7.6) to (7.9) into Eqs. (7.1) and integrate 
by parts over X’ we will obtain expressions in which conjugate variables 
appear as at$v’(X’, t’)jaxln’ and ab,(X’, tf)/&Yn’. Furthermore, in view 
of Eqs. (7.14) only the symmetric part of ab;‘/aX’= will appear. Using 
Eq. (7.2), this quantity can be expressed in the form 
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where 
(7.16) 
is the well known rate of strain tensor. In the above expressions bj’, b,, 
and uy are assumed to have the arguments X and t. It is remarkable 
that the rate of strain tensor appears automatically without any 
supplementary physical arguments. 
Performing the operations indicated at the beginning of the previous 
paragraph, with a few additional rearrangements, we obtain 
(7.17) 
where 
Qi”(X, t) = j tit’ 1 dX’ [ - K~‘h’(X, X’; t, t’)b,(X’, t’).P’“‘(X’, t’) + 
0 
ab,(X’, t’) 
Iq”‘(X, X’; t, t’) ax’n, * 
t 
I >(7.18) 
Qcx(X, t) = 
0 
K;;“‘(X, X’ ; t, t’) ab;$;,t’) 1 . I
The K-matrix is given by 
Iq’;“‘(X, X’; t, t’) = Jyh’(X, X’; t, t’), \ 
Iq”‘(X, X’; t, t’) = Jy’(X, X’; t, t’) - J;yn’(X,X~;t,t’)u”(X’, t’), 
Iq+‘(X, X’; t, t’) = @“(X, X’; t, t’) - u’(X, t)g”“‘(x, X’; t, t’), 
I 
Icy (X,X’; t, t’) = J:;“(x, X’; t, t’) - zP(X, t)Jy’(X, X’; t, t’) - 
Jyh’(X, X’; t, t’)uy’(X’, t’) + 
u”(X, t)J~“‘v’(x, X’; t, 1’)v(X’, t’). 
(7.19) 
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Evidently -Qy is the irreversible part of the stress tensor and Qa is 
the heat flow vector as usually defined. In the present exact treatment 
the connection between Qr and Qe” on one hand, and 2’” and ab,/iYP 
on the other, is non-local in space and time. The connection is spread 
over all of space, but only over times in the interval 0 -+ t. K..““,“‘“’ 
(X, X’; t, t’)b,(X’, t’) is a generalized viscosity tensor. For the pyesent 
case of large deviations from equilibrium, we cannot apply isotropy 
considerations because of the polarizing effects of large gradients and 
external forces (if present). Since ab,/aXq = - (l,lkT2)aT/aXn we 
see that -- Kzin’ (X, X’; t, t’)k-1 Tu2(X’, t’) may be regarded as a 
generalized thermal conductivity tensor. Again isotropy considerations 
cannot be applied. K;f,” and K$“,’ define cross effects between 
stress and temperature gradient, and between heat flow and rate of strain. 
In the absence of external forces acting in the vicinity of X, those cross 
coefficients tend to zero as equilibrium is approached. 
It appears strange that the absolute velocity uy should appear in 
Eqs. (7.19). One expects that irreversible effects in an element of fluid 
should not depend upon the velocity, but only upon the spatial variation 
of it in the vicinity of the element. Considerations outside the scope of 
this paper show that the J-matrices occurring in Eqs. (7.19) depend upon 
the velocities in such a way that the spurious velocity dependence cancels 
out of the resultant K-matrices. 
We emphasize that the J- and K-matrices, with the arguments as 
given in (7.18), depend not only upon the local conjugate variables, 
b,, bi’, and b,, at position X and time t, but upon all values of b,, b,‘, 
and 0, for all X” and all times t” in the interval 0 ---, t. However we 
expect that for most cases of interest there will be a negligible dependence 
upon conjugate variables evaluated at X’, t’ far removed from X, t. 
It must be emphasized that the space-time point X”, t is distinct from 
X’, t explicitly appearing in the matrices. Furthermore, it is expected 
that these matrices attenuate to negligible magnitude when X’, t’ is 
distant from X, t in space-time. In order to make these statements 
quantitatively precise one must actually calculate the J-matrices by 
methods that exist but are not described in this paper. 
It is of interest to point out the reason for the appearance of the term 
uy Q, v3-t I , Qc” in the second of Eqs. (7.17). Physically this corresponds to 
a separation of the irreversible term of the energy transport equation 
into two parts: one associated with irreversible work and the other 
with heat transfer. In the present treatment this separation comes about 
in the following way, with no supplementary physical reasoning. Because 
the conjugate variable bj’ contains a reciprocal temperature factor 
multiplying the velocity uy, the symmetric part of the gradient of b,” 
splits into two terms as given by Eq. (7.15). This corresponds to a matrix 
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transformation of 4 (abj’/aX” + abj”/aXv) and ab,jaXn into b,P 
and ab,iaxn. The reciprocal transformation is accordingly applied to 
the right-hand side of the J-matrix. In order to preserve a certain 
symmetry, the transpose of this resiprocal transformation is applied to 
the left-hand side. The latter operation gives rise to the combination 
uy QI'" + Qw 
Neither the J- nor the K-matrix has any restrictions imposed by the 
Onsager principle of microscopic reversibility, because we are dealing 
here with arbitrarily large deviations from equilibrium and the Onsager 
principle is valid only to the first order in the deviations from equilibrium. 
In hydrodynamics we must speak of two kinds of large deviations from 
equilibrium: (1) the case in which the deviations from local equilibrium 
are large (that is, an observer moving with the fluid will see large deviations 
in his neighborhood) ; (2) the case in which deviations from local equilib- 
rium are small but the global deviations (as seen from large distances 
by an observer fixed with respect to the container, say) are large. The 
Onsager relations do not apply to the first case but can be applied to the 
second with proper precautions. For the sake of brevity we will not do 
this here, but will treat the case of small global deviations in Section IX. 
There remain, however, symmetry restrictions arising from the 
symmetry of the stress tensor - (P” + c.Y’). In the case of the J- 
matrix these restrictions have already been given by Eqs. (7.14). Identical 
relations hold for the K-matrix. 
Let us now consider what the generalized H-theorem implies concerning 
the positive definiteness of the K-matrix. As stated earlier, we have not 
been able to prove for the present case a relation as strong as that proved 
for the case of small deviations from equilibrium (Eq. 2.42). We have 
been able to prove the inequality given by Eq. (2.53), repeated here 
(in the notation of Section II) for convenience, 
t1 t r 
dt’ jf$ b,(t)l,(t, t’fb+(t’) > 0. 
0 0 i,j=l 
This relation is immediately transcribable to an expression involving 
the L-matrix of Eqs. (7.I). After substitution of Eqs. (7.6) - (7.9), and 
a subsequent integration by parts, we obtain an expression involving the 
J-matrix and the gradients of b,’ and b,. A further transformation yields 
an expression for the K-matrix. A perhaps more direct procedure is 
to write 
t* 
S(t,) - S(0) = 
5 5 
dt dX(bi’ Ijv + b, Is) >/ 0 (7.20) 
0 
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where the arguments of the quantities in the integrand are X and 1. 
Substitution of Eqs. (7.17) and (7.18) yields 
t, 
(X, X’; t, f)b,(X’, t’)iy’n’(x’, t’) -- 1 
I 
(7.21) 
ab,(X’, t’) 
b,(X, tpyx, t)Ky(X, X’; t, t’) -yjp? - 
aw+L t) x v’n’ 
FKe; (X, X’; t, t’)b,(x’, t’)~“‘(x’, t’) -+ 1 
%P, 4 
F K:;“‘(X, X’; t,t’) ‘b$,t’) > 0. 
I 
Since the temporal behavior of b; and b, is not arbitrary, although its 
spatial behavior at a given time is, the above inequality does not imply 
positive definiteness in the extended sense exemplified by Eq. (2.42). 
A stronger statement may exist but it has not yet been discovered. 
If the process under consideration is sufficiently slow that macroscopic 
times are long compared with the temporal extensions of the K-matrix, 
Eqs. (7.18) and (7.19) can be reduced to simpler forms more closely 
resembling the usual phenomenological formulation. Here we are not 
assuming that macroscopic lengths are large compared with the spatial 
extensions of the above matrix. In this case we may in Eqs. (7.18) replace 
t’ by t in 6, and tYhf. Then the K-matrix is integrated on t’ from 0 to t. 
In the present approximation we can use just as well the range from 
-- CO to t. After performing this operation, Eqs. (7.18) reduce to 
‘&“(x, t) = J [ dx’ - l?T”‘*‘(X, X’; t)b,(X’, t)EY’n(X’, t) + 
I?2 “‘(X, X’ ; t) ab;!$“) 
c&=(X, t) = - l?$‘“‘(X, X’; t)b,(X’, t)+‘(X’, t) + 
(7.22) 
I ab,(X’, t) 
it;* (X, X’; t) --jp- J 
I! 
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where 
t 
lqy’(x, X’; t) = 
5 
at’ K;y”‘(X, X’; t, t’), 
--m 
ri:;““(X, x’ ; t) = dt’ K”fs’(X, x’ ; t, t’), 
Igy’(X, X’ ; t) = 
I 
at’ Ky’(X, X’ 
-03 
; t, z!‘). 
(7.23) 
It should be emphasized that the new R-matrix depends on t only through 
their dependence upon the conjugate variables at the time t. There is 
no direct dependence upon t; otherwise our formulation would depend 
upon the time origin when the initial ensemble was prepared. Because 
of the assumption of small temporal extension of the matrices the time 
of preparation is irrelevant. 
The generalized H-theorem can now be replaced by the more usual 
inequality 
s(t) = dX(bj’ Ii’ + 6, IL) > 0 (7.24) 
expressing the commonly believed monotone increasing property of 
entropy. Using Eqs. (7.22) for the new Q’s we obtain 
S(t) = b,(X, t)eYn(X, t)l?T“‘*‘(X, X’; t)b,(X’, t)P”‘(X’, t) - 
b,(X, t)P(X, t)ri;f’“‘(X, X’; t) abe(x’, 1) ax,d - 
ah@, t) * x v’ll’ 
r K,i’ (X, X’; t) b,(X’, t)P”“‘(X’, t) + 
(7.25) 
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Since the conjugate variables can have an arbitrary spatial variation 
at a given time, the above inequality is a stronger condition on the 
positive definiteness of the R-matrix. It is still not the strongest condition 
because P must satisfy six compatibility conditions and ab,iaXn must 
satisfy three conditions corresponding to the vanishing of its curl. 
VIII. THE Low DENSITY LIMIT 
In the low density limit the particle interaction terms in pe (given 
by Eq. 3.4) and in the rates (a/at)i,’ and (a/~%)p, (given by Eqs. 4.2 
and 4.7) are negligible when averaged in the actual ensemble. We do 
not, however, neglect particle interactions in the basic equations of 
motion giving the temporal development of the actual ensemble. More 
explicitly, the observables pm and j,,,’ (given by Eqs. 3.2 and 3.4) are 
unchanged. However pe is now given approsimately by 
S=l 
= & 2: Ps2 ws - X) + y+$l(x). 
s=l 
(8.1) 
The rate (a/%)~, (given by Eq. 4.1) is unchanged. The other rates 
wt)hr and (a/at)p, are approximately expressed in the forms 
-$(X) = - & z”‘(X) + m-l p,(X)F”(X), (8.2) 
where t”” and F’ are given by Eqs. (4.3) and (4.4), respectively. The 
term i:(X), previously defined by Eq. (4.8), reduces to 
ieT) = & 2 ps’ ps2 8(x, - X). 
SE1 
(8.4) 
The conjugate variables can be explicitly evaluated in terms of the 
mean values of the observables. However, if we use the mean velocity uy 
and the temperature T as fundamental variables, Eqs. (5.3), (5.4), and 
(5.5) are unchanged. Thus b, equals l/kT by definition and bf equals 
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- d/kT by the same arguments used in obtaining Eq. (4.5). The con- 
jugate variable 6, can still be expressed in the form 
6, = - (a - &u2)/kT (8.5) 
but a, the specific Helmholtz free energy, is now given by 
ma = mu(X) = &(X) + kT log (m-r Is,) + Q kTlog (2nmkT) - kT log N. 
The last term in the above expression comes from our rather unconven- 
tional choice of the zero of a and has no physical consequences. The 
mean energy density is given by 
jje = (pm(X)), = pm 
( 
?E- A 2m +-&-+$u2 
i 
* 
The equations of change of the mean densities now become 
(8.7) 
f IS, uv = - & (pm d w) - & (m-l pm kT) + m-l j5F” + Ii’, (8.9) 
(8.10) 
As far as our analysis of the irreversible terms I; and I, goes, all of the 
final results of Section VII are unmodified except for some additional 
restrictions on the J- and K-matrices. 
The additional restrictions come from the fact that ryy can be expressed 
as a linear combination of observables. The matrix G” introduced into 
Eqs. (7.10) and (7.11) becomes for this case simply 
Gw’ = #v’ (8.11) 
The first statement can be expressed more explicitly in the form 
Gw’ pv‘ = @a+’ p’ = .p = m-1 /g*2 6(x* - X) 
.S=l 
I 
(8.12) 
= 2&(X) - 2m-rp&QMQ J 
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Thus tvv is a linear combination of the mass and energy densities. Equa- 
tions (7.11) become for this case 
J;y”’ = 0, \ 
JT”” = 0, 
> 
Jr;“’ = 0, 
(8.13) 
Jg!“” = 0, / 
Completely analogous relations hold for the K-matrix. These relations 
are a generalization of the Stokes conditions. 
The rate of strain tensor 6” can be divided into two parts: 
im=,v=+*e6m (8.14) 
where q*, the rate of shear, is given by 
yn = gvn _ 4 ev’v’ 6” (8.15) 
and 8, the dilatation, by 
e = 2~ = atelaP. (8.16) 
In view of restrictions of the type (8.13) on the K-matrix, only yyn will 
remain when (8.14) is substituted into Eqs. (7.18), and moreover Qj”” 
will vanish. This means that dilatation cannot produce irreversible 
effects and that the shear rate and temperature gradient cannot contribute 
to the pressure. Thus we have proved in complete generality that in a 
system of structureless particles bulk viscosity vanishes in the low density 
limit. 
IX. THE IRREVERSIBLE TERMS IN THE NEAR-EQUILIBRIUM LIMIT 
When the system is near equilibrium, Eq. (2.38) of Section II can be 
applied to the case of hydrodynamical observables. Here we will discuss 
only the irreversible terms. The reversible terms, aside from a non-local 
character with a range of the order of molecular size, are in complete 
agreement with the usual phenomenological theory, and consequently a 
detailed discussion of their near-equilibrium limit will reveal nothing 
strikingly new. Accordingly, the present discussion will deal only with 
the specialization of the term si du xLii(t - zl)dbj(u) of Eq. (2.38) 
to the case of hydrodynamical observables. The results will represent the 
limiting form of the K-matrix derived in Section VII. As equilibrium is 
52 RICHARDSON 
approached, the K-matrix (which becomes identical to the J-matrix) 
a.cquires more properties than it had in the case of arbitrarily large 
deviations from equilibrium. The most important property is the validity 
of the generalized reciprocal relations. Another property is positive- 
definiteness in the extended sense. 
In the state of thermodynamic equilibrium, the ensemble is defined 
by the conjugate variables 
b.‘,O = 0 
1 
1 
b,o = l;kTO 1 
(9.1) 
and b,,,O, which we need not consider explicitly, is chosen to satisfy the 
normalization requirement. We emphasize that the equilibrium conjugate 
variables are uniform, i.e., independent of X. Thus we are concerned 
here with global equilibrium, not merely local equilibrium. The deviations 
of bj’ and b, from their equilibrium values are given by 
dbi’ = - uY/kTo, 1 
db, =dT/k(T0)2. j 
(9.2) 
In the first of the above relations we have used the fact that, according 
to the first of Eqs. (9.1), zZ,O vanishes. 
The irreversible terms of Eq. (2.38) for the case of hydrodynamical 
observables take the form 
; t - t’) A b,(X’, t’)], = 
s 5 
dt’ dX’[L;;(X, X’ ; t - t’) dbf(X’, t’) + L;JX, X’ 
0 
WC 4 
: r 
= 
J J 
dt’ dX’[L,“(X, X’; t - t’)dbf(X’, t’) + L,,(X, X’; t - t’)db,(X’, t’)]. 
0 
(9.3) 
This is the near-equilibrium limiting form of Eqs. (7.1). The above 
L-matrix depends only upon the equilibrium state of the system in 
addition to the observation points X and X’ and the time interval t - t’. 
If X and X’ are in a region of negligible external force, the L-matrix will 
depend only upon X - X’. 
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In contrast to Section VII, the present L-matrix satisfies the gen- 
eralized reciprocal relations. Momentum inversion transforms the 
observables in the following way: 
Pn(X) + + Pm(X), 
imY (Xl + - imy( 
I 
(9.4) 
Pm - + PC(X)7 
corresponding to the first of Eqs. (2.20). Then Eq. (2.45) becomes for the 
present case 
L$(X, X’ ; t - 1’) = L;;(x’, x ; t - t’), 
Lre(x, X’; t - t’) = - LIj(X’, x; t - t’), 
I 
(9.5) 
L,,(X, X’; t - t’) = L,(X’, x; t - t’). 
It is noteworthy that the cross-effect terms obey antireciprocal relations 
and will thus not contribute to entropy production. 
The I-IE principle applies to the present case exactly as it was 
applied in Section VII. Thus we obtain a J-matrix defined by equations 
identical to Eqs. (7.6) to (7.9), which may now be written 
Ly)X,X’; t - t’) = -&&,~;yqx,X’;f - f), 
Lgx, X’ 
L$(X, X’ 
; t - t’) = a a -@j&;cn.n’(X, X’; t - t’), 
; t - f) =&i;. j;“‘*‘(x,x’; t - f), 
I 
1. (9.6) 
L,,(X, X’; t - t’) = & &Jy(X. X’; t -~ t’). 
I 
For the J-matrix the generalized reciprocal relations are 
Jy’qx, X’; t - f) = J;,?+(x’, x; t - f), 
J;y’(x, X’; t - t’) = - J$“(X’, x; t - q, 
i 
(9.7) 
jy’(x, X’; t - t’) = &yXJ, x; t - t’). 
These conditions are not completely necessary. Equations (9.5), (9,6), 
and (9.7) applied to Eqs. (9.8) to (9.11) do not imply conditions as strong 
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as these. Thus the above results must be regarded as partly conventional. 
However, the conventional aspects are consistent with generalized 
reciprocity. 
With the further application of the I-IE principle we find that the 
symmetry of the stress tensor imposes on the present J-matrix restrictions 
identical to those in Section VII (Eqs. 7.14), namely 
As in Section VII, these conditions imply that only the symmetric part of 
&4b:/8Xn will appear in the final form of the irreversible terms. Cor- 
responding to Eq. (7.15), the following result is obtained: 
where .P is defined by Eq. (7.16). 
The irreversible terms may then be written 
(9.9) 
(9.10) 
where 
t \ 
- JTy’z’(X, X’; t - t’)b,O+‘(X’, t’) + 
Jz”(X, X’; t - t’) “b@,;,t’) 
I , 
, 
t 
(9.11) 
Qp(X, 1) = - J2y’n’(X, X’; t - t’)b,“&=‘(X’, t’) + 
0 
, &(X’, t’) 
J;” (XX’; t - t’) arn, 1 I . 
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It is to be noted that these equations are very similar to Eqs. (7.18) 
connecting the Q’s with the K-matrix. Because u’ vanishes in the equilib- 
rium state the K- and J-matrices connected by Eqs. (7.19) become 
identical in the near-equilibrium limit. 
In the low density limit, the present J-matrix of course satisfied 
relations identical to Eqs. (8.13) expressing the vanishing of generalized 
bulk viscosity. 
We stated earlier that the J-matrix here possesses the positive- 
definite property in the extended sense corresponding to Eq. (2.42). This 
property is expressed by the inequality 
aciv(X, t) 
ax* Jyy’(X, X’; t - t’) acg:;,t” + 
I 
(9.12) 
where ci” and c, are completely arbitrary functions of X and t. 
It is of interest to consider the J-matrix in a region of vanishing 
external force. In this case the matrix becomes dependent only upon 
X - X’, not X and X’ individually. Furthermore, J;:” and Jz;“‘n’ 
vanish. Matter in the equilibrium state is locally isotropic, therefore the 
surviving elements J;,TSv’z’ and J%“’ must be axisymmetric with 
respect to the axis X - X’ = Y. In other words, these elements must 
be formed from suitable combinations of the isotropic tensor 8”” and the 
vector y” = Y’/Y, where Y = /YI. The resultant expressions must of 
course satisfy the conditions (9.7) which for the present case may be 
written 
Jy’qx, X’; t - 2’) E Jy’n’(y; t - f) = J;7:J+y- y; t - t’) 
Jy’(X, X’; t - f) E Jy’(Y; t - f) = Jp(- Y; t - f). i 
(9.13) 
Finally, the reciprocal conditions (9.8) must hold. With these restrictions 
we obtain 
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J:;” = 6”’ J!:’ + r” r”’ J:‘, 
whereJg) = J$)(Y; t - t’), 12 = 1,. . ,,5 and]:) = JE)(Y; t - t’), n = 1,2. 
In the low density limit Eqs. (8.11) imply that 
3J;;) + J;;’ + &Jf’ = 0, 
Q Jji”’ + Jii”’ + Jp = 0, 
(9.15) 
leaving only three independent functions in the set Ji’. 
If the temporal and spatial extensions of the J-matrix are small 
compared with macroscopic times and lengths, respectively, we need 
consider only the time and space integrated J-matrix. For the present 
case of vanishing external force, we obtain 
t 
FyTv’h’ ~ 
s 5 
at' ayJTvh‘(y; t - q = 6" #d 
--m 
+ 
(9.16) 
where 
t m 
7:;) = 4n~2 ay J$)(Y; t - t’), 
-cc 0 
! 
t m I 
(9.17) 
7:) = 1 at! ianu.ayJ”‘(y; t - q. 
-ccl 0 I 
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In Eqs. (9.11) we replace X’, 1’ by X, t in the conjugate variables, leaving 
the time and space integrated J-matrix. The result is 
Qj”(X, t) = - ~;y%,o &J(X, q, ] 
Qen(X, t) = E:-‘w . 
(!).18) 
These are the familiar relations between fluxes and gradients in somewhat 
disguised form. It is evident that if the usual bulk and shear viscositl 
coefficients, ,LL’ and ,u respectively, are defined bv 
- Qi” = p’P0 f 2/uy, 
where 0 and qyn are defined by Eqs. (8.15) and (8.16), then 
(9.19) 
and 
It is also evident that the usual thermal conductivity 2 defined by 
Qa= -x-$ (9.22) 
is given by 
x. mXXJSSION 
The equations of hydrodynamics derived in the preceding sections are 
completely rigorous in the sense of the formulation of nonequilibrium 
statistical mechanics outlined in Section II. It must be emphasized that 
the treatment is limited to structureless classical particles interacting 
with central forces. How do the above results differ from the traditional 
phenomenological [G] formulation of hydrodynamics ? First of all, local 
temperature is given a well defined meaning for nonequilibrium situations 
while in the usual treatment it is not really defined. Outside of this, 
the present and traditional formulations are in complete agreement in 
the limit of short mean free path (or, equivalently, the limit of small 
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gradients). When the mean path is not negligibly short the present and 
traditional formulations differ in two ways. Firstly, the dependence of 
the reversible parts of the mean rates of change of primary densities 
upon the conjugable variables is spatially nonlocal except in the low 
density limit. In the general case we expect this nonlocal dependence to 
have a spatial extension of the order of the range of interaction forces. 
Secondly, the irreversible parts of the mean rates depend upon the 
conjugate variables in a way that is nonlocal in both space and time. 
We expect that in the low density limit the spatial and temporal extensions 
of this dependence will be of the order of the mean free path and mean 
free time, respectively. 
These are the principal ways in which the results of this paper differ 
from the usual phenomenological formulation. How do our results differ 
from other statistical mechanical and kinetic theory treatments? The 
type of statistical mechanical treatment exemplified by the work of 
Irving and Kirkwood [l], as far as it goes, is in complete agreement with 
our treatment. However, we have advanced some well-defined arguments 
concerning the nature of the underlying ensemble and have thus obtained 
a closed set of equations with a definite prescription for calculating the 
irreversible contributions. The prescription is in this paper partially 
implicit ; a fuller and more explicit discussion of the irreversible terms 
is contemplated for a later paper. Our treatment differs from other 
statistical mechanical treatments that are more explicit about irrevers- 
ibility in that here the logical basis of the irreversible terms is not based 
upon an approximation akin to the induction time t being short compared 
with macroscopic times. Our differential - or, more precisely, “quasi- 
differential” - equations are an exact transformation of the time sequence 
of mean observables computed in a statistical ensemble constructed 
initially on a physically meaningful basis. Thus, our formulation of 
irreversibility is conceptually precise. The question of short induction 
time is in our formulation connected with the possibility of approximating 
the nonlocal character of the irreversible terms by a local one. The 
conceptual precision carries with it the advantage that various com- 
putational schemes can be constructed with greater ease and confidence 
since there is a precisely defined computational objective. 
Our formulation differs from the kinetic theory approach based upon 
the Boltzmann equation in that we make no reference whatever to the 
Boltzmann equation. Thus, we are not explicitly concerned with the 
validity of the Boltzmann equation, how to solve it, or with the question 
of which of the many possible solutions is appropriate for computing 
various mean values in the hydrodynamical description. One can think 
of a hierarchy of levels of description with the hydrodynamical observables 
comprising the most gross level. The Boltzmann observables (occupation 
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numbers of elements of the single particle phase space) with certain 
additions forms a less gross level in which the hydrodynamical description 
can be imbedded. The fundamental level corresponds to the specifica- 
tion of all of the coordinates and momenta of the particles. The kinetic 
theory approach connects the hydrodynamical level with the Boltzmann 
level, whereas our approach connects it with the most fundamental level 
bypassing the intermediate Boltzmann level. The general theory outlined 
in Section II could be extended to the problem of connecting the hydro- 
dynamical level with the Boltzmann level; however, the results would of 
course be identical to those derived in this paper. Similarities with 
kinetic theory approaches, such as that of Chapman and Enskog [2] 
or that of Grad [2], would not appear until explicit calculational schemes 
were employed. Further discussion of this point is reserved for a future 
publication. 
It is of interest to note that in our formulation the standard Navier- 
Stokes equations are obtained in the near-equilibrium limit when the 
so-called J-matrix, giving the nonlocal connections in the irreversible 
terms, is integrated over time and space intervals (see Section IX). Let us 
carry out a more rigorous development in which the gradients of velocity 
and temperature are expanded in power series in time and space intervals. 
The 0-th power terms give the Navier-Stokes form already described. 
The inclusion of the next higher order terms (2nd order in the pace interval 
and 1st order in the time interval) should give a result to be compared 
with the well known Burnett equations. It seems likely however that the 
original nonlocal description would be easier to use than the above power 
series development. It may well be true that such a development does 
not converge. 
It should be emphasized that the equations derived in Sections VI 
and VII apply to situations for outside the limits of applicability of the 
Navier-Stokes equations. In our equations it is not required that that 
mean density of mass, momentum, and energy vary negligibly in a mean 
free path. Thus these equations can, in principle at least, describe shock 
structure, slip flow boundary layers, etc. Furthermore, the so-called 
induction time is not required to be short compared with macroscopic 
times. Hence the equations can describe any kind of visco-elastic material 
and thus can be used as the phenomenological basis of rheology. 
It is interesting to speculate on the question of whether or not our 
equations describe correctly the mean flow variables in well developed 
turbulence. It seems probable that it should if one can prove that an 
ensemble of systems initially hypercanonical (corresponding to more 
thermal fluctuations) could after the passage of sufficient time exhibit 
the very large fluctuations characteristic of turbulence. The equations 
would in this case contain a very nonlocal character in time and space, 
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reaching back mainly along a mean streamline. In view of this, even 
if the equations are valid for the description of turbulence their utility 
is open to debate. 
The results of this paper are incomplete in that the irreversible terms 
are discussed only on a phenomenological level. We have applied certain 
general theorems concerning their form but have not given an explicit 
prescription for quantitatively calculating them. Such a prescription exists 
but it is given only indirectly in Section II for the near-equilibrium 
case. The reversible terms are expressed in a complete form although 
the explicit calculation of them has been carried out only in the low 
density limit. The scope of the present paper is limited only to those 
results that can be obtained without the solution of the microscopic 
equations of motion. 
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