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LIMIT THEORY FOR CONTROLLED MCKEAN-VLASOV DYNAMICS
DANIEL LACKER
Abstract. This paper rigorously connects the problem of optimal control of McKean-Vlasov
dynamics with large systems of interacting controlled state processes. Precisely, the empirical
distributions of near-optimal control-state pairs for the n-state systems, as n tends to infinity,
admit limit points in distribution (if the objective functions are suitably coercive), and every
such limit is supported on the set of optimal control-state pairs for the McKean-Vlasov problem.
Conversely, any distribution on the set of optimal control-state pairs for the McKean-Vlasov
problem can be realized as a limit in this manner. Arguments are based on controlled martingale
problems, which lend themselves naturally to existence proofs; along the way it is shown that a
large class of McKean-Vlasov control problems admit optimal Markovian controls.
1. Introduction
The past decade has seen a surge of interest in the optimal control of McKean-Vlasov
dynamics, also known as mean field control. This problem can be described loosely as follows:
The controller chooses a process α, which in turn determines the state process X via a McKean-
Vlasov stochastic differential equation (SDE)
dXt = b(t,Xt,P ◦X
−1
t , αt)dt+ σ(t,Xt,P ◦X
−1
t , αt)dWt,
where W is a Brownian motion and P ◦ X−1t denotes the law of Xt. The controller seeks to
maximize a functional of the form
E
[∫ T
0
f(t,Xt,P ◦X
−1
t , αt)dt+ g(XT ,P ◦X
−1
T )
]
, (1.1)
where T > 0 is a fixed time horizon. The unusual feature of this control problem is that the
functions (b, σ, f, g) depend on the law P ◦X−1t of the state process.
The study of McKean-Vlasov control problems is often justified by a heuristic connection
to control problems involving large but finite numbers of interacting state processes. More
precisely, imagine there are n state processes interacting through their empirical measures via
the following SDE system:
dXit = b(t,X
i
t , µ̂
n
t , α
i
t)dt+ σ(t,X
i
t , µ̂
n
t , α
i
t)dW
i
t , (1.2)
µ̂nt =
1
n
n∑
k=1
δXkt .
Here W 1, . . . ,W n are independent Brownian motions, and α1, . . . , αn are controls chosen by a
central planner. The objective of this central planner is to maximize the averaged objective
1
n
n∑
i=1
E
[∫ T
0
f(t,Xit , µ̂
n
t , α
i
t)dt+ g(X
i
T , µ̂
n
T )
]
.
This material is based upon work supported by the National Science Foundation under Award No. DMS
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Of course, if (Xi0,W
i, αi)ni=1 are suitably exchangeable (and the SDEs sufficiently well-posed),
then each term in the average is equal, and the problem reduces to maximizing the objective
corresponding to a single state.
When there is no control present (i.e., no α in b or σ), it is by now well established that the
empirical measure flow (µ̂nt )t∈[0,T ] of (1.2) converges in a sense to the measure flow (P◦X
−1
t )t∈[0,T ]
arising from (1.1); see, for instance [45, 22, 51]. This is true, at least, under reasonable continuity
assumptions on (b, σ), the most important of which is that the interactions are weak or nonlocal
in the sense that the dependence on the measure argument is continuous with respect to weak
convergence or a Wasserstein metric.
For the controlled model, however, is not obvious that this limit should commute with the
optimization. The primary goal of this paper is to address this issue by providing general
conditions under which a sequence of optimizers of the n-state system must converge (in the
sense of empirical measure) to solutions of the McKean-Vlasov control problem. More precisely,
Theorem 2.11 shows, under modest assumptions on (b, σ, f, g), that the empirical measure flows
(µ̂nt )t∈[0,T ] of optimally controlled n-state systems are tight, and every limit in distribution is
supported on the set of measures flows (P◦X−1t )t∈[0,T ], where X is an optimally controlled state
in the McKean-Vlasov control problem. As an immediate corollary, whenever the McKean-
Vlasov control problem admits a unique optimal control, we obtain a proper convergence result
or propagation of chaos [51].
Our arguments are largely based on martingale problems, combining ideas from the McKean-
Vlasov limit theory with a well-established compactification method for stochastic control. The
state equations, both for the n-state problem and the McKean-Vlasov control problem, are
formulated as controlled martingale problems and with relaxed (i.e., measure-valued) controls.
For standard stochastic control problems, this formulation provides a certain compactness which
has facilitated very general results on the existence of optimal controls. This idea originated
with Fleming [19] and matured with the works of El Karoui et al. [32] and Haussmann-Lepeltier
[25], later seeing extensions to general state spaces [37]. Our Theorem 2.2 provides an analogous
result on the existence of optimal relaxed controls for the McKean-Vlasov problem. Moreover,
as in [32, 25], we show under an additional convexity hypothesis that there exists an optimal
Markovian control. Remarkably, the mean field term does not complicate the arguments leading
to Markovian controls, which are based on the mimicking theorem of Gyo¨ngy [24], or rather the
generalization due to Brunick and Shreve [6].
The proof of the main limit theorem follows the well trodden path of formulating the limiting
equation as a martingale problem in the sense of Stroock and Varadhan [50], with an additional
nonlinearity stemming from the mean field term term. This particular approach to the study
of McKean-Vlasov limits seems to have originated with Oelschla¨ger [45], while the impressive
paper of Ga¨rtner [22] contains the most broadly applicable results for models with continuous
coefficients. Similar martingale arguments have been applied to a number of related models,
including stronger interactions [46, 44, 29], rank-based models [49, 30], and Boltzmann-type
models [43, 23]. The monograph of Sznitman [51] provides a general overview and a bird’s eye
view of some variants.
Our limit theorem appears to be the first its kind for controlled diffusions, and only three
recent papers seem to touch on this: First, Fischer and Livieri [18] prove a limit theorem for a
very special case of our model arising from mean-variance portfolio optimization. Second, For-
nasier and Solombrino [20] treat a general class of related deterministic (i.e., σ ≡ 0) models; our
results allow for degenerate volatility but do not subsume theirs. Last but not least, Budhiraja
et al. [8] study weak limits of empirical measures of controlled interacting diffusions with relaxed
controls, en route to proving a large deviation principle for the McKean-Vlasov limit. Section
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5 of their paper contains similar analysis to our Section 5, but they encounter only particular
types of coefficients, with linear-quadratic dependence on the control variable.
The literature on McKean-Vlasov optimal control problems is focused primarily on solution
techniques. Only one paper [2] seems to adopt remotely similar techniques to ours, using relaxed
controls (but not martingale problems) and much more restrictive assumptions on the form of
the coefficients. The most popular techniques are based on extending Pontryagin’s maximum
principle [1, 7, 9, 4] or deriving a dynamic programming principle, and with it a form of a
Hamilton-Jacobi-Bellman equation on a space of probability measures [41, 47, 3] (related to the
so-called master equation studied in [10, 5]). Our solvability result does not provide any insight
on how to construct an optimizer, and its strength lies rather in its generality, requiring not
even Lipschitz assumptions.
While our assumptions on the model parameters are quite modest, several interesting exten-
sions are left untouched. Most notably, we do not address models with common noise, in which
an additional independent Brownian motion B appears in the dynamics, and the law P ◦X−1t
in the coefficients is replaced by the conditional law P(Xt ∈ ·|Bs, s ≤ t). See the recent work
of Pham and Wei [48] for analysis of this model. In another direction, the same authors in [47]
study an extension of the basic model in which the coefficients depend on the law of the control,
not just the state.
The optimal control of McKean-Vlasov dynamics is closely related to mean field game theory,
which was developed by Lasry and Lions [40] and Huang, Malhame´, and Caines [28]. Mean
field games are essentially concerned with the continuum limit of a competitive form of the n-
state control problem, in which the controls α1, . . . , αn are chosen by different agents in Nash
equilibrium. In several applications, in fact, controlled McKean-Vlasov dynamics are studied
so that the competitive (decentralized) outcome can be compared with the Pareto optimal
(centralized) one [26, 27]. The paper [12] and the forthcoming book [11] study and compare these
two distinct regimes, highlighting the significant methodological overlap. It is worth mentioning
in particular that martingale methods and relaxed controls have been applied in the study of
mean field games, both for existence theory [39, 13] and limit theory [38, 17], and the present
work borrows several technical points from these papers.
The paper is organized as follows. Section 2 carefully formulates both the McKean-Vlasov
and n-state control problems, stating all of the main assumptions and results. The remaining
sections are devoted to the proofs. Section 3 derives some preliminary estimates on the state
processes, which are put to use Section 4 to prove the main existence theorems. The proofs of
the main limit theorems comprise Sections 5 and 6. Finally, Section 7 contains the proof (of
Theorem 2.4) that the optimal value of the control problem is the same for the usual strong
formulation and for our preferred relaxed formulation, under suitable assumptions.
2. Model setup and main results
For a metric space E, let P(E) denote the set of Borel probability measures on E, and endow
P(E) with the topology of weak convergence. Fix p ≥ 1 throughout the paper. For a complete
separable metric space (E, d), let Pp(E) denote the set of µ ∈ P(E) with
∫
E d(x, x0)
p < ∞ for
some x0 ∈ E. Endow P
p(E) with the p-Wasserstein metric,
ℓE,p(µ, ν) = inf
{∫
dp dπ : π ∈ P(E × E) has marginals µ and ν
}
. (2.1)
As is well known, ℓE,p(µn, µ)→ 0 if and only if
∫
ϕdµn →
∫
ϕdµ for every continuous function
ϕ satisfying |ϕ(x)| ≤ c(1 + d(x, x0)
p) for all x ∈ E, for some c ≥ 0. The Borel σ-field of Pp(E)
is the same as the one induced by the Borel σ-field of P(E), which is in turn equivalent to the
σ-field induced by the evaluations Pp(E) ∋ µ 7→ µ(C) for Borel sets C ⊂ E. For our purposes,
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the most pertinent topological properties of Pp(E) are summarized in the appendix of [39], but
see also [52, Chapter 7] for more details.
A time horizon T > 0 is fixed throughout, along with three exponents (p′, p, pσ), an initial
distribution λ ∈ P(Rd), and functions
(b, σ, f) : [0, T ]× Rd × Pp(Rd)×A→ Rd × Rd×dW × R,
g : Rd × Pp(Rd)→ R.
Here d and dW denote the respective dimensions of the state and noise processes. The following
standing assumptions, heavily inspired by [39], are in force throughout the paper:
Assumption A.
(A.1) A is a closed subset of a Euclidean space.
(A.2) The exponents satisfy p′ > p ≥ 1 ∨ pσ and p
′ ≥ 2 ≥ pσ ≥ 0, and also λ ∈ P
p′(Rd).
(A.3) The functions b and σ, are jointly continuous, and f and g are upper semicontinuous.
(A.4) There exists c1 > 0 such that, for all (t, x,m, a),
|b(t, x,m, a)| ≤ c1
[
1 + |x|+
(∫
Rd
|z|pm(dz)
)1/p
+ |a|
]
,
|σ(t, x,m, a)|2 ≤ c1
[
1 + |x|pσ +
(∫
Rd
|z|pm(dz)
)pσ/p
+ |a|pσ
]
.
(A.5) There exist c2, c3 > 0 such that, for each (t, x,m, a),
g(x,m) ≤ c2
(
1 + |x|p +
∫
Rd
|z|pm(dz)
)
,
g(x,m) ≥ −c2
(
1 + |x|p
′
+
∫
Rd
|z|p
′
m(dz)
)
,
f(t, x,m, a) ≤ c2
(
1 + |x|p +
∫
Rd
|z|pm(dz)
)
− c3|a|
p′ ,
f(t, x,m, a) ≥ −c2
(
1 + |x|p
′
+
∫
Rd
|z|p
′
m(dz) + |a|p
′
)
.
These minimal assumptions will suffice for an existence theorem. The least innocuous of these
is the coercivity assumption (A.5) on the running objective f , which is crucial for compactness
purposes (see Lemmas 3.2 and 3.4). It should be noted that our methods also apply to a
compact control space A and bounded coefficients (b, σ, f, g), continuous with respect to weak
convergence, and in fact the proofs become significantly simpler in this case. The limit theorems
require an additional assumption, mainly for providing uniqueness of the controlled McKean-
Vlasov equations:
Assumption B. There exists c′1 > 0 such that, for all (t, x, x
′,m,m′, a),
|b(t, x,m, a) − b(t, x′,m′, a)|+ |σ(t, x,m, a) − σ(t, x′,m′, a)| ≤ c′1
(
|x− x′|+ ℓRd,p(m,m
′)
)
.
Moreover, the functions f and g are continuous.
2.1. Relaxed controls and canonical spaces. The space V of relaxed controls is defined as
the set of measures q on [0, T ]×A with first marginal equal to Lebesgue measure and with∫
[0,T ]×A
|a|pq(dt, da) <∞.
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Noting that each q ∈ V has total mass T , we may endow V with a suitable scaling of the
p-Wasserstein distance. More precisely, equip V with the metric
dV(q
1, q2) = ℓ[0,T ]×A,p(q
1/T, q2/T ), (2.2)
where ℓ is the Wasserstein distance defined in (2.1) relative to the metric on [0, T ] × A given
by ((t, a), (t′, a′)) 7→ |t − t′| + |a − a′|. Each q ∈ V is identified with a measurable function
[0, T ] ∋ t 7→ qt ∈ P
p(A), defined uniquely up to almost sure equality by q(dt, da) = dtqt(da).
Note that V is a Polish space because A is. A relaxed control of the form q(dt, da) = dtδα(t)(da)
for some measurable function α : [0, T ] → A is called a strict control. It is known that there
exists a version of the map [0, T ]×V ∋ (t, q) 7→ qt ∈ P
p(A) which is predictable with respect to
the filtration FΛ = (FΛt )t∈[0,T ], where F
Λ
t is generated by the maps q 7→ q([0, s]×C), where s ≤ t
and C ⊂ A is Borel (see, e.g., [39, Lemma 3.2]). In particular, this lets us freely identify any
random element Λ of V with a corresponding Pp(A)-valued FΛ-predictable process (Λt)t∈[0,T ].
We will work also with the path space Cd = C([0, T ];Rd), equipped with the supremum
norm ‖x‖ = supt∈[0,T ] |xt|. For m ∈ P(C
d ×V), let mx denote the Cd-marginal. For mx ∈ P(Cd)
and t ∈ [0, T ], let mxt ∈ P(R
d) denote the time-t marginal, i.e., the image of mx under the map
x 7→ xt. Equip C
d × V with the metric
dCd×V((x, q), (x
′, q′)) = ‖x− x′‖+ dV(q, q
′), (2.3)
where dV was defined in (2.2), and ‖ · ‖ is the supremum norm on C
d. Then Pp(Cd × V) is
endowed with the corresponding Wasserstein metric ℓCd×V ,p induced by dCd×V . We will state
our main limit theorems in terms of Pp(Pp(Cd × V)), which is equipped with the Wasserstein
metric ℓPp(Cd×V),p induced by equipping P
p(Cd × V) with the metric ℓCd×V ,p. See again the
appendix of [39] for a more detailed discussion of this topology. For now, simply note that if
Pn → P in P
p(Pp(Cd × V)) then a fortiori Pn → P in P(P(C
d × V)) (i.e., weakly).
2.2. The mean field control problem. We begin by describing the strong form of the
McKean-Vlasov control problem. Suppose we are given a filtered probability space (Ω,F ,F,P)
supporting a dW -dimensional F-Wiener process W and an F0-measurable R
d-valued random
variable ξ. Here F is the augmented filtration generated by the initial state and Wiener process,
i.e., the (right-continuous) completion of (σ(ξ,Ws : s ≤ t))t≥0. An F-progressively measurable
A-valued process α is called an admissible control if it satisfies
E
∫ T
0
|αt|
pdt <∞,
and if there exists a unique square-integrable strong solution on (Ω,F ,F,P) of the McKean-
Vlasov SDE
dXt = b(t,Xt,P ◦X
−1
t , αt)dt+ σ(t,Xt,P ◦X
−1
t , αt)dWt, X0 = ξ.
The strong form of the McKean-Vlasov control problem is to maximize
E
[∫ T
0
f(t,Xt,P ◦X
−1
t , αt)dt+ g(XT ,P ◦X
−1
T )
]
over all admissible controls. Note that an admissible control induces a probability measure
P ◦ (X, dtδαt(da))
−1 on Cd × V. Let Rs denote the set of such measures, and refer to an
element of Rs as a strong control. The definition of Rs is insensitive to the choice of probability
space (Ω,F ,F,P), provided that it satisfies the above requirements. Hence, we make no further
reference to this particular (Ω,F ,F,P).
We next describe the relaxed form of the control problem, abandoning the probability space
of the previous paragraph. Let (X,Λ) denote the projection maps or canonical processes on
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Cd×V. As in Section 2.1, we may conflate the random measure Λ(dt, da) and the Pp(A)-valued
process (Λt)t∈[0,T ]. The space C
d×V is equipped with the filtration generated by these canonical
processes (Xt,Λt)t∈[0,T ]. Define the generator L to act on smooth compactly supported functions
ϕ by
Lϕ(t, x,m, a) = b(t, x,m, a) · ∇ϕ(x) +
1
2
Tr
[
σσ⊤(t, x,m, a)∇2ϕ(x)
]
, (2.4)
where ∇ and ∇2 denote the gradient and Hessian, respectively. That is, L maps a function of
R
d to a function of [0, T ] × Rd × Pp(Rd) × A. Define R to be the set of m ∈ Pp(Cd × V) such
that mx0 = λ (recalling that m
x
t := m ◦X
−1
t ) and the process
ϕ(Xt)−
∫ t
0
∫
A
Lϕ(s,Xs,m
x
s , a)Λs(da)dt
is a m-martingale for every smooth compactly supported ϕ. It is a straightforward consequence
of Itoˆ’s formula that Rs ⊂ R; that is, a strong control induces a relaxed control. An element of
R is called a control, or a relaxed control for emphasis. We say a control m ∈ R is Markovian if
there exists a measurable map αˆ : [0, T ]×Rd → A such that m(Λt = δαˆ(t,Xt), a.e. t ∈ [0, T ]) = 1.
See Remark 2.6 below for a caveat regarding this use of the term Markovian.
Remark 2.1. Under assumptionA, the set R is nonempty. In particular, for any fixed constant
control a0 ∈ A, there exists m ∈ R such that m(Λt = δa0 , a.e. t ∈ [0, T ]) = 1. Indeed, this
follows from the results of Ga¨rtner [22, Theorem 2.9] or Funaki [21, Theorem 2.1] on McKean-
Vlasov equations. When both assumptions A and B hold, Rs is also nonempty, by standard
Lipschitz arguments (see [51, Section I] or the proof of [21, Lemma 3.1]).
The McKean-Vlasov control problem, in relaxed form, is to maximize
Γ(m) := Em
[∫ T
0
∫
A
f(t,Xt,m
x
t , a)Λt(da)dt+ g(XT ,m
x
T )
]
(2.5)
over all choices of m ∈ R. Note that Γ : Pp(Cd × V) → R ∪ {−∞} is well-defined because of
assumption (A.5). Let R∗ denote the set of optimal controls, i.e., the set of m ∈ R for which
Γ(m) ≥ Γ(m˜) for all m˜ ∈ R. We are now ready to state the main existence results, with proofs
deferred to Sections 6.
Theorem 2.2. Under assumption A, the set R∗ is nonempty. That is, there exists an optimal
relaxed control.
Next, we state an existence result for Markovian optimal controls, under an additional
assumption, familiar in the control theory literature from the work of Filippov [16].
Assumption C. For each (t, x,m) ∈ [0, T ]× Rd × Pp(Rd), the following set is convex:
K(t, x, µ) :=
{(
b(t, x,m, a), σσ⊤(t, x,m, a), z
)
: a ∈ A, z ≤ f(t, x,m, a)
}
⊂ Rd × Rd×d × R.
Theorem 2.3. Suppose assumptions A and C hold. Then, for each m ∈ R, there exists a
Markovian control m˜ ∈ R satisfying m˜xt = m
x
t for all t ∈ [0, T ] as well as Γ(m˜) ≥ Γ(m). In
particular, there exists an optimal Markovian control.
The next theorem states that the optimal value of the strong and relaxed formulations are
the same. The additional assumptions are minor and can likely be dispensed with. The proof,
deferred to Section 7, requires some delicate approximations of martingale measures, for which
we employ a result of Me´le´ard [42]. An alternative proof is possible under less easily verifiable
weak uniqueness assumptions, by adapting the methods of [32, 34].
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Theorem 2.4. Suppose assumptions A and B hold. Assume also that p′ = 2 and that the
initial condition λ satisfies
∫
|x|p
′′
λ(dx) < ∞ for some p′′ > p′. Then the optimal value of the
McKean-Vlasov control problem is the same for both the relaxed and strong formulations. That
is,
sup
m∈Rs
Γ(m) = sup
m∈R
Γ(m).
Given the unusual nature of the martingale problems defining R, it may be unclear to the
uninitiated reader what exactly we have proven to exist in Theorems 2.2 and 2.3. This is clarified
by the following proposition, which will be useful in the proofs as well. When the control is
present in the volatility, the most useful SDE representation involves martingale measures. Only
the very basics of the theory of martingale measures are needed, and these facts are reviewed as
they come up. All of the relevant definitions and results are concisely summarized in [31], but
refer to the original monograph of Walsh [53] for a more thorough treatment. When the control
is absent from the volatility σ, the martingale measure N(da, dt) in the following proposition
can be replaced with a Wiener process dWt:
Proposition 2.5 (Theorem IV-2 of [31]). The set R is precisely the set of laws P ◦ (X,Λ)−1,
where:
(1) (Ω,F ,F,P) is a filtered probability space supporting a d-dimensional adapted process X,
a Pp(A)-valued predictable process Λ, and a (column) vector N = (N1, . . . , NdW ) of
orthogonal F-martingale measures on A× [0, T ], each with intensity measure Λt(da)dt.
(2) P ◦X−10 = λ.
(3) E
[
supt∈[0,T ] |Xt|
p +
∫ T
0
∫
A |a|
pΛt(da)dt
]
<∞.
(4) The state equation holds:
dXt =
∫
A
b(t,Xt,P ◦X
−1
t , a)Λt(da)dt+
∫
A
σ(t,Xt,P ◦X
−1
t , a)N(da, dt).
The set of Markovian controls is precisely the set of laws P ◦ (X,Λ)−1, where:
(1) (Ω,F ,F,P) is a filtered probability space supporting a d-dimensional adapted process X
and a dW -dimensional F-Wiener process W .
(2) P ◦X−10 = λ.
(3) There exists a measurable function αˆ : [0, T ]× Rd → A such that:
(a) The state equation holds,
dXt = b(t,Xt,P ◦X
−1
t , αˆ(t,Xt))dt+ σ(t,Xt,P ◦X
−1
t , αˆ(t,Xt))dWt, (2.6)
(b) E
[
supt∈[0,T ] |Xt|
p +
∫ T
0 |αˆ(t,Xt)|
pdt
]
<∞.
(c) Λt = δαˆ(t,Xt) for a.e. t ∈ [0, T ], almost surely.
Remark 2.6. A word of caution about the terminology: Under a Markovian control m ∈ R, it
is not true in general that the state process X is a Markov process. Only when the state equation
(2.6) is sufficiently well-posed isX truly a Markov process. For instance, letting (Ω,F ,F,P,X, αˆ)
be as in the second part of Proposition 2.5, define new coefficients bˆ(t, x) = b(t, x,P◦X−1t , αˆ(t, x))
and σˆ(t, x) = σ(t, x,P◦X−1t , αˆ(t, x)). If the martingale problem associated to (bˆ, σˆ) is well-posed,
then the unique in law weak solution X is a Feller process [50, Chapter 12].
2.3. n-state control problems. This section states the main results on how the McKean-
Vlasov control problem arises from n-state control problems as n → ∞. Assume throughout
this section that both assumptions A and B are in force.
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We first describe a standard strong formulation of the control problems. Let (Ω,F ,F,P)
be a filtered probability space supporting independent dW -dimensional F-Wiener processes
W 1, . . . ,W n as well as i.i.d. F0-measurable R
d-valued random variables ξ1, . . . , ξn with law
λ. Assume the filtration F is generated by these initial states and Wiener processes, i.e., the
(right-continuous) completion of (σ(ξ1, . . . , ξn,W 1s , . . . ,W
n
s : s ≤ t))t≥0. An F-progressively
measurable An-valued process (α1, . . . , αn) is called am admissible control if
E
∫ T
0
|αkt |
pdt <∞, k = 1, . . . , n,
and if there exists a unique square-integrable strong solution on (Ω,F ,F,P) of the SDE system
dXit = b(t,X
i
t , µ̂
n
t , α
i
t)dt+ σ(t,X
i
t , µ̂
n
t , α
i
t)dW
i
t ,
µ̂nt =
1
n
n∑
k=1
δXkt
.
The strong form of the n-state control problem is to maximize
1
n
n∑
i=1
E
[∫ T
0
f(t,Xit , µ̂
n
t , α
i
t)dt+ g(X
i
T , µ̂
n
T )
]
over all admissible controls. Note that an admissible control induces a probability measure
P ◦ ((Xi, dtδαit(da))
n
i=1)
−1 on (Cd×V)n. Let Rsn denote the set of such measures, and refer to an
element of Rsn as a strong control. As in the previous section, the definition of R
s
n is insensitive
to the choice of probability space (Ω,F ,F,P), provided that it satisfies the above requirements.
Hence, we make no further reference to this particular (Ω,F ,F,P).
The relaxed form of the n-state control problem is defined by working with relaxed controls
and weak solutions of the SDEs. Let (Xi,Λi)ni=1 denote the canonical process on (C
d × V)n.
Define the empirical measures
µ̂n =
1
n
n∑
k=1
δ(Xk ,Λk), µ̂
n,x
t =
1
n
n∑
k=1
δXkt
, t ∈ [0, T ]. (2.7)
Define Rn as the set of laws P ∈ P((C
d × V)n) under which (Xi0)
n
i=1 are i.i.d. with law λ, and
ϕ(X1t , . . . ,X
n
t )−
n∑
i=1
∫ t
0
∫
A
Lni ϕ(s,X
1
s , . . . ,X
n
s , a)Λ
i
t(da)dt,
is a martingale, where the generator Lni acts on smooth compactly supported functions ϕ :
(Rd)n → R by
Lni ϕ(t, x1, . . . , xn, a) = b
(
t, xi,
1
n
n∑
k=1
δxk , a
)
· ∇iϕ(x1, . . . , xn)
+
1
2
Tr
[
σσ⊤
(
t, xi,
1
n
n∑
k=1
δxk , a
)
∇2iϕ(x1, . . . , xn)
]
, (2.8)
where ∇i and ∇
2
i denote the gradient and Hessian with respect to the i
th variable. An element
of Rn is called a control, or an (n-state) relaxed control for emphasis. It is a straightforward
consequence of Itoˆ’s formula that Rsn ⊂ Rn; that is, a strong control induces a relaxed control.
We have the following analog of Proposition 2.5, and again note that there is no need for
martingale measures when σ is uncontrolled:
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Proposition 2.7 (Theorem IV-2 of [31]). The set Rn equals the set of laws P ◦ ((X
i,Λi)ni=1)
−1,
where:
(1) (Ω,F ,F,P) is a filtered probability space supporting n adapted d-dimensional processes
X1, . . . ,Xn, n predictable Pp(A)-valued processes Λ1, . . . ,Λn, and ndW orthogonal F-
martingale measures (N i,j), for i = 1, . . . , n and j = 1, . . . , dW , where N
i,j has intensity
Λit(da)dt for each j.
(2) X10 , . . . ,X
n
0 are i.i.d. with law λ.
(3) E
[
supt∈[0,T ] |X
i
t |
p +
∫ T
0
∫
A |a|
pΛit(da)dt
]
<∞, for each i = 1, . . . , n.
(4) The state equation holds, with N i = (N i,1, . . . , N i,dW )⊤:
dXit =
∫
A
b(t,Xit , µ̂
n,x
t , a)Λ
i
t(da)dt +
∫
A
σ(t,Xit , µ̂
n,x
t , a)N
i(da, dt),
µ̂n,xt =
1
n
n∑
k=1
δXkt
.
Remark 2.8. Under assumption A, the set Rn is nonempty for each n. In particular, for any
fixed constant control (a10, . . . , a
n
0 ) ∈ A
n, there exists P ∈ Rn such that, almost surely under Pn,
Λkt = δak
0
for a.e. t ∈ [0, T ] and for each k = 1, . . . , n. Indeed, this follows essentially from the
classical existence results for martingale problems of Stroock and Varadhan [50].
Recalling the definition of Γ from (2.5), the reward of P ∈ Rn is given by
E
P [Γ(µ̂n)] =
1
n
n∑
i=1
E
[∫ T
0
∫
A
f(t,Xit , µ̂
n,x
t , a)Λ
i
t(da)dt + g(X
i
T , µ̂
n,x
T )
]
.
Note that EP [Γ(µ̂n)] is well-defined in [−∞,∞) for P ∈ Pp((Cd × V)n), thanks to assumption
(A.5). Given ǫ ≥ 0, we say P ∈ Rn is a (relaxed) n-state ǫ-optimal control if
E
P [Γ(µ̂n)] ≥ sup
Q∈Rn
E
Q[Γ(µ̂n)]− ǫ.
If ǫ = 0, we simply say P is a (relaxed) n-state optimal control. The following result, at the
present level of generality, is due to Haussmann and Lepeltier:
Theorem 2.9 (Theorem 4.7 of [25]). Under assumption A, for each n, there exists an optimal
n-state relaxed control.
In many cases, the optimal value of the relaxed control problem is the same as that of the
strong formulation. Theorem 2.10 below is a step in this direction, analogous to Theorem 2.4.
It is nearly a special case of the results of [32, Section 4] when (b, σ, f, g) are bounded.
Theorem 2.10. Suppose assumptions A and B hold with p′ = 2. Assume the initial condition
λ belongs to Pp
′′
(Rd) for some p′′ > 2. Then, for every relaxed control P ∈ Rn, there exists a
sequence of strong controls Pn ∈ R
s
n with Pn → P in P
p((Cd×V)n) and EPn [Γ(µˆn)]→ EP [Γ(µˆn)].
In particular, the optimal value of the n-state control problem is the same for both the relaxed
and strong formulations; that is,
sup
P∈Rn
E
P [Γ(µ̂n)] = sup
P∈Rsn
E
P [Γ(µ̂n)].
2.4. The main limit theorems. Now that we understand the structure of the n-state and
McKean-Vlasov control problems, we are ready to state the main results of the paper. Refer
to Section 2.1 for a discussion of convergence in the space Pp(Pp(Cd × V)). Recall that R∗ ⊂
Pp(Cd × V) denotes the set of (relaxed) optimal McKean-Vlasov controls.
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Theorem 2.11. Suppose assumptions A and B hold. For each n, let Pn ∈ Rn be a relaxed
n-state ǫn-optimal control, for some sequence ǫn → 0. Then (Pn ◦ (µ̂
n)−1) is precompact in
Pp(Pp(Cd × V)), and every limit is supported on R∗. In particular,
lim
n→∞
Pn
(
ℓCd×V ,p(µ̂
n,R∗) ≥ ǫ
)
= 0, for all ǫ > 0. (2.9)
Theorem 2.12. Suppose assumptions A and B hold. Let P ∈ P(Pp(Cd × V)) be supported on
R∗. Then there exist ǫn → 0 and a sequence of relaxed n-state ǫn-optimal controls Pn ∈ Rn
such that Pn ◦ (µ̂
n)−1 → P . Moreover, if p′ = 2 and if λ ∈ Pp
′′
(Rd) for some p′′ > 2, then the
controls Pn can be taken to be strong.
If it happens that the optimal McKean-Vlasov control is unique, then an immediate corollary
of Theorem 2.11 is a proper convergence theorem, stating that (the empirical measure sequence
of) any n-state near-optimal n-state controls converge in probability to the unique optimal
McKean-Vlasov control. An immediate corollary of Theorems 2.11 and 2.3 is the following
statement, for which C([0, T ];Pp(Rd)) is endowed with the metric (µ, ν) 7→ supt∈[0,T ] ℓRd,p(µt, νt).
Corollary 2.13. Suppose assumptions A, B, and C hold. For each n, let Pn denote a weak
n-state ǫn-optimal control, for some sequence ǫn → 0. Then (Pn ◦ (µ̂
n,x
t )
−1
t∈[0,T ]) is precom-
pact in Pp(C([0, T ];Pp(Rd))), and every weak limit is supported on the set {(mxt )t∈[0,T ] : m ∈
R∗ is Markovian}.
The rest of the paper is devoted to the proofs. Section 3 is devoted to some useful preliminary
results, including moment estimates on the state process and some continuity properties of the
objective functional Γ. Section 4 proves the existence theorems 2.2 and 2.3. Most of the work
toward Theorems 2.11 and 2.12 is done in the preparatory Section 5, with the main line of the
proofs deferred to Section 6. Finally, Section 7 discusses Theorems 2.4 and 2.10.
3. Some first estimates
This section collects the essential estimates needed in the proofs of almost all of the theorems
of the previous section. The first estimates of Section 3.1 are in the mean field regime, whereas
the estimates of Section 3.2 pertain to the n-state games. The primary role of these estimates is
in obtaining compactness. If the control space A were assumed compact, and if the coefficients
b, σ, f , and g were assumed to be bounded, none of these estimates would be needed. In the
following, let ‖x‖t = sups∈[0,t] |xs| denote the truncated supremum norm for x ∈ C
d, for t ∈ [0, T ],
and recall that ‖ · ‖ = ‖ · ‖T .
3.1. Mean field estimates. The first lemma, stated without proof, is borrowed from [39]. The
second shows how to use the coercivity assumption (A.5) to translate optimality properties into
moment bounds.
Lemma 3.1 (Lemma 4.3 of [39]). For each γ ≥ p such that
∫
|x|γλ(dx) < ∞, there exists
a constant C ≥ 1, depending only on γ, p, p′, T , the initial law λ, and the constant c1 of
Assumption (A.4) such that for all m ∈ R we have∫
Cd
‖x‖pmx(dx) = Em [‖X‖γ ] ≤ CEm
[
1 +
∫ T
0
∫
A
|a|γΛt(da)dt
]
.
Lemma 3.2. Let ǫ > 0. Suppose Rǫ is the set of m ∈ R satisfying
Γ(m) ≥ sup
m′∈R
Γ(m′)− ǫ.
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Then
sup
m∈Rǫ
E
m
∫ T
0
∫
A
|a|p
′
Λt(da)dt <∞. (3.1)
Moreover, supm∈R Γ(m) <∞.
Proof. Recall first that Em
∫ T
0
∫
A |a|
pΛt(da)dt < ∞ for all m ∈ R by assumption; this ensures
that the following expressions are well-defined. Use the upper bounds on f and g from assump-
tion (A.5) along with Lemma 3.1 to find a constant C > 0 (which will change from line to line)
such that, for all m ∈ R,
Γ(m) ≤ CEm
[
1 + ‖X‖p +
∫
Cd
‖x‖pmx(dx)
]
− c3E
m
∫ T
0
∫
A
|a|p
′
Λt(da)dt
≤ CEm
[
1 +
∫ T
0
∫
A
|a|pΛt(da)dt
]
− c3E
m
∫ T
0
∫
A
|a|p
′
Λt(da)dt. (3.2)
This already proves supm∈R Γ(m) <∞, as a 7→ C|a|
p− c3|a|
p′ is bounded from above. To prove
the first claim, fix arbitrarily a constant control a0 ∈ A, and let m
0 denote an element of R
satisfying m0(Λt = δa0 , a.e. t) = 1. (As in Remark 2.1, the existence of such an m
0 follows from
a result of Ga¨rtner [22, Theorem 2.9].) Lemma 3.1 implies∫
Cd
‖x‖p
′
(m0)x(dx) = Em
0
[
‖X‖p
′
]
≤ C(1 + T |a0|
p′).
Then use the lower bounds of assumption (A.5) to show Γ(m0) > −∞. For m ∈ Rǫ we have
Γ(m) ≥ Γ(m0)− ǫ, which combined with (3.2) yields
sup
m∈Rǫ
E
m
∫ T
0
∫
A
(
|a|p
′
− C|a|p
)
Λt(da)dt <∞.
This is enough to complete the proof. 
3.2. n-state estimates. Here we derive an analogous pair of lemmas for the n-state control
problem after first recalling some basic facts about martingale measures, all of which can be
found in both [53] and [31]. Suppose N is martingale measure with intensity measure Λt(da)dt,
where Λ is a predictable P(A)-valued process, and (hit)t∈[0,T ] is a predictable random function
on A. 1 If
E
[∫ T
0
∫
A
|hit(a)|
2Λt(da)dt
]
<∞,
then
M it =
∫ t
0
∫
A
his(a)N(da, ds)
is a martingale, for i = 1, 2. The covariation between M1 and M2 is
[M1,M2]t =
∫ t
0
∫
A
h1s(a)h
2
s(a)Λs(da)ds,
assuming this integral is well defined. In particular, the quadratic variation of M1 is
[M1,M1]t =
∫ t
0
∫
A
|h1s(a)|
2Λs(da)ds,
1Assuming (Ω,F ,F,P) is the filtered probability space in the background, a predictable random function on A
is a map h : [0, T ]×Ω×A→ R which is jointly measurable with respect to the F-predictable σ-field on [0, T ]×Ω
and the Borel σ-field on A. We suppress ω from the notation as usual, writing ht(a) in place of h(t, ω, a).
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assuming the latter is finite almost surely. If N˜ and N are orthogonal martingale measures, then
the martingales ∫ t
0
∫
A
hs(a)N(da, ds) and
∫ t
0
∫
A
h˜s(a)N˜ (da, ds)
are themselves orthogonal (i.e., the covariation is identically zero) for square-integrable h, h˜.
Lemma 3.3. For each γ ≥ p such that
∫
|x|γλ(dx) < ∞, there exists a constant C ≥ 1,
depending only on γ, p, p′, T , the initial law λ, and the constant c1 of Assumption (A.4) such
that, for all n ≥ 1 and P ∈ Rn, we have
E
P [‖Xk‖γ ] ≤ CEP
[
1 +
∫ T
0
∫
A
|a|γΛkt (da)dt+
1
n
n∑
i=1
∫ T
0
∫
A
|a|γΛit(da)dt
]
(3.3)
for each k = 1, . . . , n, and
E
P
[∫
Cd
‖x‖γ µ̂n,x(dx)
]
=
1
n
n∑
k=1
E
P [‖Xk‖γ ] ≤ CEP
[
1 +
1
n
n∑
k=1
∫ T
0
∫
A
|a|γΛkt (da)dt
]
. (3.4)
Proof. Fix n and P ∈ Rn, and use Proposition 2.7 to express (X
1, . . . ,Xn) (under P ) as
the solution of an SDE driven by (N1, . . . , Nn), where each Nk is a vector of dW orthogonal
martingale measures with common intensity measure Λkt (da)dt. That is,
dXkt =
∫
A
b(t,Xkt , µ̂
n,x
t , a)Λ
k
t (da)dt +
∫
A
σ(t,Xkt , µ̂
n,x
t , a)N
k(da, dt).
Recall the above remarks on quadratic variations of stochastic integrals with respect to martin-
gale measures. Apply the Burkholder-Davis-Gundy inequality and assumption (A.4) to find a
universal constant C (which will change from line to line) such that, for each k = 1, . . . , n,
E
[
‖Xk‖γt
]
≤ CE
[
|Xk0 |
γ +
(∫ t
0
∫
A
|b(t,Xks , µ̂
n,x
s , a)|Λ
k
s (da)ds
)γ]
+ CE
[(∫ t
0
∫
A
|σ(t,Xks , µ̂
n,x
s , a)|
2Λks(da)ds
)γ/2]
≤ CE
{
1 + |Xk0 |
γ +
∫ t
0
[
‖Xk‖γs +
(∫
Cd
‖x‖psµ̂
n,x(dx)
)γ/p
+
∫
A
|a|γΛks(da)
]
ds
}
+ CE

[∫ t
0
∫
A
(
‖Xk‖pσs +
(∫
Cd
‖x‖psµ̂
n,x(dx)
)pσ/p
+ |a|pσ/p
)
Λks(da)ds
]γ/2
≤ CE
{
1 +
∫ t
0
[
‖Xk‖γs +
∫
Cd
‖x‖γs µ̂
n,x(dx) +
∫
A
|a|γΛks(da)
]
ds
}
. (3.5)
The derivation of the last line used a number of facts. First of all, note that E[|X10 |
p] = E[|Xk0 |
p]
by symmetry, and this term was subsumed in the constant C in the last line. Second, Jensen’s
inequality yielded
(∫
Cd ‖x‖
p
sµ̂n,x(dx)
)γ/p
≤
∫
Cd ‖x‖
γ
s µ̂n,x(dx), because γ ≥ p. Finally, to deal
with the exponent of γ/2 outside of the integral, there are two cases. First, if γ ≥ 2, Jensen’s
inequality lets us bring the γ/2 inside of the time integral, and we then use the inequality
|x|pσγ/2 ≤ 1 + |x|γ which holds because pσ ≤ 2. The other alternative is 2 > γ ≥ p ≥ 1 ∨ pσ, in
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which case we use the inequalities |x|γ/2 ≤ 1+ |x| and |x|pσ ≤ 1+ |x|γ . With (3.5) now justified,
average over k = 1, . . . , n to get
E
[∫
Cd
‖x‖γt µ̂
n,x(dx)
]
≤ CE
{
1 +
∫ t
0
[∫
Cd
‖x‖γs µ̂
n,x(dx) +
1
n
n∑
k=1
∫
A
|a|γΛks(da)
]
ds
}
.
The second claim (3.4) now follows from Gronwall’s inequality. The first claim (3.3) follows
from (3.5), (3.4), and Gronwall’s inequality. 
Lemma 3.4. Let ǫ ≥ 0. There exists a constant C ≥ 0 such that, for all n and all weak
ǫ-optimal controls P ∈ Rn, we have
1
n
n∑
k=1
E
P
∫ T
0
∫
A
|a|p
′
Λkt (da)dt ≤ C.
Proof. Fix P ∈ Rn, and recall that E
P
∫ T
0
∫
A |a|
pΛkt (da)dt < ∞ for all k, as this ensures that
the following expressions are well-defined. Use the upper bounds on f and g from assumption
(A.5) along with Lemma 3.3 to get
E
P [Γ(µ̂n)] ≤ CEP
[
1 +
∫
Cd
‖x‖pµ̂n,x(dx)
]
− c3
1
n
n∑
k=1
E
P
∫ T
0
∫
A
|a|p
′
Λkt (da)dt
≤ C
(
1 +
1
n
n∑
k=1
E
P
∫ T
0
∫
A
|a|pΛkt (da)dt
)
− c3
1
n
n∑
k=1
E
P
∫ T
0
∫
A
|a|p
′
Λkt (da)dt. (3.6)
As usual, C > 0 is a constant, independent of n and P , which can change from line to line. On
the other hand, fix arbitrarily a constant control a0 ∈ A, and let P
0
n denote an element of Rn
satisfying P 0n(Λ
k
t = δa0 , a.e. t) = 1 for all k = 1, . . . , n (as in Remark 2.8, the existence of such
P 0n follows from the results of Stroock and Varadhan [50]). Lemma 3.3 implies
E
P 0n
[∫
Cd
‖x‖p
′
µ̂n,x(dx)
]
=
1
n
n∑
k=1
E
P 0n
[
‖Xk‖p
′
]
≤ C(1 + T |a0|
p′).
Then use the lower bounds of Assumption (A.5) to show infn E
P 0n [Γ(µ̂n)] > −∞. Now, if P ∈ Rn
is ǫ-optimal, we have EP [Γ(µ̂n)] ≥ EP
0
n [Γ(µ̂n)]− ǫ, which combined with (3.6) yields a constant
C ≥ 0 such that, for all n and all ǫ-optimal P ∈ Rn,
1
n
n∑
k=1
E
P
∫ T
0
∫
A
(
|a|p
′
− C|a|p
)
Λkt (da)dt ≤ C.

3.3. A tightness criterion. Finally, we state without proof a useful tailor-made compactness
result for controlled Itoˆ processes, which is essentially an application of Aldous’ criterion. Its
first claim is proven in [39, Proposition B.4] and its second in [38, Proposition 5.3], or rather an
easy extension thereof (as it did not allow for control in the volatility).
Proposition 3.5. Fix c > 0. For κ > 0, let Qκ denote the set of laws P ◦ (X,Λ)
−1, where
(1) (Ω,F ,F,P) is a filtered probability space supporting a d-dimensional F-adapted process X,
a Pp(A)-valued F-predictable process Λ, and a vector N = (N1, . . . , NdW ) of orthogonal
F-martingale measures, each with intensity Λt(da)dt.
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(2) The state equation holds,
dXt =
∫
A
B(t, a)Λt(da)dt+
∫
A
Σ(t, a)N(da, dt),
where (B,Σ) : [0, T ] × Ω × A → Rd × Rd×dW are jointly measurable with respect to the
predictable σ-field of [0, T ]× Ω and the Borel σ-field of A.
(3) It holds for all (t, a), a.s., that
|B(t, a)| ≤ c (1 + |Xt|+ |a|) , |Σ(t, a)|
2 ≤ c (1 + |Xt|
pσ + |a|pσ) .
(4) Lastly, we have
E
[
|X0|
p′ +
∫ T
0
∫
A
|a|p
′
Λt(da)dt
]
≤ κ.
(That is, Qκ is defined by varying the probability space as well as B and Σ.) Then Qκ is
precompact in Pp(Cd × V). Moreover, if a triangular array {κn,i : 1 ≤ i ≤ n} ⊂ [0,∞) satisfies
supn
1
n
∑n
i=1 κn,i <∞, then the set{
1
n
n∑
i=1
Qi : n ≥ 1, i = 1, . . . , n, Qi ∈ Qκn,i
}
is precompact in Pp(Cd × V).
4. Proofs of existence Theorems 2.2 and 2.3
The existence Theorem 2.2 is an immediate consequence of the following Lemmas 4.1 and
4.2, which reduces the problem to maximizing an upper semicontinuous function on a compact
set. Throughout the section, assumption A is in force. The first lemma is essentially contained
in [39, Lemma 4.5] and [38, Lemma 4.5], but we include the proof for the sake of transparency.
Lemma 4.1. Under assumption A, Γ is upper semicontinuous on Pp(Cd × V), and the map
Pp(Pp(Cd × V)) ∋ P 7→ EP [Γ(µ)] is upper semicontinuous. When assumption B holds as well,
the latter function is continuous when restricted to any set K ⊂ Pp(Pp(Cd × V)) satisfying
lim
r→∞
sup
P∈K
E
P
[∫
Cd×V
Z1{Z≥r} dµ
]
= 0, where Z(x, q) = ‖x‖p
′
+
∫ T
0
∫
A
|a|p
′
qt(da)dt. (4.1)
Proof. Upper semicontinuity of the map F defined on Pp(Cd × V)× Cd × V by
F (m,x, q) =
∫ T
0
∫
A
f(t, xt,m
x
t , a)qt(da)dt + g(xT ,m
x
T )
follows from upper semicontinuity of f and g (assumption (A.3)) and the growth assumption
(A.5) (see [39, Corollary A.5] for details). This is enough to conclude (e.g., using Skorohod
representation and Fatou’s lemma) that Γ(m) =
∫
F (m, ·) dm is upper semicontinuous. To
prove the second claimed upper semciontinuity, note that assumption (A.5) implies that there
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exists C > 0 (which can change from line to line) such that for all m ∈ Pp(Cd × V) we have
Γ(m) =
∫
F (m, ·) dm ≤ C
∫
Cd
mx(dx)
(
1 + ‖x‖p +
∫
Cd
‖z‖pmx(dz)
)
≤ C
(
1 +
∫
Cd
‖z‖pmx(dz)
)
= C
(
1 + ℓp
Cd,p
(mx, δ0)
)
≤ C
(
1 + ℓp
Cd×V ,p
(m, m˜)
)
,
where m˜ = δ0 × δq0 for an arbitrary choice of q
0 ∈ V, and where ℓCd×V ,p was defined in (2.3).
This is enough to prove the second claim; indeed, for a general complete separable metric space
(E, d), the map Pp(E) ∋ µ 7→
∫
ϕdµ is upper semicontinuous if ϕ is upper semicontinuous and
there exists c > 0 such that ϕ(x) ≤ c(1 + d(x, x0)) for all x ∈ E, for some x0 ∈ E.
Finally, we prove the claimed restricted continuity, under the additional assumption B which
says that f and g are jointly continuous. Let Pn → P in P
p(Pp(Cd × V)), with Pn, P ∈ K. We
show first that
(EPn − EP )
[∫
Cd×V
∫ T
0
∫
A
f(t, xt, µ
x
t , a)qt(da)dtµ(dx, dq)
]
→ 0. (4.2)
To this end, define a probability measure Qn on [0, T ]× R
d × Pp(Rd)×A by
Qn(B) =
1
T
E
Pn
[∫
Cd×V
∫ T
0
∫
A
1{(t,xt,µxt ,a)∈B}qt(da)dtµ(dx, dq)
]
,
and define Q similarly in terms of P . It is clear that Qn → Q weakly, because Pn → P weakly.
Thus Qn ◦ f
−1 → Q ◦ f−1 weakly, as probability measures on R. It follows from the assumption
on the set K and on the growth assumption (A.5) that
lim
r→∞
sup
n
∫
{|f |≥r}
|f | dQn = 0.
Thus
∫
f dQn →
∫
f dQ, which is precisely (4.2). A similar argument shows
(EPn − EP )
[∫
Cd
g(x, µ)µx(dx)
]
→ 0.
Combining this and (4.2) shows EPn [Γ(µ)]→ EP [Γ(µ)]. 
The proof of the following compactness lemma makes some use of the following estimate,
which follows immediately from assumption (A.4) and the fact that 1 ∨ pσ ≤ p. Recall the
definition of the generator L from (2.4). For every smooth compactly supported ϕ on Rd, there
exists a constant C > 0 depending only on ϕ and the constant c1 of assumption A such that
|Lϕ(t, x,m, a)| ≤ C
(
1 + |x|p +
∫
Rd
|z|pm(dz) + |a|p
)
, (4.3)
for all (t, x,m, a) ∈ [0, T ]× Rd × Pp(Rd)×A.
Lemma 4.2. Given ǫ ≥ 0, let Rǫ ⊂ R be the of ǫ-optimal controls, as in Lemma 3.2. Then Rǫ
is compact in Pp(Cd × V).
Proof. Lemma 3.2 says that
sup
m∈Rǫ
E
m
∫ T
0
∫
A
|a|p
′
Λt(da)dt <∞.
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According to Lemma 3.1, this impies
sup
m∈Rǫ
∫
Cd
‖x‖p
′
mx(dx) = sup
m∈Rǫ
E
m[‖X‖p
′
] <∞.
It now follows easy from the first claim of Proposition 3.5 that Rǫ is precompact in Pp(Cd×V).
To show that Rǫ is closed, note that
Rǫ = {m ∈ R : Γ(m) ≥ V − ǫ}, where V = sup
m∈R
Γ(m).
Now let mn → m∞ in Pp(Cd × V), with mn ∈ Rǫ. Upper semicontinuity of Γ (see Lemma 4.1)
implies
Γ(m∞) ≥ lim sup
n→∞
Γ(mn) ≥ V − ǫ,
and it remains only to show that m∞ belongs to R. Since X0 has law λ under m
n, the same is
true under m∞. For a smooth compactly supported function ϕ and for m ∈ Pp(Cd × V), define
Mm,ϕt : C
d × V → R by
Mm,ϕt (x, q) = ϕ(xt)−
∫ t
0
∫
A
Lϕ(s, xs,m
x
t , a)qs(da)ds. (4.4)
The estimate (4.3) yields
|Mm,ϕt (x, q)| ≤ C
(
1 + ‖x‖p +
∫
Cd
‖z‖pmx(dz) +
∫ T
0
∫
A
|a|pqt(da)dt
)
. (4.5)
Using this and the continuity of (b, σ), it is readily checked that (m,x, q) 7→ Mm,ϕt (x, q) is
a continuous function for each t and ϕ, e.g., using [39, Corollary A.5]. Since mn → m∞ in
Pp(Cd × V), it follows that
E
m∞ [(Mm
∞,ϕ
t −M
m∞,ϕ
s )h] = limn
E
mn [(Mm
n,ϕ
t −M
mn,ϕ
s )h],
for every smooth compactly supported ϕ and every bounded continuous function h on Cd × V
which is measurable with respect to σ(Xs,Λs : s ≤ t). Because m
n is in R, the process
(Mm
n,ϕ
t (X,Λ))t∈[0,T ] is a martingale under m
n, and the above quantity is zero. This shows that
(Mm
∞,ϕ
t (X,Λ))t∈[0,T ] is a martingale under m
∞, and so m∞ ∈ R; see Appendix A for a short
explanation of why it suffices here to consider only bounded continuous h. 
Proof of Theorem 2.2. Fix ǫ > 0, and note that supm∈R Γ(m) = supm∈Rǫ Γ(m). By Lemma
4.2, Rǫ is compact, and by Lemma 4.1, Γ is upper semicontinuous. Therefore, the supremum is
attained. 
Proof of Theorem 2.3. As in [32, Theorem 2.5(a)], there exists a measurable function σ˜ :
[0, T ]× Rd ×Pp(Rd)× Pp(A)→ Rd×d such that
σ˜σ˜⊤(t, x,m, q) = σσ⊤(t, x,m, a)q(da), for all (t, x,m, q),
and also σ˜(t, x,m, δa) = σ(t, x,m, a) for a ∈ A. Moreover, given m ∈ R, we may find a
filtered probability space (Ω1,F1,F1,P1) supporting a d-dimensional F1-Wiener process W 1, a
d-dimensional F1-adapted process X1, and a Pp(A)-valued F1-predictable process Λ1 such that
P ◦ (X1,Λ1)−1 = m and
dX1t =
∫
A
b(t,X1t ,m
x
t , a)Λ
1
t (da)dt+ σ˜(t,X
1
t ,m
x
t ,Λ
1
t )dW
1
t .
LIMIT THEORY FOR CONTROLLED MCKEAN-VLASOV DYNAMICS 17
The convexity assumption C entails that, almost surely,∫
A
(b, σσ⊤, f)(t,X1t ,m
x
t , a)Λt(da) ∈ K(t,X
1
t ,m
x
t ). (4.6)
By [25, Proposition 3.5], K(t, x,mxt ) is a closed set for each (t, x). The measurable selection
result of [25, Theorem A.9] (or rather an extension in [14, Lemma 3.1]) implies that there exist
measurable functions αˆ : [0, T ]× Rd → A and zˆ : [0, T ]× Rd → [0,∞) such that
E
[∫
A
b(t,X1t ,m
x
t , a)Λ
1
t (da)
∣∣∣∣X1t ] = b(t,X1t ,mxt , αˆ(t,X1t )), (4.7)
E
[∫
A
σσ⊤(t,X1t ,m
x
t , a)Λ
1
t (da)
∣∣∣∣X1t ] = σσ⊤(t,X1t ,mxt , αˆ(t,X1t )), (4.8)
E
[∫
A
f(t,X1t ,m
x
t , a)Λ
1
t (da)
∣∣∣∣X1t ] = f(t,X1t ,mxt , αˆ(t,X1t ))− zˆ(t,X1t ). (4.9)
Note that in (4.8) and (4.6) together imply
E
[∫
A
σ˜σ˜⊤(t,X1t ,m
x
t , a)Λ
1
t (da)
∣∣∣∣Xt] = σσ⊤(t,X1t ,mxt , αˆ(t,X1t )).
Thanks to (4.7), the mimicking theorem of Brunick and Shreve [6] (a generalization of a
well known result of Gyo¨ngy [24]) then implies that there exists a filtered probability space
(Ω2,F2,F2,P2) supporting a dW -dimensional F
2-Wiener process W 2 and a d-dimensional F2-
adapted process X2 such that
dX2t = b(t,X
2
t ,m
x
t , αˆ(t,X
2
t ))dt+ σ(t,X
2
t ,m
x
t , αˆ(t,X
2
T ))dW
2
t ,
and also P2 ◦ (X2t )
−1 = P1 ◦ (X1t )
−1 = mxt for each t ∈ [0, T ]. Define a P
p(A)-valued process Λ2
by Λ2t = δαˆ(t,X2t ), and let m˜ = P
2 ◦ (X2,Λ2)−1. Then m˜ belongs to R and is Markovian, and
also m˜xt = m
x
t for all t ∈ [0, T ]. Finally, use Fubini’s theorem and (4.9) to get, since zˆ ≥ 0,
Γ(m) = EP
1
[∫ T
0
∫
A
f(t,X1t ,m
x
t , a)Λ
1
t (da)dt+ g(X
1
T ,m
x
T )
]
= EP
1
[∫ T
0
(
f(t,X1t ,m
x
t , αˆ(t,X
1
t ))− zˆ(t,X
1
t )
)
dt+ g(X1T ,m
x
T )
]
= EP
2
[∫ T
0
(
f(t,X2t , m˜
x
t , αˆ(t,X
2
t ))− zˆ(t,X
2
t )
)
dt+ g(X2T , m˜
x
T )
]
≤ EP
2
[∫ T
0
f(t,X2t , m˜
x
t , αˆ(t,X
2
t ))dt+ g(X
2
T , m˜
x
T )
]
= Γ(m˜).
5. Limits of n-state controls
The proofs of both Theorems 2.11 and 2.12 involve similar constructions, detailed in the
two propositions of this section. In fact, these two key results comprise the bulk of the proofs,
by identifying limit points of various sequences of n-state controls. The first proposition proves
all of Theorem 2.11 except for the claimed optimality of the limit points, and the second shows
that every candidate control in the McKean-Vlasov control problem can be realized as a limit
of n-state controls.
18 DANIEL LACKER
Proposition 5.1. Suppose Pn ∈ Rn satisfy
sup
n
1
n
n∑
k=1
E
Pn
∫ T
0
∫
A
|a|p
′
Λkt (da)dt <∞. (5.1)
Then (Pn ◦ (µ̂
n)−1) is precompact in Pp(Pp(Cd × V)), and every limit point is supported on R.
Proposition 5.2. Let m ∈ R. Then there exists Pn ∈ Rn such that Pn ◦ (µ̂
n)−1 → δm in
Pp(Pp(Cd × V)) and EPn [Γ(µ̂n)]→ Γ(m).
The proofs make some use of the metric dV on V defined in (2.2). Fix arbitrarily some
a0 ∈ A, and let q
0(dt, da) = dtδa0(da). Then any q ∈ V can be coupled with q
0 via the measure
π on [0, T ]2 × A2 given by π(dt, dt′, da, da′) = dtδt(dt
′)qt(da)δa0(da), and this gives rise to the
estimate
dV(q, q
0) ≤
(
1
T
∫ T
0
∫
A
|a− a0|
pqt(da)dt
)1/p
≤ |a0|+
(
1
T
∫ T
0
∫
A
|a|pqt(da)dt
)1/p
. (5.2)
Recall that Cd × V is equipped with the metric dCd×V defined in (2.3).
Proof of Proposition 5.1. We adapt to the controlled setting a martingale argument which
is by now classical in McKean-Vlasov limit theory (c.f. [45, 22] for uncontrolled and [8] for
controlled diffusions). Throughout the proof, we will make use of the notation 〈m,ϕ〉 in place
of
∫
ϕdm. Let q0 ∈ V be defined as above. According to [39, Corollary B.2], to prove precom-
pactness it suffices to check that
sup
n
E
Pn
[∫
Cd×V
dCd×V((x, q), (0, q
0))p
′
µ̂n(dq, dx)
]
<∞, (5.3)
and also that the mean measures (EPn [µ̂n]) are tight. The mean measures are defined by, for
bounded measurable functions ϕ on Cd × V,
〈EPn [µ̂n], ϕ〉 = EPn [〈µ̂n, ϕ〉] =
1
n
n∑
k=1
E
Pn
[
ϕ(Xk,Λk)
]
.
To prove (5.3), it suffices in light of (5.2) to show that
sup
n
1
n
n∑
k=1
E
Pn
[
‖Xk‖p
′
+
∫ T
0
∫
A
|a|p
′
Λkt (da)dt
]
<∞. (5.4)
But this follows from the assumption (5.1) and Lemma 3.3. Finally, to show that the mean
measures are tight, simply use the second assertion of Proposition 3.5.
The next task is to identify the limit points. Fix a limit point P ∈ Pp(Pp(Cd × V)), and
relabel the subsequence so that Pn → P . First, note that µ̂
n,x
0 =
1
n
∑n
i=1 δXi
0
converges weakly
to δλ, since (X
i
0) are i.i.d. with law λ by assumption. That is, P (µ
x
0 = λ) = 1, where µ denotes
the identity map on Pp(Cd × V). To prove that P (µ ∈ R) = 1, it remains to show that the
martingale problem is satisfied at the limit. That is, defining Mm,ϕt (x, q) as in (4.4), we must
show that
P
(
(Mµ,ϕt )t∈[0,T ] is a martingale under µ, ∀ϕ
)
= 1, (5.5)
where “∀ϕ” means “for all smooth compactly supported functions ϕ.” To this end, recall the
useful estimate (4.5) as well as the discussion thereafter, namely that Mm,ϕt (x, q) is jointly
continuous in (m,x, q) ∈ Pp(Cd × V)× Cd × V for each fixed t and ϕ.
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Now, use the SDE representation of Proposition 2.7 along with Itoˆ’s formula to see that
M µ̂
n,ϕ
t (X
k,Λk) is a martingale under Pn with quadratic variation∫ t
0
∫
A
∣∣∣σ(s,Xks , µ̂n,xs , a)∇ϕ(Xks )∣∣∣2 Λs(da)ds.
In fact, for k = 1, . . . , n, these martingales M µ̂
n,ϕ
t (X
k,Λk) are orthogonal. Fix s < t, and let
h : Cd × V → R be bounded, continuous, and σ(Xs,Λs : s ≤ t)-measurable. We will show that
E
P
[
〈µ, h(Mµ,ϕt −M
µ,ϕ
s )〉
2
]
= 0. (5.6)
First note that
E
Pn
[
〈µ̂n, h(M µ̂
n,ϕ
t −M
µ̂n,ϕ
s )〉
2
]
= EPn
( 1
n
n∑
k=1
h(Xk,Λk)
(
M µ̂
n,ϕ
t (X
k,Λk)−M µ̂
n,ϕ
s (X
k,Λk)
))2
=
1
n2
n∑
k=1
E
Pn
[
h(Xk,Λk)2
(
M µ̂
n,ϕ
t (X
k,Λk)−M µ̂
n,ϕ
s (X
k,Λk)
)2]
≤
1
n2
n∑
k=1
E
Pn
[
h(Xk,Λk)2
∫ t
s
∫
A
∣∣∣σ(u,Xku , µ̂n,xu , a)∇ϕ(Xku)∣∣∣2Λu(da)du] .
Assumption (A.4) and pσ ≤ p
′ imply that there exists C > 0 (independent of n) such that∫ t
s
∫
A
∣∣∣σ(u,Xku , µ̂n,xu , a)∇ϕ(Xku)∣∣∣2Λu(da)du
≤ C
∫ t
s
∫
A
(
1 + |Xku |
pσ +
(∫
Rd
|z|pµ̂n,xu (dz)
)pσ/p
+ |a|pσ
)
Λu(da)du
≤ C
(
1 + ‖Xk‖p
′
+
∫
Cd
‖z‖p
′
µ̂n,x(dz) +
∫ T
0
∫
A
|a|p
′
Λku(da)du
)
.
Along with (5.4), this implies
sup
n
nEPn
[
〈µ̂n, h(M µ̂
n,ϕ
t −M
µ̂n,ϕ
s )〉
2
]
<∞.
This in turn implies
E
P
[
〈µ, h(Mµ,ϕt −M
µ,ϕ
s )〉
2
]
≤ lim inf
n→∞
E
Pn
[
〈µ̂n, h(M µ̂
n,ϕ
t −M
µ̂n,ϕ
s )〉
2
]
= 0,
because the map Pp(Cd × V) ∋ m 7→ 〈m,h(Mm,ϕt −M
m,ϕ
s )〉2 is continuous and bounded from
below; indeed, this follows from the aforementioned joint continuity of Mm,ϕt (x, q) in (m,x, q).
We have now proven (5.6), and it follows that 〈µ, h(Mµ,ϕt −M
µ,ϕ
s )〉 = 0 holds P -almost
surely, for each s < t, each smooth compactly supported ϕ, and each bounded continuous Fs-
measurable h. By applying this to a suitably dense countable set of (s, t, ϕ, h) we can interchange
the order of the quantifiers and conclude that 〈µ, h(Mµ,ϕt −M
µ,ϕ
s )〉 = 0 for each s < t and each
ϕ, P -almost surely. This proves (5.5) and thus P (µ ∈ R) = 1. To elaborate on this last point,
it is clear that we can restrict our attention to s and t belonging to a dense subset of [0, T ] and
to ϕ belong to a dense set of smooth functions, whereas the separability of the class of functions
h is less immediate. See Appendix A for details. 
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Proof of Proposition 5.2. The line of argument is often known as trajectorial propagation of
chaos (see [51]), constructing an explicit coupling between the limit and pre-limit state processes.
To begin the proof, apply Proposition 2.5 to m, and then construct a sequence of independent
copies. As a result we may find a filtered probability space (Ω,F ,F,P) supporting i.i.d. random
variables (Xi,Λi, N i), satisfying the following:
(1) Each Xi is a d-dimensional F-adapted process.
(2) Each Λi is an F-predictable Pp(A)-valued process.
(3) Each N i = (N i,1, . . . , N i,dW ) is a vector of orthogonal F-martingale measures, each with
intensity measure Λit(da)dt.
(4) The McKean-Vlasov equation holds for each i:
dXit =
∫
A
b(t,Xit ,m
x
t , a)Λ
i
t(da)dt+
∫
A
σ(t,Xit ,m
x
t , a)N
i(da, dt).
(5) The law of (Xi,Λi) is precisely m, for each i.
In particular, Lemma 3.2 combined with Lemma 3.1 together imply that, for each i,
E
[
‖Xi‖p
′
+
∫ T
0
∫
A
|a|p
′
Λit(da)dt
]
<∞. (5.7)
Thanks to the Lipschitz assumption B, there exists a unique square-integrable (recall p′ ≥ 2)
progressively measurable processes (Zn,1, . . . , Zn,n) such that
dZn,it =
∫
A
b(t, Zn,it , µ˜
n,x
t , a)Λ
i
t(da)dt+
∫
A
σ(t, Zn,it , µ˜
n,x
t , a)N
i(da, dt), Zn,i0 = X
i
0,
µ˜n =
1
n
n∑
k=1
δ(Zn,k ,Λk).
(Indeed, existence and uniqueness here is an easy adaptation of now-standard arguments, which
can be found in [21, 51].) It follows from Proposition 2.7 that the law Pn = P ◦ ((Z
n,i,Λi)ni=1)
−1
belongs to Rn. Define µ̂
n = 1n
∑n
i=1 δ(Xi,Λi). We claim that
lim
n→∞
E[‖Zn,1 −X1‖p
′
+ ℓp
′
Cd×V ,p′
(µ̂n, µ˜n)]→ 0. (5.8)
Assuming for the moment that (5.8) holds, we complete the proof as follows: Because (Xi,Λi)
are i.i.d. with law m, the law of large numbers implies µ̂n → m almost surely in P(Cd × V),
and the finite moments of (5.7) allow us upgrade this convergence to Pp(Cd × V). Hence, (5.8)
implies P◦(µ˜n)−1 → δm in P
p(Pp(Cd×V)). To conclude that E[Γ(µ˜n)]→ Γ(m), simply note that
(5.8) and (5.7), together with exchangeability of (Zn,i,Λi)ni=1, verify the uniform integrability
hypothesis of Lemma 4.1.
The rest of the proof is devoted to justifying (5.8). For k = 1, . . . , n, use the Burkholder-
Davis-Gundy inequality and the Lipschitz assumption (A.4) (noting that ℓ
Rd,p ≤ ℓRd,p′) to find
a constant C (which will change from line to line) such that
E[‖Zn,k −Xk‖p
′
t ] ≤ CE
[(∫ t
0
∫
A
|b(s, Zn,ks , µ˜
n,x
s , a)− b(s,X
k
s ,m
x
s , a)|Λ
k
s (da)ds
)p′
+
(∫ t
0
∫
A
|σ(s, Zn,ks , µ˜
n,x
s , a)− σ(s,X
k
s ,m
x
s , a)|
2Λks(da)ds
)p′/2]
≤ CE
∫ t
0
[
|Zn,ks −X
k
s |
p′ + ℓp
′
Rd,p′
(µ˜n,xs ,m
x
s )
]
ds.
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Use Gronwall’s inequality to get
E[‖Zn,k −Xk‖p
′
t ] ≤ CE
∫ t
0
ℓp
′
Rd,p′
(µ˜n,xs ,m
x
s )ds. (5.9)
Define the truncated Wasserstein distance ℓs,Cd,p′ by
ℓp
′
s,Cd,p′
(m,m′) = inf
{∫
Cd×Cd
‖x− y‖p
′
s π(dx, dy) : π ∈ P(C
d × Cd) has marginals m, m′
}
.
(5.10)
It is straightforward to check that for every m1,m2 ∈ P(Cd) and every s ∈ [0, T ] we have
ℓRd,p′(m
1
s,m
2
s) ≤ ℓs,Cd,p′(m
1,m2). Returning to (5.9), use the obvious coupling and the triangle
inequality to get
E
[
ℓp
′
t,Cd,p′
(µ˜n,x, µ̂n,x)
]
≤
1
n
n∑
k=1
E˜[‖Zn,k −Xk‖p
′
t ]
≤ CE
∫ t
0
(
ℓp
′
s,Cd,p′
(µ˜n,x, µ̂n,x) + ℓp
′
s,Cd,p′
(µ̂n,x,mx)
)
ds.
Another application of Gronwall’s inequality yields, for all t ∈ [0, T ],
E
[
ℓp
′
t,Cd,p′
(µ˜n,x, µ̂n,x)
]
≤ CE
∫ t
0
ℓp
′
s,Cd,p′
(µ̂n,x,mx)ds ≤ CTE
[
ℓp
′
Cd,p′
(µ̂n,x,mx)
]
The finite moment (5.7) and the almost sure weak convergence µ̂n,x → mx together imply that
the above expectation tends to zero. Recalling the definition (2.3) of the metric on Cd × V, we
have
dp
′
Cd×V
((x, q), (x′, q′)) ≤ 2p
′−1(dp
′
Cd
(x, x′) + dp
′
V (q, q
′)).
Since µ˜n and µ̂n have the same V-marginal, it follows that
E
[
ℓp
′
Cd×V ,p′
(µ˜n, µ̂n)
]
≤ 2p
′−1
E
[
ℓp
′
Cd,p′
(µ˜n,x, µ̂n,x)
]
→ 0.
Recalling also (5.9), this completes the proof of (5.8). 
6. Proofs of the limit theorems
Proof of Theorem 2.11. Given the preparations of the previous section, the proof of the main
limit theorem is now straightforward. Note that the second claim (2.9) follows immediately from
the first by an application of the Portmanteau theorem to the closed set {m ∈ Pp(Cd × V) :
ℓCd×V(m,R
∗) ≥ ǫ}. Let Pn ∈ Rn denote an ǫn-optimal control for the n-state problem. Lemma
3.4 implies
sup
n
1
n
n∑
k=1
E
Pn
∫ T
0
∫
A
|a|p
′
Λkt (da)dt <∞.
By Proposition 5.1, (Pn) is precompact in P
p(Pp(Cd×V)), and every limit point is concentrated
on R. Let P denote a limit point, and relabel the subsequence so that Pn ◦ (µ̂
n)−1 → P . Then
P (µ ∈ R) = 1, and to prove P (µ ∈ R∗) = 1 it suffices to show that
E
P [Γ(µ)] ≥ Γ(m), for all m ∈ R. (6.1)
First, use the upper semicontinuity of Γ of Lemma 4.1 to get
E
P [Γ(µ)] ≥ lim sup
n→∞
E
Pn [Γ(µ̂n)].
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Fix m ∈ R, and use Proposition 5.2 to find Qn ∈ Rn such that E
Qn [Γ(µ̂n)] → Γ(m). The
ǫn-optimality of Pn implies
E
Pn [Γ(µ̂n)] ≥ EQn [Γ(µ̂n)]− ǫn.
Recalling that ǫn → 0, we have thus proven (6.1). 
Proof of Theorem 2.12. The second claim, that Pn can be taken to be strong controls,
follows from the first claim and from Theorem 2.10. Hence, we prove only the first claim. Define
L ⊂ Pp(Cd×V) to be the set of limn→ Pn ◦ (µ̂
n)−1 such that Pn is an ǫn-optimal control for each
n, for some sequence ǫn → 0. Let Ls denote the set of subsequential limits of such sequences.
Naturally, write P(R∗) = {M ∈ P(Pp(Cd × V)) : M(R∗) = 1}. Because R∗ is compact in
Pp(Cd × V) by Lemma 4.2, it follows that P(R∗) ⊂ Pp(Pp(Cd × V)), that Pp(Pp(Cd × V)) and
P(Pp(Cd × V)) induce the same topology on P(R∗), and finally that P(R∗) is compact with
respect to either of these topologies. Henceforth, we work with the latter (weak convergence)
topology on P(R∗).
First note that
L ⊂ Ls ⊂ P(R
∗),
where the first inclusion is obvious, and the second is the content of Theorem 2.11. The proof
will be complete if we show that P(R∗) ⊂ L. Note that P(R∗) is a compact convex set, and
the set of extreme points is {δm : m ∈ R
∗}. Hence, by the Krein-Milman theore, to show that
P(R∗) ⊂ L it suffices to show that L is closed and convex and that δm ∈ L for each m ∈ R
∗.
Step 1: We first show that L is convex. Let M1,M2 ∈ L, so for i = 1, 2 we may find ǫin → 0
and ǫin-optimal controls P
i
n ∈ Rn such that M
i = limn→∞ P
i
n ◦ (µ̂
n)−1. Let t ∈ (0, 1). Clearly
ǫn = tǫ
1
n + (1− t)ǫ
2
n tends to zero. Moreover, Pn := tP
1
n + (1− t)P
2
n belongs to Rn, because Rn
is easily seen to be convex. Because the objective functional Rn ∋ P 7→ E
P [Γ(µ̂n)] is affine, Pn
is a ǫn-optimal control. This shows tM
1 + (1− t)M2 = limn→∞ Pn belongs to L.
Step 2: We next show that L is closed. For n ≥ 1 and ǫ ≥ 0 define
Sǫn =
{
Pn ◦ (µ̂
n)−1 : Pn ∈ Rn is an ǫ-optimal control
}
⊂ P(Pp(Cd × V)).
Note that Sδn ⊂ S
ǫ
n for all δ < ǫ. It is easy to see that L is precisely the set ofM ∈ P(P
p(Cd×V))
such that, for every ǫ > 0 and every open set U containingM , there exists N such that U∩Sǫn 6= ∅
for all n ≥ N . Now fix M /∈ L. Find ǫ > 0, an open set U containing M , and nk →∞ such that
U ∩ Sǫnk = ∅ for all k. Then U ∩ S
ǫ
nk
= ∅. Define V = U\
⋂∞
k=1 S
ǫ
nk
, and notice that V is open.
Clearly V contains M . By construction, V ∩ Sǫnk = ∅ for each k, which shows that V ⊂ L
c.
Thus Lc is open.
Step 3: Finally, we show that L contains the extreme points {δm : m ∈ R
∗} of P(R∗).
Fix m∗ ∈ R∗. By Proposition 5.2, there exist Pn ∈ Rn such that Pn ◦ (µ̂
n)−1 → δm∗ and
E
Pn [Γ(µ̂n)] → Γ(m∗). Let P ∗n ∈ Rn be an n-state optimal control for each n, the existence of
which is guaranteed by Theorem 2.9. Let
ǫn = E
P ∗n [Γ(µ̂n)]− EPn [Γ(µ̂n)].
Optimality of P ∗n ensures that ǫn ≥ 0. By Theorem 2.11, every limit point of P
∗
n ◦ (µ̂
n)−1 is
supported on R∗. By upper semicontinuity of Γ (see Lemma 4.1), this implies
lim sup
n→∞
E
P ∗n [Γ(µ̂n)] ≤ sup
m∈R∗
Γ(m) = Γ(m∗) = lim
n→∞
E
Pn [Γ(µ̂n)].
This shows ǫn → 0, completing the proof. 
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7. Strong versus relaxed formulations
This section is devoted to the proof of Theorem 2.4. The proof of Theorem 2.10 is nearly
identical up to notational changes, so we omit it. Recall that we assume throughout that p′ = 2.
We start with a lemma due mostly to Me´le´ard [42], modulo integrability issues.
Lemma 7.1. Suppose M is a martingale measure with intensity Λt(da)dt, defined on some
filtered probability space supporting a Pp(A)-valued process Λ. Suppose Λnt (da)dt → Λt(da)dt
weakly, almost surely, for some other Pp(A)-valued processes Λn satisfying
lim
r→∞
sup
n
E
[∫ T
0
∫
{|a|>r}
|a|2Λnt (da)dt
]
<∞. (7.1)
Then there exists a sequence of martingale measures Mn (defined on an extension of the proba-
bility space) with intensities Λnt (da)dt such that
lim
n→∞
E
(∫
A×[0,T ]
ϕ(t, a)Mn(da, dt) −
∫
A×[0,T ]
ϕ(t, a)M(da, dt)
)2 = 0, (7.2)
for every predictable function ϕ(t, a), continuous in a, and satisfying |ϕ(t, a)|2 ≤ c(Z + |a|2) for
all a ∈ A, for some integrable random variable Z ≥ 0 and some c > 0.
Proof. The result of Me´le´ard [42] provides a sequence of martingale measuresMn with intensities
Λnt (da)dt such that (7.2) holds for all bounded predictable ϕ which are continuous in a. For
general ϕ, let r > 0 and compute
E
[(∫
ϕ(t, a)Mn(da, dt) −
∫
ϕ(t, a)M(da, dt)
)2]
≤ 3E
[(∫
ϕ(t, a)1{|ϕ|≤r}M
n(da, dt) −
∫
ϕ(t, a)1{|ϕ|≤r}M(da, dt)
)2]
+ 3E
[(∫
ϕ(t, a)1{|ϕ|>r}M
n(da, dt)
)2
+
(∫
ϕ(t, a)1{|ϕ|>r}M(da, dt)
)2]
. (7.3)
The first term tends to zero, thanks to the aforementioned result of [42]. For the second term,
notice that
E
[(∫
ϕ(t, a)1{|ϕ|>r}M
n(da, dt)
)2]
= E
[∫
|ϕ(t, a)|21{|ϕ|>r}Λ
n
t (da)dt
]
≤ cE
[∫
(Z + |a|2)1{Z+|a|2>r/c}Λ
n
t (da)dt
]
≤ cE
[
TZ1{Z>r/2c} +
∫
|a|21{|a|2>r/2c}Λ
n
t (da)dt
]
.
Since EZ < ∞ by assumption, this can be made arbitrarily small, uniformly in n, by sending
r → ∞. Similarly, by Fatou’s lemma, the assumption (7.1) implies E
∫ T
0
∫
A |a|
2Λt(da)dt < ∞,
and we see that choosing r large can make the second term in line (7.3) arbitrarily small. 
Proof of Theorem 2.4. Let m ∈ R∗, recalling that Theorem 2.2 ensures R∗ 6= ∅. By Propo-
sition 2.5, there exists filtered probability space (Ω,F ,F,P) supporting (X,Λ,M) satisfying the
following:
(1) X is a d-dimensional F-adapted process.
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(2) Λ is an F-predictable Pp(A)-valued process.
(3) M = (M1, . . . ,MdW ) are orthogonal F-martingale measures, each with intensity Λt(da)dt.
(4) The McKean-Vlasov equation holds:
dXt =
∫
A
b(t,Xt,m
x
t , a)Λt(da)dt+
∫
A
σ(t,Xit ,m
x
t , a)M(da, dt). (7.4)
(5) The law of (X,Λ) is precisely m.
By Lemma 3.2, we have (since p′ = 2)
E
[
‖X‖2 +
∫ T
0
∫
A
|a|2Λt(da)dt
]
<∞. (7.5)
We do a three-step approximation:
Step 1: We first approximate Λ by bounded controls. For n ≥ 1, let ιn : A → A be any
measurable function such that |ιn(a)| ≤ n for all a ∈ A and ιn(a) = a when |a| ≤ n. Define
Λnt = Λt ◦ ι
−1
n , so that clearly Λ
n
t (da)dt→ Λt(da)dt a.s. Note also that
lim
r→∞
sup
n
E
[∫ T
0
∫
{|a|>r}
|a|2Λnt (da)dt
]
≤ lim
r→∞
[∫ T
0
∫
{|a|>r}
|a|2Λt(da)dt
]
= 0, (7.6)
thanks to (7.5) and the simple observation that |ιn(a)| ≤ |a| for all a ∈ A. By Lemma 7.1,
there exists (on an enlargement of the probability space) a sequence of orthogonal martingale
measures Mn = (Mn,1, . . . ,Mn,dW ) such that Mn,i has intensity measure Λnt (da)dt for each i
and
lim
n→∞
E
(∫
A×[0,T ]
ϕ(t, a)Mn(da, dt) −
∫
A×[0,T ]
ϕ(t, a)M(da, dt)
)2 = 0,
for every predictable function ϕ (from [0, T ]×Ω×A to Rd×dW ) satisfying |ϕ(t, a)|2 ≤ c(Z+ |a|2)
for all a ∈ A, for some c > 0 and some integrable random variable Z.
Let Xn denote the unique solution of the McKean-Vlasov equation
dXnt =
∫
A
b(t,Xnt ,P ◦ (X
n
t )
−1, a)Λnt (da)dt+
∫
A
σ(t,Xnt ,P ◦ (X
n
t )
−1, a)Mn(da, dt), Xn0 = X0.
Note that the Lipschitz assumption B ensures the well-posedness of this equation, by standard
arguments. By Proposition 2.5 P ◦ (Xn,Λn)−1 belongs to R. The rest of this step is a long
but straightforward proof, using the Lipschitz assumption, that E[‖Xn −X‖2]→ 0, from which
the desired approximations will quickly follow. Recall the notation ‖x‖t = sups∈[0,t] |xs| and
also the truncated Wasserstein distance ℓt,Cd,p from (5.10). Apply the Burkholder-Davis-Gundy
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inequality and Jensen’s inequality to get (for a constant C > 0 which changes from line to line)
E
[
‖Xn −X‖2t
]
≤ CE
{∫ t
0
∫
A
∣∣b(s,Xns ,P ◦ (Xns )−1, a)− b(s,Xs,mxs , a)∣∣2Λns (da)ds
+
∣∣∣∣∫ t
0
∫
A
b(s,Xs,m
x
s , a)Λ
n
s (da)ds −
∫ t
0
∫
A
b(s,Xs,m
x
s , a)Λs(da)ds
∣∣∣∣2
+
∣∣∣∣∫ t
0
∫
A
σ(s,Xns ,P ◦ (X
n
s )
−1, a)− σ(s,Xs,m
x
s , a)M
n(da, ds)
∣∣∣∣2
+
∣∣∣∣∫ t
0
∫
A
σ(s,Xs,m
x
s , a)M
n(da, ds) −
∫ t
0
∫
A
σ(s,Xs,m
x
s , a)M(da, ds)
∣∣∣∣2
}
=: CE[I1 + I2 + I3 + I4]
The Lipschitz assumption B yields
E[I1] ≤ C
∫ t
0
(
‖Xn −X‖2s + ℓ
2
s,Cd,2(P ◦ (X
n)−1,mx)
)
dt,
and also
E[I3] = E
[∫ t
0
∫
A
∣∣σ(s,Xns ,P ◦ (Xns )−1, a)− σ(s,Xs,mxs , a)∣∣2Λns (da)ds]
≤ C
∫ t
0
(
‖Xn −X‖2s + ℓ
2
s,Cd,2(P ◦ (X
n)−1,mx)
)
dt.
By Gronwall’s inequality,
E
[
‖Xn −X‖2t
]
≤ C
∫ t
0
ℓ2s,Cd,2(P ◦ (X
n)−1,mx)ds+ CE[I2 + I4].
Since P ◦ (Xn,X)−1 is a coupling of P ◦ (Xn)−1 and mx, we have
ℓ2t,Cd,2(P ◦ (X
n)−1,mx) ≤ E
[
‖Xn −X‖2t
]
,
and another application of Gronwall’s inequality yields
ℓ2Cd,2(P ◦ (X
n)−1,mx) ≤ CE[I2 + I4].
Assumption (A.4) and mx = P ◦X−1 imply (since p < p′ = 2)
|b(s,Xs,m
x
s , a)|
2 ≤ C
(
1 + ‖X‖2 + |a|2
)
,
and it follows from (7.5) and continuity of b that E[I2] → 0 as n → ∞. Similarly, assumption
(A.4) implies (since pσ ≤ 2)
|σ(s,Xs,m
x
s , a)|
2 ≤ C
(
1 + ‖X‖2 + |a|2
)
,
and it follows from (7.5), continuity of σ, and Lemma 7.1 that E[I4]→ 0 as n→∞. We finally
conclude that
lim
n→∞
E[‖Xn −X‖2] = 0,
and so P ◦ (Xn,Λn)−1 → m in Pp(Cd × V). It follows from Lemma 4.1 and (7.6) that Γ(P ◦
(Xn,Λn)−1)→ Γ(m).
Step 2. In light of step 1, we may now assume without loss of generality that our original
control Λ is bounded, in the sense that there exists r > 0 such that Λ([0, T ] × Br) = 0 a.s.,
where Br denotes the centered ball of radius r. We now use the chattering lemma [33, Theorem
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2.2(b)] (originally due to Fleming [19]) to find a sequence of progressively measurable Br-valued
processes (αnt )t∈[0,T ] such that δαnt (da)dt→ Λt(da)dt a.s., and by another result of Me´le´ard [42]
we can find a dW -dimensional Wiener process W (again by extending the probability space)
such that
lim
n→∞
E
(∫ T
0
ϕ(t, αnt )dWt −
∫
Br×[0,T ]
ϕ(t, a)M(da, dt)
)2 = 0,
for every bounded predictable random Rd×dW -valued function ϕ, where M is again a vector
M = (M1, . . . ,MdW ) of orthogonal martingale measures, each with intensity Λt(da)dt.
2 As
in Lemma 7.1, we can relax the boundedness assumption, as long as there is an integrable
random variable Z ≥ 0 such that |ϕ(t, a)| ≤ Z a.s. Define Xn as the unique solution of the
McKean-Vlasov SDE
dXnt = b(t,X
n
t ,P ◦ (X
n
t )
−1, αnt )dt+ σ(t,X
n
t ,P ◦ (X
n
t )
−1, αnt )dWt, X
n
0 = X0.
We prove exactly as in Step 1 that E‖Xn − X‖2 → 0, and so P ◦ (Xn, δαnt (da)dt)
−1 → P ◦
(X,Λ)−1 = m in Pp(Cd×V). Because the controls are uniformly bounded by r, the uniform inte-
grability condition of Lemma 4.1 holds trivially, and we conclude that Γ(P◦(Xn, δαnt (da)dt)
−1)→
Γ(m).
Step 3. In light of step 2, we now assume without loss of generality that our original m
and our filtered probability space supports process (X,α,W ) satisfying:
(1) X is a d-dimensional F-adapted process satisfying.
(2) α is an F-predictable A-valued process, uniformly bounded in norm by a constant r > 0.
(3) W is a dW -dimensional Wiener process.
(4) The McKean-Vlasov equation holds:
dXt = b(t,Xt,m
x
t , αt)dt+ σ(t,Xt,m
x
t , αt)dWt. (7.7)
(5) The law of (X, δαt(da)dt) is precisely m.
The final step is to approximate α in a weak sense by controls which are strong, i.e., progressively
measurable with respect to the filtration FW = (σ(X0,Ws : s ≤ t))t∈[0,T ] generated by the
Wiener process and initial state. For this we appeal to [13, Lemma 3.11] to find a sequence of
F
W -progressively measurable A processes (αnt )t∈[0,T ] which share the same uniform bound as α,
such that
P ◦ (dtδαnt (da),W )
−1 → P ◦ (δαt(da)dt,W )
−1, in Pp(V × CdW ). (7.8)
In other words, αn are strong controls which approximate α in joint law. Thanks to assumption
B, there exists a unique strong solution Xk of the McKean-Vlasov SDE
dXnt = b(t,X
n
t ,P ◦ (X
n
t )
−1, αnt )dt+ σ(t,X
n
t ,P ◦ (X
n
t )
−1)dWt, X
n
0 = X0.
Define mn = P ◦ (Xn, dtδαnt (da))
−1, and note that mn belongs to the set Rs of strong controls.
Now, suppose that we can show mn → m in Pp(Cd ×V). Because αn are uniformly bounded, it
will then follow from Lemma 3.2 that
sup
n
E
[
‖Xn‖p
′′
]
<∞,
where we recall that p′′ > p′ = 2 and
∫
|x|p
′′
λ(dx) <∞ by assumption. This is enough to verify
the uniform integrability condition of Lemma 4.1, which shows that Γ(mn) → Γ(m). Hence, it
remains to prove that mn → m in Pp(Cd × V).
2This does not follow immediately from Lemma 7.1. The key point is that we have a single Wiener process
W , whereas Lemma 7.1 would yield a sequence W n.
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It follows from Proposition 3.5 and the uniformly boundedness of αn that the sequence
Qn := P ◦ (X
n, dtδαnt (da),W )
−1 is precompact in Pp(Cd ×V × CdW ). Now let (X,Λ,W ) denote
the canonical process on Cd×V ×CdW . If Q denotes any limit point of Qn, it is clear from (7.8)
that
Q ◦ (Λ,W ,X0)
−1 = lim
n→∞
P ◦ (δαnt (da)dt,W,X0)
−1 = P ◦ (δαt(da)dt,W,X0)
−1. (7.9)
Thus, under Q, there exists a σ(X0,W s : s ≤ t)-progressively measurable A-valued process α
such that Λt = δαt for a.e. t, almost surely. We then argue using continuity of the coefficients
(b, σ) (either using martingale problems or the results of Kurtz and Protter [36]) that under Q
the following SDE holds:
dX t = b(t,X t,P ◦X
−1
t , αt)dt+ σ(t,X t,P ◦X
−1
t , αt)dW t.
Because of (7.9), uniqueness in law of the SDE (7.7) implies Q = P ◦ (X, δαt(da)dt,W )
−1. (See
[35], particularly example 2.14 therein, for a more careful discussion of the Yamada-Watanabe
theorem in the context of McKean-Vlasov equations.) This holds for every limit point Q, and
we conclude that
P ◦ (Xn, dtδαnt (da),W )
−1 → P ◦ (X, δαt(da)dt,W )
−1, in Pp(Cd × V × CdW ).
Marginalizing yields
mn = P ◦ (Xn, dtδαnt (da))
−1 → P ◦ (X, δαt(da)dt)
−1 = m, in Pp(Cd × V).

Appendix A. A note on the filtration of Cd × V
The goal of this section is to clarify a technical point that arose in the proofs of Lemma 4.2
and Proposition 5.1. Recall that (X,Λ) denotes the identity map on Cd × V. Recall also that
the natural filtration on Cd × V is defined as
Ft = σ(Xs,Λ([0, s] ×B) : s ≤ t, B ⊂ A Borel).
If E is a Polish space and G a sub-σ-field of the Borel sets, let us say a family Φ of G-measurable
functions is a separating class for G if
∫
ϕdµ =
∫
ϕdν for all ϕ ∈ Φ implies µ = ν on G,
whenever µ, ν ∈ P(E). When G is the entire Borel σ-field, simply say that Φ is a separating
class. It is known that every Polish space admits a countable separating class consisting of
bounded continuous functions. Note that if Φ is separating then
∫
ϕdµ =
∫
ϕdν for all ϕ ∈ Φ
implies µ = ν for all bounded signed measures µ, ν, which is spanned by the space of probability
measures. In particular, if Φ is separating for G, and if X and Y are random variables satisfying
E[Xϕ] = E[Y ϕ] for all ϕ ∈ Φ, then E[X|G] = E[Y |G] a.s.
Lemma A.1. For each t ∈ [0, T ], Ft admits a countable separating class Φt of bounded contin-
uous functions.
Proof. The statement is clearly true for t = 0, as F0 = σ(X0) can be identified with the
Borel σ-field of Rd. Fix t > 0. We deal with X and Λ separately. For X, notice that the
restriction of x ∈ Cd to x·∧t ∈ C([0, t];R
d) is a continuous operation and that the Polish space
C([0, t];Rd) admits a countable separating class ΦXt of bounded continuous functions. For Λ,
define first the restriction of any q ∈ V by qt(·) = t−1q(([0, t] × A) ∩ ·) ∈ Pp([0, t] × A). The
map q 7→ qt is continuous from V to Pp([0, t] × A) (see, e.g. [39, Corollary A.3]). As a Polish
space, Pp([0, t] × A) admits a countable separating class ΦΛt of bounded continuous functions.
Without loss of generality, assume that the constant function 1 belongs to both ΦXt and Φ
Λ
t .
Finally, define Φt to be the set of functions of the form C
d × V ∋ (x, q) 7→ ϕ(x·∧t)ψ(q
t), where
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ϕ ∈ ΦXt and ψ ∈ Φ
Λ
t . Then Φt fits the bill; see Proposition 3.4.6 of [15] for a proof that Φt is
separating. 
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