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Abstract
The initial value problem for two-dimensional Zakharov-Kuznetsov equation is
shown to be globally well-posed in Hs(R2) for all 5
7
< s < 1 via using I-method in
the context of atomic spaces. By means of the increment of modified energy, the
exsitence of global attractor for weakly damped, forced Zakharov-Kuznetsov equa-
tion is also established in Hs(R2) for 10
11
< s < 1.
Keywords: Zakharov-Kuznetsov equation, Global well-posedness, Global at-
tractor, I-method, Atomic spaces.
1 Introduction and Main Results
We consider the Cauchy problem for the symmetrized two-dimensional Zakharov-Kuznetsov
(ZK) equation{
ut + (∂
3
x + ∂
3
y)u+ (∂x + ∂y)u
2 = 0, (x, y) ∈ R2, t > 0
u(x, y, 0) = u0(x, y) ∈ Hs(R2),
(1.1)
where u = u(x, y, t) is a real-valued function.
The ZK equation was initially decuded as a model of nonlinear unidirectional ion-
acoustic wave propagation in a magnetized plasma by Zakharov and Kuznetsov [16]. It
may be treated as a higher dimensional generalization of the Korteweg-de Vries (KdV)
equation. For more details we refer to the papers [17, 18] about the two-dimensional ZK
equation appearing here in physical circumstances.
∗Corresponding author. The author was supported by CSC, grant 201606010025
Eventhough the ZK equation is not completely integrable, there still exists two con-
served quantities for the flow of ZK,
M(u)(t) =
∫
R2
u2(x, y, t)dxdy =
∫
R2
u20(x, y)dxdy =M(u0) (1.2)
and
E(u)(t) =
∫
R2
1
2
|∇u|2 − 1
2
∂xu∂yu− 1
3
u3dxdy = E(u0). (1.3)
Faminskii [6] firstly obtained the local well-posedness for the two-dimensional ZK
equation in the energy space H1(R2) by making use of local smoothing effects together
with a maximal function estimate for the linearized equation. This method was inspired
by the one given by Kenig, Ponce and Vega [12] when dealing with the local well-
posedness for KdV equation. With the help of the L2 and H1 conservation laws, he
proved the global well-posedness for ZK equation additionally. Following this idea,
Linares and Pastor [19] optimized the proof of Faminskii to show local well-posedness
in Hs(R2) for s > 34 . Gru¨nrock and Herr [9] along with Molinet and Pilod [21] proved
the local well-posedness in a larger data spaces Hs(R2) for s > 12 by taking advantage
of the Fourier restriction norm method and one kind of sharp Strichartz estimates. On
the basis of the method of Gru¨nrock and Herr, in [25] we recently improved the local
well-posedness result to B
1
2
2,1(R
2) via applying frequency decomposion as well as atomic
spaces introduced by Koch and Tataru. Actually, it is L. Molinet and D. Pilod who
originality applied this crucial tool of atomic spaces to ZK equation. They obtained the
global well-posedness for ZK equation in Hs(R3) for s > 1 by using the conservation
laws, doubling time, the argument of Bourgain (see [2]) and atomic spaces. What’s
more, as the other part of the same paper [25] we utilized I-method to prove global
well-posedness in Hs(R2) for 1113 < s < 1.
As mentioned above, ZK equation is an asymptotic description of the propagation
of nonlinear ion-acoustic wave in a magnetized plasma. However, one cannot totally
neglect external excitation and energy dissipation mechanism in reality (see [1], [23] and
[29]). Therefore, we would like to consider the following Zakharov-Kuznetsov equation
with weak dissipation and forcing terms{
ut + (∂
3
x + ∂
3
y)u+ (∂x + ∂y)u
2 + γu = f, (x, y) ∈ R2, t > 0
u(x, y, 0) = u0(x, y) ∈ Hs(R2),
(1.4)
where the damping parameter γ is a positive constant and the external forcing term
f ∈ H1(R2) is independent of t.
2
Global attractor is a bounded subset which is invariant by the flow and attracts all
trajectories when t approaches to +∞ under the corresponding topology. Moise and Rosa
studied the regularity of the global attractor of a weakly damped, forced KdV equation
in [20]. While Haraux [11] and Goubet [8] proved the asymptotic smoothing effect for
dissipative wave equation and nonlinear Schro¨dinger eqution respectively. As we know
that the conservation laws will become invalid in low regularity situation, Colliander,
Keel, Staffilani, Takaoka and Tao [3, 4] developed a theory of almost conserved quantities
starting with energy in order to extend the local solutions globally in time for dispersive
equations. Applying I-method to weakly damped, forced KdV equation, Tsugawa [27]
proved the existence of global attractor on Sobolev spaces of negative index. Prashant
[24] lately showed an analogue below energy spaces for mKdV equation.
In this article, we refine the global well-posedness for ZK equation through pushing
our previous result to 57 < s. The new ingredient here is a closer investigation into how
to use the symmetrization and atomic space to acquire a better control of the modified
energy. Whereafter the increment of the modified energy helps us gain the existence of
global weak attractor below H1 for weakly damped, forced ZK equation. The advantage
of U2, V 2 spaces is to obtain sharp estimates in the time variable, which makes the
proof simpler than when we use Xs,1/2+. For instance, as regards local well-posedness
for ZK equation inH
1
2 (R2), to some extent it corresponds to the non-admissible endpoint
Strichartz estimates. However this can be compensated partly by the decay brought from
utilizing atomic space. Especially, the use of U2, V 2 spaces will assist us to study the
problem on the 2D torus or the R× T, which may be nice as a future problem (see also
[21] for ZK equation on R× T).
We now state the main results of this paper.
Theorem 1.1. The initial value problem (1.1) is globally well-posed in Hs(R2) for 57 <
s < 1.
Remark 1. The increment in E(INu) on the right hand of (3.16) is N
− 1
2 . One could
repeat the almost conservation law argument to prove global well-posedness of (1.1) for
all 12 < s < 1 upon gaining N
−1.
Theorem 1.2. Let 1011 < s < 1. Then, there exists a semigroup A(t) and maps M1 and
M2 such that A(t)u0 is the unique solution of (1.4) satisfying
A(t)u0 =M1(t)u0 +M2(t)u0 (1.5)
sup
t>T1
‖M1(t)u0‖H1 < K (1.6)
and for t > T1
‖M2(t)u0‖Hs < Ke−γ(t−T1) (1.7)
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where T1 depends on ‖u0‖Hs , ‖f‖H1 and γ, the constant K depends only on ‖f‖H1 and
γ.
From this theorem, we know that M1(t) is a bounded mapping and M2(t) converges
uniformly to 0 in Hs. It means that the semigroup A(t) is asymptotically compact in
the sense of weak topology. Therefore we gain the existence of the global attractor in
Hs from Theorem 1.1.1 in [26].
Corollary 1.3. The global weak attractor for (1.4) exisits in Hs for 1011 < s < 1.
Note that
∂t
∫
u2 = −2
∫
u(∂3x + ∂
3
y)u− 2
∫
u(∂x + ∂y)u
2 − 2γ
∫
u2 + 2
∫
fu
= −2γ
∫
u2 + 2
∫
fu
Setting h(t) = e2γt‖u‖2L2 and using Cauchy-Schwarz inequality in the last term, one can
obtain
h′(t) 6 2eγt‖f‖L2
√
h(t).
This implies that
∂t
√
h(t) 6 eγt‖f‖L2 .
Hence, we have
‖u‖L2 6 e−γt‖u0‖L2 + γ−1‖f‖L2 . (1.8)
Remark 2. For the modified energy, we expect a similar exponential decay as (1.8)
(see Proposition 4.4).
Remark 3. Yang [30] upgrated Tsugawa’s result through lowering −38 to −12 which
can be seen as the critical Sobolev index for KdV. However, for ZK equation and mKdV
equation it is not easy to find good cancellation of resonant parts as Schro¨dinger equa-
tion (see [5]). Concerning the existence of global attrator, there still are much work to
do for these two kinds of equations.
Organization of the paper. In Section 2, we recall some useful propositions and
estimates about Up and V p. Then we prove global well-posedness by using I-method
in atomic space in Section 3. Finally, Section 4 is devoted to a prior estimate and the
proof of Theorem 1.2.
We now list notations used throughout this paper. Let c < 1, C > 3 denote universal
constants. The notation c+ stands for c + ǫ some 0 < ǫ ≪ 1. Similarly, we shall write
c− = c − ǫ. We put 〈a〉 = (1 + a2) 12 for a ∈ R and fix a smooth cut-off function
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χ ∈ C∞0 ([−2, 2]) satisfing χ is even, nonnegative, and χ = 1 on [−1, 1]. We denote spatial
variables by x, y and their dual Fourier variables by ξ, η. As usual, τ is the dual variable
of the time t. Let f˜ denote the Fourier transform of f in both time and spatial variables.
Let f̂ denote its Fourier transform only in space or in time. For s ∈ R, Isx and Isy denote
the one-dimensional Riesz-potential operators of order −s with respect to spatial variable
x and y . We also write ζ = (ξ, η), λ = (ξ, η, τ) and µ = τ − ξ3 − η3 for brevity. We
will make frequent use of the capital letters N,M,N1, N2 and N3 which denote dyadic
numbers and we write
∑
N>1 aN =
∑
n∈N a2n ,
∑
N>M aN =
∑
n∈N;2n>M a2n for dyadic
summations.
2 Function spaces and estimates
In this section we introduce some properties of Up and V p spaces (see [10, 13, 14,
15]) which is another powful tool to handle low regularity well-posedness for dispersive
equations.
Let 1 6 p < ∞ and Z be the set of finite partitions −∞ = t0 < t1 < ... < tK−1 <
tK =∞.
For any {tk}Kk=0 ⊂ Z and {φk}K−1k=0 ∈ L2 with
∑K−1
k=0 ‖φk‖p2 = 1, φ0 = 0. We call the
function a : R→ L2 given by
a =
K∑
k=1
1[tk−1,tk)φk−1
a Up-atom. The atomic space is
Up =
u =
∞∑
j=1
λjaj : aj U
p − atom, λj ∈ C,
∞∑
j=1
|λj | <∞

endowed with the norm
‖u‖Up = inf

∞∑
j=1
|λj | : u =
∞∑
j=1
λjaj , aj U
p − atom, λj ∈ C
 .
V p is the normed space of all functions v : R→ L2 such that lim
t→±∞
v(t) exist and for
which the norm
‖v‖V p = sup
{tk}
K
k=0∈Z
(
K∑
k=1
‖v(tk)− v(tk−1)‖pL2
) 1
p
is finite, where we use the convention that v(−∞) = lim
t→−∞
v(t) and v(∞) = 0. We
denote v ∈ V p− when v(−·) ∈ V p. Moreover, we define the closed subspace V prc (V p−,rc) of
all right continuous functions in V p (V p−).
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The unitary operator etS : L2 → L2 is defined to be the Fourier multiplier
êtSu0(ξ, η) = e
it(ξ3+η3)û0(ξ, η),
where S = −∂3x − ∂3y . Let us define UpS = e·SUp with norm ‖u‖UpS = ‖e
−·Su‖Up and
V pS = e
·SV p with norm ‖v‖V pS = ‖e
−·Sv‖V p .
Given the Littlewood-Paley multipliers by
P̂1u = χ(2|ζ|)û
and
P̂Nu = ψN (|ζ|)û for N > 2 ,
where ψ(x) = χ(x)−χ(2x) and ψN = ψ(N−1·), the smooth projections according to the
dispersive relationship are defined by
F (QMu)(ξ, η, τ) = ψM (τ)u˜(ξ, η, τ),
F (QSMu)(ξ, η, τ) = ψM (τ − ξ3 − η3)u˜(ξ, η, τ),
as well as QS>M =
∑
N>M Q
S
N and Q
S
<M = I −QS>M . Note that QSM = e·SQMe−·S .
Let’s recall some useful results in Up and V p.
Proposition 2.1. Let 1 < p < q <∞ and 1p + 1p′ = 1. We have
(i) Up, V p, V prc, V
p
− and V
p
−,rc are Banach spaces,
(ii) Up ⊂ V p−,rc ⊂ U q ,
(iii) ‖u‖Up = sup
‖v‖
V p
′=1
| ∫ 〈u′(t), v(t)〉dt| if u ∈ V 1−(⊂ Up) is absolutely continuous on
compact interval.
Lemma 2.2. We have
‖QS>Mu‖L2(R3) . M−
1
2 ‖u‖V 2S . (2.1)
‖QS>Mu‖UpS . ‖u‖UpS , ‖Q
S
<Mu‖UpS . ‖u‖UpS . (2.2)
‖QS>Mu‖V pS . ‖u‖V pS , ‖Q
S
<Mu‖V pS . ‖u‖V pS . (2.3)
Similarly to Lemma 2.3 in [7] and Lemma 5.3 in [28], the extension principle also
holds true for UpS spaces.
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Proposition 2.3. Let T0 : L
2 × · · · × L2 → L1loc(R2;C) be a n-linear operator. Assume
that for some 1 < p, q <∞
‖T0(e·Sφ1, · · · , e·Sφn)‖Lpt (R;Lqx,y(R2)) .
n∏
j=1
‖φj‖L2 .
Then, there exists T : UpS × · · · × UpS → Lpt (R;Lqx,y(R2)) satisfying
‖T (u1, · · · , un)‖Lpt (R;Lqx,y(R2)) .
n∏
j=1
‖uj‖UpS ,
such that T (u1, · · · , un)(t)(x, y) = T0(u1(t), · · · , un(t))(x, y) a.e..
Next we present the Strichartz estimates and bilinear estimates (see Section 5 in
[25]).
Lemma 2.4. Given N1 > N2. Assume that (q, r) satisfy
3
q +
2
r = 1 and q > 3. Let I
s
x,−
be the bilinear operator with symbol |ξ1 − ξ2|s, i.e.
Fx,y(I
s
x,−(f1, f2))(ξ, η) =
∫
ζ=ζ1+ζ2
|ξ1 − ξ2|s
2∏
j=1
f̂j(ξj , ηj).
Then, we have
‖χ( t
T
)u‖L2(R3) . T
1
2‖u‖V 2S , (2.4)
‖u‖LqtLrxy . ‖u‖UqS , (2.5)
‖I
1
8
x I
1
8
y e
tSu0‖L4(R3) . ‖u0‖L2(R2), (2.6)
‖I
1
2
x I
1
2
x,−(PN1e
tSu0, PN2e
tSv0)‖L2(R3) . N
1
2
2 ‖PN1u0‖L2(R2)‖PN2v0‖L2(R2), (2.7)
Moreover, (2.7) is equally valid with x replaced by y.
Lemma 2.5. Let 0 6 ǫ < 12 and 0 6 θ 6 1. Then,
‖D˜ θǫ2 etSu0‖LqtLrxy . ‖u0‖L2xy , (2.8)
where
̂˜Dsu = |ξ + η|suˆ(ξ, η), q = 6θ(2+ǫ) and r = 21−θ .
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Proof. Set I˜t(x, y) =
∫
R2
|ξ + η|ǫ+iβei[t(ξ3+η3)+(xξ+yη)]dξdη. Let ξ′ = 4− 13 (ξ + η) and
η′ =
√
34−
1
3 (ξ − η), then we get
I˜t(x, y) = cIt(2
− 1
3 (x+ y), 2−
1
3 3−
1
2 (x− y)),
where It(x, y) is defined as in Lemma 2.1 of [19]. This implies
I˜t(x, y) . |t|−
2+ǫ
3 .
Hence, (2.8) is a direct consequence of interpolation theorem and standard Stein-Thomas
argument.
We can avail ourselves of the technique in [22] to decompose the time cut-off into
low- and high-frequency parts.
For any δ > 0, we write 1δ the characteristic function on [0, δ] and
1δ = 1
low
δ,κ + 1
high
δ,κ , 1̂
low
δ,κ (τ) = χ(τ/κ)1̂δ(τ)
for some κ > 0.
Lemma 2.6. For any κ, δ > 0, it holds
‖1highδ,κ ‖L 32 (R) . δ
1
3κ−
1
3 , (2.9)
‖1highδ,κ ‖L∞ . 1, (2.10)
‖1lowδ,κ ‖L∞ . 1. (2.11)
3 Global well-posedness
We introduce I-method. Given m : R2k → C, m is said to be symmetric if
m(ζ1, · · · , ζk) = m(σ(ζ1, · · · , ζk))
for all σ ∈ Sk, where Sk is the permutation group for k elements. The symbol m can be
symmetrized as following
[m]sym(ζ1, · · · , ζk) = 1
k!
∑
σ∈Sk
m(σ(ζ1, · · · , ζk)).
We define a k-linear functional acting on k functions u1, · · · , uk for each m
Λk(m;u1, · · · , uk) =
∫
ζ1+···+ζk=0
m(ζ1, · · · , ζk)û1(ζk) · · · ûk(ζk).
8
Usually we write Λk(m) instead of Λk(m;u, · · · , u) for convenience. Note that Λk(m) =
Λk([m]sym) from symmetries.
Given s < 1, N ≫ 1 and a smooth, radially symmetric, nonincreasing function m(ζ)
satisfying
m(ζ) =
{
1 |ζ| 6 N
( |ζ|N )
s−1 |ζ| > 2N ,
we define the Fourier multiplier operator
Îf(ζ) = m(ζ)f̂(ζ).
Let λ > 0 and N ′ = Nλ , we define
m′(ζ) =
{
1 |ζ| 6 N ′
( |ζ|N ′ )
s−1 |ζ| > 2N ′
and rescaled operator
Î ′f(ζ) = m′(ζ)f̂(ζ).
Notice that
|
∫
∂xu∂yudxdy| 6 1
2
∫
|∇u|2dxdy,
it’s easy to prove ‖u‖Hs and E(Iu)(t) are comparable as Proposition 3.2 in [25].
Proposition 3.1. Let 57 < s < 1, then
|E(Iu)(t)| . N2(1−s)‖u(t)‖2
H˙s(R2)
+ ‖u(t)‖3L3(R2)
‖u(t)‖2Hs(R2) . |E(Iu)(t)| + ‖u0‖2L2(R2) + ‖u0‖4L2(R2).
We start from local existence theroem. The work space is denoted by Y s which can
be defined via the norm
‖u‖Y s = (
∑
N
N2s‖PNu‖2U2S )
1
2 .
Obviously, Y s ⊂ L∞Hs holds true.
Lemma 3.2. Let N1, N2 be dyadic numbers and N2 . N1. Assume that |ζk| ∼ Nk
(k = 1, 2) and |ζ1 + ζ2| ∼ N3. Denote Ω1 = {λ1 + λ2 = λ, |η| 6 |ξ|, |ξ| . |ξ1 − ξ2|} and
Ω2 = {λ1 + λ2 = λ, |η| 6 |ξ|, |ξ| ∼ |ξ1| ∼ |ξ2| . |η1| ∼ |η2|}. We have
(i) if N1 ∼ N3 ≫ N2, then
‖
∫
Ω1
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)dλ1‖L2λ(R3) . N
3
2
−s
2 ‖uN1‖U2S‖vN2‖U2S , (3.1)
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(ii) if N1 ∼ N2 & N3, then
‖
∫
Ωk
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)dλ1‖L2λ(R3) . N
1
2
1 C(N1, N3)‖uN1‖U2S‖vN2‖U2S
(3.2)
for k = 1, 2, where
C(N1, N3) =

1 N ≫ N1 ∼ N2 ≫ N3
(N1N )
2−2s N1 ∼ N2 & N ≫ N3
N s−1N1
2−2sN3
s−1 N1 ∼ N2 ≫ N3 & N
N1
1−s N1 ∼ N2 ∼ N3
.
Proof. It’s suffices to show the estimates for free solutions by Proposition 2.3. To
this end, we can prove it along the same line as the proof of Lemma 5.3 in [25].
If N1 ∼ N3 ≫ N2, it is obvious that
| m(ζ1 + ζ2)
m(ζ1)m(ζ2)
| . 1 ∨ (N2
N
)1−s . N1−s2 .
Besides, we have |ξ + η| . |ξ| . |ξ| 12 |ξ1 − ξ2| 12 on Ω1. Therefore, (2.7) gives
‖
∫
Ω1
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
F (etSu0,N1)(λ1))F (e
tSv0,N2)(λ2)dλ1‖L2λ(R3)
.N1−s2 ‖
∫
Ω1
|ξ| 12 |ξ1 − ξ2|
1
2F (etSu0,N1)(λ1))F (e
tSv0,N2)(λ2)dλ1‖L2λ(R3)
.N1−s2 ‖ I
1
2
x I
1
2
x,−(e
tSu0,N1 , e
tSv0,N2)‖L2λ(R3)
.N
3
2
−s
2 ‖u0,N1‖L2x,y‖v0,N2‖L2x,y .
If N1 ∼ N2 & N3, we can bound m(ζ1+ζ2)m(ζ1)m(ζ2) by C(N1, N3). Also, on hyperplane Ω2,
|ξ + η| . |ξ| . N
1
2
2 |ξ1|
1
8 |η1| 18 |ξ2| 18 |η2| 18 . From Ho¨rder inequalities and (2.6), we get
‖
∫
Ω2
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
F (etSu0,N1)(λ1)F (e
tSv0,N2)(λ2)dλ1‖L2λ(R3)
.N
1
2
1 C(N1, N3)‖
∫
Ω2
F (I
1
8
x I
1
8
y e
tSu0,N1)(λ1)F (I
1
8
x I
1
8
y e
tSv0,N2)(λ2)dλ1‖L2λ(R3)
.N
1
2
1 C(N1, N3)‖I
1
8
x I
1
8
y e
tSu0,N1‖L4(R3)‖I
1
8
x I
1
8
y e
tSv0,N2‖L4(R3)
.N
1
2
1 C(N1, N3)‖u0,N1‖L2x,y‖v0,N2‖L2x,y .
Additionally, the estimate holds true on Ω1 in a similar way. Hence, the proof is com-
pleted.
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Lemma 3.3. Let N1, N2, N3 be dyadic numbers and C(N1, N3) be given as in Lemma
3.2. Then, for all 0 < δ 6 1 it holds
(i) if N1 ∼ N3 ≫ N2,
|
∫
R3
χ(
t
δ
)I(uN1vN2)(∂x + ∂y)wN3dxdydt|
.δ
1
2N
3
2
−s
2 ‖IuN1‖U2S‖IvN2‖U2S‖wN3‖V 2S , (3.3)
(ii) if N1 ∼ N2 & N3,
|
∫
R3
χ(
t
δ
)I(uN1vN2)(∂x + ∂y)wN3dxdydt|
.δ
1
6N
1
2
1 C(N1, N3)‖IuN1‖U2S‖IvN2‖U2S‖wN3‖V 2S . (3.4)
Proof. As the technique used in Proposition 5.4 of [25] is applicative here, we just
give a sketch to avoid being lengthy and tedious.
Parseval formula shows that it suffices to control∫
∑3
j=1 λj=0
(ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)F (χδwN3)(λ3)
by ‖uN1‖U2S , ‖vN2‖U2S and ‖wN3‖V 2S .
We assume that |η3| 6 |ξ3| and denote the absolute value of the quatity above by R.
If N1 ∼ N3 ≫ N2, then |ξ3| . |ξ1 − ξ2|. Applying Cauchy-Schwarz inequality, (3.1)
and (2.4) gives
R . ‖
∫
Ω1
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)dλ1‖L2λ(R3)‖χ(
t
δ
)wN3‖L2(R3)
. δ
1
2N
3
2
−s
2 ‖uN1‖U2S‖vN2‖U2S‖wN3‖V 2S .
So as to prove (3.4), we need to split the domain of the integration into five regions
R = R1 +R2 +R3 +R4 +R5. One can assume |η1| > |η2| by symmetry.
Region 1. |ξ3| . |ξ1 − ξ2|
Using (3.2), we have
R1 . ‖
∫
Ω1
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)dλ1‖L2λ(R3)‖χ(
t
δ
)wN3‖L2(R3)
. δ
1
2N
1
2
1 C(N1, N3)‖uN1‖U2S‖vN2‖U2S‖wN3‖V 2S .
Region 2. |ξ3| ≫ |ξ1 − ξ2| and |η1| ≫ |ξ3|
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This condition gives
|η1| ∼ |η2| ≫ |ξ3| ∼ |ξ1| ∼ |ξ2|.
Applying Cauchy-Schwarz inequality, (3.2) and (2.4), we obtain
R2 . ‖
∫
Ω2
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜N1(λ1)v˜N2(λ2)dλ1‖L2(R3)‖χ(
t
δ
)wN3‖L2(R3)
. δ
1
2N
1
2
1 C(N1, N3)‖uN1‖U2S‖vN2‖U2S‖wN3‖V 2S .
Region 3. |ξ3| ≫ |ξ1 − ξ2| and |η1| ∼ |ξ3| ∼ |η2|
We get the bound of R3 like Region 2.
Region 4. |ξ3| ≫ |ξ1 − ξ2| and |η1| ∼ |ξ3| ≫ |η2|
We decompose Id = QS<M +Q
S
>M and divide the integral R4 into eight pieces.
Case A. QSj = Q
S
<M for j = 1, 2, 3
We go a step further to decompose time into low- and high-frequency parts.
Case A(1). All of these three are low-frequence
The integral is vanished.
Case A(2). At least one of these three is high-frequence
We estimate when the first one is high-frequence∫
∗
(ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
F (1highδ,κ Q
S
<MuN1)F (1vQ
S
<MvN2)F (1wQ
S
<MwN3),
where 1v, 1w ∈
{
1highδ,κ , 1
low
δ,κ
}
.
Ho¨lder inequalities, (2.5), Lemma 2.6 and (2.2) provide
|
∫
∗
(ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
F (1highδ,κ Q
S
<MuN1)F (1vQ
S
<MvN2)F (1wQ
S
<MwN3)|
.‖1highδ,κ QS<Mu∗N1‖
L
9
7
t L
3
xy
‖1vQS<Mv∗N2‖L9tL3xy‖1wQ
S
<Mw
∗
N3‖L9tL3xy
.‖1highδ,L ‖
L
3
2
t
‖QS<Mu∗N1‖L9tL3xy‖1v‖L∞t ‖Q
S
<Mv
∗
N2‖L9tL3xy‖1w‖L∞t ‖Q
S
<Mw
∗
N3‖L9tL3xy
.δ
1
3N
− 1
3
3 N
− 2
3
1 ‖QS<Mu∗N1‖U9S‖Q
S
<Mv
∗
N2‖U9S‖Q
S
<Mw
∗
N3‖U9S
.δ
1
3N
− 1
3
3 N
− 2
3
1 ‖u∗N1‖U2S‖v
∗
N2‖U2S‖w
∗
N3‖V 2S ,
where u∗N1 = F
−1 û(ζ1)
m(ζ1)
, v∗N2 = F
−1 v̂(ζ2)
m(ζ2)
and w∗N3 = F
−1(ξ3 + η3)m(ζ3)ŵ(ζ3).
From the definition of U2 and V 2, there hold the facts
‖u∗N1‖U2S .
‖uN1‖U2S
m(N1)
, ‖v∗N2‖U2S .
‖vN2‖U2S
m(N2)
and
‖w∗N3‖V 2S . N3m(N3)‖wN3‖V 2S ,
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which of course help imply the desired up bound
δ
1
3N
1
2
1 C(N1, N3)‖uN1‖U2S‖vN2‖U2S‖wN3‖V 2S .
Case B. QSj = Q
S
>M for some j = 1, 2, 3
We take QS3 = Q
S
>M for instance to give the estimate.
Using Ho¨lder inequalities, (2.1), (2.5) and (2.2), we have
|
∫
∗
(ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
F (χδQ
S
1 uN1)F (χδQ
S
2 vN2)F (χδQ
S
>MwN3)|
.‖χδQS1 u∗N1‖L4(R3)‖χδQS2 v∗N2‖L4(R3)‖QS>Mw∗N3‖L2(R3)
.M−
1
2‖χδ‖2L12(R)‖QS1 u∗N1‖L6tL4x,y‖Q
S
2 v
∗
N2‖L6tL4x,y‖w
∗
N3‖V 2S
.δ
1
6N−11 N
− 1
2
3 ‖QS1 u∗N1‖U6S‖Q
S
2 v
∗
N2‖U6S‖w
∗
N3‖V 2S
.δ
1
6N
1
2
1 C(N1, N3)‖uN1‖U2S‖vN2‖U2S‖wN3‖V 2S .
Region 5. |ξ3| ≫ |ξ1 − ξ2| and |ξ3| ≫ |η1| > |η2|
This can be dealt with in the same way as Region 4.
Next, we turn to the estimate of the nonlinear term.
Proposition 3.4. Let 57 < s < 1 and 0 < δ 6 1. We have
‖
∫ t
0
e(t−t
′)Sχ(
t
δ
)(∂x + ∂y)I(uv)(t
′)dt′‖Y 1 . δ
1
6‖Iu‖Y 1‖Iv‖Y 1 . (3.5)
Proof. From symmetry and definition of Y 1 we need to consider the following two
terms
J1 =
∑
N3
N23 ‖
∑
N1≫N2
∫ t
0
e(t−t
′)Sχ(
t
δ
)(∂x + ∂y)PN3I(uN1vN2)(t
′)dt′‖2U2S
and
J2 =
∑
N3
N23 ‖
∑
N1∼N2
∫ t
0
e(t−t
′)Sχ(
t
δ
)(∂x + ∂y)PN3I(uN1vN2)(t
′)dt′‖2U2S .
Combining Proposition 2.1 (iii) with (3.3), we obtain
J1 .
∑
N3
N23 (
∑
N1≫N2
sup
‖wN3‖V 2
S
61
|
∫
R3
χ(
t
δ
)I(uN1vN2)(∂x + ∂y)wN3dxdydt|)2
. δ
∑
N3
N23 (
∑
N1≫N2
N
3
2
−s
2 ‖IuN1‖U2S‖IvN2‖U2S )
2
13
. δ
∑
N1
N21 ‖IuN1‖2U2S
∑
N2
N22 ‖IvN2‖2U2S
∑
N2
N1−2s2
. δ‖Iu‖2Y 1‖Iv‖2Y 1 .
The second term can be controlled via (3.4) and Minkowshi inequality,
J2 .
∑
N3
N23 (
∑
N1∼N2
sup
‖wN3‖V 2
S
61
|
∫
R3
χ(
t
δ
)I(uN1vN2)(∂x + ∂y)wN3dxdydt|)2
. δ
1
3 (
∑
N3∼N1
N23 (N
3
2
−s
1 ‖IuN1‖U2S‖IvN1‖U2S )
2
+
∑
N3≪N
N23 (
∑
N.N1
N
1
2
1 (
N1
N
)2−2s‖IuN1‖U2S‖IvN1‖U2S )
2
+
∑
N.N3
N23 (
∑
N3≪N1
N
1
2
1 N
s−1N2−2s1 N
s−1
3 ‖IuN1‖U2S‖IvN1‖U2S )
2)
. δ
1
3 (
∑
N1
N5−2s1 ‖IuN1‖2U2S‖IvN1‖
2
U2S
+N4s−2(
∑
N.N1
N21N
1
2
−2s
1 ‖IuN1‖U2S‖IvN1‖U2S )
2
+N2s−2
∑
N3≪N1
N2s3 (
∑
N1
N
5
2
−2s
1 ‖IuN1‖U2S‖IvN1‖U2S )
2)
. δ
1
3 (
∑
N1
N41 ‖IuN1‖2U2S‖IvN2‖
2
U2S
+ (
∑
N1
N21 ‖IuN1‖U2S‖IvN1‖U2S )
2
+ (
∑
N1
N
5
2
−s
1 ‖IuN1‖U2S‖IvN1‖U2S )
2)
. δ
1
3‖Iu‖2Y 1‖Iv‖2Y 1 .
Hence, we complete the proof.
Proposition 3.5. Let 57 < s < 1. Assume u0 satisfies |E(Iu0)| 6 1. Then there is a
constant δ = δ(‖u0‖L2(R2)) and a unique solution u to (1.1) on [0, δ], such that
‖Iu‖Y 1 . 1
where the implicit constant is independent of δ.
Proof. Acting multiplier operator I on both sides of (1.1), one can obtain
∂tIu+ (∂
3
x + ∂
3
y)Iu+ (∂x + ∂y)I(u
2) = 0. (3.6)
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From Duhamel’s principle, we get
Iu = χ(
t
δ
)etSIu0 −
∫ t
0
e(t−t
′)Sχ(
t
δ
)(∂x + ∂y)I(u
2)(t′)dt′.
Applying Proposition 3.4, one obtain
‖Iu‖Y 1 6 ‖χ(
t
δ
)etSIu0‖Y 1 + ‖
∫ t
0
e(t−t
′)Sχ(
t
δ
)(∂x + ∂y)I(u
2)(t′)dt′‖Y 1
6 ‖Iu0‖H1(R2) +Cδ
1
6‖Iu‖2Y 1 ,
and
‖Iu− Iv‖Y 1 6 Cδ
1
6 (‖Iu‖Y 1 + ‖Iv‖Y 1)‖Iu− Iv‖Y 1 .
Then, the contraction mapping principle ensure the existence of local solution. Moreover,
a bootstrap argument yields ‖Iu‖Y 1 . 1.
According to equation (3.6) and integration by parts, we have
dE(Iu)(t)
dt
= −
∫
R2
(∆Iu− ∂x∂yIu+ (Iu)2)∂tIudxdy
=
∫
R2
((∂3x + ∂
3
y)Iu+ (∂x + ∂y)Iu
2)((∆ − ∂x∂y)Iu+ (Iu)2)dxdy
=
∫
R2
(∂3x + ∂
3
y)Iu((Iu)
2 − Iu2)dxdy +
∫
R2
(∂x + ∂y)Iu
2(Iu)2dxdy.
Integrating in time and applying the Parseval formula provide
E(Iu)(δ) − E(Iu)(0) =
∫ δ
0
∫
∑3
j=1 ζj=0
(ξ31 + η
3
1)(1−
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
)
3∏
j=1
Îu(ζj)
+
∫ δ
0
∫
∑4
j=1 ζj=0
(ξ1 + ξ2 + η1 + η2)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
4∏
j=1
Îu(ζj). (3.7)
The following preliminaries are effective for controlling the growth of E(Iu)(t).
Lemma 3.6. Let N1, N2, N3 be dyadic numbers. Then, for all 0 < δ 6 1 we have
if N1 ∼ N2 ∼ N3 & N ,
|
∫
∑3
j=1 λj=0
(ξ31 + η
3
1)(1−
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
)
3∏
j=1
F (χδuj)(λj)|
.δ
1
6N s−1N
7
2
−s
1
3∏
j=1
‖uj‖U2S , (3.8)
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if N1 ∼ N2 ≫ N3, N1 & N ,
|
∫
∑3
j=1 λj=0
(ξ1ξ2ξ3 + η1η2η3)
3∏
j=1
F (χδuj)(λj)|
.δ
1
2N1N
3
2
3
3∏
j=1
‖uj‖U2S , (3.9)
and
|
∫
∑3
j=1 λj=0
∑3
j=1(ξ
3
j + η
3
j )m
2(ζj)
m(ζ1)m(ζ2)m(ζ3)
3∏
j=1
F (χδuj)(λj)|
.δ
1
2N1N
3
2
3 (1 ∨ (
N3
N
)1−s)
3∏
j=1
‖uj‖U2S . (3.10)
Proof. When N1 ∼ N2 ∼ N3 & N ,
|1− m(ζ2 + ζ3)
m(ζ2)m(ζ3)
| . m(ζ1)
m(ζ2)m(ζ3)
. (
N1
N
)1−s
and
|ξ31 + η31 | . |ξ1 + η1|N21 .
Then one can get (3.8) as the second part of Lemma 3.3.
In order to prove (3.9), we assume |ξ1ξ2ξ3| > |η1η2η3| by symmetry.
Case 1. |ξ2| . |ξ1 − ξ3|
From (2.7), we have
|
∫
∑3
j=1 λj=0
(ξ1ξ2ξ3 + η1η2η3)
3∏
j=1
F (χδuj)(λj)|
.N1N3|
∫
∑3
j=1 λj=0
|ξ2|
1
2 |ξ1 − ξ3|
1
2
3∏
j=1
F (χδuj)(λj)|
.N1N3‖
∫
|ξ1 + ξ3|
1
2 |ξ1 − ξ3|
1
2 u˜1(λ1)u˜3(λ3)‖L2(R3)‖χ(
t
δ
)u2‖L2(R3)
.δ
1
2N1N
3
2
3
3∏
j=1
‖uj‖U2S .
Case 2. |ξ2| ≫ |ξ1 − ξ3|
In this case, |ξ2| ∼ |ξ1| ∼ |ξ3| . N3 ≪ N1 ∼ N2. Hence,
|ξ1ξ2ξ3| . N
5
2
3 |ξ1|
1
8 |η1|
1
8 |ξ2|
1
8 |η2|
1
8 .
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From (2.6), we have
|
∫
∑3
j=1 λj=0
(ξ1ξ2ξ3 + η1η2η3)
3∏
j=1
F (χδuj)(λj)|
.|
∫
∑3
j=1 λj=0
|ξ1ξ2ξ3|
3∏
j=1
F (χδuj)(λj)|
.N
5
2
3 |
∫
∑3
j=1 λj=0
|ξ1|
1
8 |η1|
1
8 |ξ2|
1
8 |η2|
1
8
3∏
j=1
F (χδuj)(λj)|
.N
5
2
3 ‖I
1
8
x I
1
8
y u1‖L4(R3)‖I
1
8
x I
1
8
y u2‖L4(R3)‖χ(
t
δ
)u3‖L2(R3)
.δ
1
2N1N
3
2
3
3∏
j=1
‖uj‖U2S .
It’s easy to know that N1 ∼ N2 ≫ N3 implies |ξ1| ∼ |ξ2| ∼ N1 or |η1| ∼ |η2| ∼ N1.
Without loss of generality one can |ξ1| ∼ |ξ2| ∼ N1, then mean-value theorem gives the
bound of the symbol
3∑
j=1
(ξ3j + η
3
j )m
2(ζj) . N
2
1 max {|ξ3|, |η3|}m2(ζ1).
Hence, one can show (3.10) in a similar way as above.
We complete the proof of this lemma.
Proposition 3.7. Let 57 < s < 1. We have
|
∫ δ
0
Λ3((ξ
3
1 + η
3
1)(1 −
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
); Iu)| . δ 16N− 12+‖Iu‖3Y 1 . (3.11)
Proof. The fact ∑
N1
N0−1 N1‖PN1Iu‖U2S 6 (
∑
N1
N0−1 )
1
2‖Iu‖Y 1
indicates that it’s suffices to prove
|
∫ δ
0
∫
∑3
j=1 ζj=0
[(ξ31 + η
3
1)(1−
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
)]sym
3∏
j=1
ûj(ζj)|
.δ
1
6N−
1
2
+(N1N2N3)
1−
3∏
j=1
‖uj‖U2S (3.12)
for any function uj (j = 1, 2, 3) with frequencies supported on |ζj | ∼ Nj .
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We denote L1 the left hand of (3.12) andM(ζ1, ζ2, ζ3) = [(ξ
3
1+η
3
1)(1− m(ζ2+ζ3)m(ζ2)m(ζ3))]sym.
Furthermore, one can assume N1 ∼ N2 & N3 and N1 & N .
Case 1. N1 ∼ N2 ∼ N3 & N
We obtain by (3.8)
L1 . δ
1
6N s−1N
7
2
−s
1
3∏
j=1
‖uj‖U2S
. δ
1
6N s−1N
1
2
−s+
1 N
3−
1
3∏
j=1
‖uj‖U2S
. δ
1
6N−
1
2
+N3−1
3∏
j=1
‖uj‖U2S .
Case 2. N1 ∼ N2 ≫ N3, N1 & N
We write M = M1 −M2, where M1 =
∑3
j=1(ξ
3
j + η
3
j ) and M2 =
∑3
j=1(ξ
3
j+η
3
j )m
2(ζj)
m(ζ1)m(ζ2)m(ζ3)
.
The corresponding terms are
L1,1 = |
∫ δ
0
∫
∑3
j=1 ζj=0
M1(ζ1, ζ2, ζ3)
3∏
j=1
ûjζj)|
and
L1,2 = |
∫ δ
0
∫
∑3
j=1 ζj=0
M2(ζ1, ζ2, ζ3)
3∏
j=1
ûj(ζj)|.
Estimate (3.9) tells us that
L1,1 . δ
1
2N1N
3
2
3 N
−2+
1 N
−1+
3
3∏
j=1
N1−j ‖uj‖U2S
. δ
1
2N−
1
2
+
3∏
j=1
N1−j ‖uj‖U2S .
Using (3.10), we get the contribution of L1,2
L1,2 . δ
1
2N1N
3
2
3 (1 ∨ (
N3
N
)1−s)N−2+1 N
−1+
3
3∏
j=1
N1−j ‖uj‖U2S
. δ
1
2N−
1
2
+
3∏
j=1
N1−j ‖uj‖U2S .
This complete the proof of (3.12), and hence (3.11).
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Proposition 3.8. Let 57 < s < 1. We have
|
∫ δ
0
Λ4((ξ1 + ξ2 + η1 + η2)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
; Iu)| . δ 16N−1+‖Iu‖4Y 1 . (3.13)
Proof. As previous discussion, it suffices to show
|
∫ δ
0
∫
∑4
j=1 λj=0
[(ξ1 + ξ2 + η1 + η2)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
]sym
4∏
j=1
F (χδuj)(λj)|
.δ
1
6N−1+
4∏
j=1
N1−j ‖uj‖U2S . (3.14)
If N ≫ Nj (j = 1, 2, 3, 4), then it is easy to see [(ξ1 + ξ2) m(ζ1+ζ2)m(ζ1)m(ζ2) ]sym = 0, (3.14)
holds trivially. We may assume N1 > N2, N3 > N4 by symmetry and let L2 denote the
left hand of (3.14).
From Ho¨rder’s inequalities and (2.5), we obtain
L2 . ‖
∫ δ
0
∫
ζ=ζ1+ζ2
(ξ + η)
m(ζ)
m(ζ1)m(ζ2)
û1(ζ1)û2(ζ2)dζ1dt‖L2‖χδu3‖L4‖χδu4‖L4
. δ
1
3N1‖F−1 û1
m(ζ1)
‖L6tL4x,y‖F
−1 û2
m(ζ2)
‖L6tL4x,y‖u3‖L6tL4x,y‖u4‖L6tL4x,y
. δ
1
3N1‖F−1 û1
m(ζ1)
‖U6S‖F
−1 û2
m(ζ2)
‖U6S‖u3‖U6S‖u4‖U6S
. δ
1
3N1‖F−1 û1
m(ζ1)
‖U2S‖F
−1 û2
m(ζ2)
‖U2S‖u3‖U2S‖u4‖U2S
. δ
1
3
N1
m(N1)m(N2)
4∏
j=1
‖uj‖U2S .
Case 1. N1 ≪ N3
This implies N3 ∼ N4 ≫ N1 > N2, N3 ∼ N4 & N. Combining the pointwise bound
about the symbol
N−1+j
m(Nj)
. 1
for all Nj , we have
L2 . δ
1
3N1N
−2+
3
4∏
j=1
N1−j ‖uj‖U2S
. δ
1
3N−1+
4∏
j=1
N1−j ‖uj‖U2S .
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Case 2. N1 & N3, N1 ∼ N2 & N
Similarly to Case 1, one obtain that
L2 . δ
1
3
N1
m(N1)m(N2)
N−2+1
4∏
j=1
N1−j ‖uj‖U2S
. δ
1
3N1(
N1
N
)2(1−s)N−2+1
4∏
j=1
N1−j ‖uj‖U2S
. δ
1
3N−1+
4∏
j=1
N1−j ‖uj‖U2S .
Case 3. N1 & N3, N1 ≫ N2
In this case, N1 ∼ N3 & N , we control L2 by using (3.1),
T2 . ‖
∫
λ=λ1+λ2
(ξ + η)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
u˜1(λ1)u˜2(λ2)dλ1‖L2λ‖χδu3‖L4‖χδu4‖L4
. δ
1
6
N
1
2
2
m(N2)
4∏
j=1
‖uj‖U2S
. δ
1
6N
1
2
2 (1 ∨ (
N2
N
)1−s)N−2+1 N
−1+
2
4∏
j=1
N1−j ‖uj‖U2S
. δ
1
6N−2+
4∏
j=1
N1−j ‖uj‖U2S .
Therefore we complete the proof of (3.14).
It’s not hard to obtain the following proposition in a similar way.
Proposition 3.9. Let 57 < s < 1. We have
|
∫ δ
0
Λ3((ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
; Iu)| . δ 23N−2+‖Iu‖3Y 1 . (3.15)
Proposition 3.10. Let 57 < s < 1, N ≫ 1. Assume u0 satisfies |E(Iu0)| 6 1. Then
there is a constant δ = δ(‖u0‖L2(R2)) > 0 so that there exists a unique solution
u(x, y, t) ∈ C([0, δ],Hs(R2))
of (1.1) satisfying
E(INu)(δ) = E(INu)(0) + δ
1
6O(N−
1
2
+). (3.16)
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Proof. From Proposition 3.5, there exsits a unique solution u to (1.1) on [0, δ]
satisfying ‖Iu‖Y 1 . 1.
Combining (3.7), Proposition 3.7 and Proposition 3.8, one has
|E(Iu)(δ) − E(Iu)(0)| = |
∫ δ
0
Λ3((ξ
3
1 + η
3
1)(1−
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
); Iu)
+
∫ δ
0
Λ4((ξ1 + ξ2 + η1 + η2)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
; Iu)|
. δ
1
6N−
1
2
+‖Iu‖3Y 1 + δ
1
6N−1+‖Iu‖4Y 1
. δ
1
6N−
1
2
+.
Our purpose is to construct a solution u on [0, T ] for any T > 0. Note that u is a
solution to (1.1), then uλ(x, y, t) = λ
2u(λx, λy, λ3t) is also the solution to (1.1). Hence
it suffices to acquire the well-posedness for uλ on [0,
T
λ3 ].
From Proposition 3.1 the energy will be arbitrarily small by taking λ small,
E(INuλ,0) . N
2(1−s)‖uλ,0‖2H˙s(R2) + ‖uλ,0‖3L3(R2)
. N2(1−s)λ2(s+1)‖u0‖2H˙s(R2) + λ4‖u0‖3L3(R2)
. (N2(1−s)λ2(s+1) + λ4)(1 + ‖u0‖Hs(R2))3.
Assume N ≫ 1 is given (N will be chose later), then we have
E(INuλ,0) 6
1
4
by setting
λ = λ(N, ‖u0‖Hs(R2)) ∼ N
s−1
s+1 .
Now applying Proposition 3.10 to uλ,0, one gets
E(Iuλ)(δ) 6
1
4
+ CN−
1
2
+ <
1
2
.
Thus from Proposition 3.5 the solution uλ can be extended to t ∈ [0, 2δ]. Iterating this
procedure M steps, we have
E(Iuλ)(t) 6
1
4
+ CMN−
1
2
+
for t ∈ [0, (M + 1)δ]. That’s to say, as long as MN− 12+ . 1 the solution uλ can be
extended to t ∈ [0, (M + 1)δ]. Taking N(T ) ∼ T 2(s+1)7s−5 + ≫ 1, then
(M + 1)δ ∼ N 12−δ ∼ TN 3(1−s)s+1 ∼ T
λ3
.
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Hence, we obtain global well-posedness for (1.1) when s > 57 . Moreover, from Proposition
3.1 we have
‖u(T )‖Hs(R2) . λ−s−1‖uλ(
T
λ3
)‖Hs(R2)
. λ−s−1(|E(Iuλ)( T
λ3
)| 12 + ‖uλ,0‖L2(R2) + ‖uλ,0‖2L2(R2))
. λ−s−1(1 + ‖u0‖Hs(R2))2
. T
2(1−s)(1+s)
7s−5
−(1 + ‖u0‖Hs(R2))2.
4 Global attractor
This section follows Tsugawa’s idea which he applied to show the existence of global
attarctor for KdV equation on Sobolev spaces of negative index (see [27] ).
We find a representation of the rescaled equation associated to (1.4){
∂tv + (∂
3
x + ∂
3
y)v + (∂x + ∂y)v
2 + γλ−3v = λ−3g,
v(x, y, 0) = v0(x, y) ∈ Hs(R2),
(4.1)
with v(x, y, t) = λ−2u(λ−1x, λ−1y, λ−3t), v0(x, y) = λ
−2u0(λ
−1x, λ−1y) and g(x, y) =
λ−2f(λ−1x, λ−1y).
From the definition of rescaled operator I ′, one clearly knows
‖I ′v‖L2 = λ−1‖Iu‖L2 , ‖I ′g‖L2 = λ−1‖If‖L2 ,
and
‖I ′v‖H˙1 = λ−2‖Iu‖H˙1 , ‖I ′g‖H˙1 = λ−2‖If‖H˙1 .
Now, we give the time local result for weakly damped forced ZK equation.
Proposition 4.1. Let 57 < s < 1. Assume I
′v0 ∈ H1(R2) and I ′g ∈ H1(R2), then there
is a constant δ = δ(‖I ′v0‖H1(R2), λ−3‖I ′g‖H1(R2), γλ−3) > 0 so that there exists a unique
solution
v(x, y, t) ∈ C([0, δ],Hs(R2))
of (4.1) satisfying
‖I ′v‖Y 1 . ‖I ′v0‖H1(R2) + λ−3‖I ′g‖H1(R2),
and
sup
t∈[0,δ]
‖I ′v(t)‖H1 . ‖I ′v0‖H1(R2) + λ−3‖I ′g‖H1(R2).
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Proof. Acting I ′ on (4.1) gives
∂tI
′v + (∂3x + ∂
3
y)I
′v + (∂x + ∂y)I
′v2 + γλ−3I ′v = λ−3I ′g (4.2)
which also can been written as an intergral equation
I ′v = T I ′v
where
T I ′v = χ(
t
δ
)etSIv0 −
∫ t
0
e(t−t
′)Sχ(
t
δ
)((∂x + ∂y)I
′v2 + γλ−3I ′v − λ−3I ′g)dt′.
By the duality of Up, we have
‖
∫ t
0
e(t−t
′)Sχ(
t
δ
)(γλ−3I ′v − λ−3I ′g)dt′‖Y 1
.(
∑
N1
N21 ( sup
‖w‖
V 2
S
61
|
∫
R3
χ(
t
δ
)(γλ−3PN1I
′v − λ−3PN1I ′g)wdxdydt|)2)
1
2
.(
∑
N1
N21 ( sup
‖w‖
V 2
S
61
‖γλ−3PN1I ′v − λ−3PN1I ′g‖L∞t L2x,y‖χ(
t
δ
)w‖L1tL2x,y)
2)
1
2
.δ(
∑
N1
N21 (‖γλ−3PN1I ′v‖U2S + λ
−3‖PN1I ′g‖L2x,y )2)
1
2
.δ(γλ−3‖I ′v‖Y 1 + λ−3‖I ′g‖H1). (4.3)
Set
B = {I ′v ∈ Y 1∣∣ ‖I ′v‖Y 1 < C0(‖I ′v0‖H1 + λ−3‖I ′g‖H1)}.
Applying Proposition 3.4 and (4.3), on B one gets
‖T I ′v‖Y 1 . ‖I ′v0‖H1 + δ
1
6‖I ′v‖2Y 1 + δγλ−3‖I ′v‖Y 1 + δλ−3‖I ′g‖H1
. δ
1
6C20 (‖I ′v0‖H1 + λ−3‖I ′g‖H1)2 + (1 + C0δγλ−3)(‖I ′v0‖H1 + λ−3‖I ′g‖H1),
and
‖T I ′v1 −T I ′v2‖Y 1 . (δγλ−3 + δ
1
6 ‖I ′v1‖Y 1 + δ
1
6 ‖I ′v2‖Y 1)‖I ′v1 − I ′v2‖Y 1
. (δγλ−3 + δ
1
6C0(‖I ′v0‖H1 + λ−3‖I ′g‖H1))‖I ′v1 − I ′v2‖Y 1 .
If we assume
λ−3γ ≪ 1 , ‖I ′v0‖H1 ≪ 1 , λ−3‖I ′g‖H1 ≪ 1 , (4.4)
then
T : B → B
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is a strict contraction mapping.
Finally, fixing λ = λ0 and I
′v0, I
′g ∈ H1, we consider σ−scaling of v
w(x, y, t) = σ−2v(σ−1x, σ−1y, σ−3t).
It’s equivalent to consider well-posedness on [0, σ3δ] for w.
Observe that
(σλ0)
−3γ ≪ 1,
‖I ′′w0‖H1 . σ−1‖I ′v0‖H1 ≪ 1,
(σλ0)
−3‖I ′g‖H1 ≪ 1
provided σ is chosen to be sufficiently large, which verifies (4.4). It means that Cauchy
problem for w is well-posed on the time interval [0, 1]. Hence, (4.2) is locally well-posed
on [0, σ−3]. We complete the proof.
In the next place, we explore the increment of I ′v through modified energy E(I ′v).
From (4.2), we obtain
dE(I ′v)(t)
dt
= −
∫
R2
(∆I ′v − ∂x∂yI ′v + (I ′v)2)∂tI ′vdxdy
=
∫
R2
((∂3x + ∂
3
y)I
′v + (∂x + ∂y)I
′v2)((∆ − ∂x∂y)I ′v + (I ′v)2)dxdy
+
∫
R2
(γλ−3I ′v − λ−3I ′g)((∆ − ∂x∂y)I ′v + (I ′v)2)dxdy
= −2γλ−3E(I ′v)−
∫
R2
λ−3I ′g((∆ − ∂x∂y)I ′v + (I ′v)2)dxdy
+
1
3
γλ−3
∫
R2
(I ′v)3dxdy + Λ3((ξ
3
1 + η
3
1)(1−
m(ζ2 + ζ3)
m(ζ2)m(ζ3)
); I ′v)
+ Λ4((ξ1 + ξ2 + η1 + η2)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
; I ′v).
This implies
d
dt
E(I ′v)(t)e2γλ
−3t = −
∫
R2
λ−3I ′g((∆ − ∂x∂y)I ′v + (I ′v)2)e2γλ−3tdxdy
+
1
3
γλ−3‖I ′v‖3L3e2γλ
−3t + (Λ3 +Λ4)e
2γλ−3t. (4.5)
Integrating (4.5) over [0, T ′], one gets
E(I ′v)(T ′)e2γλ
−3T ′ − E(I ′v)(0)
=−
∫ T ′
0
∫
R2
λ−3I ′g[(∆ − ∂x∂y)I ′v + (I ′v)2]e2γλ−3tdxdydt
+
1
3
γλ−3
∫ T ′
0
‖I ′v‖3L3e2γλ
−3tdt+
∫ T ′
0
(Λ3 + Λ4)e
2γλ−3tdt. (4.6)
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Lemma 4.2. Assume that v is a solution of (4.1) on [0, T ′]. Then, we have
sup
t∈[0,T ′]
‖I ′v(t)‖2L2e2γλ
−3t
6C1(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3T ′ + |
∫ T ′
0
e2γλ
−3tΛ′3dt|), (4.7)
and
sup
t∈[0,T ′]
‖I ′v(t)‖2
H˙1
e2γλ
−3t
6C1(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3T ′ +
1
γ4
‖I ′g‖4L2e2γλ
−3T ′
+ |
∫ T ′
0
(Λ3 + Λ4)e
2γλ−3tdt|+ |
∫ T ′
0
Λ′3e
2γλ−3tdt|2), (4.8)
where Λ′3 = Λ3((ξ3 + η3)
m(ζ1+ζ2)
m(ζ1)m(ζ2)
; I ′v), C1 > 1.
Proof. Similarly to (4.5), one gets
d
dt
‖I ′v(t)‖2L2(R2)e2γλ
−3t = 2λ−3e2γλ
−3t
∫
R2
I ′gI ′vdxdy − 2e2γλ−3tΛ′3
which implies
‖I ′v(t)‖2L2(R2)e2γλ
−3t
.‖I ′v0‖2L2 + |
∫ T ′
0
e2γλ
−3tΛ′3dt|+
eγλ
−3T ′
γ
‖I ′g‖L2 sup
t∈[0,T ′]
‖I ′v(t)‖L2eγλ
−3t
.‖I ′v0‖2L2 + |
∫ T ′
0
e2γλ
−3tΛ′3dt|+
Cǫ
γ2
e2γλ
−3T ′‖I ′g‖2L2 + ǫ sup
t∈[0,T ′]
‖I ′v(t)‖2L2e2γλ
−3t (4.9)
for t ∈ [0, T ′].
As the last term of (4.9) can be absorbed by the left side via taking ǫ sufficiently
small, we obtain (4.7).
Using Ho¨rder’s inequalities, one has
|
∫ T ′
0
∫
R2
λ−3I ′g((∆ − ∂x∂y)I ′v + (I ′v)2)e2γλ−3tdxdydt|
.
eγλ
−3T ′
γ
‖∇I ′g‖L2 sup
t∈[0,T ′]
‖∇I ′v(t)‖L2eγλ
−3t
+
e
2
3
γλ−3T ′
γ
‖I ′g‖L3 sup
t∈[0,T ′]
‖I ′v(t)‖2L3e
4
3
γλ−3t
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.
Cǫe
2γλ−3T ′
γ2
‖I ′g‖2
H˙1
+ ǫ sup
t∈[0,T ′]
‖I ′v(t)‖2
H˙1
e2γλ
−3t
+
e2γλ
−3T ′
γ3
‖I ′g‖3L3 + sup
t∈[0,T ′]
‖I ′v(t)‖3L3e2γλ
−3t. (4.10)
Hence, from (4.6) and (4.10) we obtain
‖I ′v(t)‖2
H˙1
e2γλ
−3t . ‖I ′v0‖2H˙1 +
e2γλ
−3T ′
γ2
‖I ′g‖2
H˙1
+ |
∫ T ′
0
(Λ3 + Λ4)e
2γλ−3tdt|
+
e2γλ
−3T ′
γ3
‖I ′g‖3L3 + sup
t∈[0,T ′]
‖I ′v(t)‖3L3e2γλ
−3t (4.11)
for t ∈ [0, T ′].
Gagliardo-Nirenberg’s inequality and (4.7) give
‖I ′g‖3L3 . ‖I ′g‖H˙1‖I ′g‖2L2
. γ‖I ′g‖2
H˙1
+
1
γ
‖I ′g‖4L2 (4.12)
and
sup
t∈[0,T ′]
‖I ′v‖3L3e2γλ
−3t
. sup
t∈[0,T ′]
‖I ′v‖H˙1‖I ′v‖2L2e2γλ
−3t
.Cǫ sup
t∈[0,T ′]
‖I ′v‖4L2e2γλ
−3t + ǫ sup
t∈[0,T ′]
‖I ′v‖2
H˙1
e2γλ
−3t
.Cǫ‖I ′v0‖4L2 +
Cǫ
γ4
e2γλ
−3T ′‖I ′g‖4L2 + Cǫ|
∫ T ′
0
e2γλ
−3tΛ′3dt|2
+ ǫ sup
t∈[0,T ′]
‖I ′v‖2
H˙1
e2γλ
−3t. (4.13)
Collecting (4.11), (4.12) and (4.13), we can get (4.8).
The following a-priori estimate is impactful for controlling ‖u‖Hs .
Proposition 4.3. Let C2 ≪ 1, C3 > 1, C4 ≫ 1 and T ′ > 0 be given. Assume v is a
solution of (4.1) on [0, T ′]. If λ3 > γ, (N ′)
1
2
− > C4λ
2T ′,
1 . λ2‖I ′v0‖2L2 , 1 . λ2‖I ′g‖2L2 ,
‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3T ′ 6 C2,
‖I ′v0‖2H˙1 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3T ′ 6 λ−2C2,
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then we have
‖I ′v(T ′)‖2L2e2γλ
−3T ′ 6 C3(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3T ′),
‖I ′v(T ′)‖2
H˙1
e2γλ
−3T ′ 6C3(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3T ′
+
1
γ4
‖I ′g‖4L2e2γλ
−3T ′).
Proof. Actually choosing λ sufficiently large, from scaling we have
‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3T ′ +
1
γ4
‖I ′g‖4L2e2γλ
−3T ′
≪‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3T ′ .
Taking δ = δ(‖I ′v0‖H1 , λ−3‖I ′g‖H1 , γλ−3) as in Proposition 4.1 and j ∈ N satisfying
δj = T ′. For 0 6 k 6 j, k ∈ N, we prove
‖I ′v(kδ)‖2L2e2γλ
−3kδ
62C1(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3kδ)
62C1C2 (4.14)
and
‖I ′v(kδ)‖2
H˙1
e2γλ
−3kδ
62C1(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3kδ
+
1
γ4
‖I ′g‖4L2e2γλ
−3kδ)
64C1C2 (4.15)
by induction.
For k = 0, (4.14) and (4.15) hold trivially. We assume (4.14) and (4.15) hold true
for k = l where 0 6 l 6 j − 1. From Lemma 4.2, one has
‖I ′v((l + 1)δ)‖2L2e2γλ
−3(l+1)δ
6C1(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3(l+1)δ + |
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt|)
and
‖I ′v((l + 1)δ)‖2
H˙1
e2γλ
−3(l+1)δ
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6C1(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ
+
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ + |
∫ (l+1)δ
0
(Λ3 + Λ4)e
2γλ−3tdt|
+ |
∫ (l+1)δ
0
Λ′3e
2γλ−3tdt|2).
Therefore, it suffices to prove
|
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt| 6 ‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3(l+1)δ (4.16)
and
|
∫ (l+1)δ
0
(Λ3 + Λ4)e
2γλ−3tdt|+ |
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt|2
6‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ +
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ . (4.17)
From Proposition 3.9, we have
|
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt|
=|
∫ (l+1)δ
0
Λ3((ξ3 + η3)
m(ζ1 + ζ2)
m(ζ1)m(ζ2)
; e
2
3
γλ−3tI ′v)|
.δ
2
3 (N ′)−2+
l∑
m=0
‖e 23γλ−3tI ′v‖3Y 1
[mδ,(m+1)δ]
.δ
2
3 (T ′)−1
l∑
m=0
‖I ′v‖3Y 1
[mδ,(m+1)δ]
e2γλ
−3(m+1)δ . (4.18)
Proposition 4.1, (4.14) and (4.15) provide the up bound of ‖I ′v‖Y 1
‖I ′v‖3Y 1
[mδ,(m+1)δ]
e2γλ
−3(m+1)δ
.‖I ′v(mδ)‖3H1e2γλ
−3(m+1)δ + (λ−3‖I ′g‖H1)3e2γλ
−3(m+1)δ
.(C1C2)
1
2C1(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3(m+1)δ). (4.19)
Hence, from (4.18) and (4.19), one obtains
|
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt|
.(C1C2)
1
2C1δ
2
3 (T ′)−1(l + 1)(‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3(l+1)δ)
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.(C1C2)
1
2C1δ
− 1
3 (‖I ′v0‖2L2 +
1
γ2
‖I ′g‖2L2e2γλ
−3(l+1)δ). (4.20)
We can get (4.16) from (4.20) as C2 ≪ 1.
Moreover,
|
∫ (l+1)δ
0
e2γλ
−3tΛ′3dt|2
6
1
4
(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ +
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ)
which allows that one only need to show
|
∫ (l+1)δ
0
(Λ3 + Λ4)e
2γλ−3tdt|
6
1
2
(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ +
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ). (4.21)
Similarly, from Proposition 3.7 and 3.8, we have
|
∫ (l+1)δ
0
(Λ3 + Λ4)e
2γλ−3tdt|
.δ
1
6 (N ′)−
1
2
+
l∑
m=0
‖I ′v‖3Y 1
[mδ,(m+1)δ]
e2γλ
−3(m+1)δ
.δ
1
6 (C4λ
2T ′)−1
l∑
m=0
(‖I ′v(mδ)‖3H1 + (λ−3‖I ′g‖H1)3)e2γλ
−3(m+1)δ . (4.22)
On one hand, (4.14) and (4.15) tell us that
‖I ′v(mδ)‖3L2e2γλ
−3(m+1)δ
.C21 (‖I ′v0‖3L2 +
1
γ2
‖I ′g‖3L2e2γλ
−3(m+1)δ)
.C21λ
2(‖I ′v0‖4L2 +
1
γ4
‖I ′g‖4L2e2γλ
−3(m+1)δ) (4.23)
and
‖I ′v(mδ)‖3
H˙1
e2γλ
−3(m+1)δ
.(C1C2)
1
2 (‖I ′v0‖2H˙1 + ‖I ′v0‖4L2 +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(m+1)δ
+
1
γ4
‖I ′g‖4L2e2γλ
−3(m+1)δ), (4.24)
on the other hand, we have
(λ−3‖I ′g‖H1)3e2γλ
−3(m+1)δ
29
.
1
γ3
‖I ′g‖3L2e2γλ
−3(m+1)δ +
1
γ3
‖I ′g‖3
H˙1
e2γλ
−3(m+1)δ
.λ2
1
γ4
‖I ′g‖4L2e2γλ
−3(m+1)δ + (C2)
1
2
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(m+1)δ
.λ2(
1
γ4
‖I ′g‖4L2e2γλ
−3(m+1)δ +
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(m+1)δ). (4.25)
Collecting (4.22)-(4.25), one gets
|
∫ (l+1)δ
0
(Λ3 + Λ4)e
2γλ−3tdt|
.δ
1
6 (C4λ
2T ′)−1C21λ
2(l + 1)(‖I ′v0‖2H˙1 + ‖I ′v0‖4L2
+
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ +
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ)
.δ−
5
6C21C
−1
4 (‖I ′v0‖2H˙1 + ‖I ′v0‖4L2
+
1
γ2
‖I ′g‖2
H˙1
e2γλ
−3(l+1)δ +
1
γ4
‖I ′g‖4L2e2γλ
−3(l+1)δ)
which gives (4.21) by taking C4 sufficiently large.
Proposition 4.4. Let C2 ≪ 1, C3 > 1, C4 ≫ 1 and T > 0 be given. Assume u is a
solution of (1.4) on [0, T ]. If N
3
11
− > γ, N0+ > C4T ,
‖Iu0‖2L2 +
1
γ2
‖If‖2L2e2γT 6 C2N
2
11
−,
and
‖Iu0‖2H˙1 +
1
γ2
‖If‖2
H˙1
e2γT 6 C2N
2
11
−,
then we have
‖Iu(T )‖2L2e2γT 6 C3(‖Iu0‖2L2 +
1
γ2
‖If‖2L2e2γT ),
‖Iu(T )‖2
H˙1
e2γT 6 C3(‖Iu0‖2H˙1 + ‖Iu0‖4L2 +
1
γ2
‖If‖2
H˙1
e2γT +
1
γ4
‖If‖4L2e2γT ).
Proof. Notice that ‖I ′v‖2L2 = λ−2‖Iu‖2L2 , |I ′g‖2L2 = λ−2‖If‖2L2 , ‖I ′v‖2H˙1 = λ−4‖Iu‖2H˙1 ,
‖I ′g‖2
H˙1
= λ−4‖If‖2
H˙1
and the fact λ2‖I ′v0‖2L2 = ‖Iu0‖2L2 > 12‖u0‖2L2 if N is sufficiently
large, we acquire Proposition 4.4 via taking λ = N
1
11
−, N ′ = Nλ and T
′ = λ3T in
Proposition 4.3.
Finally ,we show the exsitence of the global attractor.
Proof of Theorem 1.2. Let 0 < ǫ≪ 1 be fixed. We choose T1 > 0 so that
e2γT1 >(‖u0‖2Hs + ‖u0‖4L2)(
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2)−1max
{
γ
22(1−s)
3
+, (C4T1)
2(1−s)
ǫ ,
30
(
C2
2
‖u0‖−2Hs
) 11(1−s)
(10−11s)
−
,
(
2C−12 γ
−2‖f‖2H1e2γT1
)11(1−s)+}
, (4.26)
which is possible as 11(1 − s) < 1. T1 depends only on ‖u0‖Hs , ‖f‖H1 and γ. Set
N = max
{
γ
11
3
+, (C4T1)
1
ǫ ,
(
C2
2
‖u0‖−2Hs
) 11
2(10−11s)
−
,
(
2C−12 γ
−2‖f‖2H1e2γT1
) 11
2
+
}
.
(4.27)
From the choice of T1 and N , we know
N
3
11
− > γ, N ǫ > C4T1,
and
‖Iu0‖2H1 6 N2−2s‖u0‖2Hs 6
C2
2
N
2
11
−,
γ−2‖If‖2H1e2γT1 6
C2
2
N
2
11
−.
Hence, from Proposition 4.4, one gains
‖u(T1)‖2Hs 6‖Iu(T1)‖2H1
6C3(‖Iu0‖2H1e−2γT + ‖Iu0‖4L2e−2γT +
1
γ2
‖If‖2H1 +
1
γ4
‖If‖4L2)
6C3(N
2(1−s)‖u0‖2Hse−2γT + ‖u0‖4L2e−2γT +
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2).
From (4.26) and (4.27) , we get
N2(1−s)e−2γT1(‖u0‖2Hs + ‖u0‖4L2) <
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2
which helps us give the bound
‖u(T1)‖2Hs 6 2C3(
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2) < K1
where K1 depends only on ‖f‖H1 and γ.
In the next place, one can fix T2 > 0 and solve (1.4) on time interval [T1, T1 + T2]
with initial data replaced by u(T1). Let K2 > 0 be sufficiently large such that
K2e
2γt >max
{
γ
22(1−s)
3
+, (C4t)
2(1−s)
ǫ ,
(
2C−12 K1
) 11(1−s)
(11s−10)
+
,
(
2C−12 γ
−2‖f‖2H1e2γt
)11(1−s)+}
, (4.28)
31
for any t > 0. Set N2(1−s) = K2e
2γT2 , then inequality (4.28) verifies the assumptions in
Proposition 4.4 and hence we obtain
‖Iu(T1 + T2)‖2H1 6C3(N2(1−s)‖u(T1)‖2Hse−2γT2 + ‖u(T1)‖4L2e−2γT2 +
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2)
6C3(K1K2 +K
2
1 +
1
γ2
‖f‖2H1 +
1
γ4
‖f‖4L2) < K3.
For t > T1, we define the maps M1(t) and M2(t) as
M̂1(t)u0 = Â(t)u0||ζ|<Nt, M̂2(t)u0 = Â(t)u0||ζ|>Nt,
where A(t)u0 = u(t) and Nt = (K2e
2γ(t−T1))
1
2(1−s) .
It’s easy to see that for t > T1,
‖M1(t)u0‖2H1 6 ‖Iu(t)‖2H1 < K3,
‖M2(t)u0‖2Hs 6 N2s−2‖Iu(t)‖2H1 < K−12 K3e−2γ(t−T1).
Hence we obtain Theorem 1.2 by taking K = max{K
1
2
3 ,K
− 1
2
2 K
1
2
3 }.
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