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In this paper we study combinatorial designs that are characterized by a 
(0, l)-matrix A of order n > 3 that satisfies the matrix equation 
where AT denotes the transpose of A, D denotes the diagonal matrix 
D = diag [k, - h, , k, - h, ,,.., k, - &,I, 
and the scalars ki - X, and Xi are positive. We call these con@rations multi- 
plicative designs. They are a natural generalization of the classical symmetric 
block designs and the recently investigated h-designs. We develop certain basic 
properties of multiplicative designs. But the complete structure of these in- 
teresting configurations is far from determined. 
1. INTRODUCTION 
Let S = {a, , a, ,..., am} be an m-set (a set of m elements) and let S, , S, , 
. . . . S, be n subsets of S. We set alj = 1 if ai is in Sj and we set aij = 0 
if ai is not in Sj . The resulting (0, I)-matrix 
A = [aJ (1.1) 
of size m by n is the incidence matrix of the configuration. It is clear that A 
characterizes the configuration. In this paper we are interested in con- 
figurations with an incidence matrix A of size m by n that satisfies the 
matrix equation 
ATA = D + [d&6j, (1.2) 
where AT denotes the transpose of A, D denotes the diagonal matrix 
D = diag[k, - A, , k, - X, ,..., k, - X,], (1.3) 
* This research was supported in part by ONR Contract Number NOOO14-67-A- 
0094-0010. 
98 
0 1972 by Academic Press, Inc. 
SYMMETRIC DESIGNS AND RELATED CONFIGURATIONS 99 
and the scalars ki - h, and Ai are positive. We make some initial obser- 
vations in Section 2 on a general inequality m > n of Fisher type. But 
thereafter we confine ourselves to the case of equality. 
Now let A be a (0, l)-matrix of order n > 3 that satisfies the matrix 
equation (1.2) with ki - Xi and Xj positive. We call a configuration whose 
incidence matrix A fulfills these requirements a multiplicative design on 
the parameters k, , k, ,..., k, and h, , h, ,..., h, . It is evident that our 
definition of a multiplicative design places heavy restrictions on the para- 
meters k, , k, ,..., k, and h, , X, ,..., X, . At the outset it is clear that 
ki is a positive integer and v’& v’& is a positive integer provided i # j. 
It is not difficult to verify that the requirements ki - Ai > 0 insure the 
non-singularity of the incidence matrix A. The restrictions Xj > 0 exclude 
unimportant degeneracies, and we take n > 3 so that the incidence 
matrix A determines the design parameters h, , A2 ,..., X, uniquely. In the 
event that 
A, = A, = *** = A, zs A, 
then the matrix equation (1.2) becomes 
(1.4) 
ATA = diag[k, - X, k, - h ,..., k, - X] + hJ, 
where J is the matrix of l’s of order n. If in (1.5) we further require that 
all of the column sums of A satisfy 
k, = k, = . . . = k, E k, (1.6) 
then our incidence matrices yield the familiar symmetric block designs 
[4, 5,8]. On the other hand if in (1.5) we require that at least two of the 
column sums of A be distinct, then our incidence matrices yield the recently 
investigated X-designs [l, 2, 9, 1 I]. Indeed, multiplicative designs may be 
regarded as a natural generalization of symmetric block designs and 
h-designs. The basic generalization involves the replacement of the very 
critical matrix XJ of (1.5) by a symmetric matrix of rank 1. 
We devote Section 3 to fundamental properties of multiplicative designs. 
We first prove a general lemma dealing with real matrices. The lemma 
applied to the incidence matrix A of a multiplicative design asserts that 
AD-lA= = I + t[xixj], 
where D-l denotes the inverse of D and I denotes the identity matrix 
of order n. The quantities t and xi are appropriate scalars determined by 
the design parameters k, , k, ,..., k, and h, , h, ,..., h, . 
The remainder of the paper is devoted to multiplicative designs with 
special properties. In Section 4 we study multiplicative designs with 
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A, = ... = X, . We are unable to give a complete classification of these 
designs. But here we do obtain an analog of the row sum property for 
X-designs [9, 111. 
A multiplicative design on the parameters k, , k, ,..., k, and h, , h, ,..., h, 
is called a uniform design provided 
k, - h, = k, - h, = .a. = k, - h, E c. (1.8) 
We discuss uniform designs and their duality property in Section 5. We 
conclude with some interesting examples of uniform designs. Our con- 
structions are built from special symmetric block designs in various ways. 
The present work is largely self-contained. But we remark at the outset 
that we use extensively throughout the paper various of the concepts and 
techniques developed in [3,9, 111. We also wish to take this opportunity 
to thank A. J. Hoffman for simplifications in the proofs of both Lemma 2.1 
and Lemma 3.1. 
2. A FISHER-TYPE INEQUALITY 
Fisher-type inequalities occur repeatedly throughout the combinatorial 
literature [3,7]. The lemma in this section deals with such an inequality. 
Its proof utilizes the following well-known theorem in the theory of 
determinants. Let A = [Q] be a real matrix of order IZ, and let Ai denote 
the sum of the absolute values of the elements of row i of A with the main 
diagonal element ait of A excluded (i = 1, 2,..., n). Suppose that A has a 
dominant main diagonal in the sense that 
aai > Ai (i = 1, 2 ,..., n). (2.1) 
Then 
det(A) > 0. (2.2) 
A discussion of this theorem and various related results may be found 
in [IO]. 
LEMMA 2.1. Let A be a real matrix of size m by n such that ATA has 
ki in the (i, i) position and &j in the (i, j) position, where i # j. Suppose 
that there exist non-negative real numbers X, , h, ,..., h, such that 
ki - Xi > 5 1 Xii - 2/Gdil (i = 1, 2 ,..., n). (2.3) 
i=l 
Li#i 
Then 
m 3 n. (2.4) 
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Proof. The hypothesis (2.3) in conjunction with the previously 
quoted theorem on determinants tells us that the matrix 
is positive definite. But then the matrix 
(2.6) 
is the sum of a positive definite and a positive semidei?nite matrix. Hence 
ATA is itself positive definite. But this in turn implies that ATA is of rank n, 
whence we have m >, n. 
It appears that the techniques employed in the proof of Lemma 2.1 
are capable of yielding a variety of inequalities of Fisher type. But we 
do not pursue this topic here. Furthermore, let A be the special (0, l)- 
matrix of size m by n that satisfies the matrix equation (1.2). Then it 
follows at once from Lemma 2.1 that the requirements ki - hi > 0 imply 
m 2 n. 
3. MULTIPLICATIVE DESIGNS 
We now prove a lemma for real matrices that is useful in the study of 
multiplicative designs. 
LEMMA 3.1. Let X = [xi,] and Y = [ yir] be real matrices of order n 
that satisfy the matrix equation 
XY = D + [d/hid/);;l, (3.1) 
where D denotes the diagonal matrix 
D = diag[k, - A, , k, - A, ,..., k, - A,], (3.2) 
and the scalars ki - Xi and A, are positive and non-negative, respectively. 
Then 
YD-lX = I + t[yixj], (3.3) 
where D-l denotes the inverse of D and I denotes the identity matrix of 
order n. The scalars t, yi , and xi are determined by the equations 
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(3.5) 
(3.6) 
Proof. We begin with the observation that the matrix XY is non- 
singular. This follows as in Lemma 2.1 with A*A replaced by XY. We 
remark in passing that we may also evaluate det(XY) explicitly. The result 
of a straightforward calculation is 
det(XY)= [l +&+...+A-(k,- 
We next let 
and 
P = cl/IT = [fiz/&]. 
We note initially that 
tr(A(A’D-l)) = (A*D-l)d, 
Al) ..- (kn - A,). (3.7) 
(3.8) 
(3.9) 
(3.10) 
a result that is in fact valid for A an arbitrary column vector of n compo- 
nents and ND--l an arbitrary row vector of n components. In the above 
notation (3.5) and (3.6) assume the form 
Yl 
[l + tr(PD-l)] ! = YD-l/I, I 1 -Y7l = FD-l(l, (3.11) 
respectively. Thus we see that we are required to prove that 
yD-lX= r + (YD-lh(A=D-lX) 
1 + tr(PD-l) ’ 
(3.12) 
If we multiply (3.1) on the left by X-l and on the right by D-lx, then we 
obtain 
YD-IX = I + X-lPD-lX. 
Thus it suffices to prove that 
(3.13) 
x-IpD-lx = YD-lPD-lx 
1 + tr(PD-l) ’ 
(3.14) 
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But (3.14) is equivalent to 
XYD-lPD-l 
pD-1 = 1 + tr(PD-l) ’ 
(3.15) 
and (3.15) is in turn equivalent to 
[l + tr(PD-l)] PD-l = (D + P)(D-lPD-l) = PD-l + (PD-32 (3.16) 
or 
[tr(PD-l)] PD-l = (PD-1)2. (3.17) 
But now, if we multiply (3.10) on the left by A and on the right by ND-l, 
then we obtain (3.17). This completes the proof of Lemma 3.1. 
It is of interest to note that 
(3.18) 
These relationships are also a direct consequence of (3.10) and (3.11). 
COROLLARY 3.2. Let A be the incidence matrix of a multiplicative 
design on the parameters kl , k, ,..., k, and h, , X, ,..., h,. Then 
where 
AD-lAT = I + t[xixj], (3.19) 
(3.20) 
(3.21) 
Proof. We set X = AT and Y = A in Lemma 3.1 and thereby obtain 
Corollary 3.2. 
COROLLARY 3.3. The parameters kl , kz ,..., k, and h, , h, ,..., A,, of a 
multiplicative design satisfy 
= [ &k’+ ... + &k,,]l. (3.22) 
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Proof. We multiply (3.19) on the left and right by J. This implies 
k, k3 ____ -i- ‘.. f k, _ -& - 
kl- XI 
n n + t(x, + 0.. + x,y. (3.23) 
We then add the n equations of (3.21) and this gives the desired conclusion. 
Notice that, if we set n = v, k, = k, = .a* = k, = k, and 
A, = A, = *** = A, = A, 
then (3.22) reduces to the familiar equation 
k-A===----v (3.24) 
for symmetric block designs. 
4. MULTIPLICATIVE DESIGNS WITH h, = ... = A, 
Let A be the incidence matrix of a multiplicative design on the para- 
meters kl , k, ,..., k, and A, , A, ,..., A, with A, = a*. = A, . Then A 
satisfies the matrix equation 
ATA = diag[k, - A,, k, - h, ,..., k, - h2] 
dh,dx *** 4ixG 
hJ I , (4.1) 
where J is the matrix of l’s of order n - 1. Throughout the discussion 
we take A normalized by row permutations so that the k,l’s in column 1 
of A occur in the initial positions. We call the first k, rows of the permuted 
A the upper rows of A and the last n - kl rows the lower rows of A. We 
have 1 5 kl 5 n so that A contains at least one upper row. But A does 
not necessarily contain lower rows. 
The following theorem gives the analog for multiplicative designs 
witi & = *a- = A, of the row sum property for h-designs [9, 111. 
THEOREM 4.1. Let A be the incidence matrix of a multiplicative design 
on the parameters k, , k2 ,..., k, and A1 , h, ,..., X, with X, = ... = X, . 
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Then the upper rows of A take on only two row sum values r, and r2 and if 
rl # r2 then 
“” (k, - 3 d/h,d/h,+ 2X,>. rl + r2 = n + X,(k, - Xl) (4.2) 
Similarly, the lower rows of A take on onIy two row sum values r3 and r4 
and ifr3 # r, then 
r.-j-r~=nf~~~S) (kl - v’, v’,,. (4.3) 
21 1 
Moreover, r, = rz implies 
klrl = kl + (n - 1) d/,6, (4.4) 
r3 = r4 implies 
(n - k,) r3 = kz + *** + k, - (n - 1) v’Gv’&, 
and both r, = r2 and r, = r, imply 
k, = . . . = k,. 
(4.5) 
(4.6) 
Proof. By Corollary 3.2 we have 
’ + t&z = kl _ -& -.A- + (-AL& + . . . + &), (4.7) 
+ v”&- (A + *-a + &-). (4.8) 
But A is a (0, I)-matrix so that aii = at. Furthermore, the rows of A 
have been normalized so that (4.7) and (4.8) imply 
$3 - - 
;G xi + f t1 + 
d/h,&-- A, 
A,(k, - X,) ) = ’ (1 < i < k), (4.9) 
Xj2 - - 
I& 
x,+l=o (k, + 1 < j d n). t 
(4.10) 
If we multiply (4.1) on the right by J we obtain the relationship 
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whence it follows that 
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But (3.18) with Y = A asserts that 
We define 
AT 
(4.13) 
a=~(~~-dhe)+(n-l)fi, (4.14) 
b= fid&--‘, 
kl - X1 ’ 
(4.15) 
Then it follows from (4.13) and the normalized form of A that 
d/,dG+ (n - 2) x, 
(4.16) 
Now the matrix AT is non-singular so that we may conclude from (4.12) 
and (4.16) that 
axi + b = ri - 1 (1 < i < k), (4.17) 
axj = rj - 1 (k, + 1 <j < 4. (4.18) 
The quadratic equations (4.9) tell us that the xi of (4.8) take on only two 
values for i in the interval 1 < i < kl . We revise our notation at this 
point and call these two values x1 and x2 , and the corresponding values 
for the upper row sums given by (4.17) we call r, and r, , respectively. 
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Similarly, the quadratic equations (4.10) tell us that the xj of (4.8) take 
on only two values for j in the interval k1 + 1 < j < IZ. We call these 
two values x3 and x4, and the corresponding values for the lower row 
sums given by (4.18) we call r3 and r4 , respectively. Now, if r, # r2 , 
then by (4.17) we have x1 # x2 . It then follows from (4.9) that 
(4.19) 
But (4.17) and (4.19) imply (4.2). A similar argument establishes (4.3). 
The formulas (4.4) and (4.5) dealing with row sum equalities follow by 
elementary counting. We prove next that a # 0. Suppose that a = 0. 
Then by (4.15) and (4.17) we have 
r,=r,=b+l= d/h,d&- h, 
k,-AX, $-l* 
(4.20) 
The structure of A is such that kl > d\/,d\/x,. Hence by (4.20) we have 
rl = 1 or rl = 2. If rl = 1 then kI = 1 and d/,4/, = 0. If r1 = 2 
then k, = d/,d/x, and r1 = n = 2. Hence a # 0. Suppose now that 
rl = r2 and r3 = r, . Then by (4.12) we have 
d/x,dh,(r, - 1) + (ki - dgda(r, - 1) = l/G 1/g+ (n - 2) h, 
(j = 2,..., n). (4.21) 
But a # 0 and x3 # 0 imply r3 - 1 # 0. This establishes (4.6). 
We are unable to give a complete classification of the multiplicative 
designs with h,= *a* = An . Such designs may be constructed by various 
bordering devices. We illustrate with a simple example. Let A’ be the 
incidence matrix of order n’ of a Al-design. We define 
(4.22) 
Then A is the incidence matrix of order n = n’ + 1 of a multiplicative 
design with h, = *a* = h, . The parameters of this design satisfy k, = 1 
and X, = l/& = X’ + 1. The matrix A’ is the incidence matrix of a 
X-design so that not all of its row sums are equal. Hence the two lower 
row sums r3 and r, of A are distinct and by (4.3) we have 
r,+r,=n’+ 1. 
This is in fact the row sum property for the X/-design. 
(4.23) 
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5. UNIFORM DESIGNS 
We recall that a multiplicative design on the parameters k, , k, ,..., k, 
and A, , A, ,..., A, is a uniform design provided 
k, - h, = k, - h, = .+a = k, - X, = c. (5.1) 
Thus the incidence matrix A of a uniform design satisfies the matrix 
equation 
ATA = cl + [d&-d&], (5.2) 
where I denotes the identity matrix of order n. 
The following theorem asserts that the dual of a uniform design is 
again a uniform design. Its proof is an immediate consequence of 
Corollary 3.2. 
THEOREM 5.1. Let A be the incidence matrix of a uniform design on 
the parameters k, , k, ,..., k, and h, , h, ,..., h, . Then AT is also the incidence 
matrix of a uniform design and satisfies the matrix equation 
where 
AAT = cl + ct[xix,], (5.3) 
t=l+f(h,+...+A,), (5.4) 
(5.5) 
We proceed with the construction of certain families of uniform designs. 
Let A’ be the incidence matrix of a (u’, k’, A’)-design (symmetric block 
design) with parameters of the form 
l v’ = N2(N + 2), k’ = N(N + l), h’ = N, (5.6) 
where N is a positive integer. (We allow the degeneracy N = 1.) The 
parameters (5.6) satisfy the usual necessary conditions for the existence 
of a symmetric block design and certain of these designs have been con- 
structed. The (16, 6, 2)-design is well known and one of several recent 
constructions of a (45, 12, 3)-design may be found in [6]. We define 
(5.7) 
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Then A is the incidence matrix of order n = N3 + 2N2 + 1 of a multi- 
plicative design on the parameters 
and 
k, = N2(N + 2), k, = . . . =k,=N2+N+1 (5-g) 
A, = N2(N + I), A, = -a* = An = N+ 1. (5.9) 
The design is uniform with c = N2 and is also of the type discussed in 
Section 4. 
Let A’ be the incidence matrix of a (Y’, k’, h/)-design with the property 
that 
jj* = k’ - A’ 
x (5.10) 
is a positive integer. We define k* and v* by 
and 
k* _ A* = k’ - A (5.11) 
jj*v* = k*2 - (k* - A*), (5.12) 
respectively. Evidently A* divides k* - A* and k* so that v* is a positive 
integer. Thus v*, k*, and A* are potential candidates for the parameters 
of a (v*, k*, A*)-design. Let us suppose that such a design of incidence 
matrix A* exists. We define 
A = [A”* “,‘I, (5.13) 
where J is the matrix of I’s of size v’ by v* and 0 is the zero matrix of 
size v* by v’. Then by a direct calculation we may verify that A is the 
incidence matrix of a uniform design. The multiplicative property of the 
design is a consequence of the relation 
k12 = X(h* + v’) (5.14) 
and the uniformity requirement follows from (5.11). 
We now seek appropriate matrices A’ and A* for the construction of 
the matrix A of (5.13). Let A’ be the incidence matrix of a (v’, k’, h/)-design 
with parameters of the form (5.6). Then in (5.10) we have A* = A’ and 
consequently in (5.11) we have k* = k’ and in (5.12) we have v* = v’. 
Hence we may set A* = A’= and the matrix A of (5.13) thereby becomes 
a symmetric incidence matrix of a uniform design. The matrix A is of 
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order 2N2(N + 2). The degeneracy N = 1 yields the following symmetric 
matrix of order 6: 
‘1 1 1 0 1 1 
111101 
111110 
011000 
101000 
-1 1 0 0 0 0 
(5.15) 
The values N = 2 and N = 3 yield symmetric matrices of orders 32 and 
90, respectively. 
We conclude with a discussion of a strikingly different pair of matrices 
A’ and A* for the construction of the matrix A of (5.13). Let A’ be the 
incidence matrix of a (u’, k’, A’)-design of Hadamard type with parameters 
of the form 
v’ = 4N - 1, k’ = 2N, /I’ = N. (5.16) 
Let A* be the incidence matrix of a (v*, k*, A*)-design of projective plane 
type with parameters of the form 
v* = N2+ N+ 1, k*=N+l, A* = 1. (5.17) 
These parameters satisfy equations (5.10), (5.1 l), and (5.12). The matrix 
A of (5.13) thereby becomes the incidence matrix of a uniform design. 
The matrix A is of order N(N + 5) and may be constructed for various 
values of N, for example, N = 2”. The degeneracy N = 1 overlaps our 
previous construction (5.15). But N = 2 yields a matrix of order 14 
whose essential components are the incidence matrix of a projective plane 
of order 2 and its complement. 
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