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INTRODUCTION
The use of Z2 -graded algebras and modules is now an established tool
of multilinear algebra, whether in representation theory, invariant theory,
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or algebraic topology. More recently, Z2 -gradings have been extended to
gradings by Abelian groups.
The present work touches upon three main topics.
First, we introduce a new algebraic structure which is a generalization of
a Hopf algebra. We have named these algebras MilnorMoore algebras, in
honor of Milnor and Moore’s pioneering paper which inaugurated the
theory of Hopf algebras.
Second, we describe a class of MilnorMoore algebras that occur when
multiple G-gradings are given to the same Hopf algebra, G being an abelian
group.
Third, we study coderivations on Hopf algebras. Some Hopf algebras of
common occurrence have the property that every derivation is a coderivation.
Finally, we begin the study of the notion of a Lie superalgebra action on
a MilnorMoore algebra.
Our intention is to give a streamlined presentation that brings under one
roof a variety of ideas and constructions that have been used in the recent
literature.
We are deeply indebted to the pioneering work of Drinfel’d [15];
Grosshans, Rota, and Stein [16]; Gurevich [17]; Hashimoto and Hayashi
[19]; Joyal and Street [23, 24]; Majid [29, 30]; Mikhalev and Zolotykh
[32]; Pareigis [34]; and Scheunert [37, 38].
1. MULTILINEAR ALGEBRA OVER A SUPERSYMMETRIC
K-ALGEBRA
1-Supersymmetric Algebras
1.0. Involutorial G-Bicharacters. Let G be an abelian group, K a field.
A bicharacter of G with values in K is a map
1 : G_G  K*=K&[0]
such that
1(g1+ g2 , g)=1(g1 , g) 1(g2 , g)
and
1(g, g1+ g2)=1(g, g1) 1(g, g2)
for every g, g1 , g2 # G.
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The bicharacter 1 will be called involutorial if
1(g1 , g2) 1(g2 , g1)=1
for every g1 , g2 # G.
1.1. 1-Supersymmetric Algebras. Let now A be a G-graded associative
K-algebra, with identity 1. Given a G-homogeneous element a # A, we will
denote by the symbol |a| # G the G-grading of the element a # A. Further-
more, we will adopt the convention that whenever we write a symbol like
|a|, we tacitly assume that the element a # A is a G-homogeneous element.
Notice that the identity 1 # A is a homogeneous element of grade 0 # G.
Let 1 be an involutorial bicharacter of G with values in K, then the
K-algebra A will be said to be a 1-supersymmetric K-algebra whenever the
identity
ab=1( |a|, |b| ) ba
holds for every pair (a, b) of G-homogeneous elements.
In the following, we will indicate a 1-supersymmetric algebra by the
triple (A, 1, | | ).
A-Bimodules
1.2. Left A-Actions. Let A be a G-graded 1-supersymmetric algebra
and let us denote by X= g # G Xg a G-graded K-vector space; let |x|
denote the G-grading of a homogeneous element x # X. A left action of A
over X is a K-linear map
\L : AX  X, ax [ a } x
such that
(i) |a } x|=|a|+|x| , for a # A, x # X;
(ii) (ab) } x=a } (b } x), for a, b # A, x # X;
(iii) 1 } x=x, for x # X.
1.3. A K-algebra EndK (X) inherits the structure of G-graded algebra,
as follows. Set
EndK (X)h=[ f # EndK (X); f [Xg]Xg+h , for every g # G].
A left action \L of A over X induces a homogeneous morphism of G-graded
K-algebras
A  EndK (X)
of grade 0 # G.
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1.4. Proposition. The map
\R : XA  X, xa [ x } a
given by
x } a=1( |x|, |a| ) a } x
is a right action of A over X.
Proof.
(x } a) } b=1( |x|, |a| )(a } x) } b=1( |x|, |a| ) 1( |x|+|a|, |b| ) b } (a } x)
=1( |x|, |a| ) 1( |x|+|a|, |b| )(ba) } x
=1( |x|, |a| ) 1( |x|, |b| ) 1( |a|, |b| )(ba) } x
=1( |x|, |a|+ |b| ) 1( |a|, |b| )(ba) } x=1( |x|, |a|+ |b| )(ab) } x
=x } (ab).
1.5. Proposition. X is an A-bimodule, that is,
a } (x } b)=(a } x) } b.
Proof.
a } (x } b)=1( |x|, |b| ) a } (b } x)=1( |x|, |b| )(ab) } x
=1( |x|, |b| ) 1( |a|, |b| )(ba) } x
=1( |x|, |b| ) 1( |a|, |b| ) b } (a } x)
=1( |x|+|a|, |b| ) b } (a } x)
=(a } x) } b.
1.6. We saw that any left (right) A-module can be canonically regarded
as a bimodule, where the actions are related by the pair of equivalent
identities
a } x=1( |a|, |x| ) x } a, x } a=1( |x|, |a| ) a } x.
In the following we will refer to such a kind of modules as (A, 1)-bimodules.
Since the bicharacter 1 is assumed to be fixed throughout the chapter, we
will use the term A-bimodule for short.
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1.7. Remark. Let (A, #) be a G-graded #-supersymmetric algebra. Let X
be an H-graded K-vector space, with H an abelian group, 1: H_H  K*
a bicharacter of H, and . : G  H a group homomorphism. A left action
of A over X is a K-linear map
\L : AX  X, ax [ a } x
such that
(i) |a } x|=.( |a| )+|x|, for a # A, x # X;
(ii) (ab) } x=a } (b } x), for a, b # A, x # X;
(iii) 1 } x=x, for x # X.
Set
T: XA  AX,
T(xa)=1( |x|, .( |a| )) ax, for a # A, x # X.
1.8. Proposition. Under the condition
1(.( |a| ), .( |b| ))=#( |a| , |b| )
the map
\R : XA  X, xa [ x } a
given by
\R=\L b TXA ,
that is,
x } a=1( |x|, .( |a| )) a } x,
is a right action of A over X.
Observe that in this case A can be regarded as an H-graded algebra, by
setting
|a|H=.( |a| ), a # A.
Furthermore, A turns out to be a 1-supersymmetric H-graded algebra.
Therefore, the formal theory of H-graded bimodules over a G-graded
supersymmetric algebra can be canonically reduced to the case G=H.
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A-Linear Maps
1.9. Let M and M$ be A-bimodules. The K-vector space HomK (M, M$)
inherits a structure of G-graded vector space, by setting
HomK (M, M$)h =
def [ f # HomK (M, M$); f [Mg]M$g+h , for every g # G].
A homogeneous K-linear map
f: M  M$
of G-grade | f | is said to be a homogeneous A-linear map whenever the
following condition holds:
f (: } x)=1( | f |, |:| ) : } f (x), for every : # A, x # M.
Note that
|: } f (x)|=| f (: } x)|.
1.10. Proposition. Let f: M  M$ be an A-linear map, homogeneous of
grade | f |; then




:i } xi+= :
n
i=1
1( | f |, |:i | ) : i } f (xi), :i # A, x i # M.
(ii) (right action)
f (x } :)= f (x) } :, : # A, x # M.




xi } :i+= :
n
i=1
f (x i) } :i , :i # A, x i # M.
In particular, if | f |=0 # G (so that | f (x)|=|x|, for every x # M), then
f (: } x)=: } f (x), : # A, x # M.
1.11. Let
HomA(M, M$)h =
def [ f # HomK (M, M$)h , f A-linear], h # G.
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Then







A map f # HomA(M, M$) will be called an A-linear map.
1.12. Proposition. A K-linear map f is an A-linear map if and only if
f (x } :)= f (x) } :, : # A, x # M.
1.13. For every : # A, f # HomA(M, M$) we define a map
:f : M  M$
by setting
(:f )(x) =def : } f (x), x # M.
1.14. Proposition. Let f be an A-linear map, homogeneous of grade | f |,
then :f is an A-linear map, homogeneous of grade |:f |= |:|+ | f |.
Proof. Observe that
(:f )(x } ;)=: } f (x } ;)=: } ( f (x) } ;)=(: } f (x)) } ;=(:f )(x) } ;.
1.15. Proposition. The map AHomA(M, M$)  HomA(M, M$)
af [ :f
is a left action of A over HomA(M, M$).
By 1.4 and 1.5, HomA(M, M$) turns out to be an A-bimodule, where the
right action is defined by setting
f:=1( | f |, |:| ) :f.
1.16. Proposition. For every : # A, x # M, f # HomA(M, M$) we have
( f:)(x)= f (: } x).
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Tensor Products of A-Modules
1.17. Given two A-bimodules M and N, the tensor product MA N of
M and N over A is defined as a K-vector space. Recall that M and N are
graded over an abelian group G. We may consider the G-grading of MN
over G, defined by setting |xy|= |x|+ | y|. Since all A-actions are
assumed to be G-homogeneous of grade 0, a G-grading is consistently
defined over the A-tensor product MA N by setting
|xA y|= |xy|= |x|+| y|.
Define a left action of A over MA N by setting
: } (xA y)=: } xA y.
Since A is a 1-supersymmetric algebra, a right action of A over MA N is
canonically defined by setting
(xA y) } :=1( |xA y|, |:| ) : } (xA y),
and MA N turns out to be an A-bimodule.
Note that
(xA y) } :=1( |xA y|, |:| ) : } (xA y)
=1( | y| , |:| ) 1( |x|, |:| ) : } xA y
=1( | y| , |:| ) x } :A y
=1( | y| , |:| ) xA : } y=xA y } :.
Let M, N and P be A-bimodules; we say that a homogeneous K-linear map
f : MN  P
is A-bilinear if and only if the identities
(i) f (x } :y)= f (x: } y)
(ii) f (: } xy)=1( | f |, |:| ) : } f (xy)
hold for every : # A, x # M, y # N.
Condition (ii) is equivalent to
(ii$) f (xy } :)= f (xy) } :, : # A, x # M, y # N.
There is a canonical bijection between the space of A-bilinear maps from
MN to P and the space of A-linear maps from MA N to P.
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The canonical projection map
%: MN  MA N
is A-bilinear and has the universal property with respect to A-bilinear
maps, that is for every A-bilinear map
f : MN  P
there is exactly one A-linear map
f =MA N  P
such that the following diagram commutes:
Observe that if f is homogeneous, then f is homogeneous with the same
grade as f.
Tensor products of A-Linear Maps
1.18. K-tensor Products of A-Linear Maps. Let M, N, M$, N$ be
A-modules and let f: M  M$ and g : N  N$ be homogeneous A-linear maps
of grades | f |, | g| # G respectively.
The map
fg [ (xA y [ 1( | g|, |x| ) f (x)A g( y))
consistently defines a K-linear map, homogeneous of grade 0 # G
F: HomA(M, M$)HomA(N, N$)  HomA(MA N, M$A N$).
Proof. First we have to prove that
F( fg)(x } :A y)=F( fg)(xA : } y).
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Indeed, the l.h.s. of the identity equals
1( | g|, |x| ) 1( | g|, |:| ) f (x } :)A g( y)
=1( | g|, |x| ) 1( | g|, |:| ) f (x) } :A g( y)
while the r.h.s. equals
1( | g|, |x| ) f (x)A g(: } y)=1( | g|, |x| ) 1( | g|, |:| ) f (x)A : } g( y).
Then we have to prove the A-linearity of F( fg); let us observe that
F( fg)((xA y) } :)=F ( fg)(xA y } :)=1( | g|, |x| ) f (x)A g( y } :)
=1( | g|, |x| ) f (x)A g( y) } :
=(1( | g|, |x| ) f (x)A g( y)) } :
=(F( fg)(xA y)) } :
The fact that F is a K-linear homogeneous map of grade 0 is obvious.
1.19. A-Tensor Products of A-Linear Maps. The map
fA g [ (xA y [ 1( | g|, |x| ) f (x)A g( y))
consistently defines a homogeneous A-linear map of grade 0 # G
FA : HomA(M, M$)A HomA(N, N$)  HomA(MA N, M$A N$).
Proof. (Consistency) We have to prove that
FA( f:A g)=FA( fA :g).
Indeed, the evaluation of the l.h.s. on xA y equals
1( | g|, |x| )( f:)(x)A g( y)=1( | g|, |x| ) f (: } x)A g( y)
=1( | g|, |x| ) 1( |:|, |x| ) f (x) } :A g( y)
while the evaluation of the r.h.s. on xA y equals
1( |:g| , |x| ) f (x)A(:g)( y)=1( |:g|, |x| ) f (x)A : } g( y).
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(A-linearity) Let us observe that
FA(:( fA g))(xA y)=FA(:fA g)(xA y)
=1( | g|, |x| )(:f )(x)A g( y)
=1( | g|, |x| ) : } f (x)A g( y)
=: } (FA( fA g)(xA y))
=(:FA( fA g))(xA y).
1.20. Proposition. Let M, M$, M", N, N$, N" be A-bimodules, f #
HomA(M, M$), f $ # HomA(M$, M"), g # HomA(N, N$), g$ # HomA(N$, N").
Then we have
FA( f $A g$) b FA( fA g)=1( | g$|, | f | ) FA( f $ b fA g$ b g).
In the following, when no confusion may arise, we write fA g in place
of FA( fA g).
A-Algebras and A-Algebra Morphisms
1.21. A-Bilinear Products. Let X be an A-bimodule. A homogeneous
A-linear map of grade 0 # G
?: XA X  X
?: xA x$ [ xx$
is called an A-product over X.
The A-linearity of ? implies the following identities:
(xx$) } :=x(x$ } :),
x(x$ } :)=1( |x$|, |a| ) x(: } x$),
x(: } x$)=(x } :) x$,
(x } :) x$=1( |x|, |a| )(: } x) x$,
(: } x) x$=: } (xx$).
The pair (X, ?) is said to be an A-algebra.
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1.22. Associative A-algebras. Let ? : XA X  X be an A-product. The
product ? is said to be an associative product whenever the diagram
commutes
The pair (X, ?) is said to be an associative A-algebra.
1.23. The Unit Map. Let (X, ?), be an A-algebra. An A-linear map,
homogeneous of grade 0 # G,
’: A  X
is said to be the unit map if and only if the diagram
commutes, where l(:A x)=: } x, r(xA :)=x } :.
In other words, this means that for every : # A, x # X, we have
x’(:)=x } :=1( |x|, |:| ) : } x=1( |x|, |:| ) ’(:) x.
Setting 1X=’(1), we have
x1X=x’(1)=x } 1=x=1 } x=’(1)x=1Xx,
that is ’(1)=1X is the identity of the A-algebra X.
Furthermore, since ’ is a homogeneous A-linear map of grade 0 # G, it
follows that
1X } :=’(1) } :=’(1 } :)=’(:)=’(: } 1)=: } ’(1)=: } 1X .
1.24. Unitary A-Algebras. The structure (X, ?, ’) is said to be a unitary
associative A-algebra. In the following we will use the term A-algebra to
mean a unitary associative A-algebra, for short.
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endowed with the composition product of functions, in an A-algebra. Indeed,
note that
( f b (:g))(x)= f ((:g)(x))= f (: } g(x))=( f:)(g(x))=(( f:) b g)(x).
Furthermore
(:( f b g))(x)=: } (( f b g)(x))=: } f (g(x))=(:f )(g(x))=((:f ) b g)(x).
1.26. A-Algebra Morphisms. Let (X, ?X , ’X) and (Y, ?Y , ’Y) be A-alge-
bras. A map
F : X  Y
is said to be an A-algebra morphism, whenever the following conditions
hold:
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Condition (ii) implies that F must be homogeneous of grade 0 # G.
A-Tensor Products of A-Algebras
1.27. A-Tensor Products of A-Algebras. Let (X, ?X , ’X) and (Y, ?Y , ’Y)
be A-algebras.
The A-tensor product XA Y is an A-algebra, with respect to the
associative A-product
? : (XA Y)A (XA Y)  XA Y
? =def (?X A ?Y) b (1X A TA 1Y),
where T denotes the A-linear map
T: YA X  XA Y
T( yA x)=1( | y|, |x| ) xA y.
In symbols,
(xA y)(x$A y$)=1( | y|, |x$| ) xx$A yy$.
The unitary associative A-algebra (XA Y, ? , ’X A ’Y) will be called
the tensor product A-algebra of X and Y.
1.28. Proposition. The map
FA : EndA(M)A EndA(N)  EndA(MA N),
is an A-algebra morphism.
Proof. We have by Proposition 1.20 and by the definition of the standard
product
FA( f $Ag$) b FA( fA g)=1( | g$|, | f | ) FA( f $ b fA g$ b g)
=FA(1( | g$|, | f | ) f $ b fA g$ b g)
=FA(( f $A g$)( fA g)).
1.29. A-Tensor Products of A-Algebra Morphisms. Let X, X$, Y, Y$ be
A-algebras and let f : X  X$ and g : Y  Y$ be A-algebra morphisms. Then
the map
FA( fA g) : xA y [ f (x)A g( y)
(cf. 1.19) is an A-algebra morphism form the tensor product A-algebra
XA Y to the tensor product A-algebra X$A Y$.
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1.30. A-Algebra Representations. Let B be an A-algebra, and let X be
an A-module. An A-algebra morphism
\: B  EndA(X)
is called an A-linear representation of the A-algebra B over the A-module X.
In this situation, an A-algebra left action of B over the A-module X is
defined and, therefore, we will say that X is a left B-module (and vice versa).
1.31. A-Tensor Products of A-Algebra Modules. Let
\1 : B  EndA(X)
\2 : C  EndA(Y)
be A-algebra representations of the A-algebras B and C over the A-modules
X and Y respectively. Then the A-tensor product defined in 1.29,
\1 A \2 ,
is an A-algebra morphism
BA C  EndA(X)A EndA(Y).
By composing it with the A-algebra morphism defined in 1.28, we get an
A-algebra representation
BA C  EndA(XA Y),
that is, XA Y inherits the structure of a left BA C-module, in a canonical
way.
In symbols, we have
(;A #) } (xA y)=1( |#| , |x| ) ; } xA # } y,
; # B, # # C, x # X, y # Y.
A-Coalgebras and A-Coalgebra Morphisms
1.32. A-Linear Coproducts. Let X be an A-bimodule. A homogeneous
A-linear map
2: X  XA X
of grade 0 # G is called an A-coproduct over X.
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We frequently use Sweedler notation for the coproduct 2, that is we write
2(x)=:
(x)
x (1) A x(2) .
Observe that the A-linearity of 2 implies the following identity:




: } x (1) A x(2)
=:
(x)
1( |:|, |x(1) | ) x(1) A : } x(2) ,
for every : # A, x # X.
The pair (X, 2) is said to be an A-coalgebra.
1.33. Coassociative A-Coalgebras. Let 2: X  XA X be an A-coproduct.
Such a coproduct 2 is said to be a coassociative A-coproduct whenever
the diagram
commutes.
The pair (X, 2) is said to be a coassociative A-coalgebra.
1.34. The Counit Map. Let (X, 2) be an A-coalgebra; an A-linear map,
homogeneous of grade 0 # G,
=: X  A
is said to be the counit map if and only if the diagram
commutes, where l (x)=1A x, r (x)=xA 1.
113MULTILINEAR ALGEBRA







and it implies that
:
(x)
=(x (1)) } x(2)=x=:
(x)
x(1) } =(x (2)).
1.35. Counitary A-Coalgebras. We use the term A-coalgebra to mean a
counitary coassociative A-coalgebra (X, 2, =).
1.36. A trivial example of a counitary A-coalgebra occurs with the 1-super-
symmetric algebra A. In this special case, the 1-supersymmetric algebra A
is trivially made into a counitary A-coalgebra, by setting
2A : A  AA A,
2A A-linear, 2A(1)=1A1,
that is
2A(:)=: } 2A(1)=: } (1A1)=:A1=1A :, : # A,
and by setting
=A=1A .
1.37. A-Coalgebra Morphisms. Let (X, 2X , =X) and (Y, 2Y , =Y) be
A-coalgebras. A map
F : X  Y
is said to be an A-coalgebra morphism, whenever the following conditions
hold:
(i) F is an A-linear map, homogeneous of grade 0 # G;





A-Tensor Products of A-Coalgebras
1.38. A-Tensor Products of A-Coalgebras. Let (X, 2X , =X) and (Y, 2Y , =Y)
be A-coalgebras. The A-tensor product XA Y is an A-coalgebra, with respect
to the A-coproduct.
2 : XA Y  (XA Y)A (XA Y)
2 =(1X A TA1Y) b (2X A 2Y)
where T is the A-linear map
T : XA Y  YA X






1( |x(2) | , | y (1) | ) x(1) A y(1) A x(2) A y(2) .
The unitary associative A-coalgebra (XA Y, 2 , =X A =Y) will be called
the tensor product A-coalgebra of X and Y.
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A-Bialgebras
1.39. Let (X, ?, ’), ?: XA X  X, ’: A  X, be an A-algebra. Let (X, 2, =),
2: X  XA X, =: X  A be an A-coalgebra. Let
T: XA X  XA X
be the invertible (involutorial) A-linear map such that
T(xA y)=1( |x|, | y| ) yA x
for every x, y # X (compare 1.27 and 1.38).




2 b ?=(?A ?) b (I A T A I) b (2A 2).
The above commutation may be rephrased by saying that ? is an
A-coalgebra morphism from the tensor product A-coalgebra (XA X, 2 ) to
the A-coalgebra (X, 2) or, equivalently, that 2 is an A-algebra morphism
from the A-algebra (X, ?) to the tensor product A-algebra (XA X, ? ).
(ii) the unit map ’ : A  X, is an A-coalgebra morphism, that is the
diagram
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commutes, where 2A is the (trivial) coproduct of the supersymmetric
algebra A (see 1.36). In symbols,
: } 2(’(1))=2(’(:))=(’A ’)(2A(:))
=(’A ’)(:A 1)=(’A ’)(1A :)
=’(:)A ’(1)=’(1)A ’(:)=: } (’(1)A ’(1)).
(iii) The counit map = : X  A is an A-algebra morphism, that is, the
following diagram commutes:
In other words,
=(xy)==(x) =( y), x, y # X.
(iv) the following diagram commutes:
Observe that condition (iv) implies that ’ is an injective map, as well as
= is a surjective map.
1.40. A-Bialgebras. Under the conditions 1.39(i), (ii), (iii) the algebra
(X, ?, 2, ’, =) is said to be an A-bialgebra.
The Antipode
1.41. A Convolution A-Bilinear Product over EndA(X). Let (X, ?, 2, ’, =)
be an A-bialgebra. The A-module
EndA(X)=[ f : X  X; f A-linear]
117MULTILINEAR ALGEBRA
may be endowed with a convolution product by setting, for every f, g #
EndA(X):
f V g=? b ( fA g) b 2.
Such a convolution product is A-bilinear. In Sweedler notation, this reads
( f V g)(x)=:
(x)
1( | g|, |x(1) | ) f (x(1)) g(x(2)), x # X.
Again we have
| f V g|=| f |+ | g|.
1.42. Proposition. (EndA(X ), V) is an associative A-algebra.
Proof.
( f V g) V h=? b (? b ( fA g) b 2A h) b 2
=? b (?A 1) b ( fA gA h) b (2A1) b 2
=? b (1A ?) b ( fA gA h) b (1A 2) b 2
=? b ( fA ? b (gA h) b 2) b 2
= f V (g V h).
1.43. Proposition. The map ’ b = : X  X is the two-sided unit of the
A-algebra (EndA(X), V).
Proof. (Left)
((’ b =) V f )(x)=:
(x)
1( | f |, |x (1) | )(’ b =)(x(1)) f (x(2))
=:
(x)
1( | f |, |x (1) | ) =(x(1)) } (1X f (x (2)))
=:
(x)
1( | f |, |x (1) | ) 1( |=(x (1))|, | f | ) f (=(x(1)) } x (2))
= f \:
(x)
=(x (1)) x (2)+= f (x).
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(Right)
( f V (’ b =))(x)=:
(x)
f (x (1))(’ b =)(x(2))
=:
(x)
( f (x (1)) 1X) } =(x(2))= f \:(x) x(1) =(x(2))+= f (x).
1.44. The Antipode Map. Suppose that the identity map I # EndA(X),
I(x)=x, for every x # X,
admits a two-sided inverse S in EndA(X) with respect to the convolution
product V.
When this happens, the A-linear map S is called the antipode of the
A-bialgebra (X, ?A , 2A , ’A , =A).
In symbols,






x(1)S(x (2))=(’ b =)(x)==(x) } 1X .
If the antipode S exists, it is a homogeneous map of grade 0 # G.
1.45. Hopf A-Algebras. An A-bialgebra (X, ?, 2, ’, =) endowed with an
antipode S is called a Hopf A-algebra.
2. BRAIDING OPERATORS AND YANGBAXTER EQUATIONS
Braiding Operators
2.1. Twisting Operators. Let (X, Y) be an ordered pair of A-bimodules.
A twisting operator (or, a twist, for short) on (X, Y) is an invertible A-linear
map, homogeneous of grade 0:
T: XA Y  YA X.
2.2. Positional Notation. Let (X1 , X2 , ..., Xn) be an ordered n-tuple of
A-modules.
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Consider the A-tensor product Xi1 A Xi2 A } } } A Xip , where i j # n.
Assume that, for some h # p, a twisting operator
T : Xih A Xih+1  Xih+1 A Xih
is given.
We may consider the operator
Ii1 A } } } A Iih&1 A TA Iih+2 A } } } A Iip :
Xi1 A } } } A Xih A X ih+1 A } } } A Xip
 Xi1 A } } } A Xih+1 A Xih A } } } A Xip .
This operator is called an expansion of the twist T and may be unam-
biguously written
Th .
The subscript h specifies position.
Thus, the operator Th transposes the modules in positions h and h+1 in
a string of tensor products of A-modules.
For example, T2 maps X2 A X3 A X1 to X2 A X1 A X3 .
2.3. Braiding Operators. Given an A-tensor product Xi1 A X i2 A } } }
A Xip , an operator of the form
Thq b Thq&1 b } } } b Th1
maps Xi1 A Xi2 A } } } A Xip to Xi_(1) A Xi_(2) A } } } A Xi_(p) , where _ # Sp .
Here, the permutation _ is precisely the composition of the transposi-
tions {hq b {hq&1 b } } } b {h1 (functional notation).
Such an operator is called a braiding operator.
For example, the map
T1 b T2 b T1
is a braiding operator from the tensor product X1 A X2 A X3 to the
tensor product X3 A X2A X1 .
YangBaxter Equations
2.4. The YangBaxter Equation. Let Xi , Xj , Xk be A-modules and let
Tij : Xi A X j  Xj A Xi ,
Tik : Xi A Xk  Xk A Xi ,
T jk : Xj A Xk  Xk A Xj
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be twisting operators. The system ((Xi , Xj , Xk); Tij, Tik, T jk) satisfies the
YangBaxter equation if and only if the following diagram commutes:
In positional notation (see 2.2), the preceding condition reads:
T2 b T1 b T2=T1 b T2 b T1 .
2.5. Theorem (Iwahori). Let (X1 , X2 , ..., Xn) be an ordered n-tuple of
A-modules and let
Tij : Xi A Xj  Xj A Xi
be twisting operators, for every ni> j1.
Assume that the system
((Xi , Xj , Xh); Tij, Tih, T jh)
satisfies the YangBaxter equation, for every ni> j>h1.
Now let w=i1 i2 ...ip be a word of length p in the symbols 1, 2, ..., n, having
t inversions and let z=1 p1 2 p2 } } } n pn be the word obtained by reordering the
symbols of w in nondecreasing order.
Then, there exists exactly one braiding operator
Ri1 } } } ip : Xi1 A } } } A Xip  X
 A
p1




which can be written as a composition of t expansions of the twists Tij.
More specifically, let _ # Sp be the unique permutation of length t that
transforms the word w to the word z and let {h1 b {h2 b } } } b {ht and
{k1 b {k2 b } } } {kt be different presentations of _ as minimal compositions of
transpositions. Then, the expressions Th1 b Th2 b } } } b Tht and Tk1 b Tk2
b } } } b Tkt , are both presentations of the same braiding operator Ri1 } } } ip .
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Proof. It is immediate that there is at least one braiding operator which
may be written as a composition of t expansions of the twisting operators
Tij with the desired domain and codomain.
Since {h1 b {h2 b } } } b {ht and {k1 b {k2 b } } } b {kt are both minimal presenta-
tions of the same permutation _, we may transform the first expression into
the second by applying a suitable sequence of rewriting rules of the follow-
ing types:
{i b {j={j b {i , when | j&i |>1
{i b {i+1 b {i={i+1 b {i b {i+1 .
The same sequence of rewriting rules gives rise to a sequence of identities
that transforms the expression Th1 b Th2 b } } } b Tht into the expression Tk1 b
Tk2 b } } } b Tkt .
2.6. Corollary. The following diagram commutes:
In operator notation;
R(12 } } } n) p+q=R1p2p } } } np 1q2q } } } nq b (R(12 } } } n) p A R(12 } } } n) q)
Admissibility Conditions
















be A-linear operators of grade 0.
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A twisting operator
T: X2 A X1  X1 A X2
will be said to be admissible for the ordered pair (+2 , +1) if the following
diagram commutes:
In operator notation,
R2 s1 q b (+2 A +1)=(+1 A +2) b R2 r 1p .














be A-linear operators of grade 0.
If a twisting operator
T: X2 A X1  X1 A X2
is admissible for (I2 , +1) and (+2 , I1), then it is admissible for (+2 , +1).
Proof. The proof consists of three steps; the first two steps are proved
by induction.
1. The twisting operator T is admissible for (+2 , I
 A
t
1 ), for every t>0:






1 A +2) b R2 r 1 t .
2. The twisting operator T is admissible for (I
 A
t
2 , +1), for every t>0:
R2 t1 q b (I
A
t
2 A +1)=(+1 A I
A
t
2 ) b R2 t1 p .
3. R2 s1 q b (+2 A +1)=R2 s 1q b (+2 A I
A
q














1 A +2) b (+1 A I
A
r
2 ) b R2 r 1p
=(+1 A +2) b R2 r1 p .
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Twisted Tensor Products of A-Operators
2.9. Definition. Let (X1 , X2 , ..., Xn) be an ordered n-tuple of A-modules
and let
Tij : Xi A Xj  Xj A Xi
be twisting operators, for every ni> j1.
Assume that the system
((Xi , Xj , Xh); Tij, Tih , T jh)









be A-linear operators of grade 0, for i=1, 2, ..., n.
Define the A-linear operator
F(+1 , +2 , ..., +n): (X1 A X2 A } } } A Xn) 
p
A
 (X1 A X2 A } } } A Xn) 
q
A
by requiring that the following diagram commutes:
In operator notation,
F(+1 , +2 , ..., +n)=(R(12 } } } n) q)&1 b (+1 A +2 A } } } A +n) b R(12 } } } n)p .
2.10. Proposition. We have the following identities:
F(&1 b +1 , &2 b +2 , ..., &n b +n)=F(&1 , &2 , ..., &n) b F(+1 , +2 , ..., +n)
F(I1 , I2 , ..., In)=I1 A I2 A } } } A In
The main result of this section is the following.
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2.11. Theorem. Let (X1 , X2 , ..., Xn) be an ordered n-tuple of A-modules
and let
Tij : Xi A Xj  Xj A Xi















be A-linear operators of grade 0, for i=1, 2, ..., n.
Assume that the system ((Xi , Xj , Xh); T ij, Tih, T jh) satisfies the Yang
Baxter equation, for every ni> j>h1, and that each twisting operator
Tij : Xi A Xj  Xj A Xi is admissible for (+i , Ij), (&i , Ij), (I i , +j), (I i , &j).
Then, we have
F(+1 A &1 , +2 A &2 , ..., +n A &n)=F(+1 , +2 , ..., +n)A F(&1 , &2 , ..., &n),
as operators from (X1 A X2 A } } } A Xn)  A
p+r
to (X1 A X2A
} } } A Xn)  A
q+s
.
2.12. Lemma. Under the assumptions of Theorem 2.11, the following
diagram commutes:
In operator notation,
R1 q2 q } } } nq 1 s2 s } } } ns b (+1 A +2 A } } } A +n A &1 A &2 A } } } A &n)
=(+1 A &1 A +2 A &2 A } } } A +n A &n) b R1p2 p } } } np 1 r 2 r } } } nr .
Proof. The proof is divided into two steps. The first step consists in
proving by induction on j that, for i>j1
Ri q1 s2 s } } } j s b (+i A &1 A &2 A } } } A &j)
=(&1 A &2 A } } } A &j A +i) b Ri p1 r 2 r } } } j r .
The second step uses the result of the first step and induction on n to prove
the assertion.
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2.13. Proof of Theorem 2.12.
F(+1 A &1 , +2 A &2 , ..., +n A &n)
=(R(12 } } } n) q+s)
&1 b (+1 A &1 A +2 A &2 A } } } A +n A &n)
b R(12 } } } n)p+r
=(R(12 } } } n) q A R(12 } } } n) s)&1 b (R1 q2q } } } n q 1 s2 s } } } ns)&1
b (+1 A &1 A +2 A &2 A } } } A +n A &n)
b R1p2p } } } np 1 r2 r } } } nr b (R(12 } } } n) p A R(12 } } } n) r)
=(R(12 } } } n) q A R(12 } } } n) s)&1 b (+1 A +2 A } } }
A +n A &1 A &2 A } } } A &n) b (R(12 } } } n)p A R(12 } } } n) r)
=((R(12 } } } n)q)
&1A (R(12 } } } n) s)&1) b (+1 A +2
A } } } A +n A &1 A &2 A } } } A &n) b (R(12 } } } n) p A R(12 } } } n) r)
=((R(12 } } } n)q)
&1 b (+1 A +2 A } } } A +n) b R(12 } } } n) p)
A ((R(12 } } } n) s)&1 b (&1 A &2 A } } } A &n) b R(12 } } } n) r)
=F(+1 , +2 , ..., +n)A F(&1 , &2 , ..., &n).
Twisted Tensor Products of A-Algebras and A-Coalgebras
The following results are direct consequences of Theorem 2.11 and
Proposition 2.10.
2.14. Theorem. Let
(i) (Xi , ?i) be associative A-algebras, for i=1, 2, ..., n;
(ii) Tij : Xi A Xj  X j A Xi be twisting operators, for ni> j1.
Assume that
(i) The system ((Xi , Xj , Xh); Tij, Tih, T jh) satisfies the YangBaxter
equation, for ni> j>h1;
(ii) Tij is admissible for (? i , Ij) and (I i , ?j), for ni> j1.
Then
(X1 A X2 A } } } A Xn , F(?1 , ?2 , ..., ?n))
is an associative A-algebra.
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Proof.
F(?1 , ..., ?n) b (F(?1 , ..., ?n)A I1A } } } A In)
=F(?1 , ..., ?n) b (F(?1 , ..., ?n)A F(I1 , ..., In))
=F(?1 b (?1 A I1), ..., ?n b (?n A In))
=F(?1 b (I1 A ?1), ..., ?n b (In A ?n))
=F(?1 , ..., ?n) b (F(I1 , ..., In)A F(?1 , ..., ?n))
=F(?1 , ..., ?n) b (I1 A } } } A In A F(?1 , ..., ?n)).
The proofs of the further results follow the same lines.
2.15. Corollary. Let
(i) (Xi , ?i) be associative A-algebras, for i=1, 2;
(ii) T : X2 A X1  X1 A X2 be a twisting operator.
Assume that T is admissible for (?2 , I1) and (I2 , ?1).
Set ?=(?1 A ?2) b (I1 A TA I2).
Then
(X1 A X2 , ?)
is and associative A-algebra.
Proof. Since ?=F(?1 , ?2), this is a special case of Theorem 2.14.
Observe that, in this case, the YangBaxter equations are not required.
2.16. Theorem. Let
(i) (Xi , 2i) be coassociative A-coalgebras, for i=1, 2, ..., n;
(ii) Tij : Xi A Xj  X j A Xi be twisting operators, for ni> j1.
Assume that
(i) the system ((Xi , Xj , Xh); T ij, Tih, T jh) satisfies the YangBaxter
equation, for ni> j>h1,
(ii) Tij is admissible for (2i , Ij) and (I i , 2j), for ni> j1.
Then
(X1 A X2 A } } } A Xn , F(21 , 22 , ..., 2n))
is a coassociative A-coalgebra.
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2.17. Corollary. Let
(i) (Xi , 2i) be coassociative A-coalgebras, for i=1, 2;
(ii) T : X2 A X1  X1 A X2 be a twisting operator.
Assume that T is admissible for 22 , I1) and (I2 , 21).
Set 2=(I1 A T&1A I2) b (21 A 22).
Then
(X1 A X2 , 2)
is a coassociative A-coalgebra.
3. MILNORMOORE BIALGEBRAS
MilnorMoore A-Bialgebras
3.1. MilnorMoore A-Bialgebras. A system
(X, ?, 2, T)
is called a MilnorMoore A-bialgebra if and only if
(i) (X, ?) is a G-graded associative A-algebra;
(ii) (X, 2) is a G-graded coassociative A-coalgebra;
(iii) The map
T : XA X  XA X
is a twisting operator admissible for (?, I), (I, ?), (2, I) and (I, 2).
(iv) The following diagram commutes:
That is,
2 b ?=(?A ?) b (I A T A I) b (2A 2).
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In plain words, ? is an A-coalgebra morphism form the twisted tensor
product A-coalgebra (XA X, 2 ) to (X, 2), or equivalently, 2 is an A-algebra
morphism from (X, ?) to the twisted tensor product A-algebra (XA X, ? ).
3.2. Morphisms of MilnorMoore A-Bialgebras. Let (Xi , ?i , 2i , Tii) be
MilnorMoore A-bialgebras, i=1, 2. An A-linear map F : X1  X2 , homo-
geneous of grade 0, is a morphism of MilnorMoore A-bialgebras whenever
the following conditions hold:
(i) F is an A-algebra morphisms;
(ii) F is an A-coalgebra morphism;
(iii) the diagram
commutes.
3.3. Proposition. If the map F : X1  X2 is a morphism of Milnor
Moore A-bialgebras, then the map
FA F : X1 AX1  X2 A X2
is both an A-algebra morphism from (X1 A X1 , ? ) to (X2 A X2 , ? ) and an
A-coalgebra morphism from (X1 A X1 , 2 ) to (X2 A X2 , 2 ).
Twisted Tensor Products of MilnorMoore A-Bialgebras
3.4. Theorem. Let
(i) (Xi , ?i , 2i , Tii) be MilnorMoore A-bialgebras, for i=1, 2, ..., n;
(ii) Tij : Xi A Xj  Xj A Xi be twisting operators, for ni> j1.
Assume that
(i) the system ((Xi , Xj , Xh); T ij, Tih, T jh) satisfies the YangBaxter
equation for ni> j>h1.
(ii) Tij is admissible for (?i , Ij), (2i , Ij), (Tii, Ij), (I i , ?j), (Ii , 2j),
(Ii , T
jj), for ni> j1.
129MULTILINEAR ALGEBRA
Then
(X1 A X2 A } } } A Xn , F(?1 , ?2 , ..., ?n),
F(21 , 22 , ..., 2n), F(T11, T22, ..., Tnn))
is a MilnorMoore A-bialgebra.
Proof. We limit ourselves to prove condition (iv) of 3.1. We have:
F(21 , ..., 2n) b F(?1 , ..., ?n)
=F(21 b ?1 , ..., 2n b ?n)
=F((?1 A ?1) b (I1 A T11 I1) b (21 A 21), ...,
(?n A ?n) b (In A TnnA In) b (2n A 2n))
=(F(?1 , ..., ?n)A F(?1 , ..., ?n))
b (I1 A } } } A In A F(T11, ..., Tnn)A I1 A } } } A In)
b (F(21 , ..., 2n)A F(21 , ..., 2n)).
3.5. Corollary. Let
(i) (Xi , ?i , 2i , Tii) be MilnorMoore A-bialgebras, for i=1, 2;
(ii) V : X2 A X1  X1 A X2 be a twisting operator.




?=(?1A ?2) b (I1 A VA I2)
2=(I1 A V&1 A I2) b (21 A 22)
T=(I1 A V&1 A I2) b (T11A T22) b (I1 A VA I2)
Then
(X1 A X2 , ?, 2, T)
is a MilnorMoore A-bialgebra.
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4. SCALAR EXTENSIONS
A-Scalar Extensions of K-Operators
4.1. The A-Module AX. Let X be a G-graded K-vector space, where
as usual |x| denotes the G-grade of a homogeneous element x # X. Let A
be a G-graded 1-supersymmetric K-algebra, with unity.
The K-tensor product AX is a G-graded A-bimodule, as follows:
(i) |:x|=|:|+|x|, : # A, x # X
(ii) : } (;x) =def :;x with :, ; # A, x # X.
As in 1.4 the right action of A on AX is defined as
(;x) } :=1( |;| , |:| ) 1( |x|, |:| ) :;x
=1( |x|, |:| ) ;:x, :, ; # A, x # X.
4.2. Proposition. Let f : X  Y be a K-linear map of G-grade | f |. Then,
the map
IA F : AX  AY
defined as
:x [ 1( | f |, |:| ) : f (x)
is an A-linear map.
Furthermore, a functor from the category of G-graded K-vector spaces
under K-linear maps to the category of G-graded A-modules under A-linear
maps is defined by setting:
X [ AX,
f [ IA f, f # HomK (X, Y).
4.3. Proposition. Let X, Y be G-graded vector spaces. The A-linear map
_XY : (AX)A (AY)  AXY,
defined as
_XY : (:x)A (;y) [ 1( |x| , |;| ) :;xy,
is an A-module isomorphism.
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4.4. Proposition. Let f : X  X$, g : Y  Y$ be K-linear maps of G-grades
| f | and | g|, respectively. Then
_X$Y$ b ((IA  f )A (IA g))=(IA  fg) b _XY ,
that is, the following diagram commutes:
4.5. Definition. The A-linear map:
_n : (AX) 
n
A=(AX)A } } } A (AX)  AX n
=AX } } } X,
defined as
(:1 x1)A } } } A (:n xn) [ ‘
i< j
1( |xi |, |:j | ) :1 } } } :n x1  } } } xn
is an A-module isomorphism for n=1, 2, ... .
Furthermore, we set
_0 : (AX) 
0
A=A  AX 0=AK,
: [ :1K .
4.6. Similarly, given an integer n= p+q, one may define the A-module
isomorphism




)  AX n
by setting
(:x1  } } } xp)A (;y1  } } } yq)
[ ‘
i=1, ..., p
1( |xi |, |;| ) :;x1  } } } xp y1  } } } yq
4.7. Proposition. Let n= p+q. Then
_n=_p, q b (_p A _q).
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4.8. Given any K-linear map +: X m  X n (homogeneous of G-grade
0), we define an A-linear map
EA(+): (AX) 
m
A  (AX)  A
n
by setting
EA(+)=_&1n b (IA +) b _m
4.9. Proposition. Whenever +$ b + is defined, we have
EA(+$ b +)=EA(+$) b EA(+).
Furthermore, we have
EA(IX)=IAX .
4.10. Proposition. Let +i : X 
mi  X ni, i=1, 2 be K-linear maps




=_&1n1+n2 b (IA +1 +2) b _m1+m2
(by definition)
=(_n1 A _n2)
&1 b _&1n1 , n2 b (IA +1 +2) b _m1 , m2 b (_m1 A _m2)
(by 4.7)
=(_n1 A _n2 )
&1 b ((IA +1)A ((IA +2)) b (_m1 A _m2 )
(by 4.4)
=(_&1n1 b (IA +1) b _m1 )A (_
&1
n2
b (IA +2) b _m2 )
=EA(+1)A EA(+2).
(by definition)
From the preceeding propositions we infer:
4.11. Theorem. Let there be given a commutative diagram whose vertices
are K-tensor powers of a K-vector space X, and whose arrows are K-tensor
products of (G-homogeneous) K-linear maps. Replace each occurrence of X
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by the A-module AX, each map + by EA(+), and each K-tensor product
by an A-tensor product.
Then the resulting diagram is again a commutative diagram.
4.12. Theorem. Let (X, ?, 2, T) be a G-graded MilnorMoore K-algebra.
Define
|:x|=|:|+|x|, : # A, x # X
?AX=EA(?): (AX)A (AX)  AX
?AX=(IA ?) b _2
2AX=EA(2): AX  (AX)A (AX)
2AX=_&12 b (IA 2)
TAX=EA(T): (AX)A (AX)  (AX)A (AX)
TAX=_&12 b (IA T) b _2
Then (AX, ?AX , 2AX , TAX) is a G-graded MilnorMoore A-algebra.
Proof. Immediate from Theorem 4.11.
For example, the associativity of ?AX is proved as follows:
?AX b (?AX A IAX )
=EA(?) b (EA(?)A EA(IX))
=EA(? b (?IX))=EA(? b (IX ?))
=EA(?) b (EA(IX)A EA(?))=?AX b (IAX A ?AX).
Compatible G-Gradings
4.13. Coherent G-Gradings. In the following let (X, ?, 2, T, ’, =, S) be a









be another G-grading of X, and let &x& denote the (new) G-grade of a
homogeneous element x # X.
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We say that && is a coherent grading whenever the following condition




We need hardly remark that the K-vector spaces
X= 
g # G
Xg and X= 
g # G
X$g
are not in general isomorphic as G-graded vector spaces.
4.14. For the sake of readability, we use the symbol
(X, | | )










In the following, we write |x| to denote the G-grade of a homogeneous
element x # X with respect to the grading (X, | | ); such an element x will be
also called a | |-homogeneous element.
Similarly, we write &x& to denote the G-grade of a homogeneous element
x # X with respect to the grading (X, &&); such an element x will be also
called a &&-homogeneous element.
Observe that, under the assumptions of 4.13, any element may be
uniquely written as a sum of elements that are simultaneously | |-homo-
geneous and &&-homogeneous.
4.15. Compatible G-Gradings. Let (X, | |, ?, 2, T, ’, =, S) be a G-graded
Hopf K-algebra, i.e. a MilnorMoore K-algebra whose twisting map has
the form
T(xy)=1( |x|, | y| ) yx.
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If the structure maps ?, 2, T, ’, =, S are homogeneous of grade 0 # G with




is a compatible grading.
In this case, the algebraic system (X, &&, ?, 2, T, ’, =, S) is again a
MilnorMoore K-algebra, but, in general, it is no longer a Hopf algebra.
A-Scalar Extensions of Hopf K-Algebras
4.16. Theorem. Let (X, | |, ?, 2, T, ’, =, S) be a G-graded Hopf K-algebra,
i.e. a MilnorMoore K-algebra whose twisting map has the form
T(xy)=1( |x|, | y| ) yx.
Let && denote a compatible grading on the G-graded Hopf K-algebra
(X, | | , ?, 2, T, ’, =, S).
Consider the G-graded A-module (AX, _ _), where the G-grading _ _
is defined by setting:
_:x_=|:|+&x&, : # A, x # X,
Set
?AX=EA(?): (:x)A (;x) [ 1(&x&, |;| ) :;xy
’AX=EA(’) : : [ :’(1K )=:1X





1( |:|, &x(1) &)(1x(1))A (:x(2))
=AX=EA(=): :x [ :=(x)
TAX=EA(T): (;x)A (;$x$)
[ 1( |;|, |;$| ) 1 ( |;|, &x$&) 1(&x&, |;$| ) 1( |x|, |x$| )
_(;$x$)A (;x)
SAX=EA(S): :x [ :S(x).
Then (AX, _ _, ?AX , 2AX , TAX , ’AX , =AX , SAX) is a Milnor
Moore A-algebra, although, in general, it is no longer a G-graded Hopf
A-algebra.
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Furthermore, the maps ’AX , =AX , SAX are again the unit map, the
counit map and the antipode map, respectively.
Proof. Immediate from Theorem 4.12.
4.17. Corollary. Let (X, ?, 2, T, ’, =, S) be a G-graded Hopf K-algebra,
i.e., a MilnorMoore K-algebra whose twisting map has the form
T(xy)=1( |x|, | y| ) yx.
Define
|:x|=|:|+|x|, : # A, x # X
?AX : (:x)A (;y) [ 1( |x|, |;| ) :;xy
’AX : : [ :’(1K )=:1X





1( |:|, |x(1) | )(1x(1))A (:x (2))
=AX : :x [ :=(x)
TAX : (;x)A (;$x) [ 1( |;x|, |;$x$| )(;$x$)A (;x)
SAX : :x [ :S(x)
Then (AX, ?AX , 2AX , TAX , ’AX , =AX , SAX) is a G-graded
Hopf A-algebra.
Proof. This result is a specialization of Theorem 4.16, in the case
| |=&&.
4.18. From the preceeding discussion it follows that A-scalar extensions
(AX, | |, ?AX , 2AX , TAX , ’AX , =AX , SAX)
and
(AX, _ _, ?AX , 2AX , TAX , ’AX , =AX , SAX)
are, in general, fairly different algebraic systems.
Example. Let V and W be finite-dimensional K-vector spaces, and let
4(V) and 4(W) denote their exterior algebras. Observe that 4(V) is a
1-supersymmetric Z2 -graded algebra, where the Z2 -grading and the bi-
character 1 are defined as follows:
137MULTILINEAR ALGEBRA
(i) 4(V)0 is the K-linear span of the extensors of even step and
4(V)1 is the K-linear span of the extensors of odd step;
(ii) 1(g, h)=(&1) gh, g, h # Z2
Consider (4(W), | | ) as a Z2-graded Hopf algebra, where the Z2-grading is
given as in (i).
On the other hand, we may consider the trivial Z2 -grading over 4(W)
defined as follows: 4(W)0=4(W) and 4(W)1=(0), and denote this
Z2 -graded algebraic system by the symbol (4(W), &&). Observe that this
Z2 -grading on 4(W) is compatible with the Hopf algebra Z2 -graded struc-
ture (4(W), | | ).
Set A=4(V).
Consider the A-scalar extension of 4(W) with respect to the first
Z2 -grading. In classical notation, the Hopf algebra A4(W) is denoted
by
4(V)4 4(W)
and turns out to be isomorphic to the exterior algebra 4(VW).
On the other hand, consider the A-scalar extension of 4(W) with respect
to the second Z2 -grading. In classical notation, the structure we get is the
usual tensor product
4(V)4(W),
that is no longer isomorphic to 4(VW).
5. LIE ALGEBRA ACTIONS, DERIVATIONS,
AND CODERIVATIONS
1-Coloured Lie Algebras and Their Representations




be a G-graded K-vector space. As usual, the symbol |d | will denote the
G-grade of a homogeneous element d # L; when no confusion may arise we
write (L, | | ) in place of L=g # G Lg .
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Let 1 : G_G  K* be an involutorial bicharacter.
Whenever a K-bilinear map is given,
[, ] : L_L  L,
such that
(i) |[d1 , d2]|=|d1 |+|d2 |,
(ii) [d1 , d2]=&1( |d1 |, |d2 | )[d2 , d1],
(iii) 1( |d3 |, |d1 | )[[d1 , d2], d3]+1( |d1 |, |d2 | )[[d2 , d3], d1]
+1( |d2 |, |d3 | )[[d3 , d1], d2]=0,
we say that the triple (L, | |, []) is a G-graded Lie 1-superalgebra. These
algebraic structures are also called coloured Lie algebras.
5.2. Let (L, | |, []) be a G-graded Lie 1-superalgebra; let (X, | | ), be a
G-graded K-vector space. A Lie superalgebra action of L over X is a K-linear
map
LX  X
dx [ d } x, d # L, x # X
such that
(i) |d } x|=|d |+|x|, d # L, x # X
(ii) [d1 , d2] } x=d1 } (d2 } x)&1( |d1 |, |d2 | ) d2 } (d1 } x), d1 , d2 # L.
The space (X, | | ) endowed with such an action will be called an L-module. It
will be denoted by L } X.
5.3. Direct Sum of Lie Superalgebras. Let L=g # G Lg and L$=
g # G L$g be G-graded Lie 1-superalgebras.
(i) Set LL$=g # G(LL$)g , where
(LL$)g=Lg L$g , g # G.
(ii) Set [] : (LL$)_(LL$)  LL$, where
[(d1 , d $1), (d2 , d $2)] =
def
([d1 , d2], [d $1 , d $2])
for every pair of G-homogeneous elements of LL$, that is, |d1 |=|d $1 | and
|d2 |=|d $2 |.
Then (LL$, []) is a G-graded Lie 1-superalgebra.
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5.4. Tensor Product of Lie Modules. Let L } X and L$ } X$ be L-modules;
and action of LL$ over XX$ is defined by setting
(d, d $) } (xx$) =def (d } x)x$+1( |d $|, |x| ) x (d $ } x$)
for every G-homogeneous element (d, d $) of LL$, that is, |d |=|d $|.
We thereby obtain a Lie 1-superalgebra action of LL$ over XX$.
In other words, (LL$) } (XX$) is a LL$-module.
5.5. Diagonal Action. Let L } X and L } X$ be L-modules; since the
‘‘diagonal’’ map
L  LL
d [ (d, d)
is a Lie 1-superalgebra morphism, by 5.4 we deduce that XX$ inherits
the structure of an L-module.
Explicitly, we have
d } (xx$)=(d } x)x$+1( |d |, |x| ) x (d } x$)
for every G-homogeneous element d # L, x # X, x$ # X$.
The Semidirect A-Extension of Scalars of a Lie Superalgebra
5.6. Let A be a 1-supersymmetric K-algebra and L be a Lie 1-super-
algebra. Suppose that L acts on A by 1-superderivations, that is,
D(:;)=D(:) ;+1( |D|, |:| ) :D(;),
with :, ; # A, D # L G-homogeneous elements.
We proceed to define a Lie superalgebra structure on the tensor product
AL.
5.7. Theorem. Under the assumption of 5.6, define
[]: (AL)_(AL)  AL
by setting
[:D, :$D$] =def : D(:$)D$&1( |:|+|D|, |:$|+|D$| ) :$ D$(:)D
+1( |D|, |:$| ) ::$[D, D$]
for every :, :$ # A, D, D$ # L, G-homogeneous elements.
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The algebra (AL, | |, []) is a Lie 1-superalgebra over K, where the
G-grading is the standard one, that is,
|:|=|:|+||.
Proof. It is obvious that [] is K-linear and 1-skew-symmetric; the
1-Jacobi identity is verified by direct computations.
5.8. The Lie Superalgebra A L. We call the Lie 1-superalgebra
(A L, []) the semidirect extension of scalars of L with respect to the Lie
action L } A, and we denote it by the symbol
A L.
The trivial extension of scalars AL is obtained in the special case when
the action L } A is the zero action.
The Action of a Semidirect A-Extension over an A-Module
5.9. Theorem (Lie Action of A L over an A-Module). Let
(i) (L, | |, []) be a G-graded Lie 1-superalgebra,
(ii) A be a 1-supersymmetric algebra,
(iii) (Y, | | ) be a G-graded K-vector space,
(iv) L } A be a Lie action by derivations of L over A,
(v) L } Y be a Lie action of L over Y,
(vi) A } Y be a left action of A over Y.
Assume that
D(: } y)=D(:) } y+1( |D |, |:| ) : } D( y), D # L, : # A, y # Y.
Then the map
(: D ): y [ : } (D( y))
defines a Lie action of A L on Y.
Explicitly, we have
(: D )((:$ D $)( y))&1( |:|+|D |, |:$|+|D $| )(:$ D$)((: D )( y))
=(:D(:$) D$)( y)&1( |:|+|D |, |:$|+|D$| )(:$D$(:) D )( y)
+1( |D | , |:$| )(::$ [D, D$])( y).
for every :, :$ # A, y # Y, D, D $ # L.
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Proof. We have
(: D)((:$ D$)( y))&1( |:|+|D|, |:$|+|D$| )(:$ D$)((: D)( y))
=(: D)(:$ } D$( y))&1( |:|+|D|, |:$|+|D$| )(:$ D$)(: } D( y))
=: } (D(:$) } D$( y)+1( |D|, |:$| ) :$ } DD$( y))
&1( |:|+|D|, |:$|+|D$| ) :$ } (D$(:) } D( y)+1( |D$|, |:| ) : } D$D( y))
=(:D(:$) D$)( y)&1( |:|+|D|, |:$|+|D$| )(:$D$(:) D)( y)
+1( |D|, |:$| ) ::$ } (DD$( y)&1( |D|, |D$| ) D$D( y))
=(:D(:$) D$)( y)&1( |:|+|D|, |:$|+|D$| )(:$D$(:) D)( y)
+1( |D|, |:$| )(::$ [D, D$])( y).
AX as a Lie A (LL)-Module
5.10. The Lie Algebra A (LL). Let
(i) A be a 1-supersymmetric algebra,
(ii) L be a Lie 1-superalgebra acting on A by 1-superderivations,
(iii) L be a Lie 1-superalgebra.
From now on we frequently use the short notation:
D=(, d ),  # L, d # L, ||=|d |.
An action (by 1-superderivations) of LL over A is defined as follows:
D } :=(, d ) } :=(:), : # A,  # L, d # L.
By 5.8, in the semidirect extension of the scalars
A (LL),
the Lie bracket is
[: (, d ), :$ ($, d $)]=:(:$) ($, d $)
&1( |:|+|D|, |:$|+|D$| ) :$$(:) (, d)
+1( |D|, |:$| ) ::$ [(, d ), ($, d $)],
where |D|=||=|d |; |D$|=|$|=|d $|; , $ # L; d, d $ # L; :, :$ # A, and
[(, d ), ($, d $)]=([, $], [d, d $]).
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5.11. Theorem (Lie Action of A (LL) over AX). Let
(i) L and L be Lie 1-superalgebras,
(ii) A be a 1-supersymmetric algebra,
(iii) (X, | | ), be a G-graded K-vector space;
(iv) L act on A by 1-superderivations,
(v) L } X be an L-module.
Then the map
(: (, d )) : ;x [ : } ((, d)(;x))
=:(;)x+1( |d |, |;| ) :;d(x)
defines a Lie action of A (LL) on the A-module AX.
Explicitly, we have
(: D)((:$ D$)(;x))
&1( |:|+|D|, |:$|+|D$| )(:$ D$)((: D)(;x))
=(:D(:$) D$)(;x)&1( |:|+ |D|, |:$|+|D$| )(:$D$(:) D)(;x)
+1( |D|, |:$| )(::$ [D, D$])(;x)
for every :, :$, ; # A, x # X, D=(, d ), D$=($, d $) # LL.
Proof. Since
D(: } (;x))=D(:;x)=(:) ;x+1( |D|, |:| ) :(;)x
+1( |D| , |:|+|;| ) :;d(x)
=D(:) } (;x)+1( |D|, |:| ) : } D(;x),
the hypotheses of Theorem 5.9 are satisfied and, hence, the assertion
follows.
5.12. Corollary. Let (LL) } AX be the tensor product of the Lie
modules L } A and L } X, where AX denotes an A-scalar extension of X.
Let
\: LL  EndK(AX)
(, d ) [ \((, d ))
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be the representation of the Lie algebra LL defined by the Lie module
(LL) } AX. Then
(i) the K-subspace
[\((, d )); (, d ) # LL]
of EndK(AX) is a Lie K-subalgebra of the Lie 1-superalgebra
(EndK(AX), []);
(ii) the K-subspace spanned by the set
[: } \((, d )); (, d ) # LL, : # A]
of EndK(AX) is an A-module
(iii) the A-module spanned by the set
[: } \((, d )); (, d ) # LL, : # A]
is a Lie K-subalgebra of (EndK(AX), []).
Furthermore the following identity holds in (EndK(AX); []):
[: } \((, d )), :$ } \(($, d $))]
=:(:$) } \(($, d $))&1( |:|+ |d |, |:$|+|d $| ) :$$(:) } \((, d ))
+1( |d |, |:$| ) ::$ } \([(, d ), ($, d $)]),
where \([(, d ), ($, d $)])=\(([, $], [d, d $)])).
Derivations
5.13. Let (X, | | , ?) be a G-graded K-algebra.
A G-homogeneous K-linear map d, of G-grade |d |=g, that is
d # (EndK(X))g , g # G,
is said to be a G-homogeneous (left 1-super) derivation of G-grade |d | of
(X, | | , ?) whenever the identity
d(xx$)=d(x) x$+1( |d |, |x| ) xd(x$)
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holds for every x, x$ # X, or, equivalently, whenever the diagram
commutes, where (d, d ) denotes the diagonal action defined in 5.5.
5.14. For every g # G consider the K-subspace
D(X)g=[d # (EndK(X))g , d a 1-superderivation].




is called the K-vector space of (1-super) derivations of the K-algebra X.
5.15. A (1-super) derivation of X is an element of D(X). We explicitly






for every g # G.
5.16. D(X) as a Lie K-Algebra. The K-subspace D(X) is a Lie
subalgebra of the general linear Lie 1-superalgebra pl(X)=(EndK(X), []),
that is
[d, d $] =def d b d $&1( |d |, |d $| ) d $ b d
is still a 1-superderivation of G-grade |d |+ |d $|, for every pair of G-homo-
geneous derivations d, d $ of G-grade |d |, |d $|respectively.
5.17. Lie Actions by 1-Superderivations. Let L be a Lie 1-superalgebra,
X a K-algebra and let
L } X
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a Lie action of L over X. We say that the action is by derivation whenever
the representation
\: L  (EndK(X), [])
defined by it is such that
\[L]D(X).
5.18. Direct Sums and Tensor Products. Let X, X$ be K-algebras, let L,
L$ be Lie 1-superalgebras. Suppose that L and L$ act on X and X$ by
derivation.
Then the action of the direct sum LL$ over the K-algebra tensor
product XX$ is again by derivation. In other words, the map
(d, d $) : xx$ [ (d } x)x$+1( |d $|, |x| ) x (d $ } x$), with |d |=|d $|,
is a derivation of XX$ of G-grade |(d, d $)|=|d |=|d $|, that is
(d, d $) } ((xx$)( yy$))=((d, d $) } (xx$))( yy$)
+1( |d |, |x|+ |x$| )(xx$)((d, d $) } ( yy$)),
for every (d, d $) # LL$, xx$, yy$ # XX$.
Coderivations
5.19. Let (X, | |, 2) be a G-graded K-coalgebra.
A G-homogeneous K-linear map d, of G-grade |d |=g, that is
d # (EndK(X))g , g # G,




(d(x(1))x(2)+1( |d |, |x(1) | ) x(1) d(x(2)))
holds or, equivalently, whenever the diagram
commutes, where (d, d ) denotes the diagonal action defined in 5.5.
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5.20. For every g # G consider the K-subspace
C(X)g=[d # (EndK(X))g ; d a 1-supercoderivation].




is called the K-vector space of (1-super) coderivations of the K-coalgebra X.
5.21. A (1-super) coderivation of X is an element of C(X). The space






for every g # G.
5.22. C(X) as a Lie K-Algebra. The K-subspace C(X) of coderivations
of X is a Lie subalgebra of the general linear Lie 1-superalgebra pl(X)=
(EndK(X), []), that is
[d, d $] =def d b d $&1( |d |, |d $| ) d $ b d
is still a 1-supercoderivation of G-grade |d |+|d $|, for every pair of G-homo-
geneous coderivations d, d $ of G-grade |d |, |d $| respectively.
Proof.
2([d, d$](x))=2(dd$(x)&1( |d |, |d$| ) d$d(x))
=(d, d) (d$, d$) 2(x)&1( |d |, |d$| ) (d$, d$) (d, d) 2(x)
=((d, d ) (d$, d$)&1( |d |, |d$| ) (d$, d$) (d, d)) 2(x)
=[(d, d ), (d$, d$)] 2(x)
=([d, d$], [d, d$]) 2(x)
5.23. Lie Actions by Coderivations. Let L be a Lie 1-superalgebra, X be
a K-coalgebra, and
L } X
be a Lie action of L on X.
We say that the Lie action of L on X is an action by coderivations when-
ever the representation
\: L  (EndK(X), [])
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defined by it is such that
\[L]C(X).
5.24. Direct Sums and Tensor Products. Given the K-coalgebras X, X$
and given the Lie 1-superalgebras L, L$, where L and L$ act on X and X$
by coderivations, one may define the action of the direct sum LL$ on the
K-coalgebra tensor product XX$: such an action is again an action by
coderivations. In symbols
2((d, d $)(xx$))=((d, d $), (d, d$)) 2(xx$).
In Sweedler notation, it reads:
2(d(x)x$+1( |d $|, |x| ) xd $(x$))
=((d, d $), (d, d$)) :
(x), (x$)
1( |x(2) |, |x$(1) | )(x (1) x$(1)) (x(2) x$(2))
= :
(x), (x$)
1( |x(2) |, |x$(1) | )[(d(x(1))x$(1)) (x (2) x$(2))
+1( |D|, |x(1) | )(x(1) d $(x$(1))) (x (2) x$(2))
+1( |D|, |x(1) |+ |x$(1) | )(x(1) x$(1)) (d(x(2))x$(2))
+1( |D|, |x(1) |+ |x$(1) |+|x(2) | )(x(1) x$(1)) (x (2) d $(x$(2)))].
6. LIE ALGEBRA ACTIONS ON A-SCALAR EXTENSIONS
Lie Actions and Compatible Gradings
6.1. Let
(i) (X, | |, ?, 2, T, ’, =, S) be a G-graded Hopf K-algebra relative to
the bicharacter 1,
(ii) A be a 1-supersymmetric algebra,
(iii) L be a Lie 1-superalgebra acting on A by 1-derivations,
(iv) L be a Lie 1-superalgebra acting on X.
Let (X, &&) be a G-grading compatible with the Hopf K-algebra structure
(X, | | , ?, 2, T, ’, =, S).
Suppose that the Lie action of L on (X, &&) is a G-homogeneous action
of grade 0, that is the map
LX  X, dx [ d } x=d(x)
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satisfies the condition
&d(x)&=&x&+|d |, x # X, d # L.
We consider the MilnorMoore algebra
(AX, _ _, ?AX , 2AX , TAX , ’AX , =AX , SAX)
obtained by A-scalar extension of the Hopf algebra (X, | |, ?, 2, T, ’, =, S)
with respect to the compatible G-grading (X, &&); see 4.16.
We study the Lie actions
(LL) } (AX)
and
A (LL) } (AX)
under the assumption that L acts on X by both derivations and coderivations.
We recall that (as in Section 5) we frequently use the short notation:
D=(, d),  # L, d # L, ||=|d |.
6.2. A (XX) as an (LL)-Module. In the following, we will
regard the A-module A (XX) as a G-graded A-module, where the
grading is defined by setting
_: (xy)_=|:|+&xy&=|:|+&x&+&y&.
Recall that the module A (XX) inherits the structure of an (LL)-
module, as previously explained (see 5.4, 5.5).
Explicitly, we have
(, d )(: (xy)) =def (, (d, d ))(: (xy))
= (:) (xy)+1( |D|, |:| ) : ((d, d )(xy))
= (:) (xy)+1( |D|, |:| ) : (d(x)y)
+1( |D|, |:|+ |x| ) : (xd( y)),
with D=(, d ), : # A,  # L, d # L, x, y # X.




as a G-graded A-module, where the grading is defined by setting
_(:x)A (;y)_=|:|+&x&+|;|+&y&.
We recall that the map
_2 : (AX)A (AX)  A (XX)
such that
_2((:x)A (;y))=1(&x&, |;| ) :;xy
is an isomorphism of G-graded A-modules (compare 4.5).
Thus, the A-tensor product (AX)A (AX) inherits the structure of
an (LL)-module.
Explicitly, we have:
(, d ) } ((:x)A (;y))
=
def
((_2)&1(, d ) _2) } ((:x)A (;y))
=((:)x)A (;y)
+1( |D|, |:| )(:d(x))A (;y)
+1( |D|, |:|+&x&)(:x)A ((;)y)
+1( |D|, |:|+|x|+ |;| )(:x)A (;d( y)).
Observe that, in the case &&=||, the preceding formula simplifies to
D((:x)A (;y))=D(:x)A (;y)
+1( |D|, |:|+|x| )(:x)A D(;y).
K-Derivations on (X, | |, ?) and Lie Actions on AX
6.4. Theorem. Suppose that the Lie 1-superalgebra L acts on (X, | | ) by
1-derivations. Then, the following diagram commutes:
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In symbols this means that, setting D=(, d ) # (LL), we have
D((:x)(;y))
=(D(:x))(;y)+1( |D|, |:|+&x&)(:x)((;)y)
+1( |D|, |:|+|x|+|;| )(:x)(;d( y))
in the A-algebra (AX, ?AX).
Proof. Since d acts as a K-derivation of the K-algebra (X, | |, ?), the
diagram
commutes.
From 6.3, it follows that following diagram commutes:
Hence, the assertion follows from the definition of ?AX.
6.5. Corollary. If &&=||, the preceding formula simplifies to:
D((:x)(;y))=(D(:x))(;y)+1( |D|, |:|+|x| )(:x) D(;y).
The Lie Action of A (LL) over the Algebra AX
Under the assumptions of Theorem 6.4, we have the following identities.
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6.6. Proposition.
(: D)((;x)(#y)) =def : } (D((;x)(#y)))
=((: D)(;x))(#y)
+1(|:|+|D|, |;|+&x&)(;x)((: D)(#1X)) (1y)




+1( |:|+|D|, |;| )(;1X)((: D)(1x)).
6.8. Corollary. If &&=||, the identity in Proposition 6.6 simplifies to:
(: D)((;x)(#y))=((: D)(;x))(#y)
+1( |:|+|D|, |;|+|x| )(;x)((: D)(#y)).
6.9. Corollary.
(: D)((;1 x1) } } } (;p xp)(#y))
=((: D)((;1 x1) } } } (;p xp)))(#y)
+1( |:|+|D|, |;1 |+ } } } +|;p | ) 1( |:|, &x1 &
+ } } } +&xp &)((;1 x1) } } } (;p xp))
_[1( |D|, &x1 &+ } } } +&xp &)((: D)(#1X))(1y)
+1( |D|, |x1 |+ } } } +|xp | ) 1( |:|+ |D|, |#| )
_(#1X)((: D)(1y))].
6.10. Theorem.




1( |:|+|D|, |;1 |+ } } } +|; i&1 | ) 1( |:|, &x1&+ } } } +&x i&1&)
_(;1 x1) } } } (;i&1 xi&1)
_[1( |D|, &x1 &+ } } } +&xi&1&)((: D)(; i 1X))(1xi)
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+1( |D|, |x1 |+ } } } +|xi&1 |) 1( |:|+|D|, |;i | )
_(;i 1X)((: D)(1xi))]
_(;i+1 xi+1) } } } (;n xn).
Proof. It follows from the preceeding corollary, by a straightforward
induction argument.
K-Coderivations on (X, | |, 2) and Lie Actions on AX
6.11. Theorem. Suppose that the Lie 1-superalgebra L acts on (X, | | )
by 1-coderivations. Then, the following diagram commutes:










[((:)x(1))A (1x(2))+1( |D|, |:| )(:d(x(1)))A (1x(2))
+1( |D|, |:|+|x(1) | )(:x(1))A (1d(x (2)))].
Equivalently, we have
2AX (D(:x))=(, d) :
(x)
1( |:|, &x(1)&) ((1x(1))A (:x (2)))
=:
(x)
1( |:|, &x(1) &)[(1d(x(1)))A (:x(2))
+1( |D|, &x(1)&)(1x(1))A (((:)x(2))
+1( |D|, |:|+|x(1) | )(1x(1))A (:d(x (2)))].
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Proof. Since d acts as a K-coderivation of the K-coalgebra (X, | |, 2),
the following diagram commutes:
From 6.3, it follows that the diagram
commutes. Hence, the assertion follows from the definition of 2AX .




((: D)(;x)(1))A ((: D)(;x)(2))






+1( |D|, |;|+|x(1) | ) 1( |:|, |;|+&x(1)&)
_(;x(1))A (: D)(1x(2))].
Lie Actions and Hopf A-Algebras
6.13. Theorem. Let
(AX, _ _, ?AX , 2AX , TAX , ’AX , =AX , SAX)
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be the MilnorMoore algebra obtained by A-scalar extension of the Hopf
algebra (X, | |, ?, 2, T, ’, =, S) with respect to the compatible G-grading
(X, &&); see 4.16.
Suppose that L acts on X by coderivations.
Set {=IAX A TAX A IAX .
The diagram
commutes for every D=(, d ) # LL. In operator notation
2AX b (, d) b ?AX
=(, d) b (?AX A ?AX) b { b (2AX A 2AX).
6.14. Corollary. Under the assumptions of 6.13, assume the further
hypothesis that L acts on X by derivation.
In Sweedler notation, we get the identity
2AX ((, d )((:x)(;y)))
= :
((, d) ((:x)(;y)))
((, d )((:x)(;y)))(1) A ((, d )((:x)(;y)))(2)
=(, d) :
(x), ( y)
1(&x&, |;| ) 1( |x(2) |, | y(1) | )[(:;x(1)y(1))A (1x(2)y(2))]
= :
(x), ( y)
1(&x&, |;| ) 1( |x (2) |, | y(1) | )[((:;)x(1) y(1))A (1x(2) y(2))
+1( |D|, |:|+|;| )(:;d(x(1)y(1)))A (1x(2) y(2))
+1( |D|, |:|+|;|+|x(1) |+| y(1) | )(:;x(1)y(1))A (1d(x (2)y(2)))],
where
(:;)=(:) ;+1( |D|, |:| ) :(;)
and
d(x(i)y (i))=d(x (i)) y(i)+1( |D| , |x(i) | ) x(i) d( y(i)), i=1, 2,
since the actions L } X and L } A are by derivations.
Proof. Immediate from 6.13 and 6.3.
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6.15. Corollary (The Action of A (LL)). Under the assumptions
of 6.13, we have:
2AX ((: D)(;x)(#y))
=
def : } 2AX (D(;x)(#y))
= :
(x), ( y)
1( |x(2) |, | y(1) | ) 1(&x(2) &, |#| )
_[((: D)(;x(1)))(#1X)(1y(1))A (1x (2))(1y(2))
+1( |D|, |;|+&x(1) &) 1( |:|, |;|+&x(1)&)
_(;x(1))((: D)(#1X))(1y (1))A (1x(2))(1y(2))
+1( |D|, |;|+ |x(1) |+|#| ) 1( |:|, |;|+&x(1) &+|#| )
_(;x(1))(#1X)((: D)(1y(1)))A (1x(2))(1y(2))
+1( |D|, |;|+ |x(1) |+|#|+| y(1) | ) 1( |:|, |;|+&x(1)&+|#|+&y(1) &)
_(;x(1))(#y(1))A((: D)(1x(2)))(1y(2))
+1( |D|, |;|+|x(1)|+|#|+|y(1)|+|x (2)| )
_1( |:| , |;|+&x(1)&+|#|+&y(1)&+&x (2)&)
_(;x(1))(#y(1)) A (1x(2)) ((: D) (1y(2)))].
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