1. Introduction. The subject of this paper is the derivation of asymptotic solutions for a class of differential equations of the type (1.1) w'" + \hi(z, \)w" + \2h2(z, \)w' + \*h3(z, \)w = 0, in which X is a large complex parameter, and the coefficients hj(z, X) are expressible as power series in 1/X, A hj,"(z) (1.2) ^(2,X) = Z-^' i= 1,2,3.
Every such differential equation has associated with it a so-called characteristic or auxiliary equation This has three roots Xi(z)\ J = l» 2, 3. Differential equations (1.1) can be classified into categories having solutions of quite distinct functional forms upon a basis of the configuration of these roots Xi(z) m the domain of z under consideration.
To some extent this can be seen even in the elementary case of an equation (1.1) with constant coefficients. For, such an equation is completely solved by the functions eXx>* if the roots Xj are all simple, whereas this set is incomplete if multiplicities among the xi occur. A substantially complete body of theory exists for the forms of the solutions of a differential equation (1.1) in a region of z in which the roots Xi(z) are everywhere distinct [l] . Such is also the case if the z-region is one in which there are multiplicities among the roots Xj(z). provided these multiplicities all maintain identically over the region [2; 3] . The matter stands differently for a region in which a multiplicity among the roots Xi(z) occurs, but does so only at an isolated point. It is the purpose of the present paper to give a theory for a class of differential equations (1.1) in such a region of z.
The place of this theory, and its potential importance, can easily be made clear by referring to the analogous differential equation of the second order, (1.4) w" + \hiiz, \)w' + \2hiz, \)w = 0.
This has the auxiliary equation x2+^i.o(2)x+^2,o(z) =0, of which there are two roots, xi(z) and X2(2)-The equation (1.4) is transformable by the removal of its first derivative term into the form (1.5) u" + {XVOO + X*(«, X)}« = 0, and in this <p2iz), the coefficient of the highest power of X, is found to be -iXi(z) -X2(z)} 2/4. The existing theories referred to above are therefore those that apply to an equation (1.5) either in a z-region in which #2(z) has no zero, or in one over which <£2(z) vanishes identically. The theory presently to be given, on the other hand, is an extension to a class of differential equations of the third order of that which is applicable to an equation (1.5) in a region in which 02(z) vanishes at just a point. Such a point has come to be known as a turning point, or a transition point. The theory of differential equations (1.5) in regions containing a turning point has important applications in quantum mechanics. It also has important applications in other physical theories, among them that of microwave propagation [4] . Certain differential equations of the fourth and sixth orders with turning points are important in hydrodynamics, where they feature the onset of turbulence.
They have been studied in that connection [3; 5; 6; 7] .
The presence of a turning point materially complicates the problem of describing a differential equation's solutions. For these solutions are then of different functional forms in different sub-regions of z, rather than of forms which persist over the whole region. As a rule their descriptions must be made in terms of branches of multiple-valued functions, even though the solutions themselves are single-valued.
The method of the present paper is based upon the use of a related differential equation. By this is meant a differential equation that fulfills two primary specifications, namely, (i), that its coefficients agree with those of the given equation to terms of some prescribed degree in 1/X, and (ii), that it be explicitly solvable, namely that its solutions be known. The construction of such an equation is the objective of a major part of the analysis. It is followed by reasoning through which the forms of the solutions of the given equation are inferred from the known solutions of the related equation. This method was developed in connection with differential equations of the second order [8] . The present analysis extends it to a class of differential equations of higher order.
The hypotheses upon which the following discussion will be specifically based are the following. 1 . The parameter X (complex) is large in absolute value. Thus |X| >iV, with some large constant N.
2. The domain of the variable z is a closed bounded region of the complex z-plane. 3 . The series (1.2) have coefficients hj.n(z) that are analytic over the given z-region. Along with their term by term derivatives, these series are convergent when | X | > N.
4. The roots of the auxiliary equation (1.3) are distinct over the given z-region, except at a single point (the turning point) where just two of them are equal.
5. At the turning point the zero of the discriminant of the auxiliary equation is of the first order.
By way of normalization, we shall suppose, as we may without loss of generality, that the origin of z is at the turning point. We shall denote by Xi(z) and x*(z) the roots of the equation (1.3) that coincide there. The remaining root xs(z) is therefore simple over the z-region. Some limitations upon the periphery of the z-region will have to be imposed in the course of the discussion. These cannot well be stated here, and are of only minor significance.
2. The normalization of the given differential equation. The analytic forms that are to be obtained for the representation of solutions of the equation (1.1) will involve certain factors that consist of polynomials in 1/X of a degree (r -1), together with remainder terms of the order of 1/Xr-The polynomials will be determined, the remainder terms not so. The degree of explicitness of the representations will thus depend upon the integer r, a larger r signifying a more explicit result. We may prescribe r, and shall henceforth suppose that to have been done. This particular significance will be reserved to r throughout the discussion.
Let r(z, X) be a polynomial in 1/X, and the same is therefore true of the function (2.8) {pt-pi/\ + 2p{>/\*\.
We propose now to remove as large an initial segment from the series for (2.8) as may be possible by suitably specifying the coefficients r"iz) in (2.1).
The equation (1.3) has a simple root Xs(2)> and this root, because it is simple, is analytic. By taking
we make the leading term of pz, and hence the leading term of (2.8), vanish. With this choice the leading term of pi is 2 pt.oiz) = hi.oiz) + 2Ai,0(z)x3(z) + 3xa(z), and this is nowhere zero because xs(2) is everywhere simple. Thus (2.10) Pi,oiz) ^ 0 over the given z-region. Now for « = 1, 2, • • • , r, the coefficient of the term in 1A" in the series for (2.8) has the form (*2.0(z)t.
where/"(z) is determined by the values of t,-only forj=0, 1, ■ • • , (« -1). It follows that we may successively specify the coefficients r" to make all these terms vanish. As a result, the function (2.8) is of the form X~r-1£(z, X), with piz, X) a power series in 1A-The given differential equation is thus reducible to the form piz, X) (2.11) £l'(")+£i_i« = o, namely to u"' + 2\piiz, \)u" + \2piiz, \)u' + \\2piiz, X) -2X^f (z, X) (2'12) +piz,\)/\'~2}u = 0.
We shall refer to this as its normal form. 3. Miscellaneous matters. Since X3 is a root, the equation (1.3) is divisible by (x~Xi)-The quotient, by use of the formulas (2.4), is
At z = 0 we have xi = X2» and Xi^X3-It follows that 0(0) =0, and
It also follows from (3.1) and (3.2) that
Since this discriminant has, by hypothesis, a zero of the first order at z = 0, it is to be concluded from (2.10) that the zero of <£2(z) is simple.
The function <p(z) is of the form zU2<px(z) with <fo(z) analytic and bounded from zero. Therefore <£(z) is of the form z3/2#i(z), with $i(z) analytic and bounded from zero in some neighborhood of z = 0. We shall reduce the given z-region, if necessary, so that 4>i(z) is bounded from zero within it. The function ^(z)
is now seen to be analytic (if defined to be continuous at z = 0), and to be bounded and to have a bounded reciprocal.
By the substitution u = exp( -X j pi(z, \)dz) U, the form (2.5) is replaced by one that lacks the first derivative term, thus we obtain a relation that is fulfilled by rjj for both 7 = 1, and j = 2. This is the with undetermined coefficients ay.n(z) that are analytic. The functions S0 and Si as given by (4.6) are then evidently expressible as power series in 1A-We propose to remove from each of these series as large an initial segment as may be possible, by appropriately choosing the coefficients a,-,"(z) in the polynomials (5.1)(2).
The leading terms of the series (4.6) are respectively the left-hand members of the equations
We shall make these terms vanish by choosing Co,o and <zi,0 as a solution of the system of equations (5.2). To find this solution we multiply the equations respectively by a0,o and ai,0, and then add them. The resulting equation is ial,0+<t>2a2lfi)'' = 0. We therefore take On substituting the value of ai.o from this into the first equation (5.2) and making the integration, we find that
The integral involved in these formulas is improper, because $(z) vanishes like z1'2 at z = 0. It is, however, convergent, and the values ( with/o,n and/i," denoting expressions that involve the functions aaj and axj only for 7 = 0, 1, 2, • • ■ , (ra -1). Thus (5.5) is a system of nonhomogeneous differential equations for a<>,n and Ci,". To solve it we proceed as follows. Multiply the equations (5.2) and (5.5) respectively by #2ai,", -a0,n, -<p2ai.o, and a0,o, and add them. Again, multiply them respectively by a0,n, ai.n, ffo.o, and ai,o, and add them. The equations thus obtained are
and these are easily integrated to give
•/ o 2
As a system in the unknowns a0.n and a1>B these equations have, by (5.3), a determinant whose value is 1. They may, therefore, be solved to give
These values are seen to be analytic despite the improper integrals in terms of which they are expressed. By the evaluations (5.6) the terms in the successive powers of 1A in the functions (4.6) are removed, and these functions are thus reduced to be of the order of 1/Xr.
With the polynomials A0 and Ax thus determined, the expression D(z, X), as given by (4.8) , is a polynomial in 1/X the initial term of which is 1. The equation we may write it Liy) =0. In an obvious sense the operator L approximates the operator Z,i of (2.5).
6. The "related" differential equation. We shall now determine a function y0(z) in such a way as to make the three functions yjiz), j =0, 1, 2, be a fundamental set of solutions of a differential equation that approximates the given differential equation.
Let yo(z, X) be the polynomial in 1A given by the formula
with coefficients yo,n(2) that remain to be specified. By direct formal substitution into the form (5.10) it is found then that
with each/n denoting an expression that depends upon the functions yo,y(z) only for j<n. Since pt,o(z) 5^0, by (2.10), we may choose the functions yo.n(2), for successive values of n, so that
These functions yo.n(2) are analytic, and give to (6.2) the form
with g0(z, X) a power series in 1 A-By virtue of this, then,
g(z, X) also being a power series in 1A with coefficients that are analytic in z.
The differential equation
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is obviously solved by the function yo(z), and by any solution of L(y) =0. Therefore it is solved by yi(z) and y2(z). To show that this set of solutions is complete we consider the Wronskian
In this we may replace each element y/' by the respective L(y,), since that amounts only to adding multiples of other rows to' a certain row of a determinant. Then since L(yi) =0, and L(y2) =0, it follows that
If yx and y2 are linearly independent, which, by (5.9), is so if vx and v2 are independent, the right-hand member of (6.7) is different from zero over the z-region. The equation (6.5) is therefore completely solved by y,(z), j = 0, 1, 2.
Now by (2.5) and (5.10)
The given differential equation (2.11) is thus expressible as
and this we may write as
The reduced form of (6.8), namely the equation obtained from it by replacing the right-hand member by zero, is the solvable equation (6.5) . It is evident that these equations have coefficients that are the same to terms in 1/Xr-2.
We shall call (6.5) the related differential equation. 7. The forms of some solutions of the related equation. Of the solutions yo, y\, and y2, of the related equation (6.5), y0(z) has been given explicitly by the formula (6.1). The others may be variously chosen as independent solutions of the equation (5.8) . It is important to consider the forms of these, since they will be found to be typical of the solutions of the given differential equation when | X | > N. The related differential equation is, after all, merely a particular equation of the type we are considering. From (4.1), with the cylinder functions Cj taken successively to be the Bessel functions /_i/3 and Jm we obtain the two functions(3) (7.1) v*,, -*ml'%u*ito).
These functions can be differentiated. By use of the formula (3.7), together with the known relations, cf. [9, p. 46],
it is found that (7.2) »;,,(*) = ^W'/Ti/.tt.) + --£%*/*&).
The relation (5.9) now yields as solutions yi and y2 the particular ones y",j, where
The functions of £0 that are involved in (7.3) are given by the familiar expansions (7.5) &±M = 1Z J "* i|)
"=o «ir(» + 1 + y) \ 2/ (3) It is to be understood in all that follows that when a double sign and the index j occur in a formula or equation, the upper sign is to be taken with j = l and the lower sign with j = 2.
These are useful especially when z is in the immediate neighborhood of the turning point, namely when |£o| is moderate or small. In particular, we find from (7.3) and (7.5) the evaluations
Now it can be verified from (7.4) and (4.8) that
From this, and the fact that T(l/3)r(2/3) =2tt/31/2, it follows that the Wronskian of y*,i and y*,2 has at z = 0 the value 31/2X2/8/tt. Since the differential equation for these functions is (5.8), the formula for the Wronskian for general z is (7.8) JF(y*.i, y*.2iz) =-expt -2X J px(z, \)dz\.
8. The forms of some other solutions of the related equation. The solutions y*j described in §7 have advantageous forms when |£0| is small or moderate. They are, however, not of the optimum simplicity when |£0| is large. In fact that advantage does not attach to any single pair of solutions, except in suitable sub-regions of X and z. We therefore divide the Jo-region, and therewith the z-region, into parts, within each of which an especially associated pair of solutions is distinctively simple. For the representation of these solutions we shall use the Hankel functions H® (Bessel functions of the third kind, cf. [9, p. 73 
]).
For each integer k, a sector E* of the complex Jo-plane is defined by the relations (8.1) S*: (k -1)tt < arg £0 < (k + 1)tt.
In the z-domain each St corresponds to a sub-region having the origin upon its boundary. Its location beyond that depends upon X, since £0 does so. Let z be in such a sub-region. The integer k is thereby determined. With this, and with j taking the values 1 and 2, we shall use the abbreviations On the basis of these we readily infer from (7.8) that and (7.6).
9. Abbreviations, and some simple appraisals. The explicitness of the formulas of §7 and §8 extends effectively to the order of 1 A'-This will insure results that also have that degree of explicitness. For the derivation of these results, however, less exact, and therefore simpler, formulas will to a considerable extent suffice.
By way of abbreviations, let define their left-hand members. The constant N shall always be understood to be large enough to make the asymptotic representations (8.7) usable. The precise value of N is never significant. Finally, let B be adopted as a generic symbol to signify a function that is bounded when |x| >N. This boundedness shall be uniform as to any other variables that may be involved, as when the symbol used is 5(z, X) or B(z, t, X), and relative to such other variables any function B shall be understood to be analytic, or at least so in piecewise fashion over certain sub-regions. Since the region of z has been taken to be bounded and closed, any function that is analytic in it is also bounded.
When $o is in the sector E* and |£0| >N, the representations (8.7), (8.8) show that y*,j(z) = £o exp ( ± i|0 -X I piiz, \)dz\Biz, X), y'*,,-(z) = X£0 exp ( ± *£0 -X I piiz, \)dz\ Biz, X).
On the other hand, since the functions e±iio and &H±\il-o) with v>0 are bounded when | £0| ^N, whereas for all z exp (+X f piiz, \)dz\ = e±xp<*>£(z, X), we see from (8.5) that yk,iiz) = exp (±*{0 -XP(z))5(z, X), y'kjiz) = X-exp ( + t£o -XP(z))7*(z, X), when [ f" | ^ N.
We may combine these appraisals by the use of the relations (9.2) and (9. We thus find for the functions (9.4) the appraisals
Finally, with Q defined by (6.9), the evaluations (6.3), (9.5), and (9.6), to gether with the fact that Liyk,,) =0, lead to the relations , x Biz,\) e^Biz,\) 10. The given and related equations. With the forms of the solutions of the related equation now at hand, it remains to infer from them the forms of the solutions of the given equation. We shall show how this may be done. If, in the equation (6.8), u is thought of as any particular solution u(z), the right-hand member of the equation is accordingly a specific function of z, namely Q(u(z), z). Upon denoting this by/(z), the function u(z) in question is seen to be also a solution of the non-homogeneous equation
Now the reduced companion of this is the related equation (6.5). Hence m(z) is expressible in terms of the functions y0, y*,i, and yk,2, thus
namely, by virtue of (9.4), by a formula This deduction was based upon the assumption of a particular solution u(z). Its character is therefore heuristic. We shall use it merely as a guide to the following deduction ab initio, which is effectively its reverse.
With a suitably chosen set of lower limits of integration and constants c", the integral equation (10.3) will be shown to have a solution/(z).
The form of this solution will be determined, and in terms of it a function «(z) will be defined by the formula (10.1). The formulas (10.2) follow, and if Q'u, z) is formed from these, it is found, by a comparison of the result with (10.3), that Qiu, z) is precisely/(z).
In From (10.1) its form will be determinable.
11. Associated regions of X and z. Since <£2(z) has a simple zero at the turning point, the functions 0(z) and <J>(z) are double-valued. To account for this we shall henceforth consider the z-region to be a two-sheeted domain, namely a Riemann surface with a branch point at its origin. The formulas £o = X*(«), (H.l) fc = «A{P(«) -»*(*)), £2 = ik{Piz) + »*(«)}, which have already been set forth as (3.4) and (9.2), define £0, £i, and £2 as complex variables, and determine maps of the z-region upon respective £,-regions. These latter are likewise Riemann surfaces with branch points at their origins, the £0-region being three-sheeted because near z = 0 the function $ has the character of z3/2, and the regions of £i and £2 being two-sheeted because P has the character of (z1/2)2.
In each £;-region let 7?(£y) denote the largest sub-region that is star-shaped with respect to the origin. These regions 7?(£,), for j = 0, 1, 2, have images in the domain of z under the mappings (11.1), and these images have a common part (intersection).
This common part we shall denote by 7?(z). It may be noted, in particular, that any sufficiently small neighborhood of z = 0 is in Ri»).
Since each of the variables (11.1) depends upon X, each region 7?(&) likewise does so. The dependence is, however, simple, for any change in X merely changes the scale of 7?(£,) in the ratio of the change in |X|, and rotates 7? (£,) by the amount of the change in arg X. The region R(z) is clearly independent ofX.
Let z(c) be any chosen point of R(z), and Xw any chosen value of X for which |X(c)| is large. These values together determine j}e) for each j. Now for any j we can enclose jjc) within a polygon that lies in i?(Jy), that is convex, that has no horizontal side, and that also encloses the origin. This polygon, since it encloses a branch point, has a perimeter that extends several times around this point. It therefore has a number of uppermost vertices and a number of lowermost ones, namely certain vertices at which the ordinate is a relative maximum or minimum. With one such uppermost vertex, and with one such lowermost one, the point Jyrt can be connected by respective straight line segments. We shall denote these vertices by Jy,M and Jy,m respectively. Now under rotations of the polygon which are suitably limited in range, the vertex Jy,M will retain its property of being an uppermost one, and Jy,m will retain its property of being a lowermost one. Such a range of arg X defines a sector of the X-plane which we shall designate by A. The point X(c) is in this sector.
In i?(Jy) we now define a sub-region i?(c)(Jy) by the following specifications: (a) it contains the point jje); (b) every point of it can, for every X in A, be connected with Jy.af by a curve along which the ordinate is nondecreasing; and (c) every point of it can, for every X in A, be connected with Jy,m by a curve along which the ordinate is nonincreasing. The regions i?(c)(J,), for j = 0, 1, 2, have images under the mappings (11.1), and these images have a common part. We denote this common part by R&(z), and we shall say that the sector A and the region Ri(z) are associated regions.
We have shown that any pair of points z and X of which the former is in R(z) can be enclosed in associated regions. Any region i?(c)(Jy) is easily seen to be a sector bounded by two lines on which arg Jy is constant. Also any region J?(e)(J0) necessarily lies in some sector S*. Every region Ra(z) therefore has the point z =0 upon its boundary, and is one within which a relation (8.1) maintains. Finally, each pair of regions A and Ra(z) has associated with it a set of points, namely the points z,-,m and zy,m, j=0,1, 2, that are the images of the vertices Jy.Af and J,,m. These points are fixed, namely do not vary with X, so long as X remains in the sector A. The points Zj,m and Zy,m are in R(z), but not necessarily in R\(z).
12. Paths of integration. When z and X are confined to a pair of associated regions, we shall choose the lower limits of integration of the relations (10.3) and (10.1) at the points zitu and Zy,m thereby determined. The paths of integration from these points to z may be chosen at pleasure, since the integrands are analytic. We shall choose them so as to facilitate appraisals of the integrals.
With j as any one of the indices 0, 1, 2, and with y. standing for either M or m, let Ty,. denote the path from Zy,M to z. We describe this path with reference to its appearance in 7?(£,) as follows. It is the straight segment from £j,n to £y, provided this lies wholly in i?(£;); otherwise it is the broken line consisting of the segments from £yiM to the origin, and from there to &. On every such path the ordinate of (•/, and hence the real part of *£,-, varies monotonically. Thus e-iti(*)+it)(t) is bounded when / is on T.-m, and (12.1) e»£y(*)-»{/(*) is bounded when / is on Tj,m.
We may now establish the following lemma.
Lemma. An integral of the form Since JS(0 A1" is bounded, this integral is in fact of the form (12.2).
13. A solution «*,o(z). When X and z are confined to a pair of associated regions, the variable Jo is confined to a region that lies in some sector (8.1). If it lies in just one such sector the integer k is thereby determined.
If it lies in each of two consecutive sectors (8.1), as it may, k may be chosen as either one of the relevant integers, for the results to be obtained from the alternative choices are then asymptotically equivalent for the X and z in question. Let the functions Fy,0(z) be defined by the formulas F0,0(z) = Xr_2~1/8J"*(z)e(yo, z), Fy.o(z) = X^&OrV* Q(ykj, z), j = 1, 2.
It follows from (9.8) that these functions are bounded, namely that with a suitable constant M When any X for which |X| >N, and any z in 7?(z) are given, the sector (8.1) which contains £o is identified. For these values of X and z the solutions Mt.y(z), j = 0, 1, 2, accordingly have the forms given by the formulas (13.12), (14.6), and (14.10). Now the right-hand member of the relation
is a linear combination of the functions w*,,(z), and is therefore a solution. It is readily seen to assume the values (15.1), whereby the formula (15.2) is established.
For the Wronskian that appears in this formula the relations (13.10), (14.4), and (14.8) yield with coefficients Cy(X) that are explicitly determinable to the terms in 1/Xr. To that extent the form of w(z) is thus given when z and X are such that Jo lies in the sector S*. This result remains deficient in the case that the explicit part of the coefficient of the dominant member of the set ukj(z) turns out to be zero, for it then remains ambiguous whether this coefficient is nonvanishing of the order of 1/Xm with some m>r, or whether it is actually zero. This ambiguity is inherent in asymptotic representation.
It is because of this that the forms for the solutions ukj(z) for different indices k, not merely for a single k, have been determined. Within the limitation described, the formula If, before this deduction is applied, the given differential equation is put into the normal form (2.12), the roots of its auxiliary equation are explicitly XoOO -0, Xy(z) = -pi.oiz) ±i<i>iz), j = 1, 2. The forms (16.6) are then !=» SoAz) Biz, X) «o(0 = Zu --+ ---' »-o X" Xr (16.7)^ ^y.n(z) e't'Biz, X) «y(z) = e* zZ "^ +-~Lj-« i = 1, 2.
»-o Xn Xr
These are the analogues of the forms which, in the presence of a turning point, we have derived as (13.12), (14.6), and (14.10).
The way in which the classical procedure fails when the z-region contains a turning point is now readily discerned. A turning point is by definition one in which a multiplicity among the roots of the auxiliary equation occurs. It is therefore a point in which at least two of the functions 0o,y(z), as given by (16.3), vanish. The differential equations (16.4) and (16.5), from which the coefficients of the forms (16.6) or (16.7) must be determined, are therefore singular at this point. Hence the coefficients Sj,n(z), and therewith the whole explicit parts of the formulas (16.7), become infinitely discontinuous.
Near a turning point, therefore, the forms yielded by the classical theory cannot be used.
