Suppose that we want to compare k different systems, where pi denotes the steady-state mean performance of system a. Our goal is to use simulation to pick the "best" system (i.e., the one with the largest or smallest steady-state mean). To do this, we present some two-stage procedures based on the method of batch means. Our procedures also construct multiplecomparisons-with-the-best (MCB) confidence intervals for pi -m a j + p i , i = 1,. . . , k. Under the assumption of an indifference zone of (absolute or relative) width 6, we can show that asymptotically (as S + 0 with the size of the batches proportional to l/S2), the joint probability of correctly selecting the best system and of the MCB confidence intervals simultaneously containing pi -maxi+ p j , i = 1 , . . . , k, is at least 1 -a, where a is prespecified by the user.
INTRODUCTION
Suppose that we want to compare k different systems (i.e., stochastic processes), where system i has (unknown) steady-state mean pi and (unknown) asymptotic variance 0 : . We allow for the variances to be unequal. Our goal is to run independent simulations of the various systems to determine which has the largest (or smallest) steady-state mean. For example, the different systems may represent various service disciplines in a queueing system, and we want to select the one that will result in the largest steadystate throughput.
Since the steady-state means are not known and have to be estimated, we can never be certain that the system we eventually choose is actually the best one. Thus, we desire a procedure that (under certain assumptions) will correctly select the best system with some (prespecified) high probability. Also, we may be indifferent between two systems if their steadystate means are very close in value. This leads us to define an indifference zone (i.e,, an interval whose upper endpoint is given by the largest steady-state mean) of width 6 > 0 (which the user prespecifies), and we assume that we are equally satisfied with any system having a mean lying in the indifference zone. This type of problem formulation has its origins in the work of Bechhofer (1954). Moreover, we want to construct simultaneous confidence intervals for p; -maxj+ p j , for i = 1,2,. . . , k. The confidence intervals are known as multaple comparisons with the best (MCB); see Hsu (1984) .
In this paper, we propose some two-stage procedures based on the method of batch means for simultaneous indifference-zone selection and MCB. It can be shown (see Nakayama 1995) that asymptotically (if the batch sizes are proportional to l/b2 and the indifference-zone width 6 + 0), the joint probability that our procedure makes a correct selection (i.e., it selects the best system or a system whose mean lies in the indifference zone) and that the true differences pi -maxj+i p j , i = 1,2,. . . , k, simultaneously lie in the MCB confidence intervals is at least 1 -a (which the user prespecifies). We present procedures for both absolute-and relative-width indifference zones.
Our two-stage procedure for absolute-width indifference zones generalizes some previous results established for i.i.d. normal random variables. Specifically, Rinott (1978) developed a procedure for absolutewidth indifference-zone selection for i.i.d. normals, and he proved that the probability of correct selection is at least 1 -a. Matejcik and Nelson (1992) modified Rinott,'s method to also construct MCB confidence intervals for i.i.d. normals with an absolute-width indifference zone, and they proved that the joint probability of correct selection and simultaneous MCB coverage is at least 1 -Q (also see Hsu 1984) . For a review of these and other procedures, see Goldsman and Nelson (1994) . None of these papers covers relative-width indifference zones, as we do here.
The rest of the paper has the following organization. In Section 2 we define the notation used and state an assumption on the processes being simulated.
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We present our procedures in Section 3. Section 4 contains a brief discussion on how to specify values for the parameters needed to run our procedures.
NOTATION AND ASSUMPTIONS
Suppose that there are k systems, labeled 1,2,. . . , . . 5 P ( I , ) , and the exact values of (l), (2),.. . , (k) are unknown to us. In other words, system ( j ) has the j t h smallest steady-state mean, and our goal is to determine the value of (k).
To establish our results, we need to assume that our process Y satisfies a functional central limit theorem (FCLT). More specifically, let "=s" denote weak convergence (see Billingsley 1968) , Fnd then assume the following:
and
, Y I , (~> ) .
A1 There exist a nonsingular k x k matrix C and a constant p = (pl , p 2 , . . . , p k ) E %k such that X s + C B as 6 + 0, where B is a k-dimensional standard Brownian motion, x6 = ( X l , 6 , X 2 , 6 , . . . XI,,^), and f o r i = 1 , 2 ,..., k.
The constants pi appearing in A1 are precisely the steady-state means of the process Y . Also, the elements of C = (aid : i , j = 1,. . . , k) satisfy ui,i = 0: for all i = 1,. . . ,k, and ui,j = 0 for i # j . Thus, C is the asymptotic covariance matrix of the process Y .
Virtually all stochastic systems arising in the "real world" and having a steady state satisfy the FCLT in Assumption A l . For Newman and Wright 1981) .
OUR PROCEDURES
First we consider an absolute-width indifference zone; i.e., the indifference zone is defined to be the interval (P(I,) -6, P ( I , ) ] . Our goal is to select a system having a steady-state mean lying in the indifference zone and to specify simultaneous confidence intervals for pimaxifj p j , i = 1,2,. . . , k.
The basic idea of our two-stage procedures is as follows. In the first stage we run independent simulations of the different systems. We apply the method of batch means with m batches to the output of each system, thus yielding an estimate of the variance of the first-stage sample mean. This is used to compute how many total batches we need to simulate for each system. In the second stage, we collect the additional batches for each system. Finally, we select the system with the largest overall sample mean as our choice for the best system (or a system having a mean lying in the indifference zone) and construct simultaneous MCB confidence intervals.
More precisely, our two-stage batch means algorithm for absolute-width indifference-zone selection and MCB is as follows: which is the sample mean of the j t h batch.
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For each system i = 1,2,. . . , IC, compute the sample variance of the m batch means from the first stage as 1 Note that CSa(6) is the event of a correct selection, which we define as choosing a system with a mean lying in the indifference zone. Also, .7Ca(6) is the event that all of the true differences pi -maxjfi p,i, i = 1,2,. . . , k, are jointly covered by their MCB joint confidence intervals. Nakayama (1995) Theorem 1 establishes that asymptotically (as the width of the indifference zone 6 -+ 0 with the batch sizes proportional to 1/6'), the joint probability that we make a correct selection and that the true differences simultaneously lie within their MCB confidence intervals is at least 1 -a.
Procedure 1 above is for the case when the indifference zone has an absolute width. However, in certain settings, we may be equally satisfied with either of two systems if the difference in their means is less than, say, 5%. Thus, we now consider a relativewidth indifference zone defined as the interval (&k) - In order to study the asymptotic properties of 
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8. For each system i = 1,2,. . . ,k, compute the overall sample mean as Select the system with the largest fir,i.
Simultaneously construct the relative-precision MCB confidence intervals for pi -maxi+ p i , i = 1 , 2 , . . . , k.
In order to study the asymptotic properties of Procedure 2, we define k,(6), 1 5 kr(6) 5 k, such that P(k) -P ( l ) < SlP(k)l for all 1 L kr(6)l P ( k ) -P ( i ) 2 61Lqk)l for all i < kr(6). lim P { C S , ( 6 ) n .7Cr(6)} 2 1 -a.
4 0
From a theoretical standpoint, the formulation of the asymptotic results in Theorems 1 and 2 may not be completely appropriate. In particular, we assumed that the steady-state means ~1 , 1 1 2 , . . . , pk are fixed (and do not change with 6), and so taken by itself, the probability of correct selection (PCS) converges to 1 as 6 + 0 by the strong law of large numbers. Perhaps a more theoretically interesting result would allow the steady-state means to vary with 6, thereby leading to a PCS which converges to something strictly less than 1 (and at least 1 -a). (For theorems of this type, see Damerdji et al. 1995 .) However, our Theorems 1 and 2 still have theoretical value since the limiting coverage probability of our MCB confidence intervals is strictly less than 1 (and at least 1 -a). (From a practical standpoint, though, these issues are not a concern.)
SPECIFYING VALUES FOR PARAME-TERS
To use Procedures 1 and 2 in practice, the user must specify values for several parameters. These include the (absolute or relative) width of the indifference zone 6, the run length of the first stage Ti (which must be proportional to l/d2) for each system, and the number of initial batches m.
Because of the similarity of Procedures 1 and 2 and the two-stage stopping procedures developed by Nakayama (1994) , it is probably reasonable to assume that appropriate values for the parameters of Nakayama's (1994) algorithm are also valid for our new procedures. Nakayama (1994) suggests that we should choose 5 5 m 5 15 and 6 < 0.025. However, as Nakayama (1994) notes, selecting a reasonable value for Ti given 6 is a delicate matter. In the case when simulating queueing systems, though, Nakayama (1994) proposes using some of the results of Whitt (1989a Whitt ( ,1989b ; for more details, see Sections 5 and 6 of Nakayama (1994) .
