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Abstract
We show that a generalized Dirac structure survives beyond the linear regime of the low-energy
dispersion relations of graphene. A generalized uncertainty principle of the kind compatible with
specific quantum gravity scenarios with a fundamental minimal length (here graphene lattice spac-
ing) and Lorentz violation (here the particle/hole asymmetry, the trigonal warping, etc.) is nat-
urally obtained. We then show that the corresponding emergent field theory is a table-top re-
alization of such scenarios, by explicitly computing the third order Hamiltonian, and giving the
general recipe for any order. Remarkably, our results imply that going beyond the low-energy
approximation does not spoil the well known correspondence with analogue massless quantum
electrodynamics phenomena (as usually believed), but rather it is a way to obtain experimental
signatures of quantum-gravity-like corrections to such phenomena.
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I. INTRODUCTION
Graphene is popular among high energy theorists because, at small energies, its electronic
transport properties are in many respects those of a free gas of massless particles, as theoret-
ically discovered in Ref. [1] and experimentally proved in Ref. [2]. Indeed, the dynamics of
the pi electrons of flat, unstrained, defects-free, monolayer graphene membranes, for energies
up to ∼ 3eV above and below the Dirac point, is governed at a high level of accuracy by the
Hamiltonian of a massless, Dirac, (2+1)-dimensional field, hence linear in the momentum,
but propagating at vF ∼ c/300 rather than at c (on this see, e.g., the reviews Ref. [3] and
Ref. [4]).
It is important for high energy theory to have found here this special relativistic-like
behavior, as it gives us the opportunity to study elusive phenomena through table top
experiments. Nonetheless, what is more urgent is to test theories beyond special relativity,
something difficult (sometimes impossible) to do in direct experiments. The use of graphene
to this latter end was proposed in Ref. [5], and elaborated in follow-up works, see, e.g.,
Refs. [6–9] and the review Ref. [10].
Those works rely on the linear regime of the Dirac description, hence are valid at small
energies, and when curvature is considered, the energies need to be even smaller[10]. Here we
move in the opposite direction, namely, we investigate what happens to the Dirac structure
in a range of energy beyond the ±3eV. In fact, it is generally believed that already at the
next step beyond the linear regime, since the standard Dirac structure is gone, with it goes
also the usefulness of graphene as a lab for fundamental theories.
We show here that this is not the case, because a Dirac structure, although of a generalized
kind, is present beyond the linear approximation, and it is of the kind obtained earlier in the
research about generalized uncertainty principles[11–14] (GUPs) descending from quantum
gravity scenarios with a fundamental minimal length (for a review see Ref. [15]). These
recently proposed GUPs differ considerably from other GUPs in the literature, see, e.g.
Ref. [16], and the latter GUPs would not apply here. The recent proposal is also consistent
with doubly special relativity[15] (DSR), where there exists a maximum energy scale, that is
the Planck energy. At that scale the smooth manifold structure of spacetime breaks down,
along with the local Lorentz invariance. In graphene as well there is a maximum energy
scale, at which lattice effects break the smooth manifold description. This motivates our
2
present investigation.
To evoke a concrete scenario where our present analysis could find a direct application,
let us mention here that almost all approaches to quantum gravity predict logarithmic
corrections to the Bekenstein area law for black hole entropy, see, e.g., Ref. [17]. Among
those, the generalized uncertainty principle also generates such correction terms[18]. On
the other hand, it has been shown[6, 7] that graphene, in the linear approximation, when
it is given certain specific morphologies, can reproduce the Hawking/Unruh phenomenon
corresponding to a classical spacetime background. Such linear behavior is precisely what
gets lost when discrete spacetime (quantum gravity) effects take place. Therefore, applying
the findings of the present work to that case would be a step forward in measuring the effects
of the corrections and compare with the theoretical predictions of the different models.
Of course, the full answer to those important questions, within this correspondence with
graphene, will only come when the phononic excitations of the graphene membrane are
properly described within a properly constructed gravity correspondence, that is still not
available.
II. BEYOND LINEAR APPROXIMATION AND GENERALIZED DIRAC
The honeycomb lattice in Fig. 1 has two atoms per unit cell, what makes the lattice two
interpenetrating Bravais lattices. The quantum state associated to such configuration is
|Φ~k〉 = a~k|φA~k 〉+ b~k|φB~k 〉 (1)
where ~k labels the crystal quasi-momentum, a~k and b~k are complex functions, and φ
I
~k
(~r) =
〈~r|φI~k〉 = ei
~k·~rϕI(~r), with I = A,B, are Block functions, with periodic orbital wave-functions
ϕI(~r) localized at the sites of the Bravais sublattices, either LA or LB. That means that the
shape of the functions ϕA and ϕB is the same, but the support is shifted. This localization
is the key ingredient of the tight binding approximation: the more the ϕI(~r) are localized,
the more accurate is the approximation (see, e.g., Ref. [19]). Our goal now is to find the
effective Hamiltonian that gives a good approximation of the graphene dispersion relations
E(~k).
From the Schro¨dinger equation Hˆ~k|Φ~k〉 = E(~k)|Φ~k〉, multiplied from the left by 〈Φ~k|, and
3
FIG. 1. The honeycomb lattice of carbons making graphene. The two Bravais sublattices, LA
and LB, are identified by different colors (green and yellow). The three vectors connecting nearest
neighbors are explicitly shown, ~s
(1)
1 = `(0,−1), ~s(1)2 = `2(
√
3, 1), ~s
(1)
3 =
`
2(−
√
3, 1) with ` ≈ 1.42A˚
the carbon-to-carbon distance, whereas only one representative per m of the ~s
(m)
i s, till m = 6, is
shown, along with the corresponding circle encompassing all the relevant atoms. When the color
of the circle is the same of (different from) the color of the atom in the center, yellow here, the
corresponding terms contribute to the diagonal (off-diagonal) part of the Hamiltonian. The less
intense the color of the circle, the less important the associated terms (not is scale). The ~s
(m)
i s can
be expressed in terms of the ~s
(1)
i , a shown in the Appendix A for m = 2, ...6.
with 1 =
∫
d2~r|~r〉〈~r| inserted, we have
H~k ≡ 〈Φ~k|Hˆ~k|Φ~k〉
=
∫
d2~rd2~r′〈Φ~k|~r〉〈~r|Hˆ~k|~r′〉〈~r′|Φ~k〉 (2)
where H~k is the ~k component of a “field Hamiltonian”, that is the one that includes the
wave functions. Now, we rewrite the overall interaction has sum of interactions between
subsequent orders of neighbors, (including all orders this is merely a rewriting, with no
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approximation). Therefore, in (2) we shall use |~r′〉 = |~r + ~s(m)i 〉, where the vectors ~s(m)i join
mth-near neighbors, as indicated in Fig. 1. With this the Hamiltonian splits into an onsite
orbital part and an interaction potential 〈~r|Hˆ~k|~r+~s(m)i 〉 → H(o)~k (~r, ~r) +V
(m)
~k
(|~r′−~r|), where
~r′ − ~r = ~s(m)i .
The ~s
(m)
i s, for any m can be obtained from the ~s
(1)
i s that we give in caption of Fig.1 and
in the Appendix A (there along with ~s
(m)
i s for m = 2, ..., 6). V
(m)
~k
is the potential between
atoms located at distance |~s(m)i | ≡ |~s(m)|, ∀i = 1, ..., nm (in the ideal case of a perfect lattice),
while H
(o)
~k
is the Hamiltonian whose eigenfunctions are the orbitals ϕI(~r) with corresponding
eigenvalues (0) that is the onsite energy.
Putting together all this, the field Hamiltonian (2) becomes
H~k =
∑
m∈diag
((0)ςm + ηm)Fm(~k)(a∗~ka~k + b∗~kb~k)
+
(∑
m∈off
((0)ςm + ηm)F∗m(~k)a∗~kb~k + h.c.
)
(3)
where ςm =
∫
d2~rϕ∗I(~r)ϕJ(~r + ~s(m)i ) and ηm =
∫
d2~rϕ∗I(~r)V (m)ϕJ(~r + ~s(m)i ) are the overlap-
ping and the hopping parameters, respectively, and the ms contribute to the diagonal terms
when I = J , and to the off-diagonal terms when I 6= J . Finally Fm(~k) ≡
∑nm
i=1 e
i~k·~s(m)i ,
where
F1 =
3∑
i=1
ei
~k·~s(1)i = e−i`ky [1 + 2ei
3
2
`ky cos(
√
3
2
`kx)] (4)
and F2 = |F1|2−3. More details on the derivation of (3) and on the Fms are in the Appendix
A.
By setting the zero of E(~k) by (0) the Schro¨dinger equation becomes (see Appendix A)
ψ†~kĤ~kψ~k = E(~k)ψ
†
~k
Ŝ~kψ~k (5)
where ψ†~k ≡ (a∗~k, b∗~k) and
Ĥ~k =
 hdiag~k h∗off~k
hoff~k h
diag
~k
 and Ŝ~k =
 Sdiag~k S∗off~k
Soff~k S
diag
~k
 (6)
are the Hamiltonian and the overlapping matrices respectively, with
hdiag~k
(
Sdiag~k
)
=
∑
m∈diag
ηm(ςm)Fm(~k) ,
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and
hoff~k
(Soff~k ) = ∑
m∈off
ηm(ςm)Fm(~k) .
Notice that Ĥ~k = hdiag~k 12 + Rehoff~k σx + Imhoff~k σy, with 12 =
 1 0
0 1
, σx =
 0 1
1 0
,
σy =
 0 −i
i 0
. Clearly the concurrence of a) two atoms per unit cell (doublet struc-
ture) and of b) the Hermiticity of the Hamiltonian are behind the emergence of the Pauli
matrices. Nonetheless this is not enough to have a Dirac structure, as we need to focus on
the dispersion relations descending from (5), that is the two solutions to the secular equation
det
(
Ĥ~k − EŜ~k
)
= 0 that gives an involved expression in terms of the Fms, and in general
there is no Dirac structure behind such dispersion relations. In fact, the values of both, the
overlapping and the hopping parameters, ςm and ηm, respectively, exponentially drop with
m, as should be expected. Although there is no absolute consensus on the actual values of
these phenomenological parameters, as their definition might differ depending on the model,
there is general agreement on the fact that, in the ideal case of an infinite and non-deformed
sheet of graphene, the values of the first few of such parameters are (see, e.g., Ref. [20] and
references therein)
η0 ' −0.36eV, η1 ' −2.8eV, η2 ' 0.12eV,
ς1 ' 0.106, ς2 ' 0.001 (7)
from which we see that stopping at η2 and ς1 is a very good approximation. For the sake
of an easier comparison with the literature, it is worth mentioning here that η1 is what is
usually indicated with t, while η2 is what is usually indicated with t
′, see, e.g., Ref.[3].
Once this happens, the secular equation becomes
E± =
(
1− ς21 |F1|2
)−1
(8)
×
(
0 − 1|F1|2 ±
√
(0 − 1|F1|2)2 − (1− ς21 |F1|2)[(0 + η2|F1|2)2 − η21|F1|2]
)
where 0 ≡ η0 − 3η2 and 1 ≡ ς1η1 − η2. The fact that, based on the result F2 = |F1|2 − 3
(see Appendix A), in (8) we can expand E± in terms of one function, F1, is what shall give
us the possibility to identify a generalized Dirac structure of the kind obtained in Refs. [12–
14]. This occurrence, though, stops at the second step beyond nearest neighbors, because
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F3  F31 , F4  F41 , etc. (see Appendix A). Therefore, although some form of recursion is
clearly present, e.g., F6 = |F3|2 − 3 (see Appendix A), that does not give a straightforward
power expansion in terms of F1. This deserves further study.
At the Dirac points1, i.e. the solutions of F1(~k) = 0, ~K1 =
(
4pi
3
√
3`
, 0
)
and ~K2 =(
− 4pi
3
√
3`
, 0
)
, we have E±|F1=0 = 0, that is the shift of the zero of the energy due to di-
agonal terms in the Hamiltonian. We can shift once more the zero of the energy, hence
dropping this 0 but shifting all other values accordingly, in particular 1 → ′1 ≡ 1 − 0.
Thus, finally, dropping higher order terms O(ς21 ) and O(ς1η2), we have
E± = η1
(
±|F1| − A˜|F1|2
)
(9)
where A˜ = ′1/η1 is a dimensionless parameter. If we define the dimensionless vector
~˜P ≡
(ReF1, ImF1) then
E± = η1
[
± `
~
~
`
| ~˜P | − A˜
(
`
~
~
`
)2
| ~˜P |2
]
(10)
≡ VF
(
±|~P | − A |~P |2
)
(11)
where ~P ≡ (~/`) ~˜P , A ≡ (`/~)A˜, VF ≡ η1`/~ are the dimension-full quantities (recall
that[3, 4] vF ' 1.5η1`/~).
Henceforth, considering ~P as a generalized momentum, we can use the customary Dirac
prescription |~P | → ~σ · ~P that gives
H(P ) ≡
∑
~k
H~k = VF
∑
~k
ψ†~k ( 6P − A 6P 6P )ψ~k (12)
as the effective Hamiltonian corresponding to the dispersion relations (11). Here 6P ≡ ~σ · ~P
and we used the properties of the Pauli matrices, σiσj = δij12 + iijkσ
k, that give 6 P 6
P = |~P |212. This is precisely the form of the Hamiltonian obtained in Refs. [12–14] when
generalizing the Dirac Hamiltonian to allow for a GUP with a minimal fundamental length,
here given by the `. Now we can proceed according to two options, both giving the same
deformed/generalized Dirac equation (hence, the same dispersion relations (11)).
The first option consists in taking the deformed Hamiltonian (12), together with standard
commutation relations, [XPi , Pj] = i~δij, where XPi are generalized conjugate variables of
the generalized momenta Pi.
1 In this paper, since no defects, nor deformations of the membrane are considered, we can safely focus on
a single Dirac point, say ~K1 ≡ ~KD. This we do from now on.
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The second option consists in introducing a new generalized momentum
~Q ≡ ~P (1− A|~P |) (13)
of which the former, ~P , is the low-energy approximation, in terms of which we have a
standard Dirac Hamiltonian2
H(Q) = VF
∑
~k
ψ†~k 6Qψ~k (14)
This time, though, the Weyl-Heisenberg algebra is deformed to[
XPi , Qj
]
= i~
[
δij − A
(
Qδij +
QiQj
Q
)]
(15)
that is precisely the GUP of [12–14], when coordinates commute among themselves, and so
do momenta (see especially [14]).
In both the equivalent cases, we have effective Hamiltonians that govern the physics of
graphene within a range of energies much wider than the one where the linear approximation
holds.
III. MODIFIED WEYL-HEISENBERG ALGEBRA AND LORENTZ SYMMETRY
BREAKING
We have here three momenta, two generalized momenta, ~Q and ~P , and one low-energy
standard momentum ~p. Notice that ~P is low-energy with respect to ~Q (next-to-nearest
neighbors vs nearest neighbors), but it is high energy with respect to ~p, that is the only
standard low-energy momentum arising from expanding ~P , therefore F1(~k) in (4), around
the Dirac point ~k = ~KD + ~p. In fact, we must do that since the structure in (12) is only
apparently O(`), because ~P , as it stands, contains all orders in `. Before doing so, though,
let us comment on the algebraic structures that we have obtained.
Each momentum has its conjugate variable, [XQi , Qj] = i~δij, [XPi , Pj] = i~δij, and
[xi, pj] = i~δij, but when we compute, e.g., commutators between low-energy coordinates
and high-energy momenta, the standard Weyl-Heisenberg algebra is modified, as in (15).
Nonetheless, the low-energy coordinates are xi, hence to see the effects of the corrections we
must ultimately compute [xi, Qj]. We shall give those commutators, [xi, Qj]s, in a moment,
before that, let us comment on the important issue of Lorentz symmetry.
2 This needs be done together with the previously used customary Dirac prescription, |~P | → ~σ · ~P .
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At the first level of the ladder, (XQi , Qj), full Lorentz symmetry is preserved. At the
second level, (XPi , Qj), the Hamiltonian (12) preserves rotation symmetry, SO(2) in this
case, but full Lorentz is gone, e.g., the particle/antiparticle symmetry (particle/hole), as
it is clear from (11) and from the terms
QiQj
Q
in (15). At the last level in the ladder,
(xi, Qj), not even rotation symmetry of the Hamiltonian survives, and we expect rotation-
symmetry violating terms. Indeed, in the standard treatment such terms are seen (see, e.g,
the trigonal warping[3]), and we naturally reproduce them in this new perspective. This is
a rich algebraic structure, worth investigating, especially in relation to the possibility for
noncommutativity.
When we expand ~P (~p), we obtain the following dispersion relations, up to O(p3) (see
(11))
E± = VF
(± 3
2
p∓ 3
8
`p2 cos(3θ)∓ 3
64
`2p3 cos2(3θ)
− A9
8
p2 + A
9
8
`p3 cos(3θ)
)
= vF
(± p∓ `
4
p2 cos(3θ)∓ `
2
32
p3 cos2(3θ)
− 3`
4
′1
η1
p2 +
3`2
4
′1
η1
p3 cos(3θ)
)
, (16)
where p = |~p|, tan θ = py/px, vF ≡ 3/2VF , and ~ = 1.
Lorentz violating terms appear in the dispersion relation (16). As customary in Lorentz
violating scenarios (see, e.g, Refs. [21, 22]), the orientation of the vectors is important.
Here all vectors will be referred to the honeycomb lattice orientation, and we must mention
explicitly our axis choice, see Fig. 1.
Accordingly the corresponding O(p3) Hamiltonian is
H = vF
∑
~p
ψ†~p
[
σx
(
px − `
4
(p2x − p2y)−
`2
8
px(p
2
x + p
2
y)
)
+ σy
(
py +
`
2
pxpy − `
2
8
py(p
2
x + p
2
y)
)
− 3
2
′1
|η1|
(
`(p2x + p
2
y)−
`2
2
p3x +
3`2
2
pxp
2
y
)]
ψ~p (17)
whose structure would hardly induce to think of any Dirac structure, although, as shown in
the previous part, in fact it is just a low energy realization of a generalized Dirac structure.
9
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FIG. 2. In order to see clearly the non-isotropic effect of the transformation, we plot the mapping
P → p given in (18) acting on a circle of radius 1.0× 10−10m−1 in the momenta space up to order
O(`), where ` = 1A˚.
Let us express the expansion of ~P in terms of ~p as follows ~P = ~p+ ∆~p, where
∆~p =
`
4
(
p2y − p2x −
`
2
px(p
2
x + p
2
y), 2pxpy −
`
2
py(p
2
x + p
2
y)
)
=
`
4
p2(− cos 2θ − `
2
p cos θ, sin 2θ − `
2
p sin θ) , (18)
We can visualize this as transformation acting on the whole momenta plane, as plotted in
Fig. 2 where we show the mapping ~P → ~p for a circle of radius 1.0 × 10−10 m−1 (` = 1A˚).
Of course, in order to obtain the operator expression for H in (17), one needs to perform
the customary substitution pi → −i∂/∂xi.
Finally, after the expansion, the commutation relations one has to write are obtained by
first noticing that now [xi, Pj] 6= iδij, because the role of the low energy momentum is now
played by ~p and not by ~P ([xi, pj] = iδij). Then, with the help of [xi, Pj] and using (13),
the commutations of the system are [xi, Qj] fully expressed in terms of Qi (see details in
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Appendix B). The actual structure changes according to the order O(`n). For instance, to
O(`),
[x,Qx] = i
(
1− `
2
Qx − `
′
1
η1
(
| ~Q|+ Q
2
x
| ~Q|
))
,
[x,Qy] = i
(
`
2
Qy − `
′
1
η1| ~Q|
QxQy
)
,
[y,Qx] = i
(
`
2
Qy − `
′
1
η1| ~Q|
QxQy
)
, (19)
[y,Qy] =
(
1 +
`
2
Qx − `
′
1
η1
(
| ~Q|+ Q
2
y
| ~Q|
))
.
In the Appendix B we give the result up to order O(`2).
IV. CONCLUSIONS
Our results imply that, contrarily to what customarily believed, going beyond the low-
energy approximation does not spoil the well known correspondence with analogue massless
quantum electrodynamics phenomena, such as the Hawking-Unruh phenomenon[6, 7] or the
Klein tunneling[23], to cite two. Rather, from here it is clear that one should consider
high energy contributions as a way to obtain precious experimental signatures of quantum-
gravity-like corrections to such phenomena. The quantum gravity scenarios here are those
for which continuous fields and continuous spacetimes are both emerging from a single gran-
ular underlying structure (see, e.g., Ref. [24] and also Ref. [25]). Indeed, we are able to
naturally reproduce the GUP of Refs. [12–14], hence the quantum gravity scenario with
a fundamental scale[15]. The phenomenology includes the particle/hole asymmetry corre-
sponding to matter/anti-matter asymmetry, and the non-isotropic trigonal warping terms
related to Lorentz violation, similar to those of Kostelecky Standard Model Extension[26–28]
(SME). The anisotropy of the continuous field theory for graphene was seen in Ref. [8], and
anisotropy of the universe has been observed, and called[29, 30] “the axis of evil”.
Let us close by mentioning some directions that could be pursued from here. First, as
mentioned in the Introduction, the immediate follow-up of this work is to perform the calcu-
lations of Refs.[6, 7] with the new Hamiltonian proposed here, that include lattice/granular
spacetime effects. In that context, one could then compute the entanglement entropy of
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the quantum fields in such nontrivial background with horizons, and compare with the
quantum-gravity-corrected Bekenstein results. A second direction is based on the fact that
other materials exhibit emergent pseudo-relativistic fermions[31, 32], hence, it would be in-
teresting to perform a similar study for them. A further direction is a deeper study of the
obtained algebraic structures, especially the exploration of the possibility that noncommut-
ing (generalized) coordinates[33, 34] might be realized.
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Appendix A: Structure of the m-nearest neighbor Hamiltonian
In this Appendix we give some more details of the construction leading to the tight
binding Hamiltonian in general, focussing on the structure
Let us start by listing the ~s
(m)
i s vectors up to m = 6. First, the onsite ~r
′ = ~r vector is
clearly zero, ~s(0) = 0. Then, the nearest neighbor vectors, ~s
(1)
i , i = 1, 2, 3, are
~s
(1)
1 = `(0,−1) , ~s(1)2 =
`
2
(
√
3, 1) , ~s
(1)
3 =
`
2
(−
√
3, 1) (A1)
with ` ≈ 1.42A˚ the carbon-to-carbon distance. The next to nearest neighbor vectors, ~s(2)i ,
i = 1, ..., 6, are
~s
(2)
1 = ~s
(1)
2 − ~s(1)3 , ~s(2)2 = ~s(1)2 − ~s(1)1 , ~s(2)3 = ~s(1)3 − ~s(1)1 ,
~s
(2)
4 = −~s(2)1 , ~s(2)5 = −~s(2)2 , ~s(2)6 = −~s(2)3 . (A2)
The 3rd-nearest neighbor vectors, ~s
(3)
i , i = 1, 2, 3, are
~s
(3)
1 = ~s
(2)
1 + ~s
(1)
1 , ~s
(3)
2 = −~s(2)2 + ~s(1)3 , ~s(3)3 = ~s(2)3 − ~s(1)2 . (A3)
The 4th-nearest neighbor vectors, ~s
(4)
i , i = 1, ..., 6, are
~s
(4)
1 = ~s
(2)
1 + ~s
(1)
2 , ~s
(4)
2 = ~s
(2)
2 + ~s
(1)
2 , ~s
(4)
3 = ~s
(2)
3 + ~s
(1)
3 ,
~s
(4)
4 = −~s(2)1 + ~s(1)3 , ~s(4)5 = −~s(2)2 + ~s(1)1 , ~s(4)6 = −~s(2)3 + ~s(1)1 . (A4)
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The 5th-nearest neighbor vectors, ~s
(5)
i , i = 1, ..., 6, are
~s
(5)
1 = ~s
(2)
1 + ~s
(2)
2 , ~s
(5)
2 = ~s
(2)
2 + ~s
(2)
3 , ~s
(5)
3 = −~s(2)1 + ~s(2)3 ,
~s
(5)
4 = −~s(5)1 , ~s(5)5 = −~s(5)2 , ~s(5)6 = −~s(5)3 . (A5)
The 6th-nearest neighbor vectors, ~s
(6)
i , i = 1, ..., 6, are
~s
(6)
1 = 2~s
(2)
1 , ~s
(6)
2 = 2~s
(2)
2 , ~s
(6)
3 = 2~s
(2)
3 ,
~s
(6)
4 = −~s(6)1 , ~s(6)5 = −~s(6)2 , ~s(6)6 = −~s(6)3 . (A6)
Notice that the number of vectors necessary to reach all the mth-near neighbors varies,
i = 1, ..., nm, but it is always a multiple of 3 (3, 6, 12 for n10 etc). A rule is that: When the
~s
(m)
i s vectors connect atoms of the same sublattice (hence contribute to the diagonal terms
in the Hamiltonian, see the paper), then nm is always a multiple of 6, and there is a reflection
symmetry between the vectors (e.g., for m = 6, ~s
(6)
4 = −~s(6)1 , ~s(6)5 = −~s(6)2 , ~s(6)6 = −~s(6)3 );
on the other hand, when the ~s
(m)
i s vectors connect atoms of a different sublattices (hence
contribute to the off-diagonal terms in the Hamiltonian, see the paper) then nm is a multiple
of 3, and there is no reflection symmetry.
Therefore, V
(m)
~k
is the potential between atoms located at distance |~s(m)i | ≡ |~s(m)|,
∀i = 1, ..., nm (in the ideal case of a perfect lattice), while H(o)~k is the Hamiltonian whose
eigenfunctions are the orbitals ϕI(~r) with corresponding eigenvalues (0) that is the onsite
energy.
Putting together all this, the field Hamiltonian (2) of the main manuscript becomes
H~k =
∑
m
nm∑
i=1
∫
d2~r[a∗~kφ
∗A(~r)(H(o)~k + V
(m)
~k
)a~kφ
A(~r + ~s
(m)
i )
+ b∗~kφ
∗B(~r)(H(o)~k + V
(m)
~k
)b~kφ
B(~r + ~s
(m)
i )
+ (a∗~kφ
∗A(~r)(H(o)~k + V
(m)
~k
)b~kφ
B(~r + ~s
(m)
i ) + h.c.)] (A7)
By using that φI~k(~r) = e
i~k·~rϕI(~r) are Block functions, hence that ϕI(~r) are periodic, the
products in (A7) all produce phase factors φ∗I(~r)φJ(~r+~s(m)i ) = e
−i~k·~rϕ∗I(~r)ei~k·(~r+~s
(m)
i )ϕJ(~r+
~s
(m)
i ) = e
i~k·~s(m)i ϕ∗I(~r)ϕJ(~r + ~s(m)i ). Therefore
H~k =
∑
m∈diag
((0)ςm + ηm)Fm(~k)(a∗~ka~k + b∗~kb~k)
+
(∑
m∈off
((0)ςm + ηm)F∗m(~k)a∗~kb~k + h.c.
)
(A8)
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where
ςm =
∫
d2~rϕ∗I(~r)ϕJ(~r + ~s(m)i ), (A9)
ηm =
∫
d2~rϕ∗I(~r)V (m)ϕJ(~r + ~s(m)i ) (A10)
and Fm(~k) =
∑nm
i=1 e
i~k·~s(m)i , with the ms contributing to the diagonal terms when I = J , and
to the off-diagonal terms when I 6= J .
Let us write down here the first six Fms
F1 =
3∑
i=1
ei
~k·~s(1)i = e−i`ky [1 + 2ei
3
2
`ky cos(
√
3
2
`kx)] (A11)
and |F1|2 = 3 + 2
∑3
i=1 cos(
~k · ~s(2)i ).
F2 =
6∑
i=1
ei
~k·~s(2)i = 2
3∑
i=1
cos(~k · ~s(2)i ) = |F1|2 − 3 (A12)
Then, F3 =
∑3
i=1 e
i~k·~s(3)i , that gives |F3|2 = 3 + 2
∑3
i=1 cos(2
~k · ~s(2)i ).
F4 =
6∑
i=1
ei
~k·~s(4)i = ei
~k·~s(1)1
(
e−i
~k·~s(2)2 + e−i
~k·~s(2)3
)
+ei
~k·~s(1)2
(
ei
~k·~s(2)2 + ei
~k·~s(2)1
)
+ei
~k·~s(1)3
(
ei
~k·~s(2)3 + e−i
~k·~s(2)1
)
(A13)
F5 =
6∑
i=1
ei
~k·~s(5)i
= 2(cos[~k · (~s(2)1 + ~s(2)2 )]
+ cos[~k · (~s(2)2 + ~s(2)3 )]
+ cos[~k · (~s(2)3 − ~s(2)1 )]) (A14)
F6 =
6∑
i=1
ei
~k·~s(6)i = 2
3∑
i=1
cos(2~k · ~s(2)i ) = |F3|2 − 3 (A15)
Clearly there is a regularity (pattern) linking the various functions. We shall not investigate
this here because it is out of our scope.
Let us now explain out choice of the zero of the energy, and explain, along the way, some
more details of the structure of the diagonal and off-diagonal terms.
Define Ĥ~k ≡ ̂˜H~k + (0)Ŝ~k, where
Ŝ~k =
 Sdiag~k S∗off~k
Soff~k S
diag
~k
 (A16)
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is the overlapping matrix, with
Sdiag~k =
∑
m∈diag
ςmFm(~k) = 1 + ς2F2(~k) + ς5F5(~k) + ς6F6(~k) + · · · (A17)
and
Soff~k =
∑
m∈off
ςmFm(~k) = ς1F1(~k) + ς3F3(~k) + ς4F4(~k) + · · · (A18)
With these, the Schro¨dinger equation becomes
ψ†~k
̂˜H~kψ~k = (E(~k)− (0))ψ†~kŜ~kψ~k (A19)
where, as usual, ψ†~k ≡ (a∗~k, b∗~k). The energy (0) merely shifts the zero of the energy bands,
hence we are free to reset the zero of the scale ignoring that term. On the other hand,
that zero can still be fixed with the on-site energy included in the Hamiltonian. Thus, by
renaming the Hamiltonian as ̂˜H~k ≡ Ĥ~k, we eventually have
ψ†~kĤ~kψ~k = E(~k)ψ
†
~k
Ŝ~kψ~k (A20)
where
Ĥ~k =
 hdiag~k h∗off~k
hoff~k h
diag
~k
 (A21)
with
hdiag~k =
∑
m∈diag
ηmFm(~k) = η0 + η2F2(~k) + η5F5(~k) + η6F6(~k) + · · · (A22)
hoff~k =
∑
m∈off
ηmFm(~k) = η1F1(~k) + η3F3(~k) + η4F4 + · · · (A23)
Appendix B: Modified commutation relations
We defined the modified momentum as (see conventions in the main manuscript)
~P = ~p+ ∆~p ,
∆~p =
`
4
(
p2y − p2x −
`
2
px(p
2
x + p
2
y), 2pxpy −
`
2
py(p
2
x + p
2
y)
)
=
`
4
p2(− cos 2θ − `
2
p cos θ, sin 2θ − `
2
p sin θ) , (B1)
where the low energy momentum ~p fulfills the standard commutation relation
[xi, pj] = i~δij . (B2)
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In order to get the commutation relation with the modified momentum, we use the standard
commutators (B2) in (18), leading to
[x, Px] = i
(
1− `
2
Px − `
2
8
(P 2x − P 2y )
)
,
[x, Py] = i
(
`
2
Py − `
2
4
PxPy
)
[y, Px] = i
(
`
2
Py − `
2
4
PxPy
)
,
[y, Py] = i
(
1 +
`
2
Px +
`2
8
(P 2x − P 2y )
)
.
By inverting (13) in the main paper, we get
~P ≡ ~Q(1 + A| ~Q|) , (B3)
from which
[x,Qx] = i
(
1− `
2
Qx − A
(
| ~Q|+ Q
2
x
| ~Q|
)
− `
2
8
(Q2x −Q2y)−
`
2
AQx| ~Q| − A2
(
| ~Q|2 +Q2x
))
,
[x,Qy] = i
(
`
2
Qy − A| ~Q|QxQy −
`2
4
QxQy − `
2
AQx| ~Q|+ `
2| ~Q|AQy
(
Q2x −Q2y
)− `
2
A| ~Q|Qy
)
,
[y,Qx] = i
(
`
2
Qy − A| ~Q|QxQy −
`2
4
QxQy − `
2
AQx| ~Q| − `
2| ~Q|AQyQ
2
x −
`
2
A| ~Q|Qy
)
,
[y,Qy] =
(
1 +
`
2
Qx − A
(
| ~Q|+ Q
2
y
| ~Q|
)
+
`2
8
(Q2x −Q2y)− `
A
| ~Q|QxQ
2
y − A2
(
| ~Q|2 +Q2y
))
,
where A ≡ `′1/η1.
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