



Розробка метрики і методів кількісної оцінки сегментації біомедичних  
зображень 
 
О. М. Березький, М. М. Зарічний, О. Й. Піцун  
 
Введено відстань Фреше між деревами та доведено, що ця відстань є ме-
трикою. Розроблено метод і алгоритми визначення відстані між не опуклими 
областями. Спроектований і програмно реалізований модуль визначення відс-
тані Фреше між скелетонами. Досліджено похибки результатів сегментації 
для метрик Хаусдорфа та Фреше між деревами на прикладі біомедичних зо-
бражень 
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1. Вступ 
Цифрова мікроскопія відіграє важливу роль при аналізі біомедичних зо-
бражень і постановці діагнозу. Біомедичними зображення будемо називати зо-
браження, які отримані від технічних засобів медичного спрямування для візуа-
лізація процесів. Особливе значення якість цифрових зображень має в онколо-
гії. Для постановки діагнозу в онкології використовують зображення окремих 
клітин (цитологічні зображення) та зображення групи клітин (гістологічні зо-
браження). 
Сучасна цифрова мікроскопія у своєму розвитку пройшла шлях від ручних 
мікроскопів до сучасних роботизованих комплексів.  
Для проведення класифікації цифрової мікроскопії введемо такі критерії: 
автоматизації, програмного забезпечення, використання мережевих технологій. 
Згідно першого критерію, розрізнять ручні мікроскопи, з якими автономно 
працюють лаборанти. Такі мікроскопи найбільш розповсюджені в клініках 
України. Автоматика автоматизованих мікроскопів контролює переміщення та 
фокусування препарату, зміну фільтрів, об’єктивів, освітлення [1]. Апаратне 
забезпечення системи автоматизованої мікроскопії (САМ) складаються із мік-
роскопа, відеокамери та комп’ютера. Основою програмного забезпечення САМ 
є системи аналізу зображень (САЗ). Остання сучасна група – це автоматичні 
(роботизовані) мікроскопи, що дозволяють в автоматичному режимі обробляти 
зображення. На основі автоматичних мікроскопів проектують сучасні комплек-
си автоматичної мікроскопії (КАМ) [2, 3]. 
За рівнем програмного забезпечення розрізнять програмні системи (ПС), 
які виконують системні функції: управління мікроскопом, відеокамерою тощо. 
Інший клас ПС – це інформаційні системи, в яких реалізовані бази даних зо-
бражень, бази даних пацієнтів, вхідні та вихідні документи звітного характеру. 
Наступний клас ПС – це системи аналізу зображень, в яких реалізовані алгори-






го. Окремий клас ПС – це експертні системи, які моделюють роздуми лікаря-
експерта при постановці діагнозу. Поєднання ЕС і систем аналізу зображень 
породили гібридні системи, які поєднують технології баз знань та 
комп’ютерного зору. Цей напрямок є перспективним на сучасному етапі. Су-
часні КАМ мають в своєму складі програми, що забезпечують організацію те-
лемедицини. 
За рівнем використання мережевих технологій розрізняють КАМ, що реа-
лізовані на окремих робочих станціях. Таке використання обмежене локальною 
роботою окремих лаборантів. Інший рівень – це використання КАМ в локальні 
мережі клініки, лікарні, що дає змогу працювати уже декільком спеціалістам 
одночасно. Використання КАМ в глобальні мережі INTERNET дозволяє реалі-
зувати технологію телемедицини.  
Проаналізовані системи цифрової мікроскопії представлені на ринку і різ-
няться в ціні залежно від комплектації Наприклад, вартість системи BioVision 
[4] складає $1850, ВидеоТесТ-Морфо-5 [5] – $3440, МЕКОС-Ц2 [6] –$12208. 
Основну частину вартості таких систем складає програмне забезпечення. 
Основу всіх САМ і КАМ становлять САЗ. САЗ включають в себе всі рівні 
опрацювання зображень:низький, середній та високий. Низький рівень служить 
для покращення якості зображень і містить алгоритми фільтрації, вирівнювання 
гістограм зображень, покращення контрастності тощо. Середній рівень прово-
дить операції сегментації, виділення контурів зображень, обчислення контур-
них і текстурних ознак. Високий рівень проводить класифікацію мікрооб’єктів 
на основі ознак [7, 8].  
Основною операцією на середньому рівні є сегментація. Від точності сег-
ментованих об’єктів залежать наступні розрахунки кількісних ознак. На сього-
дні не існує універсального алгоритму сегментації зображень. Кожен алгоритм 
орієнтований на певну предметну область. Тому оцінка якості результатів сег-
ментації має важливе значення. Для оцінки якості сегментації використовують 
об’єктивні та суб’єктивні критерії. У роботі наведено класифікацію критеріїв 
оцінки сегментації [9]. 
Суб’єктивна оцінка робиться людиною та ґрунтується на якісних показни-
ках. Об’єктивна оцінка базується на кількісних показниках. Перевагою застосу-
вання кількісних показників для оцінки сегментації є відсутність людського 
фактору. Найбільшу точність оцінки сегментації мають методи, які базуються 
на використанні метрик. 
Тому актуальним напрямом кількісної оцінки якості сегментації зображень 
є підхід, який базується на використанні метрик Фреше та Хаусдорфа [10]. 
 
2. Аналіз літературних даних та постановка проблеми 
Проаналізуємо сучасні алгоритми обчислення відстаней Хаусдорфа та 
Фреше. Алгоритми для обчислення відстані Хаусдорфа розроблено тільки для 
опуклих полігонів. У статті [11] розроблено алгоритм для зменшення кількості 
вершин опуклого полігону для заданої похибки ξ в метриці Хаусдорфа. Алго-
ритм використовується тільки для опуклих полігонів. У статті [12] обчислюють 








діаграм Вороного. Алгоритм використовується для часткових випадків алгебра-
їчних кривих і мають високу обчислювальну складність. Алгоритм для знахо-
дження мінімальної відстані Хаусдорфа в метриках Li та L∞ наведено у роботі 




 n). Метод пошуку 
по заданому патерну зображення, який має найменшу відстань в метриці Хаус-
дорфа, наведено у роботі [14]. При цьому, використовують трансляцію заданого 
патерну до шуканого зображення. Алгоритм має високу обчислювальну склад-
ність. У роботі [15] наведено метод пошуку мінімального зваженого дерева на 
основі метрики Хаусдорфа для d – вимірного простору. Задача апроксимації 
такого дерева розв’язана за поліноміальний час.  
Алгоритм обчислення дискретної відстані Фреше для полігональних кри-
вих наведено у роботі [16]. У даному алгоритмі використовують групи перет-




), де m та 
n – кількість відрізків на першій та другій кривій. У статті [17] наведено алго-
ритм для обчислення відстані Фреше для поверхонь, які представлені простими 
полігонами. Алгоритм має поліноміальну складність. У роботі [18] автор роз-
робив алгоритм обчислення відстані Фреше між двома кривими, які задані 
множиною m+n лінійно апроксимованих відрізків. Обчислювальна складність 
рівна O(m*n). Для замкнутих полігональних кривих у роботі [19] автори отри-
мали обчислювальну складність O(m*n) для метрики Фреше. У статті [20] авто-
рами наведено алгоритм для обчислення дискретної відстані Фреше з неточно 
заданими вершинами. Для d – вимірного простору отримана обчислювальна 
складність O(d*m*n). Алгоритм для обчислення відстані Фреше між неплоски-
ми поверхнями наведено у роботі [21]. Автори досягли поліноміального часу в 
L∞ метриці. У статті [22] авторами розроблено швидкий алгоритм для знахо-
дження подібності полігональних дерев в метриці Фреше. Алгоритм має полі-
номіальну складність. У роботах [23, 24] знаходження відстані між параметри-
чно заданими кривими проходить за поліноміальний час. 
Отже, із аналізу літературних даних видно, що сучасні алгоритми для зна-
ходження відстані Фреше для плоских замкнених кривих мають найменшу об-
числювальну складність O(m*n). Алгоритми для знаходження відстані Хаусдо-
рфа між областями обчислювально складні. Для не опуклих областей ефектив-
них алгоритмів обчислення відстані Хаусдорфа не існує.  
Отже, необхідно розробити метрику для знаходження відстані між не опу-
клими областями. Для цього використаємо опис області зображення скелетона-
ми [8]. Скелетони – це серединні лінії, які описують довільні області та змен-
шують розмірність опису області. Отже, скелетони – це графи без циклів, тобто 
дерева. 
Отже, подальшим напрямком дослідження є розробка метрики Фреше між 
деревами (скелетонами), яка дозволяє знаходити відстані між довільними (опу-
клими та не опуклими) геометричними об’єктами. Крім цього, на основі розро-
бленої метрики необхідно розробити метод і алгоритми обчислення відстані 








3. Мета та задачі дослідження 
Метою дослідження є введення метрики між деревами для знаходження 
відстані між не опуклими областями сегментованих зображень. Це дасть мож-
ливість зменшити обчислювальну складність алгоритмів порівняння не опуклих 
областей.  
Для досягнення мети необхідно розв’язати такі задачі: 
– ввести та обґрунтувати метрику Фреше між деревами; 
– розробити метод порівняння не опуклих областей зображень на основі 
метрики Фреше між деревами;  
– розробити алгоритми для обчислення відстаней між не опуклими об- 
ластями;  
– провести комп’ютерні експерименти для знаходження відстаней між не 
опуклими областями. 
 
4. Обчислення відстані між не опуклими областями на основі метрики 
Фреше 
4. 1. Метрика Фреше між деревами 
Дерево – це зв’язний граф без циклів. Дерево називають кореневим, якщо у 





то топологічні вкладення дерев-графів. Отже, топологічне дерево – це трійка 
(T, α, x0), де T⊆R
n
, 0x T  і існує граф-дерево T
`








На кожному топологічному дереві T існує, таким чином, дві метрики. Пе-
рша індукована з R
n
 (вона позначається через d) і друга – індукована з геодезій-
ної метрики в T
`
 відображенням α – яку позначаємо через ρT. Як знайти ρT(x, y)? 
Треба взяти прообрази α-1(x), α-1(y) в T
`
 та поміряти в графі T
`
 довжину відрізка, 
що з’єднує ці точки. 
Відображення графів називають монотонним, якщо воно монотонне на 
всіх відрізках, що починаються з коренів. 
Тобто, відображення f: T
`
→S є монотонним, якщо f(x0)=y0 (корінь в S) і при 
віддаленні x від x0 вздовж відрізка (у метриці ρT) точка f(x) монотонно віддаля-
ється від y0 (у метриці ρS). 
Визначимо відстань Фреше між топологічними деревами T і S: 
 
        , inf sup , : , : .Fd T S d f x g x x R f R T g R S       (1) 
 











Рис. 1. Відображення дерев: R,T,S – топологічні дерева 
 
Тоді f відображає ліву частину R на T, а праву – вздовж правої частини T. 
відповідно g відображає праву частину R на праву частину S, ліву частину R на 
ліву частину S, складаючи два кінці розвилки. 
Розглянемо кореневі дерева на площині R
2
. Якщо (T, t0) – таке дерево, то 
для кожного t T  через t  позначаємо d(t, t0). Тут і далі, через d позначається 
геодезійна відстань всередині дерева, тобто d(t, t0) означає довжину дуги всере-
дині T, що з’єднує t і t0. 
Відображення кореневих дерев. 
Вважаємо, що f:(S, s0)→(T, t0) має ту властивість, що f(s0)=t0, і для кожного 
геодезійного сегмента J, що йде від точки t0 маємо  
 
   , , .s s J s s f s f s               (2) 
 
Для означення метрики Фреше на множині всіх вкладених дерев в R
2
 поз-





        ,S inf sup , : , : .D T f r g r r R f R T g R S         (3) 
 
Спочатку потрібно переконатися у коректності заданого означення. Маючи 
T, S, позначимо через R букет цих двох дерев, R=T˅S (тобто фактор-простір 
об’єднання T S  відносно відношення еквівалентності, що ототожнює точку 









Рис. 2. Букет дерева T та S 
 
Тоді f:R→T можна взяти відображення, що деформує S в точку, а g:R→S – 
відповідно, як відображення, що деформує T в точку. 
Теорема. Функція D є метрика. 
Доведення. 
1) Очевидно, що D(T, S)≧0 для кожних T, S. Очевидно також, що D(T, T)=0 
(для цього досить взяти за f і g тотожне відображення). 
Нехай тепер D(T, S)=0. Звідки нескладно вивести, що ρH=(T, S)=0 (через ρH 
позначимо метрику Хаусдорфа на площині). 
Таким чином, T=S. 
2) Симетричність функції D безпосередньо випливає з означення. 
3) Нерівність трикутника. 
Нехай, T, S, U – дерева і ɛ>0. Існують дерева P, R і відображення «на» 
f:P→T, g:P→S та k:R→S, h:R→U такі, що 
 
       sup , , ,f p g p p P D T S      
 
       sup ,h , .k r r r R T S U      
 
Розглянемо пулбек дерев P і R тобто дерево  
 
      , .Q p r P R g p k r     
 
Нехай α:Q→P, β:Q(r) – проекції. 
Тоді для кожного  ,p r Q  маємо (4): 
 
    
              
             
, , ,
, , , , ,
, , , , .
f p r h p r
f p h r f p g p r k p r h r
f p g p k r h r D T S D S U
   
        
     
     (4) 
 
Отже, доведена теорема дає можливість використати метрику Фреше між 












4. 2. Метод оцінки відстані між скелетонами не опуклих областей 
В результаті скелетитонізації отримуємо скелетон Sk зображення, який є 
деревом. Отже, скелетон Sk=G=(V, E) є неорієнтованим графом, де 
V={v0, v1,…, vk} – множина вершин, E={u0, u1,…, um} – множина ребер. Для не-
орієнтованого графу ребро є множиною {u, v}, де , ,u v V  .u v  
Для заданого графу G=(V, E) дорога (маршрут) довжини k від вершини u 
до вершини u
'
 є послідовність вершин {v0, v1,…,vk}, таких що u=u0, u
'
=vk, 
 1, iiv v E   для i=1, 2,…, k. Шлях включає вершини v0, v1,…, vk і ребра (v0, v1), 
(v0, v1),…, (vk-1, vk). Якщо є шлях P від вершини u до вершини u
'
 то говорять, що 
вершина u
'
 досяжна із вершини u по шляху P, тобто '.
Pu u  Шлях назива-
ють простим, якщо всі вершини шляху різні. 




Рис. 3. Планарні графи T і S 
 
З’єднання графів T і S – це множина C пар (ti,sj), яка має такі властивості: 
1)  0 0 ;, Ct s   
2) якщо ti – кінцева вершина в T, то існує кінцева вершина sj в S така, що 
  ;,i j Ct s   
3) якщо sk – кінцева вершина в S, то існує кінцева вершина ti в T така, що 
( , ) ;l kt s C  
4) якщо ( , )i jt s C  – пара кінцевих вершин, то на відрізку, що з’єднує 
(t0, s0) і (ti, sj) множина C задає з’єднання. 
У графу вибрано корінь t0 і є кінцеві вершини. Якщо взяти ще один такий 




( , ) min max [ , ],[ , ] .
i j
F F i j
C t s C
D T S D t t s s

 
   







Таким чином, формула (5) для знаходження відстані Фреше дає можли-
вість обчислювати відстані між деревами (скелетонами) та розробити алгорит-
ми для знаходження відстані між не опуклими областями. 
 
4. 3. Алгоритм знаходження відстані між не опуклими областями на 
основі метрики Хаусдорфа 





Рис. 4. Полігони P та Q 
 
Алгоритм обчислення відстані Хаусдорфа між ними такий: 
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3) Відстань між полігонами P і Q рівна відстані між внутрішніми областя-
ми опуклих полігонів Pi та Qj представимо так : 
 
(V,W) inf 0 | 1, , 1,d i n j m        та  ,H i jd O O    (6) 
 









1, ,j m   1,i n   та  , ,H i jd O O    
 
де Hd – відстань Хаусдорфа. 
4) Відстань Хаусдорфа знаходимо на основі алгоритму Атталаха [28]. Об-
числювальна складність цього алгоритму складає O(m, n), де m, n – кіль-
кість вершин полігонів. 
 
4. 4. Алгоритм оцінки відстані між скелетонами не опуклих областей 
Дерева графу бувають без виділеного кореня і з виділеним коренем, тобто 
вільні дерева. Для них справедлива така теорема. 
Теорема [25]. Нехай G=(V, E) неорієнтований граф. Тоді справедливо: 
1. G є вільне дерево. 
2. Дві будь-які вершини G з’єднуються за допомогою єдиного простого 
шляху. 
3. G є зв’язний граф, але при видаленні з E будь-якого ребра перестає бути 
таким. 
4. G є зв’язний граф, 1.E V   
5. G є ациклічний граф, 1.E V   
6. G – ациклічний граф, але при додаванні будь-якого ребра в E отримуємо 
граф, який включає цикл. 
Опишемо основні кроки алгоритму: 
1. Після скелетонізації двох зображень отримуємо скелетони Sk1=G1=(V1, 
E1) і Sk2=G2=(V2, E2) відповідно. Представимо отримані дерева G1=(V1, E1) і 
G2=(V2, E2) за допомогою матриць суміжності A1 і A2. Вершини повинні бути 
пронумеровані і впорядковані числами 1, 2, …, .V  Тоді матриця суміжності 
A=(αij), розміром V V  така, що 
 
1,  якщо ( , ) ,









Матриця суміжності A для неорієнтованого графу рівна транспонованій 
матриці A
T
. Тому будемо розглядати тільки елементи матриці, які знаходяться 
на головній діагоналі і вище, тобто субматрицю A
*
. 
2. Формуємо субматриці *1A  і 
*
2A  на основі матриць інцидентності A1 і A2 
графів G1 і G2. 
3. На їх основі формуємо масиви кінцевих вершин M1={m1, m2,…, mk} і 
M2={m1, m2,…, mp}. 
4. Використовуючи субматриці *1A  і 
*
2A  та масиви кінцевих вершин M1 і 
M2 знаходимо множини шляхів P1={p1, p2,…, pk} і P2={p1, p2,…, pk}, кожен з 
яких є підмножинами 1 0{ , ,..., }i r ip v v v 1, ,i k  і 
2
0{ , ,..., }i r ip v v v 1, ,i r  де k і r  – 
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6. Комп’ютерні експерименти 
Полігони, які досліджені у даній статті, отримані в результаті сегментації 
гістологічних та цитологічних зображень з бази даних [29]. В результаті скеле-
тонізації полігонів отримано скелетони досліджуваних мікрооб’єктів. 
Приклади полігонів та їх скелетонів наведені в табл. 1.  
 
Таблиця 1  
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Значення відстані Хаусдорфа між полінами наведено у табл. 2. 
 
Таблиця 2 
Значення відстані Хаусдорфа між полінами 






















Значення відстані Фреше для скелетонів наведено у табл. 3. 
 
Таблиця 3 
Значення відстані Фреше для скелетонів 
































Рис. 5. Час знаходження відстані Хаусдорфа між полігонами та відстані Фреше 
між скелетонами 
 
Значення відносної похибки відстані Хаусдорфа між полігонами та відста-











Рис. 6. Значення відносної похибки відстані Хаусдорфа між полігонами та  
відстані Фреше між скелетонами 
 
Проведені комп’ютерні експерименти показують, що відхилення значення 
відстані Хаусдорфа між полігонами та відстані Фреше між скелетонами лежить 
в межах 2–3 %. 
 
7. Обговорення результатів порівняння не опуклих областей зобра-
жень на основі метрики Фреше між деревами 
Сучасні алгоритми обчислення відстані Хаусдорфа між областями з малою 
обчислювальною складністю відомі тільки для опуклих областей. Використан-
ня метрики Хаусдорфа для обчислення відстаней між не опуклими областями 
обчислювально складне. При цьому не опуклі області необхідно перетворити у 
опуклі. Це вимагає додаткових обчислювальних затрат.  
Характеристикою будь-якої області є скелетон, який є деревом. Тому зна-
ходження відстані між областями замінюється знаходженням відстані між ске-
летонами. Запропоновано нову математичну структуру – метрику Фреше між 
деревами, що дозволило розв’язати задачу обчислення відстаней між не опук-
лими областями. 
Перевагою метрики Фреше між деревами є можливість обчислення відста-
ней між не опуклими областями. Ця перевага досягається за рахунок заміни об-
числення відстаней між областями обчисленням відстаней між скелетонами об-
ластей. Розроблені метод і алгоритми мають меншу обчислювальну складність, 
порівняно із відомими алгоритмами обчислення відстані Хаусдорфа між не 
опуклими областями. Проведене чисельне моделювання алгоритмів показало, 
що похибка знаходження відстані на основі метрики Хаусдорфа і на основі ме-
трики Фреше між деревами лежить в межах 2–3 %. Але при цьому суттєво зме-
ншується час знаходження відстаней між областями при використанні метрики 
Фреше між деревами, порівняно з метрикою Хаусдорфа. 
Першим обмеженням використання метрики Фреше між деревами є необ-






скелетонів мають малу обчислювальну складність. Тому знаходження скелето-
нів областей не є складною задачею.  
Другим обмеженням є необхідність виділення коренів скелетонів. Це об-
меження викликане тим, що введена метрика Фреше між деревами справедлива 
тільки для кореневих дерев. Це обмеження можна усунути шляхом розроблення 
метрики Фреше між не кореневими деревами. Це не є принциповим обмежен-
ням. Тому подальшими кроками в дослідженні буде розроблення метрики 
Фреше для не кореневих дерев.  
Результати дослідження можна використати не тільки для тестування ві-
домих та нових алгоритмів сегментації, але й для розпізнавання зображень, по-




1. Було встановлено, що запропонована відстань Фреше між деревами є 
метрикою. Для цього було доведено аксіоми тотожності, симетрії та трикутни-
ка. Метрика Фреше між деревами базується на метриці Фреше і дозволяє зна-
ходити відстані між скелетонами зображень. 
2. На основі метрики Фреше між деревами розроблено метод порівняння 
не опуклих областей зображень. Метод базується на алгоритмі виділення скеле-
тонів зображень і алгоритмі знаходження відстані між скелетонами на основі 
метрики Фреше між деревами. Завдяки розробленому методу стало можливо 
знаходити відстані між не опуклими областями. 
3. Базуючись на методі порівняння не опуклих областей, розроблено алго-
ритми обчислення відстані між не опуклими областями. Дані алгоритми мають 
нижчу обчислювальну складність ніж алгоритми обчислення відстані Хаусдор-
фа між не опуклими областями. 
4. Проведені комп’ютерні експерименти показали, що похибки обчислення 
відстаней, знайдених алгоритмами на основі метрики Хаусдорфа і на основі ме-
трики Фреше між деревами лежить в межах 2–3 %. При цьому час обчислення 
відстані Фреше між скелетонами в середньому в 2 рази менший від часу обчис-
лення відстані Хаусдорфа між полігонами. 
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