We consider the problem of optimal trajectory tracking for unknown systems. A novel data-enabled predictive control (DeePC) algorithm is presented that computes optimal and safe control policies using real-time feedback driving the unknown system along a desired trajectory while satisfying system constraints. Using a finite number of data samples from the unknown system, our proposed algorithm uses a behavioural systems theory approach to learn a non-parametric system model used to predict future trajectories. The DeePC algorithm is shown to be equivalent to the classical and widely adopted Model Predictive Control (MPC) algorithm in the case of deterministic linear time-invariant systems. In the case of nonlinear stochastic systems, we propose regularizations to the DeePC algorithm. Simulations are provided to illustrate performance and compare the algorithm with other methods.
I. INTRODUCTION
As systems are becoming more complex and data is becoming more readily available, scientists and practitioners are beginning to bypass classical model-based techniques in favour of data-driven methods [1] . Data-driven methods are suitable for applications where first-principle models are not conceivable, when models are too complex for control design, and when thorough modelling and parameter identification is too costly.
A challenging problem in systems control is optimal trajectory tracking, where a control policy is computed based on output feedback that drives a dynamical system along a desired output trajectory while minimizing a stage cost and respecting safety constraints. One of the most celebrated and widely used control techniques for trajectory tracking is receding horizon Model Predictive Control (MPC), precisely because it allows one to include safety considerations during control design [2] . The key ingredient for MPC is an accurate parametric state space model of the system, but obtaining such a model is often the most time-consuming and expensive part of control design [3] .
In the context of unknown black-box systems, there is no approach which solves the optimal trajectory tracking problem subject to constraints and partial (output) observations. However, some more benign variations of the optimal trajectory tracking problem have been approached using datadriven and learning based methods. We single out some references that are representative for the different approaches.
We begin with reinforcement learning approaches in which control actions are chosen to maximize a reward [4] . These approaches usually require a large number of data samples to perform well, and are often sensitive to hyperparameters leading to non-reproducible and highly variable outcomes [4] .
Other approaches propose performing sequential system identification (ID) and control. System ID can be used to produce an approximate model and provide finite sample guarantees quantifying model uncertainty, allowing for robust control design [5] . In this spirit, an end-to-end ID and control pipeline is given in [6] and arrives at a data-driven control solution with guarantees on the sample efficiency, stability, performance, and robustness. The system identification step in these approaches disregards one of the main advantages of a data-driven approach: independence from an underlying parametric representation. Additionally, they only consider regulation, rely on having full state information, and do not enforce constraint satisfaction.
Beyond reinforcement learning and sequential ID and control, there are many other safe learning approaches [7] . However, they rely on a-priori stabilizing controllers and safe regions, and thus apply only to a small class of problems.
MPC based on Dynamic Matrix Control has been historically used as a data-driven control technique, in which zero-initial condition step responses are used to predict future trajectories [8] . Although this technique has many limitations [9] , it motivates the use of a non-parametric predictive control model. Other non-parametric predictive models have been proposed in [10] , [11] . These methods do not solve the problem of optimal trajectory tracking with constraints, but serve as building blocks for our approach.
Here we present a Data-enabled Predictive Control (DeePC) algorithm. Unlike classical MPC and the learningbased control techniques outlined above, the DeePC algorithm does not rely on a parametric system representation. Instead, similar to [10] , we approach the problem from a behavioural systems theory perspective [12] . Rather than attempting to learn a parametric system model, we aim at learning the system's "behaviour" (see Section IV for the precise definition). Our novel predictive control strategy computes optimal controls for unknown systems using realtime output feedback via a receding horizon implementation, allowing one to incorporate input/output constraints to ensure safety. We formally show the equivalence of the DeePC algorithm to the classical MPC algorithm in the special case of deterministic linear time-invariant (LTI) systems. Our approach is much simpler to implement than the learningbased techniques above, as well as model-based approaches which require system identification and state observer design. In contrast to most MPC formulations (where full state measurement is required), the DeePC algorithm only requires output measurements. Additionally, since our approach does not rely on a parametric system model, we are hopeful that it can also be applied beyond deterministic LTI systems. To apply the algorithm to such systems, we propose some preliminary though insightful regularizations, and reason as to why these regularizations improve performance. All of the results are validated with a nonlinear and stochastic aerial robotics case study, in which the DeePC algorithm is shown to outperform sequential ID with MPC.
The remainder of the paper is organized as follows: in Section II, we formally define the problem. In Section III we review the basic notion of MPC. In Section IV we introduce behavioural system theory. Section V contains the DeePC algorithm. In Section VI we simulate the DeePC algorithm and compare it with sequential ID and MPC using a quadcopter simulation. We conclude the paper in Section VII. The proofs of the results can be found in [13] .
II. PROBLEM STATEMENT
Consider the discrete-time system given by
where
are respectively the state, control input, and output of the system at time t ∈ Z ≥0 . Given a desired reference trajectory r = (r 0 , r 1 , . . . ) ∈ (R p ) Z ≥0 , input constraint set U ⊆ R m , output constraint set Y ⊆ R p , we wish to apply control inputs such that the system output tracks the reference trajectory r while satisfying constraints and optimizing a cost function. Tracking of the trivial trajectory r = (0, 0, . . . ) is simply regulation.
In the case when the model for the system is known, i.e., matrices A, B, C and D are known, the problem can be approached using MPC (see Section III). This paper focuses on the above trajectory tracking problem in the case when the model for system (1) is unknown, but input/output data samples are available.
III. MPC: A BRIEF OVERVIEW
We outline the well-known receding-horizon model predictive control and estimation algorithm for trajectory tracking when the model of system (1) is known (see, e.g., [14] ). Consider the following optimization problem:
where N ∈ Z >0 is the time horizon, u = (u 0 , . . . , u N −1 ), x = (x 0 , . . . , x N ), y = (y 0 , . . . , y N −1 ) are the decision variables, and r t+k ∈ R p is the desired reference at time t+k, where t ∈ Z ≥0 is the time at which the optimization problem should be solved. The norm u k R denotes the quadratic form u T k Ru k (similarly for · Q ), where R ∈ R m×m is the control cost matrix and Q ∈ R p×p is the output cost matrix. The estimated state at time t is denoted byx(t) and the predicted state and output at time t + k are denoted by x k and y k , respectively. If the entire state is measured then
When the state measurement is not available, but system (1) is observable, an observer is typically used to estimate the state based on knowledge of the system (1) and the measured output y [15] .
The classical MPC algorithm involves solving optimization problem (2) in a receding horizon manner.
Algorithm 1 MPC
Input: (A, B, C, D), reference trajectory r, past input/output data (u, y), constraint sets U and Y, and performance matrices Q and R 1) Generate state estimatex(t) using past input/output data. Under standard assumptions, it can be shown that the MPC algorithm is recursively feasible and stabilizing [16] . One crucial ingredient for MPC is an accurate model of the system; this is needed both to formulate problem (2) and, in cases where the state is not measured exactly, to generate the initial state estimatesx(t). The need for a model is traditionally addressed through system identification, where observations of the system are collected offline before the online control operation begins and are used to estimate a model of the form (1) that matches the observed data in an appropriate sense. For complex systems, this can be a cumbersome and expensive process [3] . For this reason, we propose a Data-enabled Predictive Control (DeePC) algorithm which does not require an explicit model, system identification, or state estimation (see Algorithm 2).
IV. PRELIMINARIES

A. Non-parametric system representation
Behavioural system theory is a natural way of viewing a dynamical system when one is not concerned with a particular system representation, but rather the subspace of the signal space in which trajectories of the system live. This is in contrast with classical system theory, where a particular parametric system representation is used to describe the input/output behaviour, and properties of the system are derived by studying the chosen system representation. Following [12] , we define a dynamical system and its properties in terms of its behaviour.
Note that if a dynamical system satisfies (i)-(ii) then (iii) is equivalent to finite dimensionality of W (see [12, Section 7.1] ). We denote the class of systems
. With slight abuse of notation and terminology, we denote a dynamical system in L m+p only by its behaviour B.
to a window of length T . Without loss of generality, we assume that B can be written as the product space of two sub-behaviours B u and B y , where B u = (R m ) Z ≥0 and B y ⊆ (R p ) Z ≥0 are the spaces of input and output signals, respectively (see [17, Theorem 2] ), that is, any trajectory w ∈ B can be written as w = col(u, y), where col(u, y) := (u T , y T ) T . We now present two concepts: controllability, and persistency of excitation.
In other words, a behavioural system is controllable if any two trajectories can be patched together in finite time.
The term persistently exciting describes an input signal sufficiently rich and long as to excite the system yielding an output sequence that is representative for the system's behaviour.
B. Parametric system representation
There are several equivalent ways of representing a behavioural system B ∈ L m+p , including the classical input/output/state representation (1) denoted by
The input/output/state representation of smallest order (i.e., smallest state dimension) is called a minimal representation, and we denote its order by n(B). Another important property of a system B ∈ L m+p is the lag defined by the smallest integer ∈ Z >0 such that the observability matrix O (A, C) := col C, CA, . . . , CA −1 has rank n(B). We denote the lag by (B) (see [12, Section 7.2] for equivalent input/output/state representation free definitions of lag). We can now present a uniqueness result. 
In other words, given a sufficiently long window of initial system data col(u ini , y ini ), the state to which the system is driven by the sequence of inputs u ini is unique. Furthermore, if the matrices A, B, C, D are known, the state x ini can be computed. We now present a result known in behavioural systems theory as the Fundamental Lemma [10] . Note that the number of data points T must be at least (m + 1)(t + n(B)) − 1 in order to satisfy the persistency of excitation condition. Lemma 4.2 replaces the need for a model or system identification process and allows for any trajectory of a controllable LTI system to be constructed using a finite number of data samples generated by a persistently exciting input signal. In a sense, the Hankel matrix is itself a non-parametric predictive model based on raw data. It allows one to implicitly estimate the state of an LTI system, predict its future behaviour, and design optimal feedforward control inputs [10] . Lemma 4.1 and Lemma 4.2 can be used together in a predictive control algorithm similar to Algorithm 1 by replacing the state observer (respectively, the system model) with the data col(u ini , y ini ) (respectively, H t (w)).
V. DEEPC: DATA-ENABLED PREDICTIVE CONTROL
A. Data collection
We begin by assuming that the data is generated by an unknown controllable LTI system B ∈ L m+p with a minimal input/output/state representation B(A, B, C, D). Let T, T ini , N ∈ Z >0 such that T ≥ (m+1)(T ini +N +n(B))−1. Let u d = col(u d 1 , . . . , u d T ) ∈ R T m be a sequence of T inputs applied to B, and y d = (y d 1 , . . . , y d T ) ∈ R T p the corresponding outputs. Furthermore, assume u d is persistently exciting of order T ini +N +n(B). The superscript d is used to indicate that these are sequences of data samples collected during an offline procedure from the unknown system. Note that the data col(u d , y d ) ∈ B T can be equivalently thought of as coming from the minimimal input/output/state representation B(A, B, C, D). Next, we partition the input/output data into two parts which we call past data and future data. More formally, define
where U p consists of the first T ini block rows of H Tini+N (u d ) and U f consists of the last N block rows of H Tini+N (u d ) (similarly for Y p and Y f ). In the sequel, past data denoted by the subscript p will be used to estimate the initial condition of the underlying state, whereas the future data denoted by the subscript f will be used to predict the future trajectories.
B. State estimation and trajectory prediction
By Lemma 4.2, we can construct any T ini + N length trajectory of B Tini+N using the data collected. Indeed, a trajectory col(u ini , u, y ini , y) belongs to B Tini+N if and only if there exists g ∈ R T −Tini−N +1 such that
If T ini ≥ (B), then Lemma 4.1 implies that there exists a unique x ini ∈ R n(B) such that the output y is uniquely determined by (3) . Intuitively, the trajectory col(u ini , y ini ) fixes the underlying initial state x ini from which the trajectory col(u, y) evolves. Note, however, that (5) does not require the input/output/state representation of the system to be known. The state x ini is only "fixed" implicitly by col(u ini , y ini ). As first shown in [10] , this allows one to predict future trajectories. Indeed, given an initial trajectory col(u ini , y ini ) ∈ B Tini of length T ini ≥ (B) and a sequence of future inputs u ∈ R N m , the first three block equations of (5) can be solved for g. The sequence of future outputs are then given by y = Y f g. By Lemma 4.1 the vector y contains the unique sequence of outputs corresponding to the inputs u.
C. DeePC algorithm
Given a time horizon N ∈ Z >0 , a reference trajectory r = (r 0 , r 1 , . . . ) ∈ (R p ) Z ≥0 , past input/output data col(u ini , y ini ) ∈ B Tini , input constraint set U ⊆ R m , output constraint set Y ⊆ R p , output cost matrix Q ∈ R p×p , and control cost matrix R ∈ R m×m , we formulate the following optimization problem:
Note here, that u and y are not independent decision variables of the optimization problem. Rather they are described completely by the fixed data matrices U f and Y f and the decision variable g. A comparison of the two optimal control problems (2) and (6) yields only a single (though key) difference; the model and the state estimate in (2) are replaced completely with input/output data samples in (6) . We now present the DeePC algorithm.
Algorithm 2 DeePC
Input: col(u d , y d ) ∈ B T , reference trajectory r ∈ R N p , past input/output data col(u ini , y ini ) ∈ B Tini , constraint sets U and Y, and performance matrices Q and R 1) Solve (6) for g .
2) Compute the optimal input sequence u = U f g .
3) Apply input (u(t), . . . , u(t + s)) = (u 0 , . . . , u s ) for some s ≤ N − 1. 4) Set t to t + s and update u ini and y ini to the T ini most recent input/output measurements. 5) Return to 1.
D. Equivalence of DeePC and MPC
It can be shown that Algorithm 1 and Algorithm 2 yield equivalent closed-loop trajectories under certain assumptions.
Theorem 5.1: (Feasible Set Equivalence): Consider a controllable LTI system B ∈ L m+p with minimal input/ouput/state representation B(A, B, C, D) given as in (1) . Consider the MPC and DeePC optimization problems (2) and (6) . Let T ini ≥ (B) and col(u ini , y ini ) ∈ B Tini be the most recent input/output measurements from system (1) . Assume that the data col(u d ,
is such that u d is persistently exciting of order T ini + N + n(B), where T ≥ (m + 1)(T ini + N + n(B)) − 1. Then there exists a state estimatex(t) in (2) such that the feasible sets of (2) and (6) are equal.
Corollary 5.1: (Equivalent Closed Loop Behaviour): Consider the MPC Algorithm 1 and the DeePC Algorithm 2 with Q 0, R 0, and U, Y convex and non-empty. Under the assumptions of Theorem 5.1, Algorithm 1 and Algorithm 2 result in equivalent closed-loop behaviour, i.e., the optimal control sequence u and corresponding system output y at every iteration is identical. One notable feature of the DeePC algorithm is its simplicity. The DeePC algorithm achieves system ID, state estimation, and trajectory prediction with one linear equation resulting in a quadratic program with T − T ini − N + 1 number of decision variables where T ∈ Z >0 is the amount of data collected. In order to satisfy the persistency of excitation assumption in Theorem 5.1, one must collect a minimum of (m + 1)(T ini + N + n(B)) − 1 data samples implying that the number of decision variables in (6) is at least m(T ini + N ) + (m + 1)n(B).
Note that the persistency of excitation assumption assumes knowledge of n(B) and (B), which are properties that are a priori unknown. We know that (B) ≤ n(B) by the Cayley-Hamilton theorem. Hence an upper bound for n(B) is sufficient. In practice, one would simply collect a sufficiently large amount of data to exceed the necessary amount for persistency of excitation.
VI. BEYOND DETERMINISTIC LTI SYSTEMS
In this section we provide a promising extension of the DeePC algorithm beyond deterministic LTI systems. We offer insightful algorithmic extensions by means of salient regularizations, show their utility through a numerical study, and provide plausible reasoning for the regularizations.
A. Regularized DeePC Algorithm
Consider now the nonlinear discrete-time system whose states and outputs are given by x(t + 1) = f (x(t), u(t)) and y(t) = h(x(t), u(t), η(t)), respectively, where η(t) ∈ R p is white measurement noise, and f : R n × R m → R n and h : R n × R m × R p → R p are not necessarily linear. One may also consider a system affected by process noise. However, we focus on systems only affected by measurement noise in order to isolate its effect on the DeePC algorithm. To apply the DeePC algorithm to the system above, we propose two regularizations to the optimal control problem (6) . In particular, we introduce the following regularized optimization problem: minimize g,u,y,σy
u k ∈ U, ∀k ∈ {0, . . . , N − 1},
where σ y ∈ R Tinip is an auxiliary slack variable, λ y , λ g ∈ R >0 are regularization parameters. Let us explain these regularizations. We offer convincing numerical evidence in Section VI-B.
Slack variable: When the output measurements are corrupted by noise, the constraint equation in (6) may become inconsistent. Hence, in (7) we include the slack variable σ y in the constraint to ensure feasibility of the constraint at all times. We penalize the slack variable with a weighted onenorm penalty function. Choosing λ y sufficiently large gives the desired property that σ y = 0 only if the constraint is infeasible, that is, only if the data is inconsistent.
One-norm regularization on g: The cost includes a onenorm penalty on g. We conjecture that this regularization is related to distributionally robust optimization problems, in which similar regularization terms arise [19] .
B. Aerial Robotics Case Study
We illustrate the performance of the regularized DeePC algorithm, i.e., Algorithm 2 with (7), by simulating it on a high-fidelity nonlinear quadcopter model, and compare the performance to system identification (ID) followed by MPC using the identified model. The states of the quadcopter model are given by the 3 spatial coordinates (x, y, z) and their velocities, and the 3 angular coordinates (α, β, γ) and their velocities, i.e., the state is (x, y, z,ẋ,ẏ,ż, α, β, γ,α,β,γ). The inputs are given by the thrusts from the 4 rotors, (u 1 , u 2 , u 3 , u 4 ). We assume full state measurement to facilitate the comparison to standard MPC. Data was collected from the nonlinear model subject to additive white measurement noise. We collected 214 input/output measurements with a sample time of 0.1 seconds. Drawing the input sequence from a uniformly distributed random variable ensured that the data was persistently exciting. For the model-based MPC, the data was used to identify the system parameters through the least square prediction error method with an assumed state dimension of 12.
The following parameters were chosen for the optimization problems (2) and (7) : N = 30, T ini = 1, R = I, Q = diag(200, 200, 300, 1, . . . , 1), λ g = 30, λ y = 10 5 . The thrust from each rotor was constrained between 0 and 1, and the (x, y, z) coordinates were constrained between −3 and 3.
We simulated the system ID followed by the MPC algorithm and the regularized DeePC algorithm on the nonlinear and stochastic quadcopter model in which the quadcopter was commanded to follow a series of figure-eight trajectories for a duration of 60 seconds. Figure 1 shows that DeePC performs better than sequential ID and MPC in terms of reference tracking and constraint satisfaction. Another simulation was performed in which the quadcopter was commanded to perform a simple step trajectory in the (x, y, z) coordinates with the same constraints listed above. The duration of constraint violations and the cost were measured. This was repeated 30 times with different data sets for constructing col(U p , Y p , U f , Y f ), and different random seeds for the measurement noise. The results are displayed in Figure 2 and show that DeePC consistently outperforms identification-based MPC in terms of cost and constraint satisfaction. While these observations should be made cautiously, an intuitive explanation for the superior performance of DeePC is that (7) simultaneously optimizes for the best system model, state estimation, and control policy, whereas conventional MPC requires fixing a system model and performs these tasks independently. To study the effect of the regularizations on the performance of the DeePC algorithm, we performed a sensitivity analysis on the regularization parameters λ y and λ g . The quadcopter was commanded to follow the same step trajectory. The duration of constraint violations and cost were measured. This was repeated 8 times with different data sets, and the duration of constraint violations and cost were averaged over these 8 data sets. The results in Figure 3 show that the regularizations improve performance. 
VII. CONCLUSION
We presented a DeePC algorithm that can be applied to unknown LTI systems and formally showed its equivalence to the classical MPC algorithm. The DeePC algorithm uses data to compute optimal controls that drive the system along a desired trajectory while respecting system constraints. Furthermore, we simulated a regularized version of the algorithm on stochastic nonlinear quadcopter dynamics illustrating its capabilities beyond deterministic LTI systems. Future work focuses on the robustness of DeePC when applied to stochastic and nonlinear dynamics.
