RMNv2: Reduced Mobilenet V2 for CIFAR10 by Ayi, Maneesh & El-Sharkawy, Mohamed
_______________________________________________
This is the author's manuscript of the article published in final edited form as:
Ayi, M., & El-Sharkawy, M. (2020). RMNv2: Reduced Mobilenet V2 for CIFAR10. 2020 10th Annual Computing and 
Communication Workshop and Conference (CCWC), 0287–0292. https://doi.org/10.1109/CCWC47524.2020.9031131


TABLE IV: Comparison of Time between Baseline and 
Proposed Network 
Comparision of Time 
Model For one epoch(in min) For Complete training(in hr) 
Baseline 1.9097 6.7 
RMNv2 (Ours) 0.7621 2.7 
In the appendix section, we have shown model summary for 
both baseline and RMNv2. In that table, we can clearly see how 
many parameters produced by each layer as well as the output 
shape produced by the input tensor multiplying with different 
filters. 
VI. CONCLUSION
The results show that our network Reduced Mobilenet V2 
(RMNv2) requires fewer computations, lesser time than the 
original model with not much decrease in accuracy, 1.9%. It 
is clearly shown that replacing bottlenecks with HetConv layer 
helped us in decreasing the model size by 52.2%. In order to 
boost up the accuracy, we replaced ReLU6 activation with 
Mish activation and we also used effective data augmentation 
technique like Autoaugmentation which helped us in increasing 
accuracy to 92.4%. Altogether it forms up a new architecture 
called Reduced Mobilenet V2 (RMNv2). The optimised model 
size with competing accuracy makes the RMNv2 model 
suitable for deploying in resource-constrained devices like 
Embedded devices, Mobile devices, etc. For future work, one 
can try further model reduction techniques like model pruning, 
quantization and huffman encoding etc. And also we can try to 
improve the accuracy by implementing better augmentation 
techniques, transfer learning and better architectural changes 
like changing convolutions etc. We can also check the real-time 
inference of RMNv2 in embedded devices to demonstrate its 
performance in real-world applications. 
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APPENDIX A 
MODEL SUMMARIES 
Layer output Shape Param # 
Conv2d-1 [-1, 32, 32, 32] 864 
BatchNorm2d-2 [-1, 32, 32, 32] 64 
Conv2d-3 [-1, 32, 32, 32] 1,024 
BatchNorm2d-4 [-1, 32, 32, 32] 64 
Conv2d-5 [-1, 32, 32, 32] 288 
BatchNorm2d-6 [-1, 32, 32, 32] 64 
Conv2d-7 [-1, 16, 32, 32] 512 
BatchNorm2d-8 [-1, 16, 32, 32] 32 
BaseBlock-9 [-1, 16, 32, 32] 0 
Conv2d-10 [-1, 96, 32, 32] 1,536 
BatchNorm2d-11 [-1, 96, 32, 32] 192 
Conv2d-12 [-1, 96, 32, 32] 864 
BatchNorm2d-13 [-1, 96, 32, 32] 192 
Conv2d-14 [-1, 24, 32, 32] 2,304 
BatchNorm2d-15 [-1, 24, 32, 32] 48 
BaseBlock-16 [-1, 24, 32, 32] 0 
Conv2d-17 [-1, 144, 32, 32] 3,456 
BatchNorm2d-18 [-1, 144, 32, 32] 288 
Conv2d-19 [-1, 144, 32, 32] 1,296 
BatchNorm2d-20 [-1, 144, 32, 32] 288 
Conv2d-21 [-1, 24, 32, 32] 3,456 
BatchNorm2d-22 [-1, 24, 32, 32] 48 
BaseBlock-23 [-1, 24, 32, 32] 0 
Conv2d-24 [-1, 144, 32, 32] 3,456 
BatchNorm2d-25 [-1, 144, 32, 32] 288 
Conv2d-26 [-1, 144, 32, 32] 1,296 
BatchNorm2d-27 [-1, 144, 32, 32] 288 
Conv2d-28 [-1, 32, 32, 32] 4,608 
BatchNorm2d-29 [-1, 32, 32, 32] 64 
BaseBlock-30 [-1, 32, 32, 32] 0 
Conv2d-31 [-1, 192, 32, 32] 6,144 
BatchNorm2d-32 [-1, 192, 32, 32] 384 
Conv2d-33 [-1, 192, 32, 32] 1,728 
BatchNorm2d-34 [-1, 192, 32, 32] 384 
Conv2d-35 [-1, 32, 32, 32] 6,144 
BatchNorm2d-36 [-1, 32, 32, 32] 64 
BaseBlock-37 [-1, 32, 32, 32] 0 
Conv2d-38 [-1, 192, 32, 32] 6,144 
BatchNorm2d-39 [-1, 192, 32, 32] 384 
Conv2d-40 [-1, 192, 32, 32] 1,728 
BatchNorm2d-41 [-1, 192, 32, 32] 384 
Conv2d-42 [-1, 32, 32, 32] 6,144 
BatchNorm2d-43 [-1, 32, 32, 32] 64 
BaseBlock-44 [-1, 32, 32, 32] 0 
Conv2d-45 [-1, 192, 32, 32] 6,144 
BatchNorm2d-46 [-1, 192, 32, 32] 384 
Conv2d-47 [-1, 192, 16, 16] 1,728 
Layer output shape Param # 
BatchNorm2d-48 [-1, 192, 16, 16] 384 
Conv2d-49 [-1, 64, 16, 16] 12,288 
BatchNorm2d-50 [-1, 64, 16, 16] 128 
BaseBlock-51 [-1, 64, 16, 16] 0 
Conv2d-52 [-1, 384, 16, 16] 24,576 
BatchNorm2d-53 [-1, 384, 16, 16] 768 
Conv2d-54 [-1, 384, 16, 16] 3,456 
BatchNorm2d-55 [-1, 384, 16, 16] 768 
Conv2d-56 [-1, 64, 16, 16] 24,576 
BatchNorm2d-57 [-1, 64, 16, 16] 128 
BaseBlock-58 [-1, 64, 16, 16] 0 
Conv2d-59 [-1, 384, 16, 16] 24,576 
BatchNorm2d-60 [-1, 384, 16, 16] 768 
Conv2d-61 [-1, 384, 16, 16] 3,456 
BatchNorm2d-62 [-1, 384, 16, 16] 768 
Conv2d-63 [-1, 64, 16, 16] 24,576 
BatchNorm2d-64 [-1, 64, 16, 16] 128 
BaseBlock-65 [-1, 64, 16, 16] 0 
Conv2d-66 [-1, 384, 16, 16] 24,576 
BatchNorm2d-67 [-1, 384, 16, 16] 768 
Conv2d-68 [-1, 384, 16, 16] 3,456 
BatchNorm2d-69 [-1, 384, 16, 16] 768 
Conv2d-70 [-1, 64, 16, 16] 24,576 
BatchNorm2d-71 [-1, 64, 16, 16] 128 
BaseBlock-72 [-1, 64, 16, 16] 0 
Conv2d-73 [-1, 384, 16, 16] 24,576 
BatchNorm2d-74 [-1, 384, 16, 16] 768 
Conv2d-75 [-1, 384, 16, 16] 3,456 
BatchNorm2d-76 [-1, 384, 16, 16] 768 
Conv2d-77 [-1, 96, 16, 16] 36,864 
BatchNorm2d-78 [-1, 96, 16, 16] 192 
BaseBlock-79 [-1, 96, 16, 16] 0 
Conv2d-80 [-1, 576, 16, 16] 55,296 
BatchNorm2d-81 [-1, 576, 16, 16] 1,152 
Conv2d-82 [-1, 576, 16, 16] 5,184 
BatchNorm2d-83 [-1, 576, 16, 16] 1,152 
Conv2d-84 [-1, 96, 16, 16] 55,296 
BatchNorm2d-85 [-1, 96, 16, 16] 192 
BaseBlock-86 [-1, 96, 16, 16] 0 
Conv2d-87 [-1, 576, 16, 16] 55,296 
BatchNorm2d-88 [-1, 576, 16, 16] 1,152 
Conv2d-89 [-1, 576, 16, 16] 5,184 
BatchNorm2d-90 [-1, 576, 16, 16] 1,152 
Conv2d-91 [-1, 96, 16, 16] 55,296 
BatchNorm2d-92 [-1, 96, 16, 16] 192 
BaseBlock-93 [-1, 96, 16, 16] 0 
Conv2d-94 [-1, 576, 16, 16] 55,296 
BatchNorm2d-95 [-1, 576, 16, 16] 1,152 
Conv2d-96 [-1, 576, 8, 8] 5,184 
BatchNorm2d-97 [-1, 576, 8, 8] 1,152 
Layer output shape Param # 
Conv2d-98 [-1, 160, 8, 8] 92,160 
BatchNorm2d-99 [-1, 160, 8, 8] 320 
BaseBlock-100 [-1, 160, 8, 8] 0 
Conv2d-101 [-1, 960, 8, 8] 153,600 
BatchNorm2d-102 [-1, 960, 8, 8] 1,920 
Conv2d-103 [-1, 960, 8, 8] 8,640 
BatchNorm2d-104 [-1, 960, 8, 8] 1,920 
Conv2d-105 [-1, 160, 8, 8] 153,600 
BatchNorm2d-106 [-1, 160, 8, 8] 320 
BaseBlock-107 [-1, 160, 8, 8] 0 
Conv2d-108 [-1, 960, 8, 8] 153,600 
BatchNorm2d-109 [-1, 960, 8, 8] 1,920 
Conv2d-110 [-1, 960, 8, 8] 8,640 
BatchNorm2d-111 [-1, 960, 8, 8] 1,920 
Conv2d-112 [-1, 160, 8, 8] 153,600 
BatchNorm2d-113 [-1, 160, 8, 8] 320 
BaseBlock-114 [-1, 160, 8, 8] 0 
Conv2d-115 [-1, 960, 8, 8] 153,600 
BatchNorm2d-116 [-1, 960, 8, 8] 1,920 
Conv2d-117 [-1, 960, 8, 8] 8,640 
BatchNorm2d-118 [-1, 960, 8, 8] 1,920 
Conv2d-119 [-1, 320, 8, 8] 307,200 
BatchNorm2d-120 [-1, 320, 8, 8] 640 
BaseBlock-121 [-1, 320, 8, 8] 0 
Conv2d-122 [-1, 1280, 8, 8] 409,600 
BatchNorm2d-123 [-1, 1280, 8, 8] 2,560 
Linear-124 [-1, 10] 12,810 
TABLE V: Summary of Baseline 
Layer output Shape Param # 
Conv2d-1 [-1, 32, 32, 32] 864 
BatchNorm2d-2 [-1, 32, 32, 32] 64 
Conv2d-3 [-1, 32, 32, 32] 1,024 
BatchNorm2d-4 [-1, 32, 32, 32] 64 
Conv2d-5 [-1, 32, 32, 32] 288 
BatchNorm2d-6 [-1, 32, 32, 32] 64 
Conv2d-7 [-1, 16, 32, 32] 512 
BatchNorm2d-8 [-1, 16, 32, 32] 32 
BaseBlock-9 [-1, 16, 32, 32] 0 
Conv2d-10 [-1, 24, 32, 32] 864 
Conv2d-11 [-1, 24, 32, 32] 384 
HetConv-12 [-1, 24, 32, 32] 0 
Conv2d-13 [-1, 24, 32, 32] 1,296 
Conv2d-14 [-1, 24, 32, 32] 576 
HetConv-15 [-1, 24, 32, 32] 0 
Conv2d-16 [-1, 32, 32, 32] 1,728 
Conv2d-17 [-1, 32, 32, 32] 768 
HetConv-18 [-1, 32, 32, 32] 0 
Conv2d-19 [-1, 32, 32, 32] 2,304 
Conv2d-20 [-1, 32, 32, 32] 1,024 
HetConv-21 [-1, 32, 32, 32] 0 





























Layer output shape Param # 
Conv2d-23 [-1, 32, 32, 32] 1,024 
HetConv-24 [-1, 32, 32, 32] 0 
Conv2d-25 [-1, 192, 32, 32] 6,144 
BatchNorm2d-26 [-1, 192, 32, 32] 384 
Conv2d-27 [-1, 192, 16, 16] 1,728 
BatchNorm2d-28 [-1, 192, 16, 16] 384 
Conv2d-29 [-1, 64, 16, 16] 12,288 
BatchNorm2d-30 [-1, 64, 16, 16] 128 
BaseBlock-31 [-1, 64, 16, 16] 0 
Conv2d-32 [-1, 64, 16, 16] 9,216 
Conv2d-33 [-1, 64, 16, 16] 4,096 
HetConv-34 [-1, 64, 16, 16] 0 
Conv2d-35 [-1, 64, 16, 16] 9,216 
Conv2d-36 [-1, 64, 16, 16] 4,096 
HetConv-37 [-1, 64, 16, 16] 0 
Conv2d-38 [-1, 64, 16, 16] 9,216 
Conv2d-39 [-1, 64, 16, 16] 4,096 
HetConv-40 [-1, 64, 16, 16] 0 
Conv2d-41 [-1, 96, 16, 16] 13,824 
Conv2d-42 [-1, 96, 16, 16] 6,144 
HetConv-43 [-1, 96, 16, 16] 0 
Conv2d-44 [-1, 96, 16, 16] 20,736 
Conv2d-45 [-1, 96, 16, 16] 9,216 
HetConv-46 [-1, 96, 16, 16] 0 
Conv2d-47 [-1, 96, 16, 16] 20,736 
Conv2d-48 [-1, 96, 16, 16] 9,216 
HetConv-49 [-1, 96, 16, 16] 0 
Conv2d-50 [-1, 576, 16, 16] 55,296 
BatchNorm2d-51 [-1, 576, 16, 16] 1,152 
Conv2d-52 [-1, 576, 8, 8] 5,184 
BatchNorm2d-53 [-1, 576, 8, 8] 1,152 
Conv2d-54 [-1, 160, 8, 8] 92,160 
BatchNorm2d-55 [-1, 160, 8, 8] 320 
BaseBlock-56 [-1, 160, 8, 8] 0 
Conv2d-57 [-1, 160, 8, 8] 57,600 
Conv2d-58 [-1, 160, 8, 8] 25,600 
HetConv-59 [-1, 160, 8, 8] 0 
Conv2d-60 [-1, 160, 8, 8] 57,600 
Conv2d-61 [-1, 160, 8, 8] 25,600 
HetConv-62 [-1, 160, 8, 8] 0 
Conv2d-63 [-1, 320, 8, 8] 115,200 
Conv2d-64 [-1, 320, 8, 8] 51,200 
HetConv-65 [-1, 320, 8, 8] 0 
Conv2d-66 [-1, 1280, 8, 8] 409,600 
BatchNorm2d-67 [-1, 1280, 8, 8] 2,560 
Linear-68 [-1, 10] 12,810 
