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The Casimir effect is one of the most remarkable consequences of the non-zero vacuum energy
predicted by quantum field theory. In this paper we use a local approach to study the Lorentz
violation effects of the minimal standard model extension on the Casimir force between two parallel
conducting plates in the vacuum. Using a perturbative method similar to that used for obtaining
the Born series for the scattering amplitudes in quantum mechanics, we compute, at leading order
in the Lorentz-violating coefficients, the relevant Green’s function which satisfies given boundary
conditions. The standard point-splitting technique allow us to express the vacuum expectation value
of the stress-energy tensor in terms of the Green’s function. We discuss its structure in the region
between the plates. We compute the renormalized vacuum stress, which is obtained as the difference
between the vacuum stress in the presence of the plates and that of the vacuum. The Casimir force
is evaluated in an analytical fashion by two methods: by differentiating the renormalized global
energy density and by computing the normal-normal component of the renormalized vacuum stress.
We compute the local Casimir energy, which is found to diverge as approaching the plates, and we
demonstrate that it does not contribute to the observable force.
PACS numbers: 12.60.-i, 11.30.Cp, 13.40.-f
I. INTRODUCTION
Symmetry principles play a fundamental role in theoretical physics. As an outstanding example, Lorentz invariance
is one of the cornerstones of general relativity (GR) and the standard model (SM) of particle physics. Although
both theories have been successful in explaining and predicting the observed physical phenomena with a high degree
of accuracy, they come with their own set of deficiencies: ultraviolet divergences in quantum field theories and
singularities in general relativity. It is generally believed that an unified quantum theory of gravity will solve these
notable problems; and thus its search has become one of the most important challenges of theoretical physicists.
Interest in Lorentz violation [1–6] has grown rapidly in the last decades since many candidate theories of quantum
gravity [7, 8], such as string theory [9] and loop quantum gravity [10], possess scenarios involving deviations from
Lorentz symmetry. Nowadays, investigations concerning Lorentz violation are mostly conducted under the framework
of the standard model extension (SME), initiated by Kostelecky´ and Colladay [11, 12]. The SME is an effective field
theory that contains the standard model, general relativity, and all possible operators that break Lorentz invariance.
The Lorentz-violating (LV) coefficients arise as vacuum expectation values of some basic fields belonging to a more
fundamental theory, such a string theory [13]. Some important features of the minimal SME comprise invariance under
observer Lorentz transformations, energy-momentum conservation, gauge invariance, power-counting renormalizability
[14–16], causality, stability and hermiticity [17].
A Lorentz-violating vacuum acts in many respects like a nontrivial optical medium. Therefore, one expects the
photon sector of the SME to possess features similar to those of ordinary electrodynamics in macroscopic media. The
electrodynamics limit of the SME has been widely studied in the literature [18]. Indeed, changes in the propagation
of light, such as polarization, birefringence [18–20] and Cˇerenkov effect [21–23], have been predicted and used to place
tight bounds on Lorentz violation. The main goal of this work is to provide additional contributions regarding the
local effects of the quantum vacuum in a particular sector of the electrodynamics limit of the SME, namely, the CPT-
odd Maxwell-Chern-Simons term [24]. Concretely, we study the Casimir effect (CE) between two parallel conducting
plates using a local approach based on the calculation of the vacuum expectation value of the stress-energy tensor via
Green’s functions satisfying the suitable boundary conditions.
In its simple manifestation, the CE is a quantum force of attraction between two parallel uncharged conducting
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2plates [25]. More generally, it refers to the stress on bounding surfaces when a quantum field is confined to a finite
volume of space. The boundaries can be material media, interfaces between two phases of the vacuum, or topologies
of space. In any case, the modes of the quantum fields are restricted, giving rise to a macroscopically measurable
force [26]. The CE has been studied in different scenarios, including the standard model, the gravitational sector [27],
the AdS-CFT correspondence [28], condensed matter systems [29, 30] and chiral metamaterials [31], to name a few.
The CE has also been considered within the SME framework [32–34]. The authors in Ref. [34] used the zeta
function regularization technique to compute the Casimir force between two parallel conducting plates within the
(3+1)D Maxwell-Chern-Simons theory. As a consistency check, they also evaluated the renormalized vacuum energy
by a series summation (via the residue theorem) of one-particle energy eigenstates. The first attempt to tackle this
problem was due to M. Frank and I. Turan [33]; however, as pointed out by O. G. Kharlanov and V. Ch. Zhukovsky
[34], they used misinterpreted equations which led to an oversimplified treatment of the problem. More precisely, they
considered that the photon dispersion relation corresponds to that for a massive photon; however, unlike the (2+1)D
case, in (3+1)D the effect of the Maxwell-Chern-Simons term is a more complicated dispersion relation for the photon.
Due to this wrong equation, Frank and Turan constructed also incorrectly the relevant Green’s function (GF). One of
the specific aims of this work is the construction of the correct Green’s function within the (3+1)D Maxwell-Chern-
Simons theory and the calculation of the Casimir energy density and stress between two parallel conducting plates.
Furthermore, the method can be further generalized to diverse geometries. The basics for the construction of the GF
is that the Lorentz-violating field equations can be treated perturbatively due to the smallness of the LV coefficients
[35]. Our Green’s functions also provide information about the divergence of the local energy density near the plates.
The outline of this paper is as follows. Section II reviews some basics of the particular sector of the minimal SME to
be considered in this work, namely, the (3+1)D Maxwell-Chern-Simons model. Using a perturbative method similar
to that used for obtaining the Born series for the scattering amplitudes in quantum mechanics, in section III we
compute the leading-order Green’s function which satisfies given Dirichlet, Neumann or Robin boundary conditions,
provided the smallness of the LV coefficients. In section IV we use the standard point-splitting technique to express the
vacuum expectation value of the stress-energy tensor in terms of the Green’s function. The concrete calculation of the
renormalized vacuum stress (and the Casimir force) between two parallel conducting plates is performed in section V.
We also discuss the local energy density, which is found to diverge as approaching the plates. We demonstrate that
the divergent term does not contribute to the observable force. The conclusions are contained in section VI. Details
of technical computations are left to the appendix. Here, Lorentz-Heaviside units are assumed (~ = c = 1), the metric
signature will be taken as (+,−,−,−) and the convention 0123 = +1 is adopted.
II. LORENTZ-VIOLATING ELECTRODYNAMICS
The renormalizable gauge-invariant photon sector of the SME consists of the usual Maxwell Lagrangian plus the
additional terms 12 (kAF )
κκλµνA
λFµν and − 14 (kF )αβµνFαβFµν . The LV tensor coefficients (kAF )κ and (kF )αβµν
are CPT-odd and CPT-even, respectively. Many components of these coefficients are strongly constrained by astro-
physical spectropolarimetry [24]. Despite this, further investigations remain to be of great interest both for a better
understanding of massless Lorentz-violating fields and for the potential complementary tighter bounds.
In this paper we are concerned with the CPT-odd sector. The relevant Lagrangian is
L = −1
4
FµνF
µν + (kAF )µAν F˜
µν − jµAµ. (1)
Here, jµ = (ρ,J) is the 4-current source that couples to the electromagnetic 4-potential Aµ, Fµν = ∂µAν − ∂νAµ
is the electromagnetic field strength and F˜µν = 12
µναβFαβ its dual. Since we take (kF )µναβ = 0, we can omit the
subscript AF of the Lorentz- and CPT-violating (kAF )
µ coefficients and set (kAF )
µ ≡ kµ = (k0,k). A nondynamical
fixed kµ determines a special direction in spacetime. For example, certain features of plane wave propagating along
k might differ from those of waves perpendicular to k. Thus, particle Lorentz transformations are violated.
Varying the action S = ∫ L d4x with respect to Aµ yields the equations of motion for the 4-potential Aµ = (A0,A):(
ηµν − ∂µ∂ν − 2kβµβαν∂α
)
Aν = jµ, (2)
which extend the usual covariant Maxwell equations to incorporate Lorentz violation. Of course, the homogeneous
Maxwell equations that express the field-potential relationship
∂µF˜
µν = 0 (3)
are not modified due to the U(1) gauge invariance of the action. As in conventional electrodynamics, current conser-
vation ∂µj
µ = 0 can be verified directly by taking the divergence at both sides of Eq. (2).
3In noncovariant notation, the inhomogeneous equations of motion (2) reads
∇ ·E− 2k ·B = ρ,
∇×B− E˙− 2k0B+ 2k×E = J,
(4)
while the homogeneous equations (3) are ∇ ·B = 0 and ∇×E+ B˙ = 0. Gauge invariance of physics is evident from
Eqs. (4), and any of the usual conditions on Aµ, like Lorentz or Coulomb gauge, can be imposed. Interestingly, the
microscopic equations (4) can be cast in the form of Maxwell equations for macroscopic media:
∇ ·D = ρ , ∇×H− D˙ = J, (5)
with the modified constitutive relations
D = E+ θ(x, t) B , H = B− θ(x, t) E, (6)
where θ(x, t) = 2kµx
µ = 2k0t − 2k · x is a spacetime dependent axion field. These equations reveal a remarkable
feature of this theory, the magnetoelectric effect, which also occurs in the CPT-even photon sector of the SME
[32]. Furthermore, Eqs. (5) together with the constitutive relations of Eq. (6) resemble to those describing the
electromagnetic response of condensed matter systems, in which case, the spatial and temporal dependence of the
axion field defines a specific realization of a topologically-nontrivial phase of matter. For example, θ = pi in the case
of 3D topological insulators [36], and θ(x, t) = 2b0t − 2b · x for Weyl semimetals [37], where the parameter 2b0 is
interpreted as the separation between the nodes in energy, and 2b denotes the separation between the Weyl nodes
in momentum space. However, note that for condensed matter systems, θ is defined inside the material, while in the
SME framework kµ permeates the whole spacetime.
The stress-energy tensor for this theory is given by
Θµν = −FµαF να +
1
4
ηµνFαβFαβ − kν F˜µαAα. (7)
Here ηµν = diag(1,−1,−1,−1) denotes the usual Minkowski flat space-time metric. Unlike the conventional case,
Θµν cannot be symmetrized because its antisymmetric part is not longer a total derivative. By virtue of the equations
of motion (2) and (3), the energy-momentum tensor obeys
∂µΘ
µν = jµF
µν , (8)
which implies that it is conserved in the absence of sources. Although the energy-momentum tensor is gauge dependent,
it only changes by a total derivative under the gauge transformation Aµ → Aµ + ∂µΛ, i.e.
F˜µαAα → F˜µαAα − ∂α(F˜µαΛ). (9)
Consequently, the integrals over all space are gauge invariant. Note that the energy
E =
∫
Θ00d3x =
∫
1
2
(
E2 +B2 − k0B ·A) d3x (10)
is not positive definite due to the term k0B ·A, which may be negative. The appearance of this term in the energy
density can introduce instability in the theory, and it can be resolved by requiring that only spacelike components
of kµ are nonzero. However, this condition depends on the observer frame, so even an infinitesimal boost to another
observer frame would reintroduce instability. Despite arising from a hitherto unobserved spontaneous breaking of
the electromagnetic U(1) gauge symmetry, the photon mass can be introduced in this theory to eliminate the linear
instability. Although this idea might be physically acceptable, in this work we restrict ourselves to the minimal
modification of the usual standard model.
III. GREEN’S FUNCTION METHOD
Knowledge of Green’s function (GF) allows one to compute the electromagnetic fields for an arbitrary distribution
of sources, as well as to solve problems with given Dirichlet, Neumann or Robin boundary conditions on arbitrary
surfaces. To derive the GF for the previously discussed LV electrodynamics one can employ standard Fourier methods.
As in conventional electrodynamics, the modified Maxwell operator appearing in parentheses in Eq. (2) is singular,
4as one can verify in Fourier space. To circumvent the non invertibility of the corresponding Minkowski matrix one
can further work in Lorentz gauge. The free-space GF (satisfying the standard boundary conditions at infinity) in
momentum [23] and coordinate [38] representations can be obtained in a simple fashion. In this paper we are concerned
with the effects of this Lorentz-violating electrodynamics on the Casimir force between two parallel conducting plates
in the vacuum. To this end we employ a local approach consisting in the evaluation of the vacuum expectation value
of the stress-energy tensor of the system, which can be expressed in terms of the appropriate Green’s function. The
presence of boundaries (e.g. the plates) makes the GF derived in Refs. [23, 38] not suitable for our purposes. Thus
the aim of this section is the construction of the Green’s functions which incorporates the presence of boundaries.
In the Lorentz gauge ∂µA
µ = 0, the field equations (2) take the form(
ηµν − 2kβµβαν∂α
)
Aν = jµ, (11)
where  = ∂µ∂µ = ∂2t − ∇2 is the D’Alambert operator. To obtain the general solution of Eq. (11) for arbitrary
external sources, we introduce the GF matrix Gµν(x, x
′) solving Eq. (11) for a pointlike source,(
ηµν − 2kβµβαν∂α
)
Gνγ(x, x
′) = ηµγδ
4(x− x′), (12)
in such a way that the general solution for the 4-potential in the Lorentz gauge is
Aµ(x) =
∫
Gµν(x, x
′)jν(x′)d4x. (13)
Since the timelike theory appears to be inconsistent (that is, the theory violates unitary and causality, or both), in
this work we specialize to the purely spacelike case kµ ≡ (0,k) ≡ (0, 0, 0, κ). Note that this condition makes the
propagation of light anisotropic and defines a class of preferred inertial frames. Without loss of generality, we consider
surfaces Σi which are orthogonal to k in which Dirichlet, Neumann or Robin boundary conditions have been imposed.
In this way, the GF we consider has translational invariance in the directions x and y, while this invariance is broken
in the z-direction. Exploiting this symmetry we further introduce the Fourier transform in the direction parallel to
the surfaces Σi, taking the coordinate dependence to be R = (x− x′, y − y′), and define
Gµν(x, x
′) =
∫
d2p
(2pi)2
eip·(x−x
′)
∫
dω
2pi
e−iω(t−t
′)gµν(z, z
′), (14)
where p = (px, py) is the momentum parallel to Σi. In Eq. (14) we have suppressed the dependence of the reduced
GF gµν on ω and p.
The substitution of Eq. (14) into Eq. (12) yields the reduced GF equation(
˜ηµν − 2iκ3µβνpβ
)
gνα(z, z
′) = ηµαδ(z − z′), (15)
where pα = (ω,p, 0) and ˜ = p2−ω2−∂2z . We now must solve the reduced GF equation for the various components.
At this point it is worth mentioning that the authors in Ref. [33] say that they derive the GF for a Chern-Simons
like theory; however, they used the wrong equation of motion [−∂2 + (kAF )2]µναβ∂αAβ = 0, which leads to a simple
analysis in terms of a massive scalar field. Thus its solution is appropriate for the Proca theory, rather than for the
Chern-Simons theory. Indeed, in Ref. [39], Milton presents a detailed derivation of the Casimir force for massive
photons using different methods. In this section we derive the correct Green’s function which solves the equations of
motion for the (3+1)D Chern-Simons theory.
The solution to Eq. (15) is simple but not straightforward. Since the coefficient κ is assumed to be small, to
solve it we employ a method similar to that used for obtaining the scattering amplitudes in quantum mechanics, in
which the Schro¨dinger equation can be written as an integral equation, the Lippmann-Schwinger equation, which can
be iterated to obtain the Born series. Indeed, the Lippmann-Schwinger equation for Green’s operator is called the
resolvent identity. In the problem at hand let us consider that the free (with κ = 0) reduced GF is known, being the
solution of ˜g(z, z′) = δ(z − z′) in the region D ⊆ R and satisfying appropriate boundary conditions on the surfaces
Σi ⊆ R2 = {(x, y) : x, y ∈ R}.
Now Eq. (15) can be directly integrated using the free reduced GF. We thus establish the integral equation
gµν(z, z
′) = ηµνg(z, z
′) + 2iκ3µαβpα
∫
D
g(z, z′′)gβν(z
′′, x′)dz′′. (16)
5Suppose we take this expression for gβν , and plug it under the integral sign. Iterating this procedure, we obtain a
formal series for gµν . At leading-order in the LV coefficient κ, the reduced GF can be written as the sum of two terms,
gµν(z, z
′) = ηµνg(z, z
′) + gµν(z, z
′). (17)
The first term provides the propagation in the absence of Lorentz violation, while the second term, which can be
shown to be
gµν(z, z
′) = 2iκµ α3ν pαE(z, z
′)− 4κ2 [pµpν − (ηµν + nµnν)p2]M(z, z′), (18)
encodes the Lorentz symmetry breakdown. In deriving Eq. (18) we have used the identity 3µβα
3αγ
νpβpγ = p
µpν −
(ηµν + n
µnν)p
2, and
E(z, z′) =
∫
D
g(z, z′′)g(z′′, z′)dz′′, (19)
M(z, z′) =
∫
D
g(z, z′′)E(z′′, z′)dz′′. (20)
Here nµ = (0, 0, 0, 1) is the normal to the surfaces Σi. In appendix A we present the evaluation of these functions for
three simple cases: for a) free-space, b) parallel conducting plates and c) an infinite conducting plate.
Clearly, the full GF matrix Gµν can also be written as the sum of two terms,
Gµν(x, x
′) = ηµνG(x, x′) +Gµν(x, x′), (21)
where G and Gµν are the Fourier transformations of g(z, z′) and gµν , respectively, as defined in Eq. (14). It is worth
mentioning that the second term satisfies the Lorentz gauge condition, i.e. ∂µG
µ
ν = 0. The proof follows from the
reduced GF: ∂µG
µ
ν ∝
∫
pµg
µ
ν , which vanishes given that 
µ α3
ν pµpα = 0 and pµn
µ = 0.
The reciprocity between the position of the unit charge and the position at which the GF is evaluated, Gµν(x, x
′) =
Gνµ(x
′, x), is one of its most remarkable properties. From Eq. (14), this condition requires
gµν(z, z
′, pα) = gνµ(z′, z,−pα), (22)
which we verify directly from Eq. (18).
IV. VACUUM STRESS-ENERGY TENSOR
In section II we derived the stress-energy tensor (SET) for this theory and we showed that it can be written as the
sum of two terms:
Θµν = Tµν + Ξµν . (23)
The first term,
Tµν = −FµαF να +
1
4
ηµνFαβFαβ , (24)
is the standard Maxwell stress-energy tensor, while the second,
Ξµν = −kν F˜µαAα, (25)
explicitly depends on the LV coefficients kµ. Now we address the problem of the vacuum expectation value of the
SET, to which we will refer simply as the vacuum stress (VS).
The local approach to compute the VS was initiated by Brown and Maclay who calculated the renormalized stress
tensor by means of GF techniques. Therein, the VS can be obtained from appropriate derivatives of the GF, in virtue
of the formula
Gµν (x, x′) = −i 〈0| Tˆ Aµ (x)Aν (x′) |0〉 . (26)
Using the standard point splitting technique and taking the vacuum expectation value of the SET we find
〈Θµν〉 = 〈Tµν〉+ 〈Ξµν〉 , (27)
6where the first term,
〈Tµν〉 = i lim
x′→x
[
− ∂µ∂′νGλλ + ∂µ∂′λGλν + ∂λ∂′νGµλ − ∂′λ∂λGµν +
1
2
ηµν
(
∂α∂′αG
λ
λ − ∂α∂′βGβα
) ]
(28)
is the VS of the standard Maxwell SET, and
〈Ξµν〉 = −2ikνµαβγ lim
x′→x
∂′βGγα. (29)
Here we have omitted the dependence of Gµν on x and x′. This result can be further simplified as follows. Since the
GF can be written as the sum of two terms, then Eq. (28) can also be written in the same way, i.e.
〈Tµν〉 = 〈tµν〉+ 〈Tµν〉 . (30)
The first term,
〈tµν〉 = −i lim
x′→x
(
2∂µ∂′ν − 1
2
ηµν∂λ∂′λ
)
G (x, x′) , (31)
is the vacuum stress in the absence of Lorentz violation. In obtaining Eq. (31) we used the fact that the zeroth-order
GF (with κ = 0) is diagonal, i.e. it is equal to ηµνG(x, x′). The second term can be simplified since the GF Gµν
satisfies the Lorentz gauge condition ∂µG
µ
ν = 0. In this way,
〈Tµν〉 = −i lim
x′→x
[
∂µ∂′νG+ ∂′λ∂λ
(
Gµν − 1
2
ηµνG
)]
, (32)
where G = Gµµ is the trace of G
µ
ν . Finally the last term in Eq. (27) can be written as
〈Ξµν〉 = −2ikνµαβγ lim
x′→x
∂′βGγα, (33)
where we used again that the zeroth-order GF is diagonal.
V. CASIMIR EFFECT
Now let us consider the problem of calculating the renormalized VS 〈Θµν〉ren, which is obtained as the difference
between the VS in the presence of boundaries and that of the vacuum. For two parallel conducting plates separated
by a distance D in the z direction, one can construct the renormalized expectation value of the stress-energy tensor,
using conservation, tracelessness and symmetry arguments. The result is that it is uniform between the plates:
〈tµν〉ren = −
pi2
720D4
(ηµν + 4nµnν) , (34)
where nµ = (0, 0, 0, 1) is the unit normal to the plates. The Casimir stress is obtained by differentiating the Casimir
energy EC =
〈
t00
〉
ren
D with respect to D, i.e. FC = −dEC/dD = −pi2/240D4.
We turn now with the vacuum stress between two perfectly, conducting, infinite plates, separated by a distance D,
embedded in the infinite Lorentz-violating vacuum. We orient the coordinate frame so that the plates are perpendicular
to the background LV vector kµ = (0,k) = κnµ.
Using the Fourier representation of the GF in Eq. (14), together with the symmetry of the problem and the reduced
Green’s function given by Eq. (18), Eq. (32) can be written as
〈Tµν〉 = −4iκ2
∫
d2p
(2pi)2
∫
dω
2pi
(
pµpν + nµnνp2
)
lim
z′→z
(
p2 + ∂z∂
′
z
)
M(z, z′). (35)
From the rotational invariance around the z axis, the components of the stress perpendicular to nµ,
〈
Θ11
〉
and
〈
Θ22
〉
,
are equal. In addition, from the mathematical structure of Eq. (33) we find the relation
〈
T00
〉
= − 〈T11〉. These
results, together with the tracelessness of 〈Tµν〉, allow us to write the VS of Eq. (35) in the form
〈Tµν〉 = (ηµν + 4nµnν) f(κ, z), (36)
7where
f(κ, z) =
4κ2
i
∫
d2p
(2pi)2
∫
dω
2pi
ω2 lim
z′→z
(
p2 + ∂z∂
′
z
)
M(z, z′). (37)
Note that this term exhibits the same tensor structure as the result obtained by Brown and Maclay, but we obtain a
z-dependent VS due to Lorentz violation. Using similar arguments, the last contribution to the VS given by Eq. (33)
can be written as
〈Ξµν〉 = nµnνg(κ, z), (38)
where
g(κ, z) = −8iκ2
∫
d2p
(2pi)2
∫
dω
2pi
p2 lim
z′→z
E(z, z′). (39)
Therefore the renormalized vacuum expectation value of the stress-energy tensor Θµν between the conducting plates
can be written as
〈Θµν〉ren = 〈tµν〉ren + (ηµν + 4nµnν) fren(κ, z) + nµnνgren(κ, z), (40)
where 〈tµν〉ren, which is given by Eq. (34), is the result obtained by Brown and Maclay in Lorentz symmetric
electrodynamics. Here, the renormalized functions fren(κ, z) and gren(κ, z) are defined as the the difference between
the functions in the presence of the plates and that of the vacuum. Note that the vacuum stress is symmetric, even
when the SET is non-symmetric. Next we derive the Casimir force between the plates.
A. Global Casimir energy density
The Casimir energy is defined as the energy per unit area stored in the electromagnetic field between the plates,
i.e.
EC =
∫ D
0
〈
Θ00
〉
ren
dz = − pi
2
720D3
+ Eren(κ), (41)
where we have defined the function
Eren(κ) =
∫ D
0
fren(κ, z)dz. (42)
The first term in Eq. (41) is the usual Casimir energy density between two parallel conducting plates in Lorentz
symmetric electrodynamics. Now we must evaluate the function Iren(κ). First we consider the VS in the presence of
the plates and define the function E‖(κ) ≡
∫D
0
f‖(κ, z)dz. Using the function M‖(z, z′) of Eq. (A10) we obtain:
E‖(κ) = −4iκ2
∫
d2p
(2pi)2
∫
dω
2pi
ω2
8p4
[
4− pD cot(pD)− p2D2 [1 + 2pD cot(pD)] csc2(pD)
]
. (43)
Notice that the first term in the integrand corresponds to a constant energy density, independent of D, so it may be
discarded as irrelevant. The resulting integral can be evaluated as follows. We first write the momentum element as
d2p = |p|d|p|dθ and integrate θ from 0 to 2pi. Next we perform a Wick rotation such that ω → iζ, then replace ζ and
|p| by the plane polar coordinates ζ = ξD cosϕ, |p| = ξD sinϕ and finally integrate ϕ from 0 to pi/2. In this way, Eq.
(43) becomes
E‖(κ) =
κ2
24pi2D
∫ ∞
0
ξ
[
coth ξ + ξ (1 + 2ξ coth ξ) csch2ξ
]
dξ. (44)
We can treat this result as containing two pieces. The first integral, which involves ξ coth ξ, is divergent, so that we
will retain such. The remaining part is convergent and it can be evaluated. The result is
E‖(κ) =
κ2
24pi2D
[
2pi2
3
+
∫ ∞
0
ξ coth ξdξ
]
. (45)
8Now we must evaluate the analogue function in vacuum. Using the function M0(z, z
′) of Eq. (A6) we obtain
E0(κ) = 4κ
2
∫
d2p
(2pi)2
∫
dω
2pi
ω2D
8p3
. (46)
The integral can be treated similarly. Integrating the angle in momentum space, performing a Wick rotation and
introducing the plane polar coordinates defined before we find:
E0(κ) =
κ2
24pi2D
∫ ∞
0
ξdξ, (47)
which clearly is a divergent integral. Subtracting both contributions to obtain the renormalized function, i.e. Eren(κ) =
E‖(κ)− E0(κ), we obtain
Eren(κ) =
κ2
24pi2D
[
2pi2
3
+
∫ ∞
0
ξ (coth ξ − 1) dξ
]
, (48)
and the resulting integral is perfectly convergent, with the result pi2/12. Therefore the final expression for the
renormalized function is Eren(κ) = κ
2/32D, and thus the Casimir energy becomes
EC = − pi
2
720D3
+
κ2
32D
. (49)
The Casimir stress is obtained by differentiating the Casimir energy with respect to D, i.e.
FC = −dEC
dD
= − pi
2
240D4
+
κ2
32D2
. (50)
B. Stress on the plates
Now let us derive the same result by using the normal-normal component of the vacuum stress energy-tensor, i.e.
〈Θzz〉. As suggested by the structure of the vacuum stress (40), the force per unit area can be written as the sum of
two terms,
FC = − pi
2
240D4
+ Fren(κ), (51)
where the first term is the Casimir stress in the absence of Lorentz violation, and the function Fren(κ) = 〈Tzz + Ξzz〉ren
encodes the renormalized part to the Casimir stress due to the Lorentz-violating coefficient.
By virtue of the boundary conditions upon the plates, we compute the normal-normal component of the vacuum
stress tensor on the boundaries as
〈Tzz〉 = −12iκ2
∫
d2p
(2pi)2
∫
dω
2pi
ω2 lim
z′→z=0,D
∂z∂
′
zM(z, z
′), (52)
since M(z, z′) = 0 at z = 0 and z = D. First we consider the contribution due to the electromagnetic field confined
between the plates. The relevant function M‖(z, z′) is given by Eq. (A10). The resulting integral can be treated
in the same way as that of Eq. (42). Integrating the angle in momentum space, performing a Wick rotation and
introducing the plane polar coordinates, we find
〈Tzz〉‖ = −
κ2
32pi2D2
∫ ∞
0
ξcsch3ξ
[
cosh(3ξ)− (1 + 8ξ2) cosh ξ + 4ξ sinh ξ
]
dξ. (53)
This integral does not exist. However, as in the standard case, it can be appropriately regularized. To do this, let
us consider the normal-normal component of the vacuum stress due to the electromagnetic field at the right side of
the plate at z = D. Using the appropriate reduced GF g|(z, z′) which vanishes at z = D and has outgoing boundary
conditions as z →∞, i.e. g| ∼ eipz, one can construct the associated M|(z, z′)-function. The calculation is presented
in appendix A. The relevant function is given by Eq. (A14). The corresponding normal-normal component of the
vacuum stress at z = D is then
〈Tzz〉| = −
κ2
8pi2D2
∫ ∞
0
ξdξ, (54)
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Figure 1: The singular part of the Lorentz-violating correction to the local energy density between two parallel plates.
which also diverges. So, from the discontinuity in 〈Tzz〉, that is, the difference 〈Tzz〉‖ − 〈Tzz〉|, we find the Lorentz-
violating contribution to the force per unit area on the plate:
Fren(κ) = − κ
2
32pi2D2
∫ ∞
0
ξ
{
csch3ξ
[
cosh(3ξ)− (1 + 8ξ2) cosh ξ + 4ξ sinh ξ]− 4}dξ. (55)
The resulting integral is perfectly convergent, with the result −pi2. In this way, the stress on the plate is FC =
− pi2240D4 + κ
2
32D2 , which is the same as obtained in the previous subsection.
C. Local effects
Heretofore, we have considered the global Casimir effect: the total energy of a field configuration or the force per
unit area on a bounding surface [39]. Local properties of the quantum vacuum induced by the presence of boundaries
are of broad interest in quantum field theory [40] and they must be understood if one is to correctly interpret the
inherent divergences in the theory.
The local energy density in Lorentz-symmetric electrodynamics has been discussed extensively in the literature
[39, 41]; however, the local effects in Lorentz-violating theories have not been considered. Here we aim to fill in this
gap. We begin the analysis by considering an electromagnetic field confined between two parallel conducting plates
at z = 0 and z = D, for which the energy density per unit volume between the plates is〈
Θ00
〉
(z) =
〈
t00
〉
(z) +
〈
T00
〉
(z). (56)
A detailed analysis of the local effects due to the first term (in the absence of Lorentz violation) is presented in Ref.
[39]. Here we concentrate on the Lorentz-violating contribution,
〈
T00
〉
(z) =
4κ2
i
∫
d2p
(2pi)2
∫
dω
2pi
ω2 lim
z′→z
(
p2 + ∂z∂
′
z
)
M‖(z, z′), (57)
where M‖(z, z′) is given by Eq. (A10). This integral can be performed in an analytical fashion. Integrating the angle
in momentum space, performing a Wick rotation and introducing the plane polar coordinates, we find
〈
T00
〉
(z) = − κ
2
3pi2D2
∫ ∞
0
λ4 [F (λ) +R(λ, Z)] dλ, (58)
where
F (λ) = −csch
3λ
32λ3
{(
8λ2 − 1) coshλ+ cosh(3λ) + 4λ sinhλ}, (59)
R(λ, Z) =
csch3λ
16λ3
{
2λ(1− Z) sinh[λ(1 + 2Z)] + 2λ(1− 2Z) sinh[λ(1− 2Z)] + 2λZ sinh[λ(3− 2Z)] (60)
+ cosh[λ(1 + 2Z)]− 2 cosh[λ(1− 2Z)] + cosh[λ(3− 2Z)]
}
,
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with Z = z/D. Integrating we obtain
〈
T00
〉
(z) =
κ2
32D2
[
1− 2 csc2(piZ)] . (61)
We observe that the z-independent term, κ
2
32D2 , corresponds to the global renormalized energy density Eren(κ) obtained
in section V A. The second term encodes the local effects, and it can be expressed in terms of the generalized or Hurwitz
zeta function as follows:
S(Z) ≡ − κ
2
16D2
csc2(piZ) = − κ
2
16pi2D2
[ζ(2, Z) + ζ(2, 1− Z)] . (62)
This function is plotted in fig. 1, where we observe that that it diverges quadratically as z → 0, D. Its z integral over
the region between the plates diverges linearly. This result reveals a close analogy with the one obtained from the
Lorentz-symmetric part. In that case, the singular part depends on [ζ(4, Z) + ζ(4, 1− Z)]/D4, thus implying that it
diverges quartically as z → 0, D. The less divergent Lorentz-violating contribution (62) can be understood as due to
the dimensionfull Chern-Simons coupling κ.
To close this section, we show that the badly behaved function (62) does not contribute to the force on the plates.
Using the integral representation of the Hurwitz zeta function in terms of the Mellin transform,
ζ(s, q) =
1
Γ(s)
∫ ∞
0
ts−1e−qt
1− e−t dt , <[s] > 1, <[q] > 0, (63)
Eq. (62) can be expressed as
S(Z) = − κ
2
16pi2
1
Γ(2)
∫ ∞
0
e−zρ + e−(D−z)ρ
1− e−ρD ρdρ. (64)
If we integrate this term over z, ∫ D
0
S(Z)dz = − κ
2
16pi2
2
Γ(2)
∫ ∞
0
dρ, (65)
we obtain a divergent constant term (D-independent), so it does not contribute to the observable force.
VI. SUMMARY AND CONCLUSIONS
The study of Lorentz violation is actively motivated by the search of quantum gravity effects. At presently attain-
able energies, such signatures are described by an effective field theory framework called the standard model extension
(SME), which contains the standard model, general relativity and all possible operators that break Lorentz symme-
try. The Lorentz-violating (LV) coefficients in the SME can arise in various underlying contexts, such as strings,
spacetime-foam approaches and non-commutative geometries, to name a few. The value of these coefficients can in
principle be measured (or bounded) in experiments. This has allowed a systematic search for a large range of possible
Lorentz-violating effects. Indeed, since the predictions of the standard model have been verified experimentally to an
extremely high degree of accuracy, a possible route to test quantum gravitational effects is through high-sensitivity
measurements of well-known particle physics phenomena, as any deviation from the standard theory is, at least in
principle, experimentally testable.
The main aim of this paper is to analyze the local effects of the quantum vacuum in a particular sector of the
minimal SME, namely, the (3+1)D Maxwell-Chern-Simons term. Concretely, we use a local approach to calculate the
Casimir force between two parallel conducting plates. This problem was first considered by M. Frank and I. Turan
[33] within the SME framework. They calculated the Casimir force between two parallel conducting plates. However,
as pointed out by O. G. Kharlanov and V. Ch. Zhukovsky [34], in the aforementioned work the authors used a wrong
equation of motion for the electromagnetic potentials, namely, (−∂2 + k2AF )µναβ∂αAβ = 0, instead of the correct
equation (ηµν − 2kβµβαν∂α)Aν = 0. This misinterpreted equation led to an oversimplification of the problem from
both the conceptual and theoretical points of view. Conceptually we observe that the wrong equation implies that the
photon dispersion relation corresponds to that for a massive photon, similar to what occurs in the (2+1)D Maxwell-
Chern-Simons theory. However, in the (3+1)D theory the photon remains massless and the associated dispersion
relation is more complicated. Mathematically, the wrong field equation leads to a simple analysis of the problem in
terms of a single Green’s function; however, the correct field equation suggests that a more subtle indexed (matrix
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of) Green’s function(s) is required due to the magnetoelectric effect (i.e. the mixing between the components of the
4-potential).
The authors in Ref. [34] evaluated the Casimir force within this theory using two methods, namely, the zeta
function regularization technique and the summation and renormalization of the discrete sum involving the residue
theorem. In the present work, we have employed a far superior technique based upon the use of Green’s functions.
Because the Green’s function represents the vacuum expectation value of the time-ordered product of fields, it is
possible to compute the vacuum expectation value of the stress-energy tensor, for example, in terms of the Green’s
function at coincident arguments. We restrict ourselves to the analysis of the (3+1)D Maxwell-Chern-Simons theory
with a spacelike LV coefficient and we construct the relevant (leading-order) Green’s function which satisfies given
boundary conditions. Using these results, we evaluate the renormalized vacuum expectation value of the stress-energy
tensor and we compute the Casimir force between two parallel conducting plates separated by a distance D, with the
result FC = − pi2240D4 + κ
2
32D2 . We recognize the first term as the Casimir force in the absence of Lorentz violation,
while the κ-dependent term is due to such LV coefficient, which has a different functional dependence on the distance
between the plates (1/D2). This result is expected from dimensional analysis for the second order LV contributions.
Due to the limited precision of the present experimental measurements of the Casimir force between parallel plates
(15 % precision in the 0.5 − 3µm range), no useful bounds on the LV coefficients can be obtained from the results
in this work. We also analyze the behavior of the local energy density when approaching the plates, which is found
to be quadratically divergent according to ζ(2, z/D) + ζ(z, 1 − z/D), where ζ(s, q) is the Hurwitz zeta function. In
the standard case is obtained a quartically divergent term. The less divergent Lorentz-violating contribution can be
understood as due to the dimensionfull Chern-Simons coupling κ. Using the integral representation of the Hurwitz
zeta function in terms of the Mellin transform, we demonstrate tha such term does not contribute to the measurable
macroscopic force.
The present work can be further generalized in a variety of ways. For example, the Green’s function for different
geometries can also be constructed using the same perturbative procedure. On the other hand, our analysis can also be
applied to ponderable media. More precisely, we can consider a semi-infinite planar material medium with dielectric
constant ε for which the reduced Green’s function gε(z, z
′) is known. Now we can use it to evaluate the associated
Eε(z, z
′) and Mε(z, z′) functions, which are what we require to study the Lorentz-violating effects. This scenario
could be more useful to establish bounds on the SME coefficients, since in this case first order LV contributions could
appear.
Appendix A: Evaluation of the functions E(z, z′) and M(z, z′)
Here we shall evaluate the functions E(z, z′) and M(z, z′), defined by Eqs. (19) and (20), respectively. To do
this, we use the reciprocity symmetry of the reduced GF, g(z, z′) = g(z′, z), which implies the same property for the
functions E(z, z′) and M(z, z′), i.e.
E(z, z′) = E(z′, z) , M(z, z′) = M(z′, z). (A1)
In this way, we can compute the required integrals for a particular case, for example z < z′, and then generalize the
result by replacing z → z< and z′ → z<, where z> (z<) will be the greater (lesser) between z and z′.
Let D = [a, b] be the domain in which the reduced GF is defined. Assuming that z < z′, the domain of integration
can be expressed as D = [a, z] + [z, z′] + [z′, b]. The function E(z, z′) can thus be written as
E(z, z′) =
(∫ z
a
+
∫ z′
z
+
∫ b
z′
)
g(z, z′′)g(z′′, z′)dz′′, (A2)
and the function M(z, z′) takes the form
M(z, z′) =
(∫ z
a
+
∫ z′
z
+
∫ b
z′
)
g(z, z′′)E(z′′, z′)dz′′. (A3)
Now we compute these integrals for some cases of particular interest in this paper.
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Free-space
First we consider the free-space reduced Green’s function
g0(z, z
′) =
i
2p
eip(z>−z<), (A4)
which is defined on the real line, i.e. D = R. The associated E0-function can thus be written as
E0(z, z
′) = − 1
4p2
[∫ z
−∞
eip(z−z
′′)eip(z
′−z′′)dz′′ +
∫ z′
z
eip(z
′′−z)eip(z
′−z′′)dz′′ +
∫ ∞
z′
eip(z
′′−z)eip(z
′′−z′)dz′′
]
The result for this particular case (z < z′) can be obtained in a simple fashion. The general result takes the form
E0(z, z
′) = − i+ p(z> − z<)
4p3
eip(z>−z<). (A5)
Now, using the reduced GF of Eq. (A4) and the previous result (A5), we can compute the associated M0-function
according to Eq. (A3). The result is
M0(z, z
′) =
p2(z> − z<)2 + 3ip(z> − z<)− 3
16ip5
eip(z>−z<). (A6)
Performing a Wick rotation one can further see that these functions satisfy the required boundary conditions at
infinity, i.e. E0(z →∞, z′),M0(z →∞, z′)→ 0.
Parallel conducting plates
Now let us consider the case of two parallel conducting plates separated by a distance D. The relevant reduced GF
for this configuration is
g‖(z, z′) =
sin[pz<] sin[p(D − z>)]
p sin[pD]
, (A7)
which is defined on the domain D‖ = [0, D] and satisfies the boundary conditions g‖(0, z′) = g‖(D, z′) = 0. The
associated E‖-function can be written as
E‖(z, z′) =
1
p2 sin2[pD]
[∫ z
0
sin2[pz′′] sin[p(D − z)] sin[p(D − z′)]dz′′
+
∫ z′
z
sin[pz] sin[p(D − z′′)] sin[pz′′] sin[p(D − z′)]dz′′
+
∫ D
z′
sin[pz] sin[pz′] sin2[p(D − z′′)]dz′′
]
, (A8)
with the final result
E‖(z, z′) =
1
4p3 sin2[pD]
{
sin[pz>] sin[pz<]
[
2p(D − z>)− sin[2p(D − z>)]
]
(A9)
+ sin[p(D − z>)] sin[pz<]
[
sin[p(D − 2z<)]− sin[p(D − 2z>)]− 2p(z> − z<) cos[pD]
]
+ sin[p(D − z>)] sin[p(D − z<)]
[
2pz< − sin[2pz<]
]}
.
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With the help of this result and the reduced GF (A7) we can compute the M‖-function. We obtain
M‖(z, z′) =
csc2[pD]
32p5
{
2pz< sin[pz>] cos[pz<]
[
4pD − 2pz> + 2pz> cos[2pD] + 3 sin[2pD]
]
(A10)
− csc[pD] sin[pz>] sin[pz<]
[(
3 + 8D2p2 − p2(z2> + z2<)
)
cos[pD] +
(
− 3 + p2(z2> + z2<)
)
cos[3Dp]
]
− csc[pD] sin[pz>] sin[pz<]
(
6p
(
2D − z> + z> cos[2pD]
)
sin[pD]
)
− 4pz< cos[pz>] cos[pz<] sin[pD]
(
2pz> cos[pD] + 3 sin[pD]
)
− 2 cos[pz>] sin[pz<]
[
3 + 4Dp2z> − p2z2> − p2z2< +
(
− 3 + p2(z2> + z2<)
)
cos[2pD] + 3pz> sin[2pD]
]}
.
On can further check that this function satisfies the boundary conditions M‖(0, z′) = M‖(D, z′) = 0, which are
inherited from the standard boundary conditions on the conducting plates.
Infinite conducting plate
Finally we consider the case of a single conducting planar plate located at z = D > 0. The reduced GF describing
the propagation at the right hand side (z, z′ > D) is
g|(z, z′) =
1
p
sin[p(z< −D)]eip(z>−D), (A11)
which is defined in the domain D| = [D,∞) and satisfies the boundary conditions g|(D, z′) = 0 and g|(z →∞, z′) ∼
eikz. Using Eq. (A2) we can further compute the associated E|-function, i.e.
E|(z, z′) =
1
p2
[ ∫ z
D
sin[p(z′′ −D)]eip(z−D) sin[p(z′′ −D)]eip(z′−D)dz′′ (A12)
+
∫ z′
z
sin[p(z −D)]eip(z′′−D) sin[p(z′′ −D)]eip(z′−D)dz′′
+
∫ ∞
z′
sin[p(z −D)]eip(z′′−D) sin[p(z′ −D)]eip(z′′−D)dz′′
]
,
and the final result is
E|(z, z′) =
1
4p3
{
e−ip(3D−z>) sin[p(D − z<)]
[
e2ipD
[
1− 2ip(z> − z<)
]− e2ipz<] (A13)
+e−ip(2D−z−z<)
[
2p(z< −D) + sin[2p(D − z<)]
]}
.
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We close this section with the M|-function, which can be computed with the help of Eqs. (A3), (A11) and (A13).
The result is
M|(z, z′) =
1
32p5
{
e−ip(4D−z>+z<)
[
e2ip(D+z>)
[
2p(z> − z<) + 3i
]
+ 2pe4ipD(z> − z<)
[
2− ip(z> − z<)
]]
(A14)
+ e−ip(4D−z>+z<)
[
e4ipz<(−4pD + 4pz< + 3i)− e2ip(z>+z<)
[
2p(−2D + z> + z<) + 3i
]]
+ e−ip(4D−z>+z<)
[
ie2ip(D+z<)
[
− 3 + 2p(z> − z<)
[
p(−4D + z> + 3z<) + 2i
]]]
− 2e−ip(3D−2z>−z<) sin[p(z> −D)]
[
e2ip(D−z<)
[
− 3 + 2ip(z> − z<)
]
+ 4ipD − 2ip(z> + z<) + 3
]
+ 4pe−ip(2D−z>−z<)(D − z<)
[
2ip(D − z<) + cos[2p(D − z<)] + 2
]
+ 2e−ip(2D−z>−z<) sin[2p(D − z<)]
[
− 3− 2ip(D − z<)
]}
.
The boundary conditions E|(D, z′) = M|(D, z′) = 0 can be directly verified.
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