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Abstract. Determinantal polynomials play a crucial role in semidefinite programming
problems. Helton-Vinnikov proved that real zero (RZ) bivariate polynomials are deter-
minantal. However, it leads to a challenging problem to compute such a determinantal
representation. We provide a necessary and sufficient condition for the existence of defi-
nite determinantal representation of a bivariate polynomial by identifying its coefficients
as scalar products of two vectors where the scalar products are defined by orthostochas-
tic matrices. This alternative condition enables us to develop a method to compute
a monic symmetric/Hermitian determinantal representations for a bivariate polynomial
of degree d. In addition, we propose a computational relaxation to the determinantal
problem which turns into a problem of expressing the vector of coefficients of the given
polynomial as convex combinations of some specified points. We also characterize the
range set of vector coefficients of a certain type of determinantal bivariate polynomials.
AMS Classification (2010). 15A75, 15B10, 15B51, 90C22.
Keywords. Semidefinite Programming, LMI Representable sets, Determinantal Polyno-
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1. Introduction
One of the objectives in convex algebraic geometry is to characterize convex semi-
algebraic sets which are definite LMI representable sets. A set S ⊆ Rn is said to be LMI
representable if
(1) S = {x ∈ Rn : A0 + x1A1 + x2A2 + · · ·+ xnAn  0}
for some real symmetric matrices Ai, i = 0, . . . , n and x = (x1, . . . , xn)
T . If A0 = I( 0),
the set S is called a monic (definite) LMI representable set. By A  0( 0) we mean
that the matrix A is positive (semi)-definite. A spectrahedron which is the feasible set of a
semidefinite programming (SDP) problem is an another term used for a LMI representable
set.
An approximate optimal solution of a SDP can be found by applying interior point
methods [NN94], [BGFB] when the SDP is strictly feasible. The assumption of strict
feasibility of a SDP problem is equivalent to the assumption that its feasible set has
nonempty interior. It is proved that if the set S has non-empty interior, the constant
coefficient matrix A0 can be chosen to be positive definite [[Ram95],section 1.4], [Nt12].
So, if the feasible set of an optimization problem is a definite linear matrix inequality
(LMI) representable set, the optimization problem can be transformed into a SDP problem
[Ram95], [HV07]. The technique of converting optimization problems into semidefinite
programming (SDP) problems arise in control theory, signal processing and many other
areas in engineering. Now we briefly talk about the connection between LMI representable
sets and determinantal polynomials.
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A polynomial f(x) ∈ R[x] is said to be a determinantal polynomial if it can be written
as
(2) f(x) = det(A0 + x1A1 + x2A2 + · · ·+ xnAn),
where coefficient matrices Ai of linear matrix polynomial are symmetric/Hermitian of
some order greater than the degree of the polynomial and the constant coefficient ma-
trix A0 is positive definite. Then the algebraic interior associated with f(x) i.e., the
closure of a (arcwise) connected component of {x ∈ Rn : f(x) > 0} is a spectrahedron
[HV07]. Thus one of the successful techniques to deal with characterizing definite LMI
representable sets is to characterize determinantal polynomials. So, we focus on defi-
nite (monic) symmetric/Hermitian determinantal representation in order to accomplish
the connection between determinantal polynomials and semidefinite programming (SDP)
problems.
The determinantal polynomials are of special kind of polynomial, called real zero (RZ)
polynomials [HV07]. A multivariate polynomial f(x) ∈ R[x] is said to be a real zero
(RZ) polynomial if the polynomial has only real zeros when it is restricted to any line
passing through origin i.e., for any x ∈ Rn, all the roots of the univariate polynomial
fx(t) := f(t · x) are real and f(0) 6= 0. The polynomial f(x) is called strictly RZ if all
these roots are distinct, for all x ∈ Rn,x 6= 0. The homogenization of a RZ polynomial
is known as hyperbolic polynomial which has a vast area of research on its own. For
example, one can see [Nui69], [Hen10],[Bra¨10], [PSV12], [KPV15], [LP17], [JT18], [DP18]
from the literature.
Helton-Vinnikov have proved that a RZ bivariate polynomial f(x1, x2) always admits
monic Hermitian as well as symmetric determinantal representations of size d [HV07].
The homogenized version of this result is known as Lax conjecture [LPR05]. However, it
is computationally difficult task to test whether a given polynomial is hyperbolic (with
respect to a fixed point e). The precise complexity is only known in some special cases
(see [RRS]).
The authors in [HV07] have provided explicit expressions of the coefficient matrices
of a symmetric determinantal representation in terms of theta functions, and the period
matrix of the curve f(x1, x2) = 0 when the curve is defined by a strictly RZ bivariate
polynomial f(x1, x2). Indeed, it is not easy to compute determinantal representation
numerically or symbolically using this method. Later, the problem of computing monic
symmetric/Hermitian determinantal representation for a strictly RZ bivariate polynomial
has been widely studied, for example one can see [Dix02], [PSV12], [Hen10], [GKVVW14].
The results of this paper. In this paper, we provide a representation of the vector
coefficient of mixed monomials of a determinantal bivariate polynomial as scalar product
of two known vectors with different defining matrices. It is shown that defining matrices
are orthostochastic matrices. This provides us a necessary and sufficient condition for the
existence of a monic symmetric/Hermitian determinantal representation, see the Theorem
2.8.
This necessary and sufficient condition can be treated as an alternative condition for
a bivariate polynomial to be a determinantal polynomial, although it’s different from
RZ property of a polynomial in the sense of computation. An important fact about
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this alternative condition is that it provides a mean to compute such a determinantal
representation as opposed to RZ condition.
The proposed method can compute the eigenvalues and diagonal entries of coefficient
matrices by solving roots of certain univariate polynomials which are restrictions of the
given polynomial along coordinates and solving systems of linear equations respectively,
see Lemma 2.2 and Corollary 2.5. As we need the coefficient matrices to be symmet-
ric/Hermitian, so all the eigenvalues and diagonal entries of coefficient matrices must be
real. Thus these results provide a few necessary conditions for the given polynomial of
degree d to be a determinantal polynomial of size d.
More precisely, if such a representation exists, these two vectors in scalar product are
uniquely (up to ordering) constructed from the eigenvalues of the symmetric/Hermitian
coefficient matrices of a determinantal representation of the given polynomial and the
defining matrices are obtained as (complex) Hadamard product of exterior powers of an
orthogonal (unitary) matrix V with themselves. In fact, these matrices are orthostochastic
(resp. unistochastic) matrices corresponding to a monic symmetric (resp. Hermitian)
determinantal representation.
Moreover, we translate the determinantal representation problem into finding a suitable
orthostochastic/unistochastic matrix using theory of majorization, see the Theorem 2.14.
This enables us to compute such a determinantal representation for a lower degree bivari-
ate polynomial if it exists. The another advantage of this method is that it works even
though the polynomial is not strictly RZ or the plane curve defined by the polynomial is
not smooth.
An interesting fact about this method is that it can completely characterize cubic
determinantal polynomials (Section-2.3). Consequently, this alternative representation
characterize determinantal bivariate polynomials as well as RZ bivariate polynomials.
However, we also propose a computational relaxation to determinantal problem which
works well for higher degree polynomials (Section-3). The necessary and sufficient con-
dition for the relaxation problem turns into a polytope membership problem which is
computationally easier to handle.
Explicitly, in the relaxation method one needs to check whether a point which is the
vector coefficient of a bivariate polynomial can be written as convex combinations of
some specified points. It’s also shown how this method can help us to compute such a
determinantal representation for bivariate polynomial by an example of quartic case in
details.
In Section 4, we study the range set of vector coefficients of mixed monomials of certain
class of determinantal bivariate polynomials and have shown that it lies inside the convex
hull of some specified points. All these methods have been implemented in Macaulay2 in
DeterminantalRepresentations package. Monic symmetric determinantal representation is
abbreviated as MSDR and monic Hermitian determinantal representation is abbreviated
as MHDR in this paper.
Acknowledgements. I would like to thank my PhD supervisor Prof. Harish K.
Pillai for helpful discussions on the subject of this paper. I am grateful to Prof. J.W.
Helton and Prof. Cynthia Vinzant for useful suggestions to express the ideas of this
paper properly. I would like to thank Dr. Justin Chen for helping me to implement these
methods in Macaulay2. Much of the work on this paper has been supported by Council of
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2. Determinantal Polynomials
In this section, we convert the determinantal representations of bivariate polynomials
into another problem which is concerned to find a suitable orthostochastic or unistochastic
matrix corresponding to MSDR or MHDR respectively.
2.1. Determining the Eigenvalues of Coefficient Matrices: First we notice some
facts about determinantal multivariate polynomials. Since the coefficient matrices of a
determinantal polynomial are symmetric (Hermitian), therefore by the spectral theorem
of a symmetric (Hermitian) matrix there exist a suitable orthogonal (unitary) matrix U
such that one of the coefficient matrices becomes diagonal. Without loss of generality,
it is enough to consider coefficient matrix associated to x1 as a diagonal matrix D1 and
obtain an MSDR (MHDR) of the following form
(3) f(x) = det(I + x1D1 + x2A2 · · ·+ xnAn)
We explain a technique to determine the eigenvalues of the coefficient matrices D1
and Ai, 2 ≤ i ≤ n. We take restrictions of the given multivariate polynomial f(x)
along each xi, i = 1, . . . , n that means we restrict the polynomial along one variable at
a time by making the rest of the variables zero and generate n univariate polynomials
fxi = f(0, . . . , xi, . . . , 0).
It is known that if a multivariate polynomial f(x) admits an MSDR (MHDR), it is
a RZ polynomial. By recalling the definition of RZ polynomial, we know that for any
x ∈ Rn, RZ polynomial f(x) when restricted along any line passing through origin, i.e., the
univariate polynomial fx(t) has only real zeros. So when a RZ polynomial f(x) restricted
along xi, i = 1, . . . , n, each of them has only real zeros, i.e., all univariate polynomials fxi
in xi have only real zeros.
As a consequence of this result we have a necessary condition for the existence of an
MSDR (MHDR) of size equal to the degree of the polynomial for a multivariate polynomial
of any degree.
Lemma 2.1. If a multivariate polynomial f(x) ∈ R[x] of degree d has an MSDR (MHDR)
of size d, then all the roots of fxi are real for all i = 1, . . . , n.
Moreover, the eigenvalues of matrices Ai can be found from the roots of fxi for all
i = 1, . . . , n by the following Lemma which is proved in [Dey]. For the sake of completeness
we include the proof here.
Lemma 2.2. The eigenvalues of coefficient matrices Ai are the negative reciprocal of the
roots of univariate polynomials fxi for all i = 1, . . . , n.
Proof: The eigenvalues of coefficient matrices Ai are all real as the coefficient matrices
are either symmetric or Hermitian. By Lemma 2.1, all the roots of fxi are real for all
i = 1, . . . , n. If a univariate polynomial f(x) = det(xI + A) of degree d has only real
zeros, so is the reversed polynomial f˜(x) := xdf(1/x).
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On the other hand, det(tI +Ai) = t
df˜ei(ei/t) at x = ei, where ei denotes the standard
basis vector in Rn. Therefore, there is a one to one correspondence between the roots of
fxi and the non-zero eigenvalues of Ai and here the map is t 7→ −1/t. 
Remark 2.3. Eigenvalues of Ai, i = 1, 2 are unique up to ordering. Without loss of
generality arrange them in descending order.
Now we state the following theorem which talks about the relations between the co-
efficients of a determinantal polynomial and the coefficient matrices of its determinantal
representation by using the notion of generalized mixed discriminant of coefficient matri-
ces [Dey].
Theorem 2.4. (Generalized Mixed Discriminant Theorem) The coefficients of a deter-
minantal polynomial f(x) of degree d are uniquely determined by the generalized mixed
discriminants of the coefficient matrices Ai as follows. If the degree of a monomial
xk11 x
k2
2 . . . x
kn
n is k (i.e., k1 + k2 + · · ·+ kn = k) ≤ d, then the coefficient of (xk11 . . . xknn ) is
given by
D̂(A1, . . . , A1︸ ︷︷ ︸
k1
, A2, . . . , A2︸ ︷︷ ︸
k2
, . . . , An, . . . , An︸ ︷︷ ︸
kn
).
Then using the generalized mixed discriminant Theorem we compute the diagonal en-
tries of Ai, i = 1, 2. Let
eig(A1) := u1 :=
[
d1 d2 . . . dd
]T
, eig(A2) := w1 :=
[
r1 r2 . . . rd
]T
,
yi := Diag(Ai), i = 1, 2
By the Theorem 2.4 the diagonal entries of coefficient matrices Ai, i = 1, 2 can be deter-
mined by solving systems of linear equations of the form Giyi = zi, where
(4)
zi =

coeff of xi
coeff of xixj
...
coeff of xix
d−1
j

j 6=i
, G1 =

1 1 . . . 1∑d
i=2 ri
∑d
i=1,i 6=2 ri . . .
∑d−1
i=1 ri∑
ik,il 6=1,ik<il rikril . . . . . .
∑
ik,il 6=d,ik<il rikril
...
...
...
...
r2r3 . . . rd r1r3 . . . rd . . . r1 . . . rd−1
 .
Note that G1 involves only the eigenvalues of A2. Similarly, matrix G2 which is defined
by replacing ri with di in equation (4) involves only the eigenvalues of A1.
As z1 is the vector of coefficients of monomials of the form x1x
α2
2 , 0 ≤ α2 ≤ d − 1, so
the relations are linear in terms of the entries of diagonal entries of A1 by the Theorem
2.4. In fact, this makes it possible to compute diagonal entries of A1 by solving a system
of linear equations. Similarly, one can compute the diagonal entries of A2 by considering
the vector z2 associated with monomials x
α1
1 x2, 0 ≤ α1 ≤ d− 1 .
Note that det(G1) =
∏
i<j(ri−rj) and det(G2) =
∏
i<j(di−dj). Therefore, the diagonal
entries of A1, A2 are uniquely determined up to ordering if all the eigenvalues of coefficient
matrices A2, A1 are distinct respectively.
Corollary 2.5. The diagonal entries of coefficient matrices (A1, A2) of a determinantal
polynomial f(x) = det(I + x1A1 + x2A2) can be determined (uniquely up to ordering) by
solving the systems of linear equations defined in equation (4) (provided Gi is invertible).
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2.2. Connections With Orthostochastic (Unistochastic) Matrices. In this sec-
tion, we provide a necessary and sufficient condition for the existence of an MSDR
(MHDR) of size d of a bivariate polynomial of degree d by representing its coefficients
as scalar products of two vectors defined by different matrices. Note that this technique
works well even if the polynomial is not a strictly RZ polynomial that means repeated
eigenvalues of coefficient matrices are allowed.
At first, we briefly recall some basic definitions and facts that will be used in sequel. A
doubly stochastic matrix is a square matrix whose entries are nonnegative and the sum
of the elements in each row and each column is unity. An othostochastic matrix is a
doubly stochastic matrix whose entries are the squares of the entries of some orthogonal
matrix. A unistochastic matrix is a doubly stochastic matrix whose entries are the
squares of the absolute values of the entries of some unitary matrix.
A bilinear form on Rn is a map from Rn×Rn to R defined by (x,y) 7→ 〈x,y〉Q = xTQy
where the matrix Q ∈ Rn×n is associated with the bilinear form for all x,y ∈ Rn. The
matrix Q is known as the defining matrix of the bilinear form. The form is said to be non
degenerate when Q is nonsingular. This is also known as scalar product.
Constructions of Vectors in Scalar Products: Let Nk = {δ := (i1, . . . , ij, . . . , ik) ∈
Nk : i1 < · · · < ik, 1 ≤ k ≤ d} denotes the k ordered index set.
The δ-th components of uk and wk are the the product of k ordered (with i1 < · · · < ik)
eigenvalues of A1 and A2 respectively, i.e.,
(5) uk(δ) =
∏
i∈δ
di, wk(δ) =
∏
i∈δ
ri, δ ∈ Nk.
Observe that the multi-indexed vectors uk and wk can be uniquely determined up to
ordering of eigenvalues of Ai, i = 1, 2. Now we define another set of multi-indexed vectors.
The δ′-th component of uck,k′ is the sum of the product of all possible combinations of
k ordered eigenvalues of A1 except those combinations which involve at least one of the
eigenvalues of δ′-th component of uk′ , and the δ′-th component of wck,k′ is the sum of
the product of all possible combinations of k ordered eigenvalues of A2 except those
combinations which involve at least one of the eigenvalues of δ′-th component of wk′ , i.e.,
(6) uck,k′(δ
′) =
∑
(δ,δ′)∈Nk×Nk′ ,δ∩δ′=∅
∏
i∈δ
di, w
c
k,k′(δ
′) =
∑
(δ,δ′)∈Nk×Nk′ ,δ∩δ′=∅
∏
i∈δ
ri
Note that the degree of each component of uck,k′ depends on the degree of each component
of uk, the support and the order (i.e., number of components) of u
c
k,k′ depend on the
vector uk′ .
Construction of Defining Matrices in Scalar Products: We use the notion of k
-th exterior power of an orthogonal matrix. In order to explain what is meant by k -th
exterior power of an orthogonal matrix which will be used in sequel we need to discuss
some preliminaries [Win10], [TM01]
If {e1, e2, . . . , ed} is the standard basis of the vector space Ed over the field K(R or C),
then the set of k-vectors eI := ei1 ∧ · · · ∧ eik where I = {(i1, i2, . . . , ik) : 1 ≤ i1 < · · · <
ik ≤ d} is a basis of the k-th exterior power of Ed, denoted by ∧kEd for k = 1, . . . , d
and thus any element in ∧kEd which is nothing but a k vector (sum of k blades) can be
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uniquely written as
a =
∑
I⊆{1,...,d},|I|=k
aIeI =
∑
1≤i1<···<ik≤d
ai1...ik(ei1 ∧ · · · ∧ eik).
For k = 1, . . . , d, the norm of a is |a| =
√∑
i1<···<ik(ai1...ik)
2 and we set |a| = 0, k > d.
The homogeneous coordinates aIs are known as Plu¨cker coordinates on P(∧kEd) associated
with the ordered basis (e1, . . . , ed) of E
d. Naturally, if a1, . . . , ad ∈ Ed, then
a1 ∧ · · · ∧ ad = det(aT1 , . . . , aTd )e1 ∧ · · · ∧ ed
The collection of the spaces ∧k(Ed), for k = 0, 1, 2, . . . , together with the exterior
product or operation ∧ is called the Exterior algebra or Grassmannian algebra on Ed. So,
we have ∧(Ed) = ⊕∞k=0 ∧k(Ed) = ⊕dk=0 ∧k(Ed), as ∧k(Ed) = 0, if k > d.
The set of all d× d orthogonal (resp.unitary) matrices is the orthogonal (resp.unitary)
group O(d)(U(d)). The group O(d) (resp. U(d)) can be identified by the set of its d-tuple
of ordered column vectors. Mathematically,
O(d) = {V := (v1, . . . , vd) ∈ Rd × · · · × Rd, vTi vj = δij}
U(d) = {U := (u1, . . . , ud) ∈ Cd × · · · × Cd, u∗iuj = δij}
where δij is the Kronecker delta. In our context, the k-th exterior power of a matrix
V := (v1, . . . , vd) can be identified by the set of its
(
d
k
)
-tuple of ordered column vectors,
denoted by V ∧
k
and each column of V ∧
k
is equal to (vi1 ∧ · · · ∧ vik) where {(i1, . . . , ik) :
i1 < · · · < ik, ij ∈ {1, . . . , d}} is an ordered k tuple set.
The (complex) Hadamard product of k-th exterior power of an orthogonal (unitary)
matrix V with itself (its complex conjugate) is denoted by Q∧
k
:= (V ∧
k  V ∧k) for all
k = 2, . . . , n. Thus the ij element of the matrix Q∧
k
is defined as the square of k×k minor
of the matrix V ∧
k
and k×k minors are the determinants of matrices of order k constructed
by choosing rows corresponding to ith component of uk and columns corresponding to
jth component of wk. In particular, Q = (v
2
ij), if V = (vij).
Note that the set of columns of an orthogonal matrix V ∈ O(d) which forms an or-
thonormal basis of the Euclidean space Rd generates an orthonormal basis by identifying
the columns of V ∧
k
of the vector space ∧kRd [Pav17]. Similarly, the set of columns of a
unitary matrix U ∈ U(d) which forms an orthonormal basis of the vector space Cd gen-
erates an orthonormal basis by identifying the columns of U∧
k
of the vector space ∧kCd
[Pav17].
Using these facts we prove the following results.
Lemma 2.6. The Hadamard product of k-th exterior power matrix of the orthogonal
matrix V of order d with itself, denoted as Q∧
k
:= V ∧
kV ∧k is an orthostochastic matrix
for all 1 ≤ k ≤ d.
Proof: From the construction of the matrix Q∧
k
, it is clear that each entry is a square
of some k × k minors where 1 ≤ k ≤ d. So, Q∧k(ij) ≥ 0. Let V =
[
... vj
...
]
=
. . .wj
. . .
 ∈
O(d); j = i . . . , d be an orthogonal matrix. As the matrix V is an orthogonal matrix,
therefore {v1, . . . , vd} and {w1, . . . , wd} are sets of orthonormal vectors. Therefore, the
set of k vectors of the form vi1 ∧ · · · ∧ vik where i1 < · · · < ik, is a basis for ∧kRd and
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satisfies
〈vi1 ∧ · · · ∧ vik , vj1 ∧ · · · ∧ vjk〉 =
{
1 if (i1, . . . , ik) = (j1, . . . , jk)
0 otherwise.
Note that the set {vi1 ∧· · ·∧vik , i1 < · · · < ik} is a collection of
(
d
k
)
orthonormal k-vectors
and each of these orthonormal k-vectors represents a column of matrix V ∧
k
. Thus
Q∧
k
=
[
... vi1 ∧ · · · ∧ vik
...
]

[
... vi1 ∧ · · · ∧ vik
...
]
=
 . . .wi1 ∧ · · · ∧ wik
. . .

 . . .wi1 ∧ · · · ∧ wik
. . .
 .
So, each row sums and column sums of these matrices are actually |vi1 ∧ · · · ∧ vik |2 = 1
and |wi1 ∧ · · · ∧ wik |2 = 1 respectively. Therefore,
∑
iQ
∧k(ij) =
∑
j Q
∧k(ij) = 1. So, the
matrix Q∧
k
is an orthostochastic matrix for all 1 ≤ k ≤ d. 
Similarly, we conclude that
Corollary 2.7. The complex Hadamard product of k-th exterior power matrix of the
unitary matrix U of order d with itself, denoted by Q∧
k
:= U∧
k  (U∧k)∗ is unistochastic
matrix for all 1 ≤ k ≤ d.
2.3. Necessary and Sufficient Condition: In this subsection, we propose a represen-
tation of coefficients of mixed monomials of a bivariate determinantal polynomial which
provides a necessary and sufficient condition for the existence of MSDRs (MHDRs) of size
d for a bivariate polynomial of degree d.
We have shown that the eigenvalues of coefficient matrices are uniquely determined by
using the coefficients of monomials xα1i , α1 ∈ {0, . . . , d}, i = 1, 2. Thus these coefficients
of monomials in xi, i = 1, 2 of a bivariate polynomial can be expressed in terms of the
eigenvalues of the corresponding coefficient matrices and they are independent of the
choice of orthogonal (unitary) matrix.
The choice of orthogonal (unitary) matrix affects only on the vector coefficient of mixed
monomials of a determinantal bivariate polynomial. By mixed monomials we mean to
specify the monomials which are consisting of all the variables with at least of degree one
or in other words, each variable should appear in those monomials. So, in order to find
a suitable orthogonal (unitary) matrix it is enough to study the behaviour of the vector
coefficient of mixed monomials of a bivariate polynomial.
Consider the bivariate polynomial f(x) = fd0x
d
1+· · ·+f10x1+f0dxd2+· · ·+f01x2+f˜( x)+1
of degree d, where f˜(x) =
∑d−1
α1,α2≥1 fα1α2x
α1
1 x
α2
2 , |fα1α2| =
(
n+d−1
d
) −n.
Theorem 2.8. A bivariate polynomial f(x) of degree d has an MSDR of size d if and
only if there exists an orthostochastic matrix Q := V  V such that
(1) Case I: α1 ≥ α2. The coefficient fα1α2 = ucα1,α2TQ∧
α2wα2
(2) Case II: α1 ≤ α2. The coefficient fα1α2 = wcα2,α1T (Q∧
α1 )Tuα1
where vectors uα1 ,u
c
α1,α2
,wα1 ,w
c
α2,α1
are determined by the eigenvalues of coefficient ma-
trices as defined in equations (5), (6) and Q∧
k
denotes the Hadamard product of k th
exterior power of an orthogonal matrix V with itself.
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Proof: A bivariate polynomial f(x) of degree d has an MSDR of size d if and only if
there exists an orthogonal matrix V such that
(7) f(x) = det(I + x1D1 + x2V D2V
T )
By Lemma 2.2 the entries of diagonal matrices D1 and D2 are uniquely determined by the
vector coefficients of monomials associated with univariate polynomials fx1 and fx2 respec-
tively. This implies that the eigenvalues of coefficient matrices are uniquely determined
by these vector coefficients. Thus, the vectors u1,w1 defined in equation (4) are uniquely
determined up to descending (ascending) order. The ordering of vectors u1,w1 deter-
mines the vectors uα1 ,u
c
α1,α2
,wα1 ,w
c
α2,α1
uniquely up to (graded lexicographic) monomial
order by using equation (5) and equation (6). Observe that the choice of orthogonal ma-
trix V affects only the vector of coefficients of mixed monomials of the given polynomial
f(x1, x2), i.e., the part f˜(x) of given f(x). So, it is enough to look into representation of
the vector coefficient of mixed monomials of the given polynomial f(x1, x2). The Theo-
rem 2.4 reveals that the analytic expressions of the vector coefficient of mixed monomials
xα11 x
α2
2 (α1 ≥ α2) of a bivariate polynomial involve only the diagonal entries of the ma-
trices V D2V
T and V ∧
k
D∧
k
2 (V
∧k)T where V ∧
k
denotes k-th exterior power of a matrix
V . This result can be visualized from the equation (7) by simple calculations. Similarly,
due to symmetry between the coefficients, the analytic expressions of the vector coeffi-
cient of mixed monomials xα11 x
α2
2 (α1 ≤ α2) of a bivariate polynomial involve only the
diagonal entries of the matrices V TD1V and (V
∧k)TD∧
k
1 V
∧k . On the other hand, since
(V D2V
T )ii =
∑d
j=1 vijrjvij = [(V  V )w1]i, where rj are the diagonal entries of D2, so
the i-th diagonal entry of the matrix V ∧
k
D∧
k
2 (V
∧k)T coincides with the i-th entry of the
vector [(V ∧
k  V ∧k)wk]i, i = 1, . . . ,m. Note that D∧k2 is a diagonal matrix whose i-th
diagonal entry is i-th component of vector wk, and  denotes the Hadamard product.
Hence the proof. 
Consequently, applying the same logic the following result provides a necessary and
sufficient condition for the existence of an MHDR of a bivariate polynomial of degree
d. Note that orthogonal matrix V would be replaced by unitary matrix U and the i-th
diagonal entry of the unitary matrix U∧
k
D∧
k
2 (U
∧k)∗ coincides with the i-th entry of the
vector [(U∧
k(U∧k)∗)wk]i, i = 1, . . . ,m where  denotes the complex Hadamard product.
Remark 2.9. A bivariate polynomial f(x) of degree d has an MHDR of size d if and only
if there exists a unistochastic matrix Q := U  U∗
(1) Case I: α1 ≥ α2. The coefficient fα1α2 = ucα1,α2TQ∧
α2wα2 .
(2) Case II: α1 ≤ α2. The coefficient fα1α2 = wcα2,α1T (Q∧
α1 )Tuα1
where vectors uα1 ,u
c
α1,α2
,wα1 ,w
c
α2,α1
are determined by the eigenvalues of coefficient ma-
trices as defined in equation (5) and equation (6) and Q∧
k
denotes the complex Hadamard
product of k th exterior power of a unitary matrix U with itself.
Therefore, using the Lemma 2.6 we conclude that
Corollary 2.10. The vector coefficient of mixed monomials of a determinantal polynomial
f(x) can be expressed as scalar product of two vectors with orthostochastic or unistochastic
defining matrices.
So, in order to determine MSDR (MHDR) our aim is to find an orthostochastic matrix
(a unistochastic matrix) Q which satisfies all the scalar product expression for a given
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bivariate polynomial. Interestingly, this issue is highly related to a well established field
known as theory of majorization and also connected to the inverse eigenvalue problem.
In fact, the following theorem [Hor54] provides a necessary and sufficient condition for
the existence of such an orthostochastic (a unistochastic) matrix for a pair of majorized
vectors in the field of majorization theory.
Theorem 2.11. [Hor54] Let x,y ∈ Rd. Then the following statements are equivalent:
(1) y is majorized by x, denoted by y ≺ x. By definition of majorization the following
conditions are satisfied. maxσ∈Sdk
∑k
i=1 yσi ≤ maxσ∈Sdk
∑k
i=1 xσi , 1 ≤ k ≤ d, and∑d
i=1 yi =
∑d
i=1 xi, where S
d
k is the set of all k termed sequences σ of integers such
that 1 ≤ σ1 < · · · < σk ≤ d.
(2) y ∈ C(x), where C(x) is the convex hull of all the points (xα1 , . . . ,xαd), α varying
over all permutations of (1, . . . , d).
(3) y = Qx for some orthostochastic matrix Q.
Horn [Hor54] proved that a Hermitian matrix H with eigenvalues x and diagonal entries
y exists if and only if x majorizes y. Later due to Horn and Mirsky, it is proved that
there exists a symmetric matrix with eigenvalues x and diagonal entries y if and only if
x majorizes y [MOA11].
Let x,y ∈ Rd be arranged in descending order i.e., x1 ≥ · · · ≥ xd and y1 ≥ · · · ≥ yd.
So, y ≺ x on Rd if and only if there exists a Hermitian as well as a symmetric matrix
with diagonal elements y1, . . . , yd and eigenvalues x1, . . . , xd.
Based on these results we have a necessary condition which involves the eigenvalues
and diagonal entries of coefficient matrix associated with variable x2.
Due to symmetry between the coefficients of bivariate polynomial we could choose the
coefficient matrix associated with x2 as diagonal matrix and then by using the same
terminology we could derive another necessary condition which involves the eigenvalues
and diagonal entries of coefficient matrix associated with variable x1.
Therefore, we provide two more necessary conditions at this stage.
Proposition 2.12. If a polynomial f(x) ∈ R[x] is determinantal, Diag(Ai) ≺ eig(Ai) for
all i = 1, 2.
Remark 2.13. These two necessary conditions are independent and they are not sufficient
condition. It is shown in the example 2.16.
Consider the set of all d×d doubly stochastic matrices, known as Birkhoff Polytope Ωd.
Let Ωd(y ≺ x) = {Q ∈ Ωn; y = Qx,x,y ∈ Rd}. Then the set Ωd(y ≺ x) is a nonempty,
convex polytope and a subpolytope of Ωd [[Bru06], Chapter-9]. This set is known as
doubly stochastic polytope of the majorization y ≺ x. Thus, we provide a necessary and
sufficient for the existence of an MSDR (MHDR) of size d for a bivariate polynomial.
Theorem 2.14. A bivariate polynomial f(x1, x2) of degree d admits an MSDR (MHDR)
of size d if and only if there exists an orthostochastic (a unistochastic) matrix Q such that
Diag(A1) = Q
T eig(A1) and Diag(A2) = Q eig(A2) and for all α1, α2 ∈ {2, . . . , d− 2}.
(1) Case I: α1 ≥ α2. The coefficient fα1α2 = ucα1,α2TQ∧
α2wα2
(2) Case II: α1 ≤ α2. The coefficient fα1α2 = wcα2,α1T (Q∧
α1 )Tuα1
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where vectors uα1 ,u
c
α1,α2
,wα1 ,w
c
α2,α1
are determined by the eigenvalues of coefficient ma-
trices as defined in equation (5) and equation (6) and Q∧
k
denotes the Hadamard product
of k th exterior power of an orthogonal matrix V with itself.
Proof: By the Theorem 2.8 a bivariate polynomial of degree d admits an MSDR
(MHDR) of size d if and only if there exists an orthostochastic (unistochastic) matrix
such that the vector coefficient of mixed monomials are satisfied. So, the necessary part
follows from the Theorem 2.8 and Proposition 2.12.
The idea of the sufficient part of this theorem is to minimize the number of mixed
monomials conditions. If there exists an orthostochastic (a unistochastic) matrix Q such
that QT ∈ Ωd(Diag(A1)) ≺ eig(A1) and Q ∈ Ωd(Diag(A2)) ≺ eig(A2), the vector coeffi-
cient of mixed monomials of the form xα11 x
α2
2 in which at least one of α1, α2 being equal to
one are already satisfied. So, the remaining monomials are the monomials xα11 x
α2
2 where
α1, α2 ∈ {2, . . . , d− 2}. Hence we conclude the claim by the Theorem 2.8. 
Cubic bivariate Polynomials: We study the cubic bivariate determinantal polynomials
in details. Consider the cubic bivariate polynomial
(8) f(x1, x2) = f30x
3
1+f03x
3
2+f21x
2
1x2+f12x1x
2
2+f20x
2
1+f02x
2
2+f11x1x2+f10x1+f01x2+1.
Suppose the polynomial f(x) has an MSDR (MHDR) i.e., f(x) = det(I + x1A1 + x2A2)
where A1, A2 are symmetrices of order 3.
Note that the case of cubic bivariate determinantal polynomial is easier as the remaining
coefficients due to the mixed monomials xα11 x
α2
2 , α1, α2 ∈ {2, . . . , d−2} don’t appear here.
In fact, we can completely characterize cubic bivaraite determinantal polynomial of size 3
using the method of finding a suitable orthostochastic or unistochastic matrix. Moreover,
the number of orthostochastic matrices corresponds to the number of orthogonally non-
equivalent orbits of determinantal representation.
We can find eig(Ai),Diag(Ai), i = 1, 2 and check whether the two pairs of majorization
criteria Diag(Ai) ≺ eig(Ai) hold. Note that these are necessary conditions for a polynomial
to be determinantal. Although by the Theorem 2.8 we know that cubic polynomial
f(x1, x2) is determinantal if and only if the following conditions are satisfied.
There exists an orthostochastic (a unistochastic) matrix Q such that
(9) f11 = u
c
1,1
TQw1 = w
c
1,1
TQTu1, f21 = u
c
2,1
TQw1, f12 = w
c
2,1
TQTu1
where
u1 :=
d1d2
d3
 ,w1 :=
r1r2
r3
 ,uc1,1 =
d2 + d3d1 + d3
d1 + d2
 ,uc2,1 =
d2d3d1d3
d1d2
 ,wc2,1 =
r2r3r1r3
r1r2
 .
Construction of Orthostochastic (Unistochastic) Matrices: From linear algebra it
is known that if zi ∈ col(Gi), column space of Gi in equation (4), the system is consistent.
Here we have to study three cases separately.
Diagonal matrices D1, D2 are simple (the eigenvalues of coefficient matrices Ai, i =
1, 2 are all distinct): By Corollary 2.5 Diag(Ai, i = 1, 2 are uniquely determined. In
order to compute a suitable orthostochastic matrix Q we exploit the relations Diag(A1) =
QT eig(A1) and Diag(A2) = Q eig(A2). The number of free parameters of 3 × 3 doubly
stochastic matrix is 4. So, using one of the above two relations we can eliminate two
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diagonal entries by choosing two off-diagonal entries as parameters in the first 2 × 2
principal block sub-matrix of matrix Q. Similarly, using the other relation and imposing
the condition that one orthostochastic matrix is the transpose of the other orthostochastic
matrix, we can get rid of one more variable.
Explicitly,
q11 = Diag(A2)(0, 0)− r3 − q12(r2 − r3))/(r1 − r3)
q21 =
(r1−r3)(Diag(A1)(0,0)−d3)−(d1−d3)(Diag(A2)(0,0)−r3−q12(r2−r3)
(r1−r3)(d2−d3)
q22 = (Diag(A1)(1, 0)− d3 − q12(d1 − d3))/(d2 − d3)
where Diag(Ai)(0, 0),Diag(Ai)(1, 0) denote the Ist and 2nd component of Diag(Ai). So,
in the generic case of cubic bivariate we obtain a doubly stochastic matrix Q = (qij) in
one parameter, say q12.
Note that there is a necessary and sufficient condition for a doubly stochastic matrix
Q of order 3 to be an orthostochastic (unistochastic) matrix. The condition is given by
[Nak96],[CD08].
(1− q11 − q12 − q21 − q22 + q11q22 + q12q21)2 = (≤)4q11q22q12q21(10)
Using this necessary and sufficient condition we compute orthsostochastic matrices Q
and each of which provides us an orthogonal matrix V such that A2 = V D2V
T and
f(x) = det(I + x1D1 + x2A2).
Degenerate Case: Here we explain how to deal with degenerate cases which can be
separated into two subcases.
At least one of two diagonal matrices satisfies the condition: (All three diagonal entries
are equal)
Say wlog D1 = λI3, identity matrix of order 3 and λ is a non zero scalar, as it can’t be a
zero matrix. Observe that there are infinitely many (orthogonally equivalent) symmetric
representations as
f(x) = det(I + x1λI + x2D2) = det(I + x1λI + x2V D2V
T )
for any orthogonal matrix V of order 3.
At least one of the two diagonal matrices satisfies the condition: (Two of three eigen-
values are equal) Wlog, say D1 has two repeated eigenvalues. So, there are infinitely
many ways to choose diagonal entries of coefficient matrix A2. Any choice of diagonal
entries of A2 i.e., z2 ∈ col(G2) in equation (4) among infinitely many choices will work
provided it is majorized by the vector u1, consisting of eigenvalues of A2, see Example
2.17.
Remark 2.15. The existing methods in literature [HV07], [Hen10], [Dey] do not work
in this case, but the method proposed in this paper enables us to compute a monic
symmetric/Hermitian determinantal representation if it exists. Moreover, the method
provides one representative candidate from each equivalence class of such a determinantal
representation in generic case.
Moreover we propose an algorithm which can efficiently compute such a determinantal
polynomial for a cubic bivariate case.
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Algorithm 1 Algorithm to Determine an MSDR of size 3 by finding Orthostochastic
Matrix
Input: Cubic bivariate polynomial
f(x1, x2) = f30x
3
1 + f03x
3
2 + f21x
2
1x2 + f12x1x
2
2 + f20x
2
1 + f02x
2
2 + f11x1x2 + f10x1 + f01x2 + 1.
Output: Orthostochastic matrix Q = V  V such that
f(x) = det(I + x1A1 + x2A2) = det(I + x1D1 + x2V D2V
T )
(1) Determine the diagonal matrices D1, D2 by calculating the roots of univariate
polynomials fx1 and fx2 respectively (Lemma 2.2).
(2) Check that diagonal entries of D1, D2 are real. If not, exit-no MSDR of size 3
possible.
(3) Find the diagonal entries of A1 and A2 by solving two systems of linear equations
defined in equation (4).
(4) Fix the descending order for the vectors D1 = [u1] and D2 = [w1].
(5) Check whether Diag(Ai) ≺ eig(Ai) for all i = 1, 2. If not, then MSDR of size 3 is
not possible-exit.
(6) Find a doubly stochastic matrix Q such that QT eig(A1) = Diag(A1), and
Qeig(A2) = Diag(A2). Solution set is the intersection of Birkhoff Polytope B3
and a line segment.
(7) Find an orthostochastic matrix Q such that QT eig(A1) = Diag(A1), and
Qeig(A2) = Diag(A2) (use the necessary and sufficient condition for a doubly sto-
chastic matrix of size 3 to be an orthostochastic matrix). If no such orthostochastic
matrix exists, exit-no MSDR of size 3 possible.
(8) Find an orthogonal matrix V = (vij) such that Q = (v
2
ij) when orthostochastic
matrix Q is numerically known.
(9) Construct D1 and A2 = V D2V
T .
We explain the idea through examples.
Example 2.16. Consider the bivariate polynomial f(x1, x2) = 6x
3
1 + 36x
2
1x2 + 66x1x
2
2 +
36x32+11x
2
1+42x1x2+36x
2
2+6x1+11x2+1. Vectors eig(A1) := u1 :=
[
3 2 1
]T
, eig(A2) :=
w1 =
[
6 3 2
]T
,Diag(A1) := y1 :=
[
2.5 2 1.5
]t ≺ w1, and Diag(A2) := y2 :=[
4.5 4 2.5
]T
. So, it’s verified that majorization creteria are satisfied, i.e., Diag(Ai) ≺
eig(Ai), i = 1, 2. Using the relations Diag(A1) = Q
T eig(A1) and Diag(A2) = Q eig(A2)
and imposing the condition that one orthostochastic matrix is the transpose of the other
one we obtain a line of doubly stochastic matrix Q such that
Q =
5−2u8 u 3−6u81+2u
4
1− 2u 6u−1
4
1−2u
8
u 7−6u
8

which satisfies the required conditions. It would be an orthostochastic if it satisfies
the equation (10). So, we have a cubic equation 24u3 − 6u + 1 = 0 which gives u =
−.5686, .3711, .1975. Using the necessary and sufficient condition for an orthostochastic
matrix Q we find the values of u = .37111, .19747.
Note that if we know all the entries of the orthostochastic matrix Q numerically, it is
easy to find one possible orthogonal matrix V such that Q = V  V (see the Determi-
nantalRepresentations Package in Macaulay2 ). For example, at u = .37111, one possible
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solution is
Q ≈
.5322 .3711 .0967.4356 .2578 .3066
.0322 .3711 .5967
 , V ≈
 .7295 .6092 .3109−.6599 .5077 .5538
.1795 −.6091 .7724
 , A2 ≈
 4.5 −1.6166 0.1527−1.6166 4 −0.7831
0.1527 −0.7831 2.5

and at u = .19747, one possible solution is
Q ≈
.5756 .1975 .2269.3487 .6051 .0462
.0756 .1975 .7269
 , V ≈
−.7587 .4444 .4763.5905 .7779 .2150
.27501 −.4444 .8526
 , A2 ≈
 4.5 −1.4465 −1.0321−1.4465 4 0.3040
−1.0321 0.3040 2.5
 .
Note that if the coefficient of x1x
2
2 is 63.9, y2 =
[
2.325 2.7 .975
]T ⊀ u1 and if the
coefficient of x1x
2
2 is 64, y2 =
[
2.3333 2.6667 1
]T ≺ u1, but no MSDR is possible.
Also note that for a fixed vector coefficient (f11, f21), the range of coefficient f12 lies
inside a closed interval. For example if we fix (f11, f21) = (42, 36), the coefficient f12 ∈
[64.8, 66.8] are associated with a bivariate polynomial which has an MSDR, although the
coefficient f12 ∈ [64, 68.9] satisfy the relation that diagonal entries of coefficient matrix
A12 is majorized by its eigenvalues. The Remark 2.13 is verified.
Example 2.17. (Degenerate Case) Consider the polynomial
f(x) = 162x31 − 23x21x2 + 99x21 − 8x1x22 − 10x1x2 + 18x1 + x32 − x22 − x2 + 1
Here u1 =
96
3
 ,w1 =
 1−1
−1
. So, Diag(A2) := Qw1 =
−.7778−.1111
−.1111
, uniquely determined
by solving the system of equations defined in (4).
On the other hand, Diag(V TD1V ) := Q
Tu1 =
57
6
 (say) which is majorized by u1. Us-
ing the relationQ
 1−1
−1
 =
−.7778−.1111
−.1111
, we can writeQ =
.1111 u .8889− u.4445 v .5555− v
.4444 1− u− v u+ v − .4444
.
On the other hand using the relation QT
96
3
 =
57
6
 we could derive a relation between
u and v which is 6u + 3v = 4. Therefore, Q =
.1111 u .8889− u.4445 4−6u
3
2u− .7777
.4444 u− 1/3 .8889− u
. Now
applying the necessary and sufficient condition for a doubly stochastic matrix to be an
orthostochastic matrix, we get a quadratic equation as follows.
1.8891u2 − 2.0743u+ .548785 = 0
Two solutions of this equation are u = .4445, .6536. At u = .4445,
Q =
.1111 .4445 .4444.4445 .4444 .1111
.4445 .1111 .4444
 , V =
−1/3 2/3 2/32/3 −1/3 2/3
2/3 2/3 −1/3

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and
f(x) = det(I + x1
9 0 00 6 0
0 0 3
+ x2
 −.7778 −.4444 −.44444−.4444 −.11111 .8889
−.44444 .8889 −.1111
)
At u = .6536,
Q =
.1111 .6536 .2353.4445 .02613 .52937
.4444 .324787 .2353
 , V =
 .3333 −.808455 .485077−.6667 .161648 −.727578
.66667 .5699 .48042
 and
f(x) = det(I + x1
9 0 00 6 0
0 0 3
+ x2
−.7778 −.4444 .44444−.4445 −.1111 .8889
.44444 −.8889 −.1111
)
3. Computational Relaxation for Determinantal Polynomials
We need to find a suitable orthostochastic matrix Q (a unistochastic matrix) to deter-
mine an MSDR (MHDR) of size d for a bivariate polynomial if it exists. More explicitly,
while computing an MSDR (MHDR) of size d we need to apply a necessary and sufficient
condition for which a doubly stochastic matrix of order d would be an orthostochastic
(unistochastic) matrix.
This problem is unresolved if the order of doubly-stochastic matrix is ≥ 4. So we
propose a computational relaxation to the original problem by finding a doubly stochastic
matrix and its transpose such that they majorize both the doubly stochastic polytope in
which diagonal entries are majorized by the eigenvalues of coefficient matrices instead of
finding orthostochastic or unistochastic matrix. Moreover, we conclude this subsection by
providing a necessary and sufficient condition for the existence of such a doubly stochastic
matrix.
After evaluating the values of vectors w1 and Qw1, we can get d− 1 linear expressions
in terms of entries of Q := (qij), where d is the size of doubly stochastic matrix Q. The
number of free variables in a doubly stochastic matrix of size d is (d − 1)2. So, we can
eliminate d− 1 free diagonal entries from Q by parameterizing (d− 1)(d− 2) off-diagonal
entries of M using the above mentioned d− 1 linear expressions.
Note that there are two sets of d − 1 monomials in which one of the two variables
x1, x2 must be of degree one, i.e., they are of the form x
α
1x2, or x1x
α
2 , α ∈ {1, . . . , d − 1}
and monomial x1x2 is common in both the sets . So, we can eliminate d − 2 more free
variables from the required doubly stochastic matrixQ by using the values of u1 andQ
Tu1.
Therefore, the required doubly stochastic matrix Q has (d− 1)(d− 2)− (d− 2) = (d− 2)2
free off diagonal entries and it is a parameterized matrix in (d − 2)2 parameters in our
context.
As each entries of Q are linear in terms of these parameters and lies in the closed
interval [0, 1] (due to the definition of doubly stochastic matrix), so we can specify feasible
region for this system of linear multivariate inequalities in (d − 2)2 variables. Thus the
problem turns into a problem of solving a system of linear multivariable inequalities. In
Linear algebra Farkas Lemma (or theorem of the alternative) provides a certificate of
emptyness for a polyhedral set {x : Ax ≤ b} for some matrix A ∈ Rm×n and some vector
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b ∈ Rm. One can use the command LinearMultivariateSystem to solve a system of linear
inequalities with respect to the given variables in Maple.
Solution of this system of linear multivariate system provides a tight region in which
each doubly stochastic matrix and its transpose majorize both the required polytopes.
In fact, if we relax the problem of determining orthostochastic (unistochastic) matrix
to a problem of determining a doubly stochastic matrix which satisfies the majorization
criteria explained in Proposition 2.12, it turns into a problem of deciding whether a point
lies inside a convex hull of the finite set of specified points. Now by combining two
necessary conditions mentioned in Proposition 2.12 we provide a necessary and sufficient
condition for the relaxation problem which is in fact a necessary condition for the original
problem.
Consider the bivariate polynomial f(x1, x2). Let (fα1,1, . . . , f1,α2) denotes the vector of
coefficients of mixed monomials xα11 x2, x1x
α2
2 , α1, α2 ∈ {1, . . . , d− 1} of f(x1, x2).
Theorem 3.1. There exists a doubly stochastic matrix Q such that the vector coefficient
(fα1,1, . . . , f1,α2) of size 2d− 2 satisfies the scalar product representation mentioned in the
Theorem 2.8 if and only if the vector coefficient (fα1,1, . . . , f1,α2) can be expressed as some
convex combination of the following d! points of size 2d− 2
{ucα1,1TPw1,wcα2,1T (P )Tu1, α1, α2 = 1, . . . , d− 1, P all permutation matrices of order d}
where the vectors u1,w1,u
c
α1,1
,wcα2,1 are defined in equations (5) and (6).
Proof: Suppose there exists such a doubly stochastic matrix Q. Then by the Theorem
2.8 the vector coefficient (fα1,1, . . . , f1,α2) is of the form
(11) (fα1,1, . . . , f1,α2) = (u
c
α1,1
)TQw1, (w
c
α2,1
)TQTu1), ∀α1, α2 ∈ {1, . . . , d− 1}.
Observe that the monomial x1x2 is common in mixed monomials x
α1
1 x2, x1x
α2
2 , α1, α2 ∈
{1, . . . , d− 1} and
f11 = u
c
1,1
TQw1 = w
c
1,1
TQTu1.
On the other hand, it follows from the Theorem 2.11 that the range set {Qw1, Q ∈ Ωd} is
a convex set which is in fact a generalized permutohedron. Using the property of linearity
of second argument we have
{(1−λ)〈u, Q1w1〉+λ〈u, Q2w1〉 : Q1, Q2 ∈ Ωn} = {〈u, Qw1〉, (1−λ)Q1w1+λQ2 =: Q ∈ Ωn}
Thus, the set {uTQw1 = 〈u,w1〉Q : Q ∈ Ωd} is the convex hull of {uTPw1 where P is
all possible permutation matrices of order d. As the Cartesian product of convex sets is
a convex set, therefore, the set
{(ucα1,1)TQw1, (wcα2,1)TQTu1}, Q ∈ Ωd ∀α1, α2 ∈ {1, . . . , d− 1}
is a convex set. Moreover, it is the convex hull of d! points of size 2d− 2 as follows.
{ucα1,1TPw1,wcα2,1T (P )Tu1, α1, α2 = 1, . . . , d− 1, P all permutation matrices of order d}
Therefore, for a specific doubly stochastic matrix Q which satisfies the equation (11), the
vector coefficient (fα1,1, . . . , f1,α2) can be expressed as some convex combination of the
specified points.
Conversely, if there exists such a convex combination, that convex combination of the
corresponding permutation matrices provides a doubly stochastic matrix which satisfies
the conditions associated with the vector coefficient (fα1,1, . . . , f1,α2) by the Theorem 2.14.
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
Note that each of these vector coefficients which is obtained by some convex combina-
tion of d! specified points need not be associated with a determinantal polynomial since
that convex combination of permutation matrices need not be an orthostochastic or a
unistochastic matrix. Thus we have the following corollaries.
Corollary 3.2. Consider the bivariate polynomial f(x1, x2). There exists a doubly sto-
chastic matrix Q with a possible pair of coefficient matrices (A1, A2) such that Q
T eig(A1) =
Diag(A1) and Qeig(A2) = Diag(A2) if and only if the vector coefficient (fα1,1, . . . , f1,α2)
of f(x1, x2) can be expressed as some convex combination of the following d! points
{ucα1,1TPw1,wcα2,1T (P )Tu1, α1, α2 = 1, . . . , d− 1, P all permutation matrices of order d}
where the vectors u1,w1,u
c
α1,1
,wcα2,1 are defined in equations (5) and (6).
Corollary 3.3. If some convex combination of permutation matrices produce an orthos-
tochastic (a unistochastic) matrix, then the same convex combination of the vector coeffi-
cient (f11, . . . , fd−11, f11, f12, . . . , f1d−1) associated with corresponding permutation matri-
ces provides a vector coefficient of mixed monomials of determinantal bivariate polynomial
whose coefficient matrices belong to the same orbits.
So, expressing the vector coefficient of mixed monomials xα11 x2, x1x
α2
2 , α1, α2 = 1, . . . , d−
1 as convex combination of d! specified points is not a sufficient condition, but this is a
necessary condition for the existence of MSDR (MHDR) of size d for bivariate polynomials
and it shows a method to compute an MSDR (MHDR) for higher degree (≥ 4) bivariate
polynomials which need not be strictly RZ polynomials.
Eventually, we develop an algebraic combinatorial method to determine an MSDR of
size d for a bivariate polynomial of degree in the next subsection.
3.1. Construction of Orthostochastic Matrices from Permutation Matrices. In
this subsection, we discuss a method to construct an orthostochastic matrix by using the
properties of permutation matrices for quartic bivariate polynomial. This idea leads us
to get a heureistic method to compute determinantal representation for higher degree
bivariate polynomials.
Note that the Grassmannian G(k, d), a smooth projective variety of dimension k(d−k)
embeds into P(
d
k)−1. Each point of G(k, d) corresponds to an k-dimensional linear subspace
of a fixed d- dimensional vector space, although every point in P(
d
k)−1 is not Grassmannian
point.
Say m :=
(
d
k
)
. First we talk about a special type of permutation matrices of order m
which are obtained as Hadamard product of k-th exterior power of permutation matrices
of order d with themselves, call them Grassmannian permutation matrices.
For example, there are 6! permutation matrices of order 6 among which only 4! permu-
tation matrices of order 6 are Grassmannian permutation matrices since they are obtained
by taking Hadamard product of second exterior power of permutation matrices of order
4 with themselves.
This special type of permutation matrices, named as Grassmannian permutation ma-
trices play a crucial role to construct an orthostochastic matrix.
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Using the properties of Grassmannian algebra, we conclude that orthostochastic (unis-
tochastic) matrices Q∧
k
, k = 1 . . . , d, can be expressed as a convex combination of Grass-
mannian permutation matrices. For example, consider
V =

1/
√
3 0 −√2/3 0
0
√
1/6 0 −√5/6√
2/3 0
√
1/3 0
0
√
5/6 0
√
1/6
 .
Then
Q = V  V = 1/6P1234 + 2/3P3412 + 1/6P1432
and
Q∧
2
= 1/18P∧
2
1234  P∧
2
1234 + 5/9P
∧2
3412  P∧
2
3412 + 5/18P
∧2
1432  P∧
2
1432 + 2/18P
∧2
3214  P∧
2
3214.
where pi ∈ Sn, the permutation (symmetric) group and Ppi is the corresponding permuta-
tion matrix.
The Bruhat graph of Sn is the directed graph whose nodes are the elements of Sn and
whose edges are given by x → y means that x t−→ y for some t ∈ T . Bruhat order is the
partial order relation on the set Sn defined by the relation x < y means that there exist
adjacent transpositions si = (i, i+ 1) such that
x = x0 → x1 → · · · → xk−1 → xk = y.
The Bruhat (strong) and right weak order graphs of symmetric group S4 are shown in the
following figure [BB06]. As we can see in the Figure 1 , there are 4! = 24 permutations
Figure 1. Bruhat (Strong) and Weak order of S4
in the symmetric group S4. Since the edges of the graph of (right) weak order of S4
are constructed via an adjacent transposition, so we define a parameter α ∈ [0, 1] for
each point of the link of any two nodes x, y (edges of) the graph S4 such that α ↔
αPx + (1− α)Py.
Thus, we have the following results about orthostochastic matrices of order 4.
• Any convex combinations of any two edges of the Bruhat order graph of S4 in Fig
1 correspond to orthostochastic matrices.
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• Any convex combinations of any two adjacent nodes of the right weak order graph
of S4 in Fig 1 correspond to orthostochastic matrices.
• The following collection of permutation matrices are such that any convex combi-
nation of four permutation matrices from the set Bi ∈ F , i = 1, . . . , 18 provide an
orthostochastic matrix in the Birkhoff polytope B4 due to its special structure.
F = {B1, . . . , B18} where
B1 := {P2314, P3241, P1423, P4132}, B2 := {P2431, P1342, P3124, P4213}, B3 := {P2134, P1243, P4312, P3421},
B4 := {P3214, P1432, P2341, P4123}, B5 := {P4231, P1324, P3142, P2413}, B6 := {P1234, P2143, P3412, P4321, }
B7 := {P1234, P2134, P1243, P2143}, B8 := {P1324, P1342, P3142, P3124}, B9 := {P4231, P2431, P4213, P2413},
B10 := {P3412, P4321, P4312, P3412}, B11 := {P1432, P1423, P4123, P4132}, B12 := {P3214, P2314, P3241, P2341},
B13 := {P2143, P3412, P3142, P2413}, B14 := {P3214, P3124, P4213, P4123}, B15 := {P2134, P2314, P4312, P4132},
B16 := {(P1432, P2431, P1342, P2341), B17 := {P1234, P4231, P1324, P4321}, B18 := {P1243, P3241, P3412, P1423}
Though it is complicated to get a figure of graph of Sn, but using the same arguments we
conclude that any convex combinations of any two edges of the Bruhat order graph of Sn
correspond to orthostochastic matrices. Similarly, one can construct the regions which
are the convex hulls of d points and each point in Birkhoff polytope Bn is associated with
an orthostochastic matrix.
However, we show how the relaxation method enables us to compute such a determi-
nantal representation for lower degree cases in the following example. Also note that this
method works better if we have repeated eigenvalues or in other words, polynomial is not
strictly RZ polynomial.
Example 3.4. Consider the quartic bivariate polynomial
f(x1, x2) = 24x
4
1 + 133.6609x
3
1x2 + 50x
3
1 + 253.8824x
2
1x
2
2 + 196.9412x
2
1x2 + 35x
2
1
+ 190.4498x1x
3
2 + 230.4498x1x
2
2 + 87.6125x1x2 + 10x1 + 48x
4
2 + 80x
3
2
+ 48x22 + 12x2 + 1
By Lemma 2.2 the eig(D1) = eig(A1) := u1 :=
[
d1 d2 d3 d4
]T
=
[
4 3 2 1
]T
and the
eig(A2) := w1 :=
[
6 2 2 2
]T
. Thus Diag(A2) := y2 =
[
3.3840 3.6749 2.8858 2.0554
]T
by Corollary 2.5. By solving linear equations in entries of Q of the form Qw1 = y2 we ob-
tain the first column of matrix Q as
[
.346 .4187 .2215 .0138
]T
. In order to determine
second and third columns of matrix Q we use the Theorem 3.1. Note that eig(A2) has
three repeated eigenvalues, so by the Theorem 3.1 the vector coefficients of monomials
x31x2, x
2
1x2, x1x
3
2, x1x
2
2, x1x2 can be expressed as convex combinations of
4!
3!
= 4 specified
points which are as follows
β1 := [132, 196, 192, 232, 88], β2 := [124, 184, 176, 216, 84]
β3 := [148, 216, 208, 248, 92], β4 := [196, 244, 224, 264, 96]
Note that 6 permutation matrices are associated with each βi, i = 1, . . . , 4. Now our
aim is to express the vector coefficient [133.6609, 196.9412, 190.4498, 230.4498, 87.6125]
as convex combination of these 4 points such that the same convex combination of the
corresponding permutation matrices provide an orthostochastic matrix.
Observe that one possible convex combination for the vector coefficient of given poly-
nomial is
[133.6609, 196.9412, 190.4498, 230.4498, 87.6125] = .4187β1 + .346β2 + .2215β3 + .0138β4
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Using the structure of F mentioned before we can choose
Q = .4187P2134 + .346P1243 + .2215P4312 + .0138P3421
This convex combinations are found by solving systems of linear equations. This gives
the orthostochastic matrix Q =

0.3460 0.4187 0.0138 0.2215
0.4187 0.3460 0.2215 0.0138
0.2215 0.0138 0.4187 0.3460
0.0138 0.2215 0.3460 0.4187
. Thus one possible
orthogonal matrix V and coefficient matrix A2 are are as follows.
V ≈

.5882 .6471 .1175 .4706
.6471 −.5882 −.4706 .1174
.4706 −.1174 .6471 −.5882
.1175 .4706 −.5882 −.6471
 , A2 ≈

3.3840 1.5225 1.1074 0.2764
1.5225 3.6748 1.2181 0.3041
1.1074 1.2181 2.886 0.2211
0.2764 0.3041 0.2211 2.0552

The pair of coefficient matrices (D1, A2) satisfies the coefficient of monomial x
2
1x
2
2, so it
provides a monic symmetric determinantal representation of the given polynomial.
Remark 3.5. Observe that the quartic bivariate polynomial in Example 3.4 is not a
strictly RZ polynomial.
Remark 3.6. It is evident that if at least one coefficient matrix of a determinantal repre-
sentation has repeated eigenvalues, the given polynomial is not a strictly RZ polynomial.
There could be three possibilities
(1) If the vector coefficient of the given polynomial cannot be expressed as convex
combination of specified points, by the Theorem 3.1 there is no such doubly sto-
chastic matrix. This implies no such orthostochastic (unistochastic) matrix exists,
so conclude that MSDR (MHDR) of size d is not possible for the given bivariate
polynomial.
(2) Only one doubly stochastic matrix exists. In this case that doubly stochastic
matrix has to be orthostochastic (unistochastic) matrix if an MSDR (MHDR)
exists for the given bivariate polynomial.
(3) There are infinitely many doubly stochastic matrices. This does not ensure that
there exists an orthostochastic (unistochastic) matrix too, but it ensures the region
of existence of orthostochastic (unistochastic) matrix if it exists.
It is exemplified.
Example 3.7. Consider the bivariate polynomial f(x1, x2) = 6x
3
1+37.97x
2
1x2+71.94x1x
2
2+
36x32+11x
2
1+42.99x1x2+36x
2
2+6x1+11x2+1. As we have seen before u1 =
[
3 2 1
]T
,w1 =[
6 3 2
]T
. There exists a doubly stochastic matrix Q =
.5 0 .5.5 .01 .49
0 .99 .01
 such that
Qw1 =
[
4 4.01 2.99
]T ≺ w1 and QTu1 = [2.5 1.01 2.49]T ≺ u1. There does not
exist any orthostochastic matrix along the line u − 2v + 1 = 0 in our method. Also
note that the given polynomial is not a RZ polynomial since at x = (3,−1) its restricted
univariate polynomial has complex roots. So the existence of doubly stochastic does not
imply the existence of such an orthostochastic matrix.
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4. Range set of vector coefficients of mixed monomials
Let SRd×d(Hd×d(C)) be the space of all symmetric (Hermitian) matrices of order d.
The Orbit of A ∈ SRd×d is defined by OA = {V AV T : V ∈ O(d)} and the orbit of
A ∈ Hd×d(C) is defined by OA = {UAU∗ : U ∈ U(d)}. By the Spectral theorem for
symmetric (Hermitian) matrices it is clear that each of symmetric (Hermitian) matrices
A1, A2 belongs to the unique orbit of a diagonal matrices D1 and D2, denoted by OD1 ,
and OD2 respectively. Thus the vector space SRd×d(Hd×d(C)) is a union of disjoint orbits
of diagonal matrices.
Consider the class of bivariate polynomials f(x) having MSDR with coefficient matrices
A1 and A2 which are obtained from the same orbits OD1 , and OD2 respectively. Observe
that any two determinantal bivariate polynomials of the class {det(Id+x1D1+x2V D2V T )}
differ from each other by the vector coefficient of mixed monomials only. In other words,
the polynomials of this class share the same coefficients due to all monomials but mixed
monomials. We say that they satisfy certain similarity pattern.
In this section, we would like to classify all such determinantal bivariate polynomials
which satisfy this similarity pattern. We provide a geometric structure of the range set
of existence for vector coefficient of mixed monomials of bivariate polynomial of the this
class.
On the other hand, we are also interested to know if we replace a coefficient matrix Aj
by some arbitrary same type (symmetric /Hermitian) matrix Âj of same order such that
the spectrums of coefficient matrices Aj and Âj are same; i.e., σAj = σÂj , does there exist
a relation between coefficients of f(x) and f̂(x) = det(I +
∑n
j=1 xjÂj)?
Let S denotes the set of all coefficients of mixed monomials of bivariate polynomials
which admit MSDR (MHDR) of size d with coefficient matrices A1, A2 belonging to the
same orbits OD1 and OD2 respectively. So, by the Theorem 2.8 the set of ordered tuple
S = {fα1α2 : α1 ≥ α2, 1 ≤ α1, α2 ≤ d− 1} × {fα1α2 : α1 ≤ α2, 1 ≤ α1, α2 ≤ d− 1}
= {ucα1,α2TQ∧
α2wα2 ,w
c
α2,α1
T (Q∧
α1 )Tuα1 , 1 ≤ α1, α2 ≤ d− 1}(12)
where Q∧
α1 and Q∧
α2 are orthostochastic (unistochastic) matrices.
We show that the set S is not a convex set, but lies inside a convex hull of some finite
known points.
Theorem 4.1. Consider the class of bivariate polynomials having MSDR (MHDR) with
coefficient matrices A1, A2 coming from same orbits OD1 ,OD2 respectively. Then the set
S defined in equation (12) lies inside the convex hull of H where
H = {ucα1,α2T ((P )∧
α2 )wα2 ,w
c
α2,α1
T ((P )∧
α1 )Tuα1 , 1 ≤ α1, α2 ≤ d− 1}
where P ’s are all permutation matrices of size d.
Proof: If a bivariate polynomial of this class admits an MSDR (MHDR), by the
Theorem 2.14 there exists a set of permutation matrices whose convex combination give us
the required orthostochastic (unistochastic) matrix Q which satisfies the vector coefficient
of mixed monomials x1x2, . . . , x
d−1
1 x2, x1x
2
2, . . . , x1x
d−1
2 . Say Q = α1P1+· · ·+αmPm, where∑m
i αi = 1, αi ≥ 0, 1 ≤ m ≤ d!. Note that Q∧
k
= (α1P1+ · · ·+αmPm)∧k can be written as∑d!
i=1 βiP
∧k
i , βi ≥ 0, and
∑d!
i=1 βi = 1. So, these orthostochastic (unistochastic) matrices
lie inside the convex hull of those permutation matrices which can obtained as some k-th
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exterior power of permutation matrices of size d. It follows from the Theorem 2.11 that
the range set {y ∈ Rn|y = Qx, Q ∈ Ωn} is a convex set. Thus, the set {uTQw1 =
〈u,w1〉Q : Q ∈ Ωn} is a convex set for any vectors u,w1 ∈ Rn such that u = Diag(D).
But the set {uTQw1,wTQTu1 : Q is an orthostochastic (unistochastic) matrix} is not a
convex set. Thus the set S is not a convex set. In fact, by Birkhoff Von Neumann theorem
it is known that the set of all d × d doubly stochastic matrices Ωd is the convex hull of
d× d permutation matrices. The set of all d× d orthostochastic (unistochastic) matrices
lies inside Ωn, but forms a nonconvex set. Using the same line of thoughts we conclude
that S lies inside the convex hull of H. Note that H has d! points. 
We show that the set S attains its maximum and minimum at some specified points
using the result of rearrangement inequality.
Rearrangement inequality states that
xny1 + · · ·+ x1yn ≤ xσ(1)y1 + · · ·+ xσ(n)yn ≤ x1y1 + · · ·+ xnyn
for every choice of real numbers x1 ≤ · · · ≤ xn and y1 ≤ · · · ≤ yn
and every permutation xσ(1), . . . , xσ(n).
Proposition 4.2. Consider the class of bivariate polynomials having MSDR (MHDR)
with coefficient matrices A1, A2 coming from same orbits OD1 ,OD2 respectively. The set
S defined in equation (12) attains its minimum when the vectors u1 := Diag(D1) and
w1 := Diag(D2) are in descending order and attains its maximum when one of the vectors
u1 and w1 is in descending order and the other one is in ascending order.
Proof: If both the vectors u1,w1 are in descending order, then the vectors uk,wk are
in descending and uck,1 and w
c
k,1 are in ascending order. From the Theorem 2.8, it is clear
that if the defining matrix is the identity permutation matrix associated with permutation
[1 2 . . . n], then the coefficients of mixed monomials of a bivariate polynomial are scalar
product of two vectors, one of which is descending and other one is ascending. Therefore,
by the result of rearrangement inequality, it provides the minimum value of the set S.
On the other hand, if the defining matrix is the permutation matrix associated with
the permutation [n . . . 2 1], then it provides the maximum value of the set S since the
coefficients are obtained as scalar product of two descending vectors. 
Remark 4.3. All these results hold for monic Hermitian determinantal representation
too.
The result of the Theorem 4.1 reflects the reason behind the Remark 2.13
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