The two-dimensional propagation of viruses through a &&lawn'' of receptive hosts, commonly called plaque growth, re#ects the dynamics of interactions between viruses and host cells. Here we treat the ampli"cation of viruses during plaque growth as a reaction}di!usion system, where interactions among the virus, uninfected host cells, and virus-producing host}virus complexes are accounted for using rates of viral adsorption to and desorption from the host}cell surface, rates of reproduction and release of progeny viruses by lysis of the host, and by the coupling of these reactions with di!usion of free virus within the agar support. Numerical solution of the system shows the development of a traveling wave of reproducing viruses, where the velocity of the wave is governed by the kinetic and di!usion parameters. The model has been applied to predict the propagation velocity of a bacteriophage plaque. Di!erent mechanisms may account for the dependence of this velocity on the host density during early stages of a growing plaque. The model provides a means to explore how changes in the virus}host interactions may be manifest in a growing plaque.
Introduction
A plaque is a region of lysed host cells, visible to the naked eye, and formed by the growth of viruses in a thin layer of hardened agar containing evenly distributed host cells. Plaque growth starts when a free virus particle di!uses to a host cell, adsorbs to its surface, replicates within, and "nally lyses it, releasing a new generation of infective viruses, which in turn di!use to neighboring hosts and repeat the progress. Plaques are useful. The titer of infective virus particles in a liquid sample can be measured by mixing it with receptive hosts in agar, pouring the mixture into a Petri dish, allowing the agar to gel, incubating for several hours, and then counting the visible plaques formed. Moreover, the size, shape, and clarity or turbidity of plaques have historically been used to characterize di!erent virus strains. Finally, since plaques are initiated by a single virus particle and a single plaque easily produces a million virus descendents, &&plaque puri"cation'' is a standard means for generating a relatively homogeneous sample of a particular virus strain (Sambrook et al., 1989) .
Using phage T7 growing on E. coli as a model system, we discovered in a single plaque that mutant phage strains can appear and outgrow their precursor, sometimes forming uneven bulged regions along the plaque boundary, where their propagation is presumably enhanced (Yin, 1993 (Yin, , 1994 Lee & Yin, 1996a) . Within a growing plaque, viruses only compete locally for host resources; fast-growing mutant strains only in#uence the composition of virus populations along the sector where they arise. Hence, the propagation and genetic diversi"cation of viruses during plaque growth can sustain a potentially broader distribution of mutants than well-mixed virus cultures. To complement our laboratory studies, it is important to understand the relationship between the propagation velocity, a key phenotype of the virus}host interaction, and the dynamic properties of the system. These include contributions from viral di!usion, viral adsorption to the host, the latent or generation time, the yield of viral progeny per infected host, and the e!ect of host growth on these processes.
More than three decades ago, Koch (1964) described the growth of viral plaques during the enlargement phase, studying phage T4 growing on E. coli as a model system. Using heuristic arguments he suggested that c"a(D/¸), where c is the radial propagation velocity of the expanding plaque, D is the viral di!usivity through the mixed medium,¸is the latent time for viral replication in infected host and a is a constant. Koch modi"ed this equation for cases of reversible and irreversible viral binding to the host, e!ects that are embedded in the constant a. More recently, we set up a reaction}di!usion model for plaque growth that explicitly took account of the reversible binding of virus to the host cell (Yin & McCaskill, 1992) . By assuming the existence of a traveling-wave solution, we were able to obtain an implicit expression for the propagation velocity in terms of the reaction parameters of the system and the viral di!usivity through the mixed media. For several limiting cases, explicit expressions for the propagation velocity were derived, but due to the sparseness of relevant kinetic data, none of these cases was clearly more relevant than the others.
In this study, we use numerical methods to solve the full reaction}di!usion model and investigate the e!ect of various model parameters on the propagation velocity. In contrast to our earlier work, we make no a priori assumption here about the form of the solution. Instead, the simulation reveals the existence of a traveling wave for the system.
Mathematical Model
We model the plaque growth process by considering the interactions among three species: the free virus particle (V), the uninfected host bacteria (B), and virus}host cell complex (VB). The reactions involved may be summarized as follows:
where > is the yield of new virus particles per lysed host cell, k , k \ , are adsorption and desorption rate parameters, respectively, and k is inversely proportional to the latent time of intracellular virus growth. We assume that free virus particles di!use through the mixed medium formed by the agar and embedded hosts, while both infected and uninfected host cells are immobilized. Plaque boundaries are circular, so we work in polar coordinates and write down the rate equations for all the species as functions of position (r) and time (t): where D CDD is the e!ective virus di!usivity, de"ned as Dg(). D is the di!usion constant of virus through agar in the absence of hosts, is the volume fraction of the host cells in the medium, and g() is a function of that ranges from 1 to 0 as ranges from 0 to 1; unlysed host cells may act as a barrier to virus di!usion. We employ a volume fraction in a two-dimensional (2D) model, assuming components normal to the plane of the plaque are uniform. The e!ect of host cells on viral di!usion can be neglected by setting g() to 1.
We cast the original equations into dimensionless form by introducing
By numerically solving eqn (3) (see the appendix), we obtain the concentration pro"les as a function of time for all components of the system. We estimate magnitudes of the dimensionless parameters using parameters from the literature for phage T7 and related systems. The values for k and k \ were measured for a phage T1}E. coli system in shaker culture (Garen, 1954) . The viral di!usion constant D was measured for virus P22 (Stollar & Levine, 1963) , which is similar in size and shape to T7. For the phage T7}E. coli system, the yield per infected host cell is around 200 for optimal conditions of exponentially growing hosts. However, this number could be much smaller in a growing plaque, where hosts are in near stationary growth. In this study, > has been arbitrarily set to 50 unless otherwise stated. Table  1 lists representative parameters applied in the simulations.
Results

EXISTENCE OF A TRAVELING-WAVE SOLUTION
Concentration pro"les for the virus and virus} host complex at di!erent time points are shown in Fig. 1 The full analytic solution (**) agrees well with the simulation (*). As expected, the explicit large-> analytical solution (} } } }) converges with both solutions at large >. The "lled square is calculated from the representative parameters list in Table 1. or distance traveled by the infection front, as the distance from the plaque center (at x"0) to the point where I, the dimensionless concentration of the virus}host complex, achieves its maximum. Plotting this radius against time, as in Fig. 1(c) , gives a linear dependence, where the slope at any time is the front velocity. This result demonstrates the existence of constant-velocity traveling wave for this system, which was previously assumed but not shown (Yin & McCaskill, 1992) . The propagation velocity is readily calculated by monitoring the radius change over a period where the plaque has moved beyond the transients associated with its initial conditions. Concentration pro"les within a well-established wavefront are shown in Fig. 2 . The infection travels in the direction of increasing radius (ever larger x), creating viruses (< ), through a virus}host intermediate (I), at the expense of hosts (B). Our model, when extended to allow for multivirus adsorption to single hosts, "nds negligible e!ects of multi-virus adsorption on the propagation velocity (data not shown). This result seems reasonable since the front velocity is determined by events at the leading edge of the front, where both I and < are too small to generate a signi"-cant population of multi-virus intermediates.
EFFECTS OF YIELD (> ) AND ADSORPTION ( ) ON THE PROPAGATION VELOCITY
An analytic solution that provides a relationship between the propagation velocity and the model parameters has been previously derived (Yin & McCaskill, 1992) . That solution was based on a number of important assumptions: (1) a traveling wave solution exists for the system, (2) the host concentration at the leading edge of the front is much larger than virus and virus}host complex concentrations and can thus be treated as constant, (3) the shape of the concentration pro"le of each component approaches its limiting value as an exponential function, and all these exponential functions have the same decay length, and (4) the curvature of the plaque is negligible. As shown in Fig. 3 , the full analytic solution matches well the results of our current simulation, indicating that the assumptions supporting the analytic solution were reasonable for capturing the velocity dependence on yield. The published large-> expression of velocity dependence on yield converges with the full solution at large yields, as expected.
The dependence of propagation velocity on , the dimensionless adsorption constant, is shown for the simulation and the analytic model in Fig. 4 . The analytic model matches well the simulation for low and intermediate , but deviates at high , where the simulation asymptotically approaches its maximum. The discrepancy likely arises from the assumption for the analytic case that the exponential functions for all the species have the same decay length, which may well fail . The simulated dimensionless propagation velocity (*) approaches an asymptote as increases, while the analytic solution (**) breaks down as gets large. The "lled square (Ⅵ) is calculated from the representative parameters listed in Table 1. FIG. 5. Dependence of dimensionless propagation velocity on the host concentration, allowing for e!ects of hindered di!usion. At low host concentrations, increasing the host promotes production of viruses and faster propagation, but at high host concentrations the free virus di!usion is hindered, causing a drop in velocity. The "lled square (Ⅵ) is calculated from the representative parameters listed in Table 1 , and the "lled diamond is a virtual point when the entire space within the agar has initially been occupied by host cells. Since the e!ective viral di!usivity for this virtual situation is zero, the propagation velocity is also zero. for large . To develop an intuition for the large limit, consider the case of in"nitely large , where viruses at the leading edge of the propagation front instantly adsorb to healthy host cells, form virus}host complexes, and in turn, produce more viruses. In this limit, the velocity of the infection is driven, as always, by the coupling of the autocatalytic virus ampli"cation with the free viral di!usion, except that the ampli"cation process loses the possibility for a kinetic bottleneck at the adsorption stage. Hence, as gets large, the velocity should become independent of , as we "nd in the simulation.
EFFECTS OF HINDERED DIFFUSION ON THE PROPAGATION VELOCITY
With the reaction}di!usion model in dimensionless form, the e!ect of host concentration on velocity is embedded in the e!ect of on velocity. Therefore, as shown above, the velocity will monotonically increase with increasing host concentration. This seems intuitively correct since host cells serve only as a resource for virus production. Higher host concentrations promote virus production and thus increase the propagation velocity. This result, however, is not consistent with experimental results where the velocity falls at high host concentrations. Host cells may also act as a barrier to viral di!usion. If we assume that host cells are impermeable spheres to viral di!usion until they are lysed, and the volume fraction occupied by host cells is , we can approximate the e!ective viral di!usion constant as follows (Strieder & Aris, 1973; Cussler, 1984) :
which gives the upper bound of the e!ective diffusivity for a given . Assuming the volume of a host cell is V
where [B] has units of number of cells per volume. D
CDD is coupled with the instantaneous concentration of hosts, so it depends on time and position. However, since the propagation is driven by virus and host concentrations at the leading edge of the wavefront, where the host concentration is nearly constant, D CDD can still be treated as constant, as in the analytic model (Yin & McCaskill, 1992) .
With the introduction of hindered di!usion, a biphasic e!ect of host concentration on propagation velocity arises, as shown in Fig. 5 . When the host concentration is low, there is virtually no hindered e!ect from the hosts because of the low volume fraction they occupy. An increase in host AMPLIFICATION AND SPREAD OF VIRUSES 369 FIG. 6 . Dependence of dimensionless propagation velocity on the production rate constant of new viruses, k . The dimensionless propagation velocity is proportional to the 1/2 power of k when k is small, a regime indicated by the solid line. The "lled square (Ⅵ) is calculated from the representative parameters listed in Table 1 : (*) simulation; (**) small-k asymptote.
cell concentration initially contributes more to the production of new viruses than the hindering of di!usion, which overall increases the velocity. However, at high host concentrations, the balance shifts and hindered di!usion e!ects dominate, reducing the velocity.
EFFECTS OF LATENT TIME ON PROPAGATION
VELOCITY
The kinetic parameter k is inversely proportional to the latent or generation time of an infection cycle. The propagation velocity equals (k D ) times the dimensionless propagation velocity. Hence, a change in k a!ects the overall propagation velocity in two ways*by changing the factor (k D ) and by changing the dimensionless velocity through the dimensionless parameters and \ . As shown in Fig. 6 when k is small, the dimensionless propagation velocity can be represented as c" k , where the constant depends on other parameters of the system. The equation, as well as the plot, presents the dependence of propagation velocity on k in a form consistent with the earlier "gures. This small k regime corresponds to the solution found by Koch (1964) . However, as k increases, the dependence of propagation velocity deviates from this simple relationship.
Discussion
Using the parameters in Table 1 , we predict propagation velocities around 1 mm h\, about "ve-fold higher than experimentally observed (Yin & McCaskill, 1992 ). Here we consider how the model parameters would have to change to account for the high velocities obtained in simulations. For the phage T7 system, k and k \ could be di!erent from the values of Table 1 , which are for a di!erent phage. However, an unlikely change of several orders of magnitude in these parameters would be needed in order to account for the observed velocity. The di!usion constant D has been measured in agar for P22, a virus similar to in shape and size with phage T7, but it is unlikely that T7 will have a signi"cantly di!erent di!usion constant. Another important factor is the yield (>) of new virus particles per infected host cell. However, the dependence of velocity on yield is weak (cJ> \), indicating that a dramatic decrease in yield per host would be required to account for the small velocity, which again appears to be unlikely. Host concentration and latent time remain as potential factors to explain the discrepancy between simulated and measured velocities.
The process of plaque growth may be signi"-cantly in#uenced by the concurrent growth of the host. Experiments using a digital camera to mark the early stages of plaque and host-lawn growth show that initially, when the plaque is just distinct enough to be seen, the propagation velocity is usually at its maximum; it then falls to a slower constant value as the host-lawn approaches its growth limit (Lee & Yin, 1996b) . Decreases in the initial velocity appear synchronous with the increase in host concentration (Lee & Yin, 1996b) , supporting a dependence of propagation velocity on host concentration. By introducing the hindered e!ect of host cells on viral di!usion, the simulation shows a similar drop in propagation velocity when the host concentration is large (Fig. 5) . Since none of the other parameters predict a similar relationship between the velocity and the host concentration, hindered di!usion appears to be important. However, a more subtle e!ect may be involved.
A reduction in the host growth rate decreases k by increasing the latent time, according to an 370 (Yin & McCaskill, 1992) intracellular model for T7 growth (Endy, 1997 ). This prediction is qualitatively supported by our observation that a plaque cannot be initiated on host cells in stationary growth. Hence, the initial dependence of propagation velocity on host concentration could also be due to the decrease in k as the rate of host cell growth falls. This is also consistent with the observation that plaques initiated during rapid host growth can continue expanding 100 h (Yin, 1991) , well beyond the transition to stationary-growth hosts. In this case, although the hosts far from the leading edge are in stationary stage, those right at the leading edge might resume growth since fragments of the dead cells could serve as nutrients.
Our numerical solution to the reaction} di!usion system provides a way to see how the rate of plaque growth can re#ect the iterated dynamics of microscopic events at the level of single virus}host infections. We hope that this work may help us study the evolution of viruses in growing plaques. For example, our model could be extended to simulate evolutionary events by allowing for angular variation in species concentrations and introducing random perturbations in virus}host parameters during growth to simulate the e!ects of mutations. The development of spatial irregularities in the simulated plaque shapes could provide a means to interpret the magnitude of parameter changes needed to achieve the irregularities observed in evolving plaques in the laboratory (Yin, 1993; Lee & Yin, 1996a, b) . Another possible extension of this model will be to couple it with a full intracellular viral growth model Endy, 1997) . Such an extension could then bridge the macroscopically observable propagation velocity directly with phage}host interactions at the genomic level.
Conclusions
Our model provides a convenient means to explore the dynamics of the growing viral plaque by identifying how various factors can a!ect its radial propagation velocity. By relying on far fewer assumptions than our earlier analytic model, the numerical model here provides a means for testing the validity of our earlier assumptions. In particular, we demonstrate the existence of traveling-wave solution to the reaction}di!usion system and show the validity of the full analytic model for a broad range of yields and low to moderate adsorption-rate regimes. The small propagation velocity resulting from high host concentration, in turn, is probably due to the hindered e!ect of host cells on viral di!usion or an increase in latent time of the intracellular growth of virus, caused by the metabolic change in host cells.
APPENDIX Computational Details
In setting up the numerical scheme, we have taken advantage of the symmetry of the system by introducing a new coordinate "x/4, which gives where X represents <, B or I. The derivatives in are approximated using the weighted averages of the "nite di!erences at the j-th and the ( j#1)-th time point (the socalled implicit algorithm, shown to be more stable than the explicit algorithm, which makes use of only the derivative at the j-th time point):
