In this paper a novel way to quantify ''nonexponential'' relaxations is described. So far, this has been done in two ways: ͑1͒ by fitting empirical functions with a small number of parameters, ͑2͒ by calculation of the underlying distribution function g(ln ) of ͑exponential͒ relaxations using regularization methods. The method described here is intermediate, it does not assume a specific functional form but also does not aim at the complete distribution g(ln ) but only its logarithmic moments ͗(ln ) k ͘. It is shown that these exist ͑in contrast to the linear moments͒ and can be calculated analytically for all currently used empirical descriptions of nonexponential relaxations. Therefore, the logarithmic moments represent a common basis for comparing literature data from authors which prefer different empirical formulas ͑e.g., those of Kohlrausch and Havriliak-Negami͒. The logarithmic moments are also shown to be related in a simple way to the ͑linear͒ moments of an underlying distribution of activation energies giving them a physical significance.
I. INTRODUCTION
It is well known-especially from glass-forming systems-that the relaxation of certain quantities in response to a step function often does not follow a simple exponential law. This is found in dielectric, mechanical, light scattering, neutron scattering, and many other relaxation techniques. The mathematical description of such a behavior has been of considerable interest in the literature. In this paper the results will be formulated in terms of dielectric relaxation but it is simple to translate them into the context of the other methods.
For dielectric relaxation the time-dependent dielectric function ⑀(t) can be written in a normalized way
where (t), the normalized relaxation function, in the most simple case is exp(Ϫt/). Then ͑and only then͒ one obtains for the complex frequency-dependent dielectric function ⑀͑͒ Debye's result:
. ͑2͒
Because the exponential relaxation or equivalently the Debye description of the susceptibility often fail in the description of experimental data a plethora of empirical functions have been developed. The oldest attempt dating back to Kohlrausch 1 is to set ͑t͒ϭexp͑Ϫ͑t/ K ͒ ␤ ͒, ͑3͒
i.e., introducing a ''stretching'' parameter 0Ͻ␤р1 in the logarithmic time. Other authors introduced modifications of the Debye expression to
with ␣ or ␥ or both between zero and one. [2] [3] [4] [5] Another attempt is based on modification of the imaginary part of ͑2͒-which is often the measured quantity in dielectric experiments-to
where 0Ͻa, bр1. [5] [6] [7] For aϭbϭ1, 1 ϭ 2 ϭ1/, and A ϭ1. Eq. ͑5͒ reduces to the Debye expression.
The few parameters determining the relaxation function or susceptibility in the preceding descriptions can usually be determined unambiguously by least-squares fit to the experimental data. Nevertheless, it remains questionable whether the parameters obtained in this way have any physical significance. Also there is often no a priori reason to prefer one of the descriptions and the fits are equally well and allow no a posteriori preference too.
A much more general description of experimentally measured relaxation functions is possible by expressing them as a superposition of exponential relaxations
where g(ln ) is a distribution function which is always positive and whose integral is normalized to one. From probability theory it is known that it is possible to obtain a distribution g(ln ) from (t) according to Eq. ͑6͒ if and only if (t) is completely monotone. 8 This means that the derivatives (n) (t)ϭd n /dt n must have alternating signs over the whole range tϭ0,...,ϱ: (Ϫ1) n (n) (t)у0. In practice it turns out to be a rather weak condition which is fulfilled for nearly all experimentally obtained relaxation functions. Equivalently, the susceptibility can then be written as a superposition of Debye expressions
. ͑7͒
The inversion of Eq. ͑6͒ from experimental (t) data or ͑7͒ from measured ⑀Љ͑͒ or ⑀Ј͑͒ is a difficult task. It is a so-called ''ill-defined'' problem which can numerically only be solved by regularization methods and not by least-squares algorithms. While these methods have been used in light scattering for quite some time ͑CONTIN algorithm 9 ͒ they have been introduced to dielectric spectroscopy only recently. 10 Of course it is also possible to assume simple distribution functions g(ln ) with a small number of parameters. Then it is again possible to use least-squares methods but arguments concerning the arbitrariness of the choice of the function can be put forward again.
In this paper a description of nonexponential relaxations will be proposed which is intermediate between those described above ͑that by a small number of exponent parameters and that by a whole distribution function͒: a description by logarithmic moments of the distribution function.
The choice of this description is motivated by the qualitative criteria often mentioned only verbally without giving a quantitative expression in the literature: the characteristic time of the relaxation, the width ͑or stretching͒ of the relaxation, and its asymmetry. The aim of this paper is to define these three properties of a relaxation as numerical quantities which can be obtained for all above-mentioned concepts in a mathematically not too complicated way.
Already the problem of defining the characteristic time makes clear that logarithmic moments are well-suited for this task. Probably most often the inverse of the maximum in the dielectric loss is used as a characteristic time of a non-Debye relaxation. Especially for broad distributions this value can be difficult to obtain and depend strongly on which empirical function is used to describe the data.
Therefore, some authors use the average relaxation time ͗͘. While this value is well-defined and simply calculable, e.g., for the Kohlrausch expression ͑3͒ it is undefined as soon as there is a fractal behavior of the low frequency loss part, e.g., for expression ͑4͒ with ␥Ͻ1. The average relaxation rate ͗ Ϫ1 ͘ is-even worse-undefined for nearly all the empirical functions in practical use because they all show a fractal behavior for high frequencies. A way to avoid these divergences due to the fractal wings of the distribution function is the use of the average logarithmic relaxation time
as the characteristic time of a non-Debye relaxation.
Then it is straightforward to define the shape properties of the relaxation time distribution by the higher moments of ln , the relaxation width as the variance of distribution of logarithmic relaxation times
and the asymmetry as the skewness of distribution of logarithmic relaxation times
where
is the third centralized moment of the distribution of logarithmic relaxation times. Of course this formalism could be extended to higher moments allowing a more accurate description of the relaxation shape. But the fact that most of the empirical formulas contain only one or two shape parameters indicates that a characterization by three moments is sufficient.
II. CALCULATION OF LOGARITHMIC MOMENTS
In the following it is demonstrated that the calculation of the quantities defined by Eqs. ͑8͒-͑11͒ is indeed practicable for any way of defining a nonexponential relaxation.
In the simplest case the definition of a nonexponential relaxation is done directly by the distribution function [11] [12] [13] [14] g(ln ). In this case Eqs. ͑8͒-͑11͒ can be applied directly. Results are shown in the first five rows of Table I .
Somewhat more complicated is the case when the complex dielectric function ⑀͑͒ is given 2-4 ͑rows 6 -8 of Table  I͒ . In this case the distribution function of relaxation times can be obtained in closed form 15 g͑ln ͒ϭ
and from g(ln ) in turn the logarithmic moments can be calculated. But often the calculation via the loss part ⑀Љ͑͒ described in the following is easier. The loss part is obtained from the distribution function as the imaginary part of ͑7͒ which can be written as
From this formulation it becomes clear that ⑀Љ͑͒ is the convolution of sech͑ln ͒/2 with the distribution function g(ln ). With this idea it is simple to calculate the moments of ln from those of ln using the moment rules for convolution:
͗ln ͘ϭϪ͓ln ͔,
Here the brackets ͓(ln ) n ͔ denote the nth logarithmic moment of with ⑀Љ͑͒ taken as a distribution function, namely,
Rows 9 and 10 of Table I show the logarithmic moments calculated in this way for definitions of the dielectric function where only the loss part is given. 6, 7 In a similar way the logarithmic moments can be calculated if the relaxation is defined by a function (t) in time domain. The negative derivative of ͑6͒ with respect to ln t can be written as
This is a convolution of exp(xϪexp(x)) with the distribution function g(ln ). The resulting relations for the moments are ͗ln ͘ϭEuϩ͓ln t͔,
with the Euler constant Euϭ0.5772... and ͑3͒ϭ1.202..., Riemann's zeta function with the argument 3. ͓(ln t) n ͔ is defined for the time coordinate in a similar way as by ͑17͒ for frequencies
Using this method the logarithmic moments of g(ln ) can be calculated for the Kohlrausch function 1 ͑row 11 of Table I͒ . For ␤ϭ1/2 the logarithmic moments are the same as for the Rajagopal-Ngai distribution. This is because the latter is constructed to be the exact distribution of relaxation times of the Kohlrausch function in the special case ␤ϭ1/2 and a reasonable approximation for other values of ␤. 
TABLE
Љ͑␥͒ϩ2͑3͒ ␣ 
For the most commonly used empirical relaxation functions with one adjustable parameter, the Kohlrausch, ColeDavidson, and Cole-Cole expressions, Fig. 1 shows the first and second logarithmic moments. As expected the logarithmic width of the corresponding relaxation time distribution increases with decreasing parameter ␤, ␣, or ␥. If the parameters have the value one all three functions reduce to the Debye/exponential case; thus the width of the distribution vanishes. If the parameters approach zero the width diverges as ln ϳ␤
Ϫ1
, ␣ Ϫ1 , ␥ Ϫ1 . For the asymmetric ones among these functions the absolute value of the skewness increases with increasing parameter ␤ or ␥; they even diverge as
. This is a counterintuitive consequence of normalizing the third moment by the cubed width in definition ͑10͒. has been chosen to avoid the divergence of definition ͑10͒ in the limit ␣→1. It can be seen that the Havriliak-Negami function is able to represent any width of the relaxation but only negative skewness ͑as has been pointed out by Havriliak and Havriliak 16 this deficiency can be resolved by allowing ␥Ͼ1 with the weaker restriction ␣␥Ͻ1 but only a few authors actually use this generalization͒ in a certain range delimited by the Cole-Davidson case labeled by ␣ϭ1 in the plot.
From Fig. 2 and the equivalent plots for the Jonscher and Matsumoto-Higasi functions it seems that the combination ''large skewness, small width'' cannot be attained. But this is not a mathematical property because distributions with any combination of the first three moments can be constructed. It is rather a general experimental outcome than an a priori limitation that such highly skewed distributions do not occur in reality.
III. INTERRELATIONS OF EMPIRICAL FUNCTIONS
It is clear that all the empirical functions listed in Table  I are distinct. They only coincide if one is a special case of another, e.g., the Cole-Davidson function and the Havriliak-Negami function. Especially, the Kohlrausch function has no equivalent in the frequency domain. Its Fourier transform is only known for special cases where ␤ is a rational number, 17 e.g., for ␤ϭ1/2:
͑24͒
This expression clearly cannot be represented exactly by any of the empirical functions in frequency domain.
Therefore, considerable effort has been made in the literature to establish approximate relationships between the Kohlrausch function and frequency domain expressions. Starting from the asymptotic properties of the Kohlrausch function that ⑀Љ͑͒ϳ for low frequencies and ⑀Љ() ϳ Ϫ␤ for high frequencies the Cole-Davidson function with ␥ϭ␤ seems to be the appropriate choice. But Fig. 3͑b͒ shows that the high-and low-frequency wings have different levels and will not coincide despite having the same slope.
Therefore, it may be a better compromise for representing actual data to choose a mediatory value ␥Ͻ␤. Such an attempt was first described by Lindsey and Patterson ͑LP͒. ͑26͒ Figure 3͑a͒ shows a comparison of the correspondences. It can be seen that the one based on the logarithmic moments lies in between the LP formula and the ''asymptotic'' one. Concerning the agreement the LP correspondence performs slightly better in the peak while the logarithmic moments approach works better on the high frequency side. In both cases the low frequency wing is poorly represented. In order to overcome this deficiency one can use a twoparameter function, namely Havriliak-Negami, as was first described by Alvarez, Alegría, and Colmenero ͑AAC͒. .
͑27͒
For a given Kohlrausch ␤, the additional relation ␥ϭ1Ϫ0.8121͑1Ϫ␣͒
0.387
͑28͒
together with ͑27͒ fixes the optimal ␣, ␥ pair to be used. The characteristic times are related by
The approach by logarithmic moments equating the second moments yields the following relation for the Kohlrausch ␤ with given Havriliak-Negami parameters:
.
͑30͒
For given ␤ the corresponding Havriliak-Negami parameters can be obtained by this equation together with the following equation resulting from the third moments:
Finally, the ratio of the characteristic times is given by Figure 4 shows the comparison of both parameter correspondence schemes. From Fig. 4͑a͒ one can see that for Kohlrausch parameters ␤у0.3 both methods yield the same Havriliak-Negami parameters within a Ϯ0.03 range. Nevertheless, the conversion to ␤ of Havriliak-Negami parameters which are closer to the symmetric case ␥ϭ1 leads to larger differences. Interestingly, the discrepancy here is smallest for ␣ϭ1, i.e., the Cole-Davidson case.
The comparison of corresponding ⑀Љ͑͒ in Fig. 4͑b͒ has a similar result as for the Cole-Davidson case before. The AAC correspondence ͑derived by a fit algorithm similar to LP͒ performs better close to the peak with clear deviations in the wings. Equating the logarithmic moments in contrast leads to a more ''distributed'' occurrence of the differences.
IV. CONCLUSIONS
The use of logarithmic moments to characterize nonexponential relaxations can be justified by several arguments:
͑1͒ Many dynamical experiments ͑especially light scattering 20 and dielectric spectroscopy 21 ͒ can at present be done on enormous time or frequency scales. These can extend up to 18 decades. In such experiments data is necessarily taken on a logarithmic abscissa. Therefore, moments on that scale capture the information obtained better than those on a linear scale. For example, the average relaxation time ͗͘ may be dominated by the low frequency part of the experiment while the average of the logarithm ͗ln ͘ has to take the whole spectrum into account. ␥ 1E ϭ␥ 1 ln . ͑37͒
Here, E 2 and ␥ 1E are defined analogously by replacing ln by E in Eqs. ͑9͒-͑11͒. Apart from opening the possibility to calculate the moments of G(E) without assuming a functional form and fitting complicated convolution expressions this can be seen as an a priori argument to characterize stretched relaxations by their logarithmic moments.
͑3͒ The logarithmic moments can be directly calculated from experimental data. This allows the spectral information to be condensed into a set of numerical values without assuming a specific functional form as in the procedure of fitting free parameters. Expressions ͑14͒-͑16͒ can be used for frequency domain data, e.g., the dielectric loss ⑀Љ͑͒. Expressions ͑19͒-͑21͒ are appropriate for time-domain spectroscopy.
It has been shown that the logarithmic moments can be calculated in closed form for all empirical fit formulas which are currently in use. This allows the use of literature data also in cases where ''raw'' spectra are not presented. By comparing the logarithmic moments results from different sources can be compared also if the authors prefer different fit schemes ͑e.g., Havriliak-Negami and Jonscher͒.
Finally, logarithmic moments can be used to derive approximate relations between time domain functions and frequency spectra where an exact Fourier transform is impossible ͑as, e.g., for the Kohlrausch expression͒. These seem to be valid over a larger dynamical range than those derived by least-squares methods.
