and (1.3) as well as some mild technical conditions. (Necessary and 4>(0 = (27r)-1/2 n mo(2 -jo (1.4) j=l ( 1.5) where 1\ denotes the (See Mallat [19] , Meyer [20] , or Daubechies [9, 10] for more details.) sufficient conditions are given by Cohen [7] and Lawton [17, A consequence of ( 1.4) is that ;f>( ~) = m 0 (~/2);f>(~/2), 18] . A sufficient but not necessary condition, always satisfied or in practice, is I m 0 ( 0 I =1= 0 for all I~ I :s;; 1r I 2; see Mallat [19] . One then defines the corresponding scaling function l{J l{J(x) = .fi 2: hnl/J( 2x -n),
and wavelet 1/J by 1 where the hn = (4>, 4>-1 ,~~) are proportional to the Fourier coefficients of m 0 , hn = .ficn, where the Cn are as in (1.1).
One can prove (see, e.g., Daubechies [10] ) that smoothness for 1/J implies that mo has to have a zero at 1r of sufficiently high multiplicity. More precisely, otherwise.
1/1 E Ck(IR)
In this case 4> and 1/J have support widths 1, but they are not spaces consisting of more regular functions. In particular (Meyer [20] ), if 1/1 E C(IR), then the 4>o.b k E 7L, and 1/1-J,Io j E N, k E 7L, provide an unconditional basis for the function spaces cs(IR), for all s < r. (One needs one "layer" of scaling functions in this case, because constant functions, e.g., are in cs(IR) and cannot be written as combinations of .p 1 .Jc. This layer of scaling functions is chosen at the coarsest resolution level under consideration; it need not be the level with label 0.) The reason wavelet bases (unlike Fourier series) can provide unconditional bases for C'-spaces is essentially that the wavelets 1/1 have vanishing moments, as guaranteed by ( 1.6) or ( 1.7).
There is another way of interpreting the condition ( 1.6).
Since the functions 4>( · -n), n E 7L, are independent, it is equivalent to requiring that any polynomial of degree less than or equal toN -1 can be written as a linear combination of the 4>( x -n) (see Fix and Strang [ 13) and Cavaretta et a/. [ 6] ). Since ljl is orthogonal to all the 4>( · -n), this then ensures that the first N moments of ljl, J dx xnljl( x) for n = 0, ... , N-I, all vanish. Except for the Haar basis, and unlike many examples with infinite support, the basic wavelet in an orthonormal basis of compactly supported wavelets cannot have a symmetry or antisymmetry axis. Symmetry can be recovered, without giving up the compact support, if the orthogonality requirement is relaxed. In that case one builds two different (but related) multiresolution hierarchies of spaces, · · · C V 2 Other examples, with more smoothness, were constructed instead of ( 1.4), ( 1.5) we then have in Daubechies [ 9] . They correspond to m 0 of the type ( 1.7) where QN( ~)is a polynomial of order N -1 in e -if., obtained by "spectral factorization" from which is again equivalent to a factorization of type ( 1. 7) for m 0 • Similarly, smoothness for ljJ requires zero moments for !/J, or a factorization similar to ( 1. 7) for m 0 .
All the above concerns bases for [2(!R1). (These one-dimensional constructions can easily be extended to higher dimensions, but we stick to one dimension here.) In many applications, however, one is interested in problems confined to an interval. Examples are numerical analysis (with boundary conditions at the edges of the interval) or image analysis (where the domain of interest is the Cartesian product of two intervals). To fix notations, let us assume that the interval is [2([0, 1] ). Things are not so trivial when one starts from smoother wavelet bases on the line. In the examples ( 1. 7), both cf> and !/J have support width 2N -1. In order to avoid having to deal with the two edges of [ 0, 1 J at the same time, we can choose to start from the basis {cf>-Jo,k; k E 7l} U {!/1 1 .k;j ~-j 0 , k E 7l} for L 2 (1R1), where j 0 is chosen large enough so that none of the functions has support straddling both 0 and 1 (i.e., 2io--l ~ N). Even so there will be 2N -2 functions, at every resolution level and at every end of [ 0, 1] , among these orthonormal basis functions, that straddle an endpoint, so that their support is neither completely in [ 0, 1 J nor completely in IR1 \ ] 0, 1 [. It is not a priori clear how to adapt them in such a way that the result is an orthonormal basis of L 2 ( [ 0, 1) ) , Several solutions have been proposed for this problem. They all correspond to different choices of how to adapt the multiresolution hierarchy to the interval [ 0, 1 J.
A first solution consists in not doing anything at all. A function f supported on [ 0, 1 J can always be extended to the whole line by puttingf(x) = 0 for x rt_ [0, 1). This function can then be analyzed by means of the wavelets on the whole real line. There are two things wrong with this naive approach. First of all, this kind of extension typically introduces a discontinuity in fat x = 0 or 1, which is reflected by "large" wavelet coefficients for fine scales (i.e., wavelet coefficients which do not decay very fast) near the two edges, even if f itself is very smooth on [ 0, 1 J . The (one-sided) regularity of fat 0 or 1 is therefore not characterized by the decay of the (f, !/f 1 k) for j-+ -oo. The second "bad" aspect is that this approach uses "too many" wavelets. At scale -j, one finds (/, !/! -J,k) =1= 0 for the typically 2 i + 2N -1 wavelets 
Beyond -1 and 2 we mirror once more, and so on. The full extension is then defined by to Lipschitz regularity (a gain over the two previous "solutions"), but not more. (One can do a little better by using two different pairs of biorthogonal bases; see Section 2.)
A fourth solution was proposed in Meyer [ 21] . The starting point of this construction is any one of the compactly supported bases in Daubechies [ 9] , with N vanishing moments, and support for all s < r, where r is the regularity of the original wavelet basis, 1/1 E C'. We recapitulate in Section 3 the main steps of Meyer's construction (very briefly, without proofs), and give tables for the corresponding adapted "filter" coefficients near the edges. Meyer's construction has two weaknesses. Because the number of scaling functions at resolution j is larger than the number of wavelets, the construction cannot be generalized to wavelet packets on the interval: in a wavelet packet construction, wavelet coefficients get split as well as scaling coefficients, using the same filters, and for this it is essential that the two families have the same number of coefficients at every scale. The fact that the number of scaling functions is not a power of 2 is also a nuisance for practical applications such as image analysis, where arrays are typically squares with 256 X 256 or 512 x 512 pixels.
The other objection to Meyer's construction is that the explicit construction of the edge functions involves the diagonalization of a matrix that becomes ill conditioned for reasonably large N. We shall discuss this in more detail in Section 3.
This paper presents a fifth solution, also derived from compactly supported wavelet bases for IR. Like Meyer's solution, it uses "interior" and "edge" scaling functions at every resolution. We introduce fewer edge functions, however, tailoring them so that the total number is exactly 2 1 at resolution j; moreover, as in Meyer's case, all the polynomials on [ 0, 1] of degree ~ N -1 can be written as linear combinations of the scaling functions at any fixed scale. It then follows that all the corresponding wavelets, at the edge as well as in the interior, have N vanishing moments, and this is sufficient to ensure that we again have unconditional bases for the C' ( [ 0, 1]) -spaces, with s < r if 1/J E C. This new construction is explained in detail in Section 4, with many examples and consequences. After completing this work, we learned that a similar construction was made independently by Jouini and Lemarie-Rieusset [16] , and by B. Jawerth. A first announcement of the results was made jointly by B. Jawerth and the present authors in [ 5] ; extensions and applications (developed independently of this paper) can be found in L. Andersson et al. [1] .
FOLDING BIORTHOGONAL WAVELETS
Given any reasonably decaying function f on IR, we define its "folded" version by
This function has the property that, for all x E IR, k E 7L,
For later convenience, note that an easy consequence of ( 2.2). 
et a/. [ 8] . We "fold" these wavelets and scaling functions and study the result. This is interesting only if we can exploit symmetries of</>, r/J, 4>, and (/1, and we therefore assume that these functions have symmetry axes. There are two cases to 
Several examples are given in Cohen et a/. [ 8] ; in addition C. Brislawn has drawn our attention to examples in which m 0 and m 0 have the same number of "taps" (i.e., the same number of non-zero coefficients when written out as polynomials in e-i{). [ 20] ), these spaces are non-trivial only for sufficiently fine resolution. For j ;;;:,: 2 we have that
It follows that w~old = { 0} for j ;;;:,: 1; similarly w~old = { 0} for j ;;;:,: 1. On the other hand L* <f>(x -k) = 1 implies, for j ;;;:,: 1, that whereas, for j = 0, <f>(x) = </>(1 -x) leads to 
This is not sufficient to ensure that the { ~~l~. k = 0, ... , (An only slightly less trivial argument can handle the case where 1/J, ~are not compactly supported but have good decay.) 
Define j 0 to be the smallest j such that
._;;; 2 }: }: 
(2.9) 
Something similar happens for 2
, then even more folding terms step in, because the two edges come into play simultaneously. Similar formulas can be derived for the high-pass filters linking the 1/J ~~d.k with 4> ~)~ 1 , 1 • This finishes our discussion of the case where ¢, ~ and 1/J, ;jJ both have their symmetry axes at x = 1/2. We end up with a multiresolution analysis with exactly 21 functions in the jth approximation space as well as in the jth wavelet space, which means that these can be used for wavelet packet constructions as well. Moreover, it is easy to find the "folded" filter coefficients from the original ones; For j = -J,;;; 0, one has n n Similar equations hold for 4>, ;jJ; all the derivations are analogous to the previous case. It follows that we now restrict ourselves to the V ~Jd, W~Jd spaces (and their -equivalents) for j ~ -1 (as opposed to j ~ 0 in the previous case). For
As in the previous case, one easily checks that
The biorthogonality of the ¢, 4> is slightly different:
1 , then this still equals 6*.*', but fork = 0 or k = 2', we find 26k,k'. In order to preserve biorthogonality, we are therefore forced to readjust the normalizations of <P~~~o and <P ~~~2 1 by defining
(The extra "n" stands for "normalized.") The same has to be done for ;;,~~~0 , ;;,~~~2 1. For j = -1 we also redefine All the other scaling functions remain untouched; i.e.,
We can then write, for any /E L 2 ((0, 1]), 00 21-1
where we do indeed have dual frames. (The existence of frame bounds follows exactly as in the previous case.) For numerical implementation, one needs the corresponding lowand high-pass filters, which correspond again to folded ver- A,fold _
/;;.0 the recurrence for the <P~~~f then follows by an easy adjustment. Note that this adjustment is not even necessary: one can keep working with the <P ~~~* as they are, provided that at the reconstruction stage, the two extremal scaling coefficients get halved systematically at every step as one climbs back up on the resolution ladder. Figure 2 i11ustrates how ( 2.12) affects the coefficients near the edge in a simple case. This second case corresponds to what is sometimes done in image analysis when filters with an odd number of taps are used; the trick of halving the extremal scaling coefficients at the reconstruction stage is weJl known.
Remark. One can avoid some of the peculiarities of the low resolution spaces in this second construction by folding as -1/2, 1/2 instead of at 0, 1. The folding map is then
we have
We need to be concerned only about the behavior for large j. In that case, for most k, i.e., fork-
1 -1. This proves that (2.14) holds.
2. We now prove the converse. We have
, at most 4K terms in this sum can contribute, so that
where we have used that 1/J is bounded and Lipschitz. Consequently
(2.17)
,~o }~}o+l with jo determined by 2 -Jo-t < I x -y I ~ 2 -Jo. This now immediately implies that
and /E C
The arguments in this proof would not work for s ~ 1. For s = 1, the only problem is the very last step: the naive bound ( 2.17) would lead to an extra logarithmic factor in the bound on 1/(x)-/(y)J, i.e., 1/(x)-f(y)l ~ Clx-yl I log I x -y I 1. This can be avoided by replacing the Lipschitz space (obtained by takings= 1 in (2.13)) with the larger space A* of functions of Zygmund class. On the whole line A* ( IR) is defined by
as shown in Meyer [ 20] ,
If we restrict to [ 0, 1], then the symmetric differences in (2.18) make no sense at x = 0 or 1; to define A*([O, 1]) we replace these symmetric differences by one-sided Lipschitz bound estimates at the edges 0 and 1 (for x E]O, 1 [we keep the symmetric difference): 
This extension is an "unfolded" version off, symmetric around every integer.
2. On the other hand, for j ;;, 0, 0 ,;; k :;;;; 2 1 -1, typically is only Lipschitz, even if f is very smooth on 
in the evaluation of(/, ~~~~*); to make the rest of the argument work, we require that n dx x ~~~~*(x) = 0 for 0,;; k,;; 2 1 -1 and sufficiently large j. This is easily seen to be equivalent to J; dx x~(x -m) = 0, all m E 7L (look at sufficiently fine scales, and use 
; Cltl', with 1 < s < 2, we would follow essentially the same procedure as in step 2 of the proof of Proposition 2.1, using the bound
and, for all n E N, 
THE ORTHONORMAL WAVELET BASES ON [0, 1] IN Y. MEYER'S CONSTRUCTION
We start by sketching the basic ideas in the Meyer [21] construction. At sufficiently small scales, the two edges of and orthogonal to the "interior" cfJ7~t with m ~ N -1. These facts can be exploited to construct an orthonormal wavelet basis adapted to the half line and the associated subband filtering scheme; the construction uses the following steps: where A is an invertible (2N-2) X (2N-2) matrix. 
Introducing the natural definition
1~-N+l and orthonormalize the results to obtain
s~-N+l where we have again g. = 0 for n < 0 or n > 2N -1.
The filter coefficients can then be used in a multiresolution cascade, as usual. More precisely, the whole construction is invariant for dilation of x by 2 j, and ( 3.2), ( 3.3) are valid if 0, -1 are replaced by j, j -1. The only steps in this program which are not completely explicit are the two orthonormalization steps. These can be done by a Gram-Schmidt procedure. If the Gram-schmidt procedure for the edge scaling functions starts with cf>8~~N+1, and moves on to larger values of k, so that Ak,I is an upper triangular matrix, then the low pass filter coefficients at the edge will still look "staggered"; i.e.,
as illustrated in Fig. 3 
It follows that the >-.. can be carried out. In step (c) we need first the ( t/J S~Y, cf>~~re) and then in addition the ( t/1 ~~1f, t/J ~~f) in order to carry out the orthonormalization. Using t/IS~ir = ~m gmcpl>_•J~2k+m and (3.1) together with (3.2), we can reduce those inner products to expressions involving only the filter coefficients, the matrix A, and the ( <P l>_•J~" <P ll_•j~s) = X.,,s which we already know, so that step (c) too can be carried out without problems. All this shows how Meyer's construction can be translated into an implementable scheme. On the interval, we have two edges to take into account, so that we have to find adapted scaling functions and wavelets for the boundary at 1 as well; they correspond to exactly the same computations, starting from h., g" listed in the reverse order. We distinguish the two families by replacing the superscript "edge" by "left" for a left edge (corresponding to the half line [ 0, oo)) and At sufficiently coarse scales, the two edges start to interact, in the sense that there are no "interior" scaling functions or wavelets, and all of them touch both 0 and 1. In that case one needs different definitions of the adapted scaling functions and wavelets (see Meyer [21] ), leading to different filter coefficients. We do not go into these here; we assume that we never reach coarser approximation levels than j 0 , where j 0 is the smallest integer such that 2Jo-I ;;:;. N.
We have carried out these computations for N = 2, 3, ... , 10, starting from the wavelets and scaling functions with support width [-N + 1, N], constructed in Daubechies [9] , as well as for the less asymmetric variations from Daubechies [11] . In Tables 1 and 2 formations, and to plot simply the appropriate linear combinations of the 4>~~~1 , which can be plotted by any of the available techniques (using the refinement equation in a "cascade" algorithm, as in Daubechies [ 9] or Daubechies [10] , using ergodicity of an associated flow, as in Berger [ 3] , or using subdivision starting from the best initial conditions, as in Daubechies and Lag arias [ 12] After this explanation of the construction and the computation of the filter or mask coefficients that would be used in the implementation of these bases in applications, we tum to a discussion of advantages and disadvantages.
The major advantage of the Meyer construction, indeed the main motivation for the construction, is that the resulting wavelet bases are unconditional bases for the Holder spaces x-1) ).
These statements are proved in Meyer [21] (borrowing arguments from Meyer [20] ). Basically, all that is needed is a generalization of the proof of Proposition 2. Note. In every case, the coefficients are listed from left to right ("outermost" coefficients first for the left side, last for the right side). In this case the N f1 
It follows that the condition number of the overlap matrix, i.e.,
is bounded below by
For N = 4, (3.6) is of the order of 10 3 , but its value increases rapidly with N; for N = 10, it is -4 X 10 7 • Since (3.6) is only a very coarse lower bound for (3.5), the true conditioning number is in fact even larger. This ill conditioning makes the computation of the adapted filter coefficients near the edges rather tricky; for N larger than 6, for instance, we already needed quadruple precision. The computation of the overlap matrix itself, along the lines outlined before, is quite tricky itself as well, involving the inversion of a large badly conditioned matrix.
The disequilibrium between \14>~~-2 \1 2 and !I<P~~~N+l\1 2 also expresses itself in other ways. One application of wavelet bases and multiresolution on the interval is the "natural" extension of functions living on the interval to functions on the whole line. Since the edge-wavelets and scaling functions can all be written as linear combinations of restrictions of whole-line functions, one can extend them trivially by "gluing their tails on again," i.e., by replacing every <P~~j , I 1\ .: A third instance where one can feel the imbalance among the cfJS~t is in the plots of the edge functions. Typically, cfJ~~~N+I has much faster high amplitude oscillations than cfJ itself (the same oscillations are of course present in the tail of cfJ, but with exceedingly small amplitude); because of the orthonormalization procedure, this oscillatory behavior can typically spread to several edge scaling functions, as in Fig.  5 . This is disturbing: we like to think of wavelets at a certain scale as corresponding to a frequency band of about one octave, and the edge wavelets in Figure 5 , corresponding to just one scale, clearly cover may octaves.
In the next section we present a different construction that avoids all these problems, while still giving good bases for the C'-spaces.
A DIFFERENT FAMILY OF ORTHONORMAL WAVELET BASES ON [0, l)
Our starting point is again the N vanishing moment family ( 1.7); our goal is to adapt this family in such a way near the edges of the interval that we obtain unconditional bases for CS ( [ 0, 1]). As emphasized already in Sections 2 and 3, this can be achieved by retaining the interior scaling functions, and adding adapted edge scaling functions in such a way that their union still generates all polynomials on [ 0, 1], up to a certain degree. Our construction in this section results from taking this prescription literally. We start again by illustrating the construction on the half line [ 0, oo). The "interior" scal- -2 0 we also have, for 0 ,.;; x < oo,
k=-00
showing that t/J 0 has compact support. It also shows, incidentally, that t/J 0 is orthogonal to all the interior tPo.J<· The only thing that we have to check is that by adding functions in this ad hoc way we do not leave the framework of a multiresolution hierarchy. We have, however,
where we have used that hn = 0 for n < Let us now be more precise. For given N, we define the 
To see this, note that the left hand side is a periodic function with period 1; it is therefore completely characterized by its Fourier coefficients, which are, up to a constant, equal to the derivatives i;><kl(27rl). Now 
we denote these polynomials pk(x). They are of degree k and their leading order term is exactly x*, since C 0 = 1. It follows that theN polynomials Pk are independent; together they generate all polynomials of degree up toN -1. From ( 4. 5. It remains to establish the recurrence ( 4.2). Again, it is sufficient to prove a similar recurrence for the 4>*. We have Substituting ( 4.6) into ( 4.5) immediately leads to the desired recurrence. II
Remark. The only thing we have not spelled out in numerical detail is the transition from the polynomials en to the n k (and back again), but this triangular transformation is both well known and easy to derive (the entries of the triangular matrix satisfy easy recurrence relations). Otherwise everything in this construction is completely explicit. In particular, one easily checks that ak.k = 2 -k. Define now
(The superscript "left" stands here for a half line with an endpoint and correspondingly adapted scaling functions at the left end.) Proposition 4.1 establishes that the vt:7 constitute a multiresolution hierarchy,
Since U Since !a*.*aK,K = 2-k-K-I ~ L this immediately leads to a numerically stable recursive scheme for determining the (~*, ~1 ). (Equivalently, we have to invert an N(N + 1)/2 triangular system with a condition number bounded by 2, a distinct improvement over the situation in the previous section.)
The orthonormal <Pieft, constructed with staggered supports along the lines indicated above, satisfy a recursion relation similar to ( 4.2) and inherited by all the scales j. Explicitly, there exist constants Hi~~t and hie! (which can be computed explicitly from the ak,t. bu in ( 4.2) and the orthonormalization procedure) such that We now tum to the wavelets rather than the scaling functions. As usual, we define W~/1 = V~~~1 n (V~~· Since they are all orthonormal, we therefore need to add an extra 2N wavelets (Nat each edge) to provide an orthonormal basis for W~/1. We show here how to construct those at 0, the left end of the interval; the right end construction at • Note that all the~* are supported in [ 0, 2N -1). Because of the recursion relation ( 4.7), the ~* can be written as a linear combination of cfJ ~~t.l and cfJ -l.m:
1=0 m=N
The supports of the~* are not staggered. We can replace the ~* by an equivalent family with staggered supports, by essentially the same trick as in Section 3. N-1, if, <IJ,k = if,*-duN-z(dN-1.3N-z by   3N-4. Consequently support fi, (l).* C [0, 2N-2] fork=   0, .. . ,N-2. 3. We can now repeat these steps, ending up with the desired support property after N -1 steps. II The staggered support functions~* satisfy a relation of the same type as ( 4.9), except that the upper bound on m is now N + 2k. In a final step, these ~* can now be orthonormalized; This completes our explicit construction, at least at a left end. The same of course has to be repeated at a right end. These right and left end functions can then be used to put together adapted wavelet bases on the interval; following the Note. In every case, the coefficients are listed from left to right ("outermost" coefficients first for the left side, last for the right side). The "interior" h• are given by h_ 1 = (1 + fj )/4.fi, ho = (3 + fj )/4.fi, h, = (3 -fj )14.fi, h 2 = (1 -fj )/4.fi (same as for Table 1 ).
same indexing conventions as for the scaling functions, we introduce, for k = 0, ... , N -1
The following theorem then holds. We have therefore achieved our goal: we have a basis with the same good smoothness-characterization potential as Meyer's interval construction, and with moreover the "right" number of scaling functions, and resulting from a numerically stable procedure. As on the whole line, we have no explicit analytic expression for the wavelets and scaling functions on the interval. For practical applications, all that is really needed are the filter coefficients; in addition to the hm, gm = ( -l)mh2N+l-m• we now also have the H~J, hl•;!,, m~r' gl~~ (same at right) and their counter-parts. The goal of all the explicit manipulations above was to obtain the constants Hl".r, hi•!, G1~r. gi•! numerically, so that they could be used in numerical applications. We have carried out all these computations for theN vanishing moment families with support [ 0, 2N -1] and closest to linear phase (as constructed in [10] ), for N ::: 2, 3, ... , 10. We list the coefficients for N ::: 2 and 4, for both left and right edges, in Tables  3 and 4 Note that these are in the reverse order from the interior coefficients corresponding to Table 2 . In order to get the same ordering as in Table 2 , it suffices to exchange "left" and "right" below, and to change the ordering everywhere. to add K extra functions at each end, so that all polynomials up to degree K -1 can be generated. If K < L -1, we even have room to spare. If it is important that we have exactly 2 1 scaling functions at scale j (as is the case in many applications), then we can add an extra L -K functions almost arbitrarily (without leaving the multiresolution framework, of course-this amounts to adding a few extra sequences of edge filter coefficients); if not, then we can live with just 2 1 -2(L -K) scaling functions at each scale j.
The construction in Section 4, and the variation above, assume that we want the scaling functions to generate all possible polynomials up to a certain degree. If the interval wavelets are used to solve a differential equation, then it may be useful to adapt the construction so that all the scaling functions and wavelets involved satisfy certain prescribed boundary conditions. Auscher [ 2] adapted the original construction by Meyer in this way; his scheme carries over entirely to the present construction (with more numerical stability). The construction by Lemarie-Rieusset, which is essentially the same as ours, obtained independently, was carried out in view of this application.
The same ideas apply of course to biorthogonal wavelet bases. If one starts from a choice with (anti) symmetric wavelets and scaling functions, with filters with an even number of taps (i.e., q,, rjJ, ;J>, ijJ all have their symmetry axis at 1/2, with q,, 4> symmetric and tjl, ijJ antisymmetric), then the adapted scaling functions and wavelets at the right edge can be chosen to be the mirrors of their left edge equivalents. Since orthonormality is not an issue here, but is replaced by biorthogonality, there is more freedom in the choice of the edge functions. One can optimize the adapted edge filters to have, e.g., a total sum of absolute values of their entries as small as possible. If the number of taps in the filters is odd, then it is impossible to have exactly 2 1 scaling functions at level j, and have adapted scaling functions at the edges that are mirror images of each other. This construction seems therefore less appealing; the obstruction to mirroring is lifted if we allow 2 1 + 1 scaling functions at level j.
Note that in all these constructions we have restricted ourselves to sufficiently fine scales so that the edges do not interact. In theN vanishing moment case with minimal support, this meant that our coarsest scale J was such that 2 1 ;;.. 2N. What happens if we want to go further? Basically, there is a lot of freedom. If, for instance, N is a power of 2, so that 2 1 = 2N, then at the next stage we have exactly N scaling functions which now touch both edges simultaneously. Since we want them to also generate theN-dimensional space of polynomials up to degree N -1 they all have to be polynomials themselves. How we choose these polynomials determines the filter coefficients at this level; note that this choice is completely unrestricted.
We conclude this paper by pointing out an important difference between wavelets on the line and wavelets on [ 0, 1], which results in the necessity, in at least some applications, of preconditioning the data (e.g., an image) prior to their wavelet decomposition.
Let us return to the example of the N-vanishing moment family with minimal support. On the whole line, we have
This implies that if we apply our high and low pass filtering to a sequence which is just a linear combination of polynomial sequences, i.e.,
1=0
the high pass filter yields exactly zero,
There is a nice parallelism between the orthogonality of the ljl(x -n) to polynomials and the orthogonality of the high pass filter masks to polynomial sequences. This parallelism can also be expressed otherwise: just as the scaling functions ¢(x -n) generate all polynomials of degree up toN -1, the low pass filtering leaves invariant the N-dimensional space of sequences of type (5.2). This is because for any such sequence one can find a polynomial p(x) such that
, leading to another polynomial sequence. In particular, the sequence cn = 1 can be repre-
Things are not that simple on the interval [ 0, 1]. It is still true that the sequence with 2 j entries given by
gets mapped to the zero sequence by the high pass filters adapted to the interval, but the sequence (5.3) is no longer the sequence consisting of only 1 's: the edge functions do not have integral 1. The same problem exists in Meyer's construction; the following proposition shows that it is inevitable there. PROPOSITION 2. A different orthonormalization of the ¢8~/" in Section 3 would lead to cfJ~:'tdge related to the¢~~!" by condition is not verified in the explicit examples computed in Section 4.
In practical examples (e.g., images) one would still like simple polynomial sequences such as 1 1 1 1 · · · or 1 2 3 4 · · · to lead to a zero high-pass component, however. This can still be achieved if we perform a prefiltering on the data. The principle is simple. We compute two families of N-dimensional vectors,
. : ~;·~·-lA:
:I~~:;\1 This maps the polynomial sequences which we would like to map to zero in the high pass filtering to sequences which are polynomial after the first N entries but with specially tailored beginnings. The space of these modified polynomial sequences is invariant under the low pass filtering operation, and maps to zero under the high pass filters. Mter this prefiltering operation, the data can be taken through as many high and low pass filtering stages as desired, for a decomposition into wavelets (or wavelet packets, with best basis search). From this decomposed form the data can be reconstructed by the conjugate filtering operations, followed, in the last instance, by a new filtering operation affecting only theN first entries, now using the matrix A -I.
To determine A explicitly, we would have to compute all the quantities in ( 5.4). This can be done,. using the recursion relations as we did above for similar integrals. One can avoid all explicit computations by choosing convenient families of vr' W1 vectors, different from but equivalent to the Vt. WI.
The V1 are defined by the correspondence V 1 ++ V7 is as follows. We know that there is one-to-one correspondence between polynomials of degree N-1 and the polynomial coefficient sequences of their expansions in the <P(x-n). Define the polynomials q 1 (x) by All this concerned the left edge only. On the interval, we have to do two prefilterings: one on the leftmost N samples, and another one (with a different matrix) on the rightmost samples. For the N vanishing moment family with minimal support, we have computed these matrices explicitly. For N = 2 and 4 the results, for both left and right edge, are listed in Table 5 ; for other values of N they can be obtained electronically (see the note at the end of the paper).
If one is only interested in the discrete aspect of these filtering operations, as in image subband filtering, then one may well wonder whether this prefiltering is necessary at all. Instead of determining the edge wavelets so that they are orthogonal to polynomials, one can determine the high and low pass filters near the edges so that the high pass filters give zero when applied to polynomial sequences of low degree. This is the point of view adopted by Herley and Vetterli [14] ; it avoids the need of preconditioning. The same phenomenon is, however, still present, in a disguised form: even though 1 1 1 1 1 · · · and 1 2 3 4 5 · · · map to zero under the high pass filters, the space of polynomial sequences is not preserved under the low pass filters. At the next stage, their low pass versions are transformed into adulterated polynomial sequences, and these do not map to zero under the high pass filtering operation. Our prefiltering introduces an extra step, but after this (non unitary) step, everything is stable in the sense that an originally polynomial sequence leads to zero content in all the band pass channels afterwards. If one works with biorthogonal instead of orthonormal wavelets, then there is so much more freedom in the choice of the edge functions that it is possible to construct biorthogonal schemes in which the low pass filters automatically preserve polynomial sequences, so that no pre filtering is necessary. is the preconditioned sequence. After decomposition + reconstruction by means of interior and edge filters, the same procedure should be followed (with A~~ and A~,:.,) to recover the original data.
