We consider some theorems of the form f ∈ X, g ∈ Y ⇒ f * g ∈ Z, for various classes of analytic functions. For example, we can take X = Q p , Y = Bloch space, and Z = Q p , 0 < p < 1, which improves a result of Aulaskari, Girela and Wulan [Taylor coefficients and mean growth of the derivative of Q p functions, J. Math. Anal. Appl. 258 (2001) 415-428 (Theorem 2.1)]. Also, we briefly discuss applications to lacunary series and random series.  2004 Elsevier Inc. All rights reserved.
Introduction and definitions
Let H (∆) denote the class of all functions holomorphic in the unit disk ∆ of the complex plane C. The Hadamard product of f (z) = ∞ n=0 a n z n ∈ H (∆) and g(z) = ∞ n=0 b n z n ∈ H (∆) is the function f * g ∈ H (∆) defined by (f * g)(z) = ∞ n=0 a n b n z n .
In this paper we are concerned with assertions of the form:
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(A) If f ∈ X and g ∈ Y, then f * g ∈ Z.
Here X, Y and Z are nonempty subclasses of H (∆). Assertion (A) can also be expressed in terms of multipliers. Namely, a function g ∈ H (∆) is said to be a (Hadamard) multiplier from X to Z if f * g ∈ Z whenever f ∈ X. The set of all multipliers from X to Z is denoted by (X, Z). Then (A) can be stated as:
(B) Y ⊆ (X, Z).
Since f * g = g * f, this is equivalent to X ⊆ (Y, Z). We are primarily interested in the case where Z is the space Q p , introduced and studied in [3, 6] , and X, Y are some classical spaces such as the Hardy spaces, the mean Lipschitz spaces, the Bloch type spaces, or Q p . We are motivated by the papers [14] and [2] .
It was proved in [14] that
where H 1 is the Hardy space, B is the Bloch space, and BMOA is the space of holomorphic functions of bounded mean oscillation. Since BMOA ⊆ H 1 , we see that
It was proved in [1] that
As was observed in [2] , the relations (2) and (3) can be expressed in a unique way, namely
because
Therefore, it is a natural question whether (4) remains true for 0 < p < 1. One of our results here is that the answer is yes. This improves the following result of [2] (Theorem 2.1): 
Results
Before stating the results, we recall some definitions.
and dA is the normalized Lebesgue measure on ∆. For information on Q p we refer to Xiao's book [15] . It is known that Q 1 = BMOA, the space of holomorphic functions of bounded mean oscillation (see [10] ), and Q p = B for p > 1, where B is the Bloch space, i.e., the space of functions f ∈ H (∆) such that
We have Q 0 = D, where D denotes the usual Dirichlet space,
The spaces Q p , 0 < p < 1, increase strictly with p, and we have
Sometimes it is convenient to use the quantity
It is known that E p (f ) sup a∈∆ F p (f, a) (which means that there holds the inequality
where C is independent of f ). With the norm
We have
An application of Parseval's formula shows that
Hardy spaces. For 0 < q ∞, the Hardy space H q consists of those functions f ∈ H (∆) for which
where
If f ∈ H q , then f has radial limits almost everywhere, and
We refer to [8] for the theory of Hardy spaces.
Mean Lipschitz spaces. For 0 < q ∞, and α 1, the space Λ(q, α) consists of those functions f ∈ H (∆) for which
If 0 < α 1, then Λ(q, α) is a "true" Lipschitz space, i.e., f ∈ Λ(q, α) if and only iff ∈ H q and ω(f, δ) q = O(δ α ), where ω(f, δ) q is the L q -modulus of continuity of f. This is a classical result of Hardy and Littlewood; for information and references we refer to [8, 9] . The spaces Λ(q, 1/q) are of special interest because Λ(q, 1/q) increases with q ∈ (1, ∞) and [7] ). Moreover, one has 
The space Λ(1, 0) (which is an algebra with respect to the Hadamard product) contains the function g(z) = 1/(1 − z). Since f * g = f for all f ∈ H (∆), we see that (i) generalizes (7). On the other hand, (7) does not hold for q = 2/(1 − p) (see [15, Theorem 4 Λ(1, 0) . Note that H 1 ⊆ Λ(1, 0) , and that the function 1/(1 − z) does not belong to H 1 . Assertion (iv) is a consequence of (iii) because B = Λ(∞, 0) ⊆ Λ(q, 0).
In view of the equivalence (A) ⇔ (B) assertion (ii) can be written as
which reduces to (1) for p = 1. However, equality does not hold for p = 1 because of two facts: firstly, as is easily seen, Q p ⊆ (H 1 , Q p ) , and, secondly, Q p Λ(q, 1/q) for every q < ∞ (see [15, Theorem 4.2.1(iii)]). As the proof shows, the inclusion Λ(2/(2 − p), 0) ⊆ (Q p , Q p ), which follows from (iii), is far from being optimal, and in fact we can take X = D p , i.e., we have
It would be interesting to study the spaces (H 1 , Q p ) and (Q p , Q p ).
Proofs
Throughout this section we assume that all holomorphic functions under discussion vanish at the origin. For the proof of Theorem 2.1(i) we need a well-known result of Hardy and Littlewood (see [9] ). To state it let
Lemma 3.1. For α < 1 and 0 < q ∞, the following holds:
Using this we can rewrite (7) in the following way.
, and there is a constant C independent of f such that
The following fact is well-known:
Lemma 3.3. If f, g ∈ H (∆) and q 1, then
This is obtained from
by using Hölder's inequality.
Proof of Theorem 2.1(i).
Since
we see from (10) and (11) that
).
Now the result follows from the hypotheses f ∈ Λ(q, 1/q), g ∈ Λ(1, 0) and the definition of Λ(q, α). 2
For the proof of Theorem 2.1(ii)(iii) we need the following lemma [2, Theorem 3.3].
Lemma 3.4. Let 0 < p < 1 and q = 2/(1 − p). Then
The validity of (13) for p = 1 was proved in [14] . As in the case of the mean Lipschitz spaces, here we can replace M q (r, f ) by (1 − r)M q (r, D 2 f ); more precisely:
Remark. The relation
is a special case of a result of Hardy and Littlewood on fractional integration [11] (see [9] for further information and references). A short proof can be found in [14, Lemma HL].
As a consequence of (14) and (12) we have
Proof of Theorem 2.1(ii). Let f ∈ Λ(q, 1/q) = X, g ∈ H 1 . By a result of Hardy and Littlewood [12] , we have
(see [14, Lemma HL1] for a proof). Hence, by (15),
, which was to be proved. 2
Proof of Theorem 2.1(iii).
For the proof of (iii) we use Young's inequality in the following form: Lemma 3.7. If f, g ∈ H (∆), and
As a consequence of this lemma and (14) we have
(As usual, the constant C does not have the same value in its different appearances.) Now the desired conclusion follows from (5). 2
Lacunary series
For α < 1 and 0 < q, s < ∞, let Λ(q, s, α) denote the class of f ∈ H (∆) such that
Hence Lemma 3.4 can be stated as follows:
The following fact is a special case of [13, Theorem 3.1].
Proposition 4.2. Let
Here q stands for the norm in L q (∂∆). Combining this lemma with (5) and (6), we get:
We say that f is in H G, 
and the fact that the number of Taylor coefficients c j when n j ∈ I k is at most 1 plus the integer part of log λ 2. 
2
(1−p)n |c n | 2 < ∞.
Random series
Let ε n (ω) be a Bernoulli sequence of random variables on a probability space. In other words, the random variables are independent and each ε n takes the values 1 and −1 with equal probability 1/2. If f (z) = ∞ n=0 a n z n , then we let f ω (z) = ∞ n=0 ε n (ω)a n z n , and call f ω the random series of f.
A direct consequence of Proposition 4.2 and Khintchine's inequality is that if f ∈ Λ(2, s, α), then almost surely f ω ∈ Λ(q, s, α) for every q < ∞; see [ 
