Introduction
In any modern industrial plant, process data, such as flow rates, composition, temperature, pressure and concentration, play a significant role for modeling, process monitoring, control, optimization and management decision making. Therefore it is very important to guarantee the validity and accuracy of process data which are collected and processed by computers with a frequency of the order of minutes or even seconds. However, process data are inevitably corrupted by errors during measurement and processing. This makes the process data deviated from their true values and do not obey the conservation laws and other constraints. Process data are usually corrupted by two types of errors -random errors and gross errors.
Random errors cannot be completely eliminated and always present in any measurement. They cannot be predicted with certainty. The only possible way to characterize these random errors is to use probability distributions. These errors are usually small in magnitude except for some occasional spikes.
On the other hand, gross errors are caused by nonrandom events and can be divided into two categories, namely measurement related such as malfunctioning sensors and process related such as process leaks, and a special type of gross error is referred to as systematic bias. The nonrandom nature of these errors implies that at any given time they have a certain magnitude and sign which may be unknown. Gross errors occur less frequently but their magnitudes are typically larger than those for random errors.
Since errors in process data could lead to significant deterioration in plant performance, and erroneous data even could drive the process into an unsafe operating region, it is very important to minimize the effects of both random and gross errors.
Data reconciliation (DR) is a technique that was first proposed in chemical engineering to improve the accuracy of process data by reducing the effect of random errors in measurements. The main difference between data reconciliation technique and other filtering techniques is that data reconciliation explicitly uses process model constraints (such as mass and energy balances) to optimally adjust measured data so that the adjusted values satisfy the constraints. In fact, data reconciliation is a constrained optimization problem, and on the assumption that random errors present in process data obey Gaussian distribution, data reconciliation could degenerate to a constrained least squares algorithm. For steady-state systems, the model constraints may be simply linear but are in general nonlinear. However, for dynamic systems, their models are usually described by differential-algebraic equations. Therefore a dynamic optimization problem is introduced, leading to dynamic data reconciliation (DDR). Parameter estimation, like data reconciliation, is also a very important component to modeling, validation, and real time optimization. Following data reconciliation, parameter estimation should be carried out where the reconciled values of the process variables are used to determine model parameters. This subsequent two-step approach has led to the development of simultaneous strategies for data reconciliation and parameter estimation (DRPE). If model constraints contain unknown parameters in data reconciliation, data reconciliation and parameter estimation could be addressed simultaneously.
The reconciled estimates are expected to be more accurate than the measurements. However, in the presence of gross errors, all of the reconciled process data are greatly affected by such errors and would not in general constitute reliable estimates of the true values of the process. Therefore, the effect of gross errors should be eliminated to guarantee the efficiency of data reconciliation. Gross error detection is a companion technique to data reconciliation that has been developed to identify and eliminate gross errors in process data. Thus data reconciliation and gross error detection are applied together to further improve estimates accuracy of process data. This combination could also be applied to dynamic data reconciliation and parameter estimation.
On the other hand, data reconciliation and gross error detection cannot be performed without redundancy. The term 'redundancy' means that one process data could be determined by others according to either model constraints or samples in time series. If there are fewer measured process data and samples than necessary to determine the system model, the system is underdetermined and some variables are non-redundant, which Feature: Industrial Processes: Data Reconciliation and Gross Error Detection could not be corrected except through either other means or adding extra measurements. There are two types of redundancy-spatial redundancy and temporal redundancy. Both redundancies could be used in dynamic systems. However, for steady-state systems, temporal redundancy could be used due to the condition that measurements of process data are made continuously in time at a high sampling rate, producing more data than necessary to determine a steady-state process. In steady-state, temporal redundancy can be exploited by simply averaging the measurements, and applying steady-state data reconciliation to the averaged values.
Figure 1: Relationships between each issue
As the spatial redundancy significantly depends upon the locations of sensors, a brief review of sensor networks design is also presented. Some industrial applications and existented software systems are introduced briefly in this review, where the relationships between each issue are demonstrated in Figure 1 . Meanwhile, some challenging issues of data reconciliation and gross error detection are discussed at the end of this paper.
We also present some achievements of our work on data reconciliation and gross error detection as well as a commercial software product developed by our working group.
Steady-state data reconciliation
In chemical engineering, Kuehn and Davidson [1] firstly proposed the concept of data reconciliation. Murthy specially discussed a method of mass balance around a chemical reactor, where the measured flow rates of the various species entering and leaving a chemical reactor were adjusted using Lagrange multipliers and linear algebra so as to satisfy the element conservation laws. Mah, et al. [2] proposed two graph-theoretic methods to simplify the reconciliation of conflicting data and the estimation of unmeasured process streams, and they also proposed a gross error detection criterion based on nodal imbalances. Crowe developed a matrix projection technique to decompose data reconciliation problem that has linear constraints and unmeasured variables into the solution of two problems [3] . Since some time reconciled values solved by using Lagrange multipliers method (such as negative flow rates) may not reflect actual conditions, Narasimhan et al. and Dovi et al. have discussed the problem of incorporating bounds in data reconciliation and gross error [4, 5] , and the problem when data are subjected to detection limits [6] , respectively.
Data reconciliation makes use of measurements errors covariance to optimally adjust process data. Therefore it is very significant to obtain accurate covariance of measurement errors. Some approaches were discussed and many effective methods of estimating covariance matrix of measurement errors have been established [7, 8, 9, 10] . Nonlinear data reconciliation was firstly discussed by Knepper and Gorman [11] , and they used nonlinear regression parameter estimation method to solve this problem. Crowe [12] extended the projection matrix technique to the case of nonlinear constraints using an iterative algorithm. Firstly, the nonlinear constraints are linearized with measurements and guessed values of unmeasured variables. Then data reconciliation problem with linearized constraints are solved by the projection matrix technique. This procedure runs iteratively until it converges. Pai and Fisher surveyed Crowe's iterative approach and proposed an application of Broyden's method to update derivatives from the matrix of the last iteration [13] . Ramamurthi and Bequette recommended nonlinear program techniques called the successive quadratic programming (SQP) and the generalized reduced gradient method so as to solve the nonlinear data reconciliation problem. This is because the nonlinear program techniques could explicitly include constraints of variables and unmeasured variables [14] . Tjoa and Biegler constructed a new distribution function, which takes into account of both contributions from random and gross errors and proposed a hybrid SQP method to solve the nonlinear optimization problem. In the problems of nonlinear data reconciliation, there is a class of problems with bilinear constraints, the conservation laws of which contains the product of mass flows and thermal enthalpies, the product of flow rate and concentration, etc. This issue has attracted an intensive attention in the research community. For example, Crowe used the projection matrix technique to solve this kind of problems [12] , and Veverka proposed an approximate method to deal with this issue based on a sequence of linearized solutions with the Jacobi matrix in each step of linearizing the bilinear constraints [15] . Prior to carrying out data reconciliation on measurements from a process under steady state, it is important to determine that the process is indeed in a steady state. However, little has been done on such a test. Narasimhan et al. presented a two-state composite statistical test to detect the system departures from steady states [16] . Furthermore, Narasimhan et al. have applied the theory of evidence to the detection of changes in steady states [17] . Stanley and Mah proposed the concept of quasi steady state for chemical processes, and they used a discrete Kalman filter to solve the data reconciliation problem [18] . Cao and Rhinehart [19] developed a method for the on-line identification of steady state in noisy processes using critical values of an F-like statistic whose distribution was obtained through Monte-Carlo simulations.
Data reconciliation problem usually assumes that the measurement errors obey a normal distribution, whereas the measurement errors in real industrial conditions usually violate this assumption. Furthermore, the efficiency of least squares will be deteriorated if measurement errors deviate from normal distribution, and the reconciled values will not be unbiased. Johnston et al. [20] presented a maximum likelihood rectification (MLR) technique that posed the data-rectification problem in a probabilistic framework and maximized the probability of the estimated process data given the measurements, where the probability distribution of the process data were determined by historical data. Johnston and Kramer [21] also proposed an approach based on MLR, which Feature: Industrial Processes: Data Reconciliation and Gross Error Detection could use the historical plant information to solve a class of data-rectification problems in which there were no known model constraints. Albuquerque et al. introduced robust estimators and exploratory statistical methods for the detection of gross errors as the data reconciliation. These methods are insensitive to the system departures from ideal statistical distributions and to the presence of outliers. They also established an analogy between maximum likelihood estimation and robust regression [22] . Wang and Rogmagnoli gave a unified view on data reconciliation by using a generalized objective function. A partially adaptive estimator based on a generalized T-distribution and a fully adaptive estimator based on density estimation were also proposed and discussed [23, 24] . Apart from robust estimator and MLR approaches, another approach is to take into account of the nonideality of the measurement error distribution by using an objective function constructed on contaminated error distribution [25, 26] . Maquin et al. proposed a technique of data reconciliation and such a method is able to exploit the knowledge about the uncertainties of the model. The originality of their technique was to use penalty functions for solving this problem and to weight each constraint with regard to their uncertainties. Morad et al. [27] further developed the MLR techniques proposed by Johnston [21] to establish a probability statistic framework for data reconciliation.
In our research, we have been working on data reconciliation that leads to some achievements. For example, Zhang and Rong [28] combined production scheduling model into data reconciliation constraints and solved a bilinear data reconciliation problem. Zhou et al. [29] transformed robust estimator into least squares estimator by using several technologies including linearization, penalty function, virtual observation equation, and equivalent weights method, where it has been shown that the robust data reconciliation problem can be simplified, leading to a much reduced computational load.
Dynamic data reconciliation
The quality of process data significantly affects the performance and benefits gained from the activities like performance monitoring, online optimization and control. Since most industrial processes often exhibit dynamical charateristics, dynamic data reconciliation gained more attentions recently.
Although Stanley and Mah [18] introduced a Kalman filter to deal with dynamic data reconciliation in 1977, dynamic data reconciliation did not draw wide and significant attentions until 1990s.
Almasy [30] estimated flow and inventory variables in dynamic balancing by Kalman filtering applied to the balance model. Darouach et al. [31] improved the Kalman filter approach to solve the problem for generalized linear dynamic systems and linear singular systems. Karjala et al. [32] made use of recurrent neural networks (RNNs) to achieve a dynamic data rectification of process measurements containing normal noise, then they combined RNNs with the prediction/correction framework of extended Kalman Filter (EKF) to solve data rectification with autocorrelative noise [33] . Bai et al. [34] observed that dynamic data reconciliation is an alternative filter technique of Kalman filter which is referred to as dynamic data reconciliation filter (DDR filter). They provided a much rigorous formulation of the DDR objective function using Bayesian principles, along with the predictor-corrector form of the DDR filter and expressions for estimating the covariance of the filter predictions. In addition, they modified the filter form to handle cases involving autocorrelated measurements. Although the dynamic data reconciliation approaches using Kalman filter are effective because of the recursive nature, there are several disadvantages of Kalman filters. The first one is that it does not take into account of constraints on concerned variables. Secondly it gives poor estimates of unmeasured parameters and disturbance variables. Finally, it is difficult to be tuned to obtain accurate estimates.
Dynamic model of processes are the base of dynamic data reconciliation, and there are usually unknown parameters in the model. Therefore data reconciliation and parameter estimation could usually be addressed simultaneously. Arora and Biegler [35] used rubust estimators to achieve data reconciliation and parameter estimation in steady state and linear dynamic systems. They designed a threepart redescending estimator of Hampel, and tuned the estimator with Akaike information criterion (AIC). As the objective function of redescending estimator is both a non-convex and discontinuous, Wongrat et al. [36] developed a modified genetic algorithm to solve this optimization problem. Jang et al. [37] and Ramamurthi et al. [38] proposed a class of method for the state and parameter estimation. Especially for nonlinear dynamic systems, they constituted several techniques that are based on moving-horizon optimization. Liebman et al. proposed the nonlinear dynamic data reconciliation (NDDR) formulation, where the moving-horizon optimization approach was extended to handle errors in measured inputs together with both algebraic constraints and bounds on variables. The main drawback of moving-horizon-based approaches is that they can be computationally demanding, thus they cannot be applied on-line efficiently. Furthermore, it is not apparent whether these methods can effectively deal with uncertainties in the system state evolution caused by unmeasured disturbances.
To take into account of bounds and other algebraic constraints and to overcome the drawback of moving-horizon-based approaches, Vachhani et al. [39] proposed the recursive nonlinear dynamic data reconciliation (RNDDR) and the combined predictor-corrector optimization (CPCO) method. Because the covariance calculations arising in the RNDDR formulation are similar to the extended Kalman filter, the accuracy of estimates is affected by the unconstrained propagation and correction involving the Kalman gain. Therefore, Vachhani et al. [40] improved these techniques with unscented Kalman filters (UKF) to formulate the unscented recursive nonlinear dynamic data reconciliation (RNDDR).
There are also some alternative techniques. Bagajewicz and Jiang [41] proposed a class dynamic data reconciliation, where the differential equations representing dynamic linear system are firstly rearranged to obtain a system of equations containing only redundant measurements. Then these equations are formally integrated using polynomial approximations. The reconciliation is then performed using analytical solutions. With the development of wavelets techniques [42, 43, 44, 45, 46] , Binder et al. [42] developed a technique for the on-line rectification of stationary random errors in the absence of fundamental or empirical process models. This rectification method reduces basis function coefficients smaller than a threshold derived from a multi-scale model of the errors, which may be estimated from the multi-scale decomposition of the measured data. If the multiple redundant measured variables are available, then in their approach principal components analysis (PCA) was used to extract an empirical model. Tona et al. systematically formulated the dynamic data reconciliation based on wavelets analysis. However, it is difficult to select an appropriate wavelet basis function and the corresponding resolution in the application of wavelet analysis.
In our research, we have also investigated dynamic data reconciliation, where Miao et al. [47] introduced a support vector (SV) regression for nonlinear dynamic data reconciliation to eliminate outliers.
Feature: Industrial Processes: Data Reconciliation and Gross Error Detection
They proposed a two-step Kalman-filter-based approach to handle simultaneous nonlinear dynamic data reconciliation and gross error detection.
Detection of gross errors
As mentioned previously, raw process data is subjected to two types of errors, random errors and gross errors. Gross errors are caused by non-random event such as process leaks, biases in instrument measurements, malfunction of instruments, inadequate accounting of the system departures from steady state operations and inaccurate process models. It is no doubt that gross error will deteriorate the adjusted results of data reconciliation. Therefore it is necessary to eliminate the effects of gross errors to assure the accuracy and efficiency of data reconciliation.
The most effective and most commonly used method for detecting gross errors in measurements is statistical hypothesis test. Gross error detection, parameter estimation, and data reconciliation use the same process model. There are several statistical hypothesis tests methods such as global test (GT) [48] , the measurement test (MT ) [3, 49] , the nodal test (NT) [2, 48] , the generalized likelihood ratio (GLR) [50] and AIC based method [51] . If the covariance matrices of constraint residual or measurement adjustments are not diagonal, the assumption that measurement errors are mutually independent is not satisfied. This affects the power of the statistical tests. The principal component test (PCT) was developed to overcome this weakness.
To identify multiple gross errors, several strategies have been developed. Serial elimination [52, 53, 54] makes use of an iterative procedure to identify one gross at a time using some statistical tests and eliminate the corresponding measurement until there are no gross errors present. This group of methods may not always be successful because the elimination of measurements containing gross errors will make the measurements unobservable and the loss of redundancy will deteriorate the precision of the estimates. To overcome this drawback, several strategies have been proposed. Narasimhan and Mah proposed a serial compensation method [50] , which does not eliminate the measurement containing gross error in each iterative procedure but to compensate the measurements with the sizes of gross errors. Simultaneous or collective compensation [55] [56] methods have also been proposed to simultaneously estimate all gross errors. The unbiased estimation technique (UBET) was proposed by Rollins and Davis [57] , which identify the gross error first and then perform a simultaneous estimation. Finally, Sanchez et al [58] proposed a simultaneous estimation of gross errors (SEGE) and improved it to address process leaks, where a recursive global test was used to test each combination of measurements in order to detection biases and estimate them simultaneously.
To handle the nonlinear constraints and unmeasured variables present in gross error detection, several simultaneous data reconciliation and gross error detection techniques have been proposed, and they are all based on the distribution function of measurement errors. One group of methods is based on the joint distribution for all measurement errors, and the typical one is called the modified improved measurement test (MIMT) [53, 56] . Another class is based on contaminated Gaussian distribution [25, 26, 59] . The last group of this technique is based on robust estimators. Furthermore, Arora and Biegler [35] studied the mixed integer optimization approach [60] to tune robust estimators by using AIC.
With the research focus trending to dynamic data reconciliation, dynamic gross error (outlier) detection problem has attracted more and more attentions. Stanley and Mah firstly established the gross error detection criterion based on Kalman filters [18] . Narasimhan and Mah extended the GLR to dynamic processes [61] , then Liebman et al. proposed moving-horizon method [62] , Rollins and Devanathan proposed UBET [57] . McBrayer and Edgar [63] developed a gross error detection method in dynamic systems based on NDDR and tested the residuals between measurements and reconciled values. Bagajewicz [64] extended dynamic integral measurement test to identify hold-up measurements as suspects of gross error. Chen et al. [65] introduced elongated cluster method to detect outliers firstly, then adjusted the corresponding weight of objective function to simultaneously achieve data reconciliation. Abu-el-zeet et al. [66] combined these methods to addresses biases and outliers simultaneously.
Recently, Chen et al. [67] introduced particle filters to simultaneous dynamic data reconciliation and outlier detection, and they compared their approach with an expectation maximization approach [68] . In our research, Zhang et al. [69] proposed an approach of gross error detection, which eliminates gross errors based on redundancy analysis to guarantee the precision of data reconciliation. Mei et al. [70] made use of both NT and MT tests and this combination helps to overcome the defects in the respective methods, where serial compensation strategy is also used to avoid the decrease of the coefficient matrix rank during the computation of the proposed method. Xiao et al. [71] applied simultaneous data reconciliation and gross error detection based on SV regression to the mass balance and production tracking, furthermore, Miao successfully applied this approach to some industrial processes. Indeed, Miao et al. [47] introduced SV regression into outliers removal for nonlinear dynamic systems. Zhou et al. [72] proposed a modified outlier detection method in dynamic data reconciliation, where the outliers of each variable are distinguished individually and the weight is modified accordingly.
Sensor networks design
As the efficiency of data reconciliation and gross error detection significantly depends upon the locations of sensors, an optimal placement of sensors is very important. Because of various reasons, such as cost and technical feasibility, not all the required variables are measurable in practice. However, some of the unmeasured variables can be estimated from the other variables by using physical principles.
The observability of process variables depends on the structure of the system and the locations of sensors. Therefore, how a set of variables are selected to be measured constitutes the sensor network design problem. This problem is very important not only to the design of a new sensor network but also to the upgrade of existing sensor network by identifying new variables that need to be measured for an improved monitoring and control of the processes.
Applications
Since the purpose of data reconciliation and gross error detection is to guarantee the validation of process data and improve the accuracy of estimation, the applications of data reconciliation and gross error detection is very broad, including manufacture statistics, process monitoring, process control, on-line optimization, process simulation and sensor networks design, etc. Some successful applications of data reconciliation and gross error detection in chemical engineering have been reported in [73, 74, 75] . Data reconciliation and gross error detection have already been applied in other industrial areas, such as mineral processing [76, 77] and utility plant [78] . Narasimhan & Iordache [79] www.instmc.org.uk
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Feature: Industrial Processes: Data Reconciliation and Gross Error Detection and Romagnoli & Sanchez [80] have well analyzed the applications of data reconciliation and gross error detection in industrial process.
With the development of data reconciliation and gross error detection techniques, some matured commercial softwares have been designed and applied successfully. The program MASSBAL [81] was developed based on the balance constraints to address process simulations. Bussani et al. [82] developed an on-line data reconciliation and optimization software suite (ORO), which has been applied to real industrial processes for gross error detection, data reconciliation and online optimization. There are also other commercial softwares such as Sigmafine tools of OSIsoft company.
The most successful application of data reconciliation and gross error detection is for plant wide mass balance and production tracking in refineries and petrochemical plants. A simple application case of the mass balance is demonstrated in Figure 2 , which illustrates a process of crude unit feeding. Along with the progress of manufacturing operation management (MOM) and the widely use of manufacturing executive systems (MES), plant-wide mass balance becomes very important. Recently, a prominent international standard IEC/ISO 62264 about MOM has been proposed to manage the operations for a manufacturing enterprise in a systematic way, which considers data collection and production tracking as very important activities. It is obvious that plant wide the mass balance is the basis of these activities. As data reconciliation and gross error detection take the mass balance and other conservation laws as constraints to reconciled data and estimate parameters, it could be well applied for this problem. Using the plant wide data reconciliation and gross error detection techniques, reliable and accurate information could be supplied to supervisors of other important activities of production, such as schedulers, planners, and enterprise leaders. This enables effective business decisions to be made with regard to past and future operations, purchases and sales. Several matured commercial softwares have been developed for this purpose, such as Aspen Operations Reconciliation and Accounting (formerly Aspen Advisor) and Production Balance of Honeywell's Business FLEX® Production Management.
There are also other softwares such as ESP-SupPlant DataPro developed by the Institute of Cyber-Systems and Control in collaboration with SUPCON SOFTWARE. These softwares has shown to be able to achieve material, energy, or other balances around the facility, individual process units and systems where a statistical data reconciliation of the measurement data has been established to improve the accuracy of the balance information. These software systems have been successfully applied in many refineries and petrochemical plants belonging to Sinopec and PetroChina.
Conclusions and challenging issues
Techniques to perform data reconciliation and gross error detection are reviewed in this paper. The most successful application of data reconciliation and gross error detection is for the mass balance and production tracking in refineries and petrochemical plants under the concepts of manufacturing operation management. Some achievements and softwares designed on data reconciliation and gross error detection are introduced.
There are still some challenging issues for industrial applications of large-scale gross error detection. It is therefore necessary to develop some simultaneous data reconciliation and gross error detection approach to handle large-scale nonlinear systems. For nonlinear dynamic systems, in our opinions, the advanced method is unscented recursive nonlinear dynamic data reconciliation (URNDDR). This is because it can address constraints on variables, possesses recursive formulation suitable for on-line application and is quite accurate for nonlinear systems. However, it assumes a normal distributed noise that it cannot handle the case where errors presented in measurements are non-Gaussian. Although particle filter obtains a recursive form and does not have any assumption on distribution of measurement errors, it cannot address bounds on variables and other algebraic constraints, and it is computationally expensive to be applied on-line. Therefore, novel recursive nonlinear dynamic data reconciliation, that is adaptive to error distributions and computationally inexpensive, should be developed in the further research. If you already have a listing, you can now update it online by visiting www.instmc.org.uk and selecting 'the 'Yearbook' tab. This will take you to our dedicated Yearbook website www.instmc.com You can login with either your username (beginning with 'yb') or your registered email address. If the 'lost password' function does not work (perhaps because the email address is no longer valid), please contact us at development@instmc.org.uk Alternatively, if you do not have a listing and would like to create one, please contact development@instmc.org.uk for a username and password.
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