Abstract Optimization problems with L 1 -control cost functional subject to an elliptic partial differential equation (PDE) are considered. However, different from the finite dimensional l 1 -regularization optimization, the resulting discretized L 1 -norm does not have a decoupled form when the standard piecewise linear finite element is employed to discretize the continuous problem. A common approach to overcome this difficulty is employing a nodal quadrature formula to approximately discretize the L 1 -norm. It is inevitable that this technique will incur an additional error. Different from the traditional approach, a duality-based approach and an accelerated block coordinate descent (ABCD) method is introduced to solve this type of problem via its dual. Based on the discretized dual problem, a new discretized scheme for the L 1 -norm is presented. Compared new discretized scheme for L 1 -norm with the nodal quadrature formula, the advantages of our new discretized scheme can be demonstrated in terms of the approximation order. More importantly, finite element error estimates results for the primal problem with the new discretized scheme for the L 1 -norm are provided, which confirm that this approximation scheme will not change the order of error estimates.
Introduction
In this paper, we study the following linear-quadratic elliptic PDE-constrained optimal control problem with L 1 -control cost and piecewise box constraints on the control
s.t. Ly = u + y r in Ω, y = 0 on ∂Ω, u ∈ U ad = {v(x)|a ≤ v(x) ≤ b, a.e. on Ω} ⊆ U,
where
, Ω ⊆ R n (n = 2 or 3) is a convex, open and bounded domain with C 1,1 -or polygonal boundary Γ , the desired state y d ∈ L 2 (Ω) and the source term y r ∈ L 2 (Ω) are given; and a ≤ 0 ≤ b, α, β > 0. Moreover, the operator L is a second-order linear elliptic differential operator. It is well-known that L 1 -norm could lead to sparse optimal control, i.e. the optimal control with small support. Such an optimal control problem (P) plays an important role for the placement of control devices [1] . In some cases, it is difficult or undesirable to place control devices all over the control domain and one hopes to localize controllers in small and effective regions, the L 1 -solution gives information about the optimal location of the control devices. Let us comment on known results on a-priori analysis of control constrained sparse optimal control problems. For the study of optimal control problems with sparsity promoting terms, as far as we know, the first paper devoted to this study is published by Stadler [1] , in which structural properties of the control variables were analyzed in the case of the linear-quadratic elliptic optimal control problem. In 2011, a priori and a posteriori error estimates were first given by G. Wachsmuth and D. Wachsmuth in [2] for piecewise linear control discretizations, in which they proved the following result
However, from an algorithmic point of view, using the piecewise linear finite elements with nodal basis functions {φ i (x)} to approximate the control variable u, the resulting discretized
lead to its subgradient ν h ∈ ∂ u h L 1 (Ω h ) not to be expressed by {φ i (x)} since ν h may have jumps along lines u h = 0 which are not grid lines. In addition, the discretized L 1 -norm does not have a decoupled form with respect to the coefficients {u i }. Thus, directly solving the corresponding discretized problem will cause many difficulties in numerical calculation. Hence, the authors in [2] introduced an alternative discretization of the L 1 -norm which relies on a nodal quadrature formula
About the approximate L 1 -norm, based on the error estimates of the nodal interpolation operator, it is easy to show that 0
Obviously, this quadrature incurs an additional error. However, the authors [2] proved that this approximation does not change the order of error estimates and they showed that
In a sequence of papers [3, 4] , for the non-convex case governed by a semilinear elliptic equation, Casas et al. proved second-order necessary and sufficient optimality conditions. Using the second-order sufficient optimality conditions, the authors provided error estimates of order h w.r.t. the L ∞ norm for three different choices of the control discretization (including the piecewise constant, piecewise linear control discretization and the variational control discretization ). It should be pointed out that, for the piecewise linear control discretization case, a similar approximation technique to the one introduced by G. Wachsmuth and D. Wachsmuth is also used for the discretizations of the L 2 -norm and L 1 -norm of the control. To numerically solve the problem (P), there are two possible ways. One is called First discretize, then optimize. More specifically, one may first discretize the continuous problem by using the finite element method, which results in a finite dimensional optimization problem. Then, the corresponding finite dimensional optimization problem can be solved numerically with the help of a suitable algorithm. Instead of applying discretized concepts to the continuous problem directly, another approach is first applying an algorithm on the continuous level or computing the infinite dimensional optimality system, and then discretizing the related subproblems appeared in the algorithm or the optimality system by using the finite element method. This approach is called First optimize, then discretize. There are different opinions regarding which route to take (see Collis and Heinkenschloss [5] for a discussion). Independently of where discretization is located, the resulting finite dimensional equations are quite large. Thus, both of these cases require us to consider proposing an efficient algorithm.
Let us mention some existing numerical methods for solving the optimal control problem (P). Since the problem (P) is nonsmooth, thus applying semismooth Newton (SSN) method is used to be a priority in consideration of their locally superlinear convergence. SSN method in function space is proved to have the locally superlinear convergence (see [7, 8, 9] for more details). Furthermore, mesh-independence results for SSN method were established in [10] .
Although employing the SSN method can derive the solution with high precision, it is generally known that the total error of utilizing numerical methods to solve PDE constrained problem consists of two parts: discretization error and the iteration error resulted from algorithm to solve the discretized problem. Since the error order of piecewise linear finite element method is O(h) which accounts for the main part, algorithms of high precision do not reduce the order of the total error but waste computations. Thus, taking the precision of discretization error into account, employing fast and efficient first-order algorithms with the aim of solving discretized problems to moderate accuracy is sufficient. As one may know, for finite dimensional large scale optimization problems, some efficient first-order algorithms, such as iterative soft thresholding algorithms (ISTA) [11] , accelerated proximal gradient (APG)-based method [12, 13, 14] , alternating direction method of multipliers (ADMM) [15, 16, 17] , etc, have become the state of the art algorithms. Motivated by the success of these finite dimensional optimization algorithms, an ADMM [18] and an APG [19] method are proposed in function space to solve the sparse optimal control problems.
As far as we know, most of the aforementioned papers are devoted to solve the primal problem (P). However, as mentioned above, from the perspective of actual numerical implementation, directly solving the primal problem is difficult, since the discretized L 1 -norm does not have a decoupled form when the primal problem (P) is discretized by the piecewise linear finite element. Thus the same technique as (1) should be used, which will inevitably cause additional error. Alternatively, instead of solving the primal problem, in [20] , Song et al. considered using the duality-based approach for (P) and solving the dual problem. Taking advantage of the structure of the dual problem, the authors employed a majorized accelerated block coordinate descent (mABCD) method to solve the dual problem. Specifically, combining an inexact 2-block majorized ABCD [22, Chapter 3] and the recent advances in the inexact symmetric Gauss-Seidel (sGS) decomposition technique developed in [17, 23] , Song et al. proposed a sGS based majorized ABCD method (called sGS-mABCD) to solve the dual problem.
Owing to the important convergence results of mABCD method, in [20] , the sGS-mABCD algorithm builds a sequence of iterations {z
, where Φ h is the dual objective function. Based on the second order growth condition of Φ h , Song et al. in [21] also showed that
λ More importantly, in [21] , the authors also gave two types of mesh-independence for mABCD method, which assert that asymptotically the infinite dimensional mABCD method and finite dimensional discretizations have the same convergence property, and the iterations of mABCD method remain nearly constant as the discretization is refined. Although the convergence behavior and the iteration complexity of the dual problem have been shown, our ultimate goal is looking for the optimal control solution. Thus, it is necessary to analyze the primal problem. As shown in Section 4.2, the primal problem of the discretized dual problem is also an approximate discretization of problem (P), in which the L 1 -norm is approximated by
where M h is the mass matrix and
is necessarily required to analyse the relationship between them. In this paper, we can show the following result
More importantly, another key issue should be considered is how measures of the solution accuracy by using discretized form (3) vary with the level of discretized approximation. Such questions come under the category of the finite element error estimates. In this paper, we will explain the reasonability of employing discretized form (3) and give our main important error estimates results (see Theorem 8 and Corollary 1):
Obviously, employing discretized form (3) will also not change the order of error estimates. Thus, compared (1) with (3), it is obvious that utilizing
in term of the approximation order. Hence, equivalently solving the dual problem with the discretized form (3) is superior to directly solving the primal problem with the discretized form (1) . Actually, in [20] , from their numerical results, the authors have already shown that solving the dual problem could get better error results than that from solving the primal problem. The remainder of the paper is organized as follows. In Section 2, the first-order optimality conditions for problem (P) are derived. In Section 3, piecewise linear finite element discretization and an approximate discretization approach are introduced. In Section 4, we give a brief sketch of the symmetric Gauss-Seidel based majorized ABCD (sGS-mABCD) method for the dual problem, and show some convergence results. More importantly, based on the discretized dual problem, a new approximate discretization primal problem is presented. In Section 5, some error estimates results are proved for the new approximate discretization primal problem. Finally, we conclude our paper in Section 6.
First-order optimality condition
In this section, we will derive the first-order optimality conditions. Firstly, let us suppose the elliptic PDEs involved in (P) which are of the form Ly = u + y r in Ω,
satisfy the following assumption.
Assumption 1
The linear second-order differential operator L is defined by
where functions a ij (x), c 0 (x) ∈ L ∞ (Ω), c 0 ≥ 0, and it is uniformly elliptic, i.e. a ij (x) = a ji (x) and there is a constant θ > 0 such that
for a.a. x ∈ Ω and ∀ξ ∈ R n .
The weak formulation of (5) is given by
with the bilinear form
Remark 1 Although we assume that the Dirichlet boundary condition y = 0 holds, it should be noted that the assumption is not a restriction and our considerations can also carry over to the more general boundary conditions of Robin type ∂y ∂ν
where g ∈ L 2 (∂Ω) is given and γ ∈ L ∞ (∂Ω) is nonnegative coefficient. Furthermore, it is assumed that the control satisfies a ≤ u ≤ b, where a and b have opposite signs. First, we should emphasize that this condition is required in practice, e.g., the placement of control devices. In addition, please also note, that this condition is not a restriction from the point of view of the algorithm. If one has, e.g., a > 0 on Ω, the L 1 -norm in U ad is in fact a linear function, and thus the problem can also be handled in an analogous way.
Then, we analyze the existence and uniqueness of global solution to problem (P). Utilizing the Lax-Milgram lemma, we have the following proposition. (Ω). In particular, for every u ∈ L 2 (Ω) and y r ∈ L 2 (Ω), (5) has a unique weak solution y ∈ H 1 0 (Ω) given by (8) . Furthermore,
for a constant C depending only on a ij , c 0 and Ω.
By Proposition 1, the weak formulation (8) can be rewritten as follows: From the strong convexity and lower semicontinuity of the objective functional J(y, u) of (P), it is easy to establish the existence and uniqueness of the solution to (P). The optimal solution can be characterized by the following Karush-Kuhn-Tucker (KKT) conditions:
is the optimal solution of (P), if and only if there exists an adjoint state p * ∈ H 1 0 (Ω), such that the following conditions hold in the weak sense
Remark 2 It is easy to obtain that the variational inequality (11c) can be equivalently rewritten as the following nonsmooth equation:
From (12), an obvious fact should be pointed out that |p| < β implies u = 0, which also explains that the L 1 -norm can induce the sparsity property of u. Moreover, since p ∈ H 1 0 (Ω), (11c) also implies u ∈ H 1 (Ω). Figure 1 shows the relationship between u and p. It is obvious that if β is sufficiently large, the optimal control would be u * β = 0. Then we have the following lemma.
Proof By Proposition 1, we know that the operator A has a bounded inverse, then we can give the following reduced objective function J:
For any u ∈ L 2 (Ω), we havê
Obviously, if β ≥ β 0 , the latter expression is nonnegative. Thus, for β ≥ β 0 ,Ĵ(u) ≥Ĵ(0) for all u ∈ U ad , which proves that the optimal control is u * β = 0 and the corresponding state y *
Finite element discretization
To numerically solve problem (P), we consider the finite element method, in which the state y and the control u are both discretized by the piecewise linear, globally continuous finite elements.
To this aim, let us fix the assumptions on the discretization by finite elements. We first consider a family of regular and quasi-uniform triangulations {T h } h>0 ofΩ. For each cell T ∈ T h , let us define the diameter of the set T by ρ T := diam T and define σ T to be the diameter of the largest ball contained in T . The mesh size of the grid is defined by h = max T ∈T h ρ T . We suppose that the following regularity assumptions on the triangulation are satisfied which are standard in the context of error estimates.
Assumption 3 (regular and quasi-uniform triangulations) There exist two positive constants κ and τ such that
hold for all T ∈ T h and all h > 0. Moreover, let us defineΩ h = T ∈T h T , and let Ω h ⊂ Ω and Γ h denote its interior and its boundary, respectively. In the case that Ω is a convex polyhedral domain, we have Ω = Ω h . In the case Ω has a C 1,1 -boundary Γ , we assume thatΩ h is convex and all boundary vertices ofΩ h are contained in Γ , such that
where | · | denotes the measure of the set and c > 0 is a constant.
Piecewise linear finite elements discretization
On account of the homogeneous boundary condition of the state equation, we use
as the discretized state space, where P 1 denotes the space of polynomials of degree less than or equal to 1. For a given source term y r and right-hand side u ∈ L 2 (Ω), we denote by y h (u) the approximated state associated with u, which is the unique solution for the following discretized weak formulation:
Moreover, y h (u) can also be expressed by y h (u) = S h (u + y r ), in which S h is a discretized vision of S and an injective, selfadjoint operator. The following error estimates are well-known.
, let y and y h (u) be the unique solution of (8) and (15), respectively. Then there exists a constant c 1 > 0 independent of h, u and y r such that
In particular,
As mentioned above, we also use the same discretized space to discretize control u, thus we define
For a given regular and quasi-uniform triangulation T h with nodes
i=1 be a set of nodal basis functions, which span Y h as well as U h and satisfy the following properties
The elements y h ∈ Y h and u h ∈ U h can be represented in the following forms, respectively,
where y h (x i ) = y i and u h (x i ) = u i . Moreover, we use y = (y 1 , y 2 , ..., y N h ) and u = (u 1 , u 2 , ..., u N h ) to denote their coefficient vectors. Let U ad,h denotes the discretized feasible set, which is defined by
Now, a discretized version of the problem (P) is formulated as follows:
For the error estimates, we have the following result.
Theorem 4 [2, Proposition 4.3]
Let us assume that u * and u * h be the optimal control solutions of (P) and (P h ), respectively. Then for every α 0 > 0, h 0 > 0 there exists a constant C > 0, such that for all α ≤ α 0 , h ≤ h 0 the following inequality holds:
where C is independent of α, h.
From the perspective of numerical implementation, we introduce the following stiffness and mass matrices
, and let y r,h and y d,h be the L 2 -projections of y r and y d onto Y h , respectively,
Similarly, y r = (y 
An approximate discretization approach
To numerically solve problem (P), a traditional approach is directly solving the primal problem (20) . However, it is clear that the discretized
is a coupled form with respect to u i and thus it can not be written as a matrix-vector form. Since its subgradient
will not belong to a finite-dimensional subspace, if directly solving (20) , it is inevitable to bring some difficulties into numerical calculation. To overcome these difficulties, in [2] , the authors introduced the lumped mass matrix W h which is a diagonal matrix as:
and defined an alternative discretization of the L 1 -norm:
which is a weighted l 1 -norm of the coefficients of u h . More importantly, the following results about the mass matrix M h and the lumped mass matrix W h hold.
N h , the following inequalities hold:
Proof Based on non-negativity and partition of unity of the nodal basis functions, utilizing convexity argument, it is easy to obtain
This implies
For a proof of the inequality z
, we refer to [24, Table 1 ].
Thus, we provide a discretization of problem (P):
where (22) . Similarly, ( P h ) can also be rewritten as the following matrix-vector form:
About the error estimates results between (P) and ( P h ), we have the following result, see [2, Corollary 4.6] for more details.
Theorem 5 [2, Corollary 4.6] Let us assume that u * and u * h be the optimal control solutions of (P) and ( P h
As it turned out, the additional approximation step (22) would not disturb the convergence estimate, in fact, both the error orders h and α in the estimate remain unchanged. However, the approximation of L 1 -norm (22) inevitably brings additional error. Thus, it is necessary to analyze the error between u h L 1 h (Ω) and u h L 1 (Ω) . To achieve our goal, let us first introduce the nodal interpolation operator I h . For a given regular and quasi-uniform triangulation T h of Ω with nodes
About the interpolation error estimate, we have the following result, see [25, Theorem 3.1.6] for more details.
Lemma 3 For all w ∈ W k+1,p (Ω), k ≥ 0, p, q ∈ [0, +∞), and 0 ≤ m ≤ k + 1, we have
Thus, according to Lemma 3, we have the following error estimate results.
where C is a constant.
Proof First, we have
where I h is the nodal interpolation operator. Since
Thus by Lemma 3, we get
Similarly, we have
where the last equation is due to |z h | ∈ W 1,2 (Ω).
Duality-based approach
As we said, in [20] , the authors considered using the duality-based approach to solve (P). Thus, in this section, we will introduce the dual problem of (P) and give a brief sketch of the symmetric Gauss-Seidel based majorized ABCD (sGS-mABCD) method for the dual problem. At last, in order to achieve our ultimate goal of finding the optimal control and the optimal state, we will introduce the primal problem of the discretized dual problem.
Dual problem of (P)
About the dual problem of (P), we have the following proposition.
Proposition 4
The dual problem of (P) can be written, in its equivalent minimization form, as
Proof Firstly, by introducing two artificial variables v ∈ L 2 (Ω) and w ∈ L 2 (Ω), we can rewrite (P) as:
Considering the Lagrangian function associated with (30), we have
Now, we can derive
and max p,λ,µ min y,u,v,w L(y, u, v, w; p, λ, µ) is an equivalent maximization form of the dual problem (D). Thus, we complete the proof.
Employing the piecewise linear, globally continuous finite elements to discretize all the dual variables, then a type of finite element discretization of (D) is given as follows min λ,p,µ∈R
A sGS based majorized ABCD method for (D h )
Obviously, (D h ) belongs to a general class of unconstrained, multi-block convex optimization problems with coupled objective function, that is 2 ) iteration complexity. In [20] , which is inspired by the success of the imABCD method, the authors combine the virtues of the recent advances in the inexact sGS technique and the imABCD method and propose a sGS based majorized ABCD method (called sGS-mABCD) to efficiently and fast solve problem (D h ).
In this paper, we give a brief sketch of the sGS-mABCD method. First, we express (D h ) in the form of (33) with v = (λ, p), w = µ and
The detailed framework of the sGS-mABCD method for (D h ) is given as follows. It should be stressed that a block symmetric Gauss-Seidel decomposition technique for convex composite quadratic programming plays a key role in solving the (λ, p)-subproblem.
Algorithm 1: A sGS-mABCD method for (D
Step 1 Utilizing the block symmetric Gauss-Seidel iteration to compute block-(λ k , p k ) as follows:
• Then compute
Step 2 Compute block-µ
where γ is defined in Proposition 2.
Step 3
, Computẽ
About the iteration complexity of Algorithm 1, we have the following results. For more details, one can refer to [21, Theorem 7] .
Proposition 5 Suppose that the solution set Ω of the problem
} be the sequence generated by the Algorithm 1. Then we have
where Φ(·) is the objective function of the dual problem (D h ) and
Next, another key issue should be considered is how measures of the convergence behavior of the iteration sequence vary with the level of approximation. In other words, we should analyse whether the "discretized" convergence factor τ 1 h could be uniformly bounded by a constant which is independent of the mesh size h. In order to show these results, let us first present some bounds on the Rayleigh quotients of K h and M h , one can see Proposition 1.29 and Theorem 1.32 in [26] for more details.
Lemma 4 For P1 approximation on a regular and quasi-uniform subdivision of R n which satisfies Assumption 3, and for any x ∈ R N h , the mass matrix M h approximates the scaled identity matrix in the sense that
the stiffness matrix K h satisfies
where the constants c 1 , c 2 , d 1 and d 2 are independent of the mesh size h.
Based on Lemma 4, we can easily obtain the following lemma.
Lemma 5
For any x ∈ R N h , there exist four constants u 1 , u 2 , l 1 , l 2 and h 0 > 0, such that for any 0 < h < h 0 , the matrix G h which defined in (40) satisfies the following inequalities
At first glance, it appears that the largest eigenvalue of the matrix S 1 h can not be uniformly bounded by a constant C for the reason of G h . However, based on Lemma 4 and Lemma 5, it is easy to prove that there exists h 0 > 0, such that for any 0 < h < h 0 , the matrix
where λ max (·) represents the largest eigenvalue of a given matrix. Furthermore, we have
In other words, we can say that the largest eigenvalue of the matrix S 1 h can be uniformly bounded by a constant C which is independent of the mesh size h, which implies the "discretized" convergence factor τ 1 h could be uniformly bounded by a constant. From this point of view, the mesh independence of Algorithm sGS-mABCD is its another advantage.
A majorized ABCD method with semismooth Newton for (D h )
If we carefully check Algorithm 1, it should be pointed out that the information of the accelerated points {p k } k>1 is not used in the whole iterative process. Although in theory such iterative scheme not affect the convergence result as shown in Proposition 6, the lack of such acceleration information may affect the actual convergence rate of the algorithm in the numerical implementation. In order to more efficiently achieve a high accuracy, we give a majorized ABCD method with semismooth Newton conjugate gradient algorithm for (D h ). Specifically, instead of using the symmetric Gauss-Seidel technique to solve the (λ, p)-subproblem, we employ a semismooth Newton conjugate gradient (SNCG) algorithm introduced in [29, 30] to solve it.
The detailed framework of the majorized ABCD with semismooth Newton conjugate gradient algorithm is presented as follows.
Algorithm 2: An majorized ABCD-SNCG for (D
Step 1 Utilizing the semismooth Newton-CG algorithm to compute block-(λ k , p k ) as follows:
which is equivalent to using the semismooth Newton-CG algorithm to solve
Similarly, about the iteration complexity of Algorithm 2, we have the following result.
Proposition 6 Suppose that the solution set Ω of the problem
, µ k } be the sequence generated by the Algorithm 2. Then we have
Thus, compared S 2 h with S 1 h , it is obvious that S 2 h ≺ S 1 h , which implies Algorithm 2 converge much faster than Algorithm 1. However, to solve the (λ, p)-subproblem, utilizing the sGS decomposition technique in Algorithm 1 would be much easier than using the SNCG algorithm in Algorithm 2. Taking the virtues of two variants of the mABCD method into account, we give some strategies about how to choose them. In consideration of the mesh independence and O(1/k 2 ) iteration complexity, Algorithm sGS-mABCD (Algorithm 1) is used to be a priority. In fact, for most of the problems, Algorithm sGS-mABCD can achieve a high accuracy efficiently.
However, for some difficult problems, Algorithm sGS-mABCD may not work. In this case, Algorithm mABCD-SNCG (Algorithm 2) can perform much better since it makes use of second-order information and it has less blocks. Thus, we can start with Algorithm sGS-mABCD, and then switch to Algorithm mABCD-SNCG when the convergence speed of the Algorithm sGS-mABCD is deemed to be unsatisfactory.
Primal problem of (D h )
Although we have shown the convergence behavior and the iteration complexity of the dual problem (D h ), our ultimate goal is looking for optimal control solution and optimal state solution. Thus, this can become a driving force for analysing the primal problem of (D h ). About the primal problem of (D h ), we have the following result.
Theorem 6 Problem (D h ) could be regarded as the dual problem of (46). In other words, problem (46) is the primal problem of (D h ).
Proof Firstly, by introducing two artificial variables, we can rewrite (46) as:
Considering the Lagrangian function associated with (47), we have
Thus,
and max p,λ,µ min y,u,v,w L(y, u, v, w; p, λ, µ) is an equivalent maximization form of the dual problem (D h ). Moveover, there is no gap between (46) and (D h ) due to the strong convexity of problem (46). Thus, we complete the proof.
Since the stiffness matrix K h is a symmetric positive definite matrix, problem (46) can be rewritten as the following reduced form:
Thus, about the iteration complexity of the primal problem (46) of (D h ), we have the following results.
} be the sequence generated by the Algorithm 1,
where J h is the objective function of problem (49) and u * is the unique optimal solution of problem (49), moreover, we have
where C 1 and C 2 are two constants.
Error estimates
Based on the Theorem 6, for any
which can be regarded as a generalized weighted l 1 -norm of the coefficients of u h , thus it is a norm on U h . Moreover, we can rewrite (46) as the following discretized function form:
In this section, we will accomplish the error estimates for the discretized problem ( P h ).
Analysis of the approximate L 1 -norm
is necessarily required to analyse the finite element error. First, we will analyse the relationship between M h u 1 and u h L 1 (Ω) . For the analyse further below, let us first introduce a quasi-interpolation operator Π h : L 1 (Ω h ) → U h which provides interpolation estimates. For an arbitrary w ∈ L 1 (Ω), the operator Π h is constructed as follows:
Moreover, since the upper and lower bounds a and b are constants, we have that
Based on the assumption on the mesh and the control discretization, we extend Π h w to Ω by taking Π h w = w for every x ∈ Ω\Ω h , and we have the following estimates of the interpolation error. For the detailed proofs, we refer to [27] .
Lemma 6 There is a constant c π independent of h such that
Then, from the definition of Π h and Lemma 6, we have the following results.
z i φ i , there exists a constant C, such that the following inequalities hold
where C is independent of h.
Proof Since
where the last equality is due to
At last, according to z h ∈ H 1 (Ω h ) and Lemma 6, we have
Thus, from Proposition 8, it is reasonable to consider ( P h ) as a discretization of problem (P). Finally, compared (57) with (29) , it is obvious that utilizing
Hence, from the point of view of the approximation order, equivalently solving the dual problem (D h ) of ( P h ) is superior to solving ( P h ).
Finite element error estimates
Now, let us return to the a-priori error analysis. Analogous to the continuous problem (P), the discretized problem ( P h ) is also a strictly convex problem, which is uniquely solvable. We derive the following first-order optimality conditions, which are necessary and sufficient for the optimal solution of ( P h ).
Theorem 7 (Discretized first-order optimality condition) (y * h , u * h ) is the optimal solution of ( P h ) if and only if there exists an adjoint state p * h , such that the following conditions are satisfied
Before we analyse the finite element error estimates, let us introduce an important inequality, which is called scaling argument. For two Banach spaces B 0 , B 1 , the continuous embedding B 1 → B 0 implies that there exists a constant C > 0 such that
The inequality in the reserve way v B1 ≤ C v B0 may not true. However, considering finite element spaces V h ⊂ B i , i = 0, 1 endowed with two norms, since the dimension of V h is finite and all the norms of finite dimensional spaces are equivalent, the above inverse inequality will be true for all v ∈ V h . This result is shown as below.
Proof Due to the continuous embedding
) and Lemma 4, we have
Thus, we complete the proof. Now, let us start to derive error estimation in terms of the mesh size with the help of the variational inequalities (11c) and (58c).
Theorem 8 Let (y * , u * ) be the optimal solution of problem (P), and (y * h , u * h ) be the optimal solution of problem ( P h ). For any h > 0 small enough and α 0 , β 0 > 0, there is a constant C such that for all 0 < α ≤ α 0 and 0 < β ≤ β 0 ,
where C is a constant independent of h, α and β.
Proof Due to the optimality of u * and u * h , u * and u * h satisfy (11c) and (58c), respectively. From U ad,h ⊂ U ad , thus the function u * h is feasible for the continuous problem, i.e. u * h ∈ U ad , and can be used as test function in the variational inequality (11c). On the other hand, it would be nice if we could use u * as a test function in the variational inequality (58c), which characterizes u * h . However, in general the function u * does not belong to U ad,h and cannot be utilized as test function. To overcome this difficulty, let us introduce an approximation u * h := Π h u * ∈ U ad,h , which is suitable as test function in (58c). 
Because u * h = 0 onΩ\Ω h , the integrals over Ω can be replaced by integrals over Ω h in (60), and it can be rewritten as αu
where the last inequality follows from the boundedness of p * and u * and the assumption |Ω\Ω h | ≤ ch 2 . In addition, (61) can be rewritten as
Adding up and rearranging (62) and (63), we obtain
First, let us estimate the fourth term I 4 . From the definition of u * h = Π h (u * ) and the non-negativity and partition of unity of the nodal basis functions, we get
Thus, it suffices to employ Proposition 8 and Lemma 3, in conjunction with Lemma 7, we obtain
From the regularity of the optimal control u * and optimal adjoint state p * , i.e. u * ∈ H 1 (Ω) and p * ∈ H 1 (Ω), and (12), we know that
For the term I 3 , letp * h = S * h (y d − y * ), we have
For terms I 5 and I 6 , using Hölder's inequality, Lemma 2 and Lemma 6, we have
and
Consequently, substituting (69), (70), (71), (72), (73) and (74) into (64) and rearranging, we get
where C > 0 is a properly chosen constant. Thus, the proof is completed.
Corollary 1 Let (y * , u * ) be the optimal solution of problem (P), and (y * h , u * h ) be the optimal solution of problem ( P h ). For every h 0 > 0, α 0 > 0 and β 0 > 0, there is a constant C > 0 such that for all 0 < α ≤ α 0 , 0 < β ≤ β 0 , 0 < h ≤ h 0 it holds
Concluding remarks
In this paper, instead of directly solving the primal optimal control problem with L 1 control cost, we introduce a duality-based approach and an accelerated block coordinate descent (ABCD) method to solve this type of problem via its dual. Some convergence results for the dual problem are presented. In consideration of our ultimate goal to achieve the optimal control and optimal state, based on the discretized dual problem, the primal problem is analyzed, in which a new discretized scheme for the L 1 norm is presented. Compared the new discretized scheme u h L 1 h (Ω h ) for L 1 norm with the nodal quadrature formula u h L 1 h (Ω h ) , it is obvious that utilizing u h L 1 h (Ω h ) to approximate u h L 1 (Ω h ) is better than using u h L 1 h (Ω h ) in term of the order of approximation. Finally, finite element error estimates results for the primal problem with the new discretized scheme u h L 1 h (Ω h ) are provided, which confirm that this approximation scheme will not change the order of error estimates.
