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Abstract
We introduce a new version of reflexivity, akin to approximate reflexivity, called Asymptotic Reflexivity.
We prove that the unital algebra generated by any operator in B(H), where H is a Hilbert space, is
asymptotically reflexive. We also show that a linear subspaceS ofB(H) is asymptotically reflexive if and
only ifS ∩F(H) is asymptotically, whereF(H) is the set of finite rank operators inB(H). This result,
in particular, implies that the spaceF(H) is asymptotically reflexive. An analogous version of Loginov–
Shulman Theorem will be also proved for this notion of reflexivity. This result, in particular, implies that
any linear subspace of normal operators is asymptotically reflexive. The relation between this notion of
reflexivity and completely rank-nonincreasing maps will be studied as well.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Throughout the paperH denotes a Hilbert space over the field of complex numbers C and if
x, y ∈H, we let 〈x, y〉 denote the inner product of x and y. We let B(H),K(H), andF(H)
denote the space of all bounded operators, the space of compact operators, and the space of finite
rank operators on H respectively. Mn(C) is used to denote the space of n × n matrices over
C, i.e., Mn(C) = B(Cn). If W is a Banach space, W# denotes the normed dual of W, and if
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V is a vector space over a field F, V  denotes the space of all linear maps α : V −→ F. For
f, g ∈H, let f ⊗ g : B(H) −→ C be the rank-one tensor defined by (f ⊗ g)(T ) = 〈Tf, g〉. If
x ∈W and α :W −→ C is a linear map we define the rank-one tensor x ⊗ α : B(W) −→ C
by (x ⊗ α)(T ) = α(T (x)). The space of finite rank linear maps on V is denoted by F(V ). To
say that X is a linear subspace of V we use the notation X  V .
Reflexivity problems concerning subspaces of B(H) is one of the most active research areas
in operator theory. In the past decade, similar questions concerning some important subsets of
linear transformations acting on Banach spaces have also attracted attention. Here we recall some
of the most important versions of reflexivity.
A linear subspaceS  B(H) is reflexive if and only ifS = Ref (S), where
Ref (S) = {T ∈ B(H) : T x ∈Sx,∀x ∈H}.
An operator T ∈ B(H) is called reflexive if AlgLat(T ) = P(T )SOT, where–SOT stands for
the closure in the strong operator topology, P(T ) is the algebra of all polynomials in T , and
AlgLat(T ) is the collection of all operators in B(H) that leave invariant every T -invariant
subspace ofH. The following result was proved by Deddens and Fillmore [2].
Theorem 1 [2]. If T ∈Mn(C), then T is reflexive if and only if for every eigenvalue λ of T , (i.e.
λ ∈ σ(T )), the two biggest Jordan blocks of T that correspond to λ differ in size by at most 1. In
particular no Jordan matrix (n > 1) is reflexive.
IfS L(V ), we say thatS is algebraically reflexive if and only ifS = Ref0(S), where
Ref0(S) = {T ∈L(V ) : T x ∈Sx,∀x ∈ V }.
The elements of Ref0(S) can be described as those linear transformations which are locally
in S. Thus S is algebraically reflexive if and only if S contains every T that is locally in S.
This notion was first used by Hadwin [4]. Many important results on algebraic reflexivity were
obtained by Larson [13].
ForS  B(H), we say that T ∈ ApprRef (S) if and only if 〈T eλ, fλ〉 −→ 0 whenever {eλ}
and {fλ} are bounded nets of vectors such that 〈Seλ, fλ〉 −→ 0 for every S inS. We say thatS
is approximately reflexive ifS = ApprRef (S). See [11,1,5] for more details on this notion of
reflexivity. It can be shown that ApprRef (S) is always norm-closed.
IfS  B(H), in general, we have the following inclusions:
S ⊂ Ref0(S) ⊂ Ref (S),
S ⊂ ApprRef (S) ⊂ Ref (S).
IfH is finite-dimensional, clearly, Ref0(S) = ApprRef (S) = Ref (S), but in general there is
no relation (of inclusion) between ApprRef (S) and Ref0(S). For example supposeH is a sep-
arable infinite-dimensional Hilbert space with orthonormal basis {ei : i  1} and let Ei,j denote
the matrix unit corresponding to this basis. LetS =K(H) and letT be the linear subspace (not
norm-closed) generated by En,1’s. Then ApprRef (S) =S, Ref0(S) = B(H), Ref0(T) =
T (see [13, Example 3.8] for a proof), andTApprRef (T) (because ApprRef (T) is always
norm-closed).
In his paper [6], Hadwin introduced his general version of reflexivity that contains the usual
topological, approximate, and algebraic versions of reflexivity as special cases. He proved several
results in this general setting, surprisingly, with elementary methods. He obtained many important
results (some known and some unknown) as simple corollaries to his results in this setting. We
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refer the reader to [6] for more details and examples. The author continued Hadwin’s work in
[17].
SupposeS L(V ). A linear map ϕ :S→ F is said to be completely rank-nonincreasing if
rank(ϕ(Si,j ))  rank((Si,j )), ∀n  1 and ∀(Si,j ) ∈Mn(S).
See [7,12,9,17] for some results on completely rank-nonincreasing maps.
In [17] we introduced the notion of approximate algebraic reflexivity. We say that T ∈
ApprRef0(S) if and only if ϕ(T ) = 0 whenever ϕ is a completely rank-nonincreasing map on
L(V ) such thatϕ(S) = 0 for everyS ∈S. The linear subspaceS is said to be approximately alge-
braically reflexive if ApprRef0(S) =S. It follows from the definition that ApprRef0(S) ⊂
Ref0(S) for everyS L(V).
In [17] we showed that ApprRef0(S) = Ref0(S) ∩F(V ) for everyS F(V ).
2. Asymptotic reflexivity
In this section we introduce a new version of reflexivity, akin to approximate reflexivity, called
Asymptotic Reflexivity. This version of reflexivity cannot be described in terms of Hadwin’s
reflexivity triples (see [6] for the definition of the reflexivity triple). Throughout the paper, unless
otherwise mentioned,S is a linear subspace (not necessarily closed) of B(H).
Definition 1. Let S be a subspace (not necessarily closed) of B(H) and T ∈ B(H). We say
that T ∈ AsymRef (S) if and only if (eλ ⊗ fλ)(T ) = 〈T eλ, fλ〉 → 0 whenever {eλ} and {fλ}
are (not necessarily bounded) nets of vectors inH such that 〈Seλ, fλ〉 → 0 for every S ∈S. We
say that S is asymptotically reflexive if S = AsymRef (S). An operator T ∈ B(H) is called
asymptotically reflexive if AsymRef (T ) = P(T ).
The above definition can be extended to subspaces of B(H,K), whereH andK are two
Hilbert spaces.
The only difference between the definitions of ApprRef (S) and AsymRef (S) is that in the
definition of AsymRef (S) the condition that the nets must be bounded is omitted. While the
relation ApprRef (S) = Ref (S) is valid for everyS  B(H) whenH is finite-dimensional,
that is not the case for asymptotic reflexivity.
Example 1. By using the definition, the reader can easily show that in the space M2(C), the
matrix T =
[
0 1
0 0
]
is asymptotically reflexive. Note that, by Theorem 1, T is not reflexive. In
fact Theorem 2 shows that every operator is asymptotically reflexive.
The next example shows that not every subspace of n × n matrices is asymptotically reflexive.
Example 2. The spaceS =
{[
a b
c −a
]
: a, b, c ∈ C
}
of trace-zero matrices is not asymptotically
reflexive (hence, by the next proposition, it is not reflexive either). To see this, let eλ =
[
e1,λ
e2,λ
]
and
fλ =
[
f1,λ
f2,λ
]
be two nets of vectors in C2 such that 〈Seλ, fλ〉 −→ 0 for every S ∈S. A simple cal-
culation shows that e1,λf¯2,λ −→ 0, e2,λf¯1,λ −→ 0, and e1,λf¯1,λ − e2,λf¯2,λ −→ 0 (where z¯ is the
complex conjugate of z). Hence (e1,λf¯1,λ − e2,λf¯2,λ)(e1,λf¯1,λ − e2,λf¯2,λ) −→ 0, which implies
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that e1,λf1,λ −→ 0 and e2,λf2,λ −→ 0. The conclusion 〈T eλ, fλ〉 −→ 0 for every T ∈M2(C)
is now clear.
Let S  B(H) and define A1(S) and A2(S) (subspaces of B(H⊕H)) by A1(S) ={[
0 S
0 0
]
: S ∈ S
}
and A2(S) =
{[
λ S
0 λ
]
: S ∈ S, λ ∈ C
}
. The following proposition implies
that the asymptotic reflexivity of any one ofS,A1(S), andA2(S) implies asymptotic reflexivity
of the other two. Note thatA1(S) andA2(S) are algebras andA2(S) is unital. In part of the
proof of the next proposition we need to use the simple fact that if T ∈ B(H) and if 〈x, y〉 = 0
implies that 〈T x, y〉 = 0, then T = αI for some α ∈ C, which happens to be equivalent to saying
CI is reflexive.
Proposition 1. The following statements are true:
(1) AsymRef (S) is a subspace of B(H) and
S ⊂ AsymRef (S) ⊂ ApprRef (S) ⊂ Ref (S).
(2) If {Sα}α∈ is a family of asymptotically reflexive subspaces of B(H), then ∩α∈Sα is
also asymptotically reflexive.
(3) IfS ⊂T, then AsymRef (S) ⊂ AsymRef (T). Moreover, AsymRef (S) is asymptot-
ically reflexive.
(4) S is asymptotically reflexive if and only ifS∗ = {S∗ : S ∈S} is asymptotically reflexive if
and only if ASB is asymptotically reflexive, where A and B are any invertible operators.
In fact
AsymRef (S) = [AsymRef (S∗)]∗ = A[AsymRef (A−1SB)]B−1.
(5) IfS  B(H), then
AsymRef (A1(S)) =
{[
0 T
0 0
]
: T ∈ AsymRef (S)
}
,
AsymRef (A2(S)) =
{[
λ T
0 λ
]
: λ ∈ C, T ∈ AsymRef (S)
}
.
(6) SupposeK is a Hilbert space andT  B(K). Then forS⊕T, as a subspace ofB(H⊕
K), we have:
AsymRef (S⊕T) = AsymRef (S) ⊕ AsymRef (T).
Proof. We only prove the second part of statement (5). The proofs of the other statements are
either easy or similar to the following proof.
Suppose T =
[
T1 T2
T3 T4
]
∈ AsymRef (A2(S)). If x, y, e, and f are inH then we have〈
T
[
x
y
]
,
[
e
f
]〉
= 〈T1x, e〉 + 〈T2y, e〉 + 〈T3x, f 〉 + 〈T4y, f 〉, and
〈[
λ S
0 λ
] [
x
y
]
,
[
e
f
]〉
= λ 〈x, e〉 + 〈Sy, e〉 + λ 〈y, f 〉.
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If we let e = y = 0, then
〈[
λ S
0 λ
] [
x
y
]
,
[
e
f
]〉
= 0 for every S ∈S, hence we must have T3 =
0. If we let y = 0 and x⊥e, then
〈[
λ S
0 λ
] [
x
y
]
,
[
e
f
]〉
= 0 for every S ∈S, hence we should
have 〈T1x, e〉 = 0. Therefore by the remark before the Proposition we should have T1 = αI
for some α ∈ C. By the same reasoning T4 = βI for some β ∈ C. To show that α = β and
T2 ∈ AsymRef (S), let eλ and fλ be any two nets of vectors for which 〈Seλ, fλ〉 −→ 0 for every
S ∈S. It is easily seen that for every A ∈A2(S) we have〈
A
[
eλ
eλ
]
,
[
fλ
−fλ
]〉
−→ 0 and
〈
A
[−eλ
eλ
]
,
[
fλ
fλ
]〉
−→ 0.
Hence we should have〈
T
[
eλ
eλ
]
,
[
fλ
−fλ
]〉
−→ 0 and
〈
T
[−eλ
eλ
]
,
[
fλ
fλ
]〉
−→ 0,
which implies that α = β and 〈T2eλ, fλ〉 −→ 0. Therefore T2 ∈ AsymRef (S). The inclusion{[
λ T
0 λ
]
: T ∈ AsymRef (S)
}
⊂ AsymRef (A2(S)) is much easier to prove and is left to the
reader. 
In [17, Theorem 18] we showed that every C*-algebra is approximately reflexive, hence by
Proposition 1, is also asymptotically reflexive. We will show that every algebraically reflexive
subspace is also asymptotically reflexive. The following lemma shows that algebraic rank-one
tensors are always pointwise limits of bounded rank-one tensors. The proof follows immediately
from duality theory, i.e., if we giveW the weak*-topology fromW, then the closure ofW# is
((W#)⊥)⊥ = {0}⊥ =W.
Lemma 1. Suppose W is a Banach space, x0 ∈W, and α ∈W. Then there is a net {αλ} in
W# such that
(1) limλ αλ(x) = α(x) for every x ∈W, and
(2) limλ(x0 ⊗ αλ)(T ) = (x0 ⊗ α)(T ) for every T ∈ B(W).
The following result was proved in [17, Corollary 13].
Lemma 2 [17, Corollary 13]. Let ϕ :L(V ) −→ F be a linear map. The following are equivalent:
(1) ϕ is completely rank-nonincreasing,
(2) ϕ is a pointwise limit of rank-one tensors.
Proposition 2. LetS  B(H). Then
S ⊂ AsymRef (S) ⊂ ApprRef0(S) ⊂ Ref0(S).
In particular, every algebraically reflexive or approximately algebraically reflexive subspace
of B(H) is asymptotically reflexive.
Proof. We only need to show thatAsymRef (S) ⊂ ApprRef0(S). Suppose thatA /∈ ApprRef0
(S). Then there exists a completely rank-nonincreasing map ϕ ∈ B(H) such that ϕ|S = 0
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and ϕ(A) = 1. Thus by Lemma 2 there is a net {xλ} in H and a net {αλ} in H such that
ϕ(T ) = limλ(xλ ⊗ αλ)(T ) for every T in B(H). It follows from Lemma 1 that we can choose
each αλ inH# =H. Hence A /∈ AsymRef (S). 
Remark 1. (1) In [13], it was shown by Larson that ifS is finite-dimensional, then Ref0(S) is
also finite-dimensional; hence, by Proposition 2, AsymRef (S) is also finite-dimensional.
The next theorem shows that all operators inB(H) are asymptotically reflexive. We first show
this for matrices.
Lemma 3. Every n × n matrix A is asymptotically reflexive.
Proof. First assume that A is a Jordan matrix and T ∈ AsymRef (P(A)). Easily we can show
that T has to be an upper triangular matrix (proof: use the fact that T ui ∈ P(A)(ui) where
{u1, . . ., un} is the standard basis of Cn). The space P(A) is consist of all matrices of the form⎛
⎜⎝
a1 a2 · · · an
0 a1 · · · an−1
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 a1
⎞
⎟⎠. We will show that T has to be of this form too. For the upper triangular
matrix T = (ti,j ), let em,i = (0, . . . , 0,m, 1, 0, . . . , 0)tp, where m appears at the ith position
and “tp” means transpose, and let fm = (m−1,−1,m, . . . , (−1)n−1mn−2)tp. One can easily see
that for every S ∈ P(T ) we have 〈Sem,i, fm〉 −→ 0 as m −→ ∞. Therefore we should have
〈T em,i, fm〉 −→ 0 as m −→ ∞. This completes the proof when A is a Jordan matrix. For the
general case, by part 4 of Proposition 1, it is left to prove the lemma when A =
(
J1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · Jk
)
where J1, . . ., Jk are Jordan matrices. Suppose T ∈ AsymRef (P(A)). Easily we can show
that T =
(
T1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · Tk
)
where Ti ∈ AsymRef (P(Ji)) = P(Ji), hence TA = AT . Now by [4,
Theorem 5] we can conclude that T = p(A) for some polynomial p(x). This completes the
proof. 
Theorem 2. For every T ∈ B(H), the algebra P(T ) is asymptotically reflexive.
Proof. First suppose that T is not an algebraic operator. Then by a theorem of Douglas and
Foias¸ [3] (which was proved in an easier way by Hadwin [4]) it follows that T is algebrai-
cally reflexive. Hence by Proposition 2, T is asymptotically reflexive. Now suppose that T is an
algebraic operator and S ∈ AsymRef (T ). Then P(T ) is finite-dimensional, and for any vector
x ∈H, S|P(T )x ∈ AsymRef (T |P(T )x) = P(T )|P(T )x (by the finite-dimensional case, Lemma
3), so ST x = T Sx. Thus ST = T S, and, by [4, Theorem 5], S ∈ P(T ). 
Suppose R  B(H) and ϕ : R −→ B(H) is a linear map. We say that ϕ is a point-strong
limit of skew-compressions on R if there are nets of operators {Aλ} and {Bλ} such that ϕ(R) =
limλ AλRBλ for every S ∈ R, where the convergence is in strong operator topology.
Theorem 3 [8, Theorem 10]. Suppose dim(H) = ∞, R  B(H), and ϕ : R −→ B(H) is a
linear map. The following are equivalent:
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(1) ϕ is a point-strong limit of skew-compressions on R,
(2) ϕ|R∩F(H) is a point-strong limit of skew-compressions on R ∩F(H).
The next two results give characterizations of an asymptotically reflexive subspace in terms of
the finite rank operators in that subspace.
Proposition 3. AsymRef (S) ⊂S+F(H). In particular,F(H) is asymptotically reflexive.
Proof. We can assume that dim(H) = ∞. Suppose T /∈S+F(H), we will show that T /∈
AsymRef (S). Define the linear map ϕ :S+ CT −→ B(H) by
ϕ(T ) = 1 and ϕ(S) = 0 ∀S ∈S.
Let R =S+ CT , then we have ϕ|R∩F(H) = 0. Therefore, by Theorem 3, ϕ is a point-strong
limit of skew-compressions onR. In other words there exist operators Aλ and Bλ inB(H) such
that ϕ(R) = lim AλRBλ for every R ∈S+ CT , where the convergence is in the strong operator
topology. Note that in Theorem 3, it is essential that dim(H) = ∞. Let x /= 0 be an element in
H. It follows that
0 = 〈ϕ(S)x, x〉 = lim〈S(Bλx),A∗λ(x)〉
and
0 /= ‖x‖ = 〈ϕ(T )x, x〉 = lim〈T (Bλx),A∗λ(x)〉.
By letting eλ = Bλ(x) and fλ = A∗λ(x), it follows that T /∈ AsymRef (S). 
The following theorem is similar to what we proved in [17, Theorem 3] but the proof is different.
The proof of the following theorem relies on the properties of Hilbert spaces, unlike the proof of
[17, Theorem 3] which was purely algebraic. In the proof of the next theorem we use a different
type of rank-one tensor than the ones introduced before. If x, and y are elements inH, we define
x ⊗ y to be the operator in B(H) such that (x ⊗ y)z = 〈z, y〉x for every z ∈H.
Theorem 4. LetS  B(H), then
(1) AsymRef (S) ∩F(H) = AsymRef (SF), whereSF =S ∩F(H),
(2) AsymRef (S) =S+ AsymRef (SF),
(3) S is asymptotically reflexive if and only ifSF is.
Proof. (1) We will only show that AsymRef (S) ∩F(H) ⊂ AsymRef (SF). The other inclu-
sion follows from Proposition 3 sinceF(H) is asymptotically reflexive. Clearly we can assume
that dim(H)=∞. Suppose T /∈AsymRef (SF) we will show that T /∈ AsymRef (S) ∩F(H).
We can assume that T ∈F(H). Hence T ∈F(H)\AsymRef (SF). It follows that there exist
nets {eλ} and {fλ} such that
〈T eλ, fλ〉 −→ 1 and 〈Feλ, fλ〉 −→ 0 ∀F ∈SF.
Choose x ∈H with norm 1. Let R =S+ CT , and define the linear map ϕ : R −→ B(H) by
ϕ(T ) = x ⊗ x and ϕ(S) = 0 ∀S ∈S.
Then for every A ∈ RF =SF + CT we have ϕ(A) = lim(e ⊗ fλ)A(eλ ⊗ e). This says that
ϕ|R∩F(H) is a point-strong limit of skew-compressions and therefore, by Theorem 3, there exist
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nets of operators {Aλ} and {Bλ} such that ϕ(R) = lim AλRBλ for every R ∈S+ CT . Thus we
have
0 = 〈ϕ(S)x, x〉 = lim
λ
〈S(Bλx),A∗λ(x)〉
and
1 = ‖x‖ = 〈ϕ(T )x, x〉 = lim
λ
〈T (Bλx),A∗λ(x)〉,
which implies that T /∈ AsymRef (S).
To prove (2), suppose T ∈ AsymRef (S). By the previous proposition we have T = S + F
for some S ∈S and F ∈F(H). By using the first part of the theorem we have that
F = T − S ∈ AsymRef (S) ∩F(H) ⊂ AsymRef (SF).
Therefore T ∈S+ AsymRef (SF).
To prove (3), first suppose thatSF is asymptotically reflexive. Then by part (2),S is asymp-
totically reflexive. Now suppose S is asymptotically reflexive, then part (1) implies that SF is
asymptotically reflexive. 
We next prove a result that has no analogue in any of the usual forms of reflexivity.
Theorem 5. Suppose {Sμ : μ ∈ } is an increasingly directed family of linear subspaces of
B(H). Then AsymRef
(⋃
μ∈Sμ
)
= ⋃μ∈AsymRef (Sμ). In particular if each Sμ is
asymptotically reflexive, then so is ⋃μ∈Sμ.
Proof. SinceAsymRef (Sγ ) ⊂ AsymRef
(⋃
μ∈Sμ
)
for everyγ ∈ , then⋃μ∈AsymRef
(Sμ) ⊂ AsymRef
(⋃
μ∈Sμ
)
. Now let
 =
⎧⎨
⎩λ : λ = (F, ε) where F ⊂
⋃
μ∈
AsymRef (Sμ) is finite and ε > 0
⎫⎬
⎭ .
For λi = (Fi, εi) ∈ , i = 1, 2, we say that λ1  λ2 if and only if F1 ⊂ F2 and ε2  ε1.
This relation turns  into a directed set. Suppose T /∈ ⋃μ∈AsymRef (Sμ). Then for every
λ = (F, ε) ∈  there is a μ ∈  such that F ⊂Sμ, and since T /∈ AsymRef (Sμ), there are
nets {xλ,γ }γ∈ and {yλ,γ }γ∈ inH such that
〈Sxλ,γ , yλ,γ 〉 −→ 0 for every S ∈ F and 〈T xλ,γ , yλ,γ 〉 −→ 1.
By replacing xλ,γ with
xλ,γ
〈T xλ,γ ,yλ,γ 〉 we can assume that 〈T xλ,γ , yλ,γ 〉 = 1. Therefore for every
λ = (F, ε) ∈  there are xλ and yλ inH such that
|〈Sxλ, yλ〉| < ε for every S ∈ F and 〈T xλ, yλ〉 = 1.
Hence 〈T xλ, yλ〉 = 1 while 〈Sxλ, yλ〉 −→ 0 for every S ∈ ⋃μ∈Sμ. This shows that T /∈
AsymRef
(⋃
μ∈Sμ
)
, and therefore AsymRef
(⋃
μ∈Sμ
)
⊂ ⋃μ∈AsymRef (Sμ). 
Example 3. For each finite rank projection P , letSP = PB(H)P . Then
SP = Ref (SP ) = Ref0(SP ) = ApprRef (SP ) = AsymRef (SP ).
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However, ∪PSP =F(H), which is asymptotically reflexive, but not reflexive in any of the other
notions of reflexivity mentioned in this paper.
Corollary 1. IfS is a linear subspace of B(H), then
AsymRef (S) =
⋃
{AsymRef (M) :M S, dimM < ∞}.
The next corollary is a generalization of statement (4) in Proposition 1.
Corollary 2. Suppose A and B are in B(H) andS  B(H).
(1) A[AsymRef (S)]B ⊂ AsymRef (ASB),
(2) if A and B∗ are injective, then
AsymRef (ASB) = A[AsymRef (S)]B.
Proof. (1) Assume that T ∈ A[AsymRef (S)]B and 〈(ASB)eλ, fλ〉 −→ 0 for every S ∈S.
Then T = AT1B for some T1 ∈ AsymRef (S) and we have:
〈S(Beλ), A∗fλ〉 = 〈(ASB)eλ, fλ〉 −→ 0 for every S ∈S
⇒〈T1(Beλ), A∗fλ〉 −→ 0
⇒〈(AT1B)eλ, fλ〉 −→ 0
⇒T = AT1B ∈ AsymRef (ASB).
(2) Note that by using Theorem 4 and Corollary 1, we can assume thatS ⊂F(H) and thatS
is finite-dimensional. Hence in the definition of asymptotic reflexivity we can work with sequences
rather than nets. We first prove that AsymRef (AS) ⊂ A[AsymRef (S)]. Since A is injective,
then there exists a linear map C : A(H) −→H (not necessarily bounded) such that CA = I .
Now let T ∈ AsymRef (AS) and suppose 〈Sen, fn〉 −→ 0 for every S ∈S. By Proposition 2,
T (x) ∈ AS(x) for every x ∈H, and so the range of T is contained in the range of A. By using
the closed-graph theorem and the fact that ACT = T , we can show that the linear map CT = T1
is bounded. Since A∗ has a dense range, then for every n  1 there exists an f ′n inH such that
‖fn − A∗f ′n‖ < 12n(‖en‖+1) . Hence:
|〈Sen,A∗f ′n〉| <
‖S‖
2n
+ |〈Sen, fn〉|
⇒〈Sen,A∗f ′n〉 −→ 0 for every S ∈S
⇒〈ASen, f ′n〉 −→ 0 for every S ∈S
⇒〈T en, f ′n〉 −→ 0
⇒〈AT1en, f ′n〉 −→ 0
⇒〈T1en, A∗f ′n〉 −→ 0
⇒〈T1en, fn〉 −→ 0
⇒T1 ∈ AsymRef (S)
⇒T = AT1 ∈ A[AsymRef (S)].
This proves that AsymRef (AS) = A[AsymRef (S)].
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To prove AsymRef (SB) = [AsymRef (S)]B, we use Proposition 2 and the first case:
AsymRef (SB) = [AsymRef (B∗S∗)]∗
= [B∗(AsymRef (S∗))]∗
= [AsymRef (S)]B.
The general case follows by combining the first two cases. 
Several versions of Loginov–Shulman Theorem have been proved [6], which gives conditions
equivalent for every subspace that is closed in a certain topology to be “reflexive”. The next
theorem is a surprisingly strong analogue for asymptotic reflexivity, and it is independent of the
topology.
Theorem 6. SupposeS  B(H) is asymptotically reflexive. The following are equivalent:
(1) every finite-dimensional subspace ofSF is asymptotically reflexive,
(2) every linear subspace ofS is asymptotically reflexive,
(3) for every linear map ϕ :S→ C, there exist nets {eλ} and {fλ} in H such that ϕ(S) =
limλ〈Seλ, fλ〉 for every S ∈S,
(4) for every finite-dimensional subspaceM SF and every linear map ϕ :M→ C, there
exist nets {eλ} and {fλ} inH such that ϕ(S) = limλ〈Seλ, fλ〉 for every S ∈M.
Proof. (1) ⇒ (2): The proof is clear by using Corollary 1 and Theorem 4.
(2) ⇒ (3): Suppose thatϕ :S→ C is a nonzero linear map. TakeT0 ∈S such thatϕ(T0) = 1.
Since every S ∈S can be written as S = S − ϕ(S)T0 + ϕ(S)T0, it follows that S = ker(ϕ) ⊕
CT0. Thus ker(ϕ) is asymptotically reflexive. Therefore there exist nets {eλ} and {fλ} inH such
that
〈T0eλ, fλ〉 −→ 1 and 〈Seλ, fλ〉 −→ 0 ∀S ∈ ker(ϕ).
Hence ϕ(S) = limλ(Seλ, fλ) for every S ∈S.
(3) ⇒ (4) Clear.
(4) ⇒ (1) Assume that (4) is true and supposeM is a proper finite-dimensional subspace of
SF. Suppose T0 ∈SF\M and let ϕ :SF−→C be a linear map such that
ϕ(T0) = 1 and ϕ(T ) = 0 ∀T ∈M.
By the assumption, there exist nets {eλ} and {fλ} such that ϕ(S) = limλ〈Seλ, fλ〉 for every
S ∈SF. This shows that T0 /∈ AsymRef (M). Thus AsymRef (M) ⊂M, and thereforeM is
asymptotically reflexive. 
Corollary 3. SupposeSF is the union of an increasingly directed family of linear subspaces such
that each has a separating vector. If SF is asymptotically reflexive, then every subspace of S
is asymptotically reflexive. Hence, by Theorem 6, every linear map ϕ :S −→ C is a pointwise
limit of rank-one tensors.
Proof. To show that every subspace ofS is asymptotically reflexive, by Theorem 4, we just need
to show it for every subspace ofSF. Hence, without loss of generality, we can assume thatS is
asymptotically reflexive and is the union of an increasingly directed family of linear subspaces
such that each has a separating vector. In [17, Lemma 39] we showed that for such a subspaceS,
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every linear map ϕ :S −→ C can be written as pointwise limit of rank-one tensors. The proof
is complete by applying Theorem 6. 
Corollary 4. Every subspace of P(T ) is asymptotically reflexive for every T ∈ B(H).
Proof. By Theorem 2, the space P(T ) is asymptotically reflexive. If T is algebraic, then by
a theorem of Hadwin–Nordgren [10], P(T ) has a separating vector. If T is not algebraic,
then P(T ) = ∪n1Pn(T ), where Pn is the space all polynomials of degree at most n. By a
theorem of Larson [13, Lemma 2.2] eachPn(T ) has separating vector. Now the previous corollary
applies. 
It is well-known that ifA is a weakly closed unital algebra of normal operators which contains
the identity operator I , thenA is reflexive. A generalization of this for asymptotic reflexivity is
as follows.
Corollary 5. Any linear space of normal operators is asymptotically reflexive.
Proof. A result of Radjavi and Rosenthal (see [15, Lemma 9.20] or [14]) asserts that any linear
space of normal operators must be commutative and thus contained in an abelian von Neu-
mann algebra, which is reflexive. Moreover Sarason [16] noted that every WOT-continuous linear
functional on an abelian von Neumann algebra can be represented by a rank-one tensor. 
Lemma 4. If ϕ ∈ B(H), then ker(ϕ) is asymptotically reflexive if and only if ϕ is completely
rank-nonincreasing.
Proof. Suppose that ker(ϕ) is asymptotically reflexive and ϕ /= 0. Let T0 ∈ B(H)\ker(ϕ). Then
there are nets {eλ} and {fλ} inH such that
〈Seλ, fλ〉 −→ 0 for every S ∈ ker(ϕ) and 〈T0eλ, fλ〉 −→ ϕ(T0).
Therefore ϕ = limλ(eλ ⊗ fλ) where the convergence is the pointwise convergence, hence ϕ is
completely rank-nonincreasing.
Now suppose ϕ is completely rank-nonincreasing and let T0 ∈ B(H)\ker(ϕ). By Lemma 2,
ϕ = limλ(eλ ⊗ fλ). Thus 〈Seλ, fλ〉 −→ ϕ(S) = 0 for every S ∈ ker(ϕ) while 〈T0eλ, fλ〉 −→
ϕ(T0) /= 0. Therefore ker(ϕ) is asymptotically reflexive. 
Remark 2. Suppose that ϕ :S→ C is a nonzero linear map, then ϕ is limit of skew-compres-
sions if and only ifSAsymRef (ker(ϕ)), i.e., ker(ϕ) is asymptotically reflexive. Therefore we
can relate the conjecture about completely rank-nonincreasing maps (whether every completely
rank-nonincreasing map is a limit of skew-compressions) to asymptotically reflexive subspaces.
Example 4. In this example we show that if n  3 and ϕ :Mn(C) −→ C is any linear map, then
there should be at least one subspace ofS = ker(ϕ) that is not asymptotically reflexive. We can
assume that ϕ /= 0. Then there exists K ∈Mn(C) such that S = {A ∈Mn(C) : tr(KA) = 0},
where tr(A) denotes the trace of matrix A. By Proposition 1, we can assume that K =
[
Ik 0
0 0
]
for some 1  k  n. LetT =
{[
a b
c −a
]
: a, b, c ∈ C
}
. In Example 2 we showed thatT is not
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asymptotically reflexive. Now if k  2, thenS1 =
{[
T 0
0 0
]
: T ∈ T
}
S is not asymptotically
reflexive, and if k = 1, thenS2 =
{[
0 0
0 T
]
: T ∈ T
}
S is not asymptotically reflexive.
We conclude this paper with three questions.
Question 1. SupposeS ⊂ B(H). It is clear that ifS is closed under the ∗-operation (i.e. T ∈S
implies that T ∗ ∈S), then so is AsymRef (S). If S is a C∗-algebra, then from [17, Theorem
18] and Proposition 1, it follows that AsymRef (S) =S and so AsymRef (S) is an algebra. In
general, ifS is a unital algebra, is AsymRef (S) necessarily an algebra?
Question 2. We know that for every subspaceS  B(H), Ref (S) is always WOT-closed and
ApprRef (S) is always norm-closed. What can we say about AsymRef (S)? Must it be a Borel
set in the norm topology on B(H)?
Question 3. If a subspaceS  B(H) has a separating vector, does it have to be asymptotically
reflexive? Note that it is enough to answer the question whenH = Cn.
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