ACCURATE DIFFERENCE METHODS FOR LINEAR ORDINARY DIFFERENTIAL SYSTEMS SUBJECT TO LINEAR CONSTRAINTS*
HERBERT B. KELLERS" 1. Introduction. We consider the general system of n first order linear ordinary differential equations (1.1) y'(t) A(t)y(t) + g(t), a < < b, subject to "boundary" conditions, or rather linear constraints, of the form N (1. 2) By(z)= .
Here y(t), g(t) and II are n-vectors and A(t), Bx,..., BN are n x n matrices. The To include many other important practical applications we allow the coefficients A(t) and inhomogeneous data g(t) to be piecewise smooth. More precisely we say that a function b(t) e PCm[a, b] if and only ifqS(t), 41)(t), ---, dt)(m) (t) are piecewise continuous on [a, b] with at most a finite number of jump discontinuities there. Thus left and right limits exist at the points of discontinuity.
In any particular problem the fixed finite set of points of discontinuity will be assumed to be a subset of the points {zv} employed in (1.2). Of course if such a point is not intended to enter as a "boundary" point we simply set the corresponding B--0. This is strictly a device of notational convenience. We shall say that a matrix A(t) PCm[a, b] if and only if this is true for each of its components.
In 2 we show that a unique continuous solution, with piecewise smooth derivatives, of the problem (1.1)-(1.2) exists if and only if a specific matrix is nonsingular. Then we present some sufficient conditions, which may be of practical utility, to insure the nonsingularity of this matrix. In 3 a very simple difference scheme approximating (1.1), (1.2) on a nonuniform net is shown to have a solution, given explicitly, whenever the boundary value problem has a unique solution and the mesh is sufficiently fine. This scheme furnishes O(h2) accurate In 5 we show how all of the above results apply to more general (integral) boundary conditions or constraints. Most of our results go over without difficulty to nonlinear systems of differential equations and even nonlinear boundary conditions. However we only present the linear theory here as it forms the basis for these other applications and is of independent interest. An account of some of the current work is contained in [7] .
High order accurate approximations to solutions of boundary value problems with only piecewise smooth data and solutions do not seem to have been previously considered. However such problems occur frequently, and so we briefly discuss their formulation in the form (1.1), (1.2). The simplest and most familiar example consists in a self-adjoint equation, say (p(x)u,), q(x)u f(x), where p(x) has a point of discontinuity at which it is required that p(x)u'(x) be continuous. To replace this equation by a first order system we introduce the variables to obtain
The jump condition is now insured by simply requiring y(x) to be continuous. Unfortunately the above device is not always applicable. To illustrate the general case we consider a 2-point boundary value problem for a first order system of n-equations:
(1.3a)
u'= P(t)u + q(t), Dxu(a) + D2u(b) t, subject to the jump condition, at some point c (a, b), (1.3b)
Here D, E, P(t) are n x n matrices, u(t), q(t),0t,, are n-vectors. The idea now is to consider two systems of differential equations of the above form, say one for v(t) on [a, c] , the other for w(t) on (c, hi, and to determine conditions such that with u(t) =_ v(t) on [a, c) and u(t) w(t) on ( As an example of the use and limitations of Theorem 2.2 we consider briefly the general second order two-point boundary value problem with separated (or "unmixed") end conditions: alp"= p dp + q c/) + r [4] , [8] and generalized them in various ways [9] . However if, as in the present case, we allow discontinuous data, the endpoint difficulties occur also in the interior. We are not aware of any justification for difference corrections in such cases but it seems clear that this could easily be done. The other alternative is h -0 extrapolation in which there is no difficulty caused by nonsmooth data when the present difl'erence scheme is employed.
Specifically we consider a sequence of nets with uniform spacings h -=-h, > 0 satisfying (3.1), (4.1) and (4.8) h,+l < h,, g 0, 1,2, Let be any fixed point common to all the nets specified above. Then on the ttth net we introduce the integer t--to ( The final error will be O(hM+2), as expected, if the data A(t) and g(t) are in PCzM + 2[a, b]. The scheme (4.11) is just Neville's iterated interpolation see [3] or [6, y'(t)--A(t)y(t) + g(t), z'(t) B(t)y(t), z(a) O, z(b) I.
The difference method of 3 applied to this problem involves systems of order 2n, which are avoided in our direct approach. However the "midpoint" scheme applicable to (5.15) avoids the need for special care in treating the discontinuities of B(t) as in (5.5b ). This in fact can also be done in our direct treatment by using in (5.5a), in place of (5.5b), the coefficients: We have not employed these coefficients as the analysis becomes rather lengthy since the Euler-Maclaurin formula is no longer relevant. But the error estimates and h 0 extrapolation procedure remain valid.
Finally we observe that the procedures and analysis of 3 and 5 can easily be combined to treat (1.1) subject to constraints of the form (5.17) In fact the only change in the numerical method is simply to replace the Cj by the sum of those Cj defined in (5.5b) or (5.16) to those defined in (3.7a 
