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Abstract
One of the most remarkable features of the human
visual system is the ability to perceive three-dimensional
depth. This phenomenon is primarily related to the fact
that the binocular disparity causes two slightly different
images to be projected on the retinas. The images are
fused by the human brain into one three-dimensional
view. Various stereoscopic display systems have been
devised to present computer generated or otherwise
properly produced images separately to the eyes
resulting in the sensation of stereopsis. A stereoscopic
visual communication system can be conceived by
arranging two identical video cameras with an
appropriate inter-ocular separation, encoding the video
signals and transporting the resultant data over a
network to one or more receivers where it is decoded and
properly displayed. The requirements for realising such
a system based on Internet technology are discussed in
this paper and in particular a transport protocol
extension is proposed. The design and implementation of
a prototype system is discussed and some experiences
from using it are reported.
1. Introduction
Real-time multimedia communication over packet
networks has recently received a lot of attention.
Applications like videoconferencing and video-on-
demand have impelled the development and
standardisation of network protocols and technologies for
transport of real-time video over IP networks. Until
recently the transmission of video over the Internet has
been seriously constrained by technological limitations
such as low bandwidth, high latency and high
computational complexity. Consequently, most Internet
video systems to date have been restricted to low-quality
video, limiting its use for demanding applications.
However, recent advances in networking technology and
signal processing are rapidly eliminating these
shortcomings. High quality video communication can
therefore be envisioned to be commonplace on the
Internet in the near future. To some extent it is already a
reality. In some applications the quality and realism of
the video content is of paramount importance. Such
applications include remotely guided surgery, telerobotics
and others. Striving for realism in video-mediated
communication implies conveying the visual cues
perceptible by the human visual system as closely as
possible. An important characteristic of the human visual
system is the ability to perceive depth resulting from the
spatial disparity of the left and right eyes' viewpoints.
Since most packet video transmission systems developed
so far are limited to monoscopic imagery the perception
of depth resulting from stereopsis is lost. Although there
are other 3D depth cues such as obscuration, kinetic
depth, relative size and lighting that can be conveyed by
a 2D projection, true strereoscopic vision is only possible
with stereopsis [3]. In order to enable stereoscopic visual
communication over packet networks two video sources
(one for each eye's viewpoint) need to be transmitted and
properly presented at the remote end using a 3D-
visualisation system. This paper identifies the basic
requirements for stereoscopic video transmission over the
Internet and proposes a transport protocol extension for
stereoscopic video. Furthermore, the development of a
software tool to transmit stereoscopic video over the
Internet is presented and some initial usage experiences
are related.
2. Stereoscopic video fundamentals
The basis for stereoscopic perception is the binocular
disparity of the human visual system that causes two
slightly different images to be projected on the retinas of
the eyes. The two different perspective images are fused
in the visual cortex of the brain to compose a single
three-dimensional view. This process can be simulated by
having two cameras (still image or video) arranged with
the same inter-ocular distance as the human eyes. On
average the separation of the human eyes is about 65
mm, so placing the two cameras this distance apart with
coplanar image sensors will model the human visual
system in respect to the difference in perspective between
the two viewpoints. When each camera's image ispresented only to the corresponding eye of the viewer the
two images will be fused to one, providing the cameras
are identical. A number of display techniques have been
developed to filter out and present the appropriate images
to each eye.
2.1. Background
The observation that stereoscopic perception is related
to the binocular disparity of the human visual system is
not new. As early as about 300 B.C. Euclid had an
understanding of the fact that each eye sees a slightly
different image, but it wasn't until 1832, when Charles
Wheatstone explained that the perception of depth is
produced when the mind fuses the two images into one
solid three-dimensional view, that the principles of
stereoscopic vision were fully uncovered [2]. Wheatstone
constructed a simple stereoscope from mirrors and drawn
images that demonstrated that there is a unique depth
sense, stereopsis, produced by retinal disparity.
2.2. Stereoscopic display systems
A stereoscopic display system is a device that arranges
for the left and right viewpoint images to be displayed
separately for the corresponding eye. Numerous
techniques have been suggested to this end. One
approach familiar to many people is known as the
anaglyphic method, wherein the left and right images are
drawn in different colours, usually red and green (or
blue). The spectator wears a pair of glasses with a red
filter covering one eye and a green (or blue) filter
covering the other eye. In this way the proper images are
displayed for each eye. The main problem with the
anaglyphic method is that it doesn't work very well with
colour images.
Another approach is to use a time-division-
multiplexing scheme for displaying the images and
synchronised liquid crystal shutter glasses, to restrict
each eye to the proper view. In such a system the images
of the left and right channel are displayed sequentially on
a CRT monitor at a rate that is synchronised with the
shutter glasses so that the left eye is uncovered when the
left viewpoint image is rendered and vice versa. The
synchronisation signal commonly uses an infrared link so
that many glasses can be in use simultaneously. A system
of this kind is illustrated in Figure 1. A variation on this
scheme is to use an active polarising filter plate in front
of the screen in conjunction with passive polarising filter
glasses [4]. The filter plate switches between the two
distinct polarisations of the eyewear in sync with the
rendering of the left and right viewpoint images. An
advantage of this type of system is that the eyewear is
cheaper and more convenient than the active shutter
glasses.
Figure 1. Time-multiplexed stereoscopic display
using active shutter glasses and an infrared emitter
A head-mounted display (HMD) is a piece of
equipment worn on the viewer's head with a small liquid
crystal display positioned in front of each eye [5]. The
left and right viewpoint images are rendered separately
on each screen. The main drawbacks are that HMDs tend
to be uncomfortable to wear and that they only can be
used by one person at a time.
2.3. Stereo image acquisition
To acquire the images to be viewed in a stereoscopic
display system, two horizontally displaced cameras are
used. There are also numerous applications where the
images are computer-generated from virtual 3D models,
but we will limit our discussion to photographic (video)
stereoscopy. The principles are the same whether still
image or video cameras are being used, but henceforth
we will assume video stereography. There are two types
of camera set-up that can be used:
• parallel axes cameras,
• toed-in cameras.
In the parallel axes configuration the cameras are
aligned so that the axes through the lenses of the cameras
are parallel. The convergence of the images is achieved
by shifting the image sensors of the cameras slightly, or
by a horizontal image translation and clipping of the
resulting images. In the toed-in arrangement the cameras
are slightly rotated towards each other so that the lens
axes intersect at the point of convergence. The two set-
ups are depicted in Figure 2.
In both camera configurations the cameras should be
vertically aligned and the interaxial separation should be
about 65 mm in order to give realistic stereopsis depth
cues. However, for specialised applications, like stereomicroscopy or aerial mapping, dramatically different
interaxial separations might be appropriate.
a b
Figure 2. Camera configuration:
a) parallel axes cameras b) toed-in cameras
An undesired effect of the toed-in configuration is that
it causes vertical misalignment of corresponding left and
right image points. This misalignment, or vertical
parallax, is known to be a source of discomfort for the
viewer [7]. The reason for this effect, sometimes referred
to as keystone distortion, is that the image sensors of the
cameras are located in different planes. Therefore the left
and right viewpoints get slightly different perspective
views of the scene. The problem is illustrated in Figure 3.
a b c
Figure 3. Keystone Distortion:
a) original image b) left eye view c) right eye view
Image processing algorithms for elimination of
keystone distortion have been proposed [13], but it is
most easily avoided by using the parallel axes camera set-
up. The parallel axes configuration gives no vertical
parallax (providing the cameras are correctly vertically
aligned), but requires a horizontal translation of the
resulting images. Because of the translation the images
are not perfectly superimposed. This requires clipping of
the images so that only the common field of view is
displayed. Depending on how much the images are
translated the convergence plane can be positioned at
different perceived depths. A configurable convergence
plane can be useful in eliminating the
convergence/accommodation problem discussed in the
next section.
2.4. Problems with stereoscopic display
There are a number of well-known problems with
stereoscopic imaging, some depending on technological
shortcomings and some relating to the characteristics of
the human visual system. These problems are often
manifested as eye strain and discomfort for the viewer.
2.4.1. Accommodation/convergence breakdown. When
viewing an object in the real world the eyes are focused
(accommodated) on the object by changing the shape of
the lenses to give a sharp image. The eyes are also
converged on the object by rotation so that the two
images seen by the eyes can be fused by the brain into
one object. In the real-world viewing situation the
convergence plane and the focal plane always coincide.
Conversely, when looking at a stereoscopic display, the
eyes accommodate on the plane of the screen but
converge based on the parallax between the left and right
viewpoint images. This breakdown of the habitually
accustomed accommodation/ convergence relationship is
a well-documented cause for eye strain [8]. The level of
discomfort is highly individual and can be reduced with
practice. Nevertheless, to minimise the negative effects of
the accommodation/ convergence problem the
convergence plane should be positioned so that it appears
to be in the plane of the screen. This can be done by an
appropriate horizontal image translation in case the
parallel axes camera set-up is being used.
2.4.2. Interposition and parallax depth cue conflicts. If
an object in a 3D view that have negative parallax, i.e. is
perceived to be located in front of the screen, is obscured
by the bounding box of the screen or the 3D-window, the
sensation of stereoscopic depth is seriously impaired.
This is because of the conflict between the 3D depth cue
resulting from the negative parallax and the cue of
interposition between the object and the screen or
window surround. The easiest way to avoid this problem
is to arrange the convergence plane so that the
foreground objects have zero parallax. Thus, no object in
the scene will appear to be in front of the screen and the
problem vanishes. For some applications however, it is
highly desirable to have objects poking out of the screen
in which case care must be taken so that they are not
clipped by the bounding region.
2.4.3. Crosstalk. Crosstalk is an undesirable effect
occurring when imperfections in the stereoscopic displaysystem results in compromised view separation [13]. For
example, using a liquid crystal shutter glasses system, the
unwanted view can be leaked to the improper eye by CRT
phosphor afterglow, or shortcomings of the optical
shutter in the eyewear.
3. Requirements for stereoscopic video
transmission
There are a number of issues that need to be
considered in order to develop a flexible framework for
transmitting stereoscopic video over packet networks.
Some basic requirements and some desirable features are
identified and discussed below.
3.1. Interoperability with monoscopic packet video
systems
The fragmentation of the stereoscopic video content
into IP packets should follow the specification of the
Real-time Transport Protocol (RTP) and the appropriate
RTP profile document for the media encoding in question
[19]. This assures that prevalent packet video systems
will be able to de-multiplex the packet streams generated
by stereoscopic systems. Furthermore, in case
monoscopic systems are used in combination with
stereoscopic systems, it is highly desirable that the former
can decode at least one of the two streams of a
stereoscopic packet video stream. To facilitate the
reception of only one of the two video streams different
UDP port numbers should be used for the two channels.
This arrangement is consistent with the port-based
multiplexing scheme for independent media streams
devised by the RTP specification.
3.2. Independence of video encoding
The transmission architecture should be general
enough to be used with any video encoding and
compression scheme. Since most popular video codecs in
use are restricted to encoding of monoscopic video, it
must be possible to associate two independently encoded
(monoscopic) video streams and to identify which stream
is the left-eye view and which is the right-eye view. In
case a stereoscopic encoding that defines a specific
channel multiplexing scheme is being used, the
encapsulation should be defined by a RTP profile
document. This will compromise interoperability with
monoscopic systems as discussed above.
3.3. Compression
In order to utilise network bandwidth as efficiently as
possible, compression must be applied to the digital video
signals. Numerous compression schemes have been
devised for monoscopic video, and techniques and
standards customised for stereoscopic video are also
emerging. It is widely recognised that substantial
compression performance can be gained by exploiting the
strong correlation between the left and right video
channels of a stereoscopic video pair [9]. Furthermore,
the resemblance between motion disparity and
perspective disparity makes it possible for stereoscopic
video compression to benefit from predictive coding
techniques developed for temporal inter-frame
compression in algorithms like MPEG. The conventional
approach for stereoscopic video compression is to encode
one of the channels using a standard monoscopic video
compression algorithm and to encode the second channel
differentially from the first, exploiting inter-channel
redundancies. In the MPEG-2 multiview profile the left
channel is encoded as a normal MPEG-2 stream and the
right channel is encoded with disparity compensation
from the left channel and also with motion compensation
within the right channel [12]. Thus, with a suitable
multiplexing scheme the left channel is decodable by any
system capable of MPEG-2 decoding even if the
multiview profile isn't supported.
3.4. Switching between stereo and mono
Many of the contemplated applications of stereoscopic
video transmission can be envisioned to benefit from
stereopsis only for limited periods of time, while the rest
of the session is better served with monoscopic video. An
example of such a case would be a distributed design
session using a videoconferencing system to
communicate, enabling stereoscopic views whenever an
object needs to be inspected in 3D. To facilitate this type
of usage it must be easy to switch between stereoscopic
and monoscopic rendering at the receiver and between
strereoscopic and monoscopic transmission at the sender.
3.5. Source host
It should be possible for the two channels of a
stereoscopic video stream to originate from different
hosts. This is useful for at least two reasons: Many video
boards used in workstations only allow one input video
signal. In order to transmit two video signals one could
use two co-located workstations to transmit one stream
each. This raises demands on the synchronisation of the
streams as will be discussed later. Another motivation for
the requirement is that some applications of stereoscopic
imaging require a very large inter-ocular distance to be
useful. Examples of such applications include aerial
mapping and space telescopy. Clearly, these systems willrequire different source addresses for the left and right
video channel's data streams.
3.6. Destination address
In case of multicast operation, it might be useful to
assign a different multicast address to each of the video
channels. In that way stereo-capable receivers subscribe
to both multicast groups whereas monoscopic receivers
subscribe to only one. Thus, network bandwidth is not
wasted in transmitting both video streams to a receiver
that can only decode one. For this reason the left and
right viewpoint's video streams should be allowed to have
different (multicast) destination addresses.
3.7. Synchronisation
The receiver of stereoscopic video must be able to
synchronise the left and right video streams for playback.
This is eminently important since moving objects in a
scene can be perceived as having false parallax values as
the result of being spatially displaced in the two views
due to bad synchronisation. The RTP timestamps of the
two video streams represent the sampling instants of the
video images and can thus be used for synchronisation,
providing the RTP timestamps of the two streams are
derived from the same clock. This is straightforward if
the two streams originate from the same host. Otherwise
the receiver must relate the RTP timestamps of the video
streams to the NTP timestamps in the corresponding
RTCP sender reports. Consequently, the NTP timestamps
of the transmitting sources must be synchronised. This is
the purpose of the NTP protocol [18].
3.8. Session announcement and initiation
SDP, the Session Description Protocol, is a protocol
for describing the multimedia content of real-time
conferencing sessions [21]. SDP is used by the Session
Announcement Protocol (SAP) to announce multicast
conferences and by the Session Initiation Protocol (SIP)
to synchronously initiate sessions [22]. In an SDP
message a media description entry defines a particular
media to be used in the session (such as audio or video),
its encoding, the transport port and the transport
protocol. For stereoscopic video two media description
entries should be included in the SDP message; one for
each channel. The media descriptions should specify
different UDP port numbers for the two channels. An
SDP media description can contain one or more attribute
lines. To signal that a media description contains a
stereoscopic video channel an attribute of the type "a=X-
stereovideo:<channel>" should be present, where
<channel> is "left" for the left video channel and "right"
for the right channel. An example SDP message for a
stereoscopic video session is given in Figure 4.
4. Transport protocol extension for stereo-
scopic video
In accordance with the requirements discussed in
 Figure 4. Example of an SDP session description for
a stereoscopic video session
chapter 3 stereoscopic video streams should be
transported using the Real-time Transport Protocol
(RTP) [19]. Furthermore, the left and right video
channels should be carried as two distinct RTP streams
so that individual demultiplexing and decoding is
possible for systems that cannot display stereoscopic
images. A transport protocol extension is needed to
associate the two channels of a stereoscopic stream to
each other and to identify which channel is the left and
right viewpoint respectively. Although this information
can be defined at session initiation time using SDP as
described in section 3.8, another mechanism is necessary
for sessions that aren't announced by SAP or SIP.
Furthermore, the transport protocol extension permits the
bindings of RTP streams to viewpoints to change
throughout a session.
RTP provides end-to-end network transport
functionality suitable for real-time, delay sensitive data
transmission. The protocol defines packetisation and
multiplexing rules for real-time data. It also defines a
packet header containing, among other things, fields for
sequence numbers and timestamps, usable for things like
packet loss detection, playout scheduling and cross-media
synchronisation. The details of packetisation for specific
media encodings are defined separately in RTP profile
documents. A closely related protocol, the RTP Control
Protocol (RTCP) is used for monitoring the quality of
service of RTP sessions and to convey information
identifying the properties of RTP flows.
v=0
o=mathias 2890844526 2890842807 IN
IP4 192.36.136.15
s=Stereoscopic Video Test
c=IN IP4 224.2.2.2/127
t=2873397496 2873404696
m=video 25566 RTP/AVP 26
a=X-stereovideo:left
m=video 25568 RTP/AVP 26
a=X-stereovideo:rightThe RTCP protocol defines source description (SDES)
packets for carrying information about associated RTP
streams. SDES packets consist of a packet header
followed by a number of source identification/description
pairs. The source identification is a 32-bit synchronising
source identifier (SSRC) that uniquely identifies an RTP
stream. Each RTP stream carries the SSRC identifier in
its RTP header.  The source description is a list of SDES
items. An SDES item is a variable length entity
consisting of an 8-bit item type identifier, an 8-bit length
field and a variable length source identification string.
Currently defined SDES item types include CNAME,
NAME, PHONE, EMAIL, LOC, TOOL, NOTE, APP
and PRIV. Each SDES item describes an RTP stream by
some attribute like a real name or a phone number. The
private extension (PRIV) SDES item is intended for
experimental or application-specific SDES extensions. In
addition to the 16-bit SDES item header the PRIV item
also includes an 8-bit prefix length field and a variable
length prefix string containing an ASCII identification of
the PRIV item subtype. Since PRIV items of
unrecognised subtypes are required to be silently ignored,
new source description items can be introduced without
requiring packet type value registration. If wider use is
justified after testing it is recommended that the PRIV
item is redefined as a unique SDES item, without the
prefix identification, and given an item type that is
registered by the Internet Assigned Numbers Authority
(IANA) [24]. Thus, SDES PRIV items are ideal as
containers for information associating the channels of a
stereo pair.
The format of the stereo SDES PRIV item we have
used in the experimental system presented in this paper is
shown in Figure 5.
SDES ID=8 length prefix length
“3D-video”
SSRC of ...
channel id
prefix string
0  8  16 24 32
 ... other channel’s RTP stream
Figure 5. RTCP SDES PRIV item:
SDES ID (8 bits), length (8 bits), prefix length (8 bits),
prefix string (64 bits), SSRC (32 bits), channel id
 (8 bits)
The prefix string field is an 8 octets wide ASCII string
that identifies the PRIV packet as a stereoscopic video
source description item. The string value "3D-video" is
used for stereo PRIV items. The prefix length should
consequently be set to 8. The SSRC field contains the 32-
bit numeric synchronising source identifier of the other
channel's RTP stream. (That is, for a stereo PRIV item
identifying a left-eyed RTP stream this field contains the
SSRC of the corresponding right-eyed RTP stream and
vice versa.) The channel id identifies the RTP video
stream as being the left (channel id 1) or right (channel
id 2) viewpoint of a stereo video pair.
The stereo SDES PRIV item should be included in the
SDES item list of the RTCP packets periodically
transmitted to the destination address of the associated
RTP video stream. This assures that late joining members
(in case of a multicast session) can identify the source as
a stereo video channel.
Note that it is sufficient with only one of the RTP
video streams of a stereo pair being identified as
stereoscopic with SDES PRIV items, since it gives a
complete association of the two streams. However, since
RTCP packets are implicitly associated with an RTP
stream by UDP port number (the port number of the
RTCP stream being one higher than that of the RTP
stream) it might be desirable to mutually identify the
stereo pair by both RTCP streams. This is useful if the
reception of a stereo stream is subdivided in separate
processes for each channel, or indeed is distributed on
two hosts. The operation if the stereo SDES PRIV packet
streams are inconsistent is undefined.
5. Implementation issues
In this chapter the design and implementation of a
stereoscopic videoconferencing application is presented.
Some experiences from initial usage of the system are
also reported.
5.1. A stereoscopic videoconferencing tool
In order to study the requirements of stereoscopic
video transmission over the Internet in practice an
experimental teleconferencing tool called Smile! was
modified to support stereoscopic video transmission and
display. The Silicon Graphics O2 workstation running
the IRIX operating system was chosen as the target
platform because of its broad multimedia capabilities and
native support for stereoscopic rendering. JPEG
compression was chosen for the video streams due to the
availability of dedicated hardware for
compression/decompression.
The transmitting side of the system was realised using
two workstations with video grabber and compression
hardware and one camera connected to each workstation.
The cameras were arranged in the parallel-axesconfiguration, as described in section 2.3, with an inter-
axial separation of about 65 mm. To enable stereoscopic
transmission the user selects whether the video is the left
or right viewpoint by checking the corresponding
checkbox in a pulldown menu. A snapshot of the
graphical user interface is shown in Figure 6.
  
Figure 6. User interface for viewpoint selection
Once a viewpoint is selected from the graphical user
interface, the application starts transmitting RTCP SDES
PRIV packets for the stereoscopic extension as specified i
section 4. In order to do this, the application must know
the synchronising source identifier (SSRC) of the other
viewpoint's RTP stream. In this protoype implementation
the SSRC identifiers of the RTP streams were user-
configurable by command line parameters. Allocating
SSRC identifiers in this way isn't  recommended, since it
compromises identifier uniqueness, but was nevertheless
chosen for simplicity. A better approach would be to
generate the SSRC identifiers randomly, as exemplified
in Appendix A6 of the RTP specification [19], and to use
some application-specific setup protocol to exchange the
identifiers between the sending peers.
On the receiving side stereoscopic video streams are
identified when the RTCP source description packets
including the stereoscopic video extension items arrive.
Smile! maintains a list of contributing members of the
conference session that have been identified by source
description RTCP packets. The list is graphically
presented to the user with an icon identifying the media
type and a name describing the originator. When two
video streams have been identified as left and right
viewpoint of a stereoscopic video pair respectively, they
are represented by only one item in the graphically
displayed list with an icon indicating the stereoscopic
nature of the video. This is depicted in Figure 7.
Figure 7. The session member list:  One stereoscopic
video transmitter is identified by the "3D" label on the
camera icon.  Two other sources are active: one
transmitting audio and video, the other only audio.
Time-multiplexed stereoscopic video is displayed in a
window or full-screen using Open GL's quad-buffer
rendering and is viewed using CrystalEyes shutter glasses
from StereoGraphics [20]. A checkbutton for switching
between stereoscopic and monoscopic rendering is
available from a pull-down menu. The horizontal image
translation needed to converge the views is controlled by
the left and right arrow-keys on the keyboard. Thus, the
convergence plane can be interactively adjusted to
different perceived depths, depending on viewing
conditions and user preference.
5.2. Usage experiences
Some incipient trials with stereoscopic video
transmissions over the Internet have been performed
using the prototype system described above. Although
much more work is needed to evaluate the technology in
question, some initial observations concerning usability
have been made.
5.2.1. Notes concerning video quality. What level of
quality to choose for a stereoscopic video transmission
depends on the type of application in question and the
bandwidth available. Also, different video encodings are
appropriate in different situations. However, some
observations of a more general nature can be made:
The frame rate of the left and right video streams
should be the same. How high frame rate is needed is
highly application-dependent, but substantially different
frame rates in the two channels must be avoided.
Simultaneously displaying two temporally displaced
frames of a dynamic scene will result in inconsistent
views for the left and right eyes, creating ghosting
effects, false parallax effects and confusion.The effect of choosing different spatial quality for the
two channels is more complex. Initial experiments
suggest that a high spatial quality in one of the channels
and a substantially lower quality in the other results in a
perceived quality that is some sort of average of the two
[23]. How this effect relates to other factors, like eye-
dominance, requires further psychovisual research.
5.2.2. Positioning the Convergence Plane. Due to
problems with conflicting depth cues, as discussed in
section 2.4.2, a positioning of the convergence plane that
causes negative parallax values must be treated with care.
This was found to be particularly true if a small screen
was used. In the trials with the prototype system
presented here the best results were achieved when
positioning the convergence plane in the plane of the
screen.
5.2.3. Target applications. In computer aided
engineering (CAE) and design (CAD) stereoscopic
visualisation of 3D models is commonly used. In
distributed CAE and CAD sessions sharing of virtual 3D
models between geographically dispersed teams of
engineers can be complemented with shared stereoscopic
views of real product prototypes. The addition of
stereopsis in this context means that early prototypes can
be evaluated remotely with a high degree of realism.
Another field where stereoscopic visualisation has
prevailed is medical simulators. With stereoscopic video
transmission and visualisation remote medical
consultations and remote surgery can be performed with
increased quality.
6. Summary and conclusions
Advances in network technology and signal
processing have made high-quality video transmissions
over the Internet feasible. Since Internet
videoconferencing hitherto has been limited to
monoscopic video, the sensation of stereopsis resulting
from binocular disparity is lost. This paper has identified
the basic requirements for stereoscopic video
transmission over the Internet. Also, a transport protocol
extension has been proposed that enables two video
signals of a stereoscopic pair to be associated and
identified as left and right viewpoint respectively. The
packetisation and multiplexing rules for stereoscopic
video was defined in accordance with the RTP
specification. An implementation of a stereoscopic
videoconferencing system was presented along with some
initial usage experiences.
To conclude, stereoscopic video transmission systems
can be successfully realised over the Internet using the
transport protocol extension and general guidelines
presented in this paper. Experiences from implementing
and using the prototype system substantiate this
assertion. It is this author's belief that many future
communication systems will support stereoscopic video
transmission and benefit from the powerful visual cues of
stereopsis.
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