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ABSTRACT
Many radio chips used in today's sensor mote hardware can work at different
frequencies. Recently, several multi-channel communication protocols have been
proposed to improve network throughput and reduce packet loss for wireless
sensor networks. However, existing work does not provide explicit guarantees for
application-specified end-to-end communication delays, which are critical to many
real-time applications such as surveillance and disaster response. On the other
hand, those radio chips also have adaptable transmission power which allows a
trade-off between communication delays and energy efficiency.
This work proposes two multi-channel real-time communication protocols.
One of the protocols features a node-based channel assignment policy while the
other allocates channels to network partitions organized based on data flows. Both
protocols are designed based on the multi-channel realities of existing mote
hardware. The two proposed protocols are compared with other real-time protocols
for wireless sensor networks to evaluate their performance using simulations based
on a realistic radio model. The simulations are supplemented with results from
hardware experiment done using Sentilla Tmote Invent motes [35]. The results
demonstrate that the two protocols can effectively utilize multiple channels to
reduce the number of deadlines missed in end-to-end communications.
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1 Introduction
Wireless sensor networks (WSN) are groups of devices that communicate with each
other using wireless radio and collect sensor data. These devices can have various
types of sensors such as temperature, pressure, vibration and motion. A group of
these devices, commonly called motes, allows coverage of larger areas than one
single device could cover. Typically the individual devices send their sensor data to
a central location such as a base station that utilizes the collected data for analysis
or control. The original motivation for development of wireless sensor network
similar to various other computer technologies was for military applications such as
battlefield surveillance. Lately WSNs are being used in civilian areas such as
environmental monitoring, home automation and security and traffic control. An
example civilian use is the planned deployment by the City of San Francisco of
thousand of motes for monitoring parking spaces on the city streets [32].
Mote hardware comes in various sizes from a shoebox to the size of a
quarter. The size largely depends on the intended application for the motes. Even
though motes might differ in their applications they share a few common
components for example a radio transceiver, a small microcontroller and a power
source such as a battery or solar cell array. Generally most of these motes have a
suite of sensors on them though this is not a requirement as some of the motes
might just be part of the communication backbone. The cost of motes can range
from hundred of dollars to a few cents depending on the size and complexity of the
sensor network and also the number of distinct sensors on the individual motes.
1

1.1 Background
Many wireless sensor networks (WSN) applications rely heavily on information
being transmitted in a timely manner. For example, a WSN-based disaster warning
system must report detected events within a specified real-time deadline. Likewise,
a surveillance system needs to notify authorities promptly upon the detection of any
intruders. In WSNs, due to the lossy nature of wireless links, real-time
communication protocols are commonly designed to provide only soft probabilistic
real-time guarantees. There are many factors that may affect the end-to-end delay of
a packet from the source to the destination (e.g., a base station). Among them, a
major factor is the number of retransmissions caused by unreliable wireless links
and channel contention [1].

1.2 Decreasing Delay
There are multiple methods of reducing delay. As the number of retransmissions
has a prominent affect on the delay, reducing the number of retransmissions leads
to reduction in the delay too. Two methods of reducing retransmissions are
increasing the transmission power and using multiple channels.
1.2.1 Variable Transmission Power
A common way to improve link quality is to increase the transmission power [2].
Transmission power can be used to reduce end-to-end delays due to several
2

advantages. First, the sensor motes available today already support varying
transmission power. For example, the CC2420 radio chip [3] used in many motes
has 31 different transmission power levels. Second, it can reduce the number of
retransmissions for a packet to be delivered [2]. Third, it may also increase the area
range of high packet reception rate (i.e., boundary of the gray area) of each node [1],
and thus may lead to reduced number of hops needed to reach the destination.
Previous work [4] has also shown that desired delays can be achieved by adapting
transmission power of each node along an end-to-end path. However, a well-known
drawback of increasing power for shorter delays is that high transmission power
may cause significantly increased interference and channel contention. As a result,
the network capacity may be reduced [5]. This has greatly limited the feasibility of
using transmission power to provide real-time guarantees.
1.2.2 Multiple Channels
Recently, multi-channel communication protocols have been proposed for WSNs to
improve the communication performance of traditional single-channel protocols
commonly used in WSNs. For example, a multi-channel protocol has been designed
in [6] to improve network throughput and reduce packet loss for WSNs. Multichannel MAC protocols [7] [8] [9] have also been proposed to improve network
throughput for WSNs. Their simulation results show that those multi-channel
protocols outperform their corresponding single-channel protocols. Multi-channel
communications are promising because many radio chips used in today's sensor
motes can work at multiple frequencies. For example, the CC2420 radio chip
3

provides 16 non-overlapping channels with radio frequency from 2,400MHz to
2,483MHz. However, existing multi-channel work does not provide explicit
guarantees for application-specified end-to-end communication delays. On the other
hand, as demonstrated in [10], multiple channels can significantly increase network
capacity and thus greatly alleviate the drawback of using transmission power as a
tool to achieve desired communication delays.

1.3 Proposed Solution
This work presents two communication protocols that utilize both multiple
channels and transmission power adaptation for real-time WSNs. The first protocol
has a node-based channel assignment strategy. Each node in the network is assigned
a channel and has to switch to the receiver's channel in order to establish a
communication. The second protocol adopts a more coarse-grained channel
assignment policy. The network is organized into different partitions based on data
flows. Each partition is assigned a different channel. Both of these protocols are
designed based on the multi-channel realities identified in previous work [6] to use
only a small number of orthogonal channels and avoid costly time synchronization.
The results show that the two protocols both outperform previous work by
reducing the number of deadlines missed in end-to-end communications.

4

2 Related Work
Many research groups are working in the field of WSN and a lot of work has been
done in real-time communication protocols and using multi-channel MACs. This
chapter highlights some of the previous work done in this area and shows how it
differs from the work presented here.

2.1 Real-time communication protocols
Many real-time communication protocols have been proposed for wireless sensor
and ad-hoc networks. A comprehensive review of real-time communication in WSNs
is presented in [11]. At the MAC layer, Implicit EDF [12] is a collision-free real-time
scheduling scheme that exploits the periodicity of WSN traffic. RAP [13] uses a novel
velocity monotonic scheduling scheme to prioritize real-time traffic based on a
packet's deadline and distance to the destination. At higher layers, SPEED [14]
achieves desired end-to-end communication delays by enforcing a uniform
communication speed throughout the network. MMSPEED [15] can provide QoS
differentiation to meet both reliability and timeliness requirements. SWAN [16] also
proposes stateless control algorithms for differentiated services. Karenos et al. [17]
have also presented a flow-based real-time traffic management mechanism.
However, none of the existing real-time protocols take advantage of the multichannel capabilities of today's mote hardware. The two proposed protocols are
specially designed for real-time communications in multi-channel WSNs.

5

2.2 Multi-channel MAC protocols
Recently, several multi-channel MAC protocols have been proposed for WSNs [7] [8]
[9]. In these protocols, channels are assigned to different nodes locally to minimize
interference. This strategy is referred to as node-based channel assignment. In
node-based protocols, a node often has a different channel from its downstream
node and upstream node in a data flow. Therefore, each pair of nodes must switch to
the same channel for communication, which may require precise time
synchronization and lead to non-trivial overhead. In addition, some node-based
strategies may require a large number of orthogonal channels, which may not be
very practical for existing mote hardware, as discussed in [6]. Nonetheless,
simulation results demonstrate that these protocols can improve communication
performance such as network throughput for WSNs. In this work, one of the
proposed real-time communication protocols also uses node-based channel
assignment. However, in contrast to the related work, the proposed scheme requires
neither time synchronization nor a large number of orthogonal channels. In
addition, the proposed protocol is designed to achieve application-specified end-toend delays that cannot be guaranteed by the related work.
Another recent work [6] proposes a coarse-grained channel assignment
policy, which allocates channels to disjoint trees and exploits parallel transmissions
among trees for data collection applications. As a result, the interference between
different trees can be minimized. In addition, experiments on MicaZ hardware are
also presented in [6] to investigate multi-channel realities. Two important realities
6

have been reported. First, the number of orthogonal channels is actually small such
that a practical multi-channel protocol should rely on only a small number of nonadjacent channels. Second, time synchronization protocols in WSNs could be
expensive, in terms of bandwidth and power consumption. Hence, frequent resynchronization should be avoided in protocols design. The two real-time
communication protocols present in this work are based on these two realities. The
proposed flow-based channel assignment policy organizes the network into
different partitions based on data flows, such that the interference between
different flows can be minimized. In addition, the protocols presented are designed
to achieve desired end-to-end communication delays and reduce power
consumption at the same time, which are not addressed in existing multi-channel
work.

2.3 Adaptive transmission power
Transmission power control for energy efficiency has been studied extensively in
the context of wireless ad hoc networks. The previous work can be roughly
classified into two categories: topology control and power-aware routing. Topology
control preserves the desirable property of a wireless network (e.g., connectivity)
by reducing transmission power to the maximum degree. A survey on existing
topology control schemes can be founded in [18] and several representative
projects are in [19] [20] [21] [22]. The goal of power-aware routing is to find
energy-efficient routes by varying transmission power, as presented in [23] [24]
[25] [26] [27]. Although the above studies demonstrate the effectiveness of
7

transmission power control in reducing energy consumption, none of them deals
with real-time requirements in multi-channel WSNs. In this work, two multi-channel
protocols that use transmission power adaptation to meet packet deadlines are
proposed.

8

3 Motivation based on empirical studies
In this chapter, the reasoning that increasing the transmission power to achieve
shorter communication delays may cause increased interference and network
contention is validated by conducting hardware experiments. As a result, increasing
transmission power for one node may cause other nodes in the neighborhood to
have long delays due to their increased number of retransmissions caused by high
packet drop ratio. This problem can be greatly alleviated by having parallel data
transmissions in multiple channels. This experiment motivates the need to design
multi-channel real-time communication protocols.
These experiments are performed in an indoor environment using 6 Tmote
Invent [35] motes. Each mote is equipped with a CC2420 radio [3] whose bandwidth
specification is 250 Kbps. The 6 motes are organized as three pairs. Each pair is
configured to have a one to one communication as shown in Figure 1. The sender of
each pair periodically sends out packets with a packet size of 18 bytes and at a rate
of 50 packets per second. The three senders are synchronized to transmit packets at
the same time for increased chance of interference at the receivers. The packet drop
ratio of the middle pair, i.e., Pair 2, is measured to evaluate the interference caused
by the other two parallel pairs. The transmission power of the senders of Pairs 1
and 3 is varied, which is referred to as interfering power, to examine the effect of
increasing the transmission power of interfering data flows. The transmission
power of the sender of Pair 2 is also varied, which is referred to as transmission
power, to see the impact on a node that is transmitting using different power levels.
9

Figure 1 Experimental Setup
In the first experiment, all the 6 nodes are using the same channel. Each point in
Figure 2 is an average of 5 runs. From Figure 2 it can be seen that the packet drop
ratio increases when the interfering power increases. For example, when the sender
of Pair 2 has a transmission power of -14dBm, the drop ratio at its receiver
increases from 12% to 26% when the interfering power increases from -18dBm to
10dBm. This result confirms that increasing the transmission power has a negative
impact on other data flows in the network. The resulting high drop ratio will cause
more retransmissions and thus longer delays for neighbor nodes. It can be observed
that the packet drop ratio is higher when the sender of Pair 2 is using a lower
transmission power. That means a node has a greater chance of having a long delay
when it is using low power to transmit while its neighbors are using high power. In
a real-time communication protocols that rely on transmission power adaptation to
achieve short delays such as [4], the long delay main in turn cause the nodes to
switch to high transmission power. Consequently all the nodes may finally switch to
10

Figure 2 Single Channel

high transmission power to compete for the shared channel, which will lead to
excessive power consumption and degraded real-time performance.
In the second experiment, each pair is configured to transmit in a different
channel. Based on the multi-channel realities presented in [6], three non-adjacent
channels, 2,405MHz, 2,420MHz and 2,435MHz, are used in the experiments. Figure
3 shows that the packet drop ratio with multiple channels in the same scenario is
much smaller than that with a single channel. The average of 5 runs is shown in this
plot. Note that the y-axis scale of Figure 3 is 10 times smaller than that of Figure 2.
The two experiments demonstrate that multiple channels can be effectively utilized
to reduce packet drop ratio, and thus reduce the number of needed retransmissions
and communication delays.

11

Figure 3 Multiple Channels

In this chapter hardware experiments were performed to show how increasing
the transmission power has an adverse effect on other data flows present in the
network. The second set of experiments also showed that multiple channels can be
used to mitigate the increase in interference caused due to higher transmission
power. In the next chapter the design principles used to develop the node-based and
flow-based multi-channel protocols are discussed. A detailed description of the
node-based and flow-based multi-channel protocol is also presented.
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4 Design
This chapter briefly reviews some design principles that serve as a foundation for
the design of the proposed protocols. Later a detailed design of the two multichannel real-time communication protocols, a node-based protocol and a flowbased protocol, is presented.

4.1 Design Principles
The proposed multi-channel communication protocols are designed based on the
following design principles introduced in previous work [6] [28] [2] [4].
4.1.1 Multi-Channel Realities
Two important multi-channel realities have been reported based on hardware
experiments in [6]. First, the number of orthogonal channels is actually small so that
a practical multi-channel protocol should rely on only a small number of nonadjacent channels. Second, time synchronization protocols in WSNs could be
expensive, in terms of bandwidth and power consumption. Hence, frequent resynchronization should be avoided when designing a multi-channel protocol. The
two proposed real-time communication protocols are designed based on these two
realities.
4.1.2 Reliable Routing
A reliable routing framework has been proposed in [28] to deal with the dynamic
and lossy nature of WSNs. First, link quality and status need to be measured
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dynamically through a link estimator. Second, measured link quality must be
maintained in a neighborhood table for making reliable routing decisions in
dynamic environments. In the two proposed protocols the one-hop delay between
the node and its each neighbor is measured using data packets to avoid the
overhead of probing packets. The delay information of each neighbor is stored in a
neighborhood table and used to make reliable routing decisions.
4.1.3 Transmission Power Adaptation
Adaptive transmission power control is presented in [2] to achieve required link
quality. Empirical results demonstrate that higher transmission power may lead to
improved link quality by having increased packet reception rate. High reception rate
will in turn reduce the number of retransmissions needed to deliver a packet, and
thus reduce the transmission delay. Another advantage of power adaptation is
energy efficiency. An unnecessary high power level may lead to excessive power
consumption. In addition, high transmission power may cause increased
interference and channel contention, and so reduce the network capacity. In this
work power adaption is implemented to use just enough power for desired
transmission delays.
4.1.4 End-to-End Real-Time Guarantees
RPAR is a power-aware real-time routing algorithm [4]. RPAR has a dynamic
velocity assignment policy and a forwarding policy based on delay estimation. RPAR
uses the velocity assignment policy to map a packet's end-to-end deadline to a
14

required velocity for each relaying node. A delay estimator evaluates the one-hop
delay of each forwarding choice (N, p) in the neighbor table, i.e., the time taken by
this node to deliver a packet to neighbor N at power level p. Based on the velocity
requirement and the information provided by the delay estimator, RPAR forwards
the packet using the most power-efficient forwarding choice in its neighborhood
table that meets the required velocity. The two proposed protocols adopt the
velocity assignment policy used in RPAR to calculate the velocity required for each
node to deliver a data packet. While RPAR is designed only for a single channel, the
proposed protocols utilize multiple channels to further reduce the deadline miss
ratio.

4.2 Node-based Protocol
In this protocol, each node in the network is assigned a channel. In networks with
large number of nodes the channels are reused. In order to communicate with
another node, a node has to dynamically switch to the receiver's channel. In contrast
to related work, this protocol requires neither time synchronization nor a large
number of orthogonal channels. This protocol consists of three components: a
Channel Assignment policy, a Real-Time Multi-Channel Forwarding scheme and a
Neighborhood Management table.
4.2.1 Channel Assignment
Channels are assigned to nodes in two ways. First, it is assumed that the network
has an initialization phase in which all nodes use a local timer to claim its channel. A
15

simple greedy algorithm is employed to select the least used channel by the
neighbors of each node. Second, a node can dynamically change its channel at
runtime if it detects too many neighbors are using the same channel.
In the initialization phase, all the nodes use a default common channel for
channel negotiation. The common channel is reserved for the network and will not
be allocated to any node. Each node maintains a channel availability table that lists
all the orthogonal channels and records the number of neighbors that have claimed
each channel. All the table entries are initialized to zero because all nodes are using
the common channel for communication at the beginning. Each node runs the
following greedy procedure to claim the channel it uses to receive data packets after
the initialization phase. A local channel selection timer is set for a random amount of
time between 0 and t1, where t1 is the upper bound whose value depends on the
network density. While the timer is running, a node listens in the common channel
to receive channel selection messages from its neighbors. Upon receiving a message
from a neighbor, the node increments the count of the channel selected by the
neighbor in the channel availability table. When a node's channel selection timer
fires, it looks up its channel availability table to find the least used channel to be its
own channel. If two channels have the same count, the node randomly picks one as
its own channel. The node then broadcasts its channel selection to all its neighbors.
This procedure allows for approximately equal distribution of the channels. After a
node claims its channel, it switches to that channel and gets ready to receive data
packets in the channel.
16

When a new node joins the network after the initialization phase, it follows
the same procedure stated above and ends up with a randomly picked channel. As
discussed later section, when a node has an empty neighborhood table or fails to
find the next node to forward a data packet, it will broadcast a special request
packet in different channels to find new neighbors. In that way, a node can know
approximately how many neighbors are in each channel. If the node finds that a
greater number of nodes are using one particular channel it switches to another
channel that has fewer nodes.
4.2.2 Real-Time Multi-Channel Forwarding
After a node has its own channel, it starts to receive data packets and forwards the
packets to a neighbor based on whether the neighbor can meet the delay
requirements at the minimum cost of energy consumption. The routing algorithm
uses two metrics defined in [4]: required velocity and provided velocity to map a
packet's end-to-end deadline to a set of local deadlines for each node to meet.
Specifically, when a node needs to forward a packet, it calculates its local deadline,
i.e., the required velocity to be achieved for the current hop based on the following
equation:

velocityrequired (s,d)

dis(s,d)
slack

Where dis(s,d) is the Euclidean distance from the current node s to the destination
node d. slack is the amount of time left before the deadline. To calculate the
Euclidean distance each node needs to know its own location in the network and
17

location of the destination. It is assumed that the each node knows its own location
either through GPS or is placed at a predetermined location. The location of the
destination can be included in the data packet hence requiring only the source node
to know the destination location. Note that with this deadline assignment policy, if a
packet can meet its required velocity at every hop, it can guarantee to meet its endto-end deadline. The required velocity is recomputed at each hop. The slack is
initially set to be the end-to-end deadline at the source node. At each hop, the slack
is decremented to account for queuing, contention and transmission delays based
on the estimation methods introduced in [4]. The slack metric is modified to account
for the channel switching delay if the node needs to forward this packet to a
neighbor in a different channel. The switching delay is reported as a constant of
approximately 100 s in [9].
To meet the velocity requirement, the velocity that can be provided by each
forwarding choice (i.e., a neighbor node with a certain power level and a certain
channel) in the neighborhood table is computed. In the case when node s forwards a
packet to destination d using a forwarding choice (n,p,c), which means node n is
selected as the next hop, p is the transmission power, and c is n's channel, the
velocity provided by the forwarding choice is:

velocityprovided (n, p,c)

dis(s,d) dis(n,d)
delay(n, p,c)

The one-hop delay delay(n,p,c) is estimated based on the methods described in
[4]. dis(s,d) - dis(n,d) is the progress made toward the destination by forwarding the
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packet to node n. If the current node decides to forward the packet to a neighbor in a
different channel, the node has to switch to that channel to send the packet. To
ensure that the neighbor receives the packet, the node has to receive the MAC-layer
ACK from the neighbor before switching back to its own channel. If the number of
needed retransmissions is larger than 5, the data packet is dropped. This multichannel forwarding policy eliminates the need of costly time synchronization used
in previous node-based multi-channel work (e.g., [7] [8]).
It is certainly possible that a node may fail to receive a packet when it is
transmitting a packet to another node in that node's channel. However, in singlechannel protocols, a node also would fail to receive a packet while it is transmitting
another packet, since the radio is half-duplex. It should be noted that a node needs a
short period of time to switch channel and may lose a packet sent to it during the
switching period. However, this period is very short and hence has no significant
impact on the performance of the multi-channel forwarding policy, as demonstrated
by the results presented in chapter 5.
4.2.3 Neighborhood Management
Following the design principle presented in [28], a neighborhood table is
maintained for each node to record the provided velocity of each neighbor. When a
node receives a data packet, it searches the table to find a neighbor that can provide
the requested velocity and has the lowest power consumption. In that way, just
enough power is used for the desired velocity and thus can achieve powerefficiency. If no neighbor can provide the requested velocity, the node will select
19

certain neighbors to do power adaptation. The neighbor node used in the last
successful packet delivery to the same destination will be considered first, because
its link status is most up-to-date. If the last used node is not eligible, the second last
used node will be considered. Only those neighbor nodes are considered that have a
non-zero retransmission count as there is space for power adaptation to improve
their delays. If the neighbor's corresponding transmission power is not the highest
power level yet, a policy similar to the well-known Multiple Increase Linear
Decrease (MILD) backoff algorithm is used to adjust the power level used to
transmit a packet to the neighbor. Specifically, the power level will be multiplied by
1.5 for timely delivery of the current data packet. For example, if the current power
level is 10, a power level of 15 will be used to transmit the data packet. This policy is
used because timeliness is regarded as more important than energy-efficiency in
this work. After the packet is successfully transmitted, the power level will be
decreased by 1 and will continue to decrease upon every successful packet
transmission to this neighbor.
If a node cannot find a neighbor eligible for power adaptation, it sends out a
Routing Request (RR) packet to find new neighbors that can provide the required
velocity. The RR packet contains the required velocity and neighborhood table
information, and is broadcast using the medium power level. When neighbors that
are not currently in the neighborhood table receive the RR packet, they check
whether they can provide the required velocity. If a neighbor can provide the
required velocity, it replies to the RR packet. When other neighbors overhear the
20

reply, they stop sending replies to the current node to reduce the chance of network
congestion caused by a large number of replies.
In contrast to single-channel work such as [4], RR packets have to be
broadcast in different channels in a multi-channel communication protocol.
However, the routing request process may take a long time for the current node to
receive replies, and thus may lead to undesired deadline misses. Therefore,
broadcasting RR packets in all channels may further increase the delay. In our
protocol, a node first broadcasts in its own channel so there is no channel switching
overhead if a node working in the same channel can provide the required velocity.
The node then switches to a randomly picked channel to broadcast the RR packet
again. After that the node switches back to its own channel. If a qualified node needs
to send a reply to the current node, it needs to switch to the current node's channel
to do so. In total, a node will only broadcast RR packets in two channels. As a result,
the delay caused by a routing request will not be much longer than that of a singlechannel protocol.

4.3 Flow-based Protocol
The second communication protocol features a flow-based channel assignment
policy. In this protocol, the network is organized into different partitions based on
data flows. Each partition is assigned a different channel. All nodes in a network
partition use the same channel for communication as in single-channel WSNs. The
benefit of assigning a separate channel to each network partition is that it leads to
decreased interference caused by competing data flows in the network. As a result,
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the number of retransmissions can be reduced. The key of the flow-based protocol is
its channel assignment policy.
4.3.1 Channel Assignment
The flow-based channel assignment policy is mainly motivated by two observations.
First, multiple data flows in a WSN compete for the shared wireless channel. As
shown in [4], deadline miss ratio increases when the number of flows increases.
Hence, it is preferable that each different data flow uses a different channel. Second,
in node-based channel assignment policies, dynamic channel switching at the node
level causes overhead in terms of switching delay and energy consumption.
Therefore, it is also preferable that nodes do not need to switch channel too
frequently for data transmissions in a data flow.
An effective way to address the two problems is to organize the network into
several partitions such that the packets of a flow can be delivered in a partition
using the same channel. In this policy, it is assumed that the network has an
initialization phase in which all nodes are using a default common channel to
communicate with each other. It is also assumed that the source node of every data
flow knows the channel number assigned to that flow. To allow a data flow to have
the nodes that are most useful, the source node of each flow uses several special
packets called explorer packets to find several disjoint paths from the flow source to
the flow destination, as illustrated in Figure 4. These packets contain information
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about the final destination of the flow and the channel to be used by the flow. All the
nodes on these paths will be allocated to the flow and switch to the assigned channel
to form a network partition. Specifically, the source node broadcasts the first
explorer packet in the common channel with the distance from the source to
destination attached. Nodes that receive this packet check their own distance to the
destination. If the distance is shorter than that in the packet, it waits for a random
time and then replies to the source node. Other nodes that overhear the reply will
stop sending reply messages to avoid network congestion. The packet is then
forwarded to the replying node. The process continues until the explorer packet
arrives at the destination. The idea of face routing [29] is used to bypass holes in
the network.
Each node in the end-to-end path will record its downstream and upstream
neighbors. This information is used to transmit a multi-hop ACK packet from the
destination back to the source. Every node on the path (except the source and the
destination) switches to the new channel immediately after successfully receiving

Figure 4 Disjoint paths of a data flow
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the MAC-layer ACK from it downstream neighbor. A multi-hop ACK will be
transmitted in the new channel from the destination to the source. When the source
receives the multi-hop ACK, it will send the second explorer packet in the common
channel to find another path. Note that the new path is disjoint from the first path
because the nodes on the first path have already switched to the assigned channel
and thus will not receive the second explorer packet. If the source fails to receive the
ACK after a certain period, it resends the first explorer packet to the destination.
After the last ACK is received, the source node switches to the assigned channel and
starts to transmit data packets.
The process of explorer packet transmission is executed simultaneously for
all data flows. Clearly, some nodes may fail to be allocated to any flow since they are
not on the path of any explorer packet. In addition, new nodes could join the
network after the initialization phase. Those unused nodes can be utilized for load
distribution and energy balancing. To do so, after being turned on, a node waits for a
certain period that is much longer than the initialization phase. If the node is still
working in the common channel after that period, it starts to listen in every
orthogonal channel for the same period of time and counts the data packets it
overhears in each channel. The node then joins the busiest channel in which it
overhears the most data packets to help distribute workload.
4.3.2 Packet Transmission in a Partition
After a channel is assigned to each partition, the nodes in a network partition work
in a similar way to the node-based protocol, except that they do not need to switch
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channel for data transmissions. The process is briefly summarized as follows. The
velocity assignment policy presented earlier is used to map a packet's end-to-end
deadline to a local required velocity. The one-hop delay of forwarding a packet to a
neighbor using a certain power level is maintained in the neighborhood table of
each node. Based on the velocity requirement, a packet is forwarded to a neighbor
that can meet the required velocity and has the lowest power consumption. When
such a neighbor cannot be found power adaptation is used to improve the link
quality for selected neighbors by decreasing the number of needed retransmissions.
If no neighbor is eligible for power adaptation, an RR packet is broadcast to find new
neighbor that can meet the required velocity.

4.4 Summary
In this chapter the design of the node-based and the flow-based multi-channel
protocol was detailed. This chapter described the two different channel assignment
schemes used in the node-based and the flow-based protocol. It also describes the
process of mapping a packet’s deadline to a required velocity, which is used to find a
suitable forwarding choice for the packet. This chapter also describes the process
used to find new neighbors in cases when the neighbor table is empty or no suitable
neighbor is present. In the next chapter the node-based and the flow-based
protocols are implemented in ns-2 [30] and hardware. The effectiveness of the two
protocols is demonstrated by running numerous experiments.
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5 Simulations and hardware experiments

In the previous chapter the design of the node-based and flow-based multi-channel
protocols was discussed, this chapter details their implementation in the simulator
and hardware and also tests the efficiency of the multi-channel protocols compared
to RPAR [4] using simulations as well as hardware experiments. This chapter is
organized into six sections; the first section gives background information on the
network simulator chosen. The second section explains the implementation of the
multi-channel protocols in the simulator. In the third section background
information about the Tmote Invent [35] motes that are used for hardware
experiments is presented. The fourth section details the simulation setup used in the
experiments. The last two sections provide results and analysis of experiments done
in the simulator and hardware.

5.1 NS-2
Many simulators such as Omnet++ [33], ns-2 [30] and GloMoSim [34] were
investigated to find a simulator that would serve the best. The goal was to find the
most appropriate simulator, one that was popular in the WSN research community
and also allowed addition of new protocols. In the end ns-2 was chosen as the
preferred simulator as it has a large user community and better documentation
compared to the other simulators listed above. The open source nature of ns-2
allows for complete access to underlying simulator source code and this was one of
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the reasons why ns-2 was chosen. Ns-2 is a multi-platform discrete event network
simulator that traces its root back to REAL network simulator [38] in 1989. Current
development is funded by many organizations including DARPA [39] and Sun
Microsystems [40]. Due to the open source nature of ns-2 researchers from
universities contribute a lot of the code with new modules being constantly added.
Ns-2 is very popular in simulation of routing and multicast protocols as it supports
both wired and wireless networks along with mixed networks. Ns-2 is built in C++
and OTcl is used to define simulation parameters. Ns-2 has a companion animator
based in Tcl/Tk called Nam. This tool allows viewing of ns-2 simulation traces and
real world packet traces as animations.

5.2 Modifications made to ns-2
The extensible and open nature of ns-2 allows for the necessary modifications to be
made to it to support our two multi-channel protocols. Some of the major
modifications made are described below. A new routing application was added to
ns-2 and this was used to implement our two proposed protocols along with the
baseline RPAR. While RPAR was originally implemented in the Prowler

[41]

simulator, RPAR is reimplemented in ns-2 for comparison purpose. The RPAR
implementation was checked for accuracy by running the same experiments as in
[4]. The results of the ns-2 implementation of RPAR were within 4% to 5% of those
presented in [4]. Modifications were also made to the 802.11 MAC implementation
of ns-2 to allow for the routing layer to get information such as contention delay and
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number of retransmissions from the MAC layer. This information as discussed in the
chapter 4 is required for choosing routes for the data packets.
The radio model in ns-2 was also modified to behave like the probabilistic
radio model from USC [31] to include lossy links. Ns-2 was further extended to
include support for variable transmission power levels. Each node has available 31
power levels varying the transmission power from -20dbm to 10dm. The standard
ns-2 release does not support multiple channels so support was added to allow for
multiple channels to be used by the nodes and permit dynamic switching of
channels. Changes were made to ns-2 to allow for power consumption to be
calculated at each hop in the transmission route. In addition to the changes
described above further changes such as new data packet types and supporting
trace code were made.

5.3 Sentilla Tmote Invent
The hardware experiments were conducted on Sentilla Tmote Invents [35]. These
motes were mainly chosen due to the large number available and previous
experience using them. These motes are a more advanced version of the popular
TelosB motes [37]. Like the TelosB motes it uses a 250Kbps 2.4 GHz IEEE 802.15.4
Chipcon radio along with 8MHz Texas instruments MSP430 microcontroller. The
mote comes enclosed in a protective plastic casing with numerous sensors as
standard. It is able to sense light, temperature, acceleration and sound. It also has a
speaker capable of reproducing voice quality sounds. The Tmote Invent is powered
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by an onboard lithium ion battery that can be charged by plugging it to the USB port
of a computer.
The Tmote Invent modules run a customized version of the TinyOS 1.1
released by Sentilla. TinyOS [36] is an open source component based operating
system specifically targeting wireless sensor networks. TinyOS was initially
developed by the Electrical Engineering and Computer Sciences Department at
University of California, Berkley. Applications for TinyOS are written in nesC [42]
which is a version of the C programming language optimized for memory limited
devices such as sensor motes. This customized version of TinyOS provides the
necessary support for using the various sensors available on the tmote invent
module. The tmote invent appears as a virtual serial port when plugged into a
computer. This serial port is used for programming and data collection. The TinyOS
software allows for motes to change the transmitting power level and frequency on
a per packet basis.

5.4 Simulation Setup
The network topology used in the simulation includes 130 nodes distributed in a
150m x 150m area. The area is divided into 13 x 10 grids, each of which is roughly
13m x 10m. Each grid is configured to have a node randomly deployed in it. A manyto-one traffic pattern is used in the simulations. In each experiment, the first source
node is selected to be the node in the middle of the left-most grid column in the
network. Other source nodes are randomly selected from the left-most grids with a
certain distance from each other. The destination node (i.e. the base station) is a
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special node that is equipped with multiple radio transceivers, such that it can
receive packets in multiple channels simultaneously. As it is assumed that all the
nodes in the network are identical, the destination is located just outside the rightside boundary of the network. The destination can directly talk, in different
channels, to several adjacent nodes located in the middle of the right-most grids. As
long as a packet can be delivered from a source node to one of those nodes, it is
assumed to be successfully delivered to the destination.
A traffic generator that varies the interval between two data packets based
on the sum of a constant (300ms) and a random number generated by an
exponential distribution is used. The following setup is used in the experiments if
not otherwise indicated. The network is configured to have 3 data flows from 3
source nodes to the destination. Each source node generates a new packet on
average every 4 seconds. The end-to-end transmission deadline is 300ms. Three
channels are used for the two multi-channel protocols due to the limited availability
of orthogonal channels, as reported in [6]. All the nodes start with no neighbor
information and thus have an empty neighborhood table.
In all the experiments, a power-aware real-time protocol, RPAR [4] is used as
a baseline because it is the only protocol that uses transmission power adaptation to
guarantee end-to-end communication delays. As demonstrated in [4], RPAR
outperforms several existing real-time and energy-efficient protocols, by having a
smaller deadline miss ratio and less energy consumption. The two proposed multichannel real-time protocols are compared against RPAR to show that multiple
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channels can be effectively utilized to reduce packet drop ratio, and thus reduce the
number of needed retransmissions and communication delays, especially in high
data rate scenarios.

5.5 Simulation experiments
In the following experiments two performance metrics were used to evaluate
the performance of the three protocols: the node-based protocol, the flow-based
protocol, and the baseline RPAR. The first metric is deadline miss ratio, which is
defined as the fraction of data packets that miss their deadlines during end-to-end
transmissions. This metric examines the real-time performance required in many
real-time WSN applications. The second metric used is energy consumption per data
packet, which is the ratio between the total energy consumed in transmissions and
the number of packets that successfully meet their deadlines. This metric evaluates
the energy efficiency of the proposed protocols. Each data point in all the figures is
the average of five different runs. The 90% confidence interval of each data point is
also plotted.

5.5.1 Different transmission deadlines
The first set of experiments evaluates the performance of the three protocols under
different end-to-end transmission deadlines. Figure 5 shows the deadline miss
ratios when the deadline varies from 150 ms to 350 ms.

31

Figure 5 Miss ratio when deadline is varied
The two multi-channel protocols have a lower miss ratio than RPAR because they
can utilize multiple channels for reduced communication delays. The flow-based
scheme has the best performance as its miss ratio is always less than half of that of
RPAR for all the deadlines. The node-based scheme has slightly worse performance
because it needs to broadcast RR packets in two channels when it fails to find a
neighbor that can provide the required velocity, which contributes to its longer
delays.
Figure 6 shows the energy consumption of the three protocols. The flowbased protocol has the lowest energy consumption for all the deadlines. The reason
is that the flow-based scheme has the smallest number of retransmissions, which
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greatly reduces the energy consumption. In addition, the flow-based scheme also
has a much lower deadline miss ratio as shown in Figure 5. As a result, it has more
packets that successfully meet their deadlines, which leads to improved energy
efficiency based on the definition of the energy consumption metric. The flow-based
scheme also has fewer nodes replying to RR packets as only nodes part of the flow
reply leading to lower energy consumption.

Figure 6 Energy consumption when deadline is varied
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5.5.2 Different data rates

This set of experiments studies the performance of the three schemes when the data
rate of the three source nodes is increased from one packet per 5 seconds to one
packet every second. Figure 7 shows that there is no clear evidence that data rate
may significantly affect the miss ratio for the three protocols. The flow-based
protocol has the best performance among the three schemes because it divides the
network into several disjoint partitions, and so can minimize the interference
between different data flows.
Figure 8 shows the energy consumption. The flow-based scheme has a
slightly lower energy consumption than RPAR. This is because the flow-based
scheme has much fewer retransmissions caused by the channel contention between
different data flows. The node-based scheme consumes more energy than RPAR
because it needs to send out RR packets in two channels while RPAR only does it in
one channel. In addition, the node-based scheme has higher energy consumption as
it has long-distance neighbors that require a higher power level for packets to be
successfully transmitted.
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Figure 7 Miss ratio when data rate is varied
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Figure 8 Energy consumption when data rate is varied

5.5.3 Different number of data flows
In this experiment, 361 nodes are deployed in the network of size 150m X 150m.
For the flow-based scheme, when the number of flows is greater than the number of
channels, the data flows are evenly distributed among the channels. For example,
with four flows and three channels, two of the flows will share a single channel.
Figure 9 shows that the miss ratio of all the protocols increases when the number of
data flows increases. The increased miss ratio is due to higher number of data flows
in the network leading to more nodes competing for the channel leading to higher
interference between the flows.
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Figure 9 Miss ratio when number of data flows is varied
The plots show that the increased number of flows has the biggest impact on
RPAR, raising its deadline miss ratio to almost 30%. Single-channel protocols are
more vulnerable to competing data flows because multi-channel protocols can
utilize multiple channels to effectively reduce packet drop ratio, and so mitigate the
impact of increased data flows. This is clearly visible in the flow based scheme as
each of the data flows either have a channel assigned to them or share a channel
with only one other data flow leading to a lower contention between the various
data flows in the network. The flow based scheme has a slight decrease in the miss
ratio when there are 4 data flows in the network this is attributed to the fact that
more forwarding choices are available as the two flows are sharing the channel
leading to a lower miss ratio.
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Figure 10 shows the energy consumption of the three protocols when the
number of data flows in the network is varied. The flow-based protocol has the
lowest energy consumption because it has fewer retransmissions caused by the
channel contention between different flows, as it has fewer flows in each network
partition. The flow-based scheme also benefits from the fact that only nodes that are
assigned to a particular flow reply to RR packets originating from that flow whereas
in RPAR all the nodes can hear the RR packets, this decreases the overall number of
transmissions in the network. The node-based scheme has a higher energy
consumption than RPAR because it has neighbors that are further away and hence
needs higher power level for successful transmissions. In addition, the node-based
scheme broadcasts RR packets in two channels, which contributes significantly to its
energy consumption because a lot of RR packets may be incurred when more data
flows are competing for the channel.
5.5.4 Different number of channels
In this set of experiments, the number of channels is varied from 1 to 5, as the
available number of orthogonal channels is limited. This experiment uses a network
topology of 130 nodes. In this experiment 3 data flows were used with packets
having a deadline of 350ms. From Figure 11 can be inferred that the number of
available channels has no clear impact on the performance of the node-based
scheme. This is because when there are fewer channels, it is easy to have
interference and channel contention. On the other hand, when more channels are
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Figure 10 Energy consumption when number of data flows is varied

available, each node has fewer neighbors working in the same channel at a certain
time. In case a node needs to broadcast an RR packet to find new neighbors, the
node has to wait for a longer time to receive replies from qualified neighbors. The
result presented here might differ from the results of some other node-based multichannel work because of the RR packets used in our protocol. In contrast, the flowbased protocol can significantly benefit from the increased number of channels.
When the number of channels is greater than 3, the number of data flows in the
network, the flow-based protocol has the same performance results as those extra
channels are not being used. The miss ratio of both the schemes is same as RPAR
when only one channel is available for use by the nodes.
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Figure 11 Miss ratio when number of channels is varied
5.5.5 Different network density

In this set of experiments, the network density is varied by deploying more nodes to
the same area. The spacing between every two nodes is varied from 14m to 8m,
which in turn changes the total number of nodes from 121 to 361. Figure 12 and
Figure 13 show the miss ratio and energy consumption for all the three schemes,
respectively. The miss ratio increases for all the three schemes when network
density increases. This is because the neighborhood table may be filled up with
some very short-distance neighbors in a high-density network thus increasing the
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required hops for a packet to reach the destination. The flow-based multi-channel
protocols perform the best of the three schemes. The node-based scheme has a
lower miss ratio for higher density networks but has similar performance as RPAR
when the density is low.
The energy consumption decreases for all the three schemes when the
network density decreases. This is due to the fact that there fewer nodes replying to
RR packets as the density decreases. The flow-based scheme has the lowest energy
consumption because it has fewer retransmissions. The node-based scheme has the
highest energy consumption because it uses more RR packets than the other two
schemes and also has neighbors that are further away hence requiring higher power
level to successfully transmit a packet.
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Figure 12 Miss ratio when network density is varied

Figure 13 Energy consumption when network density is varied
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5.6 Hardware experiments
The hardware experiments were conducted on a testbed of 36 Sentilla Tmote
Invents [35]. The motes were arranged in a 6 x 6 grid with the motes being placed 5
meter apart from each other. In this experiment 3 data flows were used with source
nodes being present in the left most grid and the destination nodes at the center of
the right most grid. The performance of the flow based multi-channel protocol was
compared to the baseline RPAR.
For this experiment a constant bit rate traffic generator was used with a new
packet being generated every 1 second. The deadline of the packets was varied from
50ms to 350ms. Each of the source nodes generate a pre-set number of data packets
for their respective destinations. A similar experiment was run in the ns-2 and the
results compared to the results obtained from the hardware experiment. Figure 14
shows the miss ratio when the deadline is varied.
The miss ratio for both the schemes decreases as the deadline is increased and
the flow-based multi-channel scheme has a lower miss ratio than RPAR. This is due
to the fact that multiple channels can be used in the flow-based scheme that leads to
reduction in interference between the three data flows. The hardware results are
similar to the results obtained the simulator.
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Figure 14 Miss ratio when deadline is varied (hardware experiment)
In this chapter the improved efficiency of the node-based scheme and the
flow-based scheme over RPAR was proved by running experiments in the ns-2
simulator and supplementing them with a hardware experiment. These in
conjunction show that multiple channels are an effective way to increase
transmission rate in real time networks.
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6 Conclusions
This work presents two communication protocols that utilize both multiple
channels and transmission power adaptation for real-time WSNs. The node-based
protocol and the flow-based protocol are designed based on the multi-channel
realities identified in previous work to use only a small number of orthogonal
channels and avoid costly time synchronization. The simulation results of the nodebased protocol and the flow-based protocol show that both outperform the baseline
RPAR. The protocols utilize multiple channels to reduce the interference caused due
to competing data flows in the network. The reduced interference leads to a
reduction in the delay and which helps to decrease the number of packets missing
their deadlines.
When comparing the two multi-channel protocols the flow-based protocol
provides the best performance. The flow-based protocol has the least interference
as each data flow in the network transmits in its assigned channel. The flow-based
protocol also has the lowest energy consumption as it has fewer retransmissions
and fewer nodes taking part in the routing request process in comparison to the
node-based scheme and the baseline RPAR. The flow-based protocol is able to
maintain low miss ratio even with high number of data flows in the network. In
conclusion the node-based protocol and the flow-based protocol both outperform
previous work by effectively utilizing multiple channels to reduce the number of
deadlines missed in end-to-end communications.

45

6.1 Future Work
The work presented here shows how multiple channels can be used to ensure realtime communication in WSN. There are numerous ways of using multiple channels
in data transmissions and they need to be investigated to provide a solution that
scales well with increase in network density and size. Future work could be done on
a hybrid scheme that employs a combination of flow-based and node-based channel
assignment policy. For example dividing the network into clusters and where in the
clusters are connected to each other through a communication backbone. In such a
scenario a node-based channel assignment scheme could be employed in the
clusters with the backbone using a flow-based channel assignment scheme.
In the work presented here current energy resources of the nodes is not
taken into account when a suitable forwarding choice is picked. This can lead to a
few nodes being used more often leading to depletion of power resources on these
nodes. Future protocols can be designed to take into account the remaining energy
resources of a node. In the work presented in this thesis a many–to-one traffic
pattern is used in the experiments, work can be done in studying how the multichannel protocols perform in different traffic patterns and traffic loads.
In the present work all the nodes are assumed to have the same resources
which is not always the case so future work can done for cases where there are
some nodes present with more resources such as larger power reserves or
transmission ranges or multiple radios and how to effectively utilize these resources
to ensure that message deadlines are met and to maximize the network lifetime.
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