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Part I
Preliminaries
1

Chapter 1
Model plane
1.1 Trigonometry
Given a real number κ, the model κ-plane will be a complete sim-
ply connected 2-dimensional Riemannian manifold of constant curva-
ture κ.
The model κ-plane will be denoted by M2(κ).
⋄ If κ > 0, M2(κ) is isometric to a sphere of radius 1√
κ
; the
unit sphere M2(1) will be also denoted by S2.
⋄ If κ = 0, M2(κ) is the Euclidean plane, which is also de-
noted by E2
⋄ If κ < 0, M2(κ) is the Lobachevsky plane with curvature
κ.
Set ̟κ = diamM2(κ), so ̟κ = ∞ if κ 6 0 and ̟κ = pi/√κ if
κ > 0.
The distance between points x, y ∈M2(κ) will be denoted by |x−y|,
and [xy] will denote the segment connecting x and y. The segment
[xy] is uniquely defined for κ 6 0 and for κ > 0 it is defined uniquely
if |x− y| < ̟κ = pi/√κ.
A triangle in M2(κ), with vertices x, y, z will be denoted by [xyz].
Formally, a triangle is an ordered set of its sides, so [xyz] is just a
short notation for a triple ([yz], [zx], [xy]).
The angle of [xyz] at x will be denoted by ∡[x yz ].
By △˜κ{a, b, c} we denote a triangle in M2(κ) with sidelengths
a, b, c, so [xyz] = △˜κ{a, b, c} means that x, y, z ∈ M2(κ) are such
that
|x− y| = c, |y − z| = a, |z − x| = b.
For △˜κ{a, b, c} to be defined, the sides a, b, c must satisfy the triangle
3
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inequality. If κ > 0, we require in addition that a + b + c < 2·̟κ;
otherwise △˜κ{a, b, c} is considered to be undefined.
Trigonometric functions. We will need three “trigonometric func-
tions” in M2(κ): csκ, snκ and mdκ; cs stands for cosine, sn stands for
sine and md, for modified distance.
They are defined as the solutions of the following initial value prob-
lems respectively:

x′′ + κ·x = 0,
x(0) = 1,
x′(0) = 0.


y′′ + κ·y = 0,
y(0) = 0,
y′(0) = 1.


z′′ + κ·z = 1,
z(0) = 0,
z′(0) = 0.
Namely we set csκ(t) = x(t), snκ(t) = y(t) and
mdκ(t) =
{
z(t) if 0 6 t 6 ̟κ,
2
κ
if t > ̟κ.
Here are the tables which relate our trigonometric functions to the
standard ones, where we take κ > 0:
sn±κ = 1√
κ
·sn±1(x·√κ); cs±κ = cs±1(x·√κ);
sn−1x = sinhx; cs−1x = coshx;
sn0x = x; cs0x = 1;
sn1x = sinx; cs1x = cosx.
md±κ = 1
κ
·md±1(x·√κ);
md−1x = coshx− 1;
md0x = 12 ·x2;
md1x =
[
1− cosx for x 6 pi,
2 for x > pi.
a
=
g˜
κ
{
ϕ
;
b,
c}
b
c
ϕ = ∡˜κ{a; b, c}
Note that
mdκ(x) =
xw
0
snκ(x)·dx for x 6 ̟κ
Let ϕ be the angle of △˜κ{a, b, c} opposite
to a. In this case we will write
a = g˜
κ{ϕ; b, c} or ϕ = ∡˜κ{a; b, c}.
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The functions g˜
κ
and ∡˜κ will be called cor-
respondingly the model side and the model angle. Set
g˜
κ{ϕ; b,−c} = g˜κ{ϕ;−b, c} := g˜κ{pi−ϕ; b, c},
this way we define g˜
κ{ϕ; b, c} for some negative values of b and c.
1.1.1. Properties of standard functions.
a) For fixed a and ϕ, the function
y(t) = mdκ
(
g˜
κ{ϕ; a, t})
satisfies the following differential equation:
y′′ + κ·y = 1.
b) Let α : [a, b] → M2(κ) be a unit-speed geodesic, and A be
the image of a complete geodesic. If f(t) is the distance
from α(t) to A, the function
y(t) = snκ(f(t))
satisfies the following differential equation:
y′′ + κ·y = 0
for y 6= 0.
c) For fixed κ, b and c, the function
a 7→ ∡˜κ{a; b, c}
is increasing and defined on a real interval. Equivalently,
the function
ϕ 7→ g˜κ{ϕ; b, c}
is increasing and defined if b, c < ̟κ and ϕ ∈ [0,pi]1.
d) For fixed ϕ, a, b, c, the functions
κ 7→ ∡˜κ{a; b, c} and κ 7→ g˜κ{ϕ; b, c}
are respectively non-decreasing (in fact, decreasing, if a /∈
{|b − c|, b + c}) and non-increasing (in fact, increasing, if
ϕ /∈ {0,pi}).
e) (Alexandrov’s lemma) Assume that for real numbers a, b,
a′, b′, x and κ, the following two expressions are defined
1Formally speaking, if κ > 0 and b + c > ̟κ, it is defined only for ϕ ∈ [0, pi),
but g˜κ{ϕ; b, c} can be extended to [0,pi] as a continuos function.
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1. ∡˜κ{a; b, x}+ ∡˜κ{a′; b′, x} − pi,
2. ∡˜κ{a′; b+ b′, a} − ∡˜κ{x; a, b},
Then they have the same sign.
All the properties except Alexandrov’s lemma (e) can be shown by
direct calculation. Alexandrov’s lemma is reformulated in 5.2.1 and is
proved there.
Cosine law.
The above formulas easily imply the cosine law in M2(κ), which
can be expressed as follows
cosϕ =


b2 + c2 − a2
2·b·c if κ = 0
csκa− csκb·csκc
κ·snκb·snκc if κ 6= 0
csκa− csκb·csκc
κ·snκb·snκc if κ 6= 0
However, rather than using these explicit formulas, we mainly will
use the properties of ∡˜κ and g˜
κ
listed in 1.1.1.
1.2 Hemisphere lemma
1.2.1. Hemisphere lemma. For κ > 0, any closed path of length
< 2·̟κ (respectively, 6 2·̟κ) in M2(κ) lies in an open (respectively,
closed) hemisphere.
Proof. By rescaling, we may assume that κ = 1 and thus ̟κ = pi and
M2(κ) = S2. Let α be a closed curve in S2 of length 2·ℓ.
Assume ℓ < pi. Let αˇ be a subarc of α of length ℓ, with endpoints p
and q. Since |p− q| 6 ℓ < pi, there is a unique geodesic [pq] in S2. Let
z be the midpoint of [pq]. We claim that α lies in the open hemisphere
centered at z. If not, α intersects the boundary great circle in a point,
say r. Without loss of generality we may assume that r ∈ αˇ. The arc
αˇ together with its reflection in z form a closed curve of length 2·ℓ
that contains r and its antipodal point r′. Thus
ℓ = length αˇ > |r − r′| = pi,
a contradiction.
If ℓ = pi, then either α is a local geodesic, and hence a great circle,
or α may be strictly shortened by substituting a geodesic arc for a
subarc of α whose endpoints p1, p2 are arbitrarily close to some point
p on α. In the latter case, α lies in a closed hemisphere obtained as a
limit of closures of open hemispheres containing the shortened curves
as p1, p2 approach p.
1.2. HEMISPHERE LEMMA 7
1.2.2. Exercise. Build a proof of Hemisphere lemma 1.2.1 based on
Crofton’s formula.
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Chapter 2
Metric spaces
In this chapter we fix some conventions, assuming that the reader is
familiar with basic notions in metric geometry.
2.1 Metrics and their relatives
Definitions. Let I be a subinterval of [0,∞]. A function ρ defined on
X × X is called an I-valued metric if the following conditions hold;
⋄ ρ(x, x) = 0 for any x;
⋄ ρ(x, y) ∈ I for any pair x 6= y;
⋄ ρ(x, y) + ρ(x, z) > ρ(y, z) for any triple of points x, y, z.
The value ρ(x, y) is also called the distance between x and y.
The above definition will be used for four choices of the interval I:
(0,∞), (0,∞], [0,∞] and [0,∞]. Any I-valued metric can be refereed
briefly as a metric; the interval should be apparent from the context,
but by default a metric is (0,∞)-valued. If we need to be more specific,
we may also use the following names:
⋄ a (0,∞)-valued metric may be called a genuine metric.
⋄ a (0,∞]-valued metric may be called an ∞-metric.
⋄ a [0,∞)-valued metric may be called a genuine pseudom-
metric.
⋄ A [0,∞]-valued metric may be called a pseudometric or
∞-pseudometric.
A metric space is a set equipped with a metric; the distance be-
tween points x and y in a metric space X will usually be denoted
by
|x− y| or |x− y|X ;
9
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the latter will be used if we need to emphasize that we are working in
the space X .
The function distx : X → R defined as
distx : y 7→ |x− y|
will be called the distance function from x.
Any subset A in a metric space X will be also considered as a
subspace; that is, a metric space with the metric defined by restricting
the metric of X to A×A ⊂ X × X .
Zero and infinity. Genuine metric spaces are the main objects of
study in this book. However, the generalizations above are useful in
various definitions and constructions. For example, the construction
of length-metric (see Section 2.3) uses infinite distances. The following
definition gives another example.
2.1.1. Definition. Assume {Xα}α∈A is a collection of ∞-metric
spaces. The disjoint union
X =
⊔
α∈A
Xα
has a natural ∞-metric on it defined as follows: given two points x ∈
∈ Xα and y ∈ Xβ set
|x− y|X =∞ if α 6= β,
|x− y|X = |x− y|Xα if α = β.
The resulting ∞-metric space X will be called the disjoint union of
{Xα}α∈A, denoted by ⊔
α∈A
Xα.
Now let us give examples when vanishing distance between distinct
points is useful:
Suppose a set X comes with a set of metrics |∗ − ∗|α for α ∈ A.
Then
|x− y| = inf { |x− y|α : α ∈ A} .
is only a pseudometric; that is, if the metrics |∗−∗|α are genuine, then
|∗ − ∗| has to be [0,∞)-valued.
Let X be a set, Y be a metric space and Φ: X → Y be a map. If
Φ is not injective, then the pullback
|x− y|X = |Φ(x) − Φ(y)|Y
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defines only a pseudometric on X .
Corresponding metric space and metric component. The fol-
lowing two observations show that nearly any question about metric
spaces can be reduced to a question about genuine metric spaces.
Assume X is a pseudometric space. Set x ∼ y if |x− y| = 0. Note
that if x ∼ x′, then |y − x| = |y − x′| for any y ∈ X . Thus, |∗ −
−∗| defines a metric on the quotient set X/∼. In this way we obtain a
metric space X ′. The space X ′ is called the corresponding metric space
for the pseudometric space X . Often we do not distinguish between
X ′ and X .
Set x ≈ y if and only if |x − y| < ∞; this is an other equivalence
relation on X . The equivalence class of a point x ∈ X will be called
the metric component of x; it will be denoted as Xx. One could think
of Xx as B(x,∞)X , the open ball centered at x and radius ∞ in X ;
see definition below.
It follows that any ∞-metric space is a disjoint union of genuine
metric spaces, the metric components of the original ∞-metric space;
see Definition 2.1.1
To summarize this discussion: Given a [0,∞]-valued metric space
X , we may pass to the corresponding (0,∞]-valued metric space X ′
and break the latter into a disjoint union of metric components, each
of which is a genuine metric space.
2.2 Notations
Balls. Given R ∈ [0,∞] and a point x in a metric space X , the sets
B(x,R) = { y ∈ X : |x− y| < R } ,
B[x,R] = { y ∈ X : |x− y| 6 R }
are called respectively the open and the closed balls of radius R with
center x.
If we need to emphasize that these balls are taken in the space X ,
we write
B(x,R)X and B[x,R]X
correspondingly.
Since in a model space Mm(κ) all balls of the same radiuses are
isometric; often will not need to specify the center of the ball, so we
may write
B(R)Mm(κ) and B[R]Mm(κ)
correspondingly.
12 CHAPTER 2. METRIC SPACES
A set A ⊂ X is called bounded if A ⊂ B(x,R) for some x ∈ X and
R <∞.
Distances to sets. For subset A ⊂ X , let us denote the distance
from A to a point x in X as distA x; that is,
distA x := inf { |a− x| : a ∈ A } ,
and we define the distance between sets A and B as
|A−B| := inf { |a− b| : a ∈ A, b ∈ B } .
For any subset A ⊂ X , the sets
B(A,R) = { y ∈ X : distA y < R } ,
B[A,R] = { y ∈ X : distA y 6 R }
are called respectively the open and closed R-neighborhoods of A.
Diameter, radius and packing. Let X be a metric space. Then
the diameter of X is defined as
diamX = sup { |x− y| : x, y ∈ X } .
The radius of X is defined as
radX = inf {R > 0 : B(x,R) = X for some x ∈ X } .
The packing number ε-pack of X is the maximal number (possibly
infinite) of points in X at distance > ε from each other; it is denoted
by packε X . If m = packεX < ∞, then a set {x1, x2, . . . , xm} in X
such that |xi − xj | > ε is called a maximal ε-packing in X .
G-delta sets. Recall that arbitrary union of open balls in a metric
space is called open set. A subset of a metric space is called G-delta
set if it can be presented as an intersection of countable number of
open subset. Often we will use the following classical result:
2.2.1. Baire’s theorem. Let X be a complete metric space and
{Ωn}, n ∈ N be a collection of open dense subsets of X . Then
⋂∞
n=1Ωn
is dense in X .
Proper spaces. A metric space X is called proper if all closed
bounded sets in X are compact. This condition is equivalent to each
of the following statements:
1. For some (and therefore any) point p ∈ X and any R <∞,
the closed ball B[p,R] ⊂ X is compact.
2. The function distp : X → R is proper for some (and there-
fore any) point p ∈ X .
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We will often use the following two classical statements:
2.2.2. Proposition. Proper metric spaces are separable and second
countable.
2.2.3. Proposition. Let X be a metric space. Then the following
are equivalent
i) X is compact;
ii) X is sequentially compact; that is, any sequence of points
in X contains a convergent subsequence;
iii) X is complete and for any ε > 0 there is a finite ε-net in
X ; that is, there is a finite collection of points p1, . . . , pN
such that
⋃
i B(pi, ε) = X .
2.3 Length spaces
2.3.1. Definition. Let X be a metric space. Given a curve α : I→ X
we define its length as
lengthα := sup
a6t06...6tn6b


∑
i>1
|α(ti)− αi−1|


The following lemma is an easy exercise.
2.3.2. Lower semicontinuity of length. Assume αn : I → X is a
sequence of curves that converges pointwise to a curve α∞ : I → X .
Then
lengthα∞ 6 lim
n→∞
lengthαn.
Given two points x and y in a metric space X consider the value
‖x− y‖ = inf
α
{lengthα},
where infimum is taken for all paths α from x to y.
It is easy to see that ‖∗ − ∗‖ defines a (0,∞]-valued metric on X ;
it will be called the length-metric on X . Clearly
‖x− y‖ > |x− y|
for any x, y ∈ X .
2.3.3. Definition. If ‖x− y‖ = |x− y| for any pair of points x, y in
a metric space X , then X is called a length space.
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In other words, a metric space X is a length space if for any ε > 0
and any two points x, y ∈ X with |x−y| <∞ there is a path α : [0, 1]→
→ X connecting1 x to y such that
lengthα < |x− y| + ε.
In this book, most of the time we consider length spaces. If X
is length space, and A ⊂ X . The set A comes with the inherited
metric from X which might be not a length-metric. The corresponding
length-metric on A will be denoted as |∗ − ∗|A.
Variations of the definition. We will need the following variations
of Definition 2.3.3:
⋄ Assume R > 0. If ‖x−y‖ = |x−y| for any pair |x−y| < R,
then X is called an R-length space.
⋄ If any point in X admits a neighborhood Ω such that ‖x−
− y‖ = |x − y| for any pair of points x, y ∈ Ω then X is
called a locally length space.
⋄ A metric space X is called geodesic if for any two points
x, y ∈ X with |x− y| <∞ there is a geodesic [xy] in X .
⋄ Assume R > 0. A metric space X is called R-geodesic if
for any two points x, y ∈ X such that |x− y| < R there is
a geodesic [xy] in X .
Note that the notions of∞-length spaces and length spaces are the
same. Clearly, any geodesic space is a length space and any R-geodesic
space is R-length.
2.3.4. Example. Let X be obtained by gluing a countable collection
of disjoint intervals In of length 1 +
1
n where for each In one end is
glued to p and the other to q. Then X carries a natural complete length
metric such that |p−q| = 1, but there is no geodesic connecting p to q.
2.3.5. Exercise. Let X be a metric space and ‖∗ − ∗‖ is the length
metric on it. Show the following
a) If X is complete, then (X , ‖∗ − ∗‖) is complete.
b) If X is compact, then (X , ‖∗ − ∗‖) is geodesic.
2.3.6. Exercise. Give an example of a complete length space such
that no pair of distinct points can be joined by a geodesic.
2.3.7. Definition. Let X be a metric space and x, y ∈ X .
(i) A point z ∈ X is called a midpoint of x and y if
|x− z| = |y − z| = 12 ·|x− y|.
1That is, such that α(0) = x and α(1) = y.
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(ii) Assume ε > 0. A point z ∈ X is called ε-midpoint of x
and y if
|x− z|, |y − z| 6 12 ·|x− y| + ε.
Note that a 0-midpoint is the same as a midpoint.
2.3.8. Lemma. Let X be a complete metric space.
a) Assume that for any pair of points x, y ∈ X and any ε > 0
there is a ε-midpoint z. Then the space X is a length space.
b) Assume that for any pair of points x, y ∈ X there is a
midpoint z. Then the space X is a geodesic space.
c) If for some R > 0, the assumptions (a) or (b) hold only
for pairs of points x, y ∈ X such that |x− y| < R, then the
space X is a R-length or R-geodesic correspondingly.
Proof. Fix a pair of points x, y ∈ X . Set εn = ε22·n , α(0) = x and
α(1) = y.
Set α(12 ) to be an ε1-midpoint of α(0) and α(1). Further, set α(
1
4 )
and α(34 ) to be ε2-midpoints for the pairs (α(0),α(
1
2 ) and (α(
1
2 ),α(1)
respectively. Applying the above procedure recursively, on the n-th
step we define α( k¯2n ) for every odd integer k¯ such that 0 <
k¯
2n < 1, as
an εn-midpoint of the already defined α(
k¯−1
2n ) and α(
k¯+1
2n ).
In this way we define α(t) for all dyadic rationals t in [0, 1]. If t ∈
∈ [0, 1] is not a dyadic rational, consider a sequence of dyadic rationals
tn → t as n→∞. Note that the sequence α(tn) converges; define α(t)
as its limit. It is easy to see that α(t) does not depend on the choice
of the sequence tn and α : [0, 1]→ X is a path from x to y. Moreover,
➊
lengthα 6 |x− y| +
∞∑
n=1
2n−1 ·εn 6
6 |x− y| + ε2 .
Since ε > 0 is arbitrary, we get that (a).
To prove (b), one should repeat the same argument taking mid-
points instead of εn-midpoints. In this case ➊ holds for εn = ε = 0.
The proof of (2.3.8c) obtained by a straightforward modifications
of the proofs above.
2.3.9. Corollary. A proper length space is geodesic.
It follows from Lemma 2.3.8, since in a compact set a sequence of
1
n -midpoints zn contains a convergent subsequence.
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2.3.10. Hopf–Rinow theorem. Any complete, locally compact
length space is proper.
Proof. Let X be a locally compact length space. Given x ∈ X , denote
by ρ(x) the supremum of all R > 0 such that the closed ball B[x,R]
is compact. Since X is locally compact
➋ ρ(x) > 0 for any x ∈ X .
It is sufficient to show that ρ(x) = ∞ for some (and therefore any)
point x ∈ X .
Assume the contrary; that is, ρ(x) <∞.
➌ B = B[x, ρ(x)] is compact for any x.
Indeed, X is a length space; therefore for any ε > 0, the set
B[x, ρ(x) − ε] is a compact ε-net in B. Since B is closed and hence
complete, it has to be compact by Proposition 2.2.3. △
➍ |ρ(x) − ρ(y)| 6 |x − y|X , in particular ρ : X → R is a continuous
function.
Indeed, assume the contrary; that is, ρ(x) + |x − y| < ρ(y) for
some x, y ∈ X . Then B[x, ρ(x) + ε] is a closed subset of B[y, ρ(y)] for
some ε > 0. Then compactness of B[y, ρ(y)] implies compactness of
B[x, ρ(x) + ε], a contradiction. △
Set ε = miny∈B{ρ(y)}; the minimum is defined since B is compact.
From ➋, we have ε > 0.
Choose a finite ε10 -net {a1, a2, . . . , an} in B. The union W of the
closed balls B[ai, ε] is compact. Clearly B[x, ρ(x)+
ε
10 ] ⊂W . Therefore
B[x, ρ(x) + ε10 ] is compact; a contradiction.
2.3.11. Exercise. Construct a geodesic space that is locally compact,
but whose completion is neither geodesic nor locally compact.
2.4 Convex sets
2.4.1. Definition. Let X be a geodesic space and A ⊂ X .
We say that A convex if for every two points p, q ∈ A any geodesic
[pq] lies in A.
We say that A weakly convex if for every two points p, q ∈ A there
is a geodesic [pq] that lies in A.
We say that A is totally convex if for every two points p, q ∈ A,
every local geodesic from p to q lies in A.
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If for some R ∈ (0,∞] these definitions are applied only for pairs
of points such that |p − q| < R and only for the geodesics of length
< R then A is called correspondingly R-convex, weakly R-convex and
totally R-convex .
A set A ⊂ X is called locally convex if every point a ∈ A admits
an open neighborhood Ω ∋ a such that for every two points p, q ∈ A∩Ω
every geodesic [pq] ⊂ Ω lies in A. Similarly one defines locally weakly
convex and locally totally convex sets.
Remarks. Let us state few observations from the definition.
⋄ The notion of (weakly) convex set is the same as (weakly)
∞-convex set.
⋄ The inherited metric on a weakly convex set coincides with
its length-metric.
⋄ Any open set is locally convex by definition.
The following proposition states that weak convexity survive under
ulralimit. An analogus statement about convexity does not hold; for
example there is a sequence of convex discs in S2 that converges to the
half sphere S2+, which is not convex.
2.4.2. Proposition. Let Xn, be a sequence of geodesic spaces. As-
sume An ⊂ Xn be a sequence of weakly convex sets and Xn → XÑ and
An → AÑ ⊂ XÑ as n→ Ñ. Then AÑ is a weakly convex set of XÑ.
Proof. Fix xÑ, yÑ ∈ AÑ. Consider the sequences xn, yn ∈ An such that
xn → xÑ and yn → yÑ as n→ Ñ.
Denote by αn a geodesic path from xn to yn that lies in An. Set
αÑ(t) = lim
n→Ñαn(t).
Note that αÑ is a geodesic path that lies in AÑ. Hence the result
follows.
2.5 Quotient spaces
Quotient spaces. Assume X is a metric space with an equivalence
relation ∼. Note that given two pseudometrics ρ1 and ρ2 on X/∼
their maximum
ρ(x, y) = max{ρ1(x, y), ρ2(x, y)}
is also a pseudometric; also if for these two pseudometric ρ1 and ρ2
the projections X → (X/∼, ρi) are short, then so it true for ρ(x, y).
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It follows that the quotient space X/∼ admits natural pseudomet-
ric; this is the maximal pseudometric on X/∼ that makes the quotient
map X → X/∼ to be short. The corresponding metric space will be
also denoted as X/∼ and will be called the quotient space of X by the
equivalence relation ∼.
In general case the points of the metric space X/∼ are formed by
equivalence classes in X for a wider equivalence relation. However, in
the most of the cases we will consider, the set of equivalence classes
will coincide with the set of points in the metric space X/∼.
2.5.1. Proposition. Let X be a length space and ∼ be an equivalence
relation on X , then X/∼ is a length space.
Proof. Let Y be arbitrary metric space. Since X is a length space, the
map f : X → Y is short if and only if
length(f ◦ α) 6 lengthα
for any curve α : I→ X .
Denote by ‖∗−∗‖ the length-metric on Y. It follows that if f : X →
→ Y is short then so is f : X → (Y, ‖∗ − ∗‖).
Consider the quotient map f : X → X/∼. Recall that the space
X/∼ is defined by the maximal pseudometric that makes f to be short.
Denote by ‖∗ − ∗‖ the length-metric on X/∼. It follows that
f : X → (X/∼, ‖∗ − ∗‖)
is also short.
Note that
‖x− y‖ > |x− y|X/∼
for any x, y ∈ X/∼. From maximality of |∗ − ∗|X/∼, we get
‖x− y‖ = |x− y|X/∼
for any x, y ∈ X/∼; that is, X/∼ is a length space.
Group actions. Assume a group G acts on a metric space X . Con-
sider relation ∼ on X defined as x ∼ y if there is g ∈ G such that
x = g ·y. Note that ∼ is an equivalence relation.
In this case the quotient space X/∼ will be also denoted as X/G;
it could be also regarded as space of G-orbits in X .
Assume that the group G acts on X by isometries. In this case the
distance between orbits G·x and G·y in X/G can be defined directly
|G·x−G·y|X/G = inf
{ |x− g ·y|X = |g−1 ·x− y|X : g ∈ G} .
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If the G-orbits are closed, then |G·x−G·y|X/G = 0 if and only if
G·x = G·y. In this case the quotient space X/G is a genuine metric
space.
The following proposition follows from the definition of quotient
space:
2.5.2. Proposition. Assume X is metric space and group G acts on
X by isometries. Then the projection X → X/G is a submetry; that
is X → X/G is short and 1-co-Lipschitz.
2.6 Gluing and doubling
Gluing. Recall that disjoint union of metric spaces can be also con-
sidered as a metric space; see Definition 2.1.1. Therefore the quotient-
space construction works as well for an equivalence relation on a dis-
joint union of metric spaces.
Consider two metric spaces X1 and X2 with subset A1 ⊂ X1 and
A2 ⊂ X2 and a bijection ϕ : A1 → A2. Consider the minimal equiv-
alence relation on X1 ⊔ X2 such that a ∼ ϕ(a) for any a ∈ A1. In
this case, the corresponding quotient space (X1 ⊔X2)/∼ will be called
gluing of X and Y along ϕ and denoted as
X1 ⊔ϕ X2.
Note that if the map ϕ : A1 → A2 is distance preserving, then the
projections ιi : Xi → X1 ⊔ϕ X2 are also distance preserving and
|ι1(x1)− ι2(x2)|X1⊔ϕX2 = infa2=ϕ(a1){ |x1 − a1|X1 + |x2 − a2|X2 }
for any x1 ∈ X1 and x2 ∈ X2.
Doubling. Let V be a metric space and A ⊂ V be a closed subset. A
metric space W glued from two copies of V along A is called doubling
of V in A.
The space W is completely described by the following properties:
⋄ The space W contains V as a subspace; in particular the
set A can be treated as a subset of W .
⋄ There is an isometric involution of W which is called re-
flection in A; further it will be denoted as x 7→ x′.
⋄ For any x ∈ W we have x ∈ V or x′ ∈ V and
|x′ − y|W = |x− y′|W = inf
a∈A
{|x− a|V + |a− y|V}.
for any x, y ∈ V .
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The image of V under the reflection in A will be denoted by V ′.
The subspace V ′ is an isometric copy of V . Clearly V ∪ V ′ = W and
V ∩ V ′ = A. Moreover a = a′ ⇐⇒ a ∈ A.
The following proposition follows directly from the definitions.
2.6.1. Proposition. Assume W is the doubling of metric space V in
its closed subset A. Then
a) If V is a complete length space, then so is W.
b) If V is proper, then so is W. In this case, for any x, y ∈ V
there is a ∈ A such that
|x− a|V + |a− y|V = |x− y′|W .
c) Given x ∈ W set x¯ = x if x ∈ V and x¯ = x′ otherwise.
The map W → V defined by x 7→ x¯ is short and length-
preserving. In particular if γ is a geodesic in W with ends
in V, then γ¯ is a geodesic in V with the same ends.
2.7 Kuratowsky embedding
Given a metric space X , let us denote by Bnd(X ,R) the space of all
bounded functions on X equipped with the sup-norm,
‖f‖ = sup
x∈X
{|f(x)|}.
Kuratowski embedding. Given a point p ∈ X , consider map
kurp : X → Bnd(X ,R), defined as kurp x = distx − distp . The map
kurp will be called Kuratowski map at p.
From the triangle inequality, we have
‖ kurp x− kurp y‖ = sup
z∈X
{||x− z| − |y − z||} = |x− y|.
Therefore, for any p ∈ X , the Kuratowski map gives a distance pre-
serving map kurp : X →֒ Bnd(X ,R). Thus, we can (and often will)
consider space X as a subset of Bnd(X ,R).
2.7.1. Exercise. Show that any compact space is isometric to a
subspace in a compact length space.
Chapter 3
Ultralimits
Here we introduce ultralimits of sequences of points, metric spaces
and functions. The ultralimits of metric spaces can be considered as
a variation of Gromov–Hausdorff convergence. Our presentation is
based on [1].
In this book, the use of ultralimits is very limited; we use them only
as a canonical way to pass to a convergent subsequence. (In principle,
we could avoid selling our souls to the set-theoretical devil, but in this
case we must say “pass to convergent subsequence” too many times.)
3.1 Ultrafilters
We will need the existence of a selective ultrafilter Ñ, which we fix once
and for all. Existence follows from the axiom of choice and continuum
hypothesis.
Recall that N denotes the set of natural numbers, N = {1, 2, . . .}
3.1.1. Definition. A finitely additive measure Ñ on N is called an
ultrafilter if it satisfies
a) Ñ(S) = 0 or 1 for any subset S ⊂ N.
An ultrafilter Ñ is called nonprinciple if in addition
b) Ñ(F ) = 0 for any finite subset F ⊂ N.
A nonprinciple ultrafilter Ñ is called selective if in addition
c) for any partition of N into sets {Cα}α∈A such that Ñ(Cα) =
= 0 for each α, there is a set S ⊂ N such that Ñ(S) = 1
and S ∩ Cα is a one-point set for each α ∈ A.
If Ñ(S) = 0 for some subset S ⊂ N, we say that S is Ñ-small. If
Ñ(S) = 1, we say that S contains Ñ-almost all elements of N.
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Classical definition. More commonly, a nonprinciple ultrafilter is
defined as a collection, say F, of sets in N such that
1. if P ∈ F and Q ⊃ P , then Q ∈ F,
2. if P,Q ∈ F, then P ∩Q ∈ F,
3. for any subset P ⊂ N, either P or its complement is an
element of F.
4. if F ⊂ N is finite, then F /∈ F.
Setting P ∈ F⇔ Ñ(P ) = 1 makes these two definitions equivalent.
A nonempty collection of sets F that does not include the empty
set and satisfies only conditions 1 and 2 is called a filter ; if in addition
F satisfies Condition 3 it is called an ultrafilter. From Zorn’s lemma,
it follows that every filter contains an ultrafilter. Thus there is an
ultrafilter F contained in the filter of all complements of finite sets;
clearly this F is nonprinciple.
The existence of a selective ultrafilter follows from the continuum
hypothesis; it was proved by Walter Rudin in [2].
Stone–Cˇech compactification. Given a set S ⊂ N, consider subset
ΩS of all ultrafilters Ñ such that Ñ(S) = 1. It is straightforward to
check that the sets ΩS for all S ⊂ N form a topology on the set of ultra-
filters on N. The obtained space is called Stone–Cˇech compactification
of N; it is usually denoted as βN.
There is a natural embedding N →֒ βN defined as n 7→ Ñn, where
Ñn is the principle ultrafilter such that Ñn(S) = 1 if and only if n ∈
∈ S. Using the described embedding, we can (and will) consider N as
a subset of βN.
The space βN is the maximal compact Hausdorff space that con-
tains N as an everywhere dense subset. More precisely, for any compact
Hausdorff space X and a map f : N → X there is unique continuous
map f¯ : βN→ X such that the restriction f¯ |N coincides with f .
3.2 Ultralimits of points
Fix an ultrafilter Ñ. Assume (xn) is a sequence of points in a metric
space X . Let us define the Ñ-limit of (xn) as the point xÑ such that
for any ε > 0, Ñ-almost all elements of (xn) lie in B(xÑ, ε); that is,
Ñ {n ∈ N : |xÑ − xn| < ε } = 1.
In this case, we will write
xÑ = lim
n→Ñ xn or xn → xÑ as n→ Ñ.
For example if Ñ is the principle ultrafilter such that Ñ({n}) = 1
for some n ∈ N, then xÑ = xn.
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Note that Ñ-limits of a sequence and its subsequence may differ.
For example, in general
lim
n→Ñ xn 6= limn→Ñ x2·n.
3.2.1. Proposition. Let Ñ be a nonprinciple ultrafilter. Assume (xn)
is a sequence of points in a metric space X and xn → xÑ as n → Ñ.
Then xÑ is a partial limit of the sequence (xn); that is, there is a
subsequence (xn)n∈S that converges to xÑ in the usual sense.
Moreover, if Ñ is selective, then the subsequence (xn)n∈S can be
chosen so that Ñ(S) = 1.
Proof. Given ε > 0, set Sε = {n ∈ N : |xn − xÑ| < ε }.
Note that Ñ(Sε) = 1 for any ε > 0. Since Ñ is nonprinciple, the
set Sε is infinite. Therefore we can choose an increasing sequence (nk¯)
such that nk¯ ∈ S 1
k¯
for each k¯ ∈ N. Clearly xnk¯ → xÑ as k¯ →∞.
Now assume that Ñ is selective. Consider the sets
Ck¯ =
{
n ∈ N : 1n < |xn − xÑ| 6 1n−1
}
,
where we assume 10 =∞ and the set
C∞ = {n ∈ N : xn = xÑ } ,
Note that Ñ(Ck¯) = 0 for any k¯ ∈ N.
If Ñ(C∞) = 1, we can take the sequence (xn)n∈C∞ .
Otherwise discarding all empty sets among Ck¯ and C∞ gives a
partition of N into countable collection of Ñ-small sets. Since Ñ is
selective, we can choose a set S ⊂ N such that S meets each set of the
partition at one point and Ñ(S) = 1. Clearly the sequence (xn)n∈S
converges to xÑ in the usual sense.
The following proposition is analogous to the statement that any
sequence in a compact metric space has a convergent subsequence; it
can be proved the same way.
3.2.2. Proposition. Let X be a compact metric space. Then any
sequence of points (xn) in X has unique Ñ-limit xÑ.
In particular, a bounded sequence of real numbers has a unique
Ñ-limit.
The following lemma is an ultralimit analog of Cauchy convergence
test.
3.2.3. Lemma. Let (xn) be a sequence of points in a complete space
X . Assume for each subsequence (yn) of (xn), the Ñ-limit
yÑ = lim
n→Ñ yn ∈ X
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is defined and does not depend on the choice of subsequence, then the
sequence (xn) converges in the usual sense.
Proof. Assume that (xn) does not converge in itself. Then for some
ε > 0, there is a subsequence (yn) of (xn) such that |xn − yn| > ε for
all n.
It follows that |xÑ − yÑ| > ε, a contradiction.
3.3 Ultralimits of spaces
From now on, Ñ denotes a selective ultrafilter on the set of natural
numbers.
Let Xn be a sequence of metric spaces Xn . Consider all sequences
xn ∈ Xn. On the set of all such sequences, define a pseudometric on
these subsequences by
➊ |(xn)− (yn)| = lim
n→Ñ |xn − yn|.
Note that the Ñ-limit on the right hand side is always defined and
takes a value in [0,∞].
Set XÑ to be the corresponding metric space; that is, the underlying
set of XÑ is formed by classes of equivalence of sequences of points xn ∈
∈ Xn defined by
(xn) ∼ (yn) ⇔ lim
n→Ñ |xn − yn| = 0
and the distance is defined as in ➊.
The space XÑ is called Ñ-limit of Xn. Typically XÑ will denote the
Ñ-limit of sequence Xn; we may also write
Xn → XÑ as n→ Ñ or XÑ = lim
n→ÑXn.
Given a sequence xn ∈ Xn, we will denote by xÑ its equivalence
class which is a point in XÑ; equivalently we will write
xn → xÑ as n→ Ñ or xÑ = lim
n→Ñ xn.
3.3.1. Observation. The Ñ-limit of any sequence of metric spaces
is complete.
Proof. Let Xn be a sequence of metric spaces and Xn → XÑ as n→ Ñ.
Fix a sequence xm ∈ XÑ converging in itself. Passing to a subse-
quence we can assume that |xm − xm−1|XÑ < 12m for any m.
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Let us choose double sequence xn,m ∈ Xn such that for any fixed
m we have xn,m → xm as n→ Ñ.
Set S1 = N and
Sm =
{
n ∈ N : |xn,k¯ − xn,k¯−1| < 12k¯ for k¯ 6 m
}
.
For each n consider the largest value m(n) such that m(n) 6 n and
m(n) ∈ Sm. Consider the sequence yn = xn,m(n); denote by y ∈ X Ñ
its Ñ-limit. By construction xn → y as n → ∞. Hence the statement
follows.
3.3.2. Observation. The Ñ-limit of any sequence of length spaces is
geodesic.
Proof. If Xn is a sequence length spaces, then for any sequence of pairs
xn, yn ∈ Xn there is a sequence of 1n -midpoints zn.
Let xn → xÑ, yn → yÑ and zn → zÑ as n → Ñ. Note that zÑ is a
midpoint of xÑ and yÑ in X Ñ.
By Observation 3.3.1, X Ñ is complete. Applying Lemma 2.3.8 we
get the statement.
Ultrapower. If all the metric spaces in the sequence are identical
Xn = X , its Ñ-limit limn→Ñ Xn is denoted by X Ñ and called Ñ-power
of X .
According to Theorem 3.5.1, there is a distance preserving map
ι : X →֒ X Ñ, here ι(y) is the equivalence class of constant sequence
yn = y.
The image ι(X ) might be proper subset of X Ñ. For example RÑ
has pairs of points on distance ∞ from each other; at the same time,
each metric component of RÑ is isometric to R.
According to Theorem 3.5.1, if X is compact, then ι(X ) = X Ñ; in
particular, X Ñ is isometric to X . If X is proper, then ι(X ) forms a
metric component of X Ñ.
The embedding ι gives us right to treat X as a subset of its ultra-
power X Ñ.
3.3.3. Observation. Let X be a complete metric space. Then X Ñ is
geodesic space if and only if X is a length space.
Proof. Assume X Ñ is geodesic space. Then any pair of points x, y ∈ X
has a midpoint zÑ ∈ X Ñ. Fix a sequence of points zn ∈ X such that
zn → zÑ as n→ Ñ.
Note that |x − zn|X → 12 ·|x − y|X and |y − zn|X → 12 ·|x − y|X as
n → Ñ. In particular, for any ε > 0, the point zn is an ε-midpoint of
x and y for Ñ-almost all n. It remains to apply Lemma 2.3.8.
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The “if”-part follows from Observation 3.3.2.
3.3.4. Corollary. Assume X is a complete length space and p, q ∈
∈ X cannot be joined by a geodesic in X . Then there are at least two
distinct geodesics between p and q in the ultrapower X Ñ.
3.4 Ultratangent space
Recall that we assume that Ñ is a once for all fixed choice of a selective
ultrafilter.
For a metric space X and a positive real number ÿ, we will denote
by ÿ·X its ÿ-blowup, which is a metric space with the same underlying
set as X and the metric multiplied by ÿ. The tautological bijection
X → ÿ·X will be denoted as x 7→ xÿ, so
|xÿ − yÿ| = ÿ·|x− y|
for any x, y ∈ X .
The Ñ-blowup Ñ·X of X is defined as the Ñ-limit of the n-blowups
n·X ; that is,
Ñ·X := lim
n→Ñn·X .
Given a point x ∈ X we can consider the sequence xn ∈ n·X ; it
corresponds to a point xÑ ∈ Ñ·X . Note that if x 6= y, then
|xÑ − yÑ|
Ñ·X =∞;
that is, xÑ and yÑ belong to different metric components of Ñ·X .
The metric component of xÑ in Ñ·X is called ultratangent space of
X at x and it is denoted as TÑxX .
Equivalently, ultratangent space TÑxX can be defined the follow-
ing way. Consider all the sequences of points xn ∈ X such that the
sequence ℓn = n·|x − xn|X is bounded. Define the pseudodistance
between two such sequences as
|(xn)− (yn)| = lim
n→Ñn·|xn − yn|X .
Then TÑxX is the corresponding metric space.
Tangent space as well as ultratangent space, generalize the notion
of tangent space of Riemannian manifold. In the simplest cases these
two notions define the same space. In general, they are different and
both useful — often lack of a property in one is compensated by the
other.
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It is clear from the definition that tangent space has cone structure.
On the other hand, in general, ultratangent space does not have a
cone structure; the Hilbert’s cube
∏∞
n=1[0, 2
−n] is an example — it is
CBB(0) as well as CAT(0).
The next theorem shows that the tangent space Tp can be (and
often will be) considered as a subset of TÑp .
3.4.1. Theorem. Let X be a metric space with defined angles. Then
for any p ∈ L, there is an distance preserving map
ι : Tp →֒ TÑp
such that for any geodesic γ starting at p we have
γ+(0) 7→ lim
n→Ñ[γ(
1
n )]
n.
Proof. Given v ∈ T′p choose a geodesic γ that starts at p such that
γ+(0) = v. Set vn = [γ( 1n )]
n ∈ n·X and
vÑ = lim
n→Ñ v
n.
Note that the value vÑ ∈ TÑp does not depend on choice of γ; that
is, if γ1 is an other geodesic starting at p such that γ
+
1 (0) = v, then
lim
n→Ñ v
n = lim
n→Ñ v
n
1 ,
where vn1 = [γ1(
1
n )]
n ∈ n·X . The latter follows since
|γ(t)− γ1(t)|X = o(t)
and therefore |vn − vn1 |n·X → 0 s n→∞.
Set ι(v) = vÑ. Since angles between geodesics in X are defined, for
any v, w ∈ T′p we have n·|vn−wn| → |v−w|. Thus |vÑ−wÑ| = |v−w|;
that is, ι is a global isometry of T′p.
Since T′p is dense in Tp, we can extend ι to a global isometry
Tp → TÑp .
3.5 Gromov–Hausdorff convergence and
ultralimits
3.5.1. Theorem. Assume Xn is a sequence of complete spaces. Let
Xn → XÑ as n → Ñ, and Yn ⊂ Xn be a sequence of subsets such that
Yn−→GH Y∞. Then there is a distance preserving map ι : Y∞ → XÑ.
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Moreover:
a) If Xn−→GH X∞ and X∞ is compact, then X∞ is isometric to
XÑ.
b) If Xn−→GH X∞ and X∞ is proper, then X∞ is isometric to
a metric component of XÑ.
Proof. For each point y∞ ∈ Y∞ choose a lifting yn ∈ Yn. Pass to the
Ñ-limit yÑ ∈ XÑ of (yn). Clearly for any y∞, z∞ ∈ Y∞, we have
|y∞ − z∞|Y∞ = |yÑ − zÑ|XÑ ;
that is, the map y∞ 7→ yÑ gives a distance preserving map ι : Y∞ →
→ XÑ.
(a)+(b). Fix xÑ ∈ XÑ. Choose a sequence xn ∈ Xn such that xn → xÑ
as n→ Ñ.
Denote by X = X∞ ⊔ X1 ⊔ X2 ⊔ . . . the common space for the
convergence Xn −→GH X∞; as in the definition of Gromov–Hausdorff
convergence. Consider the sequence (xn) as a sequence of points in X.
If the Ñ-limit x∞ of (xn) exists, it must lie in X∞.
The point x∞, if defined, does not depend on the choice of (xn).
Indeed, if yn ∈ Xn is an other sequence such that yn → xÑ as n → Ñ,
then
|y∞ − x∞| = lim
n→Ñ |yn − xn| = 0;
that is, x∞ = y∞.
In this way we obtain a map ν : xÑ → x∞; it is defined on a subset
of Domν ⊂ XÑ. By construction of ι, we get ι ◦ ν(xÑ) = xÑ for any
xÑ ∈ Domν.
Finally note that if X∞ is compact, then ν is defined on all of XÑ;
this proves (a).
If X∞ is proper, choose any point z∞ ∈ X∞ and set zÑ = ι(z∞).
For any point xÑ ∈ XÑ at finite distance from zÑ, for the sequence xn
as above we have that |zn − xn| is bounded for Ñ-almost all n. Since
X∞ is proper, ν(xÑ) is defined; in other words ν is defined on the
metric component of zÑ. Hence (b) follows.
3.5.2. Corollary. The Ñ-limit of a sequence of complete length
spaces is geodesic.
Proof. Given two points xÑ, yÑ ∈ XÑ, find two bounded sequences of
points xn, yn ∈ Xn, xn → xÑ, yn → yÑ as n→ Ñ. Consider a sequence
of paths γn : [0, 1]→ Xn from n to yn such that
lengthγn 6 |xn − yn| + 1n .
Apply Theorem 3.5.1 for the images Yn = γn([0, 1]) ⊂ Xn.
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3.6 Ultralimits of sets
Let Xn be a sequence of metric spaces and Xn → XÑ as n→ Ñ.
For a sequence of sets Ωn ⊂ Xn, consider the maximal set ΩÑ ⊂
⊂ XÑ such that for any xÑ ∈ ΩÑ and any sequence xn ∈ Xn such that
xn → xÑ as n→ Ñ, we have xn ∈ Ωn for Ñ-almost all n.
The set ΩÑ is called the open Ñ-limit of Ωn; we could also write
Ωn → ΩÑ as n→ Ñ or ΩÑ = limn→Ñ Ωn.
Applying Observation 3.3.1 to the sequence of complements
Xn\Ωn, we see that ΩÑ is open for any sequence Ωn. The definition
can be applied for arbitrary sequences of sets, but open Ñ-convergence
will be applied here only for sequences of open sets.
3.7 Ultralimits of functions
Recall that a family of submaps between metric spaces {fα : X ◦→
◦→ Y}α∈A is called equicontinuous if for any ε > 0 there is δ > 0 such
that for any p, q ∈ X with |p − q| < δ and any α ∈ A it holds that
|f(p)− f(q)| < ε.
Let fn : Xn ◦→ R be a sequence of subfunctions.
Set Ωn = Dom fn. Consider the open Ñ-limit set ΩÑ ⊂ XÑ of Ωn.
Assume there is a subfunction fÑ : XÑ ◦→ R that satisfies the follow-
ing conditions: (1) Dom fÑ = ΩÑ, (2) if xn → xÑ ∈ ΩÑ for a sequence
of points xn ∈ Xn, then fn(xn) → fÑ(xÑ) as n → Ñ. In this case the
subfunction fÑ : XÑ → R is said to be the Ñ-limit of fn : Xn → R.
The following lemma gives a mild condition on a sequence of func-
tions fn guaranteeing the existence of its Ñ-limit.
3.7.1. Lemma. Let Xn be a sequence of metric spaces and fn : Xn ◦→
◦→ R be a sequence of subfunctions.
Assume for any positive integer k¯, there is an open set Ωn(k¯) ⊂
⊂ Dom fn such that the restrictions fn|Ωn(k¯) are uniformly bounded
and continuous and the open Ñ-limit of Ωn(n) coincides with the open
Ñ-limit of Dom fn. Then the Ñ-limit of fn is defined.
In particular, if the fn are uniformly bounded and continuous, then
the Ñ-limit is defined.
The proof is straightforward.
3.7.2. Exercise. Construct a sequence of compact length spaces Xn
with a converging sequence of £-Lipschitz concave functions fn : Xn →
→ R such that the Ñ-limit XÑ of Xn is compact and the Ñ-limit
fÑ : XÑ → R of fn is not concave.
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If f : X ◦→ R is a subfunction, the Ñ-limit of the constant sequence
fn = f is called the Ñ-power of f and denoted by f
Ñ. So
fÑ : X ◦→ R, fÑ(xÑ) = lim
n→Ñ f(xn).
Recall that we treat X as a subset of its Ñ-power X Ñ. Note
that Dom f = X ∩ Dom fÑ. Moreover, if B(x, ε)X ⊂ Dom f then
B(x, ε)X Ñ ⊂ Dom fÑ.
Ultradifferential. Given a function f : L → R, consider sequence of
functions fn : n·L → R, defined by
fn(x
n) = n·(f(x)− f(p)),
here xn ∈ n·L is the point corresopnding to x ∈ L. While n·(L, p)→
→ (TÑ, 0) as n→ Ñ, functions fn converge to Ñ-differential of f at p.
It will be denoted by dÑpf ;
dÑpf : T
Ñ
p → R, dÑpf = limn→Ñ fn.
Clearly, the Ñ-differential dÑpf of a locally Lipschitz subfunction f
is defined at each point p ∈ Dom f .
Chapter 4
Maps and functions
Here we introduce some classes of maps between metric spaces and
develop a language to describe different levels of convexity/concavity
of real-valued functions on general metric space.
Concave functions are used mainly in the CBB spaces, while convex
ones are used mainly in CAT spaces.
4.1 Submaps
We will often need maps and functions defined on subsets of a metric
space. We call them submaps and subfunction. Thus given a metric
space X and Y, a submap Φ: X ◦→ Y is a map defined on a subset
DomΦ ⊂ X .
A submap is defined to be continuous if the inverse image of any
open set is open. Note that for a continuous submap Φ, the domain
DomΦ is automatically open. Indeed, a submap Φ: X ◦→ Y is con-
tinuous if the inverse image of any open set is open. Since Y is open
then so is DomΦ = Φ−1(Y). The same is true for upper and lower
semicontinuous functions f : X ◦→ R since it is a continuous function
for special topology on R.
(The continuous partially defined maps could be defined via closed
sets; namely, one may request that inverse images of closed sets are
closed. While this condition is equivalent to the continuity for the
functions defined on whole space, it is different for partially defined
functions. In particular with this definition domain of the continuous
submap would have to be closed.)
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4.2 Lipschitz conditions
4.2.1. Lipschitz maps. Let X and Y be metric spaces Φ: X ◦→ Y
be a continuous submap and £ ∈ R.
a) The submap Φ is called £-Lipschitz if
|Φ(x)− Φ(y)|Y 6 £·|x− y|X
for any two points x, y ∈ DomΦ.
◦ The 1-Lipschitz maps will be also called short.
b) We say that Φ is Lipschitz if it is £-Lipschitz for some
constant £. The minimal such constant is denoted by lipΦ.
c) We say that Φ is locally Lipschitz if any point x ∈ DomΦ
admits a neighborhood Ω ⊂ DomΦ such that the restriction
Φ|Ω is Lipschitz.
d) Given p ∈ DomΦ, we denote by lippΦ the infimum of
the real values £ such that p admits a neighborhood Ω ⊂
⊂ DomΦ such that the restriction Φ|Ω is £-Lipschitz.
Note that Φ: X → Y is £-Lipschitz if
Φ(B(x,R)X ) ⊂ B(Φ(x),£·R)Y
for any R > 0 and x ∈ X . The following definition gives a dual version
of it.
4.2.2. Definitions. Let X and Y be metric spaces, Φ: X → Y be a
map and £ ∈ R.
a) The map Φ is called £-co-Lipshitz if
Φ(B(x,£·R)X ) ⊃ B(Φ(x), R)Y
for any x ∈ X and R > 0.
b) The map Φ is called co-Lipshitz if it is £-co-Lipshitz for
some constant £. The minimal such constant is denoted
by colipΦ.
From the definition of co-Lipschitz map we get the following.
4.2.3. Proposition. Any co-Lipschitz map is open and surjective.
In other words, the £-co-Lipschitz maps can be considered as a
quantitative version of open maps. By that reason they also called £-
open [3]. Also, be aware that some authors, refer to our £-co-Lipschitz
maps as to 1£ -co-Lipschitz.
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4.2.4. Proposition. Let X and Y be metric spaces and Φ: X → Y
a continuous co-Lipschitz map. Then Y is complete.
Proof. Choose a converging in itself sequence y1, y2, . . . in Y. Passing
to a subsequence if nececury, we may assume that |yn − yn+1|Y < 12n
for each n.
Denote by £ a co-Lipschitz constant of Φ. Note that there is a
sequence x1, x2, . . . in X such that
➊ Φ(xn) = yn and |xn − xn+1|X < £2n .
for each n. Indeed, such a sequence (xn) can be constructed recur-
sively. Assuming that the points x1, . . . , xn−1 are already constructed,
the existence of xn satisfying ➊ follows since Φ is £-co-Lipschitz.
Notice that (xn) converges in itself; since X is complete, it con-
verges in X . Denote by x∞ its limit and set y∞ = Φ(x∞). Since Φ is
continuous, yn → y∞ as n→∞. Hence the result.
4.2.5. Lemma. Let X be a metric space and f : X → R be a contin-
uous function. Then for any ε > 0 there is a locally Lipschitz function
fε : X → R such that |f(x)− fε(x)| < ε for any x ∈ X .
Proof. Assume that f > 1. Construct a continous positive function
ρ : X → R>0 such that
|x− y| < ρ(x) ⇒ |f(x)− f(y)| < ε.
Consider function
fε(x) = sup
{
f(x)·
(
1− |x−y|
ρ(x)
)
: x ∈ X
}
.
It is straightforward to check that each fε is locally Lipschtz and 0 6
6 fε − f < ε.
Note that any continuous function can be presented as difference of
two continuous functions bounded below by 1. Hence the result.
4.3 Isometries and sumbetries
4.3.1. Isometry. Let X and Y be metric spaces and Φ: X → Y be a
map
a) The map Φ is distance preserving if
|Φ(x)− Φ(x′)|Y = |x− x′|X
for any x, x′ ∈ X.
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b) A distance preserving bijection Φ is called an isometry.
c) The spaces X and Y are called isometric (briefly X
iso
== Y )
if there is an isometry Φ: X → Y .
4.3.2. Submetry. A map σ : L → M between the metric spaces L
and M is called submetry if
σ(B(p, r)L) = B(σ(p), r)M
for any p ∈ L and r > 0.
Note σ : L →M is a sumbetry if it is 1-Lipshitz and 1-co-Lipschitz
at the same time.
Note that any submetry is an onto map.
The main souse of examples of submetries comes from isometric
group actions.
Nemely, assume L is a metric space and G be a subgroup of isome-
tries of L. Denote by L/G the set of G-orbits; let us equip it with the
Hausdorff metric.
In general, L/G is a pseudometric space, but if all the G-orbits
form closed sets in L then L/G is a genuine metric space.
4.3.3. Proposition. Let L be a metric space. Assume that a group
G acts on L by isometries and in such a way that every G-orbit is
closed. Then the projection map L → L/G is a sumbetry.
Proof. Denote by xˆ the projection of x ∈ L in L/G. We need to
show that the map x 7→ xˆ is 1-Lipschitz and 1-co-Lipschitz. The co-
Lipschitz part follows directly from the definition of Hausdorff distance
and co-Lipschitz map.
Assume |x − y|L 6 r; equivalently B[x, r]L ∋ y. Since the action
Gy L is isometric, B[g ·x, r]L ∋ g ·y for any g ∈ G.
In particular the orbit G·y lies in the closed r-neighborhood of the
orbit G·x. The same way we can prove that the orbit G·x lies in
the closed r-neighborhood of the orbit G·y. That is, the Hausdorff
distance between the orbits G·x and G·y is at most r or, equivalently,
|xˆ − yˆ|L/G 6 r. Since x and y are arbitrary, the map x 7→ xˆ is 1-
Lipschitz.
4.3.4. Proposition. Let L be a length space and σ : L → M is a
submetry. Then M is a length space.
Proof. Fix ε > 0 and a pair of points x, y ∈ M.
Since σ is 1-co-Lipschitz, there are points xˆ, yˆ ∈ L such that σ(xˆ) =
= x, σ(yˆ) = y and |xˆ− yˆ|L < |x− y|M + ε.
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Since L is a length space, there is a curve γ joining xˆ to yˆ in L
such that
lengthγ 6 |x− y|M + ε.
Since σ is 1-Lipschitz, there
lengthσ ◦ γ 6 lengthγ.
Note that the curve σ ◦ γ joins x to y and from above
lengthσ ◦ γ < |x− y|M + ε.
Since ε > 0 is arbitrary, we have that M is a length space.
4.4 Speed of curves
Let X be a metric space. A curve in X is a continuous map α : I→ X ,
where I is a real interval (that is, an arbitrary convex subset of R); the
curve it called Lipschitz or locally Lipschitz if the map α : I→ X is.
Recall that length of curves is defined in 2.3.1. The following the-
orem follows from [4, p. 2.7.4].
4.4.1. Theorem. Let X be a metric space and α : I→ X be a locally
Lipschitz curve. Then the speed function
speedt0 α = limt→t0
|α(t)− α(t0)|
|t− t0|
is defined for almost all t0 ∈ I and
lengthα =
w
I
speedt α·dt,
where
r
denotes the Lebesgue integral.
A curve α : I→ X is called unit-speed curve, if for any subinterval
[a, b] ⊂ I, we have
b− a = length(α|[a,b]).
According to the above theorem, this is equivalent to the condition
that α is Lipschitz and speedα
a.e.
== 1.
The following theorem of Bernd Kirchheim [5] generalizes the one
above.
4.4.2. Theorem. Let X be a metric space and f : Rn ◦→ X be 1-
Lipschitz. Then for almost all x ∈ Dom f there is a pseudonorm ‖∗‖x
on Rn such that we have
|f(y)− f(z)|X = ‖z − y‖x + o(|y − x|+ |z − x|).
The (pseudo)norm ‖∗‖x in the above theorem will be called differ-
ential of induced metric at x.
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4.5 Convex real-to-real functions
We will be interested in the generalized solutions of the following dif-
ferential inequalities
➊ y′′ + κ·y > λ and respectively y′′ + κ·y 6 λ
for fixed κ, λ ∈ R. The solution y : R ◦→ R are only assumed to be
upper (respectively lower) semicontinuous subfunctions.
The inequalities ➊ are understood in the sense of distributions.
That is, for any smooth function ϕ with compact support Suppϕ ⊂
⊂ Dom y the following inequality should be satisfied:
➋
w
Dom y
[y(t)·ϕ′′(t) + κ·y(t)·ϕ(t)− λ] ·dt > 0
respectively 6 0.
The integral is understood in the sense of Lebesgue, in particular the
inequality ➋ makes sense for any Borel-measurable subfunction y. The
proofs of the following propositions are straightforward.
4.5.1. Proposition. Let I ⊂ R be an open interval and yn : I →
→ R be a sequence of solutions of one of the inequality in ➊. Assume
yn(t)→ y∞(t) as n →∞ for any t ∈ I. Then y∞ is a solution of the
same inequality in ➊.
Assume y is a solution of one of the inequality in ➊. For t0 ∈ Dom y,
let us define right (left) derivative y+(t0) (y
−(t0)) at t0 by
y±(t0) = lim
t→t0±
y(t)− y(t0)
|t− t0| .
Note that our sign convention for y− is not standard — for y(t) = t
we have y+(t) = 1 and y−(t) = −1.
4.5.2. Proposition. Let I ⊂ R be an open interval and y : I → R
be a solution of the inequality in ➊. Then y is locally Lipschitz; its
right and left derivatives y+(t0) and y
−(t0) are defined for any t0 ∈ I.
Moreover
y+(t0) + y
−(t0) > 0 or respectively y+(t0) + y−(t0) 6 0
The next theorem gives a number of equivalent ways to define such
a generalized solution.
4.5.3. Theorem. Let I be an open real interval and y : I → R be a
locally Lipschitz function then the following conditions are equivalent:
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a) y′′ > λ− κ·y (respectively y′′ 6 λ− κ·y)
b) (barrier inequality) For any t0 ∈ I, there is a solution y¯ of
ordinary differential equation y¯′′ = λ − κ·y¯ with y¯(t0) =
y(t0) such that y¯ > y (respectively y¯ 6 y) for all t ∈ [t0 −
̟κ, t0 +̟
κ] ∩ I.
The function y¯ is called lower (respectively upper) barrier
of y at t0.
c) Suppose y′′ 6 λ − κ·y . Let t0 ∈ I and let y¯ be a solution
of the ordinary differential equation y¯′′ = λ−κ·y¯ such that
y¯(t0) = y(t0) and y
+(t0) 6 y(t0) 6 −y−(t0). (note that
such y¯ is unique if y is differentiable at t0).
Then y¯ > y for all t ∈ [t0 −̟κ, t0 +̟κ] ∩ I; that is y¯ is a
barrier of y at t0.
d) (Jensen’s inequality) For any pair of values t1 < t2 in I,
such that |t2 − t1| < ̟κ the unique solutions z(t) of
z′′ = λ− κ·z
such that
z(t1) = y(t1), z(t2) = y(t2)
satisfies y(t) 6 z(t) (respectively y(t) > z(t)) for all t ∈
∈ [t1, t2].
The proof is left to the reader.
We will often need the following fact about convergence of deriva-
tive of convex functions:
4.5.4. Lemma on equilibrium. Let I be an open interval and
fn : I → R be a sequence of concave functions. Assume the functions
fn pointwise converge to a function f : I→ R. Then for any t0 ∈ I,
f±(t0) 6 lim
n→∞
f±n (t0).
Proof. Since fn are convex, we have f
+
n (t0) + f
−
n (t0) > 0, and for
any t,
fn(t) > fn(t0)± f±(t0)·(t− t0).
Passing to the limit, we get
f(t) > f(t0) +
[
lim
n→∞ f
+
n (t0)
]
·(t− t0)
for t > t0, and
f(t) > f(t0)−
[
lim
n→∞ f
−
n (t0)
]
·(t− t0)
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for t 6 t0. Hence the result.
4.5.5. Corollary. Let I be an open interval and fn : I → R be a
sequence of functions such that f ′′n 6 λ and converge pointwise to a
function f : I→ R. Then:
a) If f is differentiable at t0 ∈ I, then
f ′(t0) = ± lim
n→∞ f
±
n (t0).
b) If all fn and f are differentiable at t0 ∈ I, then
f ′(t0) = lim
n→∞ f
′
n(t0).
Proof. Set fˆn(t) = fn(t)− λ2 ·t2 and fˆ(t) = f(t)− λ2 ·t2. Note that fˆn
are concave and fˆn → fˆ pointwise. Thus, theorem follows from the
lemma on equilibrium (4.5.4).
4.6 Convex functions on a metric space
The following notion will be used for geodesic spaces most of the time.
4.6.1. Definition. Let X be a metric space. We say that an upper
semicontinuous subfunction f : X ◦→ (−∞,∞] satisfies the inequality
f ′′ + κ·f > λ
if for any unit-speed geodesic γ in Dom f the real-to-real function
y(t) = f ◦ γ(t) satisfies
y′′ + κ·y > λ
in the domain { t : y(t) <∞}; see the definition in Section 4.5.
We say that a lower semicontinuous subfunction f : X ◦→ [−∞,∞)
satisfies the inequality
f ′′ + κ·f 6 λ
if the subfunction h = −f satisfies
h′′ − κ·h > −λ.
Functions satisfying the inequalities
f ′′ > λ and f ′′ 6 λ
are called λ-convex and λ-concave correspondingly.
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0-convex and 0-concave subfunctions will be also called convex and
concave correspondingly.
If f is λ-convex for some λ > 0 it will be called strongly con-
vex; correspondingly if f is λ-concave for some λ < 0 it will be called
strongly concave.
If for any point p ∈ Dom f there is a neighborhood Ω ∋ p and a
real number λ such that the restriction f |Ω is λ-convex (or λ-concave),
then f is called semiconvex (correspondingly semiconcave).
Further, we give a meaning of certain type of second order ordinary
differential inequalities in context of metric spaces.
Various authors define the class of λ-convex (λ-concave) function
differently. It may correspond to ±λ-convex (±λ-concave) or ±λ2 -
convex (±λ2 -concave) function in our definitions.
4.6.2. Proposition. Let X be a metric space. Assume that f : X ◦→
◦→ R is a semiconvex subfunction and ϕ : R → R is a nondecreasing
seimconvex function. Then the composition ϕ ◦ f is a semiconvex
subfunction.
The proof is straightforward.
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Chapter 5
The ghost of Euclid
5.1 Geodesics, triangles and hinges
Geodesics and their relatives. Let X be a metric space and I be a
real interval. A globally isometric map γ : I→ X is called a unit-speed
geodesic1; in other words, γ : I → X is a unit-speed geodesic if the
equality
|γ(s)− γ(t)|X = |s− t|
holds for any pair s, t ∈ I.
A unit-speed geodesic γ : R>0 → X is called a ray.
A unit-speed geodesic γ : R→ X is called a line.
A unit-speed geodesic between p and q in X will be denoted by
geod[pq]. We will always assume geod[pq] is parametrized starting at p;
that is, geod[pq](0) = p and geod[pq](|p−q|) = q. The image of geod[pq]
will be denoted by [pq] and called a geodesic. The term geodesic will
also be used for a linear reparametrization of a unit-speed geodesic;
when a confusion is possible we call the latter a constant-speed geode-
sic. With slight abuse of notation, we will use [pq] also for the class
of all linear reparametrizations of geod[pq].
We may write [pq]X to emphasize that the geodesic [pq] is in the
space X . Also we use the following short-cut notation:
]pq[ = [pq]\{p, q}, ]pq] = [pq]\{p}, [pq[ = [pq]\{q}.
In general, a geodesic between p and q need not exist and if it
exists, it need not to be unique. However, once we write geod[pq] or
[pq] we mean that we fixed a choice of geodesic.
1Various authors call it differently: shortest path, minimizing geodesic.
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A constant-speed geodesic γ : [0, 1] → X is called a geodesic path.
Given a geodesic [pq], we denote by path[pq] the corresponding geodesic
path; that is,
path[pq](t) ≡ geod[pq](t·|p− q|).
A curve γ : I→ X is called a local geodesic, if for any t ∈ I there is
a neighborhood U ∋ t in I such that the restriction γ|U is a constant-
speed geodesic. If I = [0, 1], then γ is called a local geodesic path.
5.1.1. Proposition. Suppose X is a metric space and γ : [0,∞)→ X
is a ray. Then the Busemann function busγ : X → R
➊ busγ(x) = lim
t→∞ |γ(t)− x| − t
is defined and 1-Lipschitz.
Proof. As follows from the triangle inequality, the function
t 7→ |γ(t)− x| − t
is nonincreasing in t. Clearly |γ(t) − x| − t > −|γ(0) − x|. Thus the
limit in ➊ is defined.
Triangles. For a triple of points p, q, r ∈ X , a choice of triple of
geodesics ([qr], [rp], [pq]) will be called a triangle, and we will use the
short notation [pqr] = ([qr], [rp], [pq]). Again, given a triple p, q, r ∈
∈ X , there may be no triangle [pqr], simply because one of the pairs
of these points cannot be joined by a geodesic. Or there may be many
different triangles, any of which can be denoted by [pqr]. Once we
write [pqr], it means we have chosen such a triangle; that is, made a
choice of each [qr], [rp] and [pq].
The value
|p− q| + |q − r| + |r − p|
will be called the perimeter of triangle [pqr]; it obviously coincides
with perimeter of triple p, q, r as defined below.
Hinges. Let p, x, y ∈ X be a triple of points such that p is distinct
from x and y. A pair of geodesics ([px], [py]) will be called a hinge,
and will be denoted by [p xy ] = ([px], [py]).
5.2 Model angles and triangles
Let X be a metric space, p, q, r ∈ X and κ ∈ R. Let us define the
model triangle [p˜q˜r˜] (briefly, [p˜q˜r˜] = △˜κ(pqr)) to be a triangle in the
model plane M2(κ) such that
|p˜− q˜| = |p− q|, |q˜ − r˜| = |q − r|, |r˜ − p˜| = |r − p|.
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In the notation of Section 1.1, △˜κ(pqr) = △˜κ{|q−r|, |r−p|, |p−q|}.
If κ 6 0, the model triangle is always defined, that is, exists and is
unique up to isometry of M2(κ). If κ > 0, the model triangle is said
to be defined if in addition
|p− q| + |q − r| + |r − p| < 2·̟κ.
In this case it also exists and is unique up to isometry of M2(κ). The
value |p− q| + |q− r| + |r− p| will be called the perimeter of triple p,
q, r.
If for p, q, r ∈ X , [p˜q˜r˜] = △˜κ(pqr) is defined and |p− q|, |p− r| > 0,
the angle measure of [p˜q˜r˜] at p˜ will be called the model angle of triple
p, q, r, and will be denoted by ∡˜κ(p qr).
In the notation of Section 1.1,
∡˜κ(p qr) = ∡˜
κ{|q − r|; |p− q|, |p− r|}.
x
p
y
z
5.2.1. Alexandrov’s lemma. Let p, q, r, z be
distinct points in a metric space such that z ∈ ]pr[
and
|p− q| + |q − r| + |r − p| < 2·̟κ.
Then the following expressions have the same sign:
a) ∡˜κ(p qz)− ∡˜κ(p qr),
b) ∡˜κ(z qp) + ∡˜
κ(z qr)− pi.
Moreover,
∡˜κ(q pr) > ∡˜
κ(q pz) + ∡˜
κ(q zr),
with equality if and only if the expressions in (a) and (b) vanish.
Proof. By the triangle inequality,
|p− q| + |q − z| + |z − p| 6 |p− q| + |q − r| + |r − p| < 2·̟κ.
Therefore the model triangle [p˜q˜z˜] = △˜κpqz is defined. Take a point r˜
on the extension of [p˜z˜] beyond z˜ so that |p˜− r˜| = |p−r| (and therefore
|p˜− z˜| = |p− z|).
From monotonicity of function a 7→ ∡˜κ{a; b, c} (1.1.1c), the follow-
ing expressions have the same sign:
(i) ∡[p˜ q˜r˜]− ∡˜κ(p qr);
(ii) |p˜− r˜| − |p− r|;
(iii) ∡[z˜ q˜r˜]− ∡˜κ(z qr).
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Since
∡[p˜ q˜r˜] = ∡[p˜
q˜
z˜] = ∡˜
κ(p qz)
and
∡[z˜ q˜r˜] = pi− ∡[z˜ p˜q˜ ] = pi− ∡˜κ(z pq),
the first statement follows.
For the second statement, construct [q˜z˜r′] = △˜κqzr on the opposite
side of [q˜z˜] from [p˜q˜z˜]. Since
|p˜− r′| 6 |p˜− z˜| + |z˜ − r′| = |p− z| + |z − r| = |p− r|,
then
∡˜κ(q pz) + ∡˜
κ(q zr) = ∡[q˜
p˜
z˜ ] + ∡[q˜
z˜
r′ ] =
= ∡[q˜ p˜r′ ] 6
6 ∡˜κ(q pr).
Equality holds if and only if |p˜− r′| = |p− r|, as required.
5.3 Angles and the first variation
Given a hinge [p xy ], we define its angle to be
➊ ∡[p xy ] := lim
x¯,y¯→p ∡˜
κ(p x¯y¯),
for x¯ ∈ ]px] and y¯ ∈ ]py], if this limit exists.
Similarly to ∡˜κ(p xy), we will use the short notation
g˜
κ
[p xy ] = g˜
κ {
∡[p xy ]; |p− x|, |p− y|
}
,
where the right hand side is defined on page 4. The value g˜
κ
[p xy ] will
be called the model side of hinge [p xy ].
5.3.1. Lemma. For any κ,K ∈ R, there exists c ∈ R such that
➋ |∡˜K(p xy)− ∡˜κ(p xy)| 6 c·|p− x| ·|p− y|,
whenever the lefthand side is defined.
Lemma 5.3.1 implies that the definition of angle is independent
of κ. In particular, one can take κ = 0 in ➊; thus the angle can be
calculated from the cosine law:
cos ∡˜0(p xy) =
|p− x|2 + |p− y|2 − |x− y|2
2·|p− x| ·|p− y| .
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Proof. The function κ 7→ ∡˜κ(p xy) is nondecreasing (1.1.1d). Thus, for
K > κ, we have
0 6 ∡˜K(p xy)− ∡˜κ(p xy) 6∡˜K(p xy) + ∡˜K(x py) + ∡˜K(y px)−
− ∡˜κ(p xy)− ∡˜κ(x py)− ∡˜κ(y px) =
=K· area △˜K(pxy)− κ· area △˜κ(pxy).
Thus, ➋ follows since
0 6 area △˜κ(pxy) 6 area △˜K(pxy),
where the latter area is at most |p− x| ·|p− y|.
5.3.2. Triangle inequality for angles. Let [px1], [px2] and [px3]
be three geodesics in a metric space. If all of the angles αij = ∡[p x
i
xj ]
are defined then they satisfy the triangle inequality:
α13 6 α12 + α23.
Proof. Since α13 6 pi, we can assume that α12 + α23 < pi. Set γi =
= geod[pxi]. Given any ε > 0, for all sufficiently small t, τ, s ∈ R+ we
have
|γ1(t)− γ3(τ)| 6 |γ1(t)− γ2(s)| + |γ2(s)− γ3(τ)| <
<
√
t2 + s2 − 2·t·s· cos(α12 + ε) +
+
√
s2 + τ2 − 2·s·τ· cos(α23 + ε) 6
Below we define s(t, τ) so that for s = s(t, τ), this chain of inequalities
can be continued as follows:
6
√
t2 + τ2 − 2·t·τ· cos(α12 + α23 + 2·ε).
t
τ
s
= α 12
+ ε
= α
23 +
ε
Thus for any ε > 0,
α13 6 α12 + α23 + 2·ε.
Hence the result follows.
To define s(t, τ), consider three rays γ˜1, γ˜2, γ˜3
on a Euclidean plane starting at one point, such
that ∡(γ˜1, γ˜2) = α12 + ε, ∡(γ˜2, γ˜3) = α23 + ε and
∡(γ˜1, γ˜3) = α12 + α23 + 2·ε. We parametrize each
ray by the distance from the starting point. Given
two positive numbers t, τ ∈ R+, let s = s(t, τ) be
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the number such that γ˜2(s) ∈ [γ˜1(t) γ˜3(τ)]. Clearly
s 6 max{t, τ}, so t, τ, s may be taken sufficiently
small.
5.3.3. Exercise. Prove that the sum of adjacent angles is at least
pi.
More precisely: let X be a complete length space and p, x, y, z ∈ X .
If p ∈ ]xy[, then
∡[p xz ] + ∡[p
y
z ] > pi
whenever each angle on the left-hand side is defined.
5.3.4. First variation inequality. Assume for hinge [q px], the angle
α = ∡[q px] is defined. Then
|p− geod[qx](t)| 6 |q − p| − t· cosα+ o(t).
Proof. Take sufficiently small ε > 0. For all sufficiently small t > 0,
we have
|geod[qp](t/ε)− geod[qx](t)| 6 tε ·
√
1 + ε2 − 2·ε· cosα+ o(t) 6
6 t
ε
− t· cosα+ t·ε.
Applying the triangle inequality, we get
|p− geod[qx](t)| 6 |p− geod[qp](t/ε)| + |geod[qp](t/ε)− geod[qx](t)| 6
6 |p− q| − t· cosα+ t·ε
for any ε > 0 and all sufficiently small t. Hence the result.
5.4 Constructions
Cone. The Euclidean cone Y = ConeX over a metric space X is
defined as the metric space whose underlying set consists of equivalence
classes in [0,∞)×X with the equivalence relation “∼” given by (0, p) ∼
(0, q) for any points p, q ∈ X , and whose metric is given by the cosine
rule
|(s, p)− (t, q)|Y =
√
s2 + t2 − 2·s·t· cosα,
where α = min{pi, |p− q|X }.
The point in ConeX formed by the equivalence class of {0} × X
is called the tip of the cone and is denoted by 0 or 0Y . The distance
|0− v|Y is called the norm of v and is denoted by |v| or |v|Y .
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5.5 Space of directions and tangent space
Let X be a metric space. If the angle ∡[p xy ] is defined for any hinge
[p xy ] in X , then we will say that the space X has defined angles.
Let X be a space with defined angles. For p ∈ X , consider the
set Sp of all nontrivial unit-speed geodesics starting at p. By 5.3.2,
the triangle inequality holds for ∡ on Sp, that is, (Sp,∡) forms a
pseudometric space.
The metric space corresponding to (Sp,∡) is called the space of
geodesic directions at p, denoted by Σ′p or Σ
′
pX . The elements of Σ′p
are called geodesic directions at p. Each geodesic direction is formed
by an equivalence class of geodesics starting from p for the equivalence
relation
[px] ∼ [py] ⇐⇒ ∡[p xy ] = 0.
The completion of Σ′p is called the space of directions at p and is
denoted by Σp or ΣpX . The elements of Σp are called directions at p.
The Euclidean cone ConeΣp over the space of directions Σp is
called the tangent space at p and denoted by Tp or TpX .
The tangent space Tp could be also defined directly, without in-
troducing the space of directions. To do so, consider the set Tp of all
geodesics starting at p, with arbitrary speed. Given α,β ∈ Tp, set
➊. |α− β|Tp = limε→0
|α(ε)− β(ε)|X
ε
.
If the angles in X are defined, then so is the limit in ➊. In this case it
defines a pseudometric on Tp.
The corresponding metric space admits a natuaral isometric iden-
tification with the cone T′p = ConeΣ
′
p. The elements of T
′
p are formed
by the equivalence classes for the relation
α ∼ β ⇐⇒ |α(t)− β(t)|X = o(t).
The completion of T′p is therefore naturally isometric to Tp.
The elements of Tp will be called tangent vectors at p, despite that
Tp is only a cone — not a vector space. The elements of T
′
p will be
called geodesic tangent vectors at p.
5.6 Velocity of curves
5.6.1. Definition. Let X be a metric space. Assume α : [0, a) → X
for some a > 0 is a function, not necessarily continuous, such that
α(0) = p. We say that v ∈ Tp is the right derivative of α at 0, briefly
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α+(0) = v, if for some (and therefore any) sequence of vectors vn ∈
∈ T′p, with corresponding geodesics γn, such that vn → v as n → ∞,
we have
lim
ε→0+
|α(ε)− γn(ε)|X
ε
→ 0 as n→∞.
We define right and left derivatives α+(t0) and α
−(t0) of α at
t0 ∈ I as
α±(t0) = αˇ+(0),
where αˇ(t) = α(t0 ± t).
The sign convention is not quite standard; if α is a smooth curve
in a Riemannian manifold then we have
α+(t) = −α−(t).
Note that if γ is a geodesic starting at p and the tangent vector
v ∈ T′p corresponds to γ, then γ+(0) = v.
5.6.2. Exercise. Assume X is a metric space with defined angles,
and let α,β : [0, a) → X be two maps such that the right derivatives
α+(0), β+(0) are defined and α+(0) = β+(0). Show that
|α(t)− β(t)|X = o(t).
5.6.3. Proposition. Let X be a metric space with defined angles
and p ∈ X . Then for any tangent vector v ∈ TpX there is a map
α : [0, ε)→ X such that α+(0) = v.
Proof. If v ∈ T′p, then for the corresponding geodesic α we have
α+(0) = v.
Given v ∈ Tp, construct a sequence vn ∈ T′p such that vn → v,
and let γn be the sequence of corresponding geodesic.
The needed map α can be found among the maps such that α(0) =
= p and
α(t) = γn(t) if εn+1 6 t < εn,
where (εn) is a decreasing sequence converging to 0 as n→∞. In order
to satify the condition one has to choose the sequence εn converging
to 0 very fast.
5.6.4. Definition. Let X be a metric space and α : I→ X be a curve.
For t0 ∈ I, if α+(t0) or α−(t0) or both are defined, we say corre-
spondingly that α is right or left or both-sided differentiable at t0. In
the exceptional cases where t0 is the left (respectively right) end of I,
α is by definition left (respectively right) differentiable at t0.
5.7. DIFFERENTIAL 49
5.6.5. Exercise. Assume X is a metric space with defined angles.
Show that any geodesic γ : I → X is both-sided differentiable every-
where.
5.7 Differential
5.7.1. Definition. Let X be a metric space with defined angles and
f : X ◦→ R be a subfunction, p ∈ Dom f and I be a real interval. A
function ϕ : Tp → R is called differential of f at p (briefly ϕ = dpf)
if for any map α : I→ X such that α(0) = p and α+(0) is defined, we
have
(f ◦ α)+(0) = ϕ(α+(0)).
5.7.2. Proposition. Let f : X ◦→ R be a locally Lipschitz semicon-
cave subfunction. Then differential dpf is uniquely defined for any
p ∈ Dom f . Moreover,
a) The differential dpf : Tp → R is Lipschitz and the Lips-
chitz constant of dpf : Tp → R does not exceed the Lips-
chitz constant of f in a neighborhood of p.
b) dpf : Tp → R is a positive homogenius function; that is,
for any ÿ > 0 and v ∈ Tp we have
ÿ·dpf(v) = dpf(ÿ·v).
Proof. Passing to a subdomain of f if nesessary, we can assume that
f is £-Lipschitz and λ-concave for some £, λ ∈ R.
Take a geodessic γ starting at p that lies in Dom f . Since f ◦ γ
is semiconcave, the rigth derivative (f ◦ γ)+(0) is defined. Since f is
£-Lipschitz, we have
➊ |(f ◦ γ)+(0)− (f ◦ γ1)+(0)| 6 £·|γ+(0)− γ+1 (0)|
for any other geodesic γ1 starting at p.
Define ϕ : T′p → R : γ+(0) 7→ (f ◦ γ)+(0). From ➊, ϕ is a £-
Lipschtz function defined on T′p. Thus, we can extend ϕ to a whole
Tp as a £-Lipschitz function.
It remains to show that ϕ is differential of f at p. Assume
α : [0, a) → X is a map such that α(0) = p and α+(0) = v ∈ Tp.
Let γn ∈ Γp be a sequence of geodesics as in the definition 5.6.1; that
is, if
vn = γ
+
n (0) and an = lim
t→0+
|α(t)− γn(t)|/t
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then an → 0 and vn → v as n→∞. Then
ϕ(v) = lim
n→∞ϕ(vn),
f ◦ γn(t) = f(p) +ϕ(vn)·t+ o(t),
|f ◦ α(t)− f ◦ γn(t)| 6 £·|α(t)− γn(t)|.
Hence
f ◦ α(t) = f(p) +ϕ(v)·t+ o(t)
5.8 Remarks
In Alexandrov geometry, angles defined as in Section 5.3 always exist
(see Theorem 7.3.1c and Corollary 8.3.2b).
For general metric spaces, this angle may not exist, and it is more
natural to consider the upper angle defined as
∡up[p xy ] := lim
x¯,y¯→p ∡˜
κ(p x¯y¯),
where x¯ ∈ ]px] and y¯ ∈ ]py]. The triangle inequality (5.3.2) holds for
upper angles as well.
Chapter 6
Dimension theory
In Section 6.1, we give definitions of different type of dimension-like
invariants of metric spaces and state general relations between them.
6.1 Definitions
The proof of most of the statements in this section can be found in
the book of Witold Hurewicz and Henry Wallman [6], the rest follows
directly from the definitions.
6.1.1. Hausdorff dimension. Let X be a metric space. Its Haus-
dorff dimension is defined as
HausDimX = sup {α ∈ R : HausMesα(X ) > 0 } ,
where HausMesα denotes α-dimensional Hausdorff measure.
Let X be a metric space and {Vβ}β∈B be its open cover. Let us
recall two notions in general topology:
⋄ The order of {Vβ} is supremum of all integers n such that
there is a collection of n+1 elements of {Vβ} with nonempy
intersection.
⋄ An open cover {Wα}α∈A ofX is called refinement of {Vβ}β∈B
if for any α ∈ A there is β ∈ B such that Wα ⊂ Vβ.
6.1.2. Topological dimension. Let X be a metric space. The
topological dimension of X is defined as the minimum of nonnegative
integers n, such that for any finite open cover of X there is a finite
open refinement with order n.
If no such n exists, the topological dimension of X is infinite.
The topological dimension of X will be denoted by TopDimX .
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The invariants satisfying the following two statements 6.1.3 and
6.1.4 are commonly called “dimension”; by that reason we call them
axioms.
6.1.3. Normalization axiom. For any m ∈ Z>0,
TopDimEm = HausDimEm = m.
6.1.4. Cover axiom. If {An}∞n=1 is a countable closed cover of X ,
then
TopDimX = supn{TopDimAn},
HausDimX = supn{HausDimAn}.
On product spaces. Let us mention that the following two inequal-
ities
TopDim(X × Y) 6 TopDimX +TopDimY,
and
HausDim(X × Y) > HausDimX +HausDimY,
hold for any pair of metric spaces X and Y.
These inequalities in might be strict. For the topological dimension
it holds for apair of Pontryagin surfaces constructed in [7]. For Haus-
dorff dimension, an example was constructed by Abram Besicovitch
and Pat Moran in [8].
The following theorem follows from [6, theorems V 8 and VII 2].
6.1.5. Szpilrajn’s theorem. Let X be a separable metric space. As-
sume TopDimX > m. Then HausMesm X > 0.
In particular, TopDimX 6 HausDimX .
In fact it is true that for any separable metric space X we have
TopDimX = inf{HausDimY},
where infimum is taken over all metric spaces Y homeomorphic to X .
6.1.6. Definition. Let X be a metric space and F : X → Rm be a
continuous map. A point z ∈ ImF is called a stable value of F if
there is ε > 0 such that z ∈ ImF ′ for any ε-close continuous map
F ′ : X → Rm; that is, |F ′(x) − F (x)| < ε for all x ∈ X .
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The following theorem follows from [6, theorems VI 1&2]. (This
theorem also holds for non-separable metric spaces [9] or [10, 3.2.10]).
6.1.7. Stable value theorem. Let X be a separable metric space.
Then TopDimX > m if and only if there is a map F : X → Rm with
a stable value.
6.1.8. Proposition. Suppose X and Y are metric spaces and Φ: X →
→ Y satisfies
|Φ(x) − Φ(x′)| > ε·|x− x′|
for some fixed ε > 0 and any pair x, x′ ∈ X . Then
HausDimX 6 HausDimY.
In particular, if there is a Lipschitz onto map Y → X , then
HausDimX 6 HausDimY.
6.2 Linear dimension
In addition to HausDim and TopDim, we will use yet another one,
which we call linear dimension.
Recall that cone map is a map between cones respecting the cone
multiplication.
6.2.1. Definition of linear dimension. Let X be a metric space.
The linear dimension of X (denoted by LinDimX ) is defined exact
upper bound on m ∈ Z>0 such that there is an isometric cone embed-
ding Em →֒ TpX for some p ∈ X ; here Em denotes m-dimensional
Euclidean space and TpX denotes tangent space of X at p (defined in
Section 5.5).
Note that LinDim takes values in Z>0 ∪ {∞}.
For general metric spaces, LinDim has no relations to HausDim
and TopDim. Also, LinDim does not satisfy the cover axiom (6.1.4).
For LinDim, an inverse of the product inequality holds; that is,
➊ LinDim(X × Y) > LinDimX + LinDimY
for any two metric spaces X and Y; that is easy to check. According
to the following exercise, the inequality ➊ might be strict for some
spaces [11].
6.2.2. Exercise. Construct two norms on R10 such that non of the
corresponding metric spaces X and Y have a isometric copy of E2 but
X × Y has isometric copy of E10.
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The linear dimension will be applied only to Alexandrov spaces
and to their open subsets (in both cases of curvature bounded below
and above). As we shall see, in all these cases, LinDim behaves nicely
and is easy to work with.
Remarks. Linear dimension was first introduced by Conrad Plaut in
[12] under the name local dimension. Geometric dimension introduced
in by Bruce Kleiner in [13] is closely related; it coincides with the linear
dimension for CBB and CAT spaces.
One could modify the definition of linear dimension by taking an ar-
bitrary n-dimensional Banach space instead of the Euclidean n-space.
Such a definition makes more sense for general metric spaces. This
dimension is additive with respect to the direct product (that is, we
always have equality in ➊).
For Alexandrov spaces (either CBB or CAT) this modification is
equivalent to the definition we use in this book.
Part II
Definitions and
constructions
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Chapter 7
Definitions of curvature
bounded below
7.1 Four-point comparison
Recall (Section 5.2) that the model angle ∡˜κ(p xy) is defined if
|p− x| + |p− y| + |x− y| < ̟κ.
7.1.1. Four-point comparison. A quadruple of points p, x1, x2, x3
in a metric space satisfies CBB(κ) comparison if
➊ ∡˜κ(p x
1
x2) + ∡˜
κ(p x
2
x3) + ∡˜
κ(p x
3
x1) 6 2·pi.
or at least one of the model angles ∡˜κ(p x
i
xj) is not defined.
7.1.2. Definition. Let L be a metric space.
a) L is CBB(κ) if any quadruple p, x1, x2, x3 ∈ L satisfies
CBB(κ) comparison.
b) L is locally CBB(κ) if any point q ∈ L admits a neigh-
borhood Ω ∋ q such that any quadruple p, x1, x2, x3 ∈ Ω
satisfies CBB(κ) comparison.
c) L is a CBB space if L is CBB(κ) for some κ ∈ R.
Remarks
⋄ CBB(κ) length spaces are often called spaces with curva-
ture > κ in the sence of Alexandrov. These spaces will
usually be denoted by L, for Lower curvature bound.
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⋄ In the definition of CBB(κ), when κ > 0 most authors as-
sume in addition that the diameter is at most ̟κ. For
complete length spaces, the latter means that it is not iso-
metric to one of the exceptional spaces, see 7.8.1. We do
not make this assumption. In particular, we consider the
real line to have curvature > 1.
⋄ If κ < K, then any complete length CBB(K) space is
CBB(κ). Moreover directly from the definition it follows
that if K 6 0, then any CBB(K) is CBB(κ). However, in
the case K > 0 the latter statement does not hold and the
former statement is not trivial; it will be proved in 7.6.4.
7.1.3. Exercise. Let L be a metric space. Show that L is CBB(κ) if
for any quadruple of points p, x1, x2, x3 ∈ L such that
|p− x1|, |p− x2|, |p− x3| < ̟κ2 ,
there is a quadruple of points q, y1, y2, y3 ∈M2(κ) such that
|p− xi| = |q − yi| and |xi − xj | 6 |yi − yj |
for all i and j.
The exercise above is a partial case of (1+n)-point comparison
(9.2.1).
7.1.4. Exercise. Let L be a metric space. Show that L is CBB(0)
if and only if
area △˜0(xyz) 6 area △˜0(pxy) + area △˜0(pyz) + area △˜0(pzx)
for any 4 distinct points p, x, y, z ∈ L.
The following exercise decribes the first known definition of spaces
with curvature bounded below; it was given by Abraham Wald in [14].
7.1.5. Exercise. Let L be a metric space and κ 6 0. Prove that L
is CBB(κ) if and only if any quadruple of points p, q, r, s ∈ L can be
isometrically embedded into some M2(K) for some K > κ.
Is the same true for κ > 0, what is the difference?
7.1.6. Exercise. Let L be Rm with the metric defined by a norm.
Show that L is a complete length CBB space if and only if L iso== Em.
Recall that Ñ denotes a selective ultrafilter on N, which is fixed once
for all. The following proposition follows directly from the definition of
CBB(κ) comparison and the definitions of Ñ-limit and Ñ-power given
in Section 3.2.
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7.1.7. Proposition. Let Ln be a CBB(κn) space for each n. Assume
Ln → LÑ and κn → κÑ as n→ Ñ. Then LÑ is CBB(κÑ).
Moreover, a metric space L is CBB(κ) if and only if so is its ul-
trapower LÑ.
7.1.8. Theorem. Let L be a CBB(κ) space, M be a metric space
and σ : L →M be a submetry. Assume p, x1, x2, x3 is a quadruple of
points in M such that |p − xi| < ̟κ2 for any i. Then the quadruple
satisfies CBB(κ) comparison.
In particular,
a) The space M is locally CBB(κ). Moreover, any open ball
of radius ̟
κ
4 in M is CBB(κ).
b) If κ 6 0, then M is CBB(κ).
Corollary 7.6.5 gives a stronger statement; it states that if L is a
complete length space, thenM is always CBB(κ). The theorem above
together with Proposition 4.3.3 imply the following:
7.1.9. Corollary. Assume that the group G acts isometrically on a
CBB(κ) space L and has closed orbits. Then the quotient space L/G
is locally CBB(κ).
Proof of 7.1.8. Fix a quadruple of points p, x1, x2, x3 ∈ M such that
|p− xi|<̟
κ
2 for any i. Choose arbitrary pˆ ∈ L such that σ(pˆ) = p.
Since σ is submetry, we can choose the points xˆ1, xˆ2, xˆ3 ∈ L such
that σ(xˆi) = xi and
|p− xi|M ≶ |pˆ− xˆi|L ± δ
for all i and any fixed δ > 0.
Note that
|xi − xj |M 6 |xˆi − xˆj |L 6 |p− xi|M + |p− xj |M + 2·δ
for all i and j.
Since |p− xi| < ̟κ2 , we can choose δ > 0 above so that the angles
∡˜κ(pˆ xˆ
i
xˆj) are defined. Moreover, given ε > 0, the value δ can be chosen
in such a way that the inequality
➋ ∡˜κ(p x
i
xj) < ∡˜
κ(pˆ xˆ
i
xˆj) + ε
holds for all i and j.
By CBB(κ) comparison in L, we have
∡˜κ(pˆ xˆ
1
xˆ2) + ∡˜
κ(pˆ xˆ
2
xˆ3) + ∡˜
κ(pˆ xˆ
3
xˆ1) 6 2·pi.
60 CHAPTER 7. DEFINITIONS OF CBB
Applying ➋, we get
∡˜κ(p x
1
x2) + ∡˜
κ(p x
2
x3) + ∡˜
κ(p x
3
x1) < 2·pi+ 3·ε.
Since ε > 0 is arbitrary we have
∡˜κ(p x
1
x2) + ∡˜
κ(p x
2
x3) + ∡˜
κ(p x
3
x1) 6 2·pi;
that is, the CBB(κ) comparison holds for the quadruple.
7.2 Geodesics
We are going to show that all complete length CBB spaces have plenty
of geodesics in the following sense.
7.2.1. Definition. A metric space X is called G-delta geodesic if for
any point p ∈ X there is a dense G-delta set Wp ⊂ X such that for
any q ∈ Wp there is a geodesic [pq].
A metric space X is called locally G-delta geodesic if for any point
p ∈ X there is a G-delta set Wp ⊂ X such that Wp is dense in a
neighborhood of p and for any q ∈ Wp there is a geodesic [pq].
Recall that general complete length spaces might have no geodesics;
see Exercise 2.3.6.
7.2.2. Exercise. Construct a complete length CBB(0) space that is
not geodesic.
7.2.3. Definition. Let X be a metric space and p ∈ X . A point
q ∈ X is called p-straight (briefly, q ∈ Str(p)) if
lim
r→q
|p− r| − |p− q|
|q − r| = 1.
For an array of points x1, x2, . . . , xk¯, we use the notation
Str(x1, x2, . . . , xk¯) =
k¯⋂
i=1
Str(xi).
7.2.4. Theorem. Let L be a complete length CBB space and p ∈ L.
Then the set Str(p) is a dense G-delta set, and for any q ∈ Str(p) there
is a unique geodesic [pq].
In particular, L is G-delta geodesic.
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The proof below is very close to the original proof given by Conrad
Plaut [12, Th. 27].
Proof. Given a positive integer n, consider the set Ωn of all points
q ∈ L such that
(1− 1n )·|q − r| < |p− r| − |p− q| < 1n
for some r ∈ L. Clearly Ωn is open; let us show that Ωn is dense in L.
Assuming the contrary, there is a point x ∈ L such that
B(x, ε) ∩ Ωn = ∅
for some ε > 0. Since L is a length space, for any δ > 0, there exists
a point y ∈ L such that
|x− y| < ε2 + δ and |p− y| < |p− x| − ε2 + δ.
If ε and δ are sufficiently small, then
(1− 1n )·|y − x| < |p− x| − |p− y| < 1n ;
that is, y ∈ Ωn, a contradiction.
Note that Str(p) =
⋂
n∈N Ωn. It follows that Str(p) is a dense
G-delta set.
Assume q ∈ Str(p); let us show that there is a unique geodesic
connecting p and q. Note that it is sufficient to show that for all
sufficiently small t > 0 there is a unique point z such that
➊ t = |q − z| = |p− q| − |p− z|.
First let us show uniqueness. Assume z and z′ both satisfy ➊. Take
a sequence rn → q such that
|p− rn| − |p− q|
|q − rn| → 1.
By the triangle inequality,
|z − r| − |z − q|, |z′ − r| − |z′ − q| > |p− r| − |p− q|;
thus, as n→∞,
|z − rn| − |z − q|
|q − rn| ,
|z′ − rn| − |z′ − q|
|q − rn| → 1.
Therefore ∡˜κ(q zrn), ∡˜
κ(q z
′
rn)→ pi. (Here we use that t is small, other-
wise if κ > 0 the angles might be undefined.)
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From CBB(κ) comparison (7.1.2), ∡˜κ(q zz′) = 0 and thus z = z
′.
The proof of existence is similar. Choose a sequence rn as above.
Since L is a complete length space, there is a sequence zk¯ ∈ L such
that |q − zk¯|, |p− q| − |p− zk¯| → t as k¯ →∞. Then
lim
n→∞ limk¯→∞
∡˜κ(q zk¯rn) = pi.
Thus, for any ε > 0 and sufficiently large n, k¯, we have ∡˜κ(q zk¯rn) >
> pi − ε. From CBB(κ) comparison (7.1.2), for all large k¯ and j, we
have ∡˜κ(q zk¯zj) < 2·ε and thus
|zk¯ − zj | < ε·c(κ, t);
that is, {zn} converges in itself, and z = limn zn satisfies ➊.
7.2.5. Exercise. Let L be a complete length CBB space and A ⊂ L
be a closed subset. Show that there is a dense G-delta set W ⊂ L such
that for any q ∈ W , there is a unique geodesic [pq] with p ∈ A that
realize the distance from q to A; that is, |p− q| = distA q.
7.2.6. Exercise. Give an alternative proof of Theorem 7.2.4 built
on the fact that geodesics do not split (7.7.1) and Corollary 3.3.4.
Recall that directions of geodesics are defined in Section 5.5.
7.2.7. Exercise. Assume L is a complete length CBB space, and
[px], [py] be two geodesics in the same geodesic direction ξ ∈ Σ′p. Show
that
[px] ⊂ [py] or [px] ⊃ [py].
7.2.8. Exercise. Construct a complete length CBB space L with an
everywhere dense G-delta set A such that A∩]xy[ = ∅ for any geodesic
[xy] in L.
7.3 More comparisons
The following theorem makes it easier to use Euclidean intuition in
the Alexandrov universe.
7.3.1. Theorem. If L is a CBB(κ) space, then the following con-
ditions hold for all p, x, y ∈ L, once the model triangle △˜κ(pxy) is
defined.
a) (adjacent angle comparison) for any geodesic [xy] and z ∈
∈ ]xy[, z 6= p we have
∡˜κ(z px) + ∡˜
κ(z py) 6 pi.
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b) (point-on-side comparison) for any geodesic [xy] and z ∈
∈ ]xy[, we have
∡˜κ(x py) 6 ∡˜
κ(x pz);
or, equivalently,
|p˜− z˜| 6 |p− z|,
where [p˜x˜y˜] = △˜κ(pxy), z˜ ∈ ]x˜y˜[, |x˜− z˜| = |x− z|.
c) (hinge comparison) for any hinge [x py], the angle ∡[x
p
y] is
defined and
∡[x py] > ∡˜
κ(x py),
or equivalently
g˜
κ
[x py] > |p− y|.
Moreover, if z ∈ ]xy[ and z 6= p, then
∡[z py] + ∡[z
p
x] 6 pi
for any two hinges [z py] and [z
p
x] with common side [zp].
Moreover, in each case the converse holds if L is G-delta geodesic.
That is if one of the conditions (a), (b) or (c) holds in a G-delta
geodesic space L, then L is CBB(κ).
Remarks. Monotonicity of the model angle with respect to adjacent
sidelengths (7.3.2) was named the convexity property by Alexandrov.
A bit weaker form of (c) is given in 7.5.4. See also Problem 7.9.1.
Proof; (a). Since z ∈ ]xy[, we have ∡˜κ(z xy) = pi. Thus, CBB(κ)
comparison
∡˜κ(z xy) + ∡˜
κ(z px) + ∡˜
κ(z py) 6 2·pi
implies
∡˜κ(z px) + ∡˜
κ(z py) 6 pi.
(a) ⇔ (b). Follows from Alexandrov’s lemma (5.2.1).
(a) + (b) ⇒ (c). From (b) we get that for p¯ ∈ ]xp] and y¯ ∈ ]xy], the
function (|x− p¯|, |x− y¯|) 7→ ∡˜κ(x p¯y¯) is nonincreasing in each argument.
In particular, ∡[x py] = sup{∡˜κ(x p¯y¯)}. Hence ∡[x py] is defined and is at
least ∡˜κ(x py).
z pw
x
y
From above and (a), it follows that
∡[z py] + ∡[z
p
x] 6 pi.
Converse. Assume first that L is geodesic. Con-
sider a point w ∈ ]pz[ close to p. From (c), it
follows that
∡[w xz ] + ∡[w
x
p] 6 pi and ∡[w
y
z ] + ∡[w
y
p] 6 pi.
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Since ∡[w xy ] 6 ∡[w
x
p ] + ∡[w
y
p] (see 5.3.2), we get
∡[w xz ] + ∡[w
y
z ] + ∡[w
x
y ] 6 2·pi.
Applying the first inequality in (c),
∡˜κ(w xz) + ∡˜
κ(w yz) + ∡˜
κ(w xy) 6 2·pi.
Passing to the limits w → p, we have
∡˜κ(p xz) + ∡˜
κ(p yz) + ∡˜
κ(p xy) 6 2·pi.
If L is only G-delta geodesic, we can apply the above arguments
to sequences of points pn, wn → p, xn → x, yn → y such that [pnz],
wn ∈ ]zpn[ and [xnwn], [ynwn] exist, and then pass to the limit as
n→∞.
7.3.2. Angle-sidelength monotonicity. Let L be a complete length
CBB(κ) space, p, x, y ∈ L, △˜κ(pxy) is defined and there is a geodesic
[xy]. Then for y¯ ∈ ]xy] the function
|x− y¯| 7→ ∡˜κ(x py¯)
is nonincreasing.
In particular, if geodesic [xp] exists and p¯ ∈ ]xp], then
a) the function
(|x − y¯|, |x− p¯|) 7→ ∡˜κ(x p¯y¯)
is nonincresing in each argument
b) The angle ∡[x py] is defined and
∡[x py] = sup
{
∡˜κ(x p¯y¯) : p¯ ∈ ]xp], y¯ ∈ ]xy]
}
.
The proof is contained in the first part of (a)+(b)⇒(c) of Theo-
rem 7.3.1.
7.3.3. Exercise. Let L be a complete length CBB(κ) space, p, x, y ∈
∈ L and v, w ∈ ]xy[. Prove that
∡˜κ(x yp) = ∡˜
κ(x vp) ⇔ ∡˜κ(x yp) = ∡˜κ(xwp ).
7.3.4. Advanced exercise. Construct a geodesic space X that is
not CBB(0), but meets the following condition: for any 3 points p, x, y ∈
∈ X there is a geodesic [xy] such that for any z ∈ ]xy[
∡˜0(z px) + ∡˜
0(z py) 6 pi.
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7.3.5. Advanced exercise. Let L be a complete length space such
that for any quadrouple p, x, y, z ∈ L the following inequality holds
➊ |p− x|2 + |p− y|2 + |p− z|2 > 13 ·
[|x− y|2 + |y − z|2 + |z − x|2] .
Prove that L is CBB(0).
Construct a 4-point metric space X that satisfies inequality ➊ for
any relabeling of its points by p, x, y, z, such that X is not CBB(0).
Assume that for a given triangle [x1x2x3] in a metric space its κ-
model triangle [x˜1x˜2x˜3] = △˜κ(x1x2x3) is defined. We say the triangle
[x1x2x3] is κ-fat if the natural map (see definition 8.4.1) [x˜1x˜2x˜3] →
→ [x1x2x3] is distance non contracting.
7.3.6. Exercise. Prove that any triangle with perimeter < ̟κ in a
CBB(κ) space is κ-fat.
The following exercise is inspired by Busemann’s definition given
in [15].
7.3.7. Exercise.
a) Show that any CBB(0) space L satisfies the following con-
dition: for any three points p, q, r ∈ L, if q¯ and r¯ are
midpoints of geodesics [pq] and [pr] correspondingly, then
2·|q¯ − r¯| > |q − r|.
b) Show that there is a metric on R2 defined by a norm that
satisfies the above condition, but not CBB(0).
7.4 Function comparison
In this section we will translate the angle comparison definitions (The-
orem 7.3.1) to a concavity-like property of the distance functions as
defined in Section 4.6. This a conceptual step — we reformulate a
global geometric condition into an infinitesimal condition on distance
functions.
7.4.1. Theorem. Let L be a complete length space. Then the follow-
ing statements are equivalent:
a) L is CBB(κ).
b) (function comparison) L is G-delta geodesic and for any
p ∈ L, the function f = mdκ◦distp satisfies the differential
inequality
f ′′ 6 1− κ·f.
in B(p,̟κ).
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In particular, a complete G-delta geodesic space L is CBB(0) if
and only if for any p ∈ L, the function dist2p : L → R is 2-concave as
defined in Section 4.6.
Proof. Let [xy] be a geodesic in B(p,̟κ) and ℓ = |x − y|. Consider
the model triangle [p˜x˜y˜] = △˜κ(pxy). Set
r˜(t) = |p˜− geod[x˜y˜](t)|, r(t) = |p− geod[xy](t)|.
Clearly r˜(0) = r(0) and r˜(ℓ) = r(ℓ). Set f˜ = mdκ ◦ r˜ and f = mdκ ◦ r.
From 1.1.1a we get that f˜ ′′ = 1− κ·f˜ .
Note that the point-on-side comparison (7.3.1b) for point p and
geodesic [xy] is equivalent to r˜ 6 r. Since mdκ is increasing on [0, ̟κ),
r˜ 6 r is equivalent to f˜ 6 f . The latter is the Jensen’s inequality
(4.5.3d) for the function t 7→ mdκ|p − geod[xy](t)| on interval [0, ℓ].
Hence the result.
Recall that Busemann functions are defined in Proposition 5.1.1.
Compare the following exercise to Exercise 8.5.2.
7.4.2. Exercise. Let L be a complete length CBB(κ) space and
busγ : L → R is the Busemann function for a ray γ : [0,∞)→ L.
a) If κ = 0, then the Busemann function busγ is concave.
b) If κ = −1, then the function
f = exp ◦ busγ
satisfies
f ′′ − f 6 0
7.5 Development
In this section we reformulate the function comparison using a more
geometric language based on the definition of development given be-
low.
This definition appears in [16] and an earlier form of it can be
found in [17]. The definition is somewhat lengthy, but it defines a
useful comparison object for a curve. Often it is easier to write proofs
in terms of function comparison, but think in terms of developments.
7.5.1. Lemma-definition. Let κ ∈ R, X be a metric space, γ : I→
→ X be a 1-Lipschitz curve, p ∈ X , p˜ ∈ M2(κ). Assume 0 < |p −
− γ(t)| < ̟κ for all t ∈ I. Then there exists a unique up to rotation
curve γ˜ : I → M2(κ), parameterized by the arc-length such that |p˜ −
− γ˜(t)| = |p−γ(t)| for all t and the direction of [p˜γ˜(t)] monotonically
turns around p˜ conterclockwise, as t increases.
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If p, p˜,γ, γ˜ be as in above, then γ˜ is called the κ-development of γ
with respect to p; the point p˜ is called the basepoint of development.
When we say that the κ-development of γ with respect to p is defined
we allways assume that 0 < |p− γ(t)| < ̟κ for all t ∈ I.
Proof. Consider functions ρ, ϑ : I→ R defined as
ρ(t) = |p− γ(t)|, ϑ(t) =
tw
t0
√
1− (ρ′(t¸))2
snκ ◦ ρ(t¸) ·dt¸,
where t0 ∈ I is a fixed number and
r
stays for Lebesgue integral. Since
γ is 1-Lipshitz, so is ρ(t) and thus, the function ϑ is defined and non
decreasing.
It is straightforward to check that (ρ, ϑ) describe γ˜ in polar coor-
dinates on M2(κ) with center at p˜.
We need the following analogues of sub- and super-graphs and
convex/concave functions, adapted to polar coordinates in M2(κ).
subgraph
su
pergraph
p˜
γ˜
7.5.2. Definition. Let γ˜ : I → M2(κ) be
a curve and p˜ ∈ M2(κ) such that there is
unique geodesic [p˜ γ˜(t)] for any t ∈ I and
the direction of [p˜ γ˜(t)] turns monotonically
as t grows.
The set formed by all geodesics from p˜ to
the points on γ˜ is called the subgraph of γ˜
with respect to p˜.
The set of all points x˜ ∈ M2(κ) such that a geodesic [p˜x˜] intersect
γ˜ is called the supergraph of γ˜ with respect to p˜.
The curve γ˜ is called convex (concave) with respect to p˜ if the
subgraph (supergraph) of γ˜ with respect to p˜ is convex.
The curve γ˜ is called locally convex (concave) with respect to p˜ if
for any interior value t0 in I there is a subsegment (a, b) ⊂ I, (a, b) ∋
∋ t0, such that the restriction γ˜|(a,b) is convex (concave) with respect
to p˜.
Note that if κ > 0, then the supergraph of a curve is a subgraph
with respect to the opposite point.
For developments, all the notions above will be considered with
respect to their basepoints. In particular, if γ˜ is a development, we
will say it is (locally) convex if it is (locally) convex with respect to its
basepoint.
7.5.3. Development comparison. A complete G-delta geodesic
space L is CBB(κ) if and only if for any point p ∈ L and any geodesic
γ in B(p,̟κ)\{p}, its κ-development with respect to p is convex.
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p˜
x˜0
x˜1
.
.
.
x˜n
A simpler proof of “if”-part can be build on
the adjacent angle comparison (7.3.1a). We use a
longer proof since it also implies the short hinge
lemma (7.5.4).
Proof; “if”-part. Let γ : [0, T ] → B(p,̟κ)\{p} be
a unit-speed geodesic in L.
Consider fine partition
0 = t0 < t1 < . . . < tn = T.
Set xi = γ(ti) and choose a point
p′ ∈ Str(x0, x1, . . . , xn)
sufficiently close to p.
Let us construct a chain of model triangles [p˜′x˜i−1x˜i] =
= △˜κ(p′xi−1xi) in such a way that direction [p˜′x˜i] turns counterclock-
wise as i grows. By hinge comparison (7.3.1c), we have
➊
∡[x˜i
x˜i−1
p˜′ ] + ∡[x˜i
x˜i+1
p˜′ ] = ∡˜
κ(xi
xi−1
p′ ) + ∡˜
κ(xi
xi+1
p′ ) 6
6 ∡[xi
xi−1
p′ ] + ∡[xi
xi+1
p′ ] 6
6 pi.
Further, since γ is a unit-speed geodesic, we have that
➋
n∑
i=1
|xi−1 − xi| 6 |p′ − x0| + |p′ − xn|.
If κ 6 0, then ➋ implies that
➌
n∑
i=1
∡[p˜′ x˜ix˜i−1 ] 6 pi.
If κ > 0, then ➌ require more work. Applying rescaling we can
assume that κ = 1. Assume the contrary; that is,
∑n
i=1∡[p˜
′ x˜i
x˜i−1
] > pi,
then for some k¯ there is a point y˜ ∈ [x˜k¯x˜k¯+1] such that
∡[p˜′ x˜0x˜1 ] + . . .+ ∡[p˜
′ x˜k¯−1
x˜k¯
] + ∡[p˜′ x˜k¯y˜ ] = pi.
By ➋, the broken line x˜0x˜1 . . . x˜k¯y˜ is convex; in particular,
|p˜′ − x˜0|S2 + |p˜′ − y˜|S2 6 pi
7.5. DEVELOPMENT 69
By triangle inequality
|x˜0 − x˜1|S2 + . . .+ |x˜k¯−1 − x˜k¯|S2 + |x˜k¯ − y˜|S2 > |p˜′ − x˜0|S2 + |p˜′ − y˜|S2
Applying the triangle inequality again, we get
|y˜−x˜k¯+1|S2+|x˜k¯+1−x˜k¯+2|S2+. . .+|x˜n−1−x˜n|S2 > |p˜′−x˜n|S2−|p˜′−y˜|S2
Hence
T =
n∑
i=1
|x˜i − x˜i−1|S2 > |p˜′ − x˜0|S2 + |p˜′ − x˜n|S2 .
The later contradicts that γ is length minimizing.
Inequalities ➊ and ➌ imply that the polygon [p˜′x˜0x˜1 . . . x˜n] is con-
vex.
Let us take finer and finer partitions and pass to the limit of the
polygon p˜′x˜0x˜1 . . . x˜n as p′ → p. We obtain a convex curvelinear tri-
angle formed by a curve γ˜ : [0, T ]→ M2(κ) — the limit of broken line
x˜0x˜1 . . . x˜n and two geodesics [p˜
′ γ˜(0)], [p˜′ γ˜(T )]. Since [p˜′x˜0x˜1 . . . x˜n]
is convex, the natural parametrization of x˜0x˜1 . . . x˜n converges to a
natural parametrization of γ˜. Thus γ˜ is the κ-development of γ with
respect to p.
(⇐). Assuming convexity of the development, we will prove the point-
on-side comparison (7.3.1b). We can assume that p /∈ [xy]; otherwise
the statement is trivial.
Set T = |x − y| and γ(t) = geod[xy](t); note that γ is a geodesic
in B(p,̟κ)\{p}. Let γ˜ : [0, T ] → M2(κ) be κ-development with base
p˜ of γ with respect to p. Take a partition 0 = t0 < t1 < . . . < tn = T
and set
y˜i = γ˜(ti) and τi = |y˜0 − y˜1| + |y˜1 − y˜2| + . . .+ |y˜i−1 − y˜i|.
Since γ˜ is convex, for a fine partition we have that broken line y˜0y˜1 . . .
. . . y˜n is also convex. Applying Alexandrov’s lemma (5.2.1) inductively
to pairs of model triangles
△˜κ{τi−1, |p˜− y˜0|, |p˜− y˜i−1|}
and
△˜κ{|y˜i−1 − y˜i|, |p˜− y˜i−1|, |p˜− y˜i|}
we obtain that sequence ∡˜κ{|p˜− y˜i|; |p˜− y˜0|, τi} is non increasing.
For finer and finer partitions we have
maxi{|τi − ti|} → 0.
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Thus, point-on-side comparison (7.3.1b) follows.
Note that in the proof of “if”-part we could use a slightly weaker
version of the hinge comparison (7.3.1c). Namely we proved the follow-
ing lemma which will be needed later in the proof of the globalization
theorem (7.6.2).
7.5.4. Short hinge lemma. Let L be a complete G-delta geodesic
space such that for any hinge [x py] in L the angle ∡[x py] is defined and
moreover, if x ∈ ]yz[, then
∡[x py] + ∡[x
p
z] 6 pi.
Assume that for any hinge [x py] in L we have
|p− x| + |x− y| < ̟κ ⇒ ∡[x py] > ∡˜κ(x py),
then L is CBB(κ).
7.6 Local definitions and globalization
In this section we discuss locally CBB(κ) spaces; in particular, we
prove the globalization theorem — equivalence of local and global def-
initions for complete length spaces.
The following theorem summarizes equivalent definitions of locally
CBB(κ) spaces
7.6.1. Theorem. Let X be a complete length space and p ∈ X . Then
the following conditions are equivalent:
1) (local CBB(κ) comparison) there is R1 > 0 such that com-
parison
∡˜κ(q x
1
x2) + ∡˜
κ(q x
2
x3) + ∡˜
κ(q x
3
x1) 6 2·pi
holds for any q, x1, x2, x3 ∈ B(p,R1).
2) (local Kirszbraun property) there is R2 > 0, such that for
any 3-point subset F3 and any 4-point subset F4 ⊃ F3 in
B(p,R2), any short map f : F3 → M2(κ) can be extended
as a short map f¯ : F4 →M2(κ) (so f = f¯ |F3).
3) (local function comparison) there is R3 > 0, such that
B(p,R3) is G-delta geodesic and for any q ∈ B(p,R3), the
function f = mdκ◦distq satisfies f ′′ 6 1−κ·f in B(p,R3).
4) (local adjacent angle comparison) there is R4 > 0 such that
B(p,R4) is G-delta geodesic and if q and geodesic [xy] lie
in B(p,R4) and z ∈ ]xy[, then
∡˜κ(z qx) + ∡˜
κ(z qy) 6 pi.
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5) (local point-on-side comparison) there is R5 > 0, such that
B(p,R5) is G-delta geodesic and if q and geodesic [xy] lie
in B(p,R5) and z ∈ ]xy[, we have
∡˜κ(x qy) 6 ∡˜
κ(x qz);
or, equivalently,
|p˜− z˜| 6 |p− z|,
where [p˜x˜y˜] = △˜κ(pxy), z˜ ∈ ]x˜y˜[, |x˜− z˜| = |x− z|.
6) (local hinge comparison) there is R6 > 0, such that B(p,R6)
is G-delta geodesic and if x ∈ B(p,R6), then (1) for any
hinge [x qy], the angle ∡[x
q
y] is defined and (2) if x ∈ ]yz[,
then1
∡[x qy] + ∡[x
q
z] 6 pi.
Moreover, if hinge [x qy] lies in B(p,R6), then
∡[x qy] > ∡˜
κ(x qy).
or equivalently
g˜
κ
[x qy] > |q − y|.
7) (local development comparison) there is R7 > 0, such that
B(p,R7) is G-delta geodesic and if a geodesic γ lies in
B(p,R7) and q ∈ B(p,R7)\γ, then the κ-development γ˜
with respect to q is convex.
Moreover, for each pair i, j ∈ {1, 2, . . . , 7} we can assume that
Ri >
1
9 ·Rj .
The proof of each equivalence repeats the proof of corresponding
global equivalence in localized form; see proofs of theorems 7.3.1, 7.4.1,
7.5.1, 9.1.1.
7.6.2. Globalization theorem. Any complete length locally CBB(κ)
space is CBB(κ).
In the two-dimensional case this theorem was proved by Paolo
Pizzetti [18]; latter it was reproved independently by Alexandr Alex-
androv [16].Victor Toponogov [19] proved it for Riemannian manifolds
of all dimensions. In the above generality, the theorem first appears
in the paper of Mikhael Gromov, Yuri Burago and Grigory Perelman
[3]; simplifications and modifications were given by Conrad Plaut [20],
1Let us remind that [x qy ] and [x
q
z] are short notations for pairs ([xq], [xy]) and
([xq], [xz]), thus these two hinges automatically have common side [xq].
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Katsuhiro Shiohama [21] and in the book of Dmitry Burago, Yuri
Burago and Sergei Ivanov [4]. A generalization for non-complete but
geodesic spaces was obtained by the third author [22]; namely it solves
the following exercise:
7.6.3. Advanced exercise. Assume X is a geodesic locally CBB(κ)
space. Prove that the completion of X is CBB(κ).
Our proof, is based on presentations in [20] and [4]; this proof was
rediscovered independently by Urs Lang and Viktor Schroeder [23].
The following corollary says that the expression “space with cur-
vature > κ” makes sense.
7.6.4. Corollary. Let L be a complete length space. Then L is
CBB(K) if and only if L is CBB(κ) for any κ < K.
Proof. Note that if K 6 0, this statement follows directly from def-
inition of Alexandrov space (7.1.2) and monotonicity of the function
κ 7→ ∡˜κ(x yz) (1.1.1d).
The “if”-part also follows directly from the definition.
For K > 0, the angle ∡˜K(x yz) might be undefined while ∡˜
κ(x yz)
is defined. However, ∡˜K(x yz) is defined if x, y and z are sufficiently
close to each other. Thus, if K > κ, then any CBB(K) space is locally
CBB(κ). It remains to apply the globalization theorem (7.6.2).
7.6.5. Corollary. Let L be a complete length CBB(κ) space. Assume
M is a target space of a sumetry from L. ThenM is a complete length
space CBB(κ) space.
In particular, if G y L an isometric group action with closed
orbits, then the quotient space L/G is a complete length space CBB(κ)
space.
Proof. Follows from the globalization theorem and Theorem 7.1.8.
In the proof of the globalization theorem, we will use three lemmas.
First is the short hinge lemma (7.5.4) — it gives a characterization of
CBB(κ) spaces which is the same as the hinge comparison 7.3.1c if
κ 6 0 and slightly weaker in case κ > 0.
The following lemma says that if comparison holds for all small
hinges, then it holds for slightly bigger hinges near the given point.
7.6.6. Key lemma. Let κ ∈ R, 0 < ℓ 6 ̟κ, X be a complete
geodesic space and p ∈ X be a point such that B(p, 2·ℓ) is locally
CBB(κ).
Assume that for any point q ∈ B(p, ℓ), comparison
∡[x yq ] > ∡˜
κ(x yq)
7.6. LOCAL DEFINITIONS AND GLOBALIZATION 73
holds for any hinge [x yq ] with |x− y|+ |x− q| < 23 ·ℓ. Then comparison
∡[x pq ] > ∡˜
κ(x pq)
holds for any hinge [x pq ] with |x− p| + |x− q| < ℓ.
p˜
q˜
x˜
x˜′ > ∡[x′ pq ]
6 ∡[x pq ]
Proof. We will prove an equivalent inequality:
➊ g˜
κ
[x pq ] > |p− q|.
for any hinge [x pq ] with |x− p| + |x− q| < ℓ.
Fix q. Consider a hinge [x pq ] such that
2
3 ·ℓ 6 |p− x| + |x− q| < ℓ.
Let us construct a new smaller hinge [x′ pq ]; that
is,
➋ |p− x| + |x− q| > |p− x′| + |x′ − q|
and such that
➌ g˜
κ
[x pq ] > g˜
κ
[x′ pq ].
Assume |x − q| > |x − p|, otherwise switch the roles of p and q in
the following construction. Take x′ ∈ [xq] such that
➍ |p− x| + 3·|x− x′| = 23 ·ℓ
Choose a geodesic [x′p] and consider the hinge [x′ pq ] fromed by [x
′p]
and [x′q] ⊂ [xq]. (In fact the same argument as in 7.7.1 shows that
condition [x′q] ⊂ [xq] always holds.) Then ➋ follows from the triangle
inequality.
Further, note that we have x, x′ ∈ B(p, ℓ) ∩ B(q, ℓ) and moreover
|p− x| + |x− x′|, |p− x′| + |x′ − x| < 23 ·ℓ. In particular,
➎ ∡[x px′ ] > ∡˜
κ(x px′) and ∡[x
′ p
x] > ∡˜
κ(x′ px).
Now, let [x˜x˜′p˜] = △˜κ(xx′p). Take q˜ on the extension of [x˜x˜′]
beyond x′ such that |x˜− q˜| = |x− q| (and therefore |x˜′− q˜| = |x′− q|).
From ➎,
∡[x pq ] = ∡[x
p
x′ ] > ∡˜
κ(x px′) ⇒ g˜κ[x qp] > |p˜− q˜|.
From the assumptions of the lemma, we have ∡[x′ px] + ∡[x′ pq ] 6 pi;
thus ➎ implies
pi− ∡˜κ(x′ px) > pi− ∡[x′ px] > ∡[x′ pq ].
Therefore |p˜− q˜| > g˜κ[x′ qp] and ➌ follows.
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x0
p q
x1
x2
x3
x4x5
Let us continue the proof. Set x0 = x. Let us apply inductively the
above construction to get a sequence of hinges [xn
p
q ] with xn+1 = x
′
n.
The sequence might terminate at some n only if |p−xn|+|xn−q| <
< 23 ·ℓ. In this case, by the assumptions of the lemma, g˜
κ
[xn
p
q ] > |p−
− q|. From ➌, we get that the sequence sn = g˜κ[xn pq ] is decreasing.
Hence inequality ➊ follows.
Otherwise, the sequence rn = |p− xn| + |xn − q| is non-increasing
and rn >
2
3 ·ℓ for all n. Hence rn → r as n→∞. Pass to a subsequence
yk¯ = xnk¯ such that y
′
k¯ = xnk¯+1 ∈ [yk¯q]. (In particular, |yk¯−q| > |yk¯−
− p|.) Clearly,
➏ |p− yk¯| + |yk¯ − y′k¯| − |p− y′k¯| = rk¯ − rk¯+1 →
k¯→∞
0.
From ➍, it follows that |yk¯ − y′k¯| > ℓ100 . From ➍ and ➏, it follows
that |p − yk¯| > ℓ100 for all large k¯. Therefore, ∡˜κ(yk¯ py′k¯) → pi. Since
∡[yk¯
p
y′
k¯
] > ∡˜κ(yk¯
p
y′
k¯
), we have ∡[yk¯
p
q ] = ∡[yk¯
p
y′
k¯
]→ pi. Therefore,
|p− yk¯| + |yk¯ − q| − g˜κ[yk¯ pq ]→ 0.
(Here we used that ℓ 6 ̟κ.) Together with the triangle inequality
|p− yk¯| + |yk¯ − q| > |p− q|
this yields
lim
n→∞ g˜
κ
[yk¯
p
q ] > |p− q|.
Applying monotonicity of sequence sn = g˜
κ
[yk¯
p
q ] we obtain ➊.
The following lemma works in complete spaces; it will used the
same way as existence of minimum point in a compact.
7.6.7. Lemma on almost minimum. Let X be a complete metric
space, p ∈ X and r : X → R be a function and ε > 0. Assume that the
function r is strictly positive in B[p, 1
ε2
·r(p)] and limn r(xn) > 0 for
any convergent sequence xn → x ∈ B[p, 1ε2 ·r(p)].
Then, there is a point p∗ ∈ B[p, 1
ε2
·r(p)] such that
a) r(p∗) 6 r(p) and
b) r(x) > (1− ε)·r(p∗) for any x ∈ B[p∗, 1
ε
·r(p∗)].
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Proof. Assume the statement is wrong. Then for any x ∈ B(p, 1
ε2
·r(p))
with r(x) 6 r(p), there is a point x′ ∈ X such that
|x− x′| < 1
ε
·r(x) and r(x′) 6 (1− ε)·r(x).
Take x0 = p and consider a sequence of points (xn) such that xn+1 =
= x′n. Clearly
|xn+1 − xn| 6 r(p)ε ·(1 − ε)n and r(xn) 6 r(p)·(1− ε)n.
In particular, |p − xn| < 1ε2 ·r(p). Therefore (xn) converges in itself,
xn → x ∈ B[p, 1ε2 ·r(p)] and limn r(xn) = 0, a contradiction.
Proof of the globalization theorem (7.6.2). Exactly the same argument
as in the proof of Theorem 7.2.4 shows that L is G-delta geodesic. By
Theorem 7.6.1-6, for any hinge [x py] in L the angle ∡[x py] is defined
and moreover, if x ∈ ]yz[, then
∡[x py] + ∡[x
p
z] 6 pi.
Let us denote by ComRad(p,L) (which stands for comparison ra-
dius of L at p) the maximal value (possibly ∞) such that the compar-
ison
∡[x py] > ∡˜
κ(x py)
holds for any hinge [x py] with |p− x| + |x− y| < ComRad(p,L).
As follows from 7.6.1-3, ComRad(p,L) > 0 for any p ∈ L and
lim
n→∞
ComRad(pn,L) > 0
for any converging sequence of points pn → p. That makes it possible
to apply the lemma on almost minimum (7.6.7) to the function p 7→
7→ ComRad(p,L).
According to the short hinge lemma (7.5.4), it is sufficient to show
that
➐ s0 = inf
p∈L
ComRad(p,L) > ̟κ for any p ∈ L.
We argue by contradiction, assuming that ➐ does not hold.
The rest of the proof is easier for geodesic spaces and yet easier for
compact spaces. Thus we give three different arguments for each of
these cases.
Compact space. Assume L is compact.
By Theorem 7.6.1-3, s0 > 0. Take a point p
∗ ∈ L such that
r∗ = ComRad(p∗,L) is sufficiently close to s0 (p∗ such that s0 6 r∗ <
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min{̟κ, 32 ·s0} will do). Then the key lemma (7.6.6) applied for p∗
and ℓ slightly bigger than r∗ (say, such that r∗ < ℓ < min{̟κ, 32 ·s0})
implies that
∡[x p
∗
q ] > ∡˜
κ(x p
∗
q )
for any hinge [x p
∗
q ] such that |p∗ − x| + |x − q| < ℓ. Thus r∗ > ℓ, a
contradiction.
Geodesic case. Assume L is geodesic.
Fix small ε > 0 (ε = 0.0001 will do). Apply the lemma on almost
minimum (7.6.7) to find a point p∗ ∈ L such that
r∗ = ComRad(p∗,L) < ̟κ
and
➑ ComRad(q,L) > (1− ε)·r∗
for any q ∈ B[p∗, 1
ε
·r∗].
Applying the key lemma (7.6.6) for p∗ and ℓ slightly bigger than
r∗ leads to a contradiction.
General case. Let us construct p∗ ∈ L as in the previous case. Since
L is not geodesic, we can not apply the key lemma directly. Instead,
let us pass to the ultrapower LÑ which is a geodesic space (see 3.5.2).
According to Theorem 7.6.1, inequality ➑ implies that the ondi-
tion in 7.6.1-1 holds for some fixed R1 =
r∗
100 > 0 at any point q ∈
∈ B[p∗, 12·ε ·r∗] ⊂ L. Therefore a similar statement is true in the
ultrapower LÑ; that is, for any point qÑ ∈ B[p∗, 12·ε ·r∗] ⊂ LÑ, Condi-
tion 7.6.1-1 holds for say R1 =
r∗
101 .
Note that r∗ > ComRad(p∗,LÑ). Therefore we can apply the
lemma on almost minimum at point p∗ for space LÑ with function
x 7→ ComRad(x,LÑ) and ε′ = √ε = 0.01.
For the obtained point p∗∗ ∈ LÑ, we have r∗∗ = ComRad(p∗∗,L) <
< ̟κ and ComRad(qÑ,LÑ) > (1 − ε′)·r∗∗ for any qÑ ∈ B[p∗∗, 1ε′ ·r∗∗].
Thus applying the key lemma (7.6.6) for p∗∗ and ℓ slightly bigger than
r∗∗ leads to a contradiction.
7.7 Properties of geodesics and angles
Remark. All proofs in this section can be easely modified to use only
the local definition of CBB spaces without use of the globalization
theorem (7.6.2).
7.7.1. Geodesics do not split. In CBB space, geodesics do not bi-
furcate.
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More precisely: let L be a CBB space and [px], [py] be two geode-
sics, then
a) If there is an ε > 0, such that geod[px](t) = geod[py](t) for
all t ∈ [0, ε), then [px] ⊂ [py] or [py] ⊂ [px].
b) If ∡[p xy ] = 0, then [px] ⊂ [py] or [py] ⊂ [px].
7.7.2. Corollary. Let L be a CBB space. Then restriction of any
geodesic in L to a proper segment is the unique minimal geodesic join-
ing its endpoints.
In case κ 6 0, the proof is easier, since the model triangles are
always defined. To deal with κ > 0 we have to argue locally.
zε q
xε
yε
Proof of 7.7.1; a. Let tmax be the maximal value
such that geod[px](t) = geod[py](t) for all t ∈ [0, tmax).
Since geodesics are continuous geod[px](tmax) =
= geod[py](tmax); set
q = geod[px](tmax) = geod[py](tmax).
We have to show that tmax = min{|p− x|, |p− y|}.
If that is not true, choose sufficiently small ε > 0 such that points
xε = geod[px](tmax + ε) and yε = geod[py](tmax + ε)
are distinct. Set
zε = geod[px](tmax − ε) = geod[py](tmax − ε).
Clearly, ∡˜κ(q zεxε) = ∡˜
κ(q zεyε) = pi. Thus from CBB(κ) comparison
(7.1.2), ∡˜κ(q xεyε) = 0 and thus xε = yε, a contradiction.
(b). From hinge comparison 7.3.1c
∡[p xy ] = 0 ⇒ ∡˜κ
(
p
geod[px](t)
geod[py](t)
)
= 0
and thus geod[px](t) = geod[py](t) for all small t. Therefore we can
apply (a).
7.7.3. Adjacent angle lemma. Let L be a CBB space. Assume
that two hinges [z xp ] and [z
y
p] in L are adjacent; that is, they share a
common side [zp] and z ∈ ]xy[. Then
∡[z py] + ∡[z
p
x] = pi.
Proof. From hinge comparison (7.3.1c) we have that both angles ∡[z py]
and ∡[z px] are defined and
∡[z py] + ∡[z
p
x] 6 pi.
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Clearly ∡[z xy ] = pi. Thus, the result follows from the triangle inequal-
ity for angles (5.3.2).
7.7.4. Angle semicontinuity. Let Ln be a CBB(κ) space for each
n ∈ N and Ln → LÑ as n → Ñ. Assume that the sequence of hinges
[pn
xn
yn ] in Ln converges to a hinge [pÑ xÑyÑ ] in LÑ. Then
∡[pÑ
xÑ
yÑ ] 6 limn→Ñ∡[pn
xn
yn ].
Proof. From 7.3.2,
∡[pÑ
xÑ
yÑ ] = sup
{
∡˜κ(pÑ
x¯Ñ
y¯Ñ) : x¯Ñ ∈ ]pÑxÑ], y¯Ñ ∈ ]pÑxÑ]
}
.
pn
xn
x¯n
y¯n yn
For fixed x¯Ñ ∈ ]pÑxÑ] and y¯Ñ ∈ ]pÑxÑ], choose
x¯n ∈ ]pxn] and y¯n ∈ ]pyn] so that x¯n → x¯Ñ and
y¯n → y¯Ñ as n→ Ñ. Clearly
∡˜κ(pn
x¯n
y¯n)→ ∡˜κ(pÑ x¯Ñy¯Ñ)
as n→ Ñ.
From the hinge comparison (7.3.1c), ∡[pn
xn
yn ] >
> ∡˜κ(pn
x¯n
y¯n). Hence the result.
7.7.5. Angle continuity. Let Ln be a complete
length CBB(κ) space and Ln → LÑ as n→ Ñ. Assume that sequences
pn, xn, yn in Ln converges correspondingly to the points pÑ, xÑ, yÑ in
LÑ and the following two conditions hold
a) pÑ ∈ Str(xÑ),
b) pÑ ∈ Str(yÑ) or yÑ ∈ Str(pÑ).
Then
∡[pÑ
xÑ
yÑ ] = limn→Ñ∡[pn
xn
yn ].
Proof. By Corollary 7.6.4, we may assume that κ 6 0.
By Plaut’s theorem (7.2.4), the hinge [pÑ
xÑ
yÑ ] is uniquely defined.
Therefore the hinges [pn
xn
yn ] converge to [pÑ
xÑ
yÑ ] as n → Ñ. Hence by
angle semicontinuity (7.7.4), we get
∡[pÑ
xÑ
yÑ ] 6 limn→Ñ∡[pn
xn
yn ].
It remains to show that
➊ ∡[pÑ
xÑ
yÑ ] > limn→Ñ∡[pn
xn
yn ].
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Fix ε > 0. Since pÑ ∈ Str(xÑ), there is a point qÑ ∈ LÑ such that
∡˜κ(pÑ
xÑ
qÑ) > pi− ε.
The hinge comparison (7.3.1c) implies that
➋ ∡[pÑ
xÑ
qÑ ] > pi− ε.
The triangle inequality for angles (5.3.2)
➌
∡[pÑ
xÑ
yÑ ] > ∡[pÑ
xÑ
qÑ ]− ∡[pÑ yÑqÑ ] >
> pi− ε− ∡[pÑ yÑqÑ ].
Note that we can assume in addition that qÑ ∈ Str(pÑ). Choose
qn ∈ Ln such that qn → qÑ as n→ Ñ. Note that the angle semiconti-
nuity, again we get
➍
∡[pÑ
xÑ
qÑ ] 6 limn→Ñ∡[pn
xn
qn ],
∡[pÑ
yÑ
qÑ ] 6 limn→Ñ∡[pn
yn
qn ].
By CBB(κ) comparison (7.1.2) and 7.3.2b, we get
∡[pn
xn
yn ] + ∡[pn
yn
qn ] + ∡[pn
xn
qn ] 6 2·pi.
for all n. Together with ➍, ➋ and ➌, it implies
lim
n→Ñ∡[pn
xn
yn ] 6 2·pi− limn→Ñ∡[pn
xn
qn ]− limn→Ñ∡[pn
yn
qn ] 6
6 2·pi− ∡[pÑ xÑqÑ ]− ∡[pÑ yÑqÑ ] <
< ∡[pÑ
xÑ
yÑ ] + 2·ε.
Since ε > 0 is arbitrary, ➊ follows.
7.7.6. First variation formula. Let L be a complete length CBB
space. For any point q and geodesic [px] in L, we have
➎ |q − geod[px](t)| = |q − p| − t· cosϕ+ o(t),
where ϕ is the infimum of angles between [px] and all geodesics from
p to q in the ultrapower LÑ.
Remark. If L is proper space, then LÑ = L, see Section 3.2. Therefore
the infimum ϕ is achieved on some particular geodesic from p to q.
As a corollary we obtain the following classical result:
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7.7.7. Strong angle lemma. Let L be a complete length CBB space
and p, q ∈ L be such that there is unique geodesic from p to q in the
ultrapower LÑ. Then for any hinge [p qx] we have
➏ ∡[p qx] = limx¯→p
x¯∈ ]px]
∡˜κ(p qx¯).
for any κ ∈ R such that |p− q| < ̟κ.
In partiqular ➏ holds if p ∈ Str(q) as well as if q ∈ Str(p)
Remark.
⋄ The above lemma is essentially due to Alexandrov. The
right hand side in ➏ is called strong angle of hinge [p qx].
Note that in general metric space angle and strong angle
of the same hinge might differ.
⋄ As it follows from Corollary 3.3.4, if there is a unique geo-
desic [pq] in the ultrapower LÑ, then [pq] lies in L.
Proof of 7.7.7. The first statement follows directly from the first vari-
ation formula (7.7.6) and definition of model angle (see Section 5.3).
The second statement follows from the Plaut’s theorem (7.2.4) ap-
plyied to LÑ. (Note that according to Proposition 7.1.7 LÑ is a com-
plete length CBB space.)
Proof of 7.7.6. By Corollary 7.6.4, we can assume that κ 6 0. The
inequality
|q − geod[px](t)| 6 |q − p| − t· cosϕ+ o(t)
follows from the first variation inequality (5.3.4). Thus, it is sufficient
to show that
|q − geod[px](t)| > |q − p| − t· cosϕ+ o(t).
Assume the contrary, then there is ε > 0, such that ϕ+ ε < pi and for
a sequence tn → 0+ we have
➐ |q − geod[px](tn)| < |q − p| − tn · cos(ϕ− ε).
Set xn = geod[px](tn). Clearly
∡˜κ(xn
p
q) > pi−ϕ+ ε2
for all large n.
Assume L is geodesic. Choose a sequence of geodesics [xnq]. Let
[xnq] → [pq]LÑ as n → Ñ (in general [pq] might lie in LÑ). Applying
both parts of hinge comparison (7.3.1c), we get that ∡[xn
q
x] < ϕ− ε2
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for all large n. According to 7.7.4, the angle between [pq] and [px] is
at most ϕ− ε2 , a contradiction.
Finally, if L is not geodesic choose a sequence qn ∈ Str(xn), such
that qn → q and the inequality
∡˜κ(xn
p
qn) > pi−ϕ+ ε2
still holds. Then the same argument as above shows that [xnqn] Ñ-
converges to a geodesic [pq]LÑ from p to q having angle at most ϕ− ε2
with [px].
7.8 On positive lower bound
In this section we consider CBB(κ) spaces for κ > 0. Applying rescal-
ing we can assume that κ = 1.
The following theorem states that if one ignores a few exceptional
spaces, then the diameter of a space with positive lower curvature
bound is bounded. Note that many authors (but not us) exclude
these spaces in the definition of Alexandrov space with positive lower
curvature bound.
7.8.1. On diameter of a space. Let L be a complete length CBB(1)
space. Then either
a) diamL 6 pi;
b) or L is isometric to one of the following exceptional spaces:
1. real line R,
2. a ray R>0,
3. a closed interval [0, a] ∈ R, a > pi,
4. a circle S1a of length a > 2·pi.
Proof. Assume that L is a geodesic space and diamL > pi. Choose
x, y ∈ L so that |x − y| = pi + ε, 0 < ε < pi4 . By moving y slightly,
we can also assume that geodesic [xy] is unique; to prove it, use either
Plaut’s theorem (7.2.4) or that geodesics do not split (7.7.1). Let z be
the midpoint of a geodesic [xy].
Consider the function f = distx + disty . As it follows from
Lemma 7.8.2, f is concave in B(z, ε4 ). Let p ∈ B(z, ε4 ). Choose a
geodesic [zp]. Set h(t) = f ◦ geod[zp](t) and ℓ = |z − p|. Clearly h is
concave. From Adjacent angle lemma (7.7.3), we have that h+(0) = 0.
Therefore h is nonincreasing which means that
|x− p| + |y − p| = h(ℓ) 6 h(0) = |x− y|.
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Since the geodesic [xy] is unique this means that p ∈ [xy] and hence
B(z, ε4 ) only contains points of [xy]. Since in CBB spaces, geodesics
do not bifurcate (7.7.1a), it follows that all of L coincides with the
maximal extension of [xy] as a local geodesic γ (which might be not
minimizing). In other words, L is isometric to a 1-dimensional Rie-
mannian manifold with possibly non empty boundary. From this, it
is easy to see that L falls into one of the exceptional spaces described
in the theorem.
Lastly, if L is not geodesic and diamL > pi, then the above argu-
ment applied to LÑ yields that LÑ is isometric to one of the exceptional
spaces. As all of those spaces are proper it means that L = LÑ.
7.8.2. Lemma. Let L be a complete length CBB(1) space and p ∈ L.
Then distp : L → R is concave in B(p,pi)\B(p, pi2 ).
In particular, if diamL 6 pi then the complements L\B(p, r) and
L\B[p, r] are convex for any r > pi2 .
Proof. This is a consequence of 7.4.1b.
7.8.3. Exercise. Let L be an m-dimensional complete length CBB(1)
space and diamL 6 pi. Assume that the group G acts on L by isome-
tries and has closed orbits and
diam(L/G) > pi2 .
Show that the action of G has a fixed point in L.
7.8.4. Advanced exercise. Let L be a complete length CBB(1)
space. Show that L contains at most 3 points with space of directions
6 12 ·Sn.
7.8.5. On perimeter of a triple. Let L be a complete length
CBB(1) space and diamL 6 pi. Then perimeter of any triple of points
p, q, r ∈ L is at most 2·pi.
Proof. Arguing by contradiction, suppose
➊ |p− q| + |q − r| + |r − p| > 2·pi
for some p, q, r ∈ L. Rescaling the space slightly, we can assume that
diamL < pi, but the inequality ➊ still holds.
By Corollary 7.6.4, after rescaling L is still CBB(1).
Since L is G-delta geodesic (7.2.4), it is sufficient to consider case
when there is a geodesic [qr].
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p˜
z˜0
q˜
r˜
First note that since diamL < pi, by 7.4.1b
we have that the function
y(t) = md1|p− geod[qr](t)|
satisfies the differential inequality y′′ 6 1− y.
Take z0 ∈ [qr] so that restriction distp |[qr]
attains its maximum at z0, set t0 = |q − z0| so
z0 = geod[qr](t0). Consider the following model
configuration: two geodesics [p˜z˜0], [q˜r˜] in S
2 such that
|p˜− z˜0| = |p− z0|, |q˜ − r˜| = |q − r|,
|z˜0 − q˜| = |z0 − q|, |z˜0 − r˜| = |z0 − q|
and
∡[z˜0
q˜
p˜] = ∡[z˜0
r˜
p˜] =
pi
2 .
Clearly, y¯(t) = md1|p˜− geod[q˜r˜](t)| satisfies y¯′′ = 1− y¯ and y¯′(t0) = 0,
y¯(t0) = y(t0). Since z0 is a maximum point, y(t) 6 y(t0) + o(t − t0);
thus, y¯(t) is a barrier for y(t) = md1|p − geod[qr](t)| at t0 by 4.5.3c.
From barrier inequality (4.5.3c), we get
|p˜− geod[q˜r˜](t)| > |p− geod[qr](t)|,
thus, |p˜− q˜| > |p− q| and |p˜− r˜| > |p− r|.
Therefore, |p− q| + |q − r| + |r − p| can not exceed the perimeter
of the spherical triangle [p˜q˜r˜]; that is,
|p− q| + |q − r| + |r − p| 6 2·pi,
a contradiction.
Let κ > 0. Consider the following extension ∡˜κ+(∗ ∗∗) of the model
angle function ∡˜κ(∗ ∗∗). Some authors define comparison angle to be
∡˜κ+(∗ ∗∗) but that leads to two different definition of model angles —
one is good for CAT spaces and the other for CBB spaces.
7.8.6. Definition of extended angle. Let p, q, r be points in a
metric space such that p 6= q, p 6= r. Then set
∡˜κ+(p qr) = sup
{
∡˜K(p qr) : K 6 κ
}
.
The value ∡˜κ+(p qr) is called extended model angle of triple p, q, r.
7.8.7. Extended angle comparison. Let κ > 0 and L be a com-
plete length CBB space. Then for any hinge [p qr] we have ∡[p
q
r] >
> ∡˜κ+(p qr).
Moreover, the extended model angle can be calculated ∡˜κ+(p qr) us-
ing the following rules:
84 CHAPTER 7. DEFINITIONS OF CBB
a) ∡˜κ+(p qr) = ∡˜
κ(p qr) once ∡˜
κ(p qr) is defined;
b) ∡˜κ+(p qr) = ∡˜
κ+(p rq) = 0 if |p− q| + |q − r| = |p− r|;
c) ∡˜κ+(p qr) = pi if none of above is applicable.
Proof. From Corollary 7.6.4, K < κ implies that any complete length
CBB(K) space is CBB(κ); thus the extended angle comparison follows
from the definition.
The rules for calculating extended angle is an easy consequence of
its definition.
7.9 Remarks and open problems
The question whether the first part of 7.3.1c suffices to conclude that
L is CBB(κ) is a long standing open problem (possibly dating back
to Alexandrov), but as far as we know, it was first formally stated in
print in [4, footnote in 4.1.5].
7.9.1. Open question. Let L be a complete geodesic space (you can
also assume that L is homeomorphic to S2 or R2) such that for any
hinge [x py] in L, the angle ∡[x py] is defined and
∡[x py] > ∡˜
0(x py).
Is it true that L is CBB(0)?
Chapter 8
Definitions of curvature
bounded above
8.1 Four-point comparison.
8.1.1. Four-point comparison. A quadruple of points p1, p2, x1, x2
in a metric space satisfies CAT(κ) comparison if
a) ∡˜κ(p1 x
1
x2) 6 ∡˜
κ(p1 p
2
x1) + ∡˜
κ(p1 p
2
x2), or
b) ∡˜κ(p2 x
1
x2) 6 ∡˜
κ(p2 p
1
x1) + ∡˜
κ(p2 p
1
x2), or
c) one of the six model angles
∡˜κ(p1 x
1
x2), ∡˜
κ(p1 p
2
x1), ∡˜
κ(p1 p
2
x2), ∡˜
κ(p2 x
1
x2), ∡˜
κ(p2 p
1
x1), ∡˜
κ(p2 p
1
x2)
is undefined.
p1
p2
x1
x2z
Here is more intuitive reformulation.
8.1.2. Reformulation. Let X be a metric
space. A quadruple p1, p2, x1, x2 ∈ X satis-
fies CAT(κ) point comparison if one of the
following holds:
a) One of the triples (p1, p2, x1)
or (p1, p2, x2) has perimeter >
2·̟κ.
b) If [p˜1p˜2x˜1] = △˜κ(p1p2x1) and
[p˜p˜2x˜2] = △˜κp1p2x2, then
|x˜1 − z˜| + |z˜ − x˜2| > |x1 − x2|,
for any z˜ ∈ [p˜1p˜2].
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8.1.3. Definition. A metric space U is called CAT(κ) if every
quadruple p1, p2, x1, x2 satisfies the CAT(κ) comparison (8.1.1).
We say that U is CAT if it is CAT(κ) for some κ ∈ R.
The condition U is CAT(κ) should be understood as “U has global
curvature 6 κ”. In Proposition 8.3.4, it will be shown that this for-
mulation makes sense; in particular, if κ 6 K, then any CAT(κ) space
is CAT(K).
This terminology was introduced by Gromov; CAT stands for E´lie
Cartan, Alexandr Alexandrov and Victor Toponogov. Originally these
spaces were called Rκ domains ; this is Alexandrov’s terminology and
is still in use.
8.1.4. Exercise. Let U be a metric space. Show that U is CAT(κ)
if and only if every quadruple of points in U admits one labeling by
(p, x1, x2, x3) so that the three angles ∡˜κ(p x
1
x2), ∡˜
κ(p x
2
x3) and ∡˜
κ(p x
1
x3)
satisfy all three triangle inequalities or one of these angels is unde-
fined.
8.1.5. Exercise. Show that U is CAT(κ) if and only if for any
quadruple of points p1, p2, x1, x2 in U such that |p1 − p2|, |x1 − x2| 6
6 ̟κ there is a quadruple q1, q2, y1, y2 in Mm(κ) such that
|q1 − q2| = |p1 − p2|, |y1 − y2| = |x1 − x2|, |qi − yj | 6 |pi − xj |
for any i and j.
The next proposition follows directly from Definition 8.1.3 and the
definitions of ultralimit and ultrapower; see Section 3.2 for the related
definitions. Recall that Ñ denotes a selective ultrafilter on N which is
fixed once for all.
8.1.6. Proposition. Let Un be a CAT(κn) space for each n ∈ N.
Assume Un → UÑ and κn → κÑ as n→ Ñ. Then UÑ is CAT(κÑ).
Moreover, a metric space U is CAT(κ) if and only if so is its ul-
trapower UÑ.
8.2 Geodesics
8.2.1. Uniqueness of geodesics. In a complete length CAT(κ)
space, pairs of points at distance < ̟κ are joined by unique geode-
sics, and these geodesics depend continuously on their endpoint pairs.
Proof. Fix a complete length CAT(κ) space U . Fix two points p1, p2 ∈
∈ U such that
|p1 − p2|U < ̟κ.
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Choose a sequence of approximate midpoints zn for p
1 and p2; that
is,
➊ |p1 − zn|, |p2 − zn| → 12 ·|p1 − p2| as n→∞.
By the law of cosines, ∡˜κ(p1 znp2) and ∡˜
κ(p2 znp1) are arbitrarily small
when n is sufficiently large.
Let us apply CAT(κ) comparison (8.1.1) to the quadruple p1, p2,
zn, zk¯ with large n and k¯. We conclude that ∡˜
κ(p znzk¯) is arbitrarily
small when n, k¯ are sufficiently large and p is either p1 or p2. By ➊
and the law of cosines, (zn) converges.
Since U is complete, the sequence (zn) converges to a midpoint
of p1 and p2. By Lemma 2.3.8 we obtain the existence of a geodesic
[p1p2].
Now suppose p1n → p1, p2n → p2 as n→∞. Let zn be the midpoint
of a geodesic [p1np
2
n] and z be the midpoint of a geodesic [p
1p2].
It suffices to show that
➋ |zn − z| → 0 as n→∞.
By the triangle inequality, the zn are approximate midpoints of p
1
and p2. Apply CAT(κ) comparison (8.1.1) to the quadruple p1, p2,
zn, z. For p = p
1 or p = p2, we see that ∡˜κ(p znz ) is arbitrarily small
when n is sufficiently large. By the law of cosines, ➋ follows.
8.2.2. Exercise. Let U be a complete length CAT space. Assume U
is a topological manifold. Show that any geodesic in U can be extended
as a two-side infinite local geodesic.
Moreover the same holds for any locally geodesic locally CAT space
U with nontrivial local homology groups at any point; the latter holds
in particular, if U is a homological manifold.
8.2.3. Exercise. Assume U is a locally compact geodesic CAT space
with extandable geodesics; that is, any geodesic in U can be extended
to a both-side infinite local geodesic.
Show that the space of geodesic directions Σ′p is complete for any
p ∈ U .
By uniqueness of geodesics (8.2.1), we have the following.
8.2.4. Corollary. Any complete length CAT(κ) space is ̟κ-geodesic.
8.2.5. Proposition. The completion of any geodesic CAT(κ) space
is a complete length CAT(κ)
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Moreover, U is a geodesic CAT(κ) space if and only if there is a
complete length CAT(κ) space U¯ that contains a ̟κ-convex dense set
isometric to U .
Proof. By Theorem 8.2.1, in order to show that the completion U¯ of
any geodesic CAT(κ) space U is CAT(κ), it is sufficient to verify that
the completion of a length space is a length space; this is straightfor-
ward.
For the second part of the proposition, note that the completion
U¯ contains the original space U as a dense ̟κ-convex subset, and the
metric on U coincides with the induced length metric from U¯ .
Here is a corollary from Proposition 8.2.5 and Theorem 8.2.1.
8.2.6. Corollary. Let U be a ̟κ-geodesic CAT(κ) space. Then pairs
of points in U at distance less than ̟κ are joined by unique geodesics,
and these geodesics depend continuously on their endpoint pairs.
Moreover for any pair of points p, q ∈ U and any value
£ > sup
{
snκr
snκ|p− q| : 0 6 r 6 |p− q|
}
there are neighborhoods Ωp ∋ p and Ωq ∋ q such that the map
(x, y, t) 7→ path[xy](t)
is £-Lipschitz in Ωp × Ωq × [0, 1].
Proof. By Proposition 8.2.5 any geodesic CAT(κ) space is isometric to
a convex dense subset of a complete length CAT(κ) space. It remains
to apply Theorem 8.2.1.
8.3 More comparisons
Here we give a few reformulations of Definition 8.1.3.
x
p
y
z
8.3.1. Theorem. If U is a CAT(κ) space,
then the following conditions hold for all triples
p, x, y ∈ U of perimeter < 2·̟κ:
a) (adjacent-angles comparison) for any
geodesic [xy] and z ∈ ]xy[, we have
∡˜κ(z px) + ∡˜
κ(z py) > pi.
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b) (point-on-side comparison) for any geodesic [xy] and z ∈
∈ ]xy[, we have
∡˜κ(x py) > ∡˜
κ(x pz),
or equivalently,
|p˜− z˜| > |p− z|,
where [p˜x˜y˜] = △˜κ(pxy), z˜ ∈ ]x˜y˜[, |x˜− z˜| = |x− z|.
c) (angle comparison) for any hinge [x py], the angle ∡[x
p
y] ex-
ists and
∡[x py] 6 ∡˜
κ(x py),
or equivalently,
g˜
κ
[x py] 6 |p− y|.
Moreover, if U is ̟κ-geodesic, then the converse holds in each case.
Remark. In the following proof, the part (c)⇒(a) only requires that
the CAT(κ) comparison (8.1.1) hold for any quadruple, and does not
require the existence of geodesics at distance < ̟κ. The same is true
of the parts (a)⇔(b) and (b)⇒(c). Thus the conditions (a), (b) and
(c) are valid for any metric space (not necessarily length space) that
satisfies CAT(κ) comparison (8.1.1). The converse does not hold; for
example, all these conditions are vacuously true in a totally discon-
nected space, while CAT(κ) comparison is not.
Proof. (a). Since the perimeter of p, x, y is < 2·̟κ, so is the perimeter
of any subtriple of p, z, x, y by the triangle inequality. By Alexandrov’s
lemma (5.2.1),
∡˜κ(p zx) + ∡˜
κ(p zy) < ∡˜
κ(p xy) or ∡˜
κ(z px) + ∡˜
κ(z py) = pi.
In the former case, CAT(κ) comparison (8.1.1) applied to the quadru-
ple p, z, x, y implies
∡˜κ(z px) + ∡˜
κ(z py) > ∡˜
κ(z xy) = pi.
(a) ⇔ (b). Follows from Alexandrov’s lemma (5.2.1).
(b) ⇒ (c). By (b), for p¯ ∈ ]xp] and y¯ ∈ ]xy] the function (|x− p¯|, |x−
− y¯|) 7→ ∡˜κ(x p¯y¯) is nondecreasing in each argument. In particular,
∡[x py] = inf ∡˜
κ(x p¯y¯). Thus ∡[x
p
y] exists and is at most ∡˜
κ(x py).
Converse. Assume U is ̟κ-geodesic. Let us first show that in this
case (c) ⇒ (a).
Indeed, by (c) and the triangle inequality for angles (5.3.2),
∡˜κ(z px) + ∡˜
κ(z py) > ∡[z
p
x] + ∡[z
p
y] > pi.
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p˜1
p˜2
x˜1 x˜2
q˜
Therefore, it is sufficient to prove the converse
for (b).
Given a quadruple p1, p2, x1, x2 whose subtriples
have perimeter < 2·̟κ , we must verify CAT(κ)
comparison (8.1.1). In M2(κ), construct the model
triangles [p˜1p˜2x˜1] = △˜κ(p1p2x1) and [p˜1p˜2x˜2] =
△˜κ(p1p2x2), lying on either side of a common seg-
ment [p˜1p˜2]. We may suppose
∡˜κ(p1 p
2
x1) + ∡˜
κ(p1 p
2
x2) 6 pi and ∡˜
κ(p2 p
1
x1) + ∡˜
κ(p2 p
1
x2) 6 pi,
since otherwise CAT(κ) comparison holds trivially. Then [p˜1p˜2] and
[x˜1x˜2] intersect, say at q˜.
By assumption, there is a geodesic [p1p2]. Choose q ∈ [p1p2] cor-
responding to q˜; that is, |p1 − q| = |p˜1 − q˜|. Then
|x1 − x2| 6 |x1 − q| + |q − x2| 6 |x˜1 − q˜| + |q˜ − x˜2| = |x˜1 − x˜2|,
where the second inequality follows from (b). Therefore by monotonic-
ity of the function a 7→ ∡˜κ{a; b, c} (1.1.1c),
∡˜κ(p1 x
1
x2) 6 ∡[p˜
1 x˜1
x˜2 ] = ∡˜
κ(p1 p
2
x1) + ∡˜
κ(p1 p
2
x2).
Let us display a corollary from the proof of 8.3.1, namely, mono-
tonicity of the model angle with respect to adjacent sidelengths.
8.3.2. Angle-sidelength monotonicity. Suppose U is a̟κ-geodesic
CAT(κ) space, and p, x, y ∈ U have perimeter < 2·̟κ. Then for y¯ ∈
∈ ]xy], the function
|x− y¯| 7→ ∡˜κ(x py¯)
is nondecreasing.
In particular, if p¯ ∈ ]xp], then
a) the function
(|x − y¯|, |x− p¯|) 7→ ∡˜κ(x p¯y¯)
is nondecreasing in each argument,
b) the angle ∡[x py] exists and
∡[x py] = inf
{
∡˜κ(x p¯y¯) : p¯ ∈ ]xp], y¯ ∈ ]xy]
}
.
8.3.3. Exercise. Assume U is a geodesic CAT(0) space. Show that
for any two geodesic paths γ,σ : [0, 1]→ U the function
t 7→ |γ(t)− σ(t)|
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is convex.
8.3.4. Proposition. Assume κ < K. Then any complete length
CAT(κ) space is CAT(K).
Moreover a space U is CAT(κ) if U is CAT(K) for all K > κ.
Proof. The first statement follows from Corollary 8.2.4, the adjacent-
angles comparison (8.3.1a) and the monotonicity of the function κ 7→
7→ ∡˜κ(x yz) (1.1.1d).
The second statement follows since the function κ 7→ ∡˜κ(x yz) is
continuous.
8.4 Thin triangles
In this section we define thin triangles and use them to characterize
CAT spaces. Inheritance for thin triangles with respect to decompo-
sition is the main result of this section. It will lead to two fundamen-
tal constructions: Alexandrov’s patchwork globalization (8.8.1) and
Reshetnyak gluing (8.9.1).
8.4.1. Definition of κ-thin triangles. Let [x1x2x3] be a triangle
of perimeter < 2·̟κ in a metric space. Consider its model triangle
[x˜1x˜2x˜3] = △˜κ(x1x2x3) and the natural map [x˜1x˜2x˜3]→ [x1x2x3] that
sends a point z˜ ∈ [x˜ix˜j ] to the corresponding point z ∈ [xixj ] (that is,
such that |x˜i − z˜| = |xi − z| and therefore |x˜j − z˜| = |xj − z|).
We say the triangle [x1x2x3] is κ-thin if the natural map [x˜1x˜2x˜3]→
→ [x1x2x3] is short.
8.4.2. Exercise. Let U be a ̟κ-geodesic CAT(κ) space, [xyz] be a
triangle in U and [x˜y˜z˜] its model triangle in M2(κ). Prove that the
natural map f : [x˜y˜z˜]→ [xyz] is distance-preserving if and ony if one
of the following conditions hold:
a) ∡[x yz ] = ∡˜
κ(x yz),
b) |x− w| = |x˜− w˜| for some w˜ ∈]y˜z˜[ and w = f(w˜),
c) |v−w| = |v˜− w˜| for some v˜ ∈ ]x˜y˜[, w˜ ∈ ]x˜z˜[ and v = f(v˜),
w = f(w˜).
8.4.3. Proposition. Let U be a ̟κ-geodesic space. Then U is
CAT(κ) if and only if every triangle of perimeter < 2·̟κ in U is
κ-thin.
Proof. “If” follows from point-on-side comparison 8.3.1b. “Only if”
follows from the angle-sidelength monotonicity 8.3.2a.
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8.4.4. Corollary. Suppose U is a ̟κ-geodesic CAT(κ) space. Then
any local geodesic in U of length < ̟κ is length-minimizing.
Proof. Suppose γ : [0, ℓ]→ U is a local geodesic that is not minimizing,
with ℓ < ̟κ. Choose a to be the maximal value such that γ is
minimizing on [0, a]. Further choose b > a so that γ is minimizing
on [a, b].
Since triangle [γ(0)γ(a)γ(b)] is κ-thin, we have
|γ(a− ε)− γ(a+ ε)| < 2·ε
for all small ε > 0, a contradiction.
Now let us formulate the main result of this section. The inher-
itance lemma states that in any metric space, a triangle is κ-thin if
it decomposes into κ-thin triangles. In contrast, CBB(κ) comparisons
are not inherited in this way.
x
p
y
z
8.4.5. Inheritance lemma. In a metric space,
consider a triangle [pxy] that decomposes into
two triangles [pxz] and [pyz]; that is, [pxz] and
[pyz] have common side [pz], and the sides [xz]
and [zy] together form the side [xy] of [pxy].
If the triangle [pxy] has perimeter < 2·̟κ and
both triangles [pxz] and [pyz] are κ-thin, then tri-
angle [pxy] is κ-thin.
The following model-space lemma, is an indeterminate statement
in the proof of [24, Lemma 2].
8.4.6. Lemma. Let [p˜x˜y˜] be a triangle in M2(κ) and z˜ ∈ [x˜y˜]. Con-
sider the solid triangle D˜ = Conv[p˜x˜y˜]. Construct points p˙, x˙, z˙, y˙ ∈
∈M2(κ) such that
|p˙− x˙| = |p˜− x˜|, |p˙− y˙| = |p˜− y˜|, |p˙− z˙| 6 |p˜− z˜|,
|x˙− z˙| = |x˜− z˜|, |y˙ − z˙| = |y˜ − z˜|,
where points x˙ and y˙ lie on either side of [p˙z˙]. Set
D˙ = Conv[p˙x˙z˙] ∪Conv[p˙y˙z˙].
Then there is a short map F : D˜ → D˙ that maps p˜, x˜, y˜ and z˜ to
p˙, x˙, y˙ and z˙ respectively.
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p˜
x˜
y˜
z˜
z˜x z˜y
Proof. By Alexandrov’s lemma (5.2.1), there are
nonoverlapping triangles [p˜x˜z˜y]
iso
== [p˙x˙z˙] and
[p˜y˜z˜x]
iso
== [p˙y˙z˙] inside triangle [p˜x˜y˜].
Connect points in each pair (z˜, z˜x), (z˜x, z˜y)
and (z˜y, z˜) with arcs of circles centered at y˜, p˜,
and x˜ respectively. Define F as follows.
⋄ Map Conv[p˜x˜z˜y] isometrically onto Conv[p˙x˙y˙]; similarly
map Conv[p˜y˜z˜x] onto Conv[p˙y˙z˙].
⋄ If w is in one of the three circular sectors, say at distance r
from center of the circle, let F (w) be the point on the cor-
responding segment [p˙z˙], [x˙z˙] or [y˙z˙] whose distance from
the lefthand endpoint of the segment is r.
⋄ Finally, if w lies in the remaining curvilinear triangle z˜z˜xz˜y,
set F (w) = z˙.
By construction, F satisfies the conditions of the lemma.
Proof of 8.4.5. Construct model triangles [p˙x˙z˙] = △˜κ(pxz) and [p˙y˙z˙] =
△˜κ(pyz) so that x˙ and y˙ lie on opposite sides of [p˙z˙].
z˙
p˙
x˙ y˙
w˙
Suppose
∡˜κ(z px) + ∡˜
κ(z py) < pi.
Then for some point w˙ ∈ [p˙z˙], we have
|x˙− w˙| + |w˙ − y˙| < |x˙− z˙| + |z˙ − y˙| = |x− y|.
Let w ∈ [pz] correspond to w˙; that is, |z − w| = |z˙ − w˙|. Since [pxz]
and [pyz] are κ-thin, we have
|x− w| + |w − y| < |x− y|,
contradicting the triangle inequality.
Thus
∡˜κ(z px) + ∡˜
κ(z py) > pi.
By Alexandrov’s lemma (5.2.1), this is equivalent to
➊ ∡˜κ(x pz) 6 ∡˜
κ(x py).
Let [p˜x˜y˜] = △˜κ(pxy) and z˜ ∈ [x˜y˜] correspond to z; that is, |x −
− z| = |x˜ − z˜|. Inequality ➊ is equivalent to |p− z| 6 |p˜ − z˜|. Hence
Lemma 8.4.6 applies. Therefore there is a short map F that sends
[p˜x˜y˜] to D˙ = Conv[p˙x˙z˙]∪Conv[p˙y˙z˙] in such a way that p˜ 7→ p˙, x˜ 7→ x˙,
z˜ 7→ z˙ and y˜ 7→ y˙.
By assumption, the natural maps [p˙x˙z˙]→ [pxz] and [p˙y˙z˙]→ [pyz]
are short. By composition, the natural map from [p˜x˜y˜] to [pyz] is
short, as claimed.
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8.5 Function comparison
In this section, we give analytic and geometric ways of viewing the
point-on-side comparison (8.3.1b) as a convexity condition.
First we obtain a corresponding differential inequality for the dis-
tance function in U . In particular, a geodesic space U is CAT(0) if
and only if for any p ∈ U , the function dist2p : U → R is 2-convex; see
Section 4.6 for the definition.
8.5.1. Theorem. Suppose U is a ̟κ-geodesic space. Then the fol-
lowing are equivalent:
a) U is CAT(κ),
b) for any p ∈ U , the function f = mdκ ◦ distp satisfies
f ′′ + κ·f > 1
in B(p,̟κ).
Proof. Fix a sufficiently short geodesic [xy] in B(p,̟κ). We can
assume that the model triangle [p˜x˜y˜] = △˜κ(pxy) is defined. Set
r˜(t) = |p˜− geod[x˜y˜](t)|, r(t) = |p− geod[xy](t)|.
Set f˜ = mdκ ◦ r˜ and f = mdκ ◦ r. By Property 1.1.1a, we have
f˜ ′′ = 1 − κ·f˜ . Clearly f˜(t) and f(t) agree at t = 0 and t = |x − y|.
The point-on-side comparison (8.3.1b) is the condition r(t) 6 r˜(t) for
all t ∈ [0, |x − y|]. Since mdκ is increasing on [0, ̟κ), r 6 r˜ and
f 6 f˜ are equivalent. Thus the claim follows by Jensen’s inequality
(4.5.3d).
Recall that Busemann functions defined in Proposition 5.1.1. The
following exercise is analogous to Exercise 7.4.2.
8.5.2. Exercise. Let U be a complete length CAT(κ) space and
busγ : U → R be the Busemann function for a ray γ : [0,∞)→ L.
a) If κ = 0, then the Busemann function busγ is convex.
b) If κ = −1, then the function
f = exp ◦ busγ
satisfies
f ′′ − f > 0.
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8.6 Convex sets
The following is a corollary of Theorem 8.5.1.
8.6.1. Corollary. Suppose U is a ̟κ-geodesic CAT(κ) space. Then
any ball (close or open) of radius R < ̟
κ
2 in U is convex.
Moreover, any open ball of radius ̟
κ
2 is convex and any closed ball
of radius ̟
κ
2 is ̟
κ-convex.
Proof. Suppose p ∈ U , R 6 ̟κ/2, and two points x and y lie in
B[p,R] or B(p,R). By the triangle inequality, if |x − y| < ̟κ, then
any geodesic [xy] lies in B(p,̟κ).
By function comparison (8.5.1), the geodesic [xy] lies in B[p,R] or
B(p,R) respectively.
Thus any ball (close or open) of radius R < ̟
κ
2 is ̟
κ-convex. This
implies convexity unless there is a pair of points in the ball at distance
at least ̟κ. By the triangle inequality, the latter is possible only for
the closed ball of radius ̟
κ
2 .
8.6.2. Proposition. Any weakly ̟κ-convex set in a complete length
CAT(κ) space is ̟κ-convex.
Proof. Follows from the uniqueness of geodesics in CAT(κ) spaces
(8.2.1).
8.6.3. Closest-point projection lemma. Let U be a complete
length CAT(κ) space and K ⊂ U be a closed ̟κ-convex set. Assume
that distK p <
̟κ
2 for some point p ∈ U . Then there is unique point
p∗ ∈ K that minimizes the distance to p; that is, |p∗ − p| = distK p.
Proof. Fix r properly between distK p and
̟κ
2 . By function compari-
son (8.5.1) the function f = mdκ ◦ distp is strongly convex in B[p, r].
The lemma follows from Lemma 12.1.4 applied to the subspace
K ′ = K ∩ B[p, r] and the restriction f |K′ .
8.6.4. Exercise. Let U be a complete length CAT(0) space and K ⊂
⊂ U be a closed convex set. Show that the closest-point projection
U → K is short.
8.6.5. Advanced exercise. Let U be a complete length CAT(1)
space and K ⊂ U be a closed pi-convex set. Assume K ⊂ B[p, pi2 ] for
some point p ∈ U . Show that there is a short retraction of U to K.
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8.6.6. Lemma. Let U be a ̟κ-geodesic CAT(κ) space and K ⊂ U
be a closed ̟κ-convex set. Set
f = snκ ◦ distK .
Then
f ′′ + κ·f > 0
holds in B(K, ̟
κ
2 ).
Proof. It is sufficient to show that Jensen’s inequality (4.5.3d) holds
on a sufficiently short geodsic [pq] in B(K, ̟
κ
2 ). Since
distK p, distK q <
̟κ
2 ,
we may assume that
➊ |p− q| + distK p+ distK q < ̟κ.
Namely, for each x ∈ [pq], we need to find a value h(x) ∈ R such
that for any x we have
h(x) 6 f(x), h(p) = f(p), h(q) = f(q),
and
➋ h′′ + κ·h > 0
along [pq].
Denote by p∗ and q∗ the closest-point projections of p and q on K;
they are provided by lemma 8.6.3. From ➊ and triangle inequality, we
get
|p∗ − q∗| < ̟κ.
Since K is ̟κ-convex, K ⊃ [pq]; in particular
distK x 6 dist[p∗q∗] x
for any x ∈ U .
Consider a majorization F for quadraliteral [pp∗q∗q]. By Majoriz-
tion theorem 8.12.4 and Proposition 8.12.2, the figure F is a solid
convex model quadraliteral [p˜p˜∗q˜∗q˜] in M2(κ) such that
|p˜− p˜∗|
M2(κ) = |p− p∗|U |p˜− q˜|M2(κ) = |p− q|U
|q˜ − q˜∗|
M2(κ) = |q − q∗|U |p˜∗ − q˜∗|M2(κ) = |p∗ − q∗|U
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Given x ∈ [pq], denote by x˜ the corresponding point on [p˜q˜]. According
to Majorization theorem,
|[pq]− x|U 6 |[p˜q˜]− x˜|M2(κ)
for any x. Set
h(x) = snκ|[p˜q˜]− x˜|
M2(κ).
By straghtforward calculations➋ hods and hence the staement follows.
8.6.7. Corollary. Let U be a complete length CAT(κ) space and K ⊂
⊂ U be a closed locally convex set. Then there is an open set Ω ⊃ K
such that the function
f = snκ ◦ distK
satisfies
f ′′ + κ·f > 0
in Ω.
Proof. Fix p ∈ K. By Corollary 8.6.1, all B[p, r] is convex for all small
r > 0.
Since K is locally convex there is rp > 0 such that the intesection
K ′ = K ∩ B(p, rp) is convex.
Note that
distK x = distK′ x
for any x ∈ B(p, rp2 ). Therefore the statement holds for
Ω =
⋃
p∈K
B(p,
rp
2 ).
8.6.8. Theorem. Assume U is a complete length CAT(κ) space and
K ⊂ U is a closed connected locally convex set. Assume |x− y| < ̟κ
for any x, y ∈ K. Then K is convex.
In particular, if κ 6 0, then any closed connected locally convex set
in a U is convex.
The following proof is inspired by the answer of Sergei Ivanov to
the question of Nathan Reading [25].
Proof. Since K is locally convex, it is locally path connected. Since K
is connected and locally path connected it is path connected.
Fix two points x, y ∈ K. Let us connect x to y by a path α : [0, 1]→
→ K. Since |x − α(s)| < ̟κ for any s, Theorem 8.2.1 implies that
the geodesic [xα(s)] uniquely defined and depends continuously on s.
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Let Ω ⊃ K be the open set proveded by Corollary 8.6.7. If [xy] =
[xα(1)] does not completely lie in K, then there is a value s ∈ [0, 1]
such that [xα(s)] lies in Ω, but does not completely lie in K. By
Corollary 8.6.7, the function f = snκ ◦ distK U satisfies differential
inequality
➌ f ′′ + κ·f > 0
along [xα(s)].
Since
|x− α(s)| < ̟κ, f(x) = f(α(s)) = 0,
the barrier inequality (4.5.3b) implies that f(z) 6 0 for z ∈ [xα(s)];
that is [xα(s)] ⊂ K, a contradiction.
8.7 Development
Geometrically, the development construction (7.5.1) translates dis-
tance comparison into a local convexity statement for subsets ofM2(κ).
Recall that a curve in M2(κ) is (locally) concave with respect to p if
(locally) its supergraph with respect to p is a convex subset of M2(κ);
see Definition 7.5.2.
8.7.1. Development criterion. For a ̟κ-geodesic space U , the fol-
lowing statements hold:
a) For any p ∈ U and any geodesic γ : [0, T ] → B(p,̟κ),
suppose the κ-development γ˜ in M2(κ) of γ with respect to
p is locally concave. Then U is CAT(κ).
b) If U is CAT(κ), then for any p ∈ U and any geodesic
γ : [0, T ]→ U such that the triangle [pγ(0)γ(T )] has perime-
ter < 2·̟κ, the κ-development γ˜ inM2(κ) of γ with respect
to p is concave.
Proof. (a). Set γ = geod[xy] and T = |x − y|. Let γ˜ : [0, T ] → M2(κ)
be the concave κ-development based at p˜ of γ with respect to p. Let
us show that the function
➊ t 7→ ∡˜κ(x p
γ(t))
is nondecreasing.
For a partition 0 = t0 < t1 < . . . < tn = T , set
y˜i = γ˜(ti) and τi = |y˜0 − y˜1| + |y˜1 − y˜2| + . . .+ |y˜i−1 − y˜i|.
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Since γ˜ is locally concave, for a sufficiently fine partition the broken
geodesic y˜0y˜1 . . . y˜n is locally convex with respect to p˜. Alexandrov’s
lemma (5.2.1), applied inductively to pairs of triangles △˜κ{τi−1, |p−
− y˜0|, |p− y˜i−1|} and △˜κ{|y˜i−1 − y˜i|, |p− y˜i−1|, |p− y˜i|}, shows that
the sequence ∡˜κ{|p− y˜i|; |p− y˜0|, τi} is nondecreasing.
Taking finer partitions and passing to the limit,
maxi{|τi − ti|} → 0,
we get ➊ and the point-on-side comparison (8.3.1b) follows.
(b). Consider a partition 0 = t0 < t1 < . . . < tn = T , and set xi =
= γ(ti). Construct a chain of model triangles [p˜x˜i−1x˜i] = △˜κ(pxi−1xi)
with the direction of [p˜x˜i] turning counterclockwise as i grows. By
angle comparison (8.3.1c),
➋ ∡[x˜i x˜
i−1
p˜ ] + ∡[x˜
i x˜i+1
p˜ ] > pi.
Since γ is a geodesic,
➌ lengthγ =
n∑
i=1
|xi−1 − xi| 6 |p− x0| + |p− xn|.
By repeated application of Alexandrov’s Lemma (5.2.1), and inequal-
ity ➌,
n∑
i=1
∡[p˜ x˜
i−1
x˜i ] 6 ∡˜
κ(p x
0
xn) 6 pi.
Then by ➋, the broken geodesic p˜x˜0x˜1 . . . x˜n is concave with respect
to p˜.
Note that the broken geodesics x˜0x˜1 . . . x˜n approach the develop-
ment of γ with respect to p. Since the broken geodesics is convex, its
length converges to the length of γ. Hence the result.
8.8 Patchwork globalization
If U is CAT(κ) space, then it is locally CAT(κ). The converse, does
not hold even for complete length space. For example, S1 is locally
isometric to R, and so is locally CAT(0), but it is easy to find a
quadruple of points in S1 that violates CAT(0) comparison.
The following theorem was essentially proved by Alexandrov [16,
Satz 9]; it gives a global condition on geodesics that is necessary and
sufficient for a locally CAT(κ) space to be globally CAT(κ). The proof
use a thin-triangle decompositions, and the inheritance lemma (8.4.5).
8.8.1. Patchwork globalization theorem. For a complete length
space U , the following two statements are equivalent:
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a) U is CAT(κ).
b) U is locally CAT(κ); moreover, pairs of points in U at dis-
tance < ̟κ are joined by unique geodesics, and these geo-
desics depend continuously on their endpoint pairs.
Note that the implication (a)⇒(b) follows from Theorem 8.2.1.
8.8.2. Corollary. Let U be a complete length space and Ω ⊂ U be an
open locally CAT(κ) subset. Then for any point p ∈ Ω there is R > 0
such that B[p,R] is a convex subset of U and B[p,R] is CAT(κ).
Proof. Fix R > 0 such that CAT(κ) comparison holds in B(p,R).
We may assume that B(p,R) ⊂ Ω and R < ̟K. The same ar-
gument as in the proof of theorem on uniqueness of geodesics (8.2.1)
shows that any two points in B[p, R2 ] can be joint by a unique geodesic
that depends continuously on the end points.
The same argument as in the proof of Corollary 8.6.1 shows that
B[p, R2 ] is a convex set. Then (b)⇒(a) of Patchwork globalization
implies that B[p, R2 ] is CAT(κ).
The proof of Patchwork globalization uses the following construc-
tion:
8.8.3. Definition (Line-of-sight map). Let p be a point and α be
a curve of finite length in a length space X . Let α¯ : [0, 1] → U be the
constant-speed parameterization of α. If γt : [0, 1] → U is a geodesic
from p to α¯(t), we say
[0, 1]× [0, 1]→ U : (t, s) 7→ γt(s)
is a line-of-sight map from p to α.
Proof of 8.8.1. As was already noted, it only remains to prove (b)⇒(a).
x x0,1
. . .
x0,N = y
x1,N
. . .
xN,N = p
Let [pxy] be a triangle
of perimeter < 2·̟κ in U .
According to propositions
8.4.3 and 8.3.4, it is suffi-
cient to show the triangle
[pxy] is κ-thin.
Since pairs of points at
distance < ̟κ are joined
by unique geodesics and
these geodesics depend con-
tinuously on their endpoint
pairs, there is a unique
and continuous line-of-sight
map (8.8.3) for [xy] from p.
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For a partition
0 = t0 < t1 < . . . < tN = 1,
set xi,j = γti(t
j). Since the line-of-sight map is continuous, we may
assume each triangle [xi,jxi,j+1xi+1,j+1] and [xi,jxi+1,jxi+1,j+1] is κ-
thin (see Proposition 8.4.3).
Now we show that the κ-thin property propagates to [pxy] by re-
peated application of the inheritance lemma (8.4.5):
⋄ First, for fixed i, sequentially applying the lemma shows
that the triangles [xxi,1xi+1,2], [xxi,2xi+1,2], [xxi,2xi+1,3],
and so on are κ-thin.
In particular, for each i, the long triangle [xxi,Nxi+1,N ] is κ-thin.
⋄ Applying the lemma again shows that the triangles [xx0,Nx2,N ],
[xx0,Nx3,N ], and so on are κ-thin.
In particular, [pxy] = [px0,NxN,N ] is κ-thin.
8.9 Reshetnyak’s gluing theorem
The following theorem was proved by Yurii Reshetnyak [24], assuming
U1, U2 are proper and complete. In the following form the theorem
appears in the book of Martin Bridson and Andre´ Haefliger.[26].
8.9.1. Reshetnyak’s gluing theorem. Suppose U1 and U2 are ̟κ-
geodesic spaces with isometric complete ̟κ-convex sets Ai ⊂ Ui. Let
ι : A1 → A2 be an isometry. Let W = U1⊔ιU2; that is, W is the gluing
of U1 and U2 along ι (see Section 2.5).
Then:
a) Both canonical mappings i : Ui → W are isometric and
the images i(Ui) are ̟κ-convex subsets in W.
b) If U1,U2 are CAT(κ) spaces, then W is a CAT(κ) space.
Proof. Part (a) follows directly from ̟κ-convexity of Ai.
(b). According to (a), we can identify Ui with its image i(Ui) in W ;
in this way, the subsets Ai ⊂ Ui will be identified and denoted further
by A. Thus A = U1 ∩ U2 ⊂ W , and A is ̟κ-convex in W .
Part (b) can be reformulated as follows:
8.9.2. Reformulation of 8.9.1b. Let W be a length space having
two ̟κ-convex subsets U1,U2 ⊂ W such that W = U1 ∪ U2. Assume
the subset A = U1 ∩ U2 is complete and ̟κ-convex in W, and U1, U2
are CAT(κ) spaces. Then W is a CAT(κ) space.
➊ If W is ̟κ-geodesic, then W is CAT(κ).
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x0
x1 x2
z1
z2
Indeed, according to 8.4.3, it is sufficient to show
that any triangle [x0x1x2] of perimeter < 2·̟κ inW is
κ-thin. This is obviously true if all three points x0, x1,
x2 lie in a single Ui. Thus, without loss of generality,
we may assume that x0 ∈ U1 and x1, x2 ∈ U2.
Choose points z1, z2 ∈ A = U1 ∩ U2 lying respec-
tively on the sides [x0x1], [x0x2]. Note that all dis-
tances between any pair of points from x0, x1, x2, z1, z2 are less than
̟κ. Therefore
⋄ triangle [x0z1z2] lies in U1,
⋄ both triangles [x1z1z2] and [x1z2x2] lie in U2.
In particular each triangle [x0z1z2], [x1z1z2], [x1z2x2] is κ-thin.
Applying the inheritance lemma for thin triangles (8.4.5) twice, we
get that [x0x1z2] and consequently [x0x1x2] is κ-thin. △
➋ W is geodesic if κ 6 0.
For p1 ∈ U1, p2 ∈ U2, we may choose a sequence zi ∈ A such that
|p1 − zi| + |p2 − zi| converges to |p1 − p2|, and |p1 − zi| and |p2 −
− zi| converge. Since A is complete, it suffices to show zi is a Cauchy
sequence. In that case, the limit point z of zi satisfies |p1 − z| + |p2 −
− z| = |p1 − p2|, so the geodesics [p1z] in U1 and [p2z] in U2 together
give a geodesic [p1p2] in U .
Suppose zi is not a Cauchy sequence. Then there are subsequences
xi and yi of zi satisfying lim |xi − yi| > 0. Let mi be the midpoint of
[xiyi]. Since |p1−mi|+ |p2−mi| > |p1− p2|, and |p1− xi|+ |p2− xi|
and |p1 − yi| + |p2 − yi| converge to |p1 − p2|, then for any ε > 0, we
may assume (taking subsequences and possibly relabeling p1 and p2)
|p1 −mi| > |p1 − xi| − ε, |p1 −mi| > |p1 − yi| − ε.
Since triangle [p1xiyi] is thin, the analogous inequalities hold for
the Euclidean model triangle [p˜1x˜iy˜i]. Then there is a nondegenerate
limit triangle [pxy] in the Euclidean plane satisfying |p − x| = |p −
− y| 6 |p −m| where m is the midpoint of [xy]. This contradiction
proves the claim.
△
Finally suppose κ > 0; by scaling, take κ = 1. Consider the Eu-
clidean cones ConeUi (see Section 5.4). By Theorem 10.4.2a, ConeUi
is a CAT(0) space for i = 1, 2. Geodesics of ConeUi that do not pass
through the vertex of the cone correspond, under projection from the
vertex, to geodesics of Ui of length < pi. It follows that ConeA is con-
vex in ConeU1 and ConeU2. By the cone distance formula , ConeA is
complete since A is complete. Gluing on ConeA and applying ➊ and
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➋ for κ = 0, we find that ConeW is a CAT(0) space. By Theorem
10.4.2a, W is a CAT(1) space.
8.9.3. Exercise. Let Q be the nonconvex subset of the plane bounded
by two rays γ1 and γ2 with common starting point and angle α between
them. Assume U is a complete length CAT(0) space and γ′1,γ′2 are two
rays in U with common starting point and angle α between them. Show
that the space glued from Q and U along the corresponding rays is a
CAT(0) space.
8.9.4. Exercise. Assume U is complete length CAT(0) space and
A ⊂ U is a closed subset. Assume that the doubling of U in A is
CAT(0). Show that A is a convex set of U .
8.9.5. Exercise. Let U be a complete length CAT(0) space. Assume
U˜ → U is a metric covering branching along a geodesic. Show that U˜
is CAT(0).
More generally, assume A ⊂ U is a closed convex subset and
f : X → U\A is a metric cover. Denote by X¯ the completion of X ,
and f¯ : X¯ → U the continuous extension of f . Let U˜ be the space glued
from X¯ and A by identifying x and f¯(x) if f¯(x) ∈ A. Show that U˜ is
CAT(0).
8.10 Space of geodesics
In this section we prove a “no-conjugate-point” theorem for spaces
with upper curvature bounds, and derive from it a number of state-
ments about local geodesics. These statements will be used in the
proof of the Hadamard–Cartan theorem (8.13.1) and Lifting global-
ization theorem (8.11.1), in much the same way as the exponential
map is used in Riemannian geometry.
8.10.1. Proposition. Let U be a locally CAT(κ) space. Let
γn : [0, 1] → U be a sequence of local geodesic paths converging to a
path γ∞ : [0, 1]→ U . Then γ∞ is a local geodesic path. Moreover
lengthγn → lengthγ∞
as n→∞.
Proof. Fix t ∈ [0, 1]. By Corollary 8.8.2, we may choose R satisfying
0 < R < ̟K, and such that the ball B = B(γ∞(t), R) is a convex
subset of U and forms a CAT(κ) space.
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A local geodesic segment with length less than R/2 that inter-
sects B(γ∞(t), R/2), cannot leave B and hence is minimizing by Corol-
lary 8.4.4. In particular, for all sufficiently large n, any subsegment of
γn through γn(t) with length < R/2 is a geodesic.
Since B is CAT(κ), geodesic segments in B depend uniquely and
continuously on their endpoint pairs by Theorem 8.2.1. Thus there
is a subinterval I of [0, 1], that contains a neighborhood of t in [0, 1]
and such that γn|I is minimizing for all large n. It follows that the
restriction γ∞|I is a geodesic, and therefore γ∞ is a local geodesic.
The following theorem was proved by the first author and Richard
Bishop [27]. In analogy with Riemannian geometry, the main state-
ment of the following theorem could be restated as: In a space of
curvature 6 κ, two points cannot be conjugate along a local geodesic
of length < ̟κ.
8.10.2. No-conjugate-point theorem. Suppose U is a locally
complete, length, locally CAT(κ) space. Let γ : [0, 1] → U be a lo-
cal geodesic path with length < ̟κ. Then for some neighborhoods
Ω0 ∋ γ(0) and Ω1 ∋ γ(1) there is a unique continuous map Ω0×Ω1×
× [0, 1]→ U
(x, y, t) 7→ γxy(t)
such that γxy : [0, 1]→ U is a local geodesic path with γxy(0) = x and
γxy(1) = y for each (x, y) ∈ Ω0 × Ω1, and the family γxy contains γ.
Moreover, we can assume that the map
(x, y, t) 7→ γxy(t) : Ω0 × Ω1 × [0, 1]→ U
is £-Lipschitz for any £ > max
{
snκr
snκℓ : 0 6 r 6 ℓ
}
.
The following lemma was suggested to us by Alexander Lytchak.
The proof proceeds by piecing together CAT(κ) neighborhoods of
points on a curve to construct a new CAT(κ) space. Exercise 8.13.7 is
inspired by the original idea of the proof of No-conjugate-point theo-
rem (8.10.2) given in [27].
8.10.3. Patchwork along a curve. Let U be a locally complete,
length, locally CAT(κ) space, and α : [a, b]→ U be a curve.
Then there is a complete length CAT(κ) space N with an open
set Ωˆ ⊂ N , a curve αˆ : [0, 1] → Ωˆ, and an open locally isometric
immersion Φ: Ωˆ# U such that Φ ◦ αˆ = α.
Moreover if α is simple, then one can assume in addition that Φ
is an open embedding; thus Ωˆ is locally isometric to a neighborhood of
Ω = Φ(Ωˆ) of α.
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Proof. According to Corollary 8.8.2, for any t ∈ [a, b] there is r(t) > 0
such that the closed ball B[α(t), r(t)] is a convex set that forms a
complete length CAT(κ) space.
Choose balls Bi = B[α(ti), r(ti)] for some partition a = t0 < t1 <
. . . < tn = b in such a way that IntBi ⊃ α([ti−1, ti]) for all i > 0.
Consider the disjoint union
⊔
i Bi =
{
(i, x) : x ∈ Bi } with the
minimal equivalence relation∼ such that (i, x) ∼ (i−1, x) for all i > 0.
Let N be the space obtained by gluing the Bi along ∼. Note that
Ai = Bi ∩Bi−1 is convex in Bi and in Bi−1. Applying the Reshetnyak
gluing theorem (8.9.1) n times, we conclude that N is a complete
length CAT(κ) space.
B0
B1 . . . . . .
Bn
For t ∈ [ti−1, ti], let αˆ(t) be the equivalence class of (i,α(t)) in N .
Let Ωˆ be the ε-neighborhood of αˆ in N , where ε > 0 is chosen so that
B(α(t), ε) ⊂ Bi for all t ∈ [ti−1, ti].
Define Φ: Ωˆ→ U by sending the equivalence class of (i, x) to x. It
is straightforward to check that Φ: N → U , αˆ : [0, 1]→ N and Ωˆ ⊂ N
satisfy the conclusion of the main part of the lemma.
To prove the final statement in the lemma, we only have to choose
ε > 0 so that in addition |α(τ) − α(τ′)| > 2·ε if τ 6 ti−1 and ti 6 τ′
for some i.
Proof of 8.10.2. Apply patchwork along γ (8.10.3).
The No-conjugate-point theorem (8.10.2) allows us to move a lo-
cal geodesic path so that its endpoints follow given trajectories. The
following corollary describe how this process might terminate.
8.10.4. Corollary. Let U be a locally complete, length, locally
CAT(κ) space. Suppose γ : [0, 1] → U is a local geodesic path with
length < ̟κ. Let αi : [0, 1]→ U , for i = 0, 1, be paths starting at γ(0)
and γ(1) respectively.
Then there is a uniquely determined pair consisting of an interval
I satisfying 0 ∈ I ⊂ [0, 1], and a continuous family of local geodesic
paths γt : [0, 1]→ U for t ∈ I, such that
a) γ0 = γ, γt(0) = α
0(t), γt(1) = α
1(t), and γt has length
< ̟κ,
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b) if I 6= [0, 1], then I = [0, a), where either γt converges
uniformly to a local geodesic γa of length ̟
κ, or for some
fixed s ∈ [0, 1] the curve γt(s) : [0, a) → U is a Lipschitz
curve with no limit as t→ a−.
Proof. Uniqueness follows from Theorem 8.10.2.
Let I be the maximal interval for which there is a family γt satis-
fying condition (a). By Theorem 8.10.2, such an interval exists and is
open in [0, 1]. Suppose I 6= [0, 1]. Then I = [0, a) for some 0 < a 6 1.
It suffices to show that I satisfies condition (b).
For each fixed s ∈ [0, 1], define the curve αs : [0, a)→ U by αs(t) =
γt(s). By Theorem 8.10.2, αs is £-Lipschitz for some £.
If αs for some value of s does not converge as t→ a−, then condiion
(b) holds. If each αs converges as t → a−, then γt converges as t →
→ a−, say to γa. By Proposition 8.10.1, γa is a local geodesic path
and
lengthγt → lengthγa 6 ̟κ.
By maximality of I, lengthγa = ̟
κ and so condition (b) again holds.
8.10.5. Corollary. Suppose U is a complete length locally CAT(κ)
space and α : [0, 1]→ U is a path of length ℓ < ̟κ. Then
a) there is a unique homotopy of local geodesic paths γt : [0, 1]→
→ U such that γ0(t) = γt(0) = α(0) and γt(1) = α(t),
b) we have that
lengthγt 6 length(α|[0,t]),
for any t ∈ [0, 1], and equality holds for given t if and only
if the restriction α|[0,t] is a reparametrization of γt.
Proof. Apply Corollary 8.10.4, setting α0(t) = α(0) for all t ∈ [0, 1],
and α1 = α. Since U is complete, there is an interval I such that
statement (a) holds for all t ∈ I, and either I = [0, 1] or I = [0, a)
where γt converges uniformly to a local geodesic γa of length ̟
κ.
By the patchwork along a curve (8.10.3), the values of t for which
condition (b) holds form an open subset of I containing 0; clearly this
subset is also closed in I. Therefore (b) holds on all of I.
Sinse ℓ < ̟κ, I = [0, 1] and the result follows.
The no-conjugate-point theorem (8.10.2) gives the following exten-
sion of the first variation formula (8.14.3) from geodesics in CAT(κ)
spaces to local geodesics in locally CAT(κ) spaces.
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8.10.6. Corollary. Suppose U is a locally complete locally CAT(κ)
space. For any geodesic [px] in U and local geodesic γ : [0, 1]→ U from
p to q of length < ̟κ, let γt : [0, 1]→ U be a continuous family of local
geodesic paths with γ0 = γ, γt(0) = geod[px](t) and γt(1) = q. Then
length(γt) = length(γ)− t· cos∡(γ, [px]) + o(t).
8.11 Lifting globalization
The Hadamard–Cartan theorem (8.13.1) states that the universal met-
ric cover of a complete space locally CAT(0) space is CAT(0). The
lifting globalization theorem gives an appropriate generalization of the
above statement to arbitrary curvature bounds; it could be also de-
scribed as a global version of Gauss’s lemma.
8.11.1. Lifting globalization theorem. Suppose U is a complete
length locally CAT(κ) space and p ∈ U . Then there is a complete length
CAT(κ) space B, with a point pˆ such that |pˆ− xˆ|B 6 ̟
κ
2 for any xˆ ∈ B
and there is a locally isometric map Φ: B → U such that Φ(pˆ) = p and
the following lifting property holds: for any path α : [0, 1] → U with
α(0) = p and lengthα < ̟κ/2, there is a unique path αˆ : [0, 1] → B
such that αˆ(0) = pˆ and Φ ◦ αˆ ≡ α.
Before proving the theorem we state and prove its corollary.
8.11.2. Corollary. Suppose U is a complete length locally CAT(κ)
space. Then for any p ∈ U there is ρp > 0 such that B[p, ρp] is a
complete length CAT(κ) space.
Moreover, we can assume that ρp <
̟κ
2 for any p and the function
p 7→ ρp is 1-Lipschitz.
Proof. Assume Φ: B → U and pˆ ∈ B are provided by Lifting global-
ization theorem (8.11.1).
Since Φ is local isometry, we can choose r > 0 so that the restriction
of Φ to B[pˆ, r] is distance preserving. By Lifting globalization, the
image Φ(B[pˆ, r]) coincides with the ball B[p, r]. This proves the first
part of theorem.
To prove the second part, lat us choose ρp to be maximal value
6 ̟
κ
2 such that B[p, ρp] is a complete length CAT(κ) space. By Corol-
lary 8.6.1, the ball
B[q, ρp − |p− q|]
is convex in B[p, ρp]. Therefore
B[q, ρp − |p− q|]
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is a complete length CAT(κ) space for any q ∈ B(p, ρp). In particular
ρq > ρp − |p − q| for any p, q ∈ U . Hence the second statement
follows.
The proof of the lifting globalization theorem relies heavily on the
properties of the space of local geodesic paths discussed in Section 8.10.
The following lemma proved by the first author and Richard Bishop
[28] is a key step in the proof.
8.11.3. Radial lemma. Let U be a length locally CAT(κ) space, and
suppose p ∈ U , R 6 ̟κ/2. Assume the ball B[p, R¯] is complete for all
R¯ < R, and there is a unique geodesic path, path[px], from p to any
point x ∈ B(p,R), that depends continuously on x. Then B(p,R) is a
̟κ-geodesic CAT(κ) space.
Proof. Without loss of generality, we may assume U = B(p,̟κ).
Set f = mdκ ◦ distp . Let us show that
➊ f ′′ + κ·f > 1.
Fix z ∈ U . We will apply Theorem 8.10.2 for the unique geodesic
path γ from p to z. The notations Ωi, γxy, N , xˆ, yˆ will be as in the
theorem. In particular, z ∈ Ω1.
By assumption, γpy = path[py] for any y ∈ Ω1. Consequently,
f(y) = mdκ|pˆ− yˆ|N . From the function comparison (8.5.1) applied in
N , we have f ′′ + κ·f > 1 in Ω1.
Fix R¯ < R, and consider the complete closed ball B[p, R¯] ⊂ U .
The proof of the following claim takes most of the rest of proof of the
theorem.
➋ B[p, R¯] is a convex set in U .
Choose arbitrary x, z ∈ B[p, R¯]. First note that ➊ implies:
➌ If γ : [0, 1]→ U is a local geodesic path from x to z and lengthγ <
̟κ, then lengthγ < 2·R¯ and γ lies completely in B[p, R¯].
Note that |x− z| < ̟κ. Thus, to prove Claim ➋, it is sufficient to
show that there is a geodesic path from x to z. By Corollary 8.10.5,
➍ Given a path α : [0, 1]→ U from x to z with lengthα < ̟κ, there
is a local geodesic path γ from x to z such that
lengthγ 6 lengthα.
Further, let us prove the following.
➎ There is unique local geodesic path γxz in B[p, R¯] from x to z.
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Denote by ∆xz the set of all local geodesic paths of B[p, R¯] from x
to z. By Corollary 8.10.4, there is a bijection ∆xz → ∆pp. According
to ➊, ∆pp contains only the constant path. Claim ➎ follows.
Note that claims ➌, ➍ and ➎ imply that γxz is minimizing; hence
Claim ➋.
Further, Claim ➌ and the no-conjugate-point theorem (8.10.2) to-
gether imply that the map (x, z) 7→ γxz is continuous.
Therefore by the patchwork globalization theorem (8.8.1), B[p, R¯]
is a ̟κ-geodesic CAT(κ) space.
Since
B(p,R) =
⋃
R¯<R
B[p, R¯],
then B(p,R) is convex in U and CAT(κ) comparison holds for any
quadruple in B(p,R). Therefore B(p,̟κ/2) is CAT(κ).
In the following proof, we construct a space Gp of local geodesic
paths that start at p. The space Gp comes with a marked point pˆ and
the endpoint map Φ: Gp → U . One can think of the map Φ as an
analog of expp in the Riemannian case; in this case the space Gp is the
ball of radius ̟κ in the tangent space at p, equipped with the metric
pulled back by expp.
We are going to set B = B[pˆ, ̟κ/2] ⊂ Gp, and use the radial lemma
(8.11.3) to prove that B is a ̟κ-geodesic CAT(κ) space.
Proof of 8.11.1. Suppose γˆ is a homotopy of local geodesic paths that
start at p. Thus the map
γˆ : (t, τ) 7→ γˆt(τ) : [0, 1]× [0, 1]→ U
is continuous, and the following holds for each t:
⋄ γˆt(0) = p,
⋄ γˆt : [0, 1]→ U is a local geodesic path in U .
Let ϑ(γˆ) denote the length of the path t 7→ γˆt(1).
Let Gp be the set of all local geodesic paths with length < ̟
κ in U
that start at p. Denote by pˆ ∈ Gp the constant path pˆ(t) ≡ p. Given
α,β ∈ Gp define
|α− β|Gp = inf
γˆ
{ϑ(γˆ)},
with infimum taken along all homotopies γˆ : [0, 1] × [0, 1] → U such
that γˆ0 = α, γˆ1 = β and γˆt ∈ Gp for all t ∈ [0, 1].
From Theorem 8.10.2, we have |α−β|
Gp
> 0 for distinct α and β;
that is,
➏ |∗ − ∗|
Gp
is a metric on Gp.
Further, again from Theorem 8.10.2, we have
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➐ The map
Φ: ξ 7→ ξ(1) : Gp → U
is a local isometry. In particular, Gp is locally CAT(κ).
Let α : [0, 1] → U be a path with lengthα < ̟κ and α(0) = p.
The homotopy constructed in Corollary 8.10.5 can be regarded as a
path in Gp, say αˆ : [0, 1]→ Gp, such that αˆ(0) = pˆ and Φ ◦ αˆ = α; in
particular αˆ(1) = α. By ➐,
length αˆ = lengthα.
Moreover, it follows that α is a local geodesic path of U if and only if
αˆ is a local geodesic path of Gp.
Further, from Corollary 8.10.5, for any ξ ∈ Gp and path αˆ : [0, 1]→
→ Gp from pˆ to ξ, we have
length αˆ = lengthΦ ◦ αˆ >
> length ξ = length ξˆ
where equality holds only if αˆ is a reparametrization of ξˆ. In particular,
➑ |pˆ− ξ|Gp = length ξ
and ξˆ : [0, 1] → Gp is the unique geodesic path from pˆ to ξ. Clearly,
the map ξ 7→ ξˆ is continuous.
From ➑ and Proposition 8.10.1, it follows
➒ For any R¯ < ̟κ/2, the closed ball B[pˆ, R¯] in Gp is complete.
Take B = B(pˆ, ̟κ/2) and Φ constructed above. According to
the Radial lemma (8.11.3), B is a ̟κ-geodesic CAT(κ) space. The
remaining statements are already proved.
8.12 Reshetnyak majorization
8.12.1. Definition. Let X be a metric space, α˜ be a simple closed
curve of finite length in M2(κ), and D ⊂ M2(κ) be a closed region
bounded by α˜. A length-nonincreasing map F : D → X is called ma-
jorizing if it is length-preserving on α˜.
In this case, we say that D majorizes the curve α = F ◦ α˜ under
the map F .
The following proposition is a consequence of the definition.
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8.12.2. Proposition. Let α be a closed curve in a metric space
X . Suppose D ⊂ M2(κ) majorizes α under F : D → X . Then any
geodesic subarc of α is the image under F of a subarc of ∂M2(κ)D that
is geodesic in the length-metric of D.
In particular, if D is convex, then the corresponding subarc is a
geodesic in M2(κ).
Proof. For a geodesic subarc γ : [a, b]→ X of α = F ◦ α˜, set
r˜ = |γ˜(a)− γ˜(b)|D, γ˜ = (F |∂D)−1 ◦ γ,
s = lengthγ, s˜ = length γ˜.
Then
r˜ > r = s = s˜ > r˜.
Therefore s˜ = r˜.
8.12.3. Corollary. Let [pxy] be a triangle of perimeter < 2·̟κ in a
metric space X . Assume a convex region D ⊂M2(κ) majorizes [pxy].
Then D = Conv[p˜x˜y˜] for a model triangle [p˜x˜y˜] = △˜κ(pxy), and the
majorizing map sends p˜, x˜ and y˜ respectively to p, x and y.
Now we come to the main theorem of this section.
8.12.4. Majorization theorem. Any closed curve α with length
smaller than 2·̟κ in a ̟κ-geodesic CAT(κ) space is majorized by a
convex region in M2(κ).
This theorem is proved by Yurii Reshetnyak in [24]; our proof uses
a trick which we learned from the lectures of Werner Ballmann [29].
An other proof can be build on Kirszbraun’s theorem (9.4.1), but it
works only for complete spaces.
The case when α is a triangle, say [pxy], is leading and nontrivial.
In this case, by Proposition 8.12.3, the majorizing convex region has
to be isometric to Conv[p˜x˜y˜], where [p˜x˜y˜] = △˜κ(pxy). There is a
majorizing map for [pxy] which image W is the image of the line-of-
sight map (definition 8.8.3) for [xy] from p, but as one can see from the
following example, the line-of-sight map is not majorizing in general.
p
x
y
zQ
Example. Let Q be a bounded region in E2 formed
by two congruent triangles, where the bounding quad-
rangle [pxzy] is non-convex at z (as in the picture).
Equip Q with the length-metric. Then Q is CAT(0)
by Reshetnyak gluing (8.9.1). For triangle [pxy]Q in
Q and its model triangle [p˜x˜y˜] in E2, we have
|x˜− y˜| = |x− y|Q = |x− z| + |z − y|.
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Then the map F defined by matching line-of-sight parameters satisfies
F (x˜) = x and |x − F (w˜)| > |x˜ − w˜| if w˜ is near the midpoint z˜ of
[x˜y˜] and lies on [p˜z˜]. Indeed, by the first variation formula (7.7.6), for
ε = 1− s we have
|x˜− w˜| = |x˜− γ˜ 1
2
(s)| = |x− z| + o(ε)
and
|x− F (w˜)| = |x− γ 1
2
(s)| = |x− z| − ε· cos∡[z px] + o(ε).
Thus F is not majorizing.
In the following proofs, x1 . . . xn (n > 3) denotes a broken geode-
sic with vertices x1, . . . , xn, and [x1 . . . xn] denotes the corresponding
(closed) polygon. For a subset R of the ambient metric space, we
denote by [x1 . . . xn]R a polygon in the length metric of R.
Our first lemma gives a model space construction based on repeated
application of Lemma 8.4.6. Recall that convex and concave curves
with respect to a point are defined in 7.5.2.
8.12.5. Lemma. In M2(κ), let β be a curve from x to y that is
concave with respect to p. Let D be the subgraph of β with respect to
p. Assume
lengthβ+ |p− x| + |p− y| < 2·̟κ.
a) Then β forms a geodesic [xy]D in D and therefore β, [px]
and [py] form a triangle [pxy]D in the length-metric of D.
b) Let [p˜x˜y˜] be the model triangle for triangle [pxy]D. Then
there is a short map G : Conv[p˜x˜y˜]→ D such that p˜ 7→ p,
x˜ 7→ x, y˜ 7→ y, and G is length-preserving on each side of
[p˜x˜y˜]. In particular, Conv[p˜x˜y˜] majorizes triangle [pxy]D
in D under G.
Proof. We prove the lemma for a broken geodesic β; the general case
then follows by approximation. Namely, since β is concave it can be
approximated by broken geodesics that are concave with respect to p,
with their lengths converging to lengthβ. Passing to a partial limit
we will obtain the needed map G.
Suppose β = x0x1 . . . xn is a broken geodesic with x0 = x and
xn = y. Consider a sequence of broken geodesics βi = x
0x1 . . . xi−1yi
such that |p− yi| = |p− y| and βi has same length as β; that is,
|xi−1 − yi| = |xi−1 − xi| + |xi − xi+1| + . . .+ |xn−1 − xn|.
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p x0 = xx
1
x2
y 3
y 2
y 1
Clearly βn = β. Sequentially applying Alexandrov’s lemma (5.2.1)
shows that each of the broken geodesics βn−1,βn−2, . . . ,β1 is concave
with respect to p. Let Di to be subgraph of βi with respect to p.
Applying Lemma 8.4.6 gives a short map Gi : Di → Di+1 that maps
yi 7→ yi+1 and does not move p and x (in fact, Gi is the identity
everywhere except on Conv[pxi−1yi]). Thus the composition
Gn−1 ◦ . . . ◦G1 : D1 → Dn
is short. The result follows since D1
iso
== Conv[p˜x˜y˜].
8.12.6. Lemma. Let [pxy] be a triangle of perimeter < 2·̟κ in a
̟κ-geodesic CAT(κ) space U . In M2(κ), let γ˜ be the κ-development
of [xy] with respect to p, where γ˜ has basepoint p˜ and subgraph D.
Consider the map H : D → U that sends the point with parameter
(t, s) under the line-of-sight map for γ˜ from p˜, to the point with the
same parameter under the line-of-sight map f for [xy] from p. Then
H is length-nonincreasing. In particular, D majorizes triangle [pxy].
Proof. Let γ = geod[xy] and T = |x − y|. As in the proof of the
development criterion (8.7.1), take a partition
0 = t0 < t1 < . . . < tn = T,
and set xi = γ(ti). Construct a chain of model triangles [p˜x˜i−1x˜i] =
△˜κ(pxi−1xi), with x˜0 = x˜ and the direction of [p˜x˜i] turning counter-
clockwise as i grows. Let Dn be the subgraph with respect to p˜ of the
broken geodesic x˜0 . . . x˜n.
Let δn be the maximum radius of a circle inscribed in any of the
triangles [p˜x˜i−1x˜i].
Now we construct a map Hn : Dn → U that increases distances by
at most 2·δn.
Suppose x ∈ Dn. Then x lies on or inside some triangle [p˜x˜i−1x˜i].
DefineHn(x) by first mapping x to a nearest point on [p˜x˜
i−1x˜i] (choos-
ing one if there are several), followed by the natural map to the triangle
[pxi−1xi].
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Since triangles in U are κ-thin (8.4.3), the restriction of Hn to each
triangle [p˜x˜i−1x˜i] is short. Then the triangle inequality implies that
the restriction of Hn to
Un =
⋃
16i6n
[p˜x˜i−1x˜i]
is short with respect to the length-metric on Dn. Since nearest-point
projection from Dn to Un increases the Dn-distance between two
points by at most 2·δn, the map Hn also increases the Dn-distance by
at most 2·δn.
Consider yn ∈ Dn with yn → y ∈ D and zn ∈ Dn with zn →
→ z ∈ D. Since δn → 0 under increasingly finer partitions, and
geodesics in U vary continuously with their endpoints (8.8.1), we have
Hn(xn)→ H(x) and Hn(yn)→ H(y). Since
|Hn(xn)−Hn(yn)| 6 |xn − yn|Dn + 2·δn,
where the left hand side converges to |H(x)−H(y)| and the right hand
side converges to |x− y|D, it follows that H is short.
Proof of 8.12.4. We begin by proving the theorem in case α is polyg-
onal.
First suppose α is a triangle, say [pxy]. By assumption, the perime-
ter of [pxy] is less than 2·̟κ. This is the base case for the induction.
Let γ˜ be the κ-development of [xy] with respect to p, where γ˜ has
basepoint p˜ and subgraphD. By the development criterion (8.7.1), γ˜ is
concave. By Lemma 8.12.5, there is a short map G : Conv △˜κ(pxy)→
→ D. Further, by Lemma 8.12.6, D majorizes [pxy] under a majoriz-
ing map H : D → U . Clearly H ◦G is a majorizing map for [pxy].
x˜1
x˜2 . .
.
x˜n−1
x˙n
Rn−1
R′
Now we claim that any closed n-gon
[x1x2 . . . xn] of perimeter less than 2·̟κ in
a CAT(κ) space is majorized by a convex
polygonal region
Rn = Conv[x˜
1x˜2 . . . x˜n]
under a map Fn such that Fn : x˜
i 7→ xi for
each i.
Assume the statement is true for (n−1)-
gons, n > 4. Then [x1x2 . . . xn−1] is ma-
jorized by a convex polygonal region
Rn−1 = Conv(x˜1, x˜2, . . . , x˜n−1),
in M2(κ) under a map Fn−1 satisfying Fn−1(x˜i) = xi for all i. Take
x˙n ∈ M2(κ) such that [x˜1x˜n−1x˙n] = △˜κ(x1xn−1xn) and this triangle
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lies on the other side of [x˜1x˜n−1] fromRn−1. Let R˙ = Conv[x˜1x˜n−1x˙n],
and F˙ : R˙→ U be a majorizing map for [x1xn−1xn] as provided above.
Set R = Rn−1∪ R˙, where R carries its length-metric. Since Fn and
F agree on [x˜1x˜n−1], we may define F : R→ U by
F (x) =
{
Fn−1(x), x ∈ Rn−1,
F˙ (x), x ∈ R˙.
Then F is length-nonincreasing, and is a majorizing map for [x1x2 . . .
. . . xn] (as in Definition 8.12.1).
If R is a convex subset of M2(κ), we are done.
If R is not convex, the total internal angle of R at x˜1 or x˜n−1 or
both is > pi. By relabeling we may suppose that it holds for x˜n−1.
The region R is obtained by glueing Rn−1 to R˙ by [x1xn−1]. Thus,
by Reshetnyak gluing (8.9.1), R in its length-metric is a CAT(κ)-space.
Moreover [x˜n−2x˜n−1] ∪ [x˜n−1x˙n] is a geodesic of R. Thus [x˜1, x˜2, . . .
. . . , x˜n−1x˙n]R is a closed (n − 1)-gon in R, to which the induction
hypothesis applies. The resulting short map from a convex region in
M2(κ) to R, followed by F , is the desired majorizing map.
Note that in fact we proved the following:
➊ Let Fn−1 be a majorizing map for the polygon [x1x2 . . . xn−1], and
F˙ be a majorizing map for the triangle [x1xn−1xn]. Then there is a
majorizing map Fn for the polygon [x
1x2 . . . xn] such that
ImFn+1 = ImFn ∪ Im F˙ .
We now use this claim to prove the theorem for general curves.
Assume α : [0, ℓ] → U is an arbitrary closed curve with natural
parameter. Choose a sequence of partitions 0 = t0n < t
2
n < . . . < t
n
n = ℓ
so that:
⋄ The set {tin+1}n+1i=0 is obtained from the set {tin}ni=0 by
adding one element.
⋄ For some sequence εn → 0+, we have tin− ti−1n < εn for all
i.
Inscribe in α a sequence of polygons Pn with vertices α(t
i
n). Apply
the claim above, to get a sequence of majorizing maps Fn : Rn → U .
Note that for all m > n
⋄ ImFm lies in an εn-neighborhood of ImFn
⋄ ImFm\ ImFn lies in an εn-neighborhood of α.
It follows that the set
K = α ∪
(⋃
n
ImFn
)
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is compact. Therefore the sequence (Fn) has a partial limit as n→∞;
say F . Clearly F is a majorizing map for α.
The following exercise is the rigidity case of the majorization the-
orem.
8.12.7. Exercise. Let U be a ̟κ-geodesic CAT(κ) space and
α : [0, ℓ]→ U be a closed curve with arclength parametrization. Assume
that ℓ < 2·̟κ and there is a closed convex curve α˜ : [0, ℓ] → M2(κ)
such that
|α(t0)− α(t1)|U = |α˜(t0)− α˜(t1)|M2(κ)
for any t0 and t1. Then there is a distance preserving map
F : Conv α˜→ U such that F : α˜(t) 7→ α(t) for any t.
8.12.8. Exercise. Assume a closed curve α of length < 2·̟κ in a
̟κ-geodesic CAT(κ) space is not a triangle. Show that exactly one of
these statements holds:
a) α is majorized by non-isometric convex regions in M2(κ);
b) the majorizing map for α is distance preserving.
For n = 1, the following lemma states that in a CAT(κ) space, a
sharp triangle comparison implies the presence of an isometric copy
of the convex hull of the model triangle. This rigidity statement was
proved by Alexandrov [16]. An analogue for CBB(κ) spaces fails, see
Exercise 9.4.7.
8.12.9. Arm lemma. Let U be a ̟κ-geodesic CAT(κ) space, and
P = [x0x1 . . . xn+1] be a polygon of length < 2·̟κ in U . Suppose
P˜ = [x˜0x˜1 . . . x˜n+1] is a convex polygon in M2(κ) such that
➋ |x˜i − x˜i−1|
M2(κ) = |xi − xi−1|U and ∡[xi x
i−1
xi+1 ] > ∡[x˜
i x˜i−1
x˜i+1 ]
for all i. Then
a) |x˜0 − x˜n+1|
M2(κ) 6 |x0 − xn+1|U .
b) Equality holds in (a) if and only if the map x˜i 7→ xi can
be extended to a distance-preserving map of Conv(x˜0, x˜1 . . .
. . . x˜n+1) onto Conv(x0, x1 . . . xn+1).
Proof. a). By majorization (8.12.4), P is majorized by a convex region
D˜ in M2(κ). By Proposition 8.12.2 and the definition of angle, D˜ is
bounded by a convex polygon P˜R = [ y
0y˜1 . . . y˜n+1] that satisfies
|y˜i − y˜i±1|
M2(κ) = |xi − xi±1|U , |y˜0 − y˜n+1|M2(κ) = |x0 − xn+1|U ,
∡[y˜i y˜
i−1
y˜i+1 ] > ∡[x
i xi−1
xi+1 ] > ∡[x˜
i x˜i−1
x˜i+1 ],
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for 1 6 i 6 n, where the final inequality is by ➋.
By the arm lemma (8.12.9), |x˜0 − x˜n+1| 6 |y˜0 − y˜n+1|. Since
|y˜0 − y˜n+1| = |x0 − xn+1|, the part (a) follows.
b). Suppose equality holds in (a). Then angles at the j-th vertex of
P˜ , P and P˜R are equal for 1 6 j 6 n, and we may take P˜ = P˜R.
Let F : D˜ → U be the majorizing map for P , where D˜ is the convex
region bounded by P˜ , and F |P˜ is length-preserving.
➌ Let x˜, y˜, z˜ be three vertices of P˜ , and x, y, z be the corresponding
vertices of P . If |x˜− y˜| = |x− y|, |y˜− z˜| = |x− z| and ∡[y˜ x˜z˜ ] = ∡[y xz ],
then F |Conv(x˜,y˜,z˜) is distance-preserving.
Since F is majorizing, F restricts to distance-preserving maps from
[x˜y˜] to [xy] and [y˜z˜] to [yz]. Suppose p˜ ∈ [x˜y˜] and q˜ ∈ [y˜z˜]. Then
➍ |p˜− q˜|
M2(κ) = |F (p˜)− F (q˜)|U .
Indeed, inequality holds in one direction by majorization, and in the
other direction by angle comparison (8.3.1c). By first variation formula
(8.14.4), it follows that each pair of corresponding angles of triangles
[x˜y˜z˜] and [xyz] are equal. But then ➍ holds for p, q on any two sides
of these triangles, so F is distance-preserving on every geodesic of
Conv(p˜, x˜, y˜). Hence the claim.
➎ Suppose F |Conv(x˜n+1,x˜0,x˜1...x˜k) is distance-preserving for some k,
1 6 k 6 n − 1. Then F |Conv(x˜n+1, x˜0, x˜1 . . . x˜k+1) is distance-
preserving.
Set p˜ = [x˜k−1x˜k+1] ∩ [x˜kx˜n+1] and p = [xk−1xk+1] ∩ [xkxn+1].
The following maps are distance-preserving:
(i) F |Conv(x˜k−1,x˜k,x˜k+1),
(ii) F |Conv(x˜k+1,x˜k−1,x˜n+1),
(iii) F |Conv(x˜n+1,x˜k,x˜k+1).
Indeed, (i) follows from ➌. Therefore |x˜k−1 − x˜k+1| = |xk−1 − xk+1|,
and so F restricts to a distance-preserving map from [x˜k−1x˜k+1] onto
[xk−1xk+1]. With the induction hypothesis, it follows that F (p˜) = p,
hence
➏ ∡[x˜k−1 x˜
k+1
x˜n+1] = ∡[x
n+1 xk−1
xk+1 ].
Then (ii) follows from ➏ and ➌. Since |x˜k − x˜n+1| = |xk − xn+1|, (iii)
follows from ➏ and (i).
Let γ˜ be a geodesic of Conv(x˜n+1, x˜0, x˜1 . . . x˜k+1). Then length γ˜ <
< ̟κ. If γ˜ does not pass the point [x˜k−1x˜k+1] ∩ [x˜kx˜n+1], it follows
from the induction hypothesis and (i) (ii), (iii) that γ = F ◦ γ˜ is a local
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geodesic of length < ̟κ. By 8.4.4, γ is a geodesic. By continuity, F ◦γ˜
is a geodesic for all γ˜. ➎ follows and hence the lemma.
8.12.10. Exercise. Let U be a complete length CAT(0) space and for
4 points x1, x2, x3, x4 ∈ U there is a convex quadrilateral [x˜1x˜2x˜3x˜4]
in E2 such that
|xi − xj |U = |x˜i − x˜j |E2
for all i and j. Show that U contains an isometric copy of the solid
quadrilateral x˜1x˜2x˜3x˜4; that is, the convex hull of x˜1, x˜2, x˜3, x˜4 in E
2
8.13 Hadamard–Cartan theorem
The development of Alexandrov geomtry was greatly influenced by
the Hadamard–Cartan theorem. Its original formulation states that
if M is a complete Riemannian manifold with nonpositive sectional
curvature, then the exponential map at any point p ∈M is a covering;
in particular it implies that the universal cover of M is diffeomorphic
to the Euclidean space of the same dimension.
In this generality, the theorem appeared in the lectures of Cartan
[30]. For surfaces in the Euclidean plane, the theorem was proved
by Hans von Mangoldt [31], and few years later independently by
Hadamard [32].
Formulations for metric spaces of different generality were proved
by Busemann [15], Rinow [33], and Gromov [34, p. 119]. A detailed
proof of Gromov’s statement when U is proper was given by Werner
Ballmann [35], using Birkhoff’s curve-shortening. A proof in the non-
proper geodesic case was given by the first author and Richard Bishop
[27]. This proof applies more generally, to convex spaces (see Exercise
8.13.7). It was pointed out by Bruce Kleiner [29] and independently
by Martin Bridson and Andre´ Haefliger [26] that this proof extends to
length spaces as well as geodesic spaces, giving:
8.13.1. Hadamard–Cartan theorem. Let U be a complete, simply
connected length locally CAT(0) space. Then U is CAT(0).
Proof. Since ̟κ = ∞, the map Φ: B → U in Theorem (8.11.1) is
a metric covering. Since U is simply connected, Φ: B → U is an
isometry.
To formulate the generalized Hadamard–Cartan theorem, we need
the following definition.
8.13.2. Definition. Given ℓ ∈ (0,∞], a metric space X is called ℓ-
simply connected if it is connected and any closed curve of length < ℓ
is null-homotopic in the class of curves of length < ℓ in X .
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Note that there is a subtle difference between simply connected
and ∞-simply connected spaces; the first states that any closed curve
is null-homotopic while the second means that any rectifiable curve
is null-homotopic in the class of rectifiable curves. However, as fol-
lows from Proposition 8.13.5, for locally CAT(κ) spaces these two
definitions are equivalent. This fact makes it possible to deduce the
Hadamard–Cartan theorem directly from the generalized Hadamard–
Cartan theorem.
8.13.3. Generalized Hadamard–Cartan theorem. A complete
length space U is CAT(κ) if and only if U is 2·̟κ-simply connected
and U is locally CAT(κ).
For proper spaces, the generalized Hadamard–Cartan theorem was
proved by Brian Bowditch [36]. In the proof we need the following
lemma.
8.13.4. Lemma.
Assume U is a complete length locally CAT(κ) space, ε > 0, and
γ1,γ2 : S
1 → U are two closed curves. Assume
a) lengthγ1, lengthγ2 < 2·̟κ − 4·ε;
b) |γ1(x) − γ2(x)| < ε for any x ∈ S1, and the geodesic
[γ1(x)γ2(x)] is uniquely defined and depends continuously
on x;
c) γ1 is majorized by a convex region in M
2(κ).
Then γ2 is majorized by a convex region in M
2(κ).
Proof. Let D be a convex region in M2(κ) that majorizes γ1 under
the map F : D → U (see Definition 8.12.1). Denote by γ˜1 the curve
bounding D such that F ◦ γ˜1 = γ1. Since
length γ˜1 = lengthγ1 <
< 2·̟κ − 4·ε,
there is a point p˜ ∈ D such that |p˜ − γ˜(x)|
M2(κ) <
̟κ
2 − ε for any
x ∈ S1. Denote by αx the joint of the paths F ◦ path[pγ˜1(x)]M2(κ) and
path[γ1(x)γ2(x)] in U . Note that αx depends continuously on x and
lengthαx <
̟κ
2 and αx(1) = γ2(x)
for any x.
Let us apply the lifting globalization theorem (8.11.1) for p = F (p˜).
We get a ̟κ-geodesic CAT(κ) space B and a locally isometric map
Φ: B → U with Φ(pˆ) = p for some pˆ ∈ B, and with the lifting property
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for the curves starting at p with length < ̟κ/2. Applying the lifting
property for αx, we get existence of a curve γˆ2 : S
1 → B such that
γ2 = Φ ◦ γˆ2.
Since B is a geodesic CAT(κ) space, we can apply the majorization
theorem (8.12.4) for γˆ2. The composition of the obtained majorization
with Φ is a majorization of γ2.
Proof. The “only if” part follows from the Reshetnyak majorization
theorem (8.12.4).
Let γt, t ∈ [0, 1] be a null-homotopy of curves in U ; that is, γ0(x) =
p for some p ∈ U and any x ∈ S1. Assume further that lengthγt <
2·̟κ for any t. To prove the “only if” part, it is sufficient to show
that γ1 is majorized by a convex region in M
2(κ).
By semicontinuity of length (2.3.2), we can choose ε > 0 sufficiently
small that
lengthγt < 2·̟κ − 4·ε
for all t.
By Corollary 8.11.2, we may assume in addition that B(γt(x), ε) is
CAT(κ) for any t and x.
Choose a partition 0 = t0 < t1 < . . . < tn = 1 so that |γti(x) −
− γti−1(x)| < ε for any i and x. According to 8.2.1, for any i, the
geodesic [γti(x)γti−1(x)] depends continuously on x.
Note that γ0 = γt0 is majorized by a convex region in M
2(κ).
Applying the lemma n times, we see that the same holds for γ1 =
γtn .
8.13.5. Proposition. Let U be a complete length locally CAT(κ)
space. Then U is simply connected if and only if it is ∞-simply con-
nected.
Proof; “if” part. It is sufficient to show that any closed curve in U is
homotopic to a closed broken geodesic.
Let γ0 be a closed curve in U . According to Corollary 8.11.2, there
is ε > 0 such that B(γ(x), ε) is CAT(κ) for any x.
Choose a broken geodesic γ1 such that |γ0(x)−γ1(x)| < ε for any x.
By 8.2.1, path[γ0(x)γ1(x)] is uniquely defined and depends continuously
on x.
Hence γt(x) = path[γ0(x)γ1(x)](t) gives a homotopy from γ0 to γ1.
“Only if” part. The proof is similar.
Assume γt is a homotopy between two rectifiable curves γ0 and
γ1. Fix ε > 0 so that the ball B(γt(x), ε) is CAT(κ) for any t and x.
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Choose a partition 0 = t0 < t1 < . . . < tn = 1 so that
|γti−1(x) − γti(x)| < ε10
for any i and x. Set γˆt0 = γ0, γˆtn = γtn . For each 0 < i < n,
approximate γti by a closed broken geodesic γˆi.
Construct the homotopy from γˆti−1 to γˆti setting
γˆt = path[γˆti−1(x)γˆti (x)](t).
Since ε is sufficiently small, by 8.2.6, we get that
length γˆt < 10·(length γˆti−1 + length γˆti).
In particular, γˆt is rectifiable for all t.
Joining the obtained homotopies for all i we obtain a homotoply
from γ0 to γ1 in the class of rectifiable curves.
8.13.6. Exercise. Let X be a double cover of E3 that branches along
two distinct lines ℓ and m. Show that X is CAT(0) if and only if ℓ
intersects m at a right angle.
About convex spaces. A convex space X is a geodesic space such
that the function t 7→ |γ(t)−σ(t)| is convex for any two geodesic paths
γ,σ : [0, 1] → X . A locally convex space is a length space in which
every point has a neighborhood that is a convex space in the restricted
metric.
8.13.7. Exercise. Assume X is a convex space such that the angle
of any hinge is defined. Show that X is CAT(0).
The following exercise gives an analog of Hadamard–Cartan theo-
rem for locally convex spaces; see also [27].
8.13.8. Exercise. Show that a complete, simply connected, locally
convex space is a convex space.
8.14 Angles
Recall that Ñ denotes a selective nonpriciple ultrafilter on N, see Sec-
tion 3.2.
8.14.1. Angle semicontinuity. Let Un be a ̟κ-geodesic CAT(κ)
space for each n ∈ N and Un → UÑ as n→ Ñ. Assume that a sequence
of hinges [pn
xn
yn ] in Un converges to a hinge [pÑ xÑyÑ ] in UÑ. Then
∡[pÑ
xÑ
yÑ ] > limn→Ñ∡[pn
xn
yn ].
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Proof. By angle-sidelength monotonicity (8.3.2),
∡[pÑ
xÑ
yÑ ] = inf
{
∡˜κ(pÑ
x¯Ñ
y¯Ñ) : x¯Ñ ∈ ]pÑxÑ], y¯Ñ ∈ ]pÑyÑ]
}
.
For fixed x¯Ñ ∈ ]pÑxÑ] and y¯Ñ ∈ ]pÑxÑ], choose x¯n ∈ ]pxn] and
y¯n ∈ ]pyn] so that x¯n → x¯Ñ and y¯n → y¯Ñ as n→ Ñ. Clearly
∡˜κ(pn
x¯n
y¯n)→ ∡˜κ(pÑ x¯Ñy¯Ñ)
as n→ Ñ.
By angle comparison (8.3.1c), ∡[pn
xn
yn ] 6 ∡˜
κ(pn
x¯n
y¯n). Hence the
result.
Now we verify that the first variation formula holds in the CAT
setting. Compare it to the first variation inequality (5.3.4) which holds
for general metric spaces and to the strong angle lemma (7.7.6) for
CBB spaces.
8.14.2. Strong angle lemma. Let U be a ̟κ-geodesic CAT(κ)
space. Then for any hinge [p qx] in U , we have
➊ ∡[p qx] = limx¯→p { ∡˜
κ(p qx¯) : x¯ ∈ ]px] }
for any κ ∈ R such that |p− q| < ̟κ.
Proof. By angle-sidelength monotonicity (8.3.2), the righthand side is
defined and at least equal to the lefthand side.
By Lemma 5.3.1, we may take κ = 0 in ➊. By the cosine law and
the first variation inequality (5.3.4), the righthand side is at most equal
to the lefthand side.
8.14.3. First variation. Let U be a ̟κ-geodesic CAT(κ) space. For
any nontrivial geodesic [py] in U and point q 6= p such that |p−q| < ̟κ,
we have
|q − geod[py](t)| = |q − p| − t· cos∡[p qy] + o(t).
Proof. The first variation equation is equivalent to the strong angle
lemma (8.14.2), as follows from the Euclidean cosine law.
8.14.4. First variation (both-endpoints version). Let U be a
̟κ-geodesic CAT(κ) space. For any nontrivial geodesics [py] and [qz]
in U such that p 6= q and |p− q| < ̟κ, we have
|geod[py](t)−geod[qz](τ)| = |q−p|−t· cos∡[p qy]−τ· cos∡[q pz ]+o(t+τ).
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Proof. By the first variation equation (8.14.3),
|geod[py](t)− geod[qz](τ)| =
= |q − geod[py](t)| − τ· cos∡[q
geod[py](t)
z ] + o(τ)
= |q − p| − t· cos∡[p qy] + o(t)− τ· cos∡[q
geod[py](t)
z ] + o(τ) =
= |q − p| − t· cos∡[p qy]− τ· cos∡[q pz] + o(t+ τ).
Here the final equality follows from
➋ lim
t→0
∡[q
geod[py](t)
z ] = ∡[q
p
z ].
“6” in ➋ holds by angle semicontinuity (8.14.1). “>” holds by the
triangle inequality for angles, since angle comparison (8.3.1c) gives
lim
t→0
∡[q pgeod[py](t)
] = 0.
8.15 Remarks and open problems
The following question was known in folklore in the 80’s, but it seems
that in print it was first mentioned in [37]. We do not see any reason
why it should be true, but we also cannot construct a counterexample.
8.15.1. Open question. Let U be a complete length CAT(0) space
and K ⊂ U be a compact set. Is it true that K lies in a convex compact
set K¯ ⊂ U?
The question can easily be reduced to the case when K is finite;
so far it is not even known if any three points in a complete length
CAT(0) space lie in a compact convex set.
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Chapter 9
Kirszbraun revisited
This chapter is based on our paper [38] and earlier paper of Urs Lang
and Viktor Schroeder [39].
9.1 Short map extension definitions.
9.1.1. Theorem. Acomplete length space L is CBB(κ) if and only
if for any 3-point set V3 and any 4-point set V4 ⊃ V3 in L, any short
map f : V3 → M2(κ) can be extended to a short map F : V4 → M2(κ)
(so f = F |V3).
The proof of the “only if” part of Theorem 9.1.1 can be obtained as
a corollary of Kirszbraun’s theorem (9.4.1). We present another, more
elementary proof; it use the following analog of Alexandrov lemma
(5.2.1).
We say that two triangles with a common vertex do not overlap if
their convex hulls intersect only at the common vertex.
9.1.2. Overlap lemma. Let [x˜1x˜2x˜3] be a triangle in M2(κ). Let
p˜1, p˜2, p˜3 be points such that, for any permutation {i, j, k} of {1, 2, 3},
we have
(i) |p˜i − x˜k¯| = |p˜j − x˜k¯|,
(ii) p˜i and x˜i lie in the same closed halfspace determined by
[x˜j x˜k¯],
Assume no pair of triangles [p˜ix˜j x˜k¯] overlap then
∡p˜1 + ∡p˜2 + ∡p˜3 > 2·pi,
where ∡p˜i denotes ∡[p˜i x˜
k¯
x˜j ] for a permutation {i, j, k} of {1, 2, 3}.
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p˜1
p˜2
p˜3
x˜1
x˜2
x˜3
Remarks. If κ 6 0, then overlap lemma can be
proved without using condition (i). This follows im-
mediately from the formula that relates the sum of
angles for the hexagon [p˜1x˜2p˜3x˜1p˜2x˜3] and its area:
∡p˜1 −∡x˜2 + ∡p˜3 −∡x˜1 +∡p˜2 − ∡x˜3 = 2·pi− κ·area.
The diagram shows that condition (i) is essential
in case κ > 0.
Proof. Rotate the triangle [p˜3x˜1x˜2] around x˜1 to make [x˜1p˜3] coincide
with [x˜1p˜2]. Let x˙2 denote the image of x˜2 after rotation. Note that
∡[x˜1 x˜
3
x˙2 ] = min{∡[x˜1 x˜
2
p˜3 ] + ∡[x˜
1 p˜
2
x˜3 ], 2·pi− (∡[x˜1 x˜
2
p˜3 ] + ∡[x˜
1 p˜
2
x˜3 ]) }.
By (ii), the triangles [p˜3x˜1x˜2] and [p˜2x˜3x˜1] do not overlap if and only
if
➊ 2·pi > ∡[x˜1 x˜2p˜3 ] + ∡[x˜1 p˜
2
x˜3 ] + ∡[x˜
1 x˜2
x˜3 ]
and
➋ ∡[x˜1 x˜
3
x˜2 ] > ∡[x˜
1 x˜3
x˙2 ].
The condition ➋ holds if and only if |x˜2 − x˜3| > |x˙2 − x˜3|, which in
turn holds if and only if
➌
∡p˜1 > ∡[p˜2 x˜
3
x˙2 ]
= min{∡p˜3 + ∡p˜2, 2·pi− (∡p˜3 + ∡p˜2)}.
The inequality follows since the corresponding hinges have the same
pairs of sidelengths. (The two pictures show that both possibilities for
the minimum can occur.)
p˜3
p˜1
p˜2
x˜1 x˜2
x˙2
x˜3
p˜1
p˜2
p˜3
x˜1 x˜2
x˙2
x˜3
Now assume ∡p˜1 + ∡p˜2 + ∡p˜3 6 2·pi. Then ➌ implies
∡p˜i > ∡p˜j + ∡p˜k¯.
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Since no pair of triangles overlap, the same holds for any permutation
(i, j, k¯) of (1, 2, 3). Therefore
∡p˜1 + ∡p˜2 + ∡p˜3 > 2·(∡p˜1 + ∡p˜2 + ∡p˜3),
a contradiction.
Proof of 9.1.1; “if” part. Assume L is geodesic. Take x1, x2, x3 ∈ L
so the model triangle [x˜1x˜2x˜3] = △˜κ(x1x2x3) is defined. Choose p ∈
∈ ]x1x2[ ; apply Kirszbrun property for V3 = {x1, x2, x3} and V4 =
{x1, x2, x3, p} and the map f(xi) = x˜i. You obtain point-on-side com-
parison (7.3.1b).
In case L is not geodesic, pass to its ultrapower LÑ. Note that
the short map extension property survives for LÑ and recall that LÑ
is geodesic (see 3.5.2). Thus, from above, LÑ is a complete length
CBB(κ) space. By Proposition 7.1.7, L is a complete length CBB(κ)
space.
“Only if” part. Assume the contrary; that is, x1, x2, x3, p ∈ L, and
x˜1, x˜2, x˜3 ∈ M2(κ) are such that |x˜i − x˜j | 6 |xi − xj | for all i, j and
there is no point p˜ ∈M2(κ) such that |p˜− x˜i| 6 |p− xi| for all i.
Note that in this case all comparison triangles △˜κ(pxixj) are de-
fined. That is always true if κ 6 0. If κ > 0, and say △˜κ(px1x2) is
undefined, then
|p− x1| + |p− x2| > 2·̟κ − |x1 − x2| >
> 2·̟κ − |x˜1 − x˜2| >
> |x˜1 − x˜3| + |x˜2 − x˜3|.
It follows that we can take p˜ on [x˜1x˜3] or [x˜2x˜3].
For each i ∈ {1, 2, 3}, consider a point p˜i ∈ M2(κ) such that |p˜i −
− x˜i| is minimal among points satisfying |p˜i − x˜j | 6 |p − xj | for all
j 6= i. Clearly, every p˜i is inside the triangle [x˜1x˜2x˜3] (that is, in
Conv(x˜1, x˜2, x˜3)), and |p˜i− x˜i| > |p−xi| for each i. Since the function
x 7→ ∡˜κ{x; a, b} is increasing, it follows that
(i) |p˜i − x˜j | = |p− xj | for i 6= j;
(ii) no pair of triangles from [p˜1x˜2x˜3], [p˜2x˜3x˜1], [p˜3x˜1x˜2] over-
lap in [x˜1x˜2x˜3].
As follows from the overlap lemma (9.1.2), in this case
∡[p˜1 x˜
2
x˜3 ] + ∡[p˜
2 x˜3
x˜1 ] + ∡[p˜
3 x˜1
x˜2 ] > 2·pi.
Since |x˜i − x˜j | 6 |xi − xj | we get
∡[p˜k¯ x˜
i
x˜j ] 6 ∡˜
κ(p x
i
xj)
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if (i, j, k) is a permutation of (1, 2, 3). Therefore
∡˜κ(p x
1
x2) + ∡˜
κ(p x
2
x3) + ∡˜
κ(p x
3
x1) > 2·pi;
the later contradicts CBB(κ) comparison (7.1.2).
9.1.3. Theorem. Assume any pair of points at distance < ̟κ in the
metric space U are joined by a unique geodesic. Then U is CAT(κ) if
and only if for any 3-point set V3 with perimeter < 2·̟κ and any 4-
point set V4 ⊃ V3 in M2(κ), any short map f : V3 → U can be extended
to a short map F : V4 → U .
Note that the “only if” part of Theorem 9.1.3 does not follow di-
rectly from Kirszbraun’s theorem, since the desired extension is in U
— not its completion.
9.1.4. Lemma. Let x1, x2, x3, y1, y2, y3 ∈ M(κ) be points such that
|xi−xj| > |yi− yj| for all i, j. Then there is a short map Φ: M(κ)→
→ M(κ) such that Φ(xi) = yi for all i; moreover, one can choose Φ
so that
ImΦ ⊂ Conv(y1, y2, y3).
We only give an idea of the proof of this lemma; alternatively, one
can get the result as a corollary of Kirszbraun’s theorem (9.4.1)
Idea of the proof. The map Φ can be constructed as a composition of
an isometry ofM(κ) and the following folding maps: Given a halfspace
H in M(κ), consider the map M(κ) → H , that is identity on H and
reflects all points outside of H into H . This map is a path isometry,
in particular it is short.
The last part of the lemma can be proved by composing the con-
structed map with foldings along the sides of triangle [y1y2y3] and
passing to a partial limit.
Proof of 9.1.3; “if” part. The point-on-side comparison (8.3.1b) follows
by taking V3 = {x˜, y˜, p˜} and V4 = {x˜, y˜, p˜, z˜} where z ∈ ]xy[. It is only
necessary to observe that F (z˜) = z by uniqueness of [xy].
“Only if” part. Let V3 = {x˜1, x˜2, x˜3} and V4 = {x˜1, x˜2, x˜3, p˜}.
Set yi = f(x˜i) for all i; we need to find a point q ∈ U such that
|yi − q| 6 |x˜i − p˜| for all i.
Let D be the convex set in M2(κ) bounded by the model triangle
[y˜1y˜2y˜3] = △˜κy1y2y3; that is, D = Conv(y˜1, y˜2, y˜3).
Note that |y˜i − y˜j | = |yi − yj | 6 |x˜i − x˜j | for all i, j. Applying
Lemma 9.1.4, we get a short map Φ: M(κ)→ D such that Φ: x˜i 7→ y˜i.
Further, by the majorization theorem (8.12.4), there is a short map
F : D → U such that y˜i 7→ yi for all i.
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Thus one can take q = F ◦ Φ(p˜).
9.1.5. Exercise. Assume X is a complete length space that satis-
fies the following condition: any 4-point subset can be isometrically
embedded in Euclidean 3-space.
Prove that X is isometric to a closed convex substet of a Hilbert
space.
9.1.6. Exercise. Let Fs be the metric on the 5 point set {p, q, x, y, z}
such that |p − q| = s and all the remaining distances are equal 1.
Assume Fs admits a distance preserving map into a complete length
CAT(0) space. Show that Fs admits a distance preserving map into a
complete length CBB(0) space.
9.2 (1+n)-point comparison
The following theorem gives a more sensitive analog of CBB(κ) com-
parison (7.1.2).
9.2.1. (1+n)-point comparison. Let L be a complete length
CBB(κ) space. Then for any array of points p, x1, . . . , xn ∈ L there is
a model array p˜, x˜1, . . . , x˜n ∈Mn(κ) such that
a) |p˜− x˜i| = |p− xi| for all i.
b) |x˜i − x˜j | > |xi − xj | for all i, j.
Proof. It is sufficient to show that given ε > 0 there is a configuration
p˜, x˜1, . . . , x˜n ∈Mn(κ) such that
|x˜i − x˜j | > |xi − xj | and ∣∣|p˜− x˜i| − |p− xi|∣∣ 6 ε.
Then one can pass to a limit configuration for ε→ 0+.
According to 7.2.4, the set Str(x1, . . . , xn) is dense in L. Thus,
there is a point p′ ∈ Str(x˜1, . . . , x˜n) such that |p′ − p| 6 ε. According
to Corollary 11.6.5, Tp′ contains a subcone E isometric to a Euclidean
space that contains all vectors log[p′xi]. Passing to subspace if neces-
sary, we can assume that dimE 6 n.
Mark a point p˜ ∈ Mn(κ) and choose a distance preserving map
ι : E → Tp˜Mn(κ). Set
x˜i = expp˜ ◦ι(log[p′xi]).
Thus |p˜− x˜i| = |p′ − xi| and therefore∣∣|p˜− x˜i| − |p− xi|∣∣ 6 |p− p′| 6 ε.
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From the hinge comparison (7.3.1c) we have
∡˜κ(p˜ x˜
i
x˜j) = ∡[p˜
x˜i
x˜j ] = ∡[p
′ xi
xj ] > ∡˜
κ(p′ x
i
xj),
thus
|x˜i − x˜j | > |xi − xj |.
9.2.2. Exercise. Let p, x1, . . . , xn be a point array p, x1, . . . , xn in
a CBB(0) space. Consider the n×n-matrix M with the components
mi,j =
1
2 ·(|xi − p|2 + |xj − p|2 − |xi − xj |2).
Show that
➊ s·M ·s⊤ > 0
for any vector s = (s1, . . . , sn) with nonnegative components.
The inequality in the above exercise is discov-
ered by Karl-Theodor Sturm [40]. It turns out to be
weaker than (1+n)-point comparison. An example
can be constructed by perturbing the 6-point met-
ric isometric to a regular pentagon with its center by
making its sides slightly longer and diagonals slightly
shorter [41].
9.2.3. Exercise. Give an example of metric on a
finite set, that satisfies the comparison inequality
∡˜0(p x1x2) + ∡˜
0(p x2x3) + ∡˜
0(p x3x1) 6 2·pi
for any quadruple of points (p, x1, x2, x3), but is not isometric to a
subset of Alexandrov space with curvature > 0.
9.2.4. Exercise. Let L be a complete length CBB(κ) space. Assume
that a point array (a0, a1, . . . , ak¯) in L is κ-strutting for a point p ∈ L.
Show that there are point p˜, a˜0, . . . , a˜m ∈ Mm+1(κ) such that
|p˜− a˜i| = |p− ai| and |a˜i − a˜j | = |ai − aj |
for all i and j.
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9.3 Helly’s theorem
9.3.1. Helly’s theorem. Let U be a complete length CAT(0) space
and {Kα}α∈A be an arbitrary collection of closed bounded convex sub-
sets of U .
If ⋂
α∈A
Kα = ∅
then there is an index array α1,α2, . . . ,αn ∈ A such that
n⋂
i=1
Kαi = ∅.
Remarks.
(i) In general, none of Kα might be compact; otherwise the
statement is trivial.
(ii) If U is a Hilbert space (not necessarily separable), then
the above result is equivalent to the following statement:
if a convex bounded set is closed in ordinary topology then
it compact in the weak topology. One can define weak
topology on arbitrary metric space, by taking exteriors of
closed ball as its prebase. Then the result above implies
analogous statement for complete length CAT(0) spaces
(compare to [42]).
We present the original proof of Urs Lang and Viktor Schroeder
from [39].
Proof of 9.3.1. Assume the contrary. Then for any finite set F ⊂ A
KF :=
⋂
α∈F
Kα 6= ∅,
we will construct point z such that z ∈ Kα for each α. Thus we will
arrive to contradiction since ⋂
α∈A
Kα = ∅.
Choose a point p ∈ U and set r = sup |KF − p| where F runs
all finite subsets of A. Set p∗F to be the closest point on KF from p;
according to closest-point projection lemma (8.6.3), p∗F exits and is
unique.
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Take a nested sequence of finite subsets F1 ⊂ F2 ⊂ . . . of A, such
that |KFn − p| → r.
Let us show that the sequence (p∗Fn) converges in itself. Indeed, if
not, then for some fixed ε > 0, we can choose two subsequences (y′n)
and (y′′n) of (p
∗
Fn
) such that |y′n − y′′n| > ε. Set zn to be midpoint of
[y′ny
′′
n]. From point-on-side comparison (7.3.1b), there is δ > 0 such
that
|p− zn| 6 max{|p− y′n|, |p− y′′n|} − δ.
Thus
lim
n→∞ |p− zn| < r.
On the other hand, from convexity, each Fn contains all zk¯ with suffi-
ciently large k¯, a contradiction.
Thus, p∗Fn converges and we can set z = limn p
∗
Fn
. Clearly
|p− z| = r.
Repeat the above arguments for the sequence F ′n = Fn ∪ {α}. As
a result, we get another point z′ such that |p − z| = |p − z′| = r and
z, z′ ∈ KFn for all n. Thus, if z 6= z′ the midpoint zˆ of [zz′] would
belong to all KFn and from comparison we would have |p − zˆ| < r, a
contradiction.
Thus, z′ = z; in particular z ∈ Kα for each α ∈ A.
9.4 Kirszbraun’s theorem
A slightly weaker version of the following theorem was proved by Urs
Lang and Viktor Schroeder [39].
9.4.1. Kirszbraun’s theorem. Let L be a complete length CBB(κ)
space, U be a complete length CAT(κ) space, Q ⊂ L be arbitrary subset
and f : Q → U be a short map. Assume that there is z ∈ U such
that f(Q) ⊂ B[z, ̟κ2 ]U . Then f : Q → U can be extended to a short
map F : L → U (that is, there is a short map F : L → U such that
F |Q = f .)
The condition f(Q) ⊂ B[z, ̟κ2 ] trivially holds for any κ 6 0 since
in this case ̟κ =∞. The following example shows that this condition
is needed for κ > 0.
The Conjecture 9.6.2 (if true) gives an equivalent condition for the
existence of a short extension; roughly it states the following example
is the only obstacle.
9.4.2. Example. Let Sm+ be a closed m-dimensional unit hemisphere.
Denote its boundary, which is isometric to Sm−1, by ∂Sm+ . Clearly,
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Sm+ is CBB(1) and ∂S
m
+ is CAT(1), but the identity map ∂S
m
+ → ∂Sm+
cannot be extended to a short map Sm+ → ∂Sm+ (there is no place for
the pole).
There is also a direct generalization of this example to a hemisphere
in a Hilbert space of arbitrary cardinal dimension.
First we prove this theorem in the case κ 6 0 (9.4.4). In the proof
of the more complicated case κ > 0, we use the case κ = 0. The
following lemma is the main ingredient in the proof.
9.4.3. Finite+one lemma. Let κ 6 0, L be a complete length
CBB(κ) space, and U be a complete length CAT(κ) space. Suppose
x1, x2, . . . , xn ∈ L and y1, y2, . . . , yn ∈ U are such that |xi − xj | >
> |yi − yj | for all i, j.
Then for any p ∈ L, there is q ∈ U such that |yi − q| 6 |xi − p| for
each i.
Proof. It is sufficient to prove the lemma only for κ = 0 and −1. The
proofs of these two cases are identical, only the formulas differ. In the
proof, we assume κ = 0 and provide the formulas for κ = −1 in the
footnotes.
From (1+n)-point comparison (9.2.1), there is a model configu-
ration p˜, x˜1, x˜2, . . . , x˜n ∈ Mn(κ) such that |p˜ − x˜i| = |p − xi| and
|x˜i − x˜j | > |xi − xj | for all i, j. It follows that we can assume that
L =Mn(κ).
For each i, consider functions f i : U → R and f˜ i : Mn(κ) → R
defined as follows1
(A)0 f i = 12 · dist2yi , f˜ i = 12 · dist2x˜i .
Set f = (f1, f2, . . . , fn) : U → Rn and f˜ = (f˜1, f˜2, . . . , f˜n) : Mn(κ)→
→ Rn.
Recall that the set Upf(U) ⊂ Rn is defined on page 167. Note
that it is sufficient to prove that f˜ (p˜) ∈ Upf(U).
Clearly, (f i)′′ > 1. Thus, by the theorem on barycentric simplex
(12.1.3a), the set Up f(U) ⊂ Rn is convex.
Arguing by contradiction, let us assume that f˜ (p˜) /∈ Up f(U).
Then there exists a supporting hyperplane α1 ·x1 + . . .αn ·xn = c
to Upf(U), separating it from f˜(p˜). According to Lemma 12.1.6b,
αi > 0 for each i. So we can assume that (α1,α2, . . . ,αn) ∈ ∆n−1
1In case κ = −1,
(A)− f i = cosh ◦dist
yi
, f˜ i = cosh ◦dist
x˜i
.
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(that is, αi > 0 for each i and
∑
αi = 1) and
∑
i
αi ·f˜ i(p˜) < inf
{∑
i
αi ·f i(q) : q ∈ U
}
.
The latter contradicts the following claim.
➊ Given α = (α1,α2, . . . ,αn) ∈ ∆n−1, set
h =
∑
i
αi ·f i h : U → R z = MinPointh ∈ U
h˜ =
∑
i
αi ·f˜ i h˜ : Mn(κ)→ R z˜ = MinPoint h˜ ∈Mn(κ)
Then h(z) 6 h˜(z˜).
Proof of the claim. Note that dzh > 0. Thus, for each i, we have
2
(B)0
0 6 (dzh)(↑[zyi]) =
= −
∑
j
αj ·|z − yj | · cos∡[z y
i
yj ] 6
6 −
∑
j
αj ·|z − yj | · cos ∡˜0(z y
i
yj) =
= − 12·|z−yi| ·
∑
j
αj ·
[|z − yi|2 + |z − yj |2 − |yi − yj|2] .
In particular3,
(C)0
∑
i
αi ·

∑
j
αj ·
[|z − yi|2 + |z − yj |2 − |yi − yj|2]

 6 0,
2In case κ = −1, the same calculations give
(B)−
0 6 . . . 6 − 1
sinh |z−yi|
·
∑
j
αj ·
[
cosh |z − yi| · cosh |z − yj | − cosh |yi − yj |
]
.
3In case κ = −1, the same calculations give
(C)−
∑
i
αi ·

∑
j
αj ·
[
cosh |z − yi| · cosh |z − yj | − cosh |yi − yj |
]

 6 0.
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or4
(D)0 2·h(z) 6
∑
i,j
αi ·αj ·|yi − yj|2.
Note, that if U iso== Mn(κ), then all inequalities in (B,C,D) are
sharp. Thus the same argument as above, repeated for x˜1, x˜2, . . . , x˜n ∈
∈Mn(κ) gives5
(E)0 2·h˜(z˜) =
∑
i,j
αi ·αj ·|x˜i − x˜j |2.
Note that
|x˜i − x˜j | > |xi − xj | > |yi − yj |
for all i, j. Thus, (D) and (E) imply the claim. △
9.4.4. Kirszbraun’s theorem for nonpositive bound. Let κ 6
6 0, L be a complete length CBB(κ) space, U be a complete length
CAT(κ) space, Q ⊂ L be arbitrary subset and f : Q → U be a short
map. Then there is a short extension F : L → U of f ; that is, there is
a short map F : L → U such that F |Q = f .
Remark. If U is proper, then we do not need Helly’s theorem (9.3.1)
— compactness of closed balls in U is sufficient in this case.
Proof of 9.4.4. By Zorn’s lemma, we can assume that Q ⊂ L is a
maximal set; that is, f : Q → U does not admits a short extension to
any larger set Q′ ⊃ Q.
Let us argue by contradiction. Assume that Q 6= L; choose p ∈
∈ L\Q. Then ⋂
x∈Q
B[f(x), |p− x|] = ∅.
Since κ 6 0, the balls are convex; thus, by Helly’s theorem (9.3.1),
one can choose a point array x1, x2, . . . , xn ∈ Q such that
➋
n⋂
i=1
B[yi, |xi − p|] = ∅,
4In case κ = −1,
(D)− (h(z))2 6
∑
i,j
αi ·αj · cosh |y
i − yj |.
5In case κ = −1,
(E)− (h˜(z˜))2 =
∑
i,j
αi ·αj · cosh |x˜
i − x˜j |.
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where yi = f(xi). Finally note that ➋ contradicts the Finite+one
lemma (9.4.3)
Proof of Kirszbraun’s theorem (9.4.1). The case κ 6 0 is already
proved in 9.4.4. Thus it remains to prove the theorem only in case
κ > 0. After rescaling we may assume that κ = 1 and therefore
̟κ = pi.
Since B[z,pi/2]U is a complete length CAT(κ) space, we can assume
U = B[z,pi/2]U . In particular, diamU 6 pi.
Further, any two points x, y ∈ U such that |x − y| < pi are joined
by a unique geodesic; if |x − y| = pi, then the concatenation of [xz]
and [zy] as a geodesic from x to y. Hence U is geodesic.
We can also assume that diamL 6 pi. Otherwise L is one-dimensional
(see 7.8.1); in this case the result follows since U is geodesic.
Assume the theorem is false. Then there is a set Q ⊂ L, a short
map f : Q→ U and p ∈ L\Q such that
➌
⋂
x∈Q
B[f(x), |x− p|] = ∅.
We will apply 9.4.4 for κ = 0 to Euclidean cones L˚ = ConeL and
U˚ = ConeU . Note that
⋄ U˚ is a complete length CAT(0) space,
⋄ since diamL 6 pi we have L˚ is CBB(0).
Further, we will view spaces L and U as unit spheres in L˚ and U˚
respectively. In the cones L˚ and U˚ we will use “|∗|” for distance to the
vertex, denoted by 0, “·” for cone multiplication, “∡(x, y)” for ∡[o xy ]
and “〈x, y〉” for |x|·|y|· cos∡[o xy ]. In particular,
⋄ |x− y|L = ∡(x, y) for any x, y ∈ L,
⋄ |x− y|U = ∡(x, y) for any x, y ∈ U ,
⋄ for any y ∈ U , we have
➍ ∡(z, y) 6 pi2 .
Set Q˚ = ConeQ ⊂ L˚ and let f˚ : Q˚→ U˚ be the natural cone extension
of f ; that is, y = f(x) ⇒ t·y = f˚(t·x) for t > 0. Clearly f˚ is short.
Applying 9.4.4 for f˚ , we get a short extension map F˚ : L˚ → U˚ . Set
s = F˚ (p). Thus,
➎ |s− f˚(w)| 6 |p− w|
for any w ∈ Q˚. In particular, |s| 6 1. Applying ➎ for w = t·x and
t→∞ we get
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➏ 〈f(x), s〉 > cos∡(p, x)
for any x ∈ Q.
U˚ = ConeU
տU
z
s¯ αs
0
By comparison, the geodesics geod[s t·z]
converge as t → ∞ and its limit is a ray;
denote it by α : [0,∞) → U˚ . From ➍, we
have that the function t 7→ 〈f(x),α(t)〉 is non-
decreasing. From ➏, for the necessarily unique
point s¯ on the ray α such that |s¯| = 1 we also
have
〈f(x), s¯〉 > cos∡(p, x)
or
∡(s¯, f(x)) 6 ∡(p, f(x))
for any x ∈ Q. The latter contradicts ➌.
9.4.5. Exercise. Let U is CAT(0) Assume there are two point arrays
x0, x1, . . . , xk¯ ∈ U and x˜0, x˜1, . . . , x˜k¯ ∈ Em such that |xi−xj |U = |x˜i−
− x˜j |
Em
for each i, j and for any point z0 ∈ U , we have |z0 − xi| >
> |x0 − xi| for at least one i > 0.
Prove that there is a subset Q ⊂ L isometric to a convex set in Em
and containing all points xi.
9.4.6. Exercise. Let L be a complete length CBB(0) space, x0, x1, . . .
. . . , xk¯ ∈ L and x˜0, x˜1, . . . , x˜k¯ ∈ Em be two point arrays such that
|xi − xj |L = |x˜i − x˜j |Em for each i, j. Assume x˜0 lies in the interior
of Conv(x˜1, . . . , x˜k¯).
Prove that there is a subset Q ⊂ L isometric to a convex set in Em
containing all points xi.
9.4.7. Exercise. Construct a three-dimensional complete length
CBB(0) space L with a triangle [xyz] such that all angles in [xyz]
are equal to the corresponding angles of its model triangle, but [xyz]
can not be filled by an isometric copy of the model solid triangle.
The following statement we call (2n+2)-point comparison.
9.4.8. Exercise. Let U be a complete length CAT(κ) space. Consider
x, y ∈ U and an array of pairs of points (p1, q1), (p2, q2), . . . , (pn, qn)
in U , such that there is a model configuration x˜, y˜ and array of pairs
(p˜1, q˜1), (p˜2, q˜2), . . . , (p˜n, q˜n) in M3(κ) with the following properties:
a) [x˜p˜1q˜1] = △˜κxp1q1 and [y˜p˜nq˜n] = △˜κypnqn;
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b) The simplex p˜ip˜i+1q˜iq˜i+1 is a model simplex6 of pipi+1qiqi+1
for all i.
Then for any choice of n points z˜i ∈ [p˜iq˜i], we have
|x˜− z˜1| + |z˜1 − z˜2| + . . .+ |z˜n−1 − z˜n| + |z˜n − y˜| > |x− y|.
x˜
p˜1 p˜2 . . . p˜
n
q˜1
q˜2
. . . q˜
n
z˜1
z˜2 z˜3 z˜4 y˜
9.4.9. Exercise. Assume that a Riemannian manifold R satisfies
the following condition: for an arbitrary subset Q ⊂ R, any short map
Q → R can be extended to a short map R → R. Show that R has
constant sectional curvature.
9.5 Curvature free
In this section we present a collection of exercises on a curvature-free
analogs of Kirszbraun theorem.
The following exercise gives an analog of finite+one lemma (9.4.3)
discovered by the second author and Stephan Stadler [43].
9.5.1. Exercise. Let X and Y be metric spaces, A ⊂ X and f : A→
→ Y a short map. Assume Y is compact and for any finite set V ⊂ X
there is a short map V → Y that agrees with f in V ∩ A. Then there
is a short map X → Y that agrees with f in A.
The following statement was first observed by John Isbell [44].
9.5.2. Exercise. We say that a space X is injective metric space if
for an arbitrary metric space Z and a subset Q ⊂ Z, any short map
Q→ X can be extended as a short map Z → X .
1. Prove that any metric space X can be isometrically embed-
ded into an injective metric space.
6that is, perimeter of each triple in pi, pi+1, qi and qi+1 is < 2·pi and |p˜i −
− q˜i| = |pi − qi|, |p˜i − p˜i+1| = |pi − pi+1|, |q˜i − q˜i+1| = |qi − qi+1|, |p˜i −
− q˜i+1| = |pi − qi+1| and |p˜i+1 − q˜i| = |pi+1 − qi|.
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2. Use it to construct an analog of convex hull in the category
of metric spaces; this is called injective hull.
9.5.3. Exercise. We say that a compact space X is a Kirszbrun
source if for an arbitrary complete metric space Z and subset Q ⊂ X ,
any short map Q→ Z can be extended to a short map X → Z. Prove
that a metric space X is a Kirszbrun source if and only if it satisfies
ultratriangle inequality for all triples of points; that is,
|x− z| 6 max{|x− y|, |y − z|}
for any x, y, z ∈ X .
9.6 Remarks and open problems
9.6.1. Open problem. Find a necessary and sufficient condition for
a finite metric space to be isometrically embeddable into
a) some length CBB(κ) space.
b) some length CAT(κ) space.
A metric on a finite set {a1, a2, . . . , an}, can be described by the
matrix with components
sij = |ai − aj |2,
which we will call the decrypting matrix . The set of decrypting matri-
ces of all metrics that admit a distance preserving map into a CBB(0)
or a CAT(0) space form a convex cone. The latter follows since the
rescalings and products of CBB(0) (or CAT(0)) spaces are CBB(0) (or
CAT(0) correspondingly). This convexity gives hope that the cone ad-
mits an explicit description. At the moment only some necessary and
sufficient conditions are known; for more on this see our paper [38]
and the paper of Nina Lebedeva, Vladimir Zolotov and the second
author [41].
The following conjecture (if true) would give the right generality
for Kirszbraun’s theorem (9.4.1). Roughly it states that the example
9.4.2, is the only obstacle for extending short map.
9.6.2. Conjecture. Assume L is a complete length CBB(1) space,
U is a complete length CAT(1) space, Q ⊂ L is a proper subset and
f : Q→ U be a short map that does not admit a short extension to any
bigger set Q′ ⊃ Q. Then
a) Q is isometric to a sphere in a Hilbert space (of finite or
cardinal dimension). Moreover, there is a point p ∈ L such
that |p− q| = pi2 for any q ∈ Q.
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b) The map f : Q→ U is a distance preserving map and there
is no point p′ ∈ U such that |p′−q′| = pi2 for any q′ ∈ f(Q).
Chapter 10
Warped products
The warped product is a construction that produces a new metric
space, denoted by B ×f F , from two metric spaces B, F and a function
f : B → R>0.
Many important constructions such as direct product, cone, spher-
ical suspension and join can be defined using warped products.
10.1 Definition
First we define the warped product for length spaces and then we
expand the definition to allow arbitrary metric spaces F .
Let B and F be length spaces and f : B → [0,∞) be a continuous
function.
For any path γ : [0, 1] → B × F , we write γ = (γB,γF) where γB
is the projection of γ to B, and γF is the projection to F . If γB and
γF are Lipschitz, set
➊ lengthf γ :=
1w
0
√
v2B + (f ◦ γB)2 ·v2F ·dt,
where
r
is Lebesgue integral, vB and vF are the speeds of γB and γF
respectively.
Note that lengthf γ > lengthγB. The integral in ➊ can be broken
into the sum of two parts: one for the restriction of lengthf γ as in
➊ to the nonzero set of f ◦ γB, and the other for the length of γB
restricted to the zero set.
Consider the pseudometric on B ×f F defined by
|x− y| := inf { lengthf γ : γ(0) = x,γ(1) = y }
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where the exact lower bound is taken for all Lipschitz paths γ : [0, 1]→
→ B×F . The corresponding metric space is called the warped product
with base B, fiber F and warping function f ; it will be denoted by
B ×f F .
The points in B ×f F can be described by corresponding pairs
(p,ϕ) ∈ B × F ; note that if f(p) = 0 for some p ∈ B, then (p,ϕ) =
= (p,ψ) for any ϕ,ψ ∈ F .
Note we are not claiming that every Lipschitz curve in B ×f F
may be reparametrized as the image of a Lipschitz curve in B ×F ; in
fact it is not true.
10.1.1. Proposition. The warped product B ×f F satisfies:
a) The projection (p,ϕ0) 7→ p is a submetry which when re-
stricted to any horizontal leaf B × {ϕ0} is an isometry to
B.
b) If f(p0) 6= 0, the projection (p0,ϕ) 7→ ϕ of the vertical leaf
{p0} × F , with its length metric, is a homothety onto F
with multiplier 1f(p0) .
c) If f achieves its (local) minimum at p0, then the vertical
leaf {p0} × F , with its length metric, is (locally) isometri-
cally embedded in B ×f F .
Proof. Claim (b) follows from the f -length formula ➊.
Also by ➊, the projection of B ×f F onto B × {ϕ0} given by
(p,ϕ) 7→ (p,ϕ0) is length-nonincreasing; hence (a).
The projection (p,ϕ) 7→ (p0,ϕ) of a neighborhood of the vertical
leaf {p0} × F to {p0} × F is length-nonincreasing if p0 is a local min-
imum point of f . If p0 is a global minimum point of f , then the same
holds for the projection of whole space. Hence (c).
Note that any horizontal leaf is weakly convex, but does not have
to be convex even if B ×f F is a geodesic space, since vanishing
of the warping function f allows geodesics to bifurcate into distinct
horizontal leaves. For instance, if there is a geodesic with the ends in
the zero set
Z = { (p,ϕ) ∈ B ×f F) : f(p) = 0 } ,
then there is a geodesic with the same ends in each horizontal leaf.
10.1.2. Proposition. Suppose B and F are length spaces and f : B →
→ [0,∞) is a continuous function. Then the warped product B ×f F
is a length space.
Proof. It is sufficient to show that for any α : [0, 1]→ B ×f F there is
a path β : [0, 1]→ B ×F such that
lengthα > lengthf β.
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If f ◦αB(t) > 0 for any t, then the vertical projection αF is defined.
In this case, let β(t) = (αB(t),αF (t)) ∈ B × F ; clearly
lengthα = lengthf β.
If f ◦ αB(t0) = 0 for some t0, let β be the concatenation of three
curves in B×F ; namely: (1) the horizontal curve (αB(t),ϕ) for t 6 t0,
(2) a vertical path in form (s,ϕ) to (s,ψ) and (3) the horizontal curve
(αB(t),ψ) for t > t0. By ➊, the f -length of the middle path in the
concatenation is vanishing; therefore the f -length of α is can not be
smaller than length of αB; that is,
lengthf α > lengthαB = lengthf β.
The statement follows.
Distance in a warped product is fiber-independent, in the sense that
distances may be calculated by substituting for F a different length
space:
10.1.3. Fiber-independence theorem. Consider length spaces B,
F and Fˇ , and a locally Lipschitz function f : B → R>0. Assume
p, q ∈ B, ϕ,ψ ∈ F and ϕˇ, ψˇ ∈ Fˇ : Then
|ϕ−ψ|F > |ϕˇ− ψˇ|Fˇ
⇓
|(p,ϕ)− (q,ψ)|B×fF > |(p, ϕˇ)− (q, ψˇ)|B×f Fˇ
In particular,
|(p,ϕ)− (q,ψ)|B×fF = |(p, 0)− (q, ℓ)|B×fR,
were ℓ = |ϕ−ψ|F .
Proof. Let γ be a path in (B × F).
Since |ϕ − ψ|F > |ϕˇ − ψˇ|Fˇ , there is a Lipschitz path γFˇ from ϕˇ
to ψˇ in Fˇ such that
(speedγF)(t) > (speedγFˇ)(t)
for almost all t ∈ [0, 1]. Consider the path γˇ = (γB,γFˇ) from (p, ϕˇ)
to (q, ψˇ) in B ×f Fˇ . Clearly
lengthf γ > lengthf γˇ.
10.1.4. Exercise. Let B and F be two length spaces and f, g : B →
→ R> be two locally Lipschitz nonnegative functions. Assume f(b) 6
6 g(b) for any b ∈ B. Show that B ×f F 6 B ×g F ; that is, there is
a distance noncontracting map B ×f F → B ×g F .
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10.2 Extended definition
The fiber-independence theorem gives an explicit formula:
|(p,ϕ)− (q,ψ)|B×fF = |(p, 0)− (q, |ϕ−ψ|F)|B×fR
for any (p,ϕ), (q,ψ) ∈ B×F . It implies that if ι : A→ Aˇ is an isometry
between two subsets A ⊂ F and Aˇ ⊂ Fˇ in length spaces F and Fˇ ,
and B is a length space, then for any warping function f : B → R>0,
the map ι induces an isometry between the sets B ×f A ⊂ B ×f F
and B ×f Aˇ ⊂ B ×f Fˇ .
The latter observation allows us to define the warped product B ×f
×f F where the fiber F does not carry its length metric. Indeed we
can use Kuratowsky embedding to realize F as a subspace in a length
space, say F ′. Therefore we can take the warped product B ×f F ′ and
identify B ×f F with its subspace consisting of all pairs (b,ϕ) such
that ϕ ∈ F . According to the Fiber-independence theorem 10.1.3, the
resulting space does not depend on the choice of F ′.
10.3 Examples
Direct product. The simplest example is the direct product B ×
×F , which could be also written as the warped product B ×1 F . For
p, q ∈ B and ϕ,ψ ∈ F , the direct product metric simplifies to
|(p,ϕ)− (q,ψ)| =
√
|p− q|2 + |ϕ−ψ|2.
This is taken as the defining formula for the direct product of two
arbitrary metric spaces B and F .
Cones. The Euclidean cone ConeF over a metric space F can be
defined as the warped product [0,∞) ×id F . For s, t ∈ [0,∞) and
ϕ,ψ ∈ F , the cone metric is given by the cosine rule
|(s,ϕ)− (t,ψ)| =
√
s2 + t2 − 2·s·t· cosα,
where α = max{pi, |ϕ−ψ|}.
Instead of the Euclidean cosine rule, we may use the cosine rule in
M2(κ):
|(s,ϕ) − (t,ψ)| = g˜κ{α; s, t}.
In this way we get κ-cones over F , denoted by Coneκ F = [0,∞) ×snκ
F for κ 6 0 and Coneκ F = [0, ̟κ] ×snκ F for κ > 0.
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The 1-cone Cone1 F is also called the spherical suspension over F ,
and is also denoted by SuspF . That is,
SuspF = [0,pi] ×sin F .
10.3.1. Exercise. Let F be a length space and A ⊂ F . Show that
ConeκA is convex in Coneκ F if and only if A is pi-convex in F .
The elements of the Euclidean cone K = ConeF will often be
referred to as vectors. The tip of K is usually denoted by 0 or 0K. The
absolute value |w| of the vector w is defined as |0 − w|K; that is, the
distance from w to the tip. The scalar product 〈v, w〉 of two vectors
v, w ∈ K is defined by
〈v, w〉 := (|v − w|2K − |v|2 − |w|2)/2.
Doubling. The doubling space W of a metric space V on a closed
subset A ⊂ V can be also defined as a special type of warped product.
Consider the fiber S0 consisting of two points with distance 2 from
each other. Then W is isometric to the warped product with base V ,
fiber S0 and warping function distA ; that is,
W iso== V ×dist
A
S
0.
10.4 1-dimensional base
The following theorems provide conditions for the spaces and func-
tions in a warped product with 1-dimensional base to have curvature
bounds. These theorems are baby cases of the characterization of cur-
vature bounds in warped products given in [45, 46].
10.4.1. Theorem.
a) If L is a complete length CBB(1) space and diamL 6 pi
then
SuspL = [0,pi] ×sin L is CBB(1),
ConeL = [0,∞) ×id L is CBB(0),
Cone−1L = [0,∞) ×sinh L is CBB(−1).
Moreover the converse also holds in each of the three cases.
b) If L is a complete length CBB(0) space then
R× L is a complete length CBB(0) space,
R ×exp L is a complete length CBB(−1) space.
Moreover the converse also holds in each of the two cases.
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c) If L is a complete length CBB(−1) space, then R ×cosh L is
a complete length CBB(−1) space. Moreover the converse
also holds.
10.4.2. Theorem. Let L be a metric space.
a) If L is CAT(1) then
SuspL = [0,pi] ×sin L is CAT(1),
ConeL = [0,∞) ×id L is CAT(0),
Cone−1 L = [0,∞) ×sinh L is CAT(-1).
Moreover, the converse also holds in each of the three cases.
b) If L is a complete length CAT(0) space then R × L is
CAT(0) and R ×exp L is CAT(−1). Moreover the con-
verse also holds in each of the two cases.
c) If L is CAT(−1) then R ×cosh L is CAT(−1). Moreover
the converse also holds.
In the proof of the above two theorems we will use the following
proposition.
10.4.3. Proposition.
a)
Susp Sm−1 = [0,pi] ×sin Sm−1 iso== Sm,
ConeSm−1 = [0,∞) ×id Sm−1 iso== Em,
Cone−1 Sm−1 = [0,∞) ×sinh Sm−1 iso==Mm(−1).
b)
R×Em−1 iso== Em,
R ×exp Em−1 iso==Mm(−1).
c)
R ×cosh Mm−1(−1) iso==Mm(−1).
The proof is left to the reader.
Proof of 10.4.1. Let us prove the last statement in (a); the remaining
statements are similar. Each proof is based on the Fiber-independence
theorem 10.1.3 and the corresponding statement in Proposition 10.4.3.
Choose an arbitrary quadruple of points
(s,ϕ), (t1,ϕ1), (t2,ϕ2), (t3,ϕ3) ∈ [0,∞) ×sinh L.
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Since diamL 6 pi, (1+n)-point comparison (9.2.1) provides a quadru-
ple of points ψ,ψ1,ψ2,ψ3 ∈ S3 such that
|ψ−ψi|
S3
= |ϕ−ϕi|L
and
|ψi −ψj|
S3
> |ϕi −ϕj |L
for all i and j.
According to Proposition 10.4.3a,
Cone−1 S3 = [0,∞) ×sinh S3 iso==M4(−1).
Consider the quadruple of points
(s,ψ), (t1,ψ1), (t2,ψ2), (t3,ψ3) ∈ Cone−1 S3 =M4(−1).
By the Fiber-independence theorem 10.1.3,
|(s,ψ)− (ti,ψi)|[0,∞)×sinhS3 = |(s,ϕ)− (ti,ϕi)|[0,∞)×sinhL
and
|(ti,ψi)− (tj ,ψj)|[0,∞)×sinhS3 > |(tiϕi)− (tj ,ϕj)|[0,∞)×sinhL
for all i and j. Since four points of M4(−1) lie in an isometrically
embedded copy of M3(−1), it remains to apply Exercise 7.1.3.
10.5 General case
In this section we formulate general results on curvature bounds of
warped products proved by the first author and Richard Bishop [45]
10.5.1. Theorem. Let B be a complete finite-dimensional CBB(κ)
length space, and the function f : B → R> satisfy f ′′+κ·f 6 0. Denote
by Z ⊂ B the zero set of f . Suppose F is a complete finite-dimensional
CBB(κ′) space. Then the warped product B ×f F is CBB(κ) in the
following two cases:
a) If Z = ∅ and
κ′ > κ·f2(b)
for any b ∈ B.
b) If Z 6= ∅ and
|dzf |2 6 κ′
for any z ∈ Z.
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10.5.2. Theorem. Let B be a complete CAT(κ) length space, and
the function f : B → R> satisfy f ′′ + κ·f > 0, where f is Lipschitz
on bounded sets or B is locally compact. Denote by Z ⊂ B the zero
set of f . Suppose F is a complete CAT(κ′) space. Then the warped
product B ×f F is CAT(κ) in the following two cases:
a) If Z = ∅ and
κ′ 6 κ·f2(b)
for any b ∈ B.
b) If Z 6= ∅,
[(dzf)↑[zb]]2 > κ′
for any minimizing geodesic [zb] from Z to a point b ∈ B
and
κ′ 6 κ·f2(b)
for any b ∈ B such that distX b > ̟
κ
2 .
The proofs are coming.
Part III
Structure and tools
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Chapter 11
First order
differentiation
11.1 Intrinsic property of tangent space
11.1.1. Theorem. Let U be a complete length CAT(κ) space and
p ∈ U . Then TpU is a length space.
Proof. Since Tp = ConeΣp, it is sufficient to show that for any hinge
[p xy ] such that ∡[p
x
y ] < pi and any ε > 0, there is z ∈ U such that
➊ ∡[p xz ] <
1
2 ·∡[p xy ] + ε, ∡[p yz ] < 12 ·∡[p xy ] + ε.
Fix a small positive number δ ≪ ε. Let x¯ ∈ ]px] and y¯ ∈ ]py]
denote the points such that |p − x¯| = |p − y¯| = δ. Let z denote the
midpoint of x¯ and y¯.
Since δ≪ ε we can assume that
∡˜κ(p x¯y¯) < ∡[p
x
y ] + ε.
By Alexandrov’s lemma (5.2.1), we have
∡˜κ(p x¯z) + ∡˜
κ(p y¯z) < ∡˜
κ(p x¯y¯).
By construction,
∡˜κ(p x¯z) = ∡˜
κ(p y¯z).
Applying the angle comparison (8.3.1c), we get ➊.
The following example was constructed by Stephanie Halbeisen
[47]. It shows that an analogous statement does not hold for CBB
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spaces. If the dimension is finite, such examples do not exist; for
proper spaces the question is open, see 11.7.1.
11.1.2. Example. There is a complete length CBB space Lˇ with a
point p ∈ Lˇ such that the space of directions ΣpLˇ is not a pi-length
space, and therefore the tangent space TpLˇ is not a length space.
Construction. Let H be a Hilbert space formed by infinite sequences
of real numbers x = (x0, x1, . . .) with norm |x|2 =
∑
i(xi)
2. Fix
ε = 0.001 and consider two functions f, fˇ : H→ R
f(x) = |x|,
fˇ(x) = max
{
|x|,max
n>1
{(1 + ε)·xn − 1n}
}
.
Both of these functions are convex and Lipschitz, therefore their graphs
in H × R equipped with its length-metric form infinite dimensional
Alexandrov spaces, say L and Lˇ (this is proved formally in 11.1.3).
Set p to be the origin of H× R.
Note that Lˇ ∩ L is starshaped in H with center at p. Further Lˇ\L
consist of a countable number of disjoint sets
Ωn =
{
(x, fˇ(x)) ∈ Lˇ : (1 + ε)·xn − 1n > |x|
}
.
Note that |Ωn−p| > 1n for each n. It follows that for any geodesic [pq]
in Lˇ, a small subinterval [pq¯] ⊂ [pq] coincides with a straight segment
in H × R, which is also a geodesic in L. Thus we can treat ΣpL and
ΣpLˇ as one set, with two angle metrics ∡ and ∡ˇ; let us denote by
∡H×R the angle in H× R.
The space L is isometric to the Euclidean cone over ΣpL with ver-
tex at p; ΣpL is isometric to a sphere in Hilbert space with radius 1√2 .
In particular, ∡ is the length-metric of ∡H×R on ΣpL.
Therefore in order to show that ∡ˇ does not define a length-metric
on ΣpL it is sufficient to construct a pair of directions (ξ+, ξ−) such
that
∡ˇ(ξ+, ξ−) < ∡(ξ+, ξ−).
Set e0 = (1, 0, 0, . . .), e1 = (0, 1, 0, . . .), . . . ∈ H. Consider the following
two rays in H× R:
γ+(t) =
t√
2
·(e0, 1) and γ−(t) = t√2 ·(−e0, 1), t ∈ [0,+∞).
They form unit-speed geodesics in both L and Lˇ. Let ξ± be the
directions of γ± at p. Denote by σn the half-planes in H spanned by
e0 and en; that is, σn = {x·e0 + y ·en : y > 0 }. Consider a sequence
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of 2-dimensional sectors Qn = Lˇ ∩ (σn × R). For each n, the sector
Qn intersects Ωn and is bounded by two geodesic rays γ±. Note that
Qn−→GH Q, where Q is a solid Euclidean angle in E2 with angle measure
β < ∡(ξ+, ξ−) = pi√2 . Indeed, Qn is isometric to the subset of E
3
described by
y > 0 and z = max
{√
x2 + y2, (1 + ε)·y − 1n
}
with length-metric. Thus, its limit Q is isometric to the subset of E3
described by
y > 0 and z = max
{√
x2 + y2, (1 + ε)·y
}
with length-metric. In particular, for any t, τ > 0,
|γ+(t)− γ−(τ)|Lˇ 6 limn→∞ |γ+(t)− γ−(τ)|Qn =
= g˜
0{β; t, τ}.
That is, ∡ˇ(ξ+, ξ−) 6 β < ∡(ξ+, ξ−).
11.1.3. Lemma. Let H be a Hilbert space, f : H → R be a convex
Lipschitz function and S ⊂ H× R be the graph of f equipped with the
length-metric. Then S is CBB(0).
Proof. Recall that for a subset X ⊂ H×R, we will denote by |∗− ∗|X
the length-metric on X .
By Buyalo’s theorem, any convex hypersurface in a Euclidean space,
equipped with the length-metric, is non-negatively curved. Thus it is
sufficient to show that for any 4-point set {x0, x1, x2, x3} ⊂ S, there
is a finite-dimensional subspace E ⊂ H × R such that {xi} ∈ E and
|xi − xj |S∩E is arbitrary close to |xi − xj |S .
Clearly |xi − xj |S∩E > |xi − xj |S ; thus it is sufficient to show that
for given ε > 0 one can choose E, so that
➋. |xi − xj |S∩E < |xi − xj |S + ε
For each pair (xi, xj), choose a broken line βij connecting xi, xj
that lies under S (that is, outside of ConvS) in H×R and has length
at most |xi − xj |S + ε. Take E to be the affine hull of all the vertexes
in all βij . Thus,
|xi − xj |S∩E 6 lengthβij
and ➋ follows.
11.1.4. Exercise. Construct a non-compact complete geodesic
CBB(0) space that contains no rays.
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11.2 Differential
11.2.1. Exercise. Let U be a complete length CAT(κ) space and
p, q ∈ U . Assume |p− q| < ̟κ. Show that
(dq distp )(v) = −〈↑[qp], v〉.
11.2.2. Exercise. Let L be a length CBB(κ) space and p, q ∈ L be
distinct points. Assume q ∈ Str(p) or p ∈ Str(q) Show that
(dq distp )(v) = −〈↑[qp], v〉.
As it shown in Halbeisen’s example (see section 11.1), a CBB space
might have a tangent spaces that are not length spaces; thus concav-
ity of the differential dpf of a semiconcave function f is meaningless.
Nevertheless, as the following lemma shows, differential dpf of a semi-
concave function allways satisfy the following weaker property similar
to concavity (compare [12, p. 136], [48, p. 4.2]). In the finite dimen-
sional case dpf is concave.
11.2.3. Lemma. Let L be a complete length CBB space f : L ◦→ R
be a locally Lipschitz semiconcave subfunction and p ∈ Dom f . Then
sup { (dpf)(ξ) : ξ ∈ Σp } > (dpf)(u) + (dpf)(v)√|u|2 + 2·〈u, v〉+ |v|2
for any u, v ∈ Tp.
Proof of 11.2.3. We can assume that α = ∡(u, v) > 0, otherwise the
statement is trivial. Moreover, since T′p = Cone(Σ
′
p) is dense in Tp
and dpf : Tp → R is Lipschitz, we can assume that u, v ∈ T′p; that is,
expp(t·u) and expp(t·v) are defined for all small t > 0.
p˜
u˜
v˜ v˜′
w˜
α
Prepare a model configuration of five points:
p˜, u˜, v˜, v˜′, w˜ ∈ E2 such that
⋄ ∡[p˜ u˜v˜ ] = α,
⋄ |p˜− u˜| = |u|,
⋄ |p˜− v˜| = |v|,
⋄ v˜′ lies on the extension of [p˜v˜] so that
v˜ is midpoint of [p˜v˜′],
⋄ w˜ is the midpoint for u˜ and v˜.
Note that
|p˜− w˜| = 12 ·
√
|u|2 + 2·〈u, v〉+ |v|2.
Assume that L is geodesic.
For all small t > 0, construct points ut, vt, v
′
t, wt ∈ L the following
way:
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(a) vt = expp(t·v), v′t = expp(t·v′)
(b) ut = expp(t·u).
(c) wt is the midpoint of [utvt].
Clearly |p−ut| = t·|u|, |p−vt| = t·|v|, |p−v′t| = t·|v′|. Since ∡(u, v) is
defined, we have |ut−vt| = t·|u˜−v˜|+o(t) and |ut−v′t| = t·|u˜−v˜′|+o(t)
(see Theorem 7.3.1c and Section 7.1).
From point-on-side and hinge comparison (7.3.1b+c), we get that
∡˜κ(vt
p
wt) > ∡˜
κ(vt
p
ut) > ∡[v˜
p˜
u˜] +
o(t)
t
and
∡˜κ(vt
v′t
wt) > ∡˜
κ(vt
v′t
ut) > ∡[v˜
v˜′
u˜ ] +
o(t)
t .
Clearly, ∡[v˜ p˜u˜]+∡[v˜
x˜
u˜′ ] = pi. From adjacent angle comparison (7.3.1a),
∡˜κ(vt
p
vt) + ∡˜
κ(vt
ut
v′t
) 6 pi. Hence ∡˜κ(vt
p
wt) → ∡[v˜ p˜v˜] as t → 0+ and
thus
|p− wt| = t|p˜− w˜| + o(t).
Since f is λ-concave we have
2·f(wt) > f(ut) + f(vt) + λ4 ·|ut − vt|2 =
= 2·f(p) + t·[(dpf)(u) + (dpf)(v)] + o(t).
Applying λ-concavity of f , we get
➊ (dpf)(↑[pwt]) >
t·[(dpf)(u) + (dpf)(v)] + o(t)
2·t·|p˜− w˜| + o(t)
and the lemma follows.
Finally, if L is not geodesic one needs to make two adjustments in
the above constructions. Namely:
(i) For geodesic [utvt] to be defined, one has to take in (b)
ut ∈ Str(vt), ut ≈ expp(t·u). More precicely,
|ut − expp(t·u)| = o(t).
Thus instead of |p− ut| = t·|u| we have
|p− ut| = t|u|+ o(t),
but it is sufficient for the rest of proof.
(ii) The direction ↑[pwt] might be undefined. Thus, in the esti-
mate ➊, instead of ↑[pwt], one should take ↑[pw′t] for some
point w′t ∈ Str(p) near wt (that is, |wt − w′t| = o(t))
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11.3 Ultratangent space
The following theorem is often used together with the observation that
ultralimit of any sequence of length spaces is geodesic (see 3.3.2).
11.3.1. Theorem.
a) If L is a CBB(κ) space and p ∈ L, then TÑp is CBB(0).
b) If U is a CAT(κ) space and p ∈ U , then TÑp is CAT(0).
The proofs of both parts are nearly identical.
Proof; (a). Since L is a complete length CBB(κ) space, then for
its blowup n·L is a complete length CBB(κ/n2) space. By Proposi-
tion 7.1.7, Ñ·L is CBB(0) and so is TÑp as a metric component of Ñ·L.
(b). Since U is a complete length CAT(κ) space, its blowup n·U is
CAT(κ/n2). By Proposition 8.1.6, Ñ·U is CAT(0) and so is TÑp as a
metric component of Ñ·U .
Recall that the tangent space Tp can be considered as a subset of
TÑp (see 3.4.1). Therefore we get the following:
11.3.2. Corollary.
a) If L is a CBB(κ) space and p ∈ L, then Tp is CBB(0).
Moreover, Tp satisfies (1+n)-point comparison (9.2.1).
b) If U is a CAT(κ) space and p ∈ U , then Tp is CAT(0).
Moreover, Tp satisfies (2n+2)-comparison (9.4.8).
11.3.3. Proposition. Assume X is a complete length CBB space
or CAT space and f : X ◦→ R be a semiconcave locally Lipscitz sub-
function. Then for any p ∈ Dom f , the ultradifferential dÑp : TÑp → R
is a concave function.
Proof. Fix a geodesic [xÑyÑ] in TÑp . It is sufficient to show that for
any subarc [x¯Ñy¯Ñ] of [xÑyÑ] that does not contains the ends there is a
sequence of geodesics [x¯ny¯n] in n·X converging to [x¯Ñy¯Ñ].
Choose any sequences x¯n, y¯n ∈ n·X such that x¯n → x¯Ñ and y¯n →
→ y¯Ñ as n → Ñ. Note taht [x¯ny¯n] converges to [x¯Ñy¯Ñ] as n → Ñ.
The latter holds tivially in case CAT and in CBB case follows from
7.7.2.
11.4 Gradient
11.4.1. Definition of gradient. Let L be a complete length CBB
space, f : L ◦→ R be a subfunction and for a point p ∈ Dom f the
differential dpf : Tp → R is defined.
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A tangent vector g ∈ Tp is called a gradient of f at p (briefly,
g = ∇pf) if
a) (dpf)(w) 6 〈g, w〉 for any w ∈ Tp, and
b) (dpf)(g) = 〈g, g〉.
11.4.2. Existence and uniqueness of the gradient. Let L be a
complete CBB(κ) space and f : L ◦→ R be locally Lipschitz and semi-
concave subfunction. Then for any point p ∈ Dom f , there is unique
gradient ∇pf ∈ Tp.
Proof; uniqueness. If g, g′ ∈ Tp are two gradients of f then
〈g, g〉 = (dpf)(g) 6 〈g, g′〉, 〈g′, g′〉 = (dpf)(g′) 6 〈g, g′〉.
Therefore,
|g − g′|2 = 〈g, g〉 − 2·〈g, g′〉+ 〈g′, g′〉 = 0;
that is, g = g′.
Existence. Note first that if dpf 6 0, then one can take ∇pf = 0.
Otherwise, if s = sup { (dpf)(ξ) : ξ ∈ Σp } > 0, it is sufficient to
show that there is ξ ∈ Σp such that
➊ (dpf)
(
ξ
)
= s.
Indeed, if ξ exists, then applying Lemma 11.2.3 for u = ξ, v = ε·w
with ε→ 0+, we get
(dpf)(w) 6 〈w, s·ξ〉
for any w ∈ Tp; that is, s·ξ is the gradient at p.
Take a sequence of directions ξn ∈ Σp, such that (dpf)(ξn) → s.
Yet once applying Lemma 11.2.3 for u = ξn, v = ξm, we get
s >
(dpf)(ξn) + (dpf)(ξm)√
2 + 2· cos∡(ξn, ξm)
.
Therefore ∡(ξn, ξm) → 0 as n,m → ∞; that is, (ξn) converges in
itself. Clearly ξ = limn ξn is satisfies ➊.
Calculus
The next lemma roughly states that the gradient points in the direction
of maximal slope; moreover if the slope in the given direction is almost
maximal, then it is almost direction of the gradient.
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11.4.3. Lemma. Let L be a complete length CBB(κ) space, f : L ◦→
◦→ R be locally Lipschitz and semiconcave and p ∈ Dom f .
Assume |∇pf | > 0; set ξ = 1|∇pf | ·∇pf . Then
a) If for some v ∈ Tp, we have
|v| 6 1 + ε and (dpf)(v) > |∇pf |·(1− ε),
then
|ξ− v| < 100·√ε.
b) If vn ∈ Tp be a sequence of vectors such that
lim
n→∞ |vn| 6 1 and limn→∞(dpf)(vn) > |∇pf |
then
lim
n→∞ vn = ξ.
c) ξ is the unique maximum direction for the restriction dpf |Σp .
In particular,
|∇pf | = sup {dpf : ξ ∈ Σpf } .
Proof. According to definition of gradient,
|∇pf |·(1− ε) < (dpf)(v) 6
6 〈v,∇pf〉 =
= |v|·|∇pf |· cos∡(∇pf, v).
Thus |v| > 1− ε and cos∡(∇pf, v) > 1−ε1+ε . Hence (a).
Statements (b) and (c) follow directly from (a).
As a corollary of the above lemma and Proposition 4.6.2 we get
the following:
11.4.4. Chain rule. Let L be a complete length CBB space, f : L ◦→
◦→ R be a semiconcave function and ϕ : R → R be a non-decreasing
semiconcave function. Then ϕ ◦ f is semiconcave and ∇x(ϕ ◦ f) =
ϕ+(f(x))·∇xf for any x ∈ Dom f .
p q
↑[pq]
ℓ
∇pf
The following inequalities describe an impor-
tant property of the “gradient vector field”.
11.4.5. Lemma. Let L be a complete length
CBB space, f : L ◦→ R satisfies f ′′ + κ·f 6 λ
for some κ, λ ∈ R, [pq] ⊂ Dom f and ℓ = |p− q|.
Then
〈↑[pq],∇pf〉 >
f(q)− f(p)·csκℓ− λ·mdκℓ
snκℓ
.
In particular,
11.4. GRADIENT 159
a) if κ = 0,
〈↑[pq],∇pf〉 >
(
f(q)− f(p)− λ2 ·ℓ2
)
/ℓ;
b) if κ = 1, λ = 0 we have
〈↑[pq],∇pf〉 > (f(q)− f(p)· cos ℓ) / sin ℓ;
c) if κ = −1, λ = 0 we have
〈↑[pq],∇pf〉 > (f(q)− f(p)· cosh ℓ) / sinh ℓ;
Proof of 11.4.5. Note that geod[pq](0) = p, geod[pq](ℓ) = q and
(geod[pq])
+(0) = ↑[pq]. Thus,
〈↑[pq],∇pf〉 > dpf(↑[pq]) =
= (f ◦ geod[pq])+(0) >
>
f(q)− f(p)·csκℓ− λ·mdκℓ
snκℓ
.
The following corollary states that gradient vector field is mono-
tonic in the sense similar to definition of monotone operators ; see for
example [49].
11.4.6. Monotonicity of gradient. Let L be a complete length
CBB(κ) space, f : L ◦→ R be locally Lipschitz and λ-concave and [pq] ⊂
⊂ Dom f . Then
〈↑[pq],∇pf〉+ 〈↑[qp],∇qf〉 > −λ·|p− q|.
Proof. Add two inequalities from 11.4.5a.
11.4.7. Lemma. Let L be a complete length CBB(κ) space, f, g : L ◦→
◦→ R and p ∈ Dom f ∩Dom g.
Then
|∇pf−∇pg|2Tp 6 (|∇pf |+|∇pg|)· sup { |(dpf)(ξ)− (dpg)(ξ)| : ξ ∈ Σp } .
In particular, if fn : L ◦→ R is a sequence of locally Lipschitz and
semiconcave subfunctions, p ∈ Dom fn for each n and dpfn converges
uniformly on Σp then sequence ∇pfn ∈ Tp converges.
Proof. Set
s = sup { |(dpf)(ξ)− (dpg)(ξ)| : ξ ∈ Σp } .
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Clearly for any v ∈ Tp, we have
|(dpf)(v) − (dpg)(v)| 6 s·|v|.
From the definition of gradient (11.4.1) we have:
(dpf)(∇pg) 6 〈∇pf,∇pg〉, (dpg)(∇pf) 6 〈∇pf,∇pg〉,
(dpf)(∇pf) = 〈∇pf,∇pf〉, (dpg)(∇pg) = 〈∇pg,∇pg〉.
Therefore,
|∇pf −∇pg| = 〈∇pf,∇pf〉+ 〈∇pg,∇pg〉 − 2·〈∇pf,∇pg〉 6
6 (dpf)(∇pf) + (dpg)(∇pg)−
− (dpf)(∇pg)− (dpg)(∇pf) 6
6 s·(|∇pf |+ |∇pg|).
11.4.8. Exercise. Let L be an m-dimensional complete length CBB(κ)
space and a, b, p are mutually distinct points in L. Prove that
(dp dista )(∇p distb ) + cos ∡˜κ(p ab) 6 0.
11.4.9. Exercise. Let L be an m-dimensional complete length CBB(κ)
space, the function f : L → R be semiconcave and locally Lipschitz and
α : I→ L be a Lipschitz curve. Show that
〈∇α(t)f,α+(t)〉 = (dα(t)f)(α+(t))
for almost all t ∈ I.
Semicontinuity
In this section we collect number of corollaries of the following lemma.
11.4.10. Ultralimit of |gradient|. Assume
⋄ (Ln) is a sequence of complete CBB(κ) spaces and (Ln, pn)→
→ (LÑ, pÑ) as n→ Ñ;
⋄ fn : Ln ◦→ R and fÑ : LÑ ◦→ R are locally Lipschitz and
λ-concave and fn → fÑ as n→ Ñ;
⋄ xn ∈ Dom fn and xn → xÑ ∈ Dom fÑ as n→ Ñ.
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Then
|∇xÑfÑ| 6 limn→Ñ |∇xnfn|.
Remarks. In order to construct an example such that |∇xÑfÑ| <
< limn→Ñ |∇xnfn|; one can take Ln = LÑ = R, fn(x) = fÑ(x) = −|x|
and xn → 0+.
From the convergence of gradient curves (proved later in 14.2.10),
one can deduce the following slightly stronger statement.
11.4.11. Proposition. Assume
⋄ Ln is a sequence of complete CBB(κ) spaces and (Ln, pn)→
→ (LÑ, pÑ) as n→ Ñ;
⋄ fn : Ln ◦→ R and fÑ : LÑ ◦→ R are locally Lipschitz and
λ-concave and fn → fÑ as n→ Ñ.
Then
|∇xÑfÑ| = inf{ limn→Ñ |∇xnfn|},
where infimum is taken for all sequences xn ∈ Dom fn such that xn →
→ xÑ ∈ Dom fÑ as n→ Ñ.
Proof of 11.4.10. Fix an ε > 0 and choose yÑ ∈ Dom fÑ sufficiently
close to xÑ such that
|∇xÑfÑ| − ε <
fÑ(yÑ)− fÑ(xÑ)
|xÑ − yÑ| .
Choose yn ∈ Ln such that yn → yÑ as n → Ñ. Sinse |xÑ − yÑ| is
sufficiently small, the λ-concavity of fn implies that
|∇xÑfÑ| − 2·ε < (dxnfn)(↑[xnyn]),
for Ñ-almost all n. Hence,
|∇xÑfÑ| − 2·ε 6 lim
n→Ñ |∇xnfn|.
Sinse ε > 0 is arbitrary, the proposition follows.
Note that the distance preserving map ι : L →֒ LÑ induces an em-
bedding
dpι : TpL →֒ TpLÑ.
Thus, we can (and will) consider TpL as a subcone of TpLÑ.
11.4.12. Corollary. Let L be a complete length CBB space and
f : L ◦→ R be locally Lipschitz semiconcave subfunction. Then for
any point p ∈ Dom f we have
∇pf = ∇pfÑ.
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Proof. Note that L ⊃ Dom f ⊂ Dom fÑ ⊂ LÑ. Applying 11.4.10 for
Ln = L and xn = x, we get that |∇xf | > |∇xfÑ|.
On the other hand, f = fÑ|L, hence dpf = dpfÑ|TpL. Thus, from
11.4.3c, |∇xf | 6 |∇xfÑ|. Therefore
➋ |∇xf | = |∇xfÑ|.
Further,
|∇xf |2 = (dpf)(∇xf)
= dpf
Ñ(∇xf) 6
6 〈∇xfÑ,∇xf〉 =
= |∇xfÑ|·|∇xf |· cos∡(∇xfÑ,∇xf).
Together with ➋, this implies ∡(∇xfÑ,∇xf) = 0 and the statement
follows.
11.4.13. Semicontinuity of |gradient|. Let L be a complete length
CBB space and f : L ◦→ R be locally Lipschitz semiconcave subfunc-
tion. Then the function x 7→ |∇xf | is lower-continuous; that is for
any sequence xn → x ∈ Dom f , we have
|∇xf | 6 lim
n→∞
|∇xnf |.
Proof. According to 11.4.12, |∇xf | = |∇xfÑ|. Applying 11.4.10 for
xn → x, we get that
lim
n→Ñ |∇xnf | > |∇xf
Ñ| = |∇xf |.
Passing to arbitrary subsequence of (xn) we obtain the result.
11.5 Polar vectors
Here we give a corollary of Lemma 11.4.7. It will be used to prove
basic properties of tangent space.
11.5.1. Anti-sum lemma. Let L be a complete length CBB space
and p ∈ L.
Given two vectors u, v ∈ Tp there is unique vector w ∈ Tp such
that
〈u, x〉+ 〈v, x〉+ 〈w, x〉 > 0
for any x ∈ Tp and
〈u,w〉+ 〈v, w〉 + 〈w,w〉 = 0.
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If Tp would be a length space, then the lemma would follow from
the existence of the gradient (11.4.2) applied to the function Tp → R
defined by x 7→ −(〈u, x〉 + 〈v, x〉). However, tangent space Tp might
be not a length space; see Halbeisen’s example 11.1.2.
Applying the above lemma for u = v, we get the following state-
ment.
11.5.2. Existence of polar vector. Let L be a complete length CBB
space and p ∈ L. Given a vector u ∈ Tp there is unique vector u∗ ∈
∈ Tp such that 〈u∗, u∗〉 + 〈u, u∗〉 = 0 and u∗ is polar to u; that is,
〈u∗, x〉+ 〈u, x〉 > 0 for any x ∈ Tp.
In particular, for any vector u ∈ Tp there is a polar vector u∗ ∈ Tp
such that |u∗| 6 |u|.
The Milka’s lemma provides a refinement of this statement; it
states that in the finite-dimensional case, we can assume that |u∗| =
|u|.
Proof of 11.5.1. Choose two sequences of points an, bn ∈ Str(p) such
that ↑[pan] → u/|u| and ↑[pbn] → v/|v|. Consider sequence of functions
fn = |u|· distan + |v|· distbn .
According to Exercise 11.2.2,
(dpfn)(x) = −|u|·〈↑[pan], x〉 − |v|·〈↑[pbn], x〉.
Thus, we have the following uniform convergence for all x ∈ Σp
(dpfn)(x) −−−−→
n→∞ −〈u, x〉 − 〈v, x〉.
According to Lemma 11.4.7, sequence ∇pfn converges. Set
w = lim
n
∇pfn.
From definition of gradient
〈w,w〉 = lim
n→∞〈∇pfn,∇pfn〉 = 〈w, x〉 = limn→∞〈∇pfn, x〉 >
= lim
n→∞(dpfn)(∇pfn) = > limn→∞(dpfn)(x) =
= −〈u,w〉 − 〈v, w〉, = −〈u, x〉 − 〈v, x〉.
11.6 Linear subspace of tangent space
11.6.1. Definition. Let L be a complete length CBB(κ) space, p ∈ L
and u, v ∈ Tp. We say that vectors u and v are opposite to each other,
(briefly, u+ v = 0) if |u| = |v| = 0 or ∡(u, v) = pi and |u| = |v|.
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The subcone
Linp = { v ∈ Tp : ∃ w ∈ Tp such that w + v = 0 }
will be called linear subcone of Tp.
The reason for the name “linear” will become evident in Theo-
rem 11.6.4.
11.6.2. Proposition. Let L be a complete length CBB space and
p ∈ L. Given two vectors u, v ∈ Tp, the following statements are
equivalent:
a) u+ v = 0;
b) 〈u, x〉+ 〈v, x〉 = 0 for any x ∈ Tp;
c) 〈u, ξ〉+ 〈v, ξ〉 = 0 for any ξ ∈ Σp.
Proof. The condition u+ v = 0 is equivalent to
〈u, u〉 = −〈u, v〉 = 〈v, v〉;
thus (b)⇒(a). Since Tp is isometric to a subset of TÑp , the splitting
theorem (14.4.1) applied for TÑp gives (a)⇒(b).
The equivalence (b)⇔(c) is trivial.
11.6.3. Proposition. Let L be a complete length CBB space and p ∈
∈ L. Then for any three vectors u, v, w ∈ Tp, u+ v = 0 and u+w = 0
implies v = w.
Proof. From Proposition 11.6.2 both v and w satisfy the condition in
corollary 11.5.2. Hence the result.
Let u ∈ Linp; that is u+ v = 0 for some v ∈ Tp. Given s < 0, set
s·u := (−s)·v.
This way we define multiplication of any vector in Linp by any real
number (positive and negative). Proposition 11.6.3 implies that such
multiplication is uniquely defined.
11.6.4. Theorem. Let L be a complete length CBB(κ) space and
p ∈ L. Then Linp is a subcone of Tp isometric to a Hilbert space.
Before comming to the proof of the theorem, let us give its corol-
lary.
11.6.5. Corollary. Let L be a complete length CBB(κ) space and p ∈
∈ Str(x1, x2, . . . , xn). Then there is a subcone E ⊂ Tp that isometric
to a Euclidean space such that log[pxi] ∈ E for every i.
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Proof. By the definition of Str (7.2.3), log[pxi] ∈ Linp for each i. It
remains to apply Theorem 11.6.4.
The main difficulty in the proof of Theorem 11.6.4 comes from the
fact that in general Tp is not a length space; see Habeisen’s example
(11.1.2). Othervise, if the tangent space is a length space, the state-
ment would follow directly from the splitting theorem (14.4.1). In fact
the proof of this theorem is a far walk around — we use construc-
tion of gradient, as well as the splitting theorem, namely its corollary
(14.4.2). Thus in order to understand our proof one needs to read
most of Chapter 14.
Proof of 11.6.4. First we show that Linp is a complete geodesic CBB(0)
space.
Recall that TÑp is a complete geodesic CBB(0) space (see 3.3.2 and
11.3.1a) and Linp is a closed subset of T
Ñ
p . Thus, it is sufficient to
show that the metric on Linp inherited from T
Ñ
p is a length-metric.
Fix two vectors x, y ∈ Linp. Let u and v be such that u+ 12 ·x = 0
and v + 12 ·y = 0. Apply Lemma 11.5.1 to the vectors u and v; let
w ∈ Tp denotes the obtained tangent vector.
➊ w is a midpoint of [xy].
Indeed, according to Lemma 11.5.1,
|w|2 = −〈w, u〉 − 〈w, v〉 =
= 12 ·〈w, x〉 + 12 ·〈w, y〉.
Therefore,
|x− w|2 + |w − y|2 = 2·|w|2 + |x|2 + |y|2 − 2·〈w, x〉 − 2·〈w, y〉 =
= |x|2 + |y|2 − 〈w, x〉 − 〈w, y〉 6
6 |x|2 + |y|2 + 〈u, x〉+ 〈v, x〉+ 〈u, y〉+ 〈v, y〉 =
= 12 ·|x|2 + 12 ·|y|2 − 〈x, y〉 =
= 12 ·|x− y|2.
Thus |x− w| = |w − y| = 12 ·|x− y| and ➊ follows. △
Note that for any v ∈ Linp there is a line ℓ that contains v and
0, thus applying 14.4.2, we get that Linp is isometric to a Hilbert
space.
11.7 Comments
11.7.1. Open question. Let L be a proper length CBB(κ) space. Is
it true that for any p ∈ L, the tangent space Tp is a length space?
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Chapter 12
Dimension of CAT
spaces
In this chapter we discuss the constructions introduced by Bruce Klei-
ner in [13].
The material of this chapter is used mostly for CAT spaces, but
the results in section 12.1 find some applications for finite dimensional
CBB spaces as well.
12.1 The case of complete geodesic spaces
The following construction gives a k¯-dimensional submanifold for a
given “nondegenerate” array of k¯ + 1 strongly convex functions.
12.1.1. Definition. For two real arrays v, w ∈ Rk¯+1, v = (v0, v1, . . .
. . . , vk¯) and w = (w0, w1, . . . , wk¯), we will write v < w if vi > wi for
each i.
Given a subset Q ⊂ Rk¯+1, denote by UpQ, the smallest upper set
containing Q and MinQ, the set of minimal elements of Q with respect
to <; that is,
UpQ =
{
v ∈ Rk¯+1 : ∃w ∈ Q such that v < w } ,
MinQ = {v ∈ Q : if v < w ∈ Q then w = v } .
12.1.2. Definition. Let X be a metric space and f = (f0, f1, . . .
. . . , f k¯) : X → Rk¯+1 be a function array. The set
Webf := f−1 [Minf(X )] ⊂ X
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will be called the web on f .
Given an array f = (f0, f1, . . . , f k¯), we denote by f−i the subarray
of f with f i removed; that is,
f−i := (f0, . . . , f i−1, f i+1, . . . , f k¯).
Clearly Web f−i ⊂Web f . Define the inner web of f as
InWebf = Webf\
(⋃
i
Webf−i
)
.
We say that a function array is nondegenerate if InWeb f 6= ∅.
Example. If X is a geodesic space, then Web(distx , disty ) is the
union of all geodesics from x to y and
InWeb(distx , disty ) = Web(distx , disty )\{x, y}.
Barycenters. Let us denote by ∆k¯ ⊂ Rk¯+1 the standard k¯-simplex ;
that is, x = (x0, x1, . . . , xk¯) ∈ ∆k¯ if ∑k¯i=0 xi = 1 and xi > 0 for all i.
Let X be a metric space and f = (f0, f1, . . . , f k¯) : X → Rk¯+1 be
a function array. Consider the map Sf : ∆
k¯ → X , defined by
Sf (x) = MinPoint
k¯∑
i=0
xi ·f i,
where MinPoint f denotes a point of minimum of f . The map Sf will
be called a barycentric simplex of f . Note that for general function
array f , the value Sf (x) might be undefined or nonuniquely defined.
It is clear from the definition, that Sf−i coincides with the restric-
tion of Sf to the corresponding face of ∆
k¯.
12.1.3. Theorem. Let X be a complete geodesic space and f =
= (f0, f1, . . . , f k¯) : X → Rk¯+1 be an array of strongly convex and
locally Lipschitz functions. Then f defines a C
1
2 -embedding Webf →֒
→֒ Rk¯+1.
Moreover,
a) W = Up[f(X )] is a convex closed subset of Rk¯+1 and
S = ∂Rk¯+1W is a convex hypersurface in R
k¯+1.
b)
f(Web f) = MinW ⊂ S
and
f(InWeb f) = IntS(MinW ).
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c) The barycentric simplex Sf : ∆
k¯ → X is a uniquely defined
Lipshitz map and ImSf = Web f . In particular Web f is
compact.
d) Let us equip ∆k¯ with metric induced by ℓ1-norm on Rk¯+1.
Then the Lipschitz constant of Sf : ∆
k¯ → U can be esti-
mated in terms of positive lower bounds on (f i)′′ and Lip-
shitz constants of f i in a neigborhood of Webf for all i.
In particular, from (a) and (b), it follows that InWeb f is C
1
2 -
homeomorphic to an open set of Rk¯.
The proof is preceded by few preliminary statements.
12.1.4. Lemma. Suppose X is a complete geodesic space and let
f : X → R be a locally Lipschitz, strongly convex function. Then the
minimum point of f is uniquely defined.
Proof. Without loss of generality, we can assume that f is 1-convex;
in particular the following claim holds.
➊ if z is a midpoint of the geodesic [xy], then
s 6 f(z) 6 12 ·f(x) + 12 ·f(y)− 18 ·|x− y|2.
Uniqueness. Assume that x and y are distinct minimum points of f .
From ➊, we get
f(z) < f(x) = f(y),
a contradiction.
Existence. Fix a point p ∈ X ; let £ ∈ R be a Lipschitz constant of f
in a neighborhood of p.
Consider function ϕ(t) = f ◦geod[px](t). Clearly ϕ is 1-convex and
ϕ+(0) > −£. Setting ℓ = |p− x|, we get
f(x) = ϕ(ℓ) >
> f(p)−£·ℓ + 12 ·ℓ2 >
> f(p)− 12 ·£2.
In particular,
s := inf { f(x) : x ∈ X } >
> f(p)− 12 ·£2.
Choose a sequence of points pn ∈ X such that f(pn)→ s. Applying
➊, for x = pn, y = pm, we get that (pn) is converging in itself. Hence,
pn converges to a minimum point of f .
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12.1.5. Definition. Let Q be a closed subset of Rk¯+1. A vector
x = (x0, x1, . . . , xk¯) ∈ Rk¯+1 is subnormal to Q at point v ∈ Q if
〈x,w − v〉 :=
∑
i
xi ·(wi − vi) > 0
for any w ∈ Q.
12.1.6. Lemma. Let X be a complete geodesic space and f =
= (f0, f1, . . . , f k¯) : X → Rk¯+1 be an array of strongly convex and
locally Lipschitz functions. Set W = Upf(X ). Then:
a) W is a closed convex set bounded below with respect to <.
b) If x is a subnormal vector to W , then x < 0.
c) S = ∂Rk¯+1W is a complete convex hypersurface in R
k¯+1.
Proof. Denote by W¯ the closure of W .
Convexity of f i implies that for any two points p, q ∈ X and t ∈
∈ [0, 1] we have
➋ (1− t)·f(p) + t·f(q) < f ◦ path[pq](t).
where path[pq] denotes a geodesic path from p to q. Therefore W as
well as W¯ are convex sets in Rk¯+1.
Set
wi = min
{
f i(x) : x ∈ X } .
By Lemma 12.1.4, wi is finite for each i. Clearly w = (w0, w1, . . . , wk¯)
is a lower bound of W¯ with respect to <.
It is clear that W has nonempty interior and W 6= Rk¯+1 since it
is bounded below. Therefore S = ∂Rk¯+1W = ∂Rk¯+1W¯ is a complete
convex hypersurface in Rk¯+1.
Since W¯ is closed and bounded below, we also have
➌ W¯ = Up[Min W¯ ].
Choose arbitrary v ∈ S. Let x ∈ Rk¯+1 be a subnormal vector to
W¯ at v. In particular, 〈x,y〉 > 0 for any y < 0; that is, x < 0.
Further, according to Lemma 12.1.4, the function
∑
i x
i ·f i has
uniquely defined minimum point, say p. Clearly
➍ v < f(p) and f(p) ∈ MinW.
Note that for any u ∈ W¯ there is v ∈ S such that u < v. Therefore
➍ implies that
W¯ ⊂ Up[MinW ] ⊂W.
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Hence W¯ =W ; that is, W is closed.
Proof of 12.1.3. Without loss of generality we may assume that all f i
are 1-convex.
Given v = (v0, v1, . . . , vk¯) ∈ Rk¯+1, consider the function hv : X →
→ R defined as
hv(p) = max
i
{f i(p)− vi}.
Note that hv is 1-convex. Set
Φ(v) := MinPointhv.
According to Lemma 12.1.4, Φ(v) is uniquely defined.
From the definition of web (12.1.2) we have Φ ◦ f(p) = p for any
p ∈ Web f ; that is, Φ is a left inverse to the restriction f |Webf . In
particular,
➎ Webf = ImΦ.
Given v,w ∈ Rk¯+1, set p = Φ(v) and q = Φ(w). Since hv and hw
are 1-convex, we have
hv(q) > hv(p) +
1
2 ·|p− q|2, hw(p) > hw(q) + 12 ·|p− q|2.
Therefore,
|p− q|2 6 2· sup
x∈X
{|hv(x) − hw(x)|} 6
6 2·max
i
{|vi − wi|}.
In particular, Φ is C
1
2 -continuous, or f |Webf is a C 12 -embedding.
As in Lemma 12.1.6, set W = Up f(X ) and S = ∂Rk¯+1W . Re-
call that S is a convex hypersurface in Rk¯+1. Clearly f(Web f) =
MinW ⊂ S. From the definition of inner web we have v ∈ f(InWeb f)
if and only if v ∈ S and for any i there is w = (w0, w1, . . . , wk¯) ∈ W
such that wj < vj for all j 6= i. Thus, f(InWeb f) is open in S.
That is, InWeb f is C
1
2 -homeomorphic to an open set in a convex
hypersurface S ⊂ Rk¯+1.
(c)+(d). Since f i is 1-convex, for any x = (x0, x1, . . . , xk¯) ∈ ∆k¯, the
convex combination (∑
i
xi ·f i
)
: X → R
is also 1-convex. Therefore, according to Lemma 12.1.4, Sf (x) is
defined for any x ∈ ∆k¯.
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For x,y ∈ ∆k¯, set
fx =
∑
i
xi ·f i, fy =
∑
i
yi ·f i,
p = Sf (x), q = Sf (y),
ℓ = |p− q|.
Note the following:
⋄ The function ϕ(t) = fx ◦ geod[pq](t) has minimum at 0.
Therefore ϕ+(0) > 0
⋄ The function ψ(t) = fy ◦ geod[pq](t) has minimum at ℓ.
Therefore ψ−(ℓ) > 0.
From 1-convexity of fy, we have ψ
+(0) +ψ−(ℓ) + ℓ 6 0.
Let £ be a Lipschitz constant for all f i in a neighborhood Ω ∋ p.
Then
ψ+(0) 6 ϕ+(0) +£·‖x− y‖1,
where ‖x − y‖1 =
∑k¯
i=0 |xi − yi|. That is, given x ∈ ∆k¯, there is a
constant £ such that
|Sf (x)−Sf (y)| = ℓ 6
6 £·‖x− y‖1
for any y ∈ ∆k¯. In particular, there is ε > 0 such that if ‖x − y‖1,
‖x− z‖1 < ε, then Sf (y), Sf (z) ∈ Ω. Thus, the same argument as
above implies
|Sf (y) −Sf (z)| = ℓ 6 £·‖y − z‖1
for any y and z sufficiently close to x; that is, Sf is locally Lipschitz.
Since ∆k¯ is compact, Sf is Lipschitz.
Clearly Sf (∆
k¯) ⊂ Webf ; it remains to show that Sf (∆k¯) ⊃
⊃ Webf . According to Lemma 12.1.6, W = Upf(X ) is a closed
convex set in Rk¯+1. Let p ∈ Webf ; clearly f(p) ∈ MinW ⊂ S =
∂Rk¯+1W . Let x be a subnormal vector to W at f(p). According to
Lemma 12.1.6, x < 0. Without loss of generality we may assume
that
∑
i x
i = 1; that is, x ∈ ∆k¯. By Lemma 12.1.4, p is the unique
minimum point of
∑
i x
i ·f i; that is, p = Sf (x).
12.2 The case of CAT spaces
Let a = (a0, a1, . . . , ak¯) be a point array in a metric space U . Recall
that dista denotes the distance map
(dista0 , dista1 , . . . , distak¯ ) : U → Rk¯+1
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which can be also regarded as a function array. The radius of the point
array a is defined to be the radius of the set {a0, a1, . . . , ak¯}; that is,
rada = inf
{
r > 0 : ai ∈ B(z, r) for all i and some z ∈ U } .
Fix κ ∈ R. Let a = (a0, a1, . . . , ak¯) be a point array of radius
< ̟
κ
2 in a metric space U . Consider function array f = (f0, f1, . . .
. . . , f k¯) where
f i(x) = mdκ|ai − x|.
Assuming the barycentric simplex Sf is defined, then Sf is called
the κ-barycentric simplex for the point array a; it will be denoted
by Sκa. The points a
0, a1, . . . , ak¯ are called vertexes of κ-barycentric
simplex . Note that once we say the κ-barycentric simplex is defined,
we automatically assume that rada < ̟
κ
2 .
12.2.1. Theorem. Let U be a complete length CAT(κ) space and
a = (a0, a1, . . . ak¯) be a point array with radius < ̟
κ
2 . Then:
a) The κ-barycentric simplex Sκa : ∆
k¯ → U is defined. More-
over, Sκa is a Lipschitz map, and if ∆
k¯ is equipped with
the ℓ1-metric, then its Lipschitz contant can be estimated
in terms of κ and the radius of a (in particular it does not
depend on k¯).
b) Web(dista ) = ImS
κ
a. Moreover, if a closed convex set K
contains all ai, then Web(dista ) ⊂ K.
c) The restriction1 dista−0 |InWeb(dist
a
) is an open C
1
2 -embedding
in Rk¯. Thus there is an inverse of dista−0 |InWeb(dist
a
), say
Φ: Rk¯ ◦→ U .
The subfunction f = dista0 ◦ Φ is semiconvex and locally
Lipschitz. Moreover, if κ 6 0, then f is convex.
In particular, Web(dista ) is compact and InWeb(dista ) is C
1
2 -
homeomorphic to an open subset of Rk¯.
12.2.2. Definition. The submap Φ: Rk¯ ◦→ X as in Theorem 12.2.1c
will be called the dista -web embedding with brace dista0 .
12.2.3. Definition. Let U be a complete length CAT(κ) space and
a = (a0, a1, . . . ak¯) be a point array with radius < ̟
κ
2 . If InWeb(dista )
is nonempty, then the point array a is called nondegenerate.
Lemma 12.2.5 will provide examples of nondegenerate point arrays,
which can be used in Theorem 12.2.1c.
1Recall that dist
a−0
denotes array (dist
a1
, . . . ,dist
ak¯
).
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12.2.4. Corollary. Let U be a complete length CAT(κ) space, a =
= (a0, a1, . . . am) be a nondegenerate point array of radius < ̟
κ
2 in U
and σ = Sκa be corresponding κ-baricentric simplex. Then for some
x ∈ ∆m the differential dxσ is linear and the image Imdxσ forms a
subcone isometric to an m-dimensional Euclidean space in the tangent
cone Tσ(x).
Proof. Denote by τ : U → Rm the distance map dista−0 .
According to Theorem 12.2.1, σ is Lipschitz and the distance map
τ, gives an open embedding of InWeb(dista ) = σ(∆
m)\σ(∂∆m). Note
that τ is Lipschitz. According to Rademacher’s theorem the dif-
ferential dx(τ ◦ σ) is linear for almost all x ∈ ∆m. Further since
InWeb(dista ) 6= ∅, the area formula implies that dx(τ ◦ σ) is surjec-
tive on a set of positive masure of points x ∈ ∆m.
Note that dx(τ ◦ σ) = (dσ(x)τ) ◦ (dxσ). Applying Rademacher’s
theorem again, we get that dxσ is linear for almost all x ∈ ∆m, at
these points Imdxσ forms a subcone isometric to a Euclidean space
in Tσ(x). Clearly the dimension of Imdx(τ ◦ σ) is at least as big as
dimension of Imdxσ. Hence the result.
Proof of 12.2.1. Fix z ∈ U and r < ̟κ2 such that |z − ai| < r for
all i. Note that the set K ∩ B[z, r] is convex, closed, and contains all
ai. Applying the theorem on short retract (Exercise 8.6.5), we get the
second part of (b).
The rest of the statements are proved first in case κ 6 0 and then
the remaining case κ > 0 is reduced to the case κ = 0.
Case κ 6 0. Consider function array f i = mdκ ◦distai . From the def-
inition of web (12.1.2), it is clear that Web(dista ) = Webf . Further,
from the definition of κ-barycentric simplex, Sκa = Sf .
All the functions f i are strongly convex (see 8.5.1b). Therefore
(12.2.1a), (12.2.1b) and the first statements in (12.2.1b) follow from
Theorem 12.1.3.
Case κ > 0. Applying rescaling, we can assume κ = 1; so ̟κ = ̟1 =
pi.
Set U˚ = ConeU ; by 10.4.2a, U˚ is CAT(0). Let us denote by ι the
natural embedding of U as the unit sphere in U˚ and proj: U˚ ◦→ U the
submap, defined as proj(v) = ι−1(v/|v|) for all v 6= 0. Note that there
is z ∈ U and ε > 0 such that the set
Kε =
{
v ∈ U˚ : 〈ι(z), v〉 > ε
}
contains all ι(ai). Note that 0 /∈ Kε and the set Kε is closed and
convex. The later follows from Exercise 8.5.2, since v 7→ −〈ι(z), v〉 is
a Busemann function.
12.2. THE CASE OF CAT SPACES 175
Denote by ι(a) the point array (ι(a0), ι(a1), . . . , ι(ak¯)) in U˚ . From
the case κ = 0, we get that ImS0ι(a) ⊂ Kε. In particular ImS0ι(a) 6∋ 0
and thus proj ◦S0
ι(a) is defined. Direct calculations show
S1a = proj ◦S0ι(a) and Web(dista ) = proj[Web(distι(a) )].
It reduces the case κ = 1 of the theorem to the case κ = 0, which is
proved already.
12.2.5. Lemma. Let U be a complete length CAT(κ) space, a =
= (a0, a1, . . . ak¯) be an array of radius < ̟
κ
2 and B
i = B[ai, ri] for
some array of positive reals (r0, r1, . . . , rk¯). Assume that
⋂
iB
i = ∅,
but
⋂
i6=j B
i 6= ∅ for any j. Then a is nondegenerate.
Proof. Without loss of generality we can assume that U is geodesic
and diamU < ̟κ. If not, choose a point z ∈ U and r < ̟κ2 such that
|z − ai| 6 r for each i and consider B[z, r] instead of U . The later can
be done since B[z, r] is convex and closed, thus B[z, r] is a complete
length CAT(κ) space and Web(dista ) ⊂ B[z, r]; see 8.6.1 and 12.2.1b.
By Theorem 12.2.1, Web(dista ) is a compact set, therefore there
is a point p ∈Web(dista ) minimizing the function
f(x) = max
i
{distBi x} = max{0, |a0 − x| − r0, . . . , |ak¯ − x| − rk¯}.
By the definition of web (12.1.2), p is also the minimum point of f
on U . Let us show that
➊ p /∈ Bj for any j.
Indeed, assume the contrary; that is,
➋ p ∈ Bj
for some j. Then p is a point of local minimum for the function
hj(x) = max
i6=j
{distBi x}.
Hence
max
i6=j
{∡[p xai ]} > pi2
for any x ∈ U . From angle comparison (8.3.1c), it follows that p is a
global minimum of hj and hence
p ∈
⋂
i6=j
Bi.
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The latter and ➋ contradict
⋂
iB
i = ∅. △
From the definition of web, it also follows that
Web(dista−j ) ⊂
⋃
i6=j
Bi.
Therefore, the claim implies that p /∈Web(dista−j ) for each j; that is,
p ∈ InWeb(dista ).
12.3 Dimension of CBA spaces
We start with two examples.
The first example shows that the dimension of a complete length
CAT spaces is not local; that is, such spaces might have open sets with
different linear dimension.
Such an example can be constructed by gluing at one point two
Euclidean spaces of different dimensions. According to Reshetnyak’s
gluing theorem (8.9.1), this construction gives a CAT(0) spaces.
The second example provides a complete length CAT space with
topological dimension one and arbitrary large Hausdorff dimension.
Thus, for complete length CAT spaces, one should not expect any
relations between topological and Hausdorff dimensions except for the
one provided by Szpilrajn’s theorem (6.1.5).
To construct the second type of examples, note that the completion
of any metric tree has topological dimension one and is CAT(κ) for
any κ. Start with a binary tree Γ, and a sequence εn > 0 such that∑
n εn < ∞. Define the metric on Γ by prescribing length of edge
from level n to the level n+ 1 to be εn. For an appropriately chosen
sequence εn, the completion of Γ will contain a Cantor set of arbitrary
large dimension.
The following is a version of the theorem proved by Bruce Kleiner
in [13] with an improvement made by Alexander Lytchak in [50].
12.3.1. Theorem. For any complete length CAT(κ) space U , the
following statements are equivalent:
a) LinDimU > m;
b) For some z ∈ U there is an array of m + 1 balls Bi =
= B(ai, ri) with a0, a1, . . . , am ∈ B(z, ̟κ2 ) such that⋂
i
Bi = ∅ and
⋂
i6=j
Bi 6= ∅ for each j.
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c) There is a C
1
2 -embedding Φ: B[1]Em →֒ U ; that is, Φ is
bi-Ho¨lder with exponent 12 .
d) There is a closed separable set K ⊂ U such that
TopDimK > m.
Remarks. Theorem 12.4.1 gives a stronger version of part (c) in finite
dimensional case. Namely, a complete length CAT space with linear
dimension m admits a bi-Lipschitz embedding Φ of an open set of Rm.
Moreover, the Lipschitz constants of Φ can be made arbitrary close to
1.
12.3.2. Corollary. For any separable complete length CAT space U ,
we have
TopDimU = LinDimU .
Any simplicial complex can be equipped with a length-metric such
that each k¯-simplex is isometric to the standard simplex
∆k¯ =
{
(x0, . . . , xk¯) ∈ Rk¯+1 : xi > 0, x0 + . . .+ xk¯ = 1
}
with the metric induced by the ℓ1-norm on Rk¯+1. This metric will be
called the ℓ1-metric on the simplicial complex.
12.3.3. Lemma. Let U be a complete length CAT(κ) space and
ρ : U → R be a continuous positive function. Then there is a simplicial
complex N equiped with ℓ1-metric, a locally Lipschitz map Φ: U → N
and a Lipschitz map Ψ: N → U such that
a) The displacement of composition Ψ◦Φ: U → U is bounded
by ρ; that is,
|x−Ψ ◦ Φ(x)| < ρ(x)
for any x ∈ U
b) If LinDimU 6 m then the Ψ-image of any closed simplex
in N coincides with the image of its m-skeleton.
Proof. Without loss of generality, we can assume that for any x we
have ρ(x) < ρ0 for some fixed ρ0 <
̟κ
2 .
By Stone’s theorem, any metric space is paracompact. Thus, we
can choose a locally finite covering {Ωα : α ∈ A} of U such that Ωα ⊂
⊂ B(x, 13 ·ρ(x)) for any x ∈ Ωα.
Denote by N the nerve of the covering {Ωα}; that is, N is an
abstract simplicial complex with set of vertexes formed by A such
that {α0,α1, . . . ,αn} ⊂ A are vertexes of a simplex if and only if
Ωα0 ∩ Ωα1 ∩ . . . ∩ Ωαn 6= ∅.
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Fix a Lipschitz partition of unity ϕα : U → [0, 1], subordinate to
{Ωα}. Consider the map Φ: U → N such that the barycentric co-
ordinate of Φ(p) is ϕα(p). Note that Φ is locally Lipschitz. Clearly
Φ-preimage of any open simplex in N lies in Ωα for some α ∈ A.
For each α ∈ A, choose xα ∈ Ωα. Let us extend the map α 7→
7→ xα to a map Ψ: N → U that is κ-barycentric on each simplex;
according to Theorem 12.2.1a, this extension exists, Ψ is Lipschtz and
its Lipschitz constant depends only on ρ0 and κ.
(a) Fix x ∈ U . Denote by ∆ the minimal simplex that contains Φ(x);
and let (α0,α1, . . . ,αn) be the vertexes of ∆. Note that α is a vertex
of ∆ if and only if ϕα(x) > 0. Thus,
|x− xαi | < 13 ·ρ(x)
for any i. Therefore
diamΨ(∆) 6 max
i,j
{|xαi − xαj |} < 23 ·ρ(x).
In particular
|x−Ψ ◦ Φ(x)| 6 |x− xα0 | + diamΨ(∆) < ρ(x).
(b) Assume the contrary; that is, Ψ(N ) is not inculded in the Ψ-image
of m-skeleton of N . Then for some k¯ > m, there is a k¯-simplex ∆k¯ in
N , such that the baricentric simplex σ = Ψ|∆k¯ is nondegenrate; that
is,
W = Ψ(∆k¯)\Ψ(∂∆k¯) 6= ∅.
Applying Corollary 12.2.4, we get that LinDimU > k¯, a contradiction.
Proof of 12.3.1. Note that
⋄ The implication (b)⇒(c) follows directly from Lemma 12.2.5
and Theorem 12.2.1c.
⋄ The implication (c)⇒(d) is trivial.
(d)⇒(a). According to Theorem 6.1.7, there is a continuous map
f : K → Rm with a stable value. By Tietze extension theorem, it is
possible to extend f to a continuous map F : U → Rm.
Fix ε > 0. Since F is continuous, there is a continuous positive
function ρ defined on U such that
|x− y| < ρ(x) ⇒ |F (x)− F (y)| < 13 ·ε.
Apply Lemma 12.3.3 for the function ρ. For the obtained simplicial
complex N , and maps Φ: U → N , Ψ: N → U , we have
|F ◦Ψ ◦ Φ(x) − F (x)| < 13 ·ε
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for any x ∈ U .
According to Lemma 4.2.5, there is a locally Lipschitz map Fε : U →
→ Rm+1 such that |Fε(x) − F (x)| < 13 ·ε for any x ∈ U .
Note that Φ(K) is contained in a countable subcomplex of N , say
N ′. Indeed, since K is separable, there is a countable dense collection
of points {xn} in K. Denote by ∆n the minimal simplex of N that
contains Φ(xn). Then Φ(K) ⊂
⋃
i∆n.
Arguing by contradiction, assume LinDimU < m. By 12.3.3b, the
image Fε ◦ Ψ ◦ Φ(K) lies in the Fε-image of (m − 1)-skeliton of N ′;
in particular it can be covered by countable collection of Lipschitz
images of (m − 1)-simplexes. Hence 0 ∈ Rm is not a stable value of
the restriction Fε ◦ Ψ ◦ Φ|K . Since ε > 0 is arbitrary, we get that
0 ∈ Rm is not a stable value of f = F |K , a contradiction.
(a)⇒(b). The following claim follows from the definition of tangent
space.
➊ Let q ∈ U and x˙1, x˙2, . . . , x˙n ∈ Tq. Then given δ > 0, there is a
point array x1, x2, . . . , xn in U such that
∡(x˙i, log[qxi]) < δ
and for some fixed ÿ > 0 we have
1
ÿ
·|q − xi| = |x˙i| and | 1
ÿ
·|xi − xj | − |x˙i − x˙j || < δ
for all i and j.
Moreover the value ÿ can be taken arbitrary small.
Proof of the claim. For each i choose a geodesic γi from q that goes
almost in the directions of x˙i. Then take the point xi on γi on the
distance ÿ·|x˙i| from q. △
Choose q ∈ U such that Tq contains a subcone E isometric to m-
dimensional Euclidean space. Note that one can choose ε > 0 and a
point arrray (a˙0, a˙1, . . . , a˙m) in E ⊂ Tq such that
⋂
i B[a˙
i, 1 + ε] = ∅
and
⋂
i6=j B[a˙
i, 1− ε] 6= ∅ for each j.
Applying Claim ➊, we get a point array (a0, a1, . . . , am) in U such
that
⋂
iB[a
i, ÿ] = ∅ and
⋂
i6=j B[a
i, ÿ] 6= ∅ for each j. Since ÿ > 0 can
be chousen arbitrary small, it implies (b).
12.4 Finite-dimensional CAT spaces
Recall that web embedding and its brace is defined in 12.2.2.
12.4.1. Theorem. Let U be a complete length CAT(κ) space,
LinDimU = m, and a = (a0, a1, . . . am) be a point array in U with
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radius < ̟
κ
2 . Then the dista -web embedding Φ: R
m ◦→ U with brace
dista0 is locally Lipschitz.
Note that if a is degenerate, that is, if InWeb(dista ) = ∅, then
the domain of the web embedding Φ above is empty and hence the
conclusion of the theorem trivially holds.
12.4.2. Lemma. Let U be a complete length CAT(κ) space, and a =
= (a0, a1, . . . ak¯) be a point array with radius < ̟
κ
2 . Then for any
p ∈ InWeb(dista ), there is ε > 0 such that if for some q ∈Web(dista )
and b ∈ U we have
|p− q| < ε, |p− b| < ε and ∡[q bai ] < pi2 + ε
for each i, then the array b, a0, a1, . . . , am is nondegenerate.
Proof. Without loss of generality, we may assume that U is geodesic
and diamU < ̟κ. If not, consider instead of U , a ball B[z, r] ⊂ U for
some z ∈ U and r < ̟κ2 such that |z − ai| 6 r for each i.
From angle comparison (8.3.1c), it follows that p ∈ InWeba if and
only if both of the following conditions hold:
1. maxi{∡[p aiu ]} > pi2 for any u ∈ U ,
2. for each i there is ui ∈ U such that ∡[p ajui ] < pi2 for all
j 6= i.
Due to the semicontinuity of angles (8.14.1), there is ε > 0 such
that for any x ∈ B(p, 10·ε) we have
➊ ∡[x a
j
ui ] <
pi
2 − 10·ε for all j 6= i.
Now assume for sufficiently small ε > 0 there are points b ∈ U and
q ∈Web(dista ) such that
➋ |p− q| < ε, |p− b| < ε, ∡[q bai ] < pi2 + ε for all i.
Acording to Theorem 12.2.1b, for all small ε > 0, we have
rad{b, a0, a1, . . . , ak¯} < ̟κ2 .
Fix sufficiently small δ > 0 and set
vi = geod[qui](
1
3 ·δ) and wi = geod[vib](23 ·δ).
Clearly,
|b− wi| = |b− vi| − 23 ·δ 6
6 |b− q| − 13 ·δ.
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Further, the inequalities ➊ and ➋ imply
|aj − wi| < |aj − vi| + 23 ·ε·δ <
< |ai − q| − ε·δ <
< |ai − q|
for all i 6= j.
Set Bi = B[ai, |ai − q|] and Bm+1 = B[b, |ai − q| − 13 ·δ]. Clearly⋂
i6=m+1
Bi = {q},
⋂
i6=j
Bi ∋ wj for j 6= m+ 1.
⋂
i
Bi = {q} ∩Bm+1 = ∅.
Lemma 12.2.5 finishes the proof.
Proof of 12.4.1. From 12.2.2, it is sufficient to show that the Φ is
locally Lipshitz. Assume the contrary; that is, there are sequences
yn, zn → x ∈ DomΦ such that
➌
|Φ(yn)− Φ(zn|)
|yn − zn| → ∞ as n→∞.
Set p = Φ(x), qn = Φ(yn), and bn = Φ(zn). From 12.2.2, p, qn, bn ∈
∈ InWeb(dista ) and qn, bn → p as n→∞. Fix arbitrary ε > 0. Note
that ➌ implies
∡[qn
ai
bn ] <
pi
2 + ε
for all i > 0 and all large n. Further, according to 12.2.2, the subfunc-
tion (dista0 ) ◦ Φ is locally Lipschitz. Therefore we also have
∡[qn
a0
bn ] <
pi
2 + ε
for all large n. According to Lemma 12.4.2, the point array bn, a
0, . . .
. . . , ak¯ for large n is nondegenerate.
Applying Corollary 12.2.4, we get a contradiction
12.5 Remarks and open problems
The following conjecture (in an equivalent form) appers in [13], see
also [51, p. 133].
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12.5.1. Conjecture. For any complete length CAT space U , we
have
TopDimU = LinDimU .
By Corollary 12.3.2 it holds for separable spaces
Chapter 13
Dimension of CBB
spaces
In sections 13.3 and 13.4, we prove equivalence of some dimension-like
invariants for CBB spaces. In Section 12.3 we discuss the dimension
of CAT spaces.
13.1 Struts and rank
Our definitions of strut and distant chart differ from the one given
by Burago, Gromov and Perelman in [3]; it is closer to Perelman’s
definitions [52, 53].
The term “strut” seems to have the closest meaning to the original
Russian term used in [3]. In the official translation, it appears under
name “burst” and in the authors translation it was “strainer”. It seems
that both are not good, so we decided to switch to “strut”.
13.1.1. Definition of struts. Let L be a complete length CBB space.
We say that a point array (a0, a1, . . . , ak¯) in L is κ-strutting for a point
p ∈ L if ∡˜κ(p aiaj) > pi2 for all i 6= j.
13.1.2. Definition. Let L be a complete length CBB space and p ∈
∈ L. Let us define rank of L at p as
rankp = rankp L := packpi/2Σp − 1.
Thus rank takes values in Z>0 ∪ {∞}.
13.1.3. Proposition. Let L be a complete length CBB(κ) space and
p ∈ L. Then the following conditions are equivalent:
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a) rankp > k¯
b) There is a κ-strutting at p point array (a0, a1, . . . , ak¯).
Proof of 13.1.3, (b)⇒(a). For each i, choose a point a´i ∈ Str(p)
sufficiently close to ai (so [pa´i] exists for each i). One can choose a´i
on such a way that we still have ∡˜κ(p a´
i
a´j) >
pi
2 for all i 6= j.
From hinge comparison (7.3.1c) we have
∡(↑[pa´j ], ↑[pa´j ]) > ∡˜κ(p a´
i
a´j) >
pi
2
for all i 6= j. In particular packpi/2Σp > k¯ + 1.
(a)⇒(b). Assume ξ0, ξ1, . . . , ξk¯ is an array of directions in Σp, such
that ∡(ξi, ξj) > pi2 if i 6= j.
Without loss of generality, we may assume that each direction ξi
is geodesic; that is, for each i there is a geodesic γi in L such that
γi(0) = p and ξi = (γi)+(0). From the definition of angle, it follows
that for sufficiently small ε > 0 the array of points ai = γi(ε) satisfies
(b).
13.1.4. Corollary. Let L be a complete length CBB space and k¯ ∈
∈ Z>0. Then the set of all points in L with rank > k¯ is open.
Proof. Given an array of points a = (a0, . . . , ak¯) in L consider the set
Ωa of all points p ∈ L such that array a is κ-strutting for a point p.
Cleary Ωa is open.
According to Proposition 13.1.3, the set of points in L with rank
> k¯ can be presented as ⋃
a
Ωa,
where the union is taken for all k¯-array a of points in L, hence the
result.
13.2 Right-inverse theorem
13.2.1. Right-inverse theorem. Let L be a complete length
CBB(κ) space, p, b ∈ L and a = (a1, . . . , ak¯) be a point array in L.
Assume that (b, a1, a2, . . . , ak¯) is κ-strutting for p. Then the dis-
tance map dista : L → Rk¯ has a right inverse defined in a neighbor-
hood of dista p ∈ Rk¯; that is, there is a submap Φ: Rk¯ ◦→ L such that
DomΦ ∋ dista p and dista [Φ(x)] = x for any x ∈ DomΦ. Moreover
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a) The map Φ can be chosen to be C
1
2 -continuous (that is,
Ho¨lder continuous with exponent 12) and such that
Φ(dista p) = p.
b) The distance map dista : L → Rk¯ is locally co-Lipschitz
(in particular, open) in a neighborhood of p.
Part b of the theorem is closely related to [3, Theorem 5.4] by
Burago, Gromov and Perelman, but the proof presented here is dif-
ferent; yet alternative proof can be build on [54, Proposition 4.3] by
Lytchak.
Proof. Fix some ε, r, λ > 0 such that the following conditions hold:
(i) Each distance function distai and distb is
λ
2 -concave in
B(p, r).
(ii) For any q ∈ B(p, r), we have ∡˜κ(q aiaj) > pi2 + ε for all i 6= j
and ∡˜κ(q bai) >
pi
2 + ε for all i. In addition ε <
1
10 .
Given x = (x1, x2, . . . , xk¯) ∈ Rk¯ consider the function fx : L → R
defined as
fx = min
i
{hix}+ ε· distb ,
where hix(q) = min{0, |ai − q| − xi}. Note that for any x ∈ Rk¯, the
function fx is (1 + ε)-Lipschitz and λ-concave in B(p, r). Denote by
αx(t) the fx-gradient curve that starts at p.
➊ If for some x ∈ Rk¯ and t0 6 r2 , we have | dista p− x| 6 ε
2
10 ·t0 then
dista [αx(t0)] = x.
First note that Claim ➊ follows if for any q ∈ B(p, r), we have
(i) (dq distai )(∇qfx) < − 110 ·ε2 if |ai − q| > xi and
(ii) (dq distai )(∇qfx) > 110 ·ε2 if |ai − q| − xi = minj{|aj −− q| − xj} < 0.
Indeed, since t0 6
r
2 , αx(t) ∈ B(p, r) for all t ∈ [0, t0]. Consider the
following real-to-real functions:
➋
ϕ(t) := max
i
{|ai − αx(t)| − xi},
ψ(t) := min
i
{|ai − αx(t)| − xi}.
Then from (i), we have ϕ+ < − 110 ·ε2 if ϕ > 0 and t ∈ [0, t0]. The
same way, from (ii), we have ψ+ > 110 ·ε2 if ψ < 0 and t ∈ [0, t0]. Since
| dista p−x| 6 ε
2
10 ·t0, it follows that ϕ(0) 6 ε
2
10 ·t0 and ψ(0) > −ε
2
10 ·t0.
Thus ϕ(t0) 6 0 and ψ(t0) > 0. On the other hand, from ➋ we have
ϕ(t0) > ψ(t0). That is, ϕ(t0) = ψ(t0) = 0; hence Claim ➊ follows.
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Thus, to prove Calim ➊, it remains to prove (i) and (ii). First let
us prove it assuming that L is geodesic.
Note that
➌ (dq distb )(↑[qai]) 6 cos ∡˜κ(q baj) < −ε2 ,
for all i and
➍ (dq distaj )(↑[qai]) 6 cos ∡˜κ(q a
i
aj) < −ε2
for all j 6= i. Further, ➍ implies
➎ (dqh
j
x)(↑[qai]) 6 0.
for all i 6= j. The assumption in (i), implies
dqfx = min
j 6=i
{dqhjx}+ ε·(dq distb ).
Thus,
−(dq distai )(∇qfx) > 〈↑[qai],∇qfx〉 >
> (dqfx)(↑[qai]) =
= min
i6=j
{(dqhix)(↑[qai])} + ε·(dq distb )(↑[qai]).
Therefore (i) follows from ➌ and ➎.
The assumption in (ii) implies that fx(q) = h
i
x(q) + ε· distb and
dqfx 6 dq distai + ε·(dp distb ).
Therefore,
(dq distai )(∇qfx) > dqfx(∇qfx) >
>
[
(dqfx)(↑[qb])
]2
>
>
[
min
i
{cos ∡˜κ(q bai)} − ε2
]2
.
Thus, (ii) follows from ➌ since ε < 110 .
That finishes the proof of ➊ in case if L is geodesic. If L is not geo-
desic, perform the above estimate in LÑ, the ultrapower of L. (Recall
that according to 3.5.2, LÑ is geodesic.) △
Set t0(x) =
10
ε2
·| dista p− x|; so we have equality in ➊. Define the
submap
Φ: x 7→ αx ◦ t0(x), DomΦ = B(dista p, ε
2 ·r
20 ) ⊂ Rk¯.
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It follows from Claim ➊, that dista [Φ(x)] = x for any x ∈ DomΦ.
Clearly t0(p) = 0; thus Φ(dista p) = p. Further, by construction of
fx,
|fx(q)− fy(q)| 6 |x− y|,
for any q ∈ L. Therefore, according to Lemma 14.2.7, Φ is C 12 -
continuous. Thus, we proved (a).
Further, note that
➏ |p− Φ(x)| 6 (1 + ε)·t0(x) 6 11ε2 ·| dista p− x|.
Note that one can repeat the above construction for any p′ ∈
∈ B(p, r4 ), ε′ = ε and r′ = r2 . The inequality ➏, for the obtained
map Φ′, implies that for any p′, q ∈ B(p, r4 ) there is q′ ∈ L such that
Φ′(q) = Φ′(q′) and
|p′ − q′| 6 11
ε2
·| dista p′ − x|.
That is, the distance map dista is locally
11
ε2
-co-Lipschitz in B(p, r4 ).
13.3 Dimension theorem for CBB
As the main dimension-like invariant, we will use the linear dimension
LinDim; see Definition 6.2.1, in other words by default dimension
means linear dimension.
The following theorem is the main result of this section.
13.3.1. Theorem. Let L be a complete length CBB(κ) space, q ∈ L,
R > 0 and m ∈ Z>0. Then the following statements are equivalent:
A) LinDimL > m.
B) There is a point p ∈ L that admits a κ-strutting array
(b, a1, . . . , am) ∈ Lm+1.
C) Let Eukm be the set of all points p ∈ L such that there
is an isometric cone embedding Em →֒ Tp. Then Eukm
contains a dense G-delta set in L.
D) There is a C
1
2 -embedding; that is, a bi-Ho¨lder embedding
with exponent 12 ,
B[1]Em →֒ B(q, R).
.
E)
packε B(q, R) >
c
εm
for some fixed c > 0 and any ε > 0.
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In particular:
(i) If LinDimL = ∞, then all the statements (C), (D) and
(E) are satisfied for all m ∈ Z>0.
(ii) If the statement (D) or (E) is satisfied for some choice of
q ∈ L and R > 0, then it also is satisfied for any other
choice of q and R.
For finite-dimensional spaces, Theorem 13.4.1 gives a stronger ver-
sion of the theorem above.
The proof of the above theorem with exception of statement (D)
was given in [20]. At that time, it was not known whether for any
complete length CBB(κ) space L,
LinDimL =∞ ⇒ TopDimL =∞.
The latter implication was proved by Grigory Perelman [55]; it was
done by combining an idea of Conrad Plaut with the technique of
gradient flow. The statement 13.3.1D is somewhat stronger.
To prove Theorem 13.3.1 we will need the following three proposi-
tions.
13.3.2. Proposition. Let L be a complete length CBB(κ) space and
p ∈ L. Assume there is an isometric cone embedding ι : Em →֒ TpL.
Then either
a) Im ι = TpL, or
b) there is a point p′ arbitrarily close to p such that there is
an isometric cone embedding ι′ : Em+1 →֒ Tp′L.
Proof. Assume ι(Em) is a proper subset of TpL. Equivalently, there
is a direction ξ ∈ Σp\ι(Sm−1), where Sm−1 ⊂ Em is the unit sphere.
Fix ε > 0 so that ∡(ξ,σ) > ε for any σ ∈ ι(Sm−1). Choose a
maximal ε-packing in ι(Sm−1); that is, an array of directions ζ1, ζ2, . . .
. . . , ζn ∈ ι(Sm−1) so that n = packε Sm−1 and ∡(ζi, ζj) > ε for any
i 6= j.
Choose an array of points x, z1, z2, . . . , zn ∈ L so that ↑[px] ≈ ξ,
↑[pzi] ≈ ζi; here write “≈” for “sufficiently close”. We can choose this
array on such a way that ∡˜κ(p xzi) > ε for all i and ∡˜
κ(p z
i
zj) > ε for
all i 6= j. Applying Corollary 11.6.5, we can find a point p′ arbitrary
close to p so that all directions ↑[p′x], ↑[p′z1], ↑[p′z2], . . . , ↑[p′zn] belong
to an isometric copy of Sk¯−1 in Σp′ . In addition, we can assume that
∡˜κ(p′ xzi) > ε and ∡˜
κ(p′ z
i
zj) > ε. From hinge comparison (7.3.1c),
∡(↑[p′x], ↑[p′zi]) > ε and ∡(↑[p′zi], ↑[p′zj ]) > ε; that is,
packε S
k¯−1 > n+ 1 > packε S
m−1.
13.3. DIMENSION THEOREM FOR CBB 189
Hence k¯ > m.
13.3.3. Proposition. Let L be a complete length CBB(κ) space, then
for any two poins p, p¯ ∈ L and any R, R¯ > 0 there is a contsant
δ = δ(κ, R, R¯, |p− p¯|) > 0 such that
packδ·ε B(p¯, R¯) > packε B(p,R).
p¯ p
R¯ R
xi
x¯i
Proof. According to 7.6.4, we can as-
sume that κ 6 0.
Let n = packε B(p,R) and
x1, x2, . . . , xn ∈ B(p,R) be a maximal
ε-packing; that is, |xi − xj | > ε for
all i 6= j. Without loss of generality
we can assume that x1, x2, . . . , xn ∈ Str(p¯). Thus, for each i there
is a unique geodesic [p¯xi] (see 7.2.4). Choose factor s > 0, so that
r¯ > s·(|p− p¯|+R). For each i, take x¯i ∈ [p¯xi] so that |p¯− x¯i| = s·(|p−
− xi|). From 7.3.2a,
∡˜κ
(
p¯ x¯
i
x¯j
)
> ∡˜κ(p¯ x
i
xj).
Applying cosine rule, we get a constant δ = δ(κ, R, R¯, |p− p¯|) > 0 such
that
|x¯i − x¯j | > δ·(|xi − xj |) > δ·ε
for all i 6= j. Hence the statement follows.
13.3.4. Proposition. Let L be a complete length CBB(κ) space, r <
< ̟κ and p ∈ L. Assume that
➊ packεB(p, r) > packεB[r]Mm(κ)
for some ε > 0. Then there is a G-delta set A ⊂ L, that is dense in a
neighborhood of p and such that dimLinq > m for any q ∈ A.
Proof. Choose a maximal ε-packing in B(p, r); that is, an array of
points x1, x2, . . . , xn ∈ B(p, r) so that n = packεB(p, r) and |xi −
− xj | > ε for any i 6= j. Choose a neighborhood Ω ∋ p, such that
|q − xi| < r for any q ∈ Ω and all i. Set
A = Ω ∩ Str(x1, x2, . . . , xn).
According to Theorem 7.2.4, A is a G-delta set taht is dense in Ω.
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Assume k¯ = dimLinq 6 m for some q ∈ A. Consider an array of
vectors v1, v2, . . . , vn ∈ Linq, vi = log[qxi]. Clearly
|vi| = |q − xi| < r
and from hinge comparison (7.3.1c) we have
g˜
κ
[o v
i
vj ] > |xi − xj | > ε.
Note that the ball B(0, r)Linq equipped with the metric ρ(v, w) =
= g˜
κ
[o vw] is isometric to B[r]Mk¯(κ). Thus,
packεB[r]Mk¯(κ) > packεB(p, r),
which contradicts k¯ 6 m and ➊.
The proof is essentially done in 13.3.2, 13.3.3, 13.3.4, 13.2.1; here
we only assemble the proof from these parts.
We will prove implications
(C ) ⇒ (A) ⇒ (B) ⇒ (E ) ⇒ (C ) ⇒ (D) ⇒ (E ).
Proof of 13.3.1. The implication (C )⇒(A) is trivial. The proof of
(D)⇒(E ) is valid for general metric spaces; it is based on general re-
lations between topological dimension, Hausdorff measure and packε.
(A)⇒(B). Choose a point p ∈ L such that dimLinp > m. Clearly
one can choose an array of directions ξ0, ξ1, . . . , ξm ∈ Linp so that
∡(ξi, ξj) > pi2 for all i 6= j. Choose an array of points x0, x1, . . . , xm ∈∈ L so that each ↑[pxi] is sufficiently close to ξi; in particular, we have
∡[p x
i
xj ] >
pi
2 . Choose points a
i ∈ ]pxi] sufficiently close to p. One can
do it so that each ∡˜κ(p a
i
aj) is arbitrary close to ∡[p
ai
aj ], in particular,
∡˜κ(p a
i
aj) >
pi
2 . Finally, set b = a
0.
(B)⇒(E). Let p ∈ L be a point that admits a κ-strutting array b, a1, . . .
. . . , am ∈ L. The right-inverse mapping map theorem (13.2.1b) im-
plies that the distance map dista : L → Rm,
dista : x 7→ (|a1 − x|, |a2 − x|, . . . , |an − x|)
is open in a neighborhood of p. Since the distance map dista is Lips-
chitz, for any r > 0, there is c > 0 such that
packεB(p, r) >
c
εm
.
Applying 13.3.3, we get similar inequality for any other ball in L; that
is, for any point q ∈ L, R > 0 there is c′ > 0 such that
packεB(q, R) >
c′
εm
.
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(E)⇒(C). Note that for any q′ ∈ L and R′ > |q − q′| +R we have
packεB(q
′, R′) > packεB(q, R) >
>
c
εm
>
> packεB[R
′]Mm−1(κ).
for all sufficiently small ε > 0. Applying 13.3.4, we get that
Eukm =
{ p ∈ L : there is an isometric cone embedding ι : Em →֒ Tp }
contains a G-delta set that is dense in a neighborhood of any point
q′ ∈ L.
(C)⇒(D). Since Eukm contains a dense G-delta set in L, we can choose
p ∈ B(q, R) with an isometric cone embedding ι : Em →֒ Tp.
Repeating the construction in (A)⇒(B), we get a κ-strutting array
b, a1, . . . , am ∈ L for p.
Applying the right-inverse theorem (13.2.1), we obtain a C
1
2 -submap
Φ: Rm ◦→ B(q, R)
that is a right inverse for dista : L → Rm such that Φ(dista p) = p. In
particular, Φ is a C
1
2 -embedding of DomΦ.
(D)⇒(E). Let W ⊂ B(q, R) be the image of the embedding. Since
TopDimW = m, Szpilrajn’s theorem (6.1.5) implies that
HausMesmW > 0.
Given ε > 0, consider a maximal ε-packing of W ; that is, an array
of points (x1, x2, . . . , xn) inW such that n = packεW and |xi−xj | > ε
for all i 6= j. Note that W is covered by balls B(xi, 2·ε).
By the definition of Hausdorff measure,
packεW >
c
εm
·HausMesmW
for a fixed constant c > 0 and all small ε > 0. Hence (E ) follows.
13.4 Finite dimensional CBB spaces
In this section we will show that all reasonable notions of dimension
coincide on the class of Alexandrov spaces with curvature bounded
below.
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First we will prove a stronger version of Theorem 13.3.1 for the
finite-dimensional case.
13.4.1. Theorem. Let L be a complete length CBB(κ) space, m be
a nonnegative integer, 0 < R 6 ̟κ and q ∈ L. Then the following
statements are equivalent:
a) LinDimL = m;
b) m is the maximal integer, such that there is a point p ∈ L
that admits a κ-strutting array b, a1, . . . , am.
c) Tp
iso
== Em for any point p in a dense G-delta set of L.
d) There is an open bi-Lipschitz embedding
B[1]Em →֒ B(q, R) ⊂ L;
e) For any ε > 0,
packε B[R]Mm(κ) > packε B(q, R),
moreover, there is c = c(q, R) > 0 such that
packεB(q, R) >
c
εm
.
The above theorem was essentially proved in [3].
Using theorems 13.3.1 and 13.4.1, one can show that linear dimen-
sion is equal to many different types of dimensions, such as small and
big inductive dimension and upper and lower box counting dimensions
(also known as Minkowski dimensions), homological dimension and so
on.
The following two corollaries follow from 13.4.1e.
13.4.2. Corollary. Any m-dimensional complete length CBB space
is proper and geodesic.
13.4.3. Corollary. Let (Ln) be a sequence of length CBB(κ) spaces
and Ln → LÑ as n → Ñ. Assume LinDimLn 6 m for all n. Then
LinDimLÑ 6 m.
13.4.4. Corollary. Let L be a complete length CBB(κ) space. Then
for any open Ω ⊂ L, we have
LinDimL = LinDimΩ = TopDimΩ = HausDimΩ,
where TopDim and HausDim denotes topological dimension (6.1.2)
and Hausdorff dimension (6.1.1) correspondingly.
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In particular, L is dimension homogeneous; that is, any open set
has the same linear dimension.
Proof of 13.4.4. The equality
LinDimL = LinDimΩ
follows from 13.3.1A&C .
If LinDimL =∞, then applying 13.3.1D, for B(q, R) ⊂ Ω, we get
that there is a compact subset K ⊂ Ω with arbitrary large TopDimK
therefore
TopDimΩ =∞.
By Szpilrajn’s theorem (6.1.5), HausDimK > TopDimK. Thus, we
also have
HausDimΩ =∞.
If LinDimL = m <∞, then first inequality in 13.4.1e implies that
HausDimB(q, R) 6 m.
According to Corollary 13.4.2, L is proper and in particular it has
countable base. Thus applying Szpilrajn theorem again, we get
TopDimΩ 6 HausDimΩ 6 m.
Finally, 13.4.1d implies that m 6 TopDimΩ.
Proof of 13.4.1. The equivalence (a)⇔(b) follows from 13.3.1.
(a)⇒(c). If LinDimL = m, then from Theorem 13.3.1, we get that
Eukm contains a dense G-delta set in L. From 13.3.2, it follows that
Tp is isometric to E
m for any p ∈ Eukm.
(c)⇒(d). It is proved exactly the same way as implication (C)⇒(D)
of theorem 13.3.1, but we have to apply existence of distance chart
instead of the right-inverse theorem.
(d)⇒(e). From (d), it follows that, there is a point p ∈ B(q, R) and
r > 0 such that B(p, r) ⊂ L is bi-Lipschit homeomorphic to a bounded
open set of Em. Thus, there is c > 0 such that
➊ packεB(p, r) >
c
εm
.
Applying 13.3.3, we get that inequality ➊, with different constants,
holds for any other ball, in particular for B(q, R).
Applying 13.3.4, we get the first inequality.
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(e)⇒(a). From theorem 13.3.1, we have LinDimL > m. Applying
theorem 13.3.1 again, we get that if LinDimL > m+1, then for some
c > 0 and any ε > 0
packεB(q, R) >
c
εm+1
,
but
c′
εm
> packεB(q, R),
for any ε > 0, a contradiction.
The following exercise was suggested by Alexander Lytchak.
13.4.5. Exercise. Let L be a complete length CBB space and ΣpL
is compact for any p ∈ L. Prove that L is finite dimensional.
13.5 One-dimensional CBB spaces
13.5.1. Theorem. Let L be an one-dimensional complete length
CBB(κ) space. Then L is isometric to a connected complete Rieman-
nian 1-dimensional manifold with possibly non-empty boundary.
Proof. Clearly L is connected. It remains to show the following.
➊ For any point p ∈ L there is ε > 0 such that B(p, ε) is isometric to
either [0, ε) or (−ε, ε).
First let us show that
➋ If p ∈ ]xy[ for some x, y ∈ L and ε < min{|p − x|, |p − y|} then
B(p, ε) ⊂ ]xy[. In particular B(p, ε) iso== (−ε, ε).
x p q y
z
Assume the contrary; that is, there is
z ∈ B(p, ε)\]xy[.
Consider a geodesic [pz], let q ∈ [pz]∩[xy] be the point that maximizes
the distance |p− q|. At q, we have three distinct directions: to x, to y
and to z. Moreover, ∡[q xy ] = pi. Thus, according to Proposition 13.3.2,
LinDimL > 1, a contradiction.
Now assume there is no geodesic passing thru p. Since LinDimL =
1 there is a point x 6= p.
Fix a positive value ε < |p− x|. Let us show that
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p w q y
z
➌ B(p, ε) ⊂ [px]; in particular B(p, ε) iso== [0, ε).
Assume the contrary; let z ∈ B(p, ε)\[py].
Choose a point w ∈ ]py[ such that
|p− w| + |p− z| < ε.
Consider geodesic [wz], let q ∈ [py]∩ [wz] be the point that maximizes
the distance |w − q|. Since no geodesics pass thru p, we have p 6= q.
As above, ∡[q py] = pi and ↑[qz] is distinct from ↑[qp] and ↑[qp]. Thus,
according to Proposition 13.3.2, LinDimL > 1, a contradiction.
Clearly ➋+➌⇒ ➊; hence the result.
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Chapter 14
Gradient flow
Gradient flow provides a tool in Alexandrov’s geometry, which we use
everywhere in the book.
The technique of gradient flow takes its roots in the so called Shara-
futdinov’s retraction, introduced by Vladimir Sharafutdinov in [56]. It
was used widely in comparison geometry since then. In CBB spaces, it
was first used by Grigory Perelman and third author in [55]. Bit later,
independently Ju¨rgen Jost and Uwe Mayer [57, 58] used the gradient
flow in CAT spaces. Later, Alexander Lytchak unified and generalized
these two approaches to a wide class of metric spaces in [54]. It was yet
developed further by Shin-ichi Ohta in [48] and by Giuseppe Sevare´ in
[59].
Gradient flow could be considered as a nonsmooth version of first
order ordinary differential equations. The following exercise is a
stripped version of Sharfutdinov’s retraction; it gives the idea behind
gradient flow.
14.0.1. Exercise. Assume that a one parameter family of convex
sets Kt ⊂ Em is nested; that is, Kt1 ⊃ Kt2 if t1 6 t2. Show that there
is a family of short maps ϕt : E
m → Kt such that ϕt|Kt = id and
ϕt2 ◦ϕt1 = ϕt2 for all t1 6 t2.
14.1 Gradient-like curves
Gradient-like curves will be used later in the construction of gradi-
ent curves. The latter appear to be a special reparametrization of
gradient-like curves.
14.1.1. Definition. Let L be a complete length CBB space and
f : L ◦→ R be locally Lipschitz semiconcave subfunction.
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A Lipschitz curve αˆ : [smin, smax)→ Dom f will be called f -gradient-
like curve if
αˆ+ = 1|∇αˆf | ·∇αˆf ;
that is, for any s ∈ [smin, smax), αˆ+(s) is defined and
αˆ+(s) = 1|∇αˆ(s)f | ·∇αˆ(s)f.
Note that in particular this definition implies that |∇pf | > 0 for
any point p on αˆ. The next theorem shows that a weaker condition is
equivalent.
14.1.2. Theorem. Let L be a complete length CBB space, f : L ◦→
◦→ R be locally Lipschitz semiconcave subfunction and |∇pf | > 0 for
any p ∈ Dom f .
A curve αˆ : [smin, smax)→ Dom f is an f -gradient-like curve if and
only if it is 1-Lipschitz and
➊ lim
s→s0+
f ◦ αˆ(s)− f ◦ αˆ(s0)
s− s0 > |∇αˆ(s0)f |
for almost all s0 ∈ [smin, smax).
Proof. The “only if” part follows directly from definition. To prove
the “if” part, note that for any s0 ∈ [smin, smax) we have
lim
s→s0+
f ◦ αˆ(s)− f ◦ αˆ(s0)
s− s0 > lims→s0+
sz
s0
|∇αˆ(s¸)f |·ds¸ >
> |∇αˆ(s0)f |;
the first inequality follows from ➊ and the second from lower semi-
continuity of the function x 7→ |∇xf |, see 11.4.13. Form 11.4.3, we
have
αˆ+(s0) =
1
|∇αˆ(s0)f |
·∇αˆ(s0)f ;
hence the result.
14.1.3. Theorem. Let L be a complete length CBB space and
f : L ◦→ R be locally Lipschitz and λ-concave. Assume αˆ : [0, smax)→
→ Dom f is an f -gradient-like curve. Then
(f ◦ αˆ)′′ 6 λ
everywhere on [0, smax).
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Closely related statements were proved independently by Uwe
Mayer and Shin-ichi Ohta [58, p. 2.36] and [48, p. 5.7].
14.1.4. Corollary. Let L be a complete length CBB space, f : L ◦→ R
be a locally Lipschitz and semiconcave function and αˆ : [0, smax) →
→ Dom f be an f -gradient-like curve. Then function s 7→ |∇αˆ(s)f | is
right-continuous; that is, for any s0 ∈ [0, smax) we have
|∇αˆ(s0)f | = lims→s0+ |∇αˆ(s)f |.
Proof. Applying 14.1.3 locally, we have that f ◦ αˆ(s) is semiconcave.
The statement follows since
(f ◦ αˆ)+(s) = (dpf)
(
1
|∇αˆ(s)f | ·∇αˆ(s)f
)
= |∇αˆ(s)f |.
Proof of 14.1.3. For any s > s0,
(f ◦ αˆ)+(s0) = |∇αˆ(s0)f | >
> (dαˆ(s0)f)(↑[αˆ(s0)αˆ(s)]) >
>
f ◦ αˆ(s)− f ◦ αˆ(s0)
|αˆ(s)− αˆ(s0)| −
λ
2 ·|αˆ(s)− αˆ(s0)|.
Set λ+ = max{0, λ}. Since s− s0 > |αˆ(s) − αˆ(s0)|, for any s > s0 we
have
➋ (f ◦ αˆ)+(s0) > f ◦ αˆ(s)− f ◦ αˆ(s0)
s− s0 −
λ+
2 ·(s− s0).
Thus f ◦ αˆ is λ+-concave. That finishes the proof for λ > 0. For λ < 0
we get only that f ◦ αˆ is 0-concave.
Note that |αˆ(s)− αˆ(s0)| = s− s0 − o(s− s0), thus
➌ (f ◦ αˆ)+(s0) > f ◦ αˆ(s)− f ◦ αˆ(s0)
s− s0 −
λ
2 ·(s− s0) + o(s− s0).
Together, ➋ and ➌ imply that f ◦ αˆ is λ-concave.
14.1.5. Proposition. Let L be a complete length CBB(κ) space,
p, q ∈ L. Assume αˆ : [smin, smax) → L be a distp-gradient-like curve
such that αˆ(s)→ z ∈ ]pq[ as s→ smax+ then α is a unit-speed geodesic
that lies in [pq].
Proof. Clearly,
➍
d+
dt |q − αˆ(t)| > −1
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On the other hand,
➎
d+
dt |p− αˆ(t)| > (dαˆ(t) distp )(↑[αˆ(t)q]) >
> − cos ∡˜κ(αˆ(t) pq).
Inequalities ➍ and ➎ imply that the function t 7→ ∡˜κ(q αˆ(t)p ) is non-
decreasing. Hence the result.
14.2 Gradient curves
In this section we define gradient curves and tie them tightly to gradient-
like curves which were introduced in Section 14.1.
14.2.1. Definition. Let L be a complete length CBB space and
f : L ◦→ R be a locally Lipschitz and semiconcave function.
A locally Lipschitz curve α : [tmin, tmax) → Dom f will be called
f -gradient curve if
α+ = ∇αf ;
that is, for any t ∈ [tmin, tmax), α+(t) is defined and α+(t) = ∇α(t)f .
The following exercise describe a global geometric property of gra-
dient curves without direct reference of its function. It use the no-
tion of self-contracting curves which was introduced by Aris Daniilidis,
Olivier Ley, Ste´phane Sabourau [60].
14.2.2. Exercise. Let L be a complete length CBB space f : L → R
be a concave locally Lipschitz function and α : I→ L is an f -gradient
curve. Show that α is self-contracting; that is,
|α(t1)− α(t3)| > |α(t2)− α(t3)|
if t1 6 t2 6 t3.
The next lemma states that gradient and gradient-like curves are
special reparametrizations of each-other.
14.2.3. Lemma. Let L be a complete length CBB(κ) space and
f : L ◦→ R be a locally Lipschitz semiconcave subfunction such that
|∇pf | > 0 for any p ∈ Dom f .
Assume α : [0, tmax) → Dom f be a locally Lipschitz curve and
αˆ : [0, smax) → Dom f be its reparametrization by arc-length, so α =
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αˆ ◦ σ for some homeomorphism σ : [0, tmax)→ [0, smax), then
α+ = ∇αf
m
αˆ+ =
1
|∇αˆf | ·∇αˆf and σ
−1(s) =
sw
0
ds¸
(f ◦ αˆ)′(s¸) .
Proof; (⇒). According to 4.4.1,
➊
σ′(t) a.e.== |α+(t)| =
= |∇α(t)f |.
Note that
(f ◦ α)′(t) a.e.== (f ◦ α)+(t) =
= |∇α(t)f |2.
Setting s = σ(t), we have
(f ◦ αˆ)′(s) a.e.== (f ◦ α)
′(t)
σ′(t)
a.e.
==
a.e.
== |∇α(t)f | =
= |∇αˆ(s)f |.
From 14.1.2, it follows that αˆ(t) is an f -gradient-like curve; that
is,
αˆ+ =
1
|∇αˆf | ·∇αˆf.
In particular, (f ◦ αˆ)+(s) = |∇αˆ+(s)f | and from ➊,
σ−1(s) =
sw
0
1
|∇αˆ(s¸)f | ·ds¸ =
=
sw
0
1
(f ◦ αˆ)′(s¸) ·ds¸.
(⇐). Clearly,
σ(t) =
tw
0
(f ◦ αˆ)+(σ(t¸))·dt¸ =
=
tw
0
|∇α(t¸)f |·dt¸.
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According to 14.1.4, the function s 7→ |∇αˆ(s)f | is right-continuous.
Therefore so is the function t 7→ |∇αˆ◦σ(t)f | = |∇α(t)f |. Hence, for any
t0 ∈ [0, tmax) we have
σ+(t0) = lim
t→t0+
tz
t0
|∇α(t¸)f |·dt¸ =
= |∇α(t0)f |.
Thus, we have
α+(t0) = σ
+(t0)·αˆ+(σ(t0)) =
= ∇α(t0)f.
14.2.4. Exercise. Let L be a complete length CBB space, f : L → R
be a locally Lipschitz semiconcave function. Assume α : I → L is a
Lipschitz curve such that
α+(t) 6 |∇α(t)f |,
(f ◦ α)+(t) > |∇α(t)f |
for almost all t. Show that α is an f -gradient curve.
14.2.5. Exercise. Let L be a complete length CBB space and f : L →
→ R be a concave locally Lipschitz function. Show that α : R → L is
an f -gradient curve if and only if
|x− α(t1)|2L − |x− α(t0)|2L 6 2·(t1 − t0)·(f ◦ α(t1)− f(x))
for any t1 > t0 and x ∈ L.
Distance estimates
14.2.6. First distance estimate. Let L be a complete length CBB(κ)
space, f : L → R be a locally Lipschitz and λ-concave function. As-
sume α,β : [0, tmax)→ L be two f -gradient. Then for any t ∈ [0, tmax)
|α(t)− β(t)| 6 eλ·t ·|α(0)− β(0)|.
Moreover, the same conclusion holds for a locally Lipschitz and
λ-concave subfunction f : L ◦→ R if for any t ∈ [0, tmax) there is a
geodesic [α(t)β(t)] in Dom f .
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Proof. If L is not geodesic space, let us pass to its ultrapower LÑ.
Fix a choice of geodesic [α(t)β(t)] for each t.
Set ℓ(t) = |α(t) − β(t)|, from the first variation inequality (5.3.4)
and the estimate in 11.4.6 we get
ℓ+(t) 6 −〈↑[α(t)β(t)],∇α(t)f〉 − 〈↑[β(t)α(t)],∇β(t)f〉 6 λ·ℓ(t).
Hence the result.
14.2.7. Second distance estimate. Let L be a complete length
CBB(κ) space, ε > 0 and f, g : L → R be two λ-concave locally Lips-
chitz function such that |f − g| < ε. Assume α,β : [0, tmax) → L are
correspondingly f - and g-gradient curves such that α(0) = β(0). Then
|α(t)− β(t)| 6
√
1
2·ε·λ ·
(
e
t·λ
ε − 1
)
for any t ∈ [0, tmax). In particular, if tmax <∞, then
|α(t)− β(t)| 6 c·√ε·t
for some constant c = c(tmax, λ).
Moreover, the same conclusion holds for locally Lipschitz and λ-
concave subfunctions f, g : L ◦→ R if for any t ∈ [0, tmax) there is a
geodesic [α(t)β(t)] in Dom f ∩Dom g.
Proof. Set ℓ = ℓ(t) = |α(t) − β(t)|. Fix t, set p = α(t) and q = β(t).
From the first variation formula and 11.4.5,
ℓ+ 6 −〈↑[pq],∇pf〉 − 〈↑[qp],∇qg〉 6
6 −
(
f(q)− f(p)− λ· ℓ22
)
/ℓ−
(
g(p)− g(q)− λ· ℓ22
)
/ℓ 6
6 λ·ℓ+ 2·εℓ .
Integrating the above estimate, we get
ℓ(t) 6
√
1
2·ε·λ ·
(
e
t·λ
ε − 1
)
.
Existence, uniqueness, convergence
In general, “past” of gradient curves can not be determined by present.
For example, consider concave function f : R → R, f(x) = −|x|; two
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curves α(t) = min{0, t} and β(t) = 0 are f -gradient and α(t) = β(t) =
0 for all t > 0, however α(t) 6= β(t) for all t < 0.
The next theorem shows that “future” gradient curve is unique.
14.2.8. Picard’s theorem. Let L be a complete length CBB space
and f : L ◦→ R be semiconcave subfunction. Assume α,β : [0, tmax)→
→ Dom f be two f -gradient curves such that α(0) = β(0). Then
α(t) = β(t) for any t ∈ [0, tmax).
Proof. Follows from the first distance estimate (14.2.6).
14.2.9. Local existence. Let L be a complete length CBB(κ) space
and f : L ◦→ R be locally Lipschitz λ-concave subfunction. Then for
any p ∈ Dom f
a) if |∇pf | > 0, then for some ε > 0, there is an f -gradient-
like curve αˆ : [0, ε)→ L that starts at p (that is, αˆ(0) = p);
b) for some δ > 0, there is an f -gradient curve α : [0, δ)→ L
that starts at p (that is α(0) = p).
This theorem was proved by Grigory Perelman and the third author
in [55]; here we present a simplified proof given by Alexander Lytchak
in [54].
Proof. Note that if |∇pf | = 0, then one can take constant curve
α(t) = p. Otherwise, take ε > 0, such that B(p, ε) ⊂ Dom f , the
restriction f |B(p,ε) is Lipschitz and |∇xf | > ε for all x ∈ B(p, ε); the
latter is possible due to semicontinuity of |gradient| (11.4.13).
The curves αˆ and α will be constructed in the following three
steps. First we construct an fÑ-gradient-like curve αˆÑ : [0, ε)→ LÑ as
an Ñ-limit of certain sequence of broken geodesics in L. Second, we
parametrize αˆÑ as in 14.2.3, to obtain an f
Ñ-gradient curve αÑ in LÑ.
Third, applying Picard’s theorem (14.2.8) together with Lemma 3.2.3,
we obtain that αÑ lies in L ⊂ LÑ and therefore one can take α = αÑ
and αˆ = αˆÑ.
Note that if L is proper, then L = LÑ and fÑ = f . Thus, in this
case, the third step is not necessary.
Step 1. Given n ∈ N, by open-close argument, we can construct a
unit-speed curve αˆn : [0, ε]→ L starting at p, with a partition of [0, ε)
into countable number of half-open intervals [σi, σ¯i) so that for each i
we have
(i) αˆn([σi, σ¯i]) is a geodesic and σ¯i − σi < 1n .
(ii) f ◦ αˆn(σ¯i)− f ◦ αˆn(σi) > (σ¯i − σi)·(|∇αˆn(σi)f | − 1n ).
Pass to a subsequence of (αˆn) such that f ◦αˆn uniformly converges;
set
h(s) = lim
n→∞ f ◦ αˆn(s).
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Set αˆÑ = limn→Ñ αˆn, it is a curve in LÑ that starts at p ∈ L ⊂ LÑ.
Clearly αˆÑ is 1-Lipschitz. From (ii) and 11.4.10, we get that
(fÑ ◦ αˆÑ)+(σ) > |∇αˆÑ(σ)fÑ|.
According to 14.1.2, αˆÑ : [0, ε)→ LÑ is an fÑ-gradient-like curve.
Step 2. Clearly h(s) = fÑ ◦ αÑ. Therefore, according to 14.1.3, h is
λ-concave. Thus, we can define a homeomorphism σ : [0, δ]→ [0, ε] by
➋ σ−1(s) =
sw
0
1
h′(s¸)
·ds¸,
According to 14.2.3, α(t) = αˆ ◦ σ(t) is an fÑ-gradient curve in LÑ.
Step 3. Clearly, ∇pf = ∇pfÑ for any p ∈ L ⊂ LÑ; more formally
if ι : L →֒ LÑ is the natural embedding, then (dpι)(∇pf) = ∇pfÑ.
Thus, it is sufficient to show that αÑ ⊂ L. Assume the contrary, then
according to 3.2.3 there is a subsequence αˆnk¯ such that
αˆÑ 6= αˆ′Ñ := lim
k¯→Ñ
αˆnk¯ .
Clearly h(s) = fÑ ◦ αˆÑ = fÑ ◦ αˆ′Ñ. Thus, for σ : [0, δ] → [0, ε] defined
by ➋, we have that both curves αˆÑ ◦ σ and αˆ′Ñ ◦ σ are fÑ-gradient.
Thus, from Picard’s theorem (14.2.8), we get that αˆÑ ◦σ = αˆ′Ñ ◦σ and
therefore αˆÑ = αˆ
′
Ñ
, a contradiction
14.2.10. Ultralimit of gradient curves. Assume
⋄ (Ln) is a sequence of complete CBB(κ) spaces and (Ln, pn)→
→ (LÑ, pÑ) as n→ Ñ;
⋄ fn : Ln ◦→ R are £-Lipschitz and λ-concave fn → fÑ as
n→ Ñ and pÑ ∈ Dom fÑ.
Then
a) fÑ is λ-concave.
b) If |∇pÑfÑ| > 0, then there is ε > 0 such that, the fn-
gradient-like curves αˆn : [0, ε) → Ln are defined for Ñ-
almost all n. And moreover, a curve αˆÑ : [0, ε) → LÑ is a
gradient-like curve that starts at pÑ if and only if αˆn(s)→
→ αˆÑ(s) as n→ Ñ for all s ∈ [0, ε).
c) For some δ > 0, the fn-gradient curves αn : [0, δ) → Ln
are defined for Ñ-almost all n. And moreover, a curve
αÑ : [0, δ) → LÑ is a gradient curve that starts at pÑ if
and only if αn(t)→ αÑ(t) as n→ Ñ for all t ∈ [0, δ).
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Note that according to Exercise 3.7.2, the part (a) does not hold
for general metric spaces. The idea in the proof is the same as in the
proof of local existence (14.2.9). We will need the following lemma
Proof; (a) Fix a geodesic γÑ : I → Dom fÑ; we need to show that the
function
➌ t 7→ fÑ ◦ γÑ(t)− λ2 ·t2
is concave.
Since fn are £-Lipschitz, so is fÑ. Therefore it is sufficient to prove
the concavity in the interior of I; in other words we can assume that
γÑ connects points pÑ and qÑ and can be extended behind its ends
as a minimizing geodesic. In the latter case, by Theorem 7.2.4, γÑ is
unique geodesic connecting pÑ to qÑ .
Construct two sequences of points pn, qn ∈ Ln such that pn → pÑ
and qn → qÑ as n → Ñ. Since Ln is almost geodesic (7.2.4), we can
assume that for each n there is a geodesic γn from pn to qn in Ln.
Since fn is λ concave, the function
t 7→ fn ◦ γn(t)− λ2 ·t2
is concave.
The Ñ-limit of sequence γn is a geodesic in LÑ from pÑ to qÑ. By
uniqueness of such geodesic we have that γn → γÑ as n→ Ñ. Passing
to the limit, we get ➌.
“if”-part of (b). Take ε > 0 so small that B(pÑ, ε) ⊂ Dom fÑ and
|∇xÑfÑ| > 0 for any xÑ ∈ B(pÑ, ε) (that is possible due to 11.4.13).
Clearly αˆÑ is 1-Lipschitz. From 11.4.10, we get (fÑ ◦ αˆÑ)+(s) >
> |∇αˆÑ(s)fÑ|. According to 14.1.2, αˆÑ : [0, ε)→ LÑ is an fÑ-gradient-
like curve.
“if”-part of (c). Assume first |∇pÑfÑ| > 0 — so we can apply “if”-
part of (b). Let hn = fn ◦ αˆn : [0, ε) → R and hÑ = fÑ ◦ αˆÑ. From
14.1.3, hn are λ-concave and clearly hn → hÑ as n→ Ñ. Let us define
reparametrizations
σ−1n (s) =
sw
0
1
h′n(s¸)
·ds¸, σ−1
Ñ
(s) =
sw
0
1
h′
Ñ
(s¸)
·ds¸.
The λ-convexity of hn implies that σn → σÑ as n → Ñ. By 14.2.3,
αn = αˆn ◦ σn. Applying “if”-part of (b) together with Lemma 14.2.3,
we get that αÑ = αˆÑ ◦ σÑ is gradient curve.
The remaining case |∇pÑfÑ| = 0, can be reduced to the one above
using the following trick. Consider sequence of spaces L×n = Ln × R,
with the sequence of subfunction f×n : L×n → R, defined by
f×n (p, t) = fn(p) + t.
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According to Theorem 10.4.1b, L×n is a complete length CBB(κ−)
space for κ− = min{κ, 0}. Note that f×n are λ+-concave, for λ+ =
max{λ, 0}. Analogously define L×
Ñ
= LÑ×R, and f×Ñ (p, t) = fÑ(p)+ t.
Clearly L×n → L×Ñ , f×n → f×Ñ as n → Ñ and |∇xf×Ñ | > 0 for any
x ∈ Dom f×
Ñ
. Thus, for the sequence f×n : L×n ◦→ R, we can apply “if”-
part of (b). It remains to note that α×
Ñ
(t) = (αÑ(t), t) is a f
×
Ñ
-gradient
curve in L×
Ñ
if and only if αÑ(t) is a fÑ-gradient curve.
“only if”-part of (c) and (b). The “only if”-part of (c) follows from the
“if”-part of (c) and Picard’s theorem (14.2.8). Applying Lemma 14.2.3,
we get “only if”-part of (b).
Directly form the local existence (14.2.9) and the distance estimates
(14.2.6), we get the following:
14.2.11. Global existence. Let L be a complete length CBB(κ)
space and f : L ◦→ R be locally Lipschitz and λ-concave subfunction.
Then for any p ∈ Dom f , there is tmax ∈ (0,∞] such that there is an
f -gradient curve α : [0, tmax) → L with α(0) = p. Moreover, for any
sequence tn → tmax−, the sequence α(tn) does not have a limit point
in Dom f .
The following theorem gurantees the existance of gradient curves
for all times for the special type of semiconcave functions that play
important role in the theory. It follows from 14.2.11, 14.1.3 and 14.2.3.
14.2.12. Theorem. Let L be a complete length CBB space and
f : L → R satisfies
f ′′ + κ·f 6 λ
for some real values κ and λ. Then f has complete gradient; that is,
for any x ∈ L there is a f -gradient curve α : [0,∞) → L that starts
at x.
14.3 Gradient flow
In this section we define gradient flow for semiconcave subfunctions
and reformulate theorems obtained earlier in this chapter using this
new terminology.
Let L be a complete length CBB space and f : L ◦→ R be a locally
Lipschitz semiconcave subfunctions. For any t > 0 write átf (x) = y if
there is a f -gradient curve α such that α(0) = x and α(t) = y. The
defined map átf : L → L is called f -gradient flow for time t.
From 14.2.7, it follows that for any t > 0, the domain of definition
of átf is an open subset of L; that is, átf is a submap. Moreover, if
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f is defined on whole L and f ′′ + K·f 6 λ for some K, λ ∈ R, then
according to 14.2.12, átf (x) is defined for all pairs (x, t) ∈ L × R>0.
Clearly át1+t2f = á
t1
f ◦ át2f ; in other words gradient flow is given by
an action of semigroup (R>0,+).
From the first distance estimate 14.2.6, we get the following.
14.3.1. Proposition. Let L be a complete length CBB space and
f : L → R be a semiconcave functions. Then the map x 7→ átf (x) is
locally Lipschitz.
Moreover, if f is λ-concave, then átf is e
λ·t-Lipschitz.
Next proposition states that gradient flow is stable under Gromov–
Hausdorff convergence. It follows directly from the proposition on
ultralimit of gradient curves 14.2.10.
14.3.2. Proposition. If Ln be an m-dimensional complete length
CBB(κ) space, Ln τ−→ L, fn : Ln → R is a sequence of λ-concave
functions that converges to f : L → R, then átfn : Ln → Ln converges
to átf : L → L.
14.3.3. Exercise. Let L be an m-dimensional complete length CBB
space, ∂L = ∅ , K ⊂ L be a compact subset and f : L → R be semi-
concave function. Assume that for some t > 0 the gradient flow átf is
defined everywhere in K, prove that
∂Lá
t
fK ⊂ átf∂K.
14.4 Line splitting theorem
Let X be a metric space and A,B ⊂ X . We will write
X = A⊕B
If there projections projA : X → A and projB : X → B such that
|x− y|2 = |projA(x) − projA(y)|2 + |projB(x) − projB(y)|2
for any two points x, y ∈ X .
Note that if
X = A⊕B
then
⋄ A intersects B at single point,
⋄ both sets A and B are convex sets in X .
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Recall that a line in a metric space is a both side infinite geodesic;
it has to minimze the length on each segment.
14.4.1. Line splitting theorem. Let L be a complete length
CBB(0) space and γ be a line in L. Then
L = X ⊕ γ(R)
for some subset X ⊂ L.
For smooth 2-dimensional surfaces, this theorem was proved by
Stefan Cohn-Vossen in [61]. For the Riemannian manifolds of higher
dimensions it was proved by Victor Toponogov in [19]. Then it was
generalized by Anatoliy Milka in [62] to Alexandrov’s spaces, almost
the same prove is given in [4, p. 1.5].
Further generalizations of the splitting theorem for Riemannian
manifolds with nonnegative Ricci curvature were obtained by Jeff
Cheeger and Detlef Gromoll [63]. Jost-Hinrich Eshenburg obtained
an analogous result for the Lorentzian manifolds [64], that is, pseudo-
Riemannian manifolds of signature (1, n).
We present a proof that use gradient flow for Busemann’s functions,
it is close in the spirit to the proof given in [63].
Before goint into the proof, let us state few corollaries of the the-
orem.
14.4.2. Corollary. Let L be a complete length CBB(0) space. Then
there is an isometric splitting
L = L′ ⊕H
where H ⊂ L is a subset isometric to a Hilbert space and L′ ⊂ L be a
convex subset that contains no lines.
14.4.3. Corollary. Let K be an n-dimensional complete length
CBB(0) cone and v+, v− ∈ K be a pair of opposite vectors (that is,
v+ + v− = 0). Then there is an isometry ι : K → K ′ × R, where K ′
be a complete length CBB(0) space with a cone structure with vertex
o′ such that ι : v± 7→ (o′,±|v±|).
14.4.4. Corollary. Assume L is an m-dimensional complete length
CBB(1) space, m > 2 and radL = pi, then
L iso== Sm.
Proof of 14.4.1. Consider two Busemann’s functions bus+ and bus−
asociated with rays γ : [0,∞)→ L and γ : (−∞, 0]→ L; that is,
bus±(x) = lim
t→∞ |γ(±t)− x| − t.
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According to Exercise 7.4.2, both functions bus± are concave.
Fix x ∈ L. Note that since γ is a line, we have
bus+(x) + bus−(x) > 0.
On the other hand, by 7.4.1b f(t) = dist2x ◦ γ(t) is 2-concave. In
particular, f(t) 6 t2 + at + b for some constants a, b ∈ R. Passing to
the limit as t→ ±∞, we get
bus+(x) + bus−(x) 6 0.
Hence
bus+(x) + bus−(x) = 0
for any x ∈ L. In particular the functions bus± are affine; that is they
are convex and concave at the same time.
It follows that for any x,
|∇x bus± | = sup {dx bus±(ξ) : ξ ∈ Σx } =
= sup {−dx bus∓(ξ) : ξ ∈ Σx } ≡
≡ 1.
By Exercise 14.2.4, 1-Lipschitz curve α, such that bus±(α(t)) = t+ c
is a bus±-gradient curve. In particular, α(t) is a bus+-gradient curve
if and only if α(−t) is a bus−-gradient curve. It follows that for any
t > 0, the bus±-gradient flows commute; that is
á
t
bus+ ◦ átbus− = idL .
Set
á
t =
[
á
t
bus+ if t > 0
á
t
bus− if t < 0
it defines an R-action on L.
Set L′ = bus−1+ (0) = bus−1− (0) ⊂ L, it is a closed convex set,
therefore it forms an Alexandrov’s space. Consider map h : L′ × R→
→ L defined by h : (x, t) 7→ át(x). Note that h is onto. Applying
distance estimate 14.2.6 for átbus+ and á
t
bus− , we get that h is a short
and non-contracting at the same time; that is, h is an isometry.
14.5 Radial curves
The radial curves are specially reparametrized gradient curves for dis-
tance functions. This parametrization makes them to behave as unit-
speed geodesics in a natural comparison sense.
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14.5.1. Definition. Assume L is a complete length CBB space, κ ∈
∈ R, and p ∈ L. A curve
σ : [smin, smax)→ L
is called (p, κ)-radial curve if
smin = |p− σ(smin)| ∈ (0, ̟κ2 ),
and it satisfies the following differential equation
➊ σ+(s) =
tg κ|p− σ(s)|
tg κs
·∇σ(s) distp .
for any s ∈ [smin, smax), here tg κx := snκxcsκx .
If x = σ(smin), we say that σ starts in x.
Note that according to the definition smax 6
̟κ
2 .
Further you will see that the (p, κ)-radial curves work best for
CBB(κ) spaces.
14.5.2. Definition. Let L be a complete length CBB space and p ∈
∈ L. A unit-speed geodesic γ : I → L is called p-radial geodesic if
|p− γ(s)| ≡ s.
The proof of the following two propositions follows directly from
the definitions:
14.5.3. Proposition. Let L be a complete length CBB space and p ∈
∈ L. Assume ̟κ2 > smax. Then any p-radial geodesic γ : [smin, smax)→→ L is a (p, κ)-radial curve.
14.5.4. Proposition. Let L be a complete length CBB space, p ∈
∈ L and σ : [smin, smax) → L be a (p, κ)-radial curve. Then for any
s ∈ [smin, smax), we have |p− σ(s)| 6 s.
Moreover, if for some s0 we have |p− σ(s0)| = s0 then the restric-
tion σ|[smin,s0] is a p-radial geodesic.
14.5.5. Existence and uniqueness. Let L be a complete length
CBB space, κ ∈ R, p ∈ L, and x ∈ L. Assume 0 < |p−x| < ̟κ2 . Then
there is unique (p, κ)-radial curve σ : [|p − x|, ̟κ2 ) → L that starts in
x; that is, σ(|p− x|) = x.
Proof; existence. Set
itgκ : [0, ̟
κ
2 )→ R, itgκ(t) =
tw
0
tg κt¸·dt¸.
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Clearly itgκ is smooth and increasing. From 4.6.2 it follows that the
composition
f = itgκ ◦ distp
is semiconcave in B(p, ̟
κ
2 ).
According to 14.2.9, there is an f -gradient curve α : [0, tmax)→ L
defined on the maximal interval such that α(0) = x.
Now consider solution of differential equation τ(t), τ′ = (tg κτ)2
and τ(0) = r. Note that τ(t) is also a gradient curve for function itgκ
defined on [0, ̟
κ
2 ). Direct calculations show that composition α ◦ τ−1
is a (p, κ)-radial curve.
Uniqueness. Assume σ1,σ2 be two (p, κ)-radial curves that starts in
x. Then compositions σi ◦ τ both give f -gradient curves. By Picard’s
theorem (14.2.8), we have σ1 ◦ τ ≡ σ2 ◦ τ. Therefore σ1(s) = σ2(s) for
any s > r such that both sides are defined.
14.6 Radial comparisons
In this section we show that radial curves in some comparison sense
behave as unit-speed geodesics.
14.6.1. Radial monotonicity. Let L be a complete length CBB(κ)
space and p, q be distinct points in L. Assume σ : [smin, ̟κ2 )→ L is a
(p, κ)-radial curve. Then the function
s 7→ ∡˜κ{|q − σ(s)|; |p− q|, s}
is nonincreasing in all the domain of definition.
From Radial monotonicity, by straightforward calculations one gets
the following.
14.6.2. Corollary. Let κ 6 0, L is a complete CBB(κ) space and
p, q ∈ L. Assume σ : [smin, ̟κ2 )→ L is a (p, κ)-radial curve. Then for
any w > 1, the function
s 7→ ∡˜κ{|q − σ(s)|; |p− q|, w·s}
is non-increasing in whole domain of definition.
14.6.3. Radial comparison. Let L be a complete length CBB(κ)
space and p ∈ L. Assume ρ : [rmin, ̟κ2 ) → L and σ : [smin, ̟
κ
2 ) → L
are two (p, κ)-radial curves. Set
ϕmin = ∡˜
κ
(
p
ρ(rmin)
σ(smin)
)
.
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Then for any r ∈ [rmin, ̟κ2 ) and s ∈ [smin, ̟
κ
2 ), we have
∡˜κ{|ρ(r) − σ(s)|; r, s} 6 ϕmin,
or equivalently,
|ρ(r) − σ(s)| 6 g˜κ{ϕmin; r, s}.
We prove both of the theorems simultaneously. The proof is an
application of 11.4.5 plus trigonometric manipulations. We give a
prove first in the simplest case κ = 0 and then the harder case κ 6= 0.
We proof case κ = 0 separately since it is easier to follow. The
arguments for both cases are nearly the same, but the case κ 6= 0
require an extra idea.
Proof of 14.6.1 and 14.6.3 in case κ = 0. Set
R = R(r) = |p− ρ(r)|,
S = S(s) = |p− σ(s)|,
ℓ = ℓ(r, s) = |ρ(r) − σ(s)|,
ϕ = ϕ(r, s) = ∡˜0{ℓ(r, s); r, s}.
p
ρ(r)
ρ σ(s)
σ
S
R
L
ℓ ℓ
r
sϕ
M2(κ)
It will be sufficient to prove the following two inequalities:
(∗)0ϕ
∂+ϕ
∂r
(smin, r) 6 0,
∂+ϕ
∂s
(s, rmin) 6 0
(∗∗)0ϕ s·
∂+ϕ
∂s
+ r· ∂
+ϕ
∂r
6 0.
Once they are proved, the radial monotonicity follows from (∗)0ϕ.
The radial comparison follows from both (∗)0ϕ and (∗∗)0ϕ. Indeed, one
can connect (smin, rmin) and (s0, r0) in [smin,∞)× [rmin,∞) by a join
of coordinate line and a segment defined by r/s = r0/s0. According
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rmin
s
m
in
(r0, s0)
to (∗)0ϕ and (∗∗)0ϕ, the value of ϕ does not increase while pair (r, s)
moving along this join. Thus ϕ(r0, s0) 6 ϕ(rmin, smin) = ϕmin.
It remains to show (∗)0ϕ and (∗∗)0ϕ. First let us rewrite the in-
equalities (∗)0ϕ and (∗∗)0ϕ in an equivalent form:
(∗)0ℓ
∂+
∂s
ℓ(s, rmin) 6 cos ∡˜
0{rmin; s, ℓ},
∂+
∂r
ℓ(smin, r) 6 cos ∡˜
0{smin; r, ℓ},
(∗∗)0ℓ s·
∂+ℓ
∂s
+ r· ∂
+ℓ
∂r
6 s· cos ∡˜0{r; s, ℓ}+ r· cos ∡˜0{s; r, ℓ} = ℓ.
Set
(A)0 f = 12 · dist2p .
Clearly f is 1-concave and
(B)0 ρ+(r) = 1r ·∇ρ(r)f and σ+(s) = 1s ·∇σ(s)f.
Thus from 11.4.5, we have
(C)0
∂+ℓ
∂r
= − 1r ·〈∇ρ(r)f, ↑[ρ(r)σ(s)]〉 6
ℓ2 +R2 − S2
2·ℓ·r .
Since R(r) 6 r and S(smin) = smin, we get
(D)0
∂+ℓ
∂r
(r, smin) 6
ℓ2 + r2 − s2min
2·ℓ·r =
= cos ∡˜0{smin; r, ℓ},
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which is the first inequality in (∗)0ℓ . By switching places of ρ and σ we
obtain the second inequality in (∗)0ℓ . Further, summing together (C)0
with its mirror-inequality for ∂
+ℓ
∂s , we get
(E)0 r· ∂
+ℓ
∂r
+ s· ∂
+ℓ
∂s
6
ℓ2 +R2 − S2
2·ℓ +
ℓ2 + S2 −R2
2·ℓ = ℓ
which is (∗∗)0ℓ .
Proof of 14.6.1 and 14.6.3 in case κ 6= 0. Set as before
R = R(r) = |p− ρ(r)|, ℓ = ℓ(r, s) = |ρ(r) − σ(s)|
S = S(s) = |p− σ(s)|, ϕ = ϕ(r, s) = ∡˜κ{ℓ(r, s); r, s}.
The statement follows from the following three inequalities:
(∗)±ϕ ∂
+ϕ
∂r
(smin, r) 6 0
∂+ϕ
∂s
(s, rmin) 6 0
(∗∗)±ϕ snκs·csκS ·
∂+ϕ
∂s
+ snκr·csκR· ∂
+ϕ
∂r
6 0
Once they are proved, the radial monotonicity follows from (∗)±ϕ.
The radial comparison follows from both (∗)0ϕ and (∗∗)±ϕ. Indeed,
functions s 7→ snκs·csκS and r 7→ snκr·csκR are Lipschitz. Thus
there is a solution for differential equation
(r′, s′) = (snκs·csκS, snκr·csκR)
with any initial data. (r0, s0) ∈ [rmin, ̟κ2 ) × [smin, ̟
κ
2 ). (Unlike case
κ = 0 the solution can not be written explicitly.) Since snκs·csκS,
snκr·csκR > 0, this solution (r(t), s(t)) must meet one of coordinate
rays {rmin}×[smin, ̟κ2 ) or [rmin, ̟
κ
2 )×{smin}. That is, one can connect
pair (smin, rmin) to (s0, r0) by a join of coordinate line and the solution
(r(t), s(t)). According to (∗)±ϕ and (∗∗)±ϕ, the value of ϕ does not
increase while pair (r, s) moving along this join. Thus ϕ(r0, s0) 6
6 ϕ(rmin, smin).
As before we rewrite the inequalities (∗)±ϕ and (∗∗)±ϕ in terms of ℓ:
(∗)±ℓ
∂+ℓ
∂s
(s, rmin) 6 cos ∡˜
κ{rmin; s, ℓ},
∂+ℓ
∂r
(smin, r) 6 cos ∡˜
κ{smin; r, ℓ},
(∗∗)±ℓ
snκs·csκS · ∂
+ℓ
∂s
+ snκr·csκR· ∂
+ℓ
∂r
6
6 snκs·csκS · cos ∡˜κ{r; s, ℓ}+ snκr·csκR· cos ∡˜κ{s; r, ℓ}
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Further, set
(A)± f = − 1
κ
·csκ ◦ distp = mdκ ◦ distp − 1κ .
Clearly f ′′ + κ·f 6 0 and
(B)±
ρ+(r) =
1
tg κr·csκR ·∇ρ(r)f
σ+(s) =
1
tg κs·csκS ·∇σ(s)f.
Thus from 11.4.5, we have
(C)±
∂+ℓ
∂r
= − 1
tg κr·csκR ·〈∇ρ(r)f, ↑[ρ(r)σ(s)]〉 6
6
1
tg κr·csκR ·
csκS − csκR·csκℓ
κ·snκℓ =
=
csκS
csκR − csκℓ
κ· tg κr·snκℓ .
Note that for all κ 6= 0, the function x 7→ 1
κ·csκx is increasing. Thus,
since R(r) 6 r and S(smin) = smin, we get
(D)±
∂+ℓ
∂r
(r, smin) 6
csκsmin
csκr − csκℓ
κ· tg κr·snκℓ =
=
csκsmin − csκℓ·csκr
κ·snκr·snκℓ =
= cos ∡˜κ{smin; r, ℓ},
which is the first inequality in (∗)±ℓ for κ 6= 0. By switching places of
ρ and σ we obtain the second inequality in (∗)±ℓ . Further, summing
together (C)± with its mirror-inequality for ∂
+ℓ
∂s , we get
(E)±
snκr·csκR· ∂
+ℓ
∂r
+ snκs·csκS · ∂
+ℓ
∂s
6
6
csκS ·csκr − csκℓ·csκR·csκr
κ·snκℓ +
+
csκR·csκs− csκℓ·csκS ·csκs
κ·snκℓ =
= snκr·csκR· cs
κs− csκℓ·csκr
κ·snκr·snκℓ +
+ snκs·csκS · cs
κr − csκℓ·csκs
κ·snκs·snκℓ =
= snκr·csκR· cos ∡˜κ{r; s, ℓ}+
+ snκs·csκS · cos ∡˜κ{s; r, ℓ}
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which is (∗∗)±ℓ .
14.6.4. Exercise. Let L be a complete length CBB(κ) space and
x, y, z ∈ L. Assume ∡˜κ(z xy) = pi. Show that there is a geodesic [xy]
that contains z. In particular, x can be connected to y by a minimizing
geodesic.
Compare to Exercise 9.4.6
14.7 Gradient exponent
Let L be a complete length CBB(κ) space, p ∈ L and ξ ∈ Σp. Consider
a sequence of points xn ∈ L so that ↑[pxn] → ξ. Set rn = |p − xn|;
denote by σn : [rn,
̟κ
2 )→ L be the (p, κ)-radial curve that starts in xn.
From the radial comparison (14.6.3), we have that σn : [rn,
̟κ
2 )→
→ L converge to a curve σξ : (0, ̟κ2 )→ L and this limit is independent
from the choice of the sequence xn. Set σξ(0) = p and if κ > 0 define
σξ(
̟κ
2 ) = lim
t→̟κ2
σξ(t).
The obtained curve σξ will be called (p, κ)-radial curve in direction ξ.
Let us define gradient exponent as
gexpκp : r·ξ 7→ σξ(r) : B[0, ̟
κ
2 ] ⊂ Tp → L.
Here are properties of radial curves reformulated in terms of gra-
dient exponent:
14.7.1. Theorem. Let L be a complete length CBB(κ) space. Then
a) If p, q ∈ L be points such that |p − q| 6 ̟κ2 , then for any
geodesic [pq] in L, we have
gexpκp (log[pq]) = q
b) For any v, w ∈ B[0, ̟κ2 ] ⊂ Tp,
|gexpκp v − gexpκp w| 6 g˜κ[0 vw].
In other words, if we denote by T κp the set B[0, ̟
κ
2 ] ⊂ Tp
equipped with metric |v − w|T κp = g˜
κ
[0 vw], then
gexpκp : T κp → L
is a short map.
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c) Let L be a complete length CBB(κ) space, p, q ∈ L and
|p− q| 6 ̟κ2 . If v ∈ Tp, |v| 6 1 and
σ(t) = gexpκp (t·v),
then the function
s 7→ ∡˜κ(σ|s0, q) := ∡˜κ{|q − σ(s)|; |q − σ(0)|,s}
is non-increasing in whole domain of definition.
Proof. Follows directly from construction of gexpκp and the radial
comparison (14.6.3).
Applying the theorem above together with 13.4.1c, we obtain the
following.
14.7.2. Corollary. Let L be an m-dimensional complete length
CBB(κ) space, p ∈ L and 0 < R 6 ̟κ2 . Then there is a short map
f : B[R]Mm(κ) → L such that Im f = B[p,R] ⊂ L.
14.7.3. Exercise. Let L ⊂ E2 be Euclidean halfplane. Clearly L is a
two-dimensional complete length CBB(0) space. Given a point x ∈ E2
let us denote by proj(x) the closest point on L.
Apply the Radial comparison (14.6.3) to show that for any interior
point p ∈ L we have
gexpp v = proj(p+ v).
14.7.4. Exercise. Let L be an m-dimensional complete length
CBB(κ) space and radL = R. Prove that there is a (snκR)-Lipschitz
map Φ: Sm−1 → L such that ImΦ ⊃ ∂L.
14.8 Remarks
Gradient flow on Riemannian manifolds
The gradient flow for general semiconcave functions on smooth Rie-
mannian manifold can be introduced much cheaper. To do this note
that the distance estimates proved in the Section 14.2 can be proved
the same way for gradient curves of smooth semiconcave subfunctions.
By Greene–Wu lemma [65], given a λ-concave function f , a compact
set K ⊂ Dom f and ε > 0 there is a smooth (λ− ε)-concave function
that is ε-close to f on K. Hence one can apply the smoothing and
pass to the limit as ε→ 0. Note that by the second distance estimate
the obtained limit curve does not depend on the smoothing.
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Gradient curves of a family of functions
Gradient flow can be extended to a family of functions.
Chanyoung Jun used this flow to study Pursuit curves in CAT(0)
spaces [66, 67]. Also the optimal transport plan, or equivalently geo-
desic in Wasserstein metric, can be described as gradient flow for a
family of semiconcave functions. This observation was used by the
third author to prove Alexandrov spaces with nonnegative curvature
have nonnegative Ricci curvature in the sense of Lott–Villani–Sturm
[68].
Gradient curves for non-Lipschitz functions
In this book, we only consider gradient curves for locally Lipschitz
semiconcave subfunctions; it turns out to be sufficient for all our needs.
However, instead of Lipschitz semi-concave subfunctions, it is more
natural to consider upper semi-continuous semi-concave functions with
target in [−∞,∞) and to assume in addition that the function take
finite values at a dense set in the domain of definition. The set of such
subfunctions on a CBB space L will be denoted as LCC(L) for lower
semi-continous and semi-concave.
In this section we describe the adjustments needed to construct
gradient curves in for the subfunctions in LCC(L).
There is one place where this type of functions appears; it is the
entropy and some other closely related functionals on the Wasserstein
space over a CBB(0) space. The gradient flow for these function play
an important role in the theory of optimal transport, see [69] and
references there in.
Differential. First we need to extend the definition of differential
(5.7.1) to LCC subfunctions.
Let L be a complete length CBB space and f ∈ LCC(L). Given a
point p ∈ Dom f , and a geodesic direction ξ = ↑[pq], set dˆpf(ξ) = (f ◦
◦ geod[pq])+(0). Since f is semiconcave the value dˆpf(ξ) is defined if
f ◦ geod[pq](t) is finite at all sufficiently small values t > 0, but dˆpf(ξ)
may take value ∞. Note that dˆpf is defined on a dense subset of Σp.
Set
dpf(ζ) = lim
ξ→ζ
dˆpf(ξ)
and then set dpf(v) = |v|·dpf(ξ) if v = |v|·ξ for some ξ ∈ Σp.
In other words, we define differential as the smallest upper semi-
continuous positive-homogeneous function dpf : Tp → R such that
dpf(ξ) > dˆpf(ξ) if dˆpf(ξ) is defined.
220 CHAPTER 14. GRADIENT FLOW
Existence and uniqueness of the gradient. Note that in the proof
of 11.4.2, we used Lipschitz condition just once, to show that
s = sup { (dpf)(ξ) : ξ ∈ Σp } =
= lim
x→p
f(x)− f(p)
|x− p| <
<∞.
The value s above will be denoted as |∇|pf . Note that if the
gradient ∇pf is defined then |∇|pf = |∇pf | and otherwise |∇|pf =∞.
Summarizing the discussion above, we get the following.
11.4.2′ Existence and uniqueness of the gradient. Assume L
a complete CBB(κ) space and f ∈ LCC(L). Then for any point p ∈
∈ Dom f either there is unique gradient ∇pf ∈ Tp or |∇|pf =∞
Further, in all the results of Section 11.4, we can only assume
that f ∈ LCC(L) and its gradient is defined at the points in the
consideration; the proofs are the same.
In sections 11.4–14.2 require almost no changes; mainly, where it
is appropriate, one needs to exchange |∇pf | to |∇|pf and/or assume
that the gradient is defined at the points of interest. Also one has to
take ➊ in Theorem 14.1.2 as the definition of gradient-like curve. Then
the theorem states that any gradient-like curve α : I→ L satisfies the
definition 14.1.1 at t ∈ I if ∇αˆ(s)f is defined. Further in the Definition
14.2.1, should be changed to the following
14.2.1′. Definition. Let L be a complete length CBB space and
f ∈ LCC(L).
A curve α : [tmin, tmax)→ Dom f will be called f -gradient curve if
α+(t) = ∇α(t)f
if ∇α(t)f is defined and
(f ◦ α)+(t) =∞
otherwise.
In the proof of Local existence (14.2.9), the condition (ii) has to
be exchanged to the following condition
(ii)′ f ◦αˆn(σ¯i)−f ◦αˆn(σi) > (σ¯i−σi)·max{n, |∇|αˆn(σi)f− 1n )}.
Any gradient curve α[0, ℓ) → L for a subfunction f ∈ LCC(L)
satisfy the equation
α+(t) = ∇α(t)f
at all values t with possible exception t = 0. In particular, the gradient
of f is defined at all points of any f -gradient curve with the exception
for the initial point.
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Slower radial curves
Let κ > 0. Assume that for some function ψ, the curves defined by
equation
σ+(s) = ψ(s, |p− σ(s)|)·∇σ(s) distp
satisfy radial comparison 14.6.3. Then in fact σ(s) are radial curves;
that is,
ψ(s, |p− σ(s)|) = tg κ|p− σ(s)|)
tg κs
,
see exercise 14.7.3.
In case κ < 0, such ψ is not unique. In particular one can take
curves defined by simpler equation
σ+(s) =
snκ|p− σ(s)|
snκs
·∇σ(s) distp =
1
snκs
·∇σ(s)(mdκ ◦ distp ).
Among all curves of that type, the radial curves for curvature κ as
defined in 14.5.1 maximize the growth of |p− σ(s)|.
Radial curves for sets
Here we generalize the constructions of radial curves and gradient
exponent. Roughly, we show that one can use a distance function
distA to any closed set A instead of the distant function to one point.
We only give the corresponding definitions and state the results, the
proofs are straightforward generalization of corresponding one-point-
set version.
First we give a more general form of the definition of radial curves
(14.5.1) and the definition of radial geodesic (14.5.2):
14.8.1. Definition. Assume L is a complete length CBB space, κ ∈
∈ R, and A ⊂ L be a closed subset. A curve σ : [smin, smax) → L
is called (A, κ)-radial curve if smin = distA σ(smin) ∈ (0, ̟
κ
2 ), and it
satisfies the following differential equation
σ+(s) =
tg κ|p− σ(s)|
tg κs
·∇σ(s) distA .
for any s ∈ [smin, smax), here tg κx = snκxcsκx .
If x = σ(smin), we say that σ starts in x.
14.8.2. Definition. Let L be a complete length CBB space and
A ⊂ L be a closed subset. A unit-speed geodesic γ : I → L is called
A-radial geodesic if distA γ(s) ≡ s.
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The following propositions are analogous to the propositions 14.5.3
and 14.5.4. Their proofs follow directly from the definitions:
14.8.3. Proposition. Let L be a complete length CBB space, A ⊂ L
be a closed subset. Assume that ̟
κ
2 > smax. Then any distA -radial
geodesic γ : [smin, smax)→ L is an (A, κ)-radial curve.
14.8.4. Proposition. Let L be a complete length CBB space, A ⊂
⊂ L be a closed subset and σ : [smin, smax) → L be a (A, κ)-radial
curve. Then for any s ∈ [smin, smax), we have distA σ(s) 6 s.
Moreover, if for some s0 we have distA σ(s0) = s0 then the restric-
tion σ|[smin,s0] is a A-radial geodesic.
Here is the corresponding generalization of existence and unique-
ness for (A, κ)-radial curves; it can be proved the same way as 14.5.5
14.8.5. Existence and uniqueness. Let L be a complete length
CBB space, κ ∈ R, A ⊂ L be a closed subset, and x ∈ L. As-
sume 0 < distA x <
̟κ
2 . Then there is unique (A, κ)-radial curve
σ : [distA x,
̟κ
2 )→ L that starts in x.
Next we formulate radial monotonicity and radial comparison for
(A, κ)-radial curves. The proof of these two statements are almost
exactly the same as the proof of 14.6.1 and 14.6.3.
14.8.6. Radial monotonicity. Let L be a complete length CBB(κ)
space, A ⊂ L be a closed subset and q ∈ L\A. Assume σ : [smin, ̟κ2 )→→ L is an (A, κ)-radial curve. Then the function
s 7→ ∡˜κ{|q − σ(s)|; distA q, s}
is nonincreasing in all the domain of definition.
To formulate generalized radial comparison, we need to introduce
a short cut notation. Given a set A and two points x and y in a metric
space define
∡˜κ
(
A xy
)
:= ∡˜κ{|x− y|; distA x, distA y}
Note that distances |x − y|, distA x and distA y might not satisfy the
triangle inequality. Therefore the model angle ∡˜κ
(
A xy
)
might be un-
defined even for κ 6 0.
14.8.7. Radial comparison. Let L be a complete length CBB(κ)
space and A ⊂ L be a closed set. Assume ρ : [rmin, ̟κ2 ) → L and
σ : [smin,
̟κ
2 ) → L are two distA -radial curves for curvature κ. As-
sume further that
ϕmin = ∡˜
κ
(
A
ρ(rmin)
σ(smin)
)
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is defined. Then for any r ∈ [rmin, ̟κ2 ) and s ∈ [smin, ̟
κ
2 ), we have
|ρ(r) − σ(s)| 6 g˜κ{ϕmin; r, s}.
Finally, assume p be an isolated point of a closed set A in a complete
length CBB space L. Applying the same limiting procedure as in
Section 14.7, for any ξ ∈ Σp one can construct an (A, κ)-radial curve
σξ such that σξ(0) = p and σ
+(0) = ξ. This way we obtain a map
gexpκA : Tp ◦→ L, r·ξ 7→ σξ(r). For the constructed map, the following
analog of 14.7.1 holds; the proof is straightforward.
14.8.8. Theorem. Let L be a complete length CBB(κ) space and
A ⊂ L is a closed subset with an isolated point p ∈ A. Then
a) Assume distA q = |p − q| 6 ̟
κ
2 be an A-radial geodesic.
Then
gexpκA(log[pq]) = q
b) For any v, w ∈ B[0, ̟κ2 ] ⊂ Tp,
|gexpκp v − gexpκp w| 6 g˜κ[0 vw].
In other words, if we denote by T κp the set B[0, ̟
κ
2 ] ⊂ Tp
equipped with metric |v − w|T κp = g˜
κ
[0 vw], then
gexpκp : T κp → L
is a short map.
c) Let L be a complete length CBB(κ) space, p, q ∈ L and
|p− q| 6 ̟κ2 . If v ∈ Tp, |v| 6 1 and
σ(t) = gexpκp (t·v),
then the function s 7→ ∡˜κ(σ|s0, q) is non-increasing in whole
domain of definition.
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