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En el marco del Proyecto de Investigacio´n Pa-
ralelizacio´n Eficiente de Servidores Web, de la
Universidad Nacional de la Patagonia Austral se
ha abierto una l´ınea de investigacio´n que da con-
tinuidad al desarrollo de servidores web soporta-
dos en clusters de PC a trave´s del modelo BSP de
computacio´n paralela y que tiene como objetivo
estudiar estrategias de implementacio´n de servi-
dores paralelos en entornos reales.
El pro´po´sito de este trabajo es presentar los
resultados alcanzados en esta l´ınea de investiga-
cio´n, los desarrollos en progreso y los trabajos
futuros.
Palabras claves: Bases de Datos, Procesamien-
to Paralelo de Consultas SQL, Computacio´n
Paralela y Distribu´ıda, BSP
1. Introduccio´n
La web se ha convertido en un recurso ubicuo
para la computacio´n distribuida, haciendo rele-
vante la investigacio´n de nuevos caminos para
proveer acceso eficiente a los servicios disponibles
en los sitios dedicados. El crecimiento exponen-
cial que ha experimentado desde sus comienzos
en cuanto al volumen de informacio´n y al nu´mero
de usuarios que la utilizan hace que la bu´sque-
da, organizacio´n, acceso y mantenimiento de sus
contenidos sea cada vez ma´s dif´ıcil.
En respuesta a esta expansio´n de las fuentes po-
tenciales de informacio´n, los motores de bu´sque-
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da han hecho e´nfasis en ampliar su velocidad y
cobertura, brindando poca importancia a la efi-
ciencia.
Debido a esto, diversos estudios se han abocado
al desarrollo de nuevas estrategias que permitan
satisfacer estas demandas a trave´s del procesa-
miento paralelo [18], el cual ha demostrado ser
un paradigma que permite mejorar los tiempos
de ejecucio´n de los algoritmos.
Particularmente nuestro grupo de investiga-
cio´n, integrado por docentes investigadores de la
Universidad Nacional de la Patagonia Austral
(Argentina) y de la Universidad de Magallanes
(Chile), se ha abocado al estudio y desarrollo
de herramientas de programacio´n basadas en el
modelo BSP [17, 2] de computacio´n paralela, el
cual utiliza una configuracio´n de base de datos
distribuida para acelerar las consultas.
1.1. Modelo de computacio´n paralela
BSP
En BSP un computador paralelo es visto como
un conjunto de procesadores con memoria local e
interconectados a trave´s de una red de comuni-
caciones de topolog´ıa transparente al usuario. En
este modelo, la computacio´n es organizada como
una secuencia de supersteps. Tal como lo indica la
Fig. 1, un superstep esta´ formado por una fase en
la que cada procesador puede realizar operaciones
sobre datos locales u´nicamente y depositar men-
sajes a ser enviados a otros procesadores. Al final
del superstep, todos los mensajes son enviados a
sus destinos y los procesadores son sincronizados
en forma de barrera para iniciar el siguiente su-
perstep. Es decir, los mensajes esta´n disponibles
en sus destinos al instante en que se inicia el si-
guiente superstep.
El modelo pra´ctico de programacio´n paralela
en BSP es el conocido SPMD (Simple Program
Multiple Data), el cual es realizado mediante P
copias del mismo programa corriendo en un clus-
ter de P procesadores, cada una actuando sobre
un subconjunto de los datos, donde la comuni-
cacio´n y sincronizacio´n de las copias es realizada
mediante librer´ıas tales como BSPlib o BSP-PUB
[1].
Figura 1: Modelo BSP y supersteps.
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Para la implementacio´n de una aplicacio´n que
permitiera una aproximacio´n a la solucio´n para
el problema planteado del acceso a grandes volu-
menes de informacio´n, se realizaron varios estu-
dios, tendientes incialmente a la implementacio´n
de cluster y la distribucio´n de los registros de la
base de datos [9, 7, 8]. La solucio´n adoptada im-
plementa una base de datos distribuida del tipo
relacional, sobre una plataforma computacional
formada por un grupo de PC con sistema ope-
rativo Linux, los cuales estan conectados en red
mediante un switch de alto desempen˜o y en estas
maquinas se ejecutan los programas con supers-
teps de BSP. En cada PC se encuentra instala-
do un administrador de bases de datos relacional
llamado MySQL [15] y la libreria ApiMySQL que
proporciona clases que permiten enviar string con
sentencias SQL desde un programa C++ al ser-
vidor MySQL.
Esta implementacio´n es de bajo costo, ya que
el software involucrado es de dominio pu´blico y
el equipamiento corresponde a computadoras de
escritorio de bajo costo, en contraposicio´n a los
servidores secuenciales de alto desempen˜o y costo.
La base de datos se distribuye uniformemente
para permitir el balance de carga en los proce-
sadores involucrados. Cada superstep env´ıa la
consulta a todos los procesadores, y los servidores
de bases de datos locales realizan la consulta
sobre su porcio´n de la base de datos de manera
secuencial. El resultado de la consulta SQL
corresponde a la unio´n de todas las respuestas
parciales de los procesadores del cluster.
La estructura del modelo BSP facilita la predic-
cio´n del desempen˜o de programas y algoritmos. El
costo de un programa esta´ dado por la suma del
costo de todos sus supersteps, donde el costo tem-
poral de cada uno de ellos esta´ dado por la suma
del tiempo de computacio´n sobre datos locales, el
tiempo de comunicacio´n entre procesadores y el
tiempo de sincronizacio´n.
Aprovechando esta facilidad del modelo BSP
se ha desarrollado una herramienta gra´fica
[11, 10, 14, 12, 13] que a trave´s de meta´foras
visuales permite observar y administrar la cola
de consultas y los supersteps ejecutados con
distintos niveles de granularidad, evaluando el
desempen˜o de cada uno de los para´metros que
los integran.
En los objetivos del proyecto se encuentra el de-
sarrollo de una aplicacio´n funcional, para lo cual
se ha elegido la implementacio´n de un Digesto
Digital Institucional [5, 6] que realiza consultas
complejas del tipo Join [13] y la misma posee ca-
racter´ısticas de Base de Datos Textual.
Esta herramienta de software se compone de
los siguientes elementos: una aplicacio´n web de-
sarrollada fundamentalmente con PHP, insta-
lada en un servidor Web con infraestructura
LAMP (Linux, Apache, MySQL, PHP), un ser-
vidor de base de datos distribuida implementado
con MySQL, un programa ejecutable desarrolla-
do bajo el modelo de computacio´n paralela BSP
y un broker realizado en base a la modificacio´n
del daemon del BSP-PUB, pubd.
Estos componentes se interrelacionan de la
siguiente manera: en primer lugar los clientes
acceden a la aplicacio´n a trave´s del servidor
web, donde elaboran la consulta a realizar. El
servidor web env´ıa la consulta al broker a trave´s
de sockets, ejecutando el programa BSP en cada
procesador que forma parte del cluster. En cada
procesador se ejecuta la consulta en el servidor lo-
cal de base de datos MySQL y, cuando se produce
la etapa de sincronizacio´n del superstep BSP,
los resultados son enviados a la ma´quina broker,
quien los agrupa y env´ıa al servidor Web a trave´s
de los sockets definidos para que de esta manera
el cliente pueda obtener los resultados requeridos.
3. Conclusiones
En este trabajo se ha presentado una de las
l´ıneas de investigacio´n del Proyecto de Investiga-
cio´n Paralelizacio´n Eficiente de Servidores Web,
de la Universidad Nacional de la Patagonia Aus-
tral que da continuidad al desarrollo de servido-
res web soportados en clusters de PC a trave´s
del modelo BSP de computacio´n paralela y que
tiene como objetivo estudiar estrategias de im-
plementacio´n de servidores paralelos en entornos
y aplicaciones reales.
Los trabajos realizados presentan una solucio´n
concreta al problema de acceso a grandes volu´me-
nes de datos a trave´s de la Web, mediante el de-
sarrollo de varios componentes que conforman un
motor de bu´squedas paralelo, con acceso a una
base de datos distribuida, implementando el mo-
delo de computacio´n paralela BSP, en particular
a trave´s de la librer´ıa BSP-PUB. Este modelo so-
porta una metodolog´ıa estructurada de disen˜o de
software que es simple de utilizar y permite el
uso de tecnolog´ıa existente y gratuita para obte-
ner sistemas de bajo costo y alta eficiencia.
La distribucio´n de los registros influye signifi-
cativamente en la velocidad de respuesta de las
consultas, obteniendo hasta el momento los me-
jores resultados con una distribucio´n uniforme.
Se han desarrollado herramientas gra´ficas para
visualizar y administrar el desempen˜o del servi-
dor de base de datos, mediante distintas meta´fo-
ras visuales, que permiten observar con distintos
niveles de granularidad las consultas realizadas y
los supersteps generados a los largo de la ejecu-
cio´n de la aplicacio´n.
A trave´s de la experimentacio´n de laboratorio
se han obtenido resultados satisfactorios en la eta-
pa de simulacio´n, con valores iguales o mayores
al o´ptimo en relacio´n con el caso secuencial, para
los casos de tratamiento de grandes volu´menes de
datos donde se justifica la utilizacio´n de modelos
paralelos. Similares resultados se obtuvieron en
la implementacio´n de una aplicacio´n real y fun-
cional del Digesto Digital Institucional. Para este
u´ltimo caso fue necesario la modificacio´n de la li-
brer´ıa BSP-PUB para permitir su funcionamiento
continuo en el servidor a trave´s de su definicio´n
como daemon.
Actualmente nos encontramos estudiando dis-
tintas alternativas de implementacio´n de la cola
de consultas [16, 3, 4] para mejorar el rendimiento
ajustando para´metros y caracter´ısticas de la cola
de consultas SQL, de manera de tomar en cuenta
el tiempo de espera de los clientes que han gene-
rado las consultas para maximizar su satisfaccio´n
al realizar un acceso a la aplicacio´n.
4. Trabajos Futuros
Entre nuestros trabajos futuros se encuentran
el estudio de la recuperacio´n de la base de datos
distribuida a ra´ız de la ca´ıda de una ma´quina
del cluster, mediante la replicacio´n de registros u
otra estrategia. Tambie´n es posible su aplicacio´n
a redes de Datos del tipo Grid, en el supuesto
de la necesidad de contar con una base de datos
ditribuida geogra´ficamente para respetar la
autonomı´a de las organismos intervinientes para
una aplicacio´n dada, tal como el Digesto Digital
Institucional.
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