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We predict strong, dynamical effects in the dc magnetoresistance of current flowing from a spin-
polarized electrical contact through a magnetic dopant in a nonmagnetic host. Using the stochastic
Liouville formalism we calculate clearly-defined resonances in the dc magnetoresistance when the
applied magnetic field matches the exchange interaction with a nearby spin. At these resonances
spin precession in the applied magnetic field is canceled by spin evolution in the exchange field,
preserving a dynamic bottleneck for spin transport through the dopant. Similar features emerge
when the dopant spin is coupled to nearby nuclei through the hyperfine interaction. These features
provide a precise means of measuring exchange or hyperfine couplings between localized spins near
a surface using spin-polarized scanning tunneling microscopy, without any ac electric or magnetic
fields, even when the exchange or hyperfine energy is orders of magnitude smaller than the thermal
energy.
Localized spin states with long spin coherence times
are a fundamental element of the quantum coherent spin
systems[1, 2] that underlie quantum sensing[3] and quan-
tum information processing[4]. Dopants, and some other
controlled defects, in semiconductor or insulator hosts
provide a robust realization of these localized coherent
spins[5, 6]. Optical probes have revealed the spin dy-
namics of such spin centers, along with their coherent
interactions with neighboring spins[7–12]. Similar ev-
idence of all-electrical probing of coherent interactions
has been achieved at low temperatures in dopants in
large magnetic fields[13, 14], and with electron spin res-
onance combined with spin-polarized scanning tunnel-
ing microscopy (STM-ESR)[15–18]. Low-field magne-
toresistance without rf fields in much higher temperature
dc electrical measurements, however, has been found in
transport from a magnetic contact[19, 20] through traps
to a nonmagnetic region, as well as in transport through
traps in semiconductor devices[21]. These effects can
be understood as originating from coherent spin dynam-
ics in resonant[22] or non-resonant (incoherent hopping)
transport[20], and are largely limited to zero-field peaks
or dips in the electrical resistance unless the spin polar-
ization of a contact is time dependent[23].
Here we predict that the dc magnetoresistance of elec-
trical current through the spin state of a single dopant,
which can be measured e.g. using spin-polarized STM
(SP-STM[24–26]), should directly image the coherent ef-
fects of the environment on the dopant’s spin dynamics,
e.g. exchange or hyperfine interactions, even at temper-
atures far larger than the energy scales of those inter-
actions. These sharp environmental features in the dc
magnetoresistance will occur in the absence of spin-orbit
interaction in the system, and will persist even when the
transport process is charge incoherent (spin orientation
is preserved when hopping to and from the dopant’s spin
state). We consider the single dopant to reside in the
surface region of a weakly conducting nonmagnetic host,
and under the influence of a second nuclear or electron
spin, which affects the first spin through isotropic ex-
change or isotropic hyperfine interactions. The charge
and spin magnitude of the second spin is fixed, as would
be appropriate for the electron spin of a deep trap or for
a nuclear spin. Strong dc magnetoresistance features are
seen when the dopant’s spin precession due to the applied
magnetic field cancels the precession due to the exchange
or hyperfine interaction with the second spin. These fea-
tures can be resolved at very small magnetic fields and
thus should permit the measurement of milliTesla hyper-
fine interactions and µeV exchange interaction strengths,
such as are predicted for spin centers in wide-gap semi-
conductors such as diamond[27]. Double quantum dot
measurements of spin bottlenecks[28] would not see these
features, as the spin polarization transverse to the ap-
plied magnetic field must be measured. These coherent
features in the magnetoresistance will remain detectable,
due to the persistent coherence of the spin, even when
the thermal energy exceeds the energy scales of spin in-
teractions with the environment by orders of magnitude,
so long as the dopant’s spin coherence time exceeds the
nanosecond transport times of the junction. This differs
from SP-STM measurements of spin excitations during
inelastic tunneling spectroscopy[29, 30], which cannot be
resolved when the temperature exceeds the energy of the
spin excitation. Similar features appear to occur in the
photoluminescence from organic molecules when the ap-
plied field brings a triplet exciton state into resonance
with the singlet exciton state[31], although these occur
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2at far larger magnetic fields ( Tesla). More generally,
these coherent features may emerge in any flow of current
through localized states in nanoscale devices containing
contacts with spin polarization oblique to an external
field.
The detailed configuration is shown in Fig. 1. Here
we focus on the concrete situation in which the dopant
through which transport occurs (transport site, in green)
possesses two states, one of which is spin-0 and “empty”,
and the other is spin-1/2 and “full”, corresponding to an
additional electron (spectator site, in red); similar fea-
tures are expected for a wide variety of transport and
spectator spin states. The charge state of the specta-
tor spin is unaffected during transport. The details of
the magnetoresistive curves, and the visibility of coher-
ent features within them, depend on the relative strength
of the exchange interaction J and the hopping rates, here
γon from the nonmagnetic host to the transport site, and
γoff from the transport site to the SP-STM tip. The use
of the STM provides atomic-scale resolution and permits
direct selection of the dopant spin to be probed, and it
also provides direct means to independently tune γon and
γoff . By moving the tip towards or away from the surface
the γoff can be adjusted[32–34], and through tip-induced
band bending both γoff and γon can be modified[35, 36].
We find the most sensitive configurations correspond to
γoff  γon, which is the expected experimental situation
under ordinary conditions. We consider the SP-STM to
be polarized along the positive z-axis, which can point in
any direction relative to the surface normal in Fig. 1.
Our main results are the predicted finite-field dips (res-
onances) in the dc magnetoresistance in Fig. 2 that occur
due to degeneracies in the transport states and the forma-
tion of bottlenecks. Coupling dopants to spin-polarized
contacts has been shown to lead to zero-field current bot-
tlenecks resulting from dopant polarization anti-parallel
to the magnetization of the contact[20]. The applica-
tion of an external magnetic field, B, transverse to the
contact spin polarization, releases the bottleneck by pre-
cessing the spin and produces a characteristic dip fea-
ture in the zero-field dc magnetoresistance[19, 20]. Fig-
ure 2, however, shows two additional features at finite
field when the Zeeman energy of the transport spin equals
its exchange energy with the spectator spin. New bottle-
necks emerge under these conditions, because the triplet
state polarized parallel or antiparallel to the external field
(depending on the sign of J) becomes degenerate with
the singlet state (S) of these two spins at this external
field. We find the dip in current when the Zeeman energy
equals J has a maximal value of 1/3 of the B = 0 dip. Al-
though our description here is for the case of a SP-STM
tip that is 100% spin polarized, these same features will
occur for any finite spin polarization, with a reduced am-
plitude dependent on the tip’s spin polarization (as seen
for zero-field dips in previous work[20]).
The density matrix requires time evolution terms
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FIG. 1. Schematic current path for an electron through a sin-
gle dopant (transport site, in green) that is exchange-coupled
to another spin-1/2 (spectator site, in red). The transport site
has two charge states, empty (spin-0) and full (spin-1/2), and
the spectator site’s charge state is stable. These spins reside
near the surface of the nonmagnetic host and the Coulomb re-
pulsion at the transport site is assumed to be sufficiently large
to prevent double occupation (see inset). Hopping from the
transport site to a spin polarized scanning tunneling micro-
scope (SP-STM) tip occurs with rate γoff, which is controllable
by moving the STM tip relative to the surface. Replenishment
of the occupation of the transport site from the nonmagnetic
host occurs with a rate γon. If the host is a semiconductor
the charge distribution can be adjusted by the STM voltage
V through tip induced band bending, which adjusts γon and
γoff.
describing coherent evolution of the spins, originating
from the magnetic field and exchange, and incoher-
ent processes that inject or extract carriers from the
transport site (thus producing current). We use the
stochastic Liouville formalism[37, 38], which has suc-
cessfully predicted the manipulation of electrolumines-
cence from organic LEDs[39], exciplex light emission[40],
spin-pumping[41], and nuclear spin influences on electron
transport[42]. The Hamiltonian describing coherent evo-
lution of the spins at both the spectator and transport
sites in an external magnetic field B and an exchange
interaction J between them is
Hˆst = gµBB · (Ss + St) + JSs · St, (1)
where Ss(t) represents the spin operator at the spectator
(transport) site, g is the Lande´ g-factor (assumed 2), and
µB is the Bohr magneton. When the transport site is
unoccupied the Hamiltonian becomes
Hˆs = gµBB · Ss. (2)
The coherent evolution of the density operator is(
∂ρi(t)
∂t
)
coh
= − i
~
[Hˆi, ρi(t)], (3)
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FIG. 2. Magnetoresistance of current through spin-1/2 trans-
port dopant for exchange splitting of 0.05 ~γon (red) and 0.15
~γon (black). Features broaden for moderate extraction rates
(dashed) compared to slow extraction (solid).
where the subscript i is used to denote either the oper-
ator for the isolated spectator (i = s) or the combined
spectator and transport spin (i = st) and [, ] represents
the commutator.
Transport occurs when the dopant at the transport
site couples to the unpolarized bulk states and the SP-
STM resulting in the generation and extraction of car-
riers. Processes of this type will not preserve the trace
of the individual sub-spaces of the system, but will pre-
serve the total trace, Trρs(t) + Trρst(t) = 1, and they
will decohere off-diagonal elements of ρst. The polariza-
tion of the SP-STM tip can be written as an operator
Mˆoff(n), where n is the orientation of the SP-STM po-
larization. In general, for a single spin-1/2 manifold [43]
the interaction operator can be written as a linear su-
perposition of oppositely polarized projection operators
pˆi(n) and pˆi(−n),
mˆ(n) = apˆi(n) + bpˆi(−n)
=
1
2
{(a+ b)σˆ0 + (a− b)n · σˆ}
(4)
where a and b are interaction amplitudes, and n is the
orientation of the polarization. In the case of a manifold
describing two spin-1/2 dopants the operator results from
the direct product of two single spin operators,
Mˆ(n) = mˆt(n)⊗ mˆs(n) (5)
where mˆt(n) = atpˆi(n) + btpˆi(−n) and mˆs(n) = aspˆi(n) +
bspˆi(−n). The coefficients for Mˆoff are aofft = 1, bofft =
0, aoffs = b
off
s = 1/2. Mˆon couples the bulk to the
dopant, and for unpolarized bulk states has the coeffi-
cients aont = a
on
s = b
on
t = b
on
s = 1/2. We assume a large
on-site Coulomb repulsion that excludes double occupa-
tion of the dopant sites. The spin state of the carrier
entering the transport site from the bulk is determined
by the spin polarization of the bulk (Mˆon) and the spin
state of the spectator is determined by the density matrix
for the 2× 2 manifold, ρs(t). These considerations allow
one to write down a current operator for the reoccupation
of the transport site,
iˆon =
eγon
2
mˆont (n)⊗ ρs(t), (6)
where e is the electronic charge.
The current from the dopant to the SP-STM depends
on the availability of spin states in the tip (Mˆoff) and the
two-dopant density matrix ρst. The current operator for
dopant-to-tip transport is
iˆoff =
eγoff
2
{Mˆoff, ρst(t)}, (7)
where the anticommutator {, } guarantees the operator is
Hermitian and properly decoheres off-diagonal elements
of ρst[44]. The current onto and off of the transport site is
found from the trace of the current operators. The total
current onto and off of the transport site must be equal:
Trˆion = Trˆioff = i, however the spin current i
spin
on(off) =
Tr[ˆion(off)σ] is not conserved due to decoherence.
The appropriate term can now be added to the stochas-
tic Liouville equation for carrier generation(
∂ρst(t)
∂t
)
gen
= γonmˆ
on
t (n)⊗ ρs(t) (8)
and extraction(
∂ρst(t)
∂t
)
ext
= −γoff{Mˆoff, ρst(t)}. (9)
The total equation for the 4 × 4 density operator ρst is
then
∂ρst(t)
∂t
= − i
~
[Hˆst, ρst(t)]+γonIt⊗ρs(t)−2γoff{Mˆoff, ρst(t)},
(10)
where It is the identity matrix in the transport subspace
and the relation 2mˆont (n) = It has been used. Eq. (10)
is coupled to the single spin density operator ρs through
the generation term. The trace of the total system is
preserved and thus Trρs + Trρst = 1; generation(decay)
of the 4 × 4 density matrix must be balanced by the
decay(generation) of the 2 × 2 density matrix allowing
one to derive for the isolated spectator,
∂ρs(t)
∂t
= − i
~
[Hˆs, ρs(t)]+2γoffTrt{Mˆoff, ρst(t)}−2γonρs(t),
(11)
where Trt is a partial trace over the transport subspace.
These expressions can be solved analytically, but are
very cumbersome. A full analytic solution is presented
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FIG. 3. Visibility of the finite-field feature (resonance) as a
function of the exchange parameter plotted for different val-
ues of the hopping ratio. Smaller hopping ratios yield higher
visibility due to extended spin evolution in the exchange field.
in the Supplemental Material, along with a more intu-
itive derivation under some approximations. The expres-
sions for the near zero field feature agree with calcula-
tions of current through mediating dopants in insulat-
ing spacers, during either resonant[22] or incoherent[20]
transport. However we are interested in the expressions
for conditions where the Zeeman energy (B˜ = gµB |B|)
approaches the exchange energy J . An approximate ex-
pression valid for γon  B˜, J  γoff near the B˜ = J
resonance is
i =
(γoff
2
) 6J2γ2off + 4(B˜2 − J2)2
9J2γ2off + 4
(
B˜2 − J2
)2 (12)
where the prefactor is the limiting value away from the
resonant features. Thus the relative current has a limiting
value for B˜ = J of 2/3, corresponding to a visibility of
1/3 as seen below in numerical calculations. Figure 2
shows numerical values for the magnetoresistance, for a
100% spin-polarized STM tip.
The visibility for different hopping ratios is plotted as
a function of the exchange coupling parameter in Fig. 3.
At a finite-field dip in current one of the triplet states
(T+ or T− along the direction of B, depending on the
sign of J) becomes degenerate with the singlet state S.
The other two triplet states are singly degenerate in the
combined Zeeman-exchange Hamiltonian and thus do not
participate in a bottleneck configuration. The bottleneck
in current manifests as a reduced rate, for one of the two
degenerate states, for the transport site’s electron to hop
to the SP-STM tip. The linear combination of those
two states that has the lowest transport-site tunneling
probability to the SP-STM tip is
∣∣φb〉, and the orthogonal
state is
∣∣φb〉, where∣∣φb〉 = 6−1/2∣∣ ↑⇑ 〉 + 6−1/2∣∣ ↓⇓ 〉 + (2/3)1/2∣∣ ↓⇑ 〉, (13)∣∣φb〉 = (12)−1/2(∣∣ ↑⇑ 〉 + ∣∣ ↓⇓ 〉− ∣∣ ↓⇑ 〉) + (3/4)1/2∣∣ ↑⇓ 〉.
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FIG. 4. (a) Spin polarization as a function of hopping ra-
tio plotted for different values of the exchange coupling. The
dashed lines represent the spectator spin and solid lines rep-
resent the transport spin. (b-d) Occupation probability for
the different states in the product basis as a function of the
transverse magnetic field. Shown are (b) γoff = γon, γoff  J ,
(c) γoff = γon, γoff  J , and (d) γon  J  γoff. Good
visibility is realized when γoff  J , and especially for (d).
The first spin (single arrow) represents the transport site
and the second (double arrow) represents the spectator
site, and the axes are along the SP-STM spin polariza-
tion. φb has a transport spin polarization of 2/3, which
produces a maximum dip in the current of 1/3 as derived
in the Supplemental Material, as plotted in Figs. 2 and 3,
and as apparent in Eq. (12) for B˜ = J .
Figure 3 also illustrates the increase in resolution
and precision gained by minimizing the hopping ratio.
For a dopant-to-tip hopping rate of γoff = 1 ns
−1 we
predict exchange energy resolution ∼ µeV. If the en-
ergy splittings to double occupancy of the transport
site greatly exceed the thermal energy, and the spin
coherence times of the spins exceed the timescales set
by the smallest energies in the problem (Zeeman en-
ergy, exchange energy, or hopping) then the magnetore-
sistance features survive; observations of zero-field dips
are seen at room temperature[21]. The energy sensitiv-
ity surpasses the practical limits of STM spectroscopic
probes of exchange interactions in semiconductor dopant
pairs[45, 46], and could be measured at temperatures far
above where inelastic spin excitations can be imaged for
adatoms[29, 30].
Figure 4(a) shows calculations for the degree of spin
polarization as a function of the hopping ratio for differ-
ent values of the junction parameters. The dashed lines
represent the spectator spin and the solid lines represent
the transport spin. In Fig 4(b-d) shows the occupation
probability for each state in the product basis as a func-
tion of B. An analytic treatment for B˜ = J and the limit
γoff  J  γon [similar to panel (d)], described in the
5Supplemental Material, predicts a polarization for
∣∣ ↓⇑ 〉
of 11/24, for
∣∣ ↑⇓ 〉 of 1/8, and for ∣∣ ↑⇑ 〉 and ∣∣ ↓⇓ 〉
of 5/24, which are all different from the random average
of 1/4. These results are very similar to those shown in
Fig. 4(d). The spectator spin is also dynamically polar-
ized during this process, even when the transport spin
state is empty; we find for the limiting conditions above,
similar to Fig. 4,(d) a polarization of 1/2 antiparallel
to the magnetic field direction and 1/4 parallel to the
SP-STM polarization direction for a total polarization of√
5/4.
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