Fall injury issues represent a serious problem for elderly in our society. These people want to live in their home as long as possible and technology can improve their security and independence. In this work we study the joint use of a camera based system and wearable devices, in the so called data fusion approach, to design a fall detection solution. The synchronization issues between the heterogeneous data provided by the devices are properly treated, and three different fall detection algorithms are implemented. Experimental results are also provided, to compare the proposed solutions.
Introduction
Fall is defined by the World Health Organization as an event which results in a person coming to rest inadvertently on the ground or floor or other lower level [1] . This problem affects particularly the aged population and, as stated in [2] , approximately 28-35% of people aged 65 and over fall each year, increasing to 32-42% for those aged over 70 years of age. These numbers are confirmed also in EU28 and EEA countries, where approximately 100000 older people die from injury due to a fall each year [3] .
The direct consequences correlated to a fall could be: superficial cuts, broken or fractured bones, and abrasions or tissue damage. Also the "long-lie" condition, defined as involuntarily remaining on the ground for an hour or more, following a fall, represents a serious risk for the health. As stated in [4], half of elderly people who experience a "long-lie" die within 6 months. Taking into account all these aspects, a reliable and secure system to monitor an elderly during his daily life is strongly recommended. It must ensure an adequate robustness against false alarms, and be unobtrusive at the same time. In the literature, the initially proposed solutions tried to use wearable devices to solve this task. In [4], tri-axial accelerometers are placed on the trunk and the thigh of 10 volunteers that perform ADLs (Activities of Daily Living), and simulate falls. Kangas et al.
[5] used a tri-axial accelerometer attached to belt at the waist, involving also elderly people in the ADLs subset of a test campaign. An alternative research approach uses cameras as a source of information to detect risky activity [6] .
Recently, the availability of cheap depth sensors, has enabled an improvement of the robustness in camera based approaches for fall detection solutions. In particular, the Kinect sensor, i.e. the RGB-Depth device used in this publication, has been adopted in different implementations, as presented in [7] and [8] .
In the last years, thanks to the growth of computational resources, the combination of the previous solutions became possible and this led to an improvement of the performance. These solutions exploit an approach defined as "data fusion", and examples of joint use of Kinect sensor and wearable devices are visible in [9] . The synchronization issues between Kinect and wearable devices, to the best of our knowledge, is not totally covered in the literature. In view of this fact, we use the synchronization approach described in [10] to design fall detection systems that exploit heterogeneous data provided by different sensors. It is also worth noting that we started creating a database of ADLs and falls, containing visual and acceleration data, that can be exploited to compare different solutions [11] .
The remaining part of this paper is organized as follows. In Section 2 the synchronization approach is presented. Section 3 describes the proposed fall detection solution. Experimental results are discussed in Sect. 4, while Sect. 5 is dedicated to concluding remarks.
Synchronization
The synchronization issue between a wearable inertial device and a vision based device, namely the Microsoft Kinect sensor, has been addressed in [10] . In this work, the transmission and exposure times of the frames captured by Kinect are exploited to synchronize the RGB-D sensor with two inertial measurement units (IMU) from Shimmer Research. Figure 1 shows the devices involved in the synchronization process. An ad-hoc acquisition software allows to simultaneously capture data from Kinect, connected via USB cable, and from the accelerometers, linked via Bluetooth to the same PC, running the acquisition software. The same software applies a timestamp when each packet, or frame, arrives at the PC, using the QueryP erf ormanceCounter and QueryP erf ormanceF requency C++ functions. The synchronization is realized by exploiting these timestamps, taking into account the transmission times of Kinect frames and any possible delays caused by the Bluetooth protocol. Figure 2a shows, in red, the sequence of skeleton samples provided by the Kinect sensor, while the green and blue lines represent the packets sent by the accelerometers. As visible, the number of packets received from each accelerometer, is much greater than the number of frames captured by Kinect, because the sampling rate of the Shimmer is 10 ms
