Words are typically encountered in the context of a sentence. Recent studies suggest that the contexts in which a word typically appears can a ect the way it is recognized in isolation. We distinguish two types of context: collocational, involving speci c lexical items, and syntactic, involving abstract syntactic structures. We investigate the e ects of syntactic context using the distribution that verbs induce over the syntactic category of their complements (subcategorization frames). Magnetoencephalography (MEG) data was recorded while participants performed a lexical decision task. Verbs with low-entropy subcategorization distributions, in which most of the probability mass is concentrated on a handful of syntactic categories, elicited increased activity in the le anterior temporal lobe, a brain region associated with combinatory processing. Collocational context did not modulate neural activity, but had an e ect on reaction times. ese results indicate that both collocational and syntactic contextual factors a ect word recognition, even in isolation.
that the speed of recognition of a monomorphemic word, such as look, is modulated by the number and frequency of words that are derived from it, in this case words like looked or looking (Baayen, Feldman, & Schreuder, 2006; Schreuder & Baayen, 1997) .
Research in theoretical linguistics indicates that word-internal structure and word-external structure have much in common (Halle & Marantz, 1993 , 1994 . It is therefore natural to ask whether word-internal morphological context e ects extend to word-external context: the words and structures that typically surround the recognized word in texts. is indeed turns out to be case. McDonald and Shillcock (2001b) found that words were responded to more slowly in isolation if they occurred in an unusual set of sentential contexts compared to the typical contexts in the language. More recently, contextual e ects in lexical decision have been reported for the distribution of prepositions and adjectives preceding a noun: nouns that co-occur with an unusual set of prepositions take longer to recognize (Baayen, Milin, Djurdjević, Hendrix, & Marelli, 2011) .
Two types of context could potentially have an e ect on word recognition: collocational context and syntactic context. We de ne the collocational context of a word as comprising the speci c lexical items (blue, dog) that tend to co-occur with the recognized word, regardless of the syntactic structure of the sentence. By contrast, the syntactic context of the word abstracts away from particular lexical items, focusing instead on the syntactic representation of the phrases that the word appears in: Is it usually modi ed by an adjective? Does it tend to be followed by a verb?
Previous studies of contextual e ects in word recognition either have not attempted to dissociate collocational and syntactic context (McDonald & Shillcock, 2001b) , or explicitly controlled for the syntactic environment in order to isolate the collocational context (Baayen, 2010; Baayen et al., 2011) . Baayen et al. (2011) , for example, limited their de nition of context to the prepositions that preceded the noun being recognized, ignoring verbs, adjectives and other syntactic categories. It is therefore unknown whether syntactic context a ects word recognition in isolation. Furthermore, contextual e ects have only been reported for reaction times in behavioral experiments, and it is not known whether or how they modulate neural activity. is study lls both of these gaps, by measuring the e ects of both syntactic and collocational context in a lexical decision task, while recording neural activity with magnetoencephalography (MEG).
To examine the e ects of syntactic context, we exploit the fact that verbs vary in the types of syntactic phrases that they can take as their complements (their subcategorization frames, Chomsky, 1965) . e verb devour, for example, is always followed by a noun phrase, dine is never followed by a noun phrase, and eat can appear either with a noun phrase or without one:
(1) Idiosyncratic subcategorization restrictions a. We ate. b. We ate the turkey. c. *We devoured. d. We devoured the turkey. e. We dined. f. *We dined the turkey.
Verbs also di er in the statistical distribution of their subcategorization frames (we abbreviate "subcategorization frames" as SCF in what follows). Both accept and prove, for example, can occur with either a noun phrase (NP) or a subordinate clause (SC), yet they di er in the relative frequencies of these two frames (Garnsey, Pearlmutter, Myers, & Lotocky, 1997) :
(2) Verbs di er in their subcategorization frequencies a. P(NP | accept) = 0.98: He accepted the proposal. b. P(SC | accept) = 0.01: He accepted that he was wrong. c. P(NP | prove) = 0.23: He proved the claim. d. P(SC | prove) = 0.61: He proved that I was wrong.
Language comprehenders are sensitive to the distribution of verbs' subcategorization frames, and can use this information to make predictions about the syntactic category of a verb's complement during sentence processing (Arai & Keller, 2013; Garnsey et al., 1997; Wilson & Garnsey, 2009 ). Subcategorization distributions must be represented as vectors, with each component of the vector corresponding to the probability of a given subcategorization frame. It is not immediately obvious how to relate these vectors to dependent measures such as reaction times or neural activity. We explore two di erent ways to summarize a verb's SCF distribution as a single quantity: rst, the entropy of the distribution, and second, its relative entropy compared to the overall distribution of SCFs in English. e entropy of the SCF distribution is a combined measure of the number of possible frames and the extent to which their distribution is balanced, re ecting the degree of uncertainty about the syntactic category of the verb's complement (Moscoso del Prado Martín, Kostić, & Baayen, 2004) . In the case of a verb that only allows one type of syntactic complement, there is no uncertainty at all as to the category of its complement, so the verb's SCF entropy is equal to 0. Among verbs with two possible SCFs, entropy will be higher when the two are equally likely. Conversely, when one of the frames is much more likely than the others, the entropy will be close to 0. Finally, a verb with three equally distributed frames will have higher entropy than a verb with only two equally distributed frames. Mathematically, if a verb X has n possible frames, and the probability of the i-th frame is p i , its SCF entropy will be as follows:
Higher entropy has been associated with shorter lexical decision reaction times in the morphological domain. A word's morphological family is de ned as the set of complex words in which the word appears as a constituent (Schreuder & Baayen, 1997) . is set can be divided into an in ectional family (thinks or thinking for the base word think) and a derivational family (thinker, rethink). Both derivational family entropy and in ectional family entropy have facilitatory e ects in visual lexical decision . Likewise, high entropy over a word's morphological continuations facilitates reaction times in auditory lexical decision (Baayen, Wurm, & Aycock, 2007; Wurm, Ernestus, Schreuder, & Baayen, 2006) .
In other domains, higher entropy may result in a processing slowdown. Studies of lexical ambiguity, for example, have shown that words that have two unrelated meanings take longer to respond to in a lexical decision task than do unambiguous words (Rodd, Gaskell, & Marslen-Wilson, 2002) . Moreover, ambiguous words take longer to process when both of the meanings of the word are equally frequent (high meaning entropy) than when one of the meanings is dominant (low meaning entropy) (Du y, Morris, & Rayner, 1988) . ese results have been attributed to competition between the two meanings of the ambiguous word: since the meanings inhibit each other, the semantic activation associated with the word does not reach the threshold required to make a lexical decision. Similar results have been reported in fMRI, where ambiguous words elicited increased BOLD signal in language areas (Rodd, Davis, & Johnsrude, 2005) . Finally, in MEG, ambiguous words with high meaning entropy lead to increased neural activity compared to low meaning entropy words (Simon, Lewis, & Marantz, 2012) . is suggests that competition leads to increased MEG signal, though in some studies competition modulated the latency rather than the amplitude of the neural response (Beretta, Fiorentino, & Poeppel, 2005; Pylkkänen, Feintuch, Hopkins, & Marantz, 2004) .
In summary, higher SCF entropy may have either a facilitatory or inhibitory e ect: facilitatory if subcategorization frames behave like morphological continuations, and inhibitory if they behave like meanings competing for selection.
SCF entropy is a property of the SCF distribution of a single verb. By contrast, relative SCF entropy quanti es the divergence between the verb's speci c distribution and the distribution of the "average" English verb, obtained by collapsing together the SCF distributions of all verbs in the language. Assume, for example, that English only had three subcategorization frames: prepositional phrase (talk about something), noun phrase (break something) and the intransitive frame (snore), and that their overall probabilities in the language were 0.2, 0.4 and 0.4, respectively. If break has the SCF distribution (0.2, 0.45, 0.35), which is similar to the overall distribution, then its relative SCF entropy will be low. On the other hand, if snore, which is only compatible with the intransitive frame, has the distribution (0, 0, 1), then its relative entropy will be fairly high.
Formally, if the overall probability of frame i in the language is q i , and its probability given the verb X is p i , then the verb's SCF relative entropy is given by:
In the morphological domain, nouns with high relative in ectional entropy are responded to more slowly in lexical decision (Milin, Djurdjević, & Moscoso del Prado Martín, 2009) . High divergence between the collocational context of the word being recognized and the average collocational context has a similar inhibitory e ect (Baayen et al., 2011; McDonald & Shillcock, 2001b ). e prediction is therefore that higher SCF relative entropy will result in higher processing load.
e experiment described in this paper investigated the e ect of SCF entropy and relative entropy on participants' neural activity while they were performing a lexical decision task on a set of verbs. Source localization techniques were used to determine which brain regions generated the observed MEG signal at each timepoint (Hämäläinen, Hari, Ilmoniemi, Knuutila, & Lounasmaa, 1993) . We used a region of interest analysis to reduce the dimensionality of the data and incorporate the results of prior research. Our primary region of interest was the le lateral anterior temporal lobe (ATL), which we de ne as the parts of the superior temporal gyrus (STG) and middle temporal gyrus (MTG) that lie anterior to the auditory cortex (see Figure 1) . ATL lesions are associated with impaired performance on basic morphosyntactic tasks (Dronkers, Wilkins, Van Valin, Redfern, & Jaeger, 2004) . is region shows greater neural activity on two-word phrases compared to individual words (Bemis & Pylkkänen, 2011) , and is consistently more active when processing sentences than when processing unstructured word lists, across techniques and modalities Humphries, Binder, Medler, & Liebenthal, 2006; Mazoyer et al., 1993) . In MEG studies, combinatory e ects in the ATL typically appear between 200 ms and 300 ms (Bemis & Pylkkänen, 2011 . Finally, multi-voxel pattern analysis of fMRI data has shown di erential ATL activity patterns corresponding to di erent argument structure realizations of the same verb (Allen, Pereira, Botvinick, & Goldberg, 2012) . e ATL therefore emerges as the region most likely to be sensitive to the properties of the immediate context of a word, and speci cally to subcategorization frames.
We also report results from two other le -hemisphere language regions: the posterior temporal lobe (PTL), which includes the parts of the STG and MTG posterior to the auditory cortex; and the posterior inferior frontal gyrus (Broca's area), which includes Brodmann areas 44 and 45. PTL lesions are associated with word-level impairments, and damage to Broca's area is associated with impaired processing of syntactically complex sentences (Dronkers et al., 2004) . e functional dissociation of the three regions is not clear-cut, however. In addition to its involvement in composition of words into phrases, the ATL is recruited in lexical semantic processing (Rogers et al., 2004; Patterson, Nestor, & Rogers, 2007; Bi, Wei, Wu, Han, Jiang, & Caramazza, 2011) . At the same time, PTL activity in fMRI is modulated by factors related to verb argument structure (Shetreet et al., 2007; ompson et al., 2007) and by the size of syntactic constituents (Pallier et al., 2011) . In light of this uncertainty as to the role of each region, we report results from all three regions, while focusing on the ATL as our primary region of interest.
Previous MEG studies indicate that the time window most likely to show combinatory e ects in the ATL is 200-300 ms a er the presentation of the verb (Bemis & Pylkkänen, 2011 . While some studies have demonstrated somewhat earlier sensitivity to syntactic properties of the stimulus (Hahne & Friederici, 1999; Pulvermüller, Shtyrov, Hasting, & Carlyon, 2008) , these e ects are likely to be related to form prediction (Dikker, Rabagliati, & Pylkkänen, 2009) ; there is no reason to assume that a verb's subcategorization distribution is re ected in its orthographic form. Both ATL and PTL show differential activity in sentences compared to word lists, both in the 200-300 ms and in the 300-400 ms time windows . Lexical modulations are likely to be re ected in the M350/N400m component, which is evident in the 300-500 ms time region and shows sensitivity to frequency and lexical semantics (Halgren et al., 2002; Pylkkänen & Marantz, 2003; Pylkkänen, Llinas, & Murphy, 2006) . is component encompasses most of the temporal lobe around 350 ms, and later spreads to the prefrontal cortex, including Broca's region (Halgren et al., 2002) . Since there is some uncertainty as to the expected time window for each region, we analyze the activity in all three regions in three time windows: 200-300 ms, 300-400 ms and 400-500 ms.
Methods
Participants 18 participants (13 female) from New York City participated in the experiment. All subjects provided informed consent and were paid for their participation. Participants ranged in age from 20 to 44 (median 27). Two participants were excluded from analysis because of equipment failures. All subjects were right-handed (assessed using the Edinburgh Handedness Inventory; Old eld, 1971) and were native speakers of English with normal vision.
Stimuli e verbs analyzed in this paper were part of a larger lexical decision study. All of the words presented in the experiment were monomorphemic and monosyllabic 4-letter English words. Many 4-letter words can function either as a noun or as a verb (e.g. lock). For the purposes of the present study, we de ne a verb as a word that is used as a verb at least twice as frequently as it is used as a noun, based on the CELEX corpus (Baayen & Piepenbrock, 1995) . None of the words presented in the experiment can be used in any other part of speech (adjective, adverb, etc.) . In total, there were 189 verbs, out of a total of 750 words presented in the experiment.
Nonwords were selected from the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) such that there was no signi cant di erence in mean bigram letter frequency between the word and nonword stimuli. Participants performed a short practice block, which consisted of 7 trials, during which they received feedback. e stimuli were subsequently presented in 15 blocks of 100 trials, in pseudorandom order, such that in each sequence of ten trials, ve were nonwords and ve were words. Participants did not receive feedback on their answers. Procedure e experiment was conduced in the KIT/NYU facility at New York University. Prior to recording, the head shape of each participant was digitized to allow source localization and co-registration with structural MRIs (Fastscan; Polhemus, VT). We also digitized three ducial points (the nasion and the le and right preauricular points) and the position of ve coils, placed around the participants' face. Once the participant was situated in the magnetically shielded room for the experiment, the position of these coils was localized with respect to the MEG sensors, allowing us to assess the position of the participant's head for source reconstruction. Data were recorded continuously with a 157-channel axial gradiometer (Kanazawa Institute of Technology, Kanazawa, Japan).
Stimuli were presented using PsychToolBox (Brainard, 1997; Pelli, 1997) and projected onto a screen approximately 50 cm away from the participant. e stimuli were presented in white 30-point Courier font, on a gray background. Each trial began with a xation cross (+) that appeared on the screen for 300 ms, followed by a blank screen for 300 ms, a er which the stimulus was presented for 300 ms. Subjects then responded to the stimulus by pressing one of two buttons with the le hand to indicate whether they recognized the stimulus as a word. If the subject did not respond within 2 seconds, the next word was presented (timeouts of this sort only happened in 5 trials in one of the subjects). e inter-trial interval was randomly selected from values between 300 ms and 600 ms (in 50 ms increments).
Data Processing
e preprocessing and analysis of the MEG data closely followed the procedures of Marantz (2009, 2010) . Environmental noise was removed from the data by regressing signals recorded from three orthogonally oriented magnetometers, placed approximately 20 cm away from the recording array, against the recorded data using the continuously adjusted least squares method (CALM; Adachi, Shimogawara, Higuchi, Haruta, & Ochiai, 2001) . e data were then lowpass ltered at 40 Hz, resampled to 250 Hz to facilitate analysis, and high-pass ltered at 0.1 Hz. MEG channels in which there was no signal or excessive amounts of noise were interpolated from neighboring channels or rejected (at most 3 per subject). Trials in which at least one channel showed a peak-to-peak amplitude exceeding 3000 fT were rejected, as these amplitude values are likely to re ect blinks and noise artifacts (the number of rejected trials ranged from 74 to 497, mean 150, median 106).
Source Space Analysis
e MNE so ware package (Martinos center MGH, Boston) was used to estimate neuroelectric current strength based on the recorded magnetic eld strengths using minimum l 2 norm estimation (Dale & Sereno, 1993; Hämäläinen et al., 1993) . Current sources were modeled as three orthogonal dipoles spaced approximately 5 mm apart across the cortical surface (Dale et al., 2000) , yielding approximately 2500 potential electrical sources per hemisphere. For nine of the 16 subjects, structural MRIs were available from previous experiments, and their cortical surfaces were reconstructed based on their structural MRIs using Freesurfer (Martinos center). For the 7 remaining subjects, a cortical surface based on an averaged brain provided by Freesurfer was used. e neuromagnetic data were co-registered with the structural MRI (9 subjects) or the averaged cortex (7 subjects) using MNE by rst aligning the ducial points, and then using an Iterative Closest Point algorithm to minimize the di erence between the scalp and the points de ning the head shape of each participant.
e forward solution was calculated for each source using a single-layer boundary element model (BEM) based on the inner-skull boundary. e estimated activation was normalized by dividing the estimated activation by the predicted standard error of the estimate, yielding Dynamic Statistical Parametric Maps (Dale et al., 2000) .
Regions of interest were de ned anatomically, using the cortical parcellation performed by FreeSurfer based on the Desikan-Killiany gyral atlas (Desikan et al., 2006) . e middle and superior temporal gyri were manually divided into anterior and posterior portions, using the anterior edge of the transverse temporal gyrus as a dividing landmark (following . Signed activity was summed across each region of interest.
Lexical Variables
Subcategorization entropy and relative entropy were calculated according to the de nitions given above. SCF frequencies were obtained from the automatically acquired subcategorization lexicon VALEX (Korhonen, Krymolowski, & Briscoe, 2006) . We used the ltered and smoothed version of the lexicon (for details, see Korhonen et al., 2006) . We used the ANLT subcategorization frame typology (Boguraev & Briscoe, 1987) , which distinguishes 28 di erent frames in total.
As a control variable, we also replicated the contextual distinctiveness (CD) variable proposed by Shillcock (2001a, 2001b) .
is variable measures the extent to which the collocational context of a word diverges from the average collocational context in the language. Consider, for example, the words customer and lane, which have identical frequency, yet di er in their CD: lane has a CD of approximately 1 bit, whereas customer has CD of approximately 0.5 bit. is re ects the fact that lane occurs in several common collocations (fast lane, bike lane), and therefore diverges more than customer from the average collocational context (McDonald & Shillcock, 2001a) . Dis uencies such as ah and erm receive the lowest CD values (very close to 0 bits), because they can occur in any context. At the opposite end of the CD spectrum are words such as amok, which only occur in a speci c collocation (run amok in this case).
Collocational context was calculated from the full British National Corpus. We removed punctuation, capitalization and sentence boundary information. e corpus was lemmatized using the WordNet lemmatizer included in the Python Natural Language Toolkit (NLTK: Bird, Klein, & Loper, 2009 ), taking into account the part-of-speech tagging provided with the corpus. Following McDonald and Shillcock (2001a), we removed frequent function words such as pronouns and common prepositions, based on NLTK's "stop word" list. 1 CD has two free parameters: the number of context words (i.e., the size of the vector representation), and the size of the window around each target word. We selected the values reported by McDonald and Shillcock (2001b) to be optimal for predicting lexical decision latencies: 500 content words (chosen to be the most frequent words in the corpus), and a window of ve words on either side of the target word.
More formally, the prior distribution P (c i ) is de ned as the overall distribution of context words in the corpus, independent of the target word. e posterior distribution P (c i | w) is the distribution of context words around the target word w. e CD of a target word w is then de ned as the relative entropy between the prior distribution P (c i ) and the posterior distribution P (c i | w):
In addition to contextual distinctiveness, we controlled for the verbs' number of senses, as listed in WordNet (Miller, 1995) . is was done to address the concern that a larger number of senses may be correlated with higher SCF entropy, if the di erent senses of the verb select di erent frames (Hare, McRae, & Elman, 2003; Roland & Jurafsky, 2002) . e nal control variable was log-transformed frequency, as listed in the SUBTLEX database (Brysbaert & New, 2009 ). Log-transformed frequency was correlated with both number of senses (r = 0.53) and contextual distinctiveness (r = −0.52). To reduce collinearity, we regressed frequency out of both variables. e residualized variables were highly correlated with the original variables (number of senses: r = 0.84, contextual distinctiveness: r = 0.85), suggesting that they can be interpreted in the same way. Following this residualization step, correlations between variables were all mild (|r| < 0.25): see Table 1 .
Results

Behavioral
Accuracy of responses ranged from 83.6% to 98.4% (mean 92.8%, median 93.5%). Mean reaction times ranged from 498 ms to 984 ms (mean 671 ms, median 644 ms). Reaction times were log transformed and submitted to a linear mixed e ects model (Bates, Maechler, & Bolker, 2012) . We included a by-item intercept, a bysubject intercept, and a by-subject slope for the two subcategorization variables that were of main interest in this paper. We did not include by-subject slopes for the control variables, because models with more elaborate random e ect structures o en did not converge. Table 2 shows the model tted to the verb trials. e p-values for xed e ects here and in what follows are derived using model comparison: the full model is compared to a model with the same random e ect structure but without the predictor for which the p-value is being calculated. e di erence in log likelihood between the partial and full model is then evaluated using the χ 2 approximation: −2LL ~ χ 2 (1).
Only frequency had a signi cant e ect on reaction times in verb trials. e effect went in the expected direction: frequent verbs were responded to faster. SCF entropy did not a ect reaction times. SCF relative entropy and contextual distinctiveness, which measure the degree to which the word's context deviates from the average context in the language (syntactic and collocational context respectively), both showed non-signi cant trends in the expected direction: verbs with unusual SCF distributions or unusual collocational contexts elicited numerically longer reaction times (p χ 2 = 0.12 and p χ 2 = 0.11, respectively). An additional model was tted to the entire data set, including nouns (Table 3 ). e subcategorization variables were excluded from the analysis, since they were not applicable to nouns. By-subject random slopes for frequency and contextual distinctiveness were added to the model. e e ect of frequency was again highly signi cant (p χ 2 < 0.001). Contextual distinctiveness also reached signi cance in the larger data set (p χ 2 = 0.004): Words with more unusual contexts were responded to more slowly, replicating McDonald and Shillcock (2001b) .
MEG
We analyzed the total neural activity in each of the three le -hemisphere regions of interest -anterior temporal lobe (ATL), posterior temporal lobe (PTL) and Broca's area. Activity was averaged in three 100 ms time windows: 200-300 ms, 300-400 ms and 400-500 ms a er stimulus onset, based on the time course of effects in previous MEG studies (Bemis & Pylkkänen, 2011; . A linear mixed-e ects model was tted to each time window in each region of interest.
Verbs SCF entropy was negatively correlated with ATL activity between 200 ms and 300 ms (β = −0.063, p χ 2 = 0.009): higher entropy verbs elicited less ATL activity.
is correlation was weaker and no longer signi cant between 300 ms and 400 ms (β = −0.045, p χ 2 = 0.11). Also between 300 ms and 400 ms, there was a marginal positive correlation with subcategorization relative entropy such that higher relative entropy resulted in increased activity (β = 0.052, p χ 2 = 0.06). e two subdivisions of the ATL, the aMTG and the aSTG, did not di er in the qualitative pattern of results. PTL activity showed no e ect of SCF entropy, and a marginal e ect of SCF relative entropy between 300 ms and 400 ms (β = −0.035, p χ 2 = 0.08). is marginal e ect went in the opposite direction from the ATL e ect: higher relative entropy resulted in less PTL activity. ere was additionally a marginal e ect of frequency, such that higher frequency words elicited more PTL activity (300-400 ms: β = 0.008, p χ 2 = 0.06, 400-500 ms: β = 0.009, p χ 2 = 0.08). An inspection of the two subdivisions of the PTL showed that the relative entropy e ect was primarily in the pMTG (300-400 ms: β = −0.052, p χ 2 = 0.029), and the frequency e ect was stronger in the pSTG (300-400 ms: β = 0.01, p χ 2 = 0.03; 400-500 ms: β = 0.012, p χ 2 = 0.03).
Neither of the SCF variables had a signi cant e ect in Broca's area. Overall, the SCF entropy e ect was speci c to the ATL: none of the other regions showed a signi cant e ect of this variable, and an ANOVA revealed a signi cant interaction between SCF entropy and region (p χ 2 = 0.012).
All Words
We also analyzed the entire set of words, including nouns. Due to model convergence issues, we tted separate models for each of the three relevant variablesfrequency, contextual distinctiveness and number of senses -each with the relevant by-subject slope. Since the variables were decorrelated from each other, the results should be very similar to a model containing all of the variables. ere were no neural e ects of contextual distinctiveness. Number of senses had a marginal negative e ect in Broca's area between 300 ms and 400 ms (β = -0.002, p χ 2 = 0.05). Frequency, on the other hand, had a signi cant e ect between 300 ms and 400 ms a er stimulus presentation, both in the PTL (β = 0.008, p χ 2 = 0.0007) and in Broca's area (β = 0.009, p χ 2 = 0.0005). In both areas, more frequent words led to increased activity. e e ect of frequency between 300 ms and 400 ms in the ATL did not reach signi cance. However, it trended in the same direction as the frequency e ect in other regions (β = 0.005, p χ 2 = 0.08), and a direct comparison between the e ects of frequency in the ATL and the PTL did not reveal a signi cant frequency by region interaction (p χ 2 = 0.4).
Discussion
e present study showed that the typical syntactic context of a word -specically, the distribution of a verb's subcategorization frames -a ects activity in the le anterior temporal lobe during the recognition of the word. Verbs with high subcategorization frame entropy elicited less ATL activity than low entropy verbs between 200 ms and 300 ms, the time window associated with composition of phrases from individual words in the same region (Bemis & Pylkkänen, 2011 . is e ect could not be attributed to any of the control variables we investigated: word frequency, collocational context or number of senses. e reduction in neural activity in response to increased entropy over continuations is in line with previous behavioral ndings in the morphological domain. Morphological family entropy has a facilitatory e ect in visual lexical decision . Likewise, high morphological continuation entropy leads to shorter reaction times in auditory lexical decision (Baayen et al., 2007; Wurm et al., 2006) . ese parallels between word-internal morphological continuations and word-external syntactic continuations are expected in light of the similarities between word-internal and word-external context, as suggested by Halle and Marantz (1993) and Baayen et al. (2011) (for a di erent view, see Cappelle, Shtyrov, & Pulvermüller, 2010; Pulvermüller, Cappelle, & Shtyrov, 2013) . If competition entails more activity, as in the case of competition between the two meanings of an ambiguous word (Simon et al., 2012) , the present pattern of results is at odds with an account whereby all possible continuations are activated and compete for selection: a competition account would predict higher activity for a larger number of continuations. In addition to the entropy e ect, there was a marginal e ect of relative entropy in the ATL between 300 ms and 400 ms, such that higher relative SCF entropy caused an increase in activity. SCF relative entropy measures the divergence between the SCF distribution of the recognized verb and the average SCF distribution in the language. is result mirrors the e ect of relative in ectional entropy: Serbian masculine words whose distribution over in ected forms diverges from that of the average masculine word take longer to recognize (Milin et al., 2009; Baayen et al., 2011) . e average SCF distribution is likely to serve as the reader's prior distribution, in advance of seeing the speci c verb; the verb's speci c distribution is more surprising the larger the divergence between this speci c distribution and the prior distribution. Increased neural activity in response to stimuli with unexpected properties ties in with theories of predictive coding (Rao & Ballard, 1999; Friston, 2005) , according to which neural responses re ect the degree to which the incoming stimulus forces an update in the reader's probabilistic expectations. Speci cally in language comprehension, numerous studies have shown that words with unexpected properties elicit a stronger N400 component than expected words (see Kutas & Federmeier, 2011 , for a recent review). A potential interpretation of the later latency of the marginal relative SCF entropy e ect (300-400 ms) compared to the SCF entropy e ect (200-300 ms) may be that the relative entropy e ect is part of the N400 surprise response, whereas the entropy e ect re ects an earlier combinatorial component (Bemis & Pylkkänen, 2011) .
Although the ATL was our main region of interest, we tested two additional le -hemisphere regions as controls: the posterior temporal lobe (PTL) and Broca's area. e two control regions did not show an SCF entropy e ect. At the same time, the two regions showed signi cant frequency e ects between 300 ms and 400 ms, in contrast with the ATL. Increased activity in response to frequent words has been observed in previous studies Solomyak & Marantz, 2010; Yarkoni, Speer, Balota, McAcoy, & Zacks, 2008) . e di erence between the ATL and the PTL in sensitivity to these two lexical variables is in line with models that ascribe a compositional role to the ATL and a lexical role to the PTL (Hickok & Poeppel, 2007) . is potential dissociation between the anterior and posterior parts of the temporal lobe should be interpreted with caution, however. While an interaction test showed that the two control regions di ered signi cantly from the ATL in the magnitude of the subcategorization entropy effect, a similar test did not show a signi cant di erence in the e ect of frequency. Furthermore, there was a hint of an e ect of subcategorization relative entropy in the PTL between 300 ms and 400 ms, and fMRI studies have found e ects of verb argument structure in posterior temporal regions (Shetreet, Palti, Friedmann, & Hadar, 2010; Shetreet, Friedmann, & Hadar, 2007) .
e facilitatory e ect of continuation entropy may re ect a conservative prediction strategy, whereby a potential continuation is only preactivated if the prediction has a high probability of being ful lled. Dikker and Pylkkänen (in press ), for example, observe increased neural activity in constraining contexts relative to non-constraining contexts, in advance of the presentation of a predictable word.
is interpretation of the neural e ect of uncertainty over continuations predicts that the e ect should not be speci c to individual word recognition tasks, and should also show up when the verb is embedded in a sentence. In a sentential context, if a verb licenses a speci c syntactic prediction, that syntactic category is immediately activated. Otherwise, the parser waits for the complement to establish the syntactic structure of the verb phrase.
An alternative interpretation of the results is that words that are encountered in multiple di erent contexts are more robustly represented in the brain than words that always occur in one speci c context (Adelman, Brown, & Quesada, 2006) . In other words, if a verb is strongly associated with a speci c syntactic context (in our study, has low SCF entropy), seeing it outside of this context will hinder its recognition. is interpretation would not be compatible with a strong functional interpretation of the anatomical pattern of results: subcategorization entropy only modulated activity in the anterior part of the temporal lobe, and not in the posterior part, which is most strongly associated with the retrieval of lexical representations. In future research, the two interpretations could be distinguished in a head-nal language, in which the verb does not typically predict the syntactic structure of its arguments. e conservative prediction hypothesis predicts that the subcategorization entropy e ect will be weaker or nonexistent in head-nal languages, whereas the robustness of representation hypothesis does not predict any di erence between head-nal and head-initial languages in this respect.
e results of this study suggest that syntactic information associated with a word is accessed even when structure building is not required by the experimental task. Since words are almost always encountered in context, it is not surprising that the activation of syntactic information is automatic. e subcategorization biases of a single verb prime have been shown to a ect subjects' productions in a syntactic priming paradigm (Melinger & Dobel, 2005) , and argument-structure based distinctions modulate brain activity in single-word lexical decision ( ompson et al., 2007) .
Neither of our subcategorization frame variables a ected lexical decision reaction times. is may be due to insu cient power: while there was a robust e ect of contextual distinctiveness on the full set of words (including nouns), it did not reach signi cance on verbs. is indicates that our set of verbs may have been too small to detect behavioral e ects of contextual variables. Alternatively, it is possible that syntactic information, while automatically activated upon reading a word, is not recruited to make lexical decisions. Previous studies have also failed to detect e ects of the number of subcategorization frames on reaction times in lexical decision (Schmauder, 1991; Shapiro, Zurif, & Grimshaw, 1987) . It is not clear why that should be the case, and further research would be necessary to address this point.
Subcategorization frame entropy is not a perfect measure of a verb's typical syntactic context. Verbs also di er in their likelihood of occurring with di erent classes of adjuncts (yesterday, with a knife). Furthermore, verbs, and words in general, may vary in the larger syntactic structures in which they tend to appear -e.g., questions, ellipsis constructions and so on. It has been suggested that subcategorization frames are more tightly connected to the lexical representation of a verb than are other types of syntactic contexts (Boland, 2005) . It thus remains an open question whether all types of syntactic contexts will have the e ect on word recognition observed in this paper.
In conclusion, this study supports the role of a word's typical contexts on its recognition in isolation. In particular, we found an e ect of syntactic context, abstracting away from the speci c lexical items that typically co-occur with the word (collocational context). We found that verbs that tend to appear with a larger variety of syntactic arguments, as measured by subcategorization frame entropy, elicited less neural activity in the le anterior temporal lobe. is is the opposite of what would be predicted by a competition account, under which the activation of multiple possible frames should lead to higher overall activity. We hypothesized that this e ect re ects a conservative prediction strategy: a syntactic frame is only preactivated when the verb licenses a speci c prediction.
Note
. A reviewer points out that in following McDonald and Shillcock's (2001a) methodology in computing Contextual Distinctiveness, we remove from consideration close connections between verbs and prepositions (e.g., depend on) and verbs and particles (e.g., look up). Since in these cases the verb predicts a particular preposition or particle in its immediate syntactic environment, these dependencies may fall under the same kind of knowledge for verbs as subcategorization frames. Alternatively, or they might pattern with knowledge of collocational context. e nature of these dependencies should be the topic of further research.
