Pulsar acceleration searches are methods for recovering signals from radio telescopes, that may otherwise be lost due to the effect of orbital acceleration in binary systems. The vast amount of data that will be produced by next generation instruments such as the Square Kilometre Array (SKA) necessitates real-time acceleration searches, which in turn requires the use of HPC platforms.
Introduction
Pulsars are highly magnetized rotating neutron stars which emit a beam of electromagnetic radiation from their magnetic poles. When the beam passes our line of sight it is observed as a pulse of radiation. The period of the pulses is very precise and extremely regular, a property that makes these objects interesting for a variety of astronomical studies. Pulsars in binary systems which are found typically with millisecond pulse periods, are particularly interesting as they enable very high precision measurements which can be used to test theories of gravity [1] .
The standard way to identify pulsar signals in a radio telescope signal is to run a periodicity search by applying the Discrete Fourier Transform (DFT) on the incoming time series data. The power spectrum produced by the DFT can reveal periodic signal power concentrated in the frequencies of the received pulse harmonics. In the case of binary pulsars however, due to the Doppler effect, orbital motion creates a drift in the apparent frequency as the object is moving towards and away from us. As a result, the recovered power spreads over neighbouring frequencies, which can have a significant effect on the amount of power that can be recovered with this method, and can potentially prevent detection. In order to correct for this effect, a simple model is used which assumes a constant acceleration for a small fraction of the orbital period. A search over a number of trials for different constant acceleration values can then show increased detection at trials corresponding to an accelerated pulsar. This type of search is called an acceleration search. Acceleration search techniques have by now been well studied (e.g. in [2, 3, 4, 5] ), and currently there are two main methods that are commonly used. The first one works in the time domain by resampling the time series according to a time offset caused by the constant acceleration, followed by a standard periodicity search for each acceleration value. This technique can be computationally very expensive, as it requires the calculation of many long DFTs. A different approach is to create a set of Finite Impulse Response (FIR) filters in the Fourier domain that describe the effect of constant acceleration, and then correlate each one with the signal. This is the correlation technique [5] and can be much more efficient because the filter size can be small and the computations can be performed in parallel, as many short independent Fourier transforms and convolutions.
Acceleration searches are critical in fulfilling some of the key scientific objectives for the next generation radio telescope, the Square Kilometre Array (SKA). The SKA will use pulsars to search for gravitational waves, and test general relativity under very strong-field gravity conditions. Prior to conducting any periodicity search, the signals need to be analysed for determining their Dispersion Measure (DM). This process, known as dedispersion will result in a large number of data series that will need to be searched individually for the existence of periodic signals. The total processing must be done in real-time, which is limited to the observation period. We work with the assumption that a time series produced from an SKA beam will contain approximately 8 million samples, the de-dispersion will produce ∼ 6000 DMs and the observation period will be approximately 530 seconds. These restrictions, along with the vast data volume produced by the SKA, increase the demand for fast algorithms and for the use of energy efficient HPC. A real-time time-domain data processing library, Astro-Accelerate [6] , is currently being developed at the Oxford e-Research centre as part of the time domain science efforts for the SKA. Astro-Accelerate will be using specialised algorithms, targeted in many-core accelerators, with the aim of fulfilling these limitations, and has been successfully used in [7] .
This document presents an overview of the implementation of the FDAS on GPUs that will form part of this work.
Fourier Domain Acceleration Search Method
The FDAS method was proposed by Ransom et al. [5] who devised a correlation technique and derived the mathematical form of a finite impulse response filter template in the Fourier space that models the effect of constant acceleration. By applying the inverse filter, that is, the complex conjugate of the filter to the Fourier transformed series, it is shown that the signal power that has leaked to surrounding Fourier bins is recovered in a single frequency bin. The corrected signal response resulting from the correlation technique is expressed by the relationship
where F * r 0 −k is the inverse filter template and F k the signal Fourier response at bin k, with a frequency offset |r 0 − k| from a reference frequency r 0 .
Each template is related to orbital acceleration via a frequency derivativė f which expresses the frequency drift due to the Doppler effect corresponding to the constant acceleration, and is directly proportional to the number of frequency bins the signal would spread into, i.e.ṙ =ḟ T 2 , where T 2 is the observation period. To examine the signal for a range of orbital acceleration values, multiple templates must be used. The result from this processing can be visualised on a two-dimensional f −ḟ plane which reveals the position of the signal Fourier power in frequency and orbital acceleration. An example of this plane is shown in figure 1 .
Technically, the correlation of the signal with multiple templates is a matched filtering process, and can be done efficiently in the Fourier domain using the convolution theorem with an overlap-save method [8] .
High Performance Computing
In the last decade there has been an increasing interest in using co-processors with parallel architectures as hardware accelerators, such as Graphical Processing Units (GPU), Field Programmable Gate Arrays (FPGA), and more recently the Intel Xeon Phi. NVIDIA GPUs are now well established as high performance devices. They have a rich software ecosystem, a proven track record, and are one of the highest performing co-processors.
The FDAS method as described earlier has a significant part devoted to applying DFTs, and as such, we use the proven CUFFT library [9] for this task. The problem structure is also suitable as the data are arranged in small mostly independent blocks which fits the GPU programming model. Trends towards increasing the GPU performance per Watt ratio make NVIDIA GPUs a viable solution for the FDAS component of the SKA signal processing pipeline.
Implementation and Preliminary Results
After an initialization stage that includes computation of the templates to be used, the algorithm performs the following conceptual steps for each received time series: 1. The time series is transferred to the GPU via PCI-express, this can be done asynchronously; 2. Real to complex DFT of the time series; 3. Complex DFT output is divided in segments. Each segment contains a region from the previous segment to correct for edge effects; 4. Complex to complex DFT of each segment; 5. Fourier Domain convolution of each segment with all templates (complex multiply -scale), 2-dimensional f −ḟ plane produced; 6. Inverse complex to complex DFT of each f −ḟ segment; and 7. Power spectrum operations. Steps 2, 4 and 6 were done using the CUFFT library.
Step 3 is a simple copy of overlapped data segments to an extended array so that they are independent and contiguous, and has a neg-ligible cost. The actual filtering operations are performed as Fourier domain convolutions via complex element-wise multiplications in step 5. This step uses a custom GPU kernel which has been optimized for memory transfers and data reuse. The power spectrum operations in step 7 currently consists of the main calculation of Fourier powers and edge removal of the convolved segments. We performed tests on time series containing 2 23 samples with over 100 templates, which we believe is consistent with the current SKA specification. The tests were run on two NVIDIA cards: a GeForce Titan X of the newest Maxwell architecture, and a dual-GPU Tesla K80, using only one of its 2 GPUs. Figure 2 illustrates the real-time performance of the algorithm relative to the number of acceleration templates applied. As can be seen, at this stage, we are able to achieve better than real-time performance for the SKA requirement. 
