The QoS requirements of game messages may differ because of the latter's intrinsic characteristics. In this paper, we propose three content-based strategies for quantifying the effects of different QoS levels. The strategies assign appropriate QoS requirements for game messages based on our analysis of Angel's Love action logs. We evaluate several transport protocols, including TCP, UDP, SCTP, DCCP, and our content-based transport protocol using the action logs of Angel's Love. Through simulations, we quantify the performance of our content-based strategies. The results show that the strategies incur much lower end-to-end delay and end-to-end jitter than existing transport protocols.
INTRODUCTION
Real-time transfer of game messages is essential for highly interactive online games. In other words, delays and jitters play important roles in players' gaming experiences [2] .
Thus, how to minimize end-to-end delay and jitter, i.e., maximize real-timeliness and interactivity, is generally considered the most critical networking issue in the design of game protocols.
The network part of end-to-end delay and jitter perceived by game players is largely determined by the underlying transport protocol. Both TCP and UDP are widely used by popular MMORPGs. However, some studies [1, 3] have shown that TCP is not suitable for massive multi-players online games (MMOGs). Meanwhile, UDP is good for realtime transmission, but it cannot be applied to online game directly as some game data requires reliable transmission.
Our contribution in this work is two-fold:
1. We evaluate the performance of several existing transport protocols, namely TCP, UDP, SCTP, and DCCP, on MMORPGs with real-life traces.
2. We propose three content-based transport strategies for MMORPGs, and quantify their performance improvement over existing solutions.
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DATA DESCRIPTION
Angel's Love is a popular commercial MMORPG in Taiwan and thousands of people may be online at any one time. We asked the game company to record players' actions for us, shown in Table 1 . The traces contain the time and type of each action a player performed. Collecting game-level action logs allows us to perform network simulations realistically and flexibly.
We classify messages into three types: move, attack, and talk. Since only the latest location matters, the server will simply discard a move message if it is out-of-date. Attack messages detail a character's combat actions when it fights with creatures or other characters. Such messages cannot be missed as each combat action will have some impact on the target. However, if several successive attack messages describe exactly the same fight actions against the same target, then out-of-order arrivals of these commands can be tolerated because the final outcome will be the same. Finally, talk messages contain details of conversations between different players. Therefore, unlike the other two types of messages, talk messages must be transmitted reliably and orderly.
PROPOSED TRANSPORT STRATEGY
Our content-based transport strategies assign proper QoS levels to messages based on the QoS requirements of each message type. 
EXPERIMENTAL METHODOLOGY
To evaluate our content-based strategies, we develop three content-based transport protocols, namely, PMRO, PMR, and PM , based on the three proposed transport strategies discussed earlier.
We use the ns-2 simulator in our experiments. Our network topology, shown in Figure 1 , contains n + 2 nodes. One node is configured as the server, one intermediate node serves as the network router and generates random packet loss events, and the remaining n nodes are game clients. For each link, we set the bandwidth at 100 Mbps, the propagation delay at 200 ms, and the loss rate at 5%. We use the module "error model" to generate packet loss events with an exponential distribution.
The game server and the game client modules are implemented to simulate communications between the server and clients of a MMORPG. The game client is trace-driven, which means we can feed a set of pre-recorded action logs into the module. Like a normal MMORPG server, the game server notifies other game clients whose characters are in the same zone.
In our experiment, we apply each transport protocol iteratively to transport game messages, and increase the number of clients from 20 to 100. We run each setting for 100 iterations, each of which is simulated with a different client arrival pattern. Specifically, clients arrive randomly between 0 and 1 second following a uniform distribution.
EVALUATION RESULTS
To quantify the performance of our content-based transport protocols, we compare the end-to-end delays of our transport protocols with those of TCP and UDP. Figure 2 shows the average end-to-end delays of each transport protocol as a function of the number of clients. The overall trends of our transport protocols are similar to those of existing protocols, but each of our protocols performs better than TCP.
We observe that, overall, the more flexible the strategies employed by our transport protocols, the better the performance they achieve. In all the scenarios, the performance of PMRO is better than that of TCP. PMRO transports data using three TCP connections so that the sequencing delays be- 
ℵ denotes incomparable, ≈ denotes similar, ✩ denotes worse, ★ denotes better, ★★ denotes much better, ★★★ denotes good, ★★★★ denotes very good, and ★★★★★ denotes excellent.
tween different message types are eliminated. PMR achieves lower end-to-end delays than PMRO, as it supports multistreaming and does not enforce ordering for move and attack messages. The performance of PM is close to that of UDP because it does not enforce ordering and reliability for approximately 80% of move messages. Therefore, it reduces a large number of unnecessary retransmissions and sequencing delays for non-critical messages. As the end-to-end jitter results are similar to those for end-to-end delays, we do not repeat our arguments here. Table 2 summarizes the performance of each evaluated protocol. The evaluation of a protocol's performance is based on its relative performance compared to TCP, which is currently the most widely used protocol for MMORPGs. Although the table shows that DCCP (TCP-like) and UDP achieve the best performance, they cannot be applied to a MMORPG directly because they do not support reliable transmission. On the other hand, our proposed M strategy yields a slightly worse performance than UDP, but maintains the correct game semantics. Thus we conclude that our content-based transport strategies for MMORPGs are effective.
