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Probing coherent Cooper pair splitting with cavity photons
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This work discusses theoretically the behavior of a microwave cavity and a Cooper pair beam
splitter (CPS) coupled non-resonantly. The cavity frequency pull is modified when the CPS is
resonant with a microwave excitation. This provides a direct way to probe the coherence of the
Cooper pair splitting process. More precisely, the cavity frequency pull displays an anticrossing
whose specificities can be attributed unambiguously to coherent Cooper pair injection. This work
illustrates that microwave cavities represent a powerful tool to investigate current transport in
complex nanocircuits.
PACS numbers: 73.23.Hk, 74.45.+c, 73.63.Fg, 03.67.Bg
I. INTRODUCTION
Superconductors represent a natural source of entan-
glement due to Cooper pairs which gather two electrons
in the spin singlet state. The spatial separation of these
electrons is an interesting goal in the context of quantum
computation and communication. In principle, a Cooper
pair beam splitter (CPS) connected to a central super-
conducting contact and two outer normal metal (N) con-
tacts could facilitate this process1. The spatial splitting
of Cooper pairs has been demonstrated experimentally
from an analysis of the CPS average currents, current
noise and current cross-correlations2,3. However, new
tools appear to be necessary to investigate further the
CPS dynamics, and in particular its coherence, which has
not been demonstrated experimentally so far4,5. This co-
herence has two intimately related aspects: the coherence
of Cooper pair injection and the conservation of spin-
entanglement. The first aspect is due to the fact that
Cooper pair injection into the CPS is a coherent crossed
Andreev process, which produces a coherent coupling be-
tween the initial and final states of the Cooper pair in the
superconducting contact and the CPS (see e.g.6,7). The
observation of coherent pair injection appears as an im-
portant prerequisite for the realization of a fully coherent
CPS.
In Cavity Quantum Electrodynamics (QED)8,9 or Cir-
cuit QED10, real or artificial two levels atoms are con-
trolled and readout with a high accuracy thanks to
the use of cavity photons. Very recently, coplanar
microwave cavities have been coupled to nanocircuits
based on carbon nanotubes (CNTs), semiconducting
nanowires or two-dimensional electron gases11–14. This
paves the way for the development of a Hybrid Cir-
cuit QED which offers many possibilities due to the
versatility of nanocircuits made with nanolithography
techniques. Indeed, nanoconductors can be coupled
to various types of reservoirs such as normal metals,
ferromagnets15 or superconductors16, in a large variety
of geometries17–22. Hybrid Circuit QED tackles prob-
lems which go beyond the mechanics of closed two level
systems. In particular, the interaction between elec-
tronic transport and the light-matter interaction leads
to a rich phenomenology18,21–23. Photon emission in the
cavity/nanoconductor resonant regime has received the
most attention so far. In contrast, this work consid-
ers a CPS and a cavity coupled non-resonantly, so that
the CPS simply causes a cavity frequency pull. When
the CPS is excited with a microwave voltage, the cav-
ity frequency pull displays an anticrossing which can be
attributed unambigously to coherent Cooper pair injec-
tion, due to various specificities related to the transport
geometry and the symmetries of the split singlet Cooper
pairs. More generally, this work illustrates that Hybrid
Circuit QED provides a powerful tool to investigate cur-
rent transport in complex nanocircuits.
II. HAMILTONIAN DESCRIPTION OF THE
CPS AND CAVITY
I consider a CNT (light blue) placed between the cen-
ter and ground conductors (purple) of a superconducting
coplanar waveguide cavity (Fig. 1.a). A grounded super-
conducting contact (purple) and two outer N contacts
(black) biased with a voltage Vb are used to define two
quantum dots L and R along the CNT. The dot L(R) is
placed close to a gate electrode (gray) biased with a DC
voltage V
L(R)
g . I use the CPS hamiltonian
HCPS =
∑
i,τ,σ
(
(ε+∆soτσ)d
†
iτσdiτσ +
εB
2
d†iτσdiτσ
)
+∆K↔K′
∑
i,σ
(d†iKσdiK′σ + h.c.) (1)
+ tee
∑
τ,σ
(d†LτσdRτσ + h.c.) +Hprox +Hint
with
Hprox = teh
∑
τ
(
d†Lτ↑d
†
Rτ↓ − d†Lτ↓d†Rτ↑
)
+ h.c. (2)
The operator d†iτσ creates an electron with spin σ ∈ {↑, ↓}
along the CNT axis, in orbital τ ∈ {K,K ′} of dot
i ∈ {L,R}. The twofold orbital degeneracy is due to the
2atomic structure of the CNT. The term in ∆so is caused
by spin-orbit coupling24. The term in ∆K↔K′ describes
a coupling between the K and K ′ orbitals, due to disor-
der in the CNT atomic structure24–27. The term in tee
describes interdot hopping. An external magnetic field−→
B is applied in the plane of the cavity, perpendicular to
the CNT. This produces a Zeeman splitting εB = gµBB
of the spin states in the dots. The term Hint describes
Coulomb interactions inside the CPS. In this work, it is
assumed that the local Coulomb charging energy in each
dot is very large so that a dot cannot be doubly occu-
pied. The term Hprox accounts for the proximity effect
caused by the superconducting contact. More precisely,
it describes the coherent injection of singlet Cooper pairs
inside the CPS, due to non-local Andreev reflections.
Note that in principle, Hprox should also include terms
∆loc,i
(
d†iτ↑d
†
iτ↓ − d†iτ↓d†iτ↑
)
, with i ∈ {L,R}, describing
intra-dot pairing and local Andreev reflections. However,
these terms are not relevant in this work due to the as-
sumption of large intra-dot Coulomb interaction. The
use of Hprox instead of a full microscopic description of
the superconducting contact also requires one to consider
subgap bias voltages, for which single quasiparticle trans-
port between the superconducting contact and the dots
is forbidden7.
The total hamiltonian describing the CPS and the cav-
ity is
Htot = HCPS + ~ωcava
†a+Hc +Hbath (3)
where a† creates a cavity photon. The term Hc describes
the CPS/cavity coupling and Hbath describes the cou-
pling of the CPS and cavity to dissipative baths, includ-
ing the N reservoirs and their DC voltage bias. The am-
plitude of the cavity electric field can be expressed as
Ecav = Vrms(a+a
†)/ℓ with Vrms a characteristic voltage
and ℓ the distance between the ground and center con-
ductors of the cavity. Due to the imperfect screening of
Ecav by the CNT, the coupling between the CPS and the
cavity can occur through three paths, i.e. Hc = hc(a+a
†)
with
hc =
∑
i,τ,σ
(
βiniτσd
†
iτσdiτσ + iσλid
†
iτσdiτσ + αid
†
iτσdiτ¯σ
)
(4)
The first term of Hc describes a shift of the chemical
potential of dot i proportionally to the cavity electric
field ~Ecav. The second[third] term describes a coupling
of the electrons motion to ~Ecav, which enables photon-
induced spin-flips [orbit-changes] due to spin-orbit inter-
action [atomic disorder] in the CNT18,27. The coefficients
βi, λi and αi can be calculated microscopically in a con-
sistent way, by assuming for instance that ~Ecav is uniform
on the scale of the CPS28.
Due to Hint, it is possible to tune V
L(R)
g such that
there is a single electron on each dot when Vb = 0
and teh = 0. I denote with δ the charging energy cor-
responding to such an occupation, with respect to the
FIG. 1: (a) Scheme of the CPS embedded in a coplanar mi-
crowave cavity (for details, see text). (b) Energy levels of the
subspace E near δ ∼ 2∆r (c) Scheme of the couplings between
some states of E , provided by the cavity electric field (pink
arrows) and the classical tone 2 (blue arrows). The couplings
corresponding to the dashed arrows can be disregarded in this
study (see text).
charging energy for having the CPS empty state |0, 0〉.
One can tune δ with V
L(R)
g . When teh, εB ≪ ∆r and
δ ∼ 2∆r with ∆r =
√
∆2so +∆
2
K↔K′ , one can isolate an
ensemble E = {|V1〉 , |V2〉 , |T+〉 , |T−〉 , |T0〉} of five CPS
even-charged eigenstates which are below all other even-
charged eigenstates, by an energy ∼ 2∆r at least. The
eigenstates |V1〉 and |V2〉 are a coherent superposition of
|0, 0〉 and a spin singlet state |S〉, due to the term in teh.
The states |S〉 and |Tn〉, with n ∈ {−1, 0, 1}, are general-
ized spin singlet and spin triplet states, whose definition
takes into account the existence of the K/K ′ orbital de-
generacy (see Appendix A). The energy of the different
states of E is given by
EV1(2) =
1
2
(
δ − 2∆r ±
√
8t2eh + (δ − 2∆r)2
)
(5)
and
ETn = δ − 2∆r + n
∆K↔K′
∆r
εB (6)
As visible in Eq.(5), the states |V1〉 and |V2〉 form an an-
ticrossing with a width 2
√
2teh at δ ∼ 2∆r (see Fig.1.b).
This anticrossing directly reveals the coherence of the
Cooper pair injection process. It is thus crucial to be
able to identify this feature in an experiment. In this
3FIG. 2: (a) Current variation ∆I versus δ and ω2 for εB = 0
and a negligible relaxation between the states of E (b) Corre-
sponding ∆ωpull (c) Occupation probabilities of states |V1〉
and |V2〉 for ε2 = 0 (d) Scheme illustrating that tone 2
lifts the current blockade through the CPS at both sides of
δ = 2∆r. We have used the realistic parameters teh = 12 µeV,
∆so = 0.15 meV, ∆K/K′ = 0.45 meV, ΓN = 125 MHz,
ωcav = 2pi × 10 GHz, Vrms = 4 µeV, ε2 = 150 µeV,
βL(R) = 10
−2, λL − λR = 10
−4, and αL(R) ≪ βL(R). In
all the Figs. of this paper, ∆I is reduced by eΓN and ∆ωpull
is reduced by the scale ω0 defined in Eq. (13).
work, we show that the microwave cavity represents a
powerfull tool to perform this task.
The states of E are coupled by cavity photons. I denote
with σcd the transition operator from states d to c and
ωcd = (Ec−Ed)/~. Inside E , the cavity/CPS coupling is
written as
Hc = eVrms
∑
cdαcdσcd(a+ a
†) (7)
with
αT±V1(2) = ∓v1(2)i(λL − λR)∆K↔K′/∆r
√
2 (8)
αT±T0 = i(λL + λR)∆K↔K′/∆r
√
2 (9)
αV
2
V
1
= v1v2 [(βL + βR)− ((αL + αR)∆K↔K′/∆r)]
(10)
αT0V1(2) = 0 and αcd = α
∗
cd. The term (8) displays de-
structive interferences between the spin-flip coupling ele-
ments λL and λR because it describes transitions between
singlet and triplet states18. In contrast, (9) depends on
λL + λR because it describes transitions between triplet
states. The term (10) depends on βL + βR because it in-
volves transitions between |0, 0〉 and |S〉, which are trig-
gered by a common oscillation of the two dot levels with
respect to the potential of the superconducting contact.
It also displays a constructive interference between αL
and αR.
III. CAVITY FREQUENCY PULL AND CPS
INPUT CURRENT IN THE CPS/CAVITY
NON-RESONANT REGIME
A. Description of the measurement scheme
Since the couplings λL(R) are expected to be weak,
the effects of (8) and (9) should be measurable only
when the cavity is closely resonant with the CPS. For in-
stance, Ref.18 discusses a lasing effect which occurs when
ωV1T∓ = ωcav. Such an effect could be challenging to ob-
serve because it requires reaching a lasing threshold. For
that purpose, it could be necessary to use a cavity with a
high quality factor Q ≥ 106, not achieved yet in Hybrid
Circuit QED. This work discusses the opposite regime,
i.e. the cavity and the CPS are non-resonant, so that the
CPS can only produce a cavity frequency pull ωpull. This
effect is due to an exchange of virtual photons between
the CPS and the cavity. Since βL(R) ≫ λL[R], αL[R] is
expected, one can neglect the contribution of (8) and (9)
to ωpull. At second order in αV
2
V
1
, one finds
ωpull = Cω0(PV1 − PV2) (11)
where the probability PV1(2) of state
∣∣V1(2)〉 can be cal-
culated in the absence of the cavity, and the parameters
C and ω0 are defined as
C = − 2ωcavωV1V2
ω2cav − ω2V2V1
(12)
and
ω0 = (αV
2
V
1
eVrms)
2/ωcav (13)
In practice, ωpull can be obtained by measuring the cav-
ity response to a weak microwave drive (tone 1) Hd,1 =
ε1e
iω1ta + h.c. with frequency ω1 ∼ ωcav10. This will
not modify PV1(2) since the cavity and the CPS states
are off resonant. Meanwhile, a second microwave drive
(tone 2) Hd,2 =
∑
cdε2,cde
iω2tσcd + h.c. with frequency
ω2 can be applied on the CPS gates to control directly
the CPS state. For simplicity, one can assume that the
electric field ~E2 associated with tone 2 is parallel to ~Ecav
and uniform on the scale of the CPS, so that one can use
ε2,cd = ε2αcd, with ε2 = eℓE2. One cannot disregard the
elements ε2,cd involving |T+〉 or |T−〉 because ω2 can be
resonant with any of the CPS transitions.
The present work describes how tone 2 modifies ωpull
and the average current ICPS flowing through the CPS
superconducting contact for Vb finite. I consider a range
of Vb and δ such that electrons can go from the dots
to the N reservoirs but not the reverse, and transport
processes involve only the states from E and the CPS
singly occupied states18. Assuming that the bare cou-
pling rate ΓN between the dots and the N reservoirs is
independent from i, τ , and σ, the details on the CPS
singly occupied states are unnecessary to describe elec-
tronic transport. In the context of circuit QED and quan-
tum information processing, the limit ΓN ≪ kBT ≪ teh
4FIG. 3: (a) Current variation ∆I versus δ and ω2 for B finite.
(b) Corresponding ∆ωpull. We have used the parameters of
Fig.2 and εB = 0.7 µeV.
is particularly relevant since it is desirable that electrons
stay a long time in the CPS to enable their quantum
manipulation. In this case, one can calculate the prob-
ability Pc of a state |c〉 ∈ E and the global probabil-
ity Ps of the CPS singly occupied states from the sta-
tionary master equation (M +Mrel +MRF )P = 0 with
P =t {PV
1
, PV
2
, PT+ , PT− , PT0 , Ps}. The matrix M takes
into account tunnel processes towards the N contacts. Its
finite elements are MsVi = 2v
2
i ΓN , MVis = (1 − v2i )ΓN ,
MsTi = 2ΓN , MViVi = −2v2i ΓN , MTiTi = −2ΓN and
Mss = −ΓN , with vi ∈ [0, 1] a dimensionless coeffi-
cient which depends on δ (see Appendix A). The matrix
Mrel takes into account relaxation processes between the
states of E , due e.g. to phonons. One can use a rotating
wave approximation (RWA) on independent resonances29
to describe the effect of tone 2 through the matrix MRF ,
with, for (c, d) ∈ E2,
MRF,cd = |ε2,cd|2 (2Γcd/(ω − |ωcd|)2 + Γ2cd)/~2 (14)
Above, Γcd corresponds to the decoherence rate between
the states |c〉 and |d〉. Assuming that Γcd is limited by
relaxation inside E and tunnel processes, one can use
Γcd = −(Mcc+Mrel,cc+Mdd+Mrel,dd)/2. In the follow-
ing, I assume that ω2 is much larger than εB∆K↔K′/∆r,
and I thus disregard the elements MRF,T0T+[−] . This im-
plies that |T0〉 is not populated in the regimes considered
below.
Figures 2 to 4 show the variation ∆ICPS = ICPS(ε2)−
ICPS(ε2 = 0) of the CPS input current ICPS =
eΓN [2v
2
1 , 2v
2
2, 2, 2, 2, 1].P and the variation ∆ωpull =
ωpull(ε2) − ωpull(ε2 = 0) of the cavity frequency pull,
versus δ and ω. Various resonant lines are visible in
∆ICPS and ∆ωpull, for ω2 equal to ωV1V2 , ωV1T± , and
ωV2T± . Although ∆ωcav is dominated by the charge cou-
pling αV
2
V
1
to the cavity, it indirectly reveals spin-flip
transitions
∣∣V1(2)〉 ⇄ |T±〉 induced by tone 2, due to a
modification of PV1(2) . This is similar to the experiment
described by Ref.13, where spin transitions in a double
quantum dot with a strong spin-orbit coupling are in-
duced by a classical microwave field applied locally on
the double quantum dot, and read out through the charge
coupling to a coplanar cavity. However, an important dif-
ference with Ref.13 is that the present work considers a
transport situation. This induces important qualitative
modifications of ∆ωpull, as discussed below. The pres-
ence of an anticrossing due to the resonance ω2 = ωV1V2
witnesses the existence of a coherent coupling in the sys-
tem. I show below that the characteristics of ∆ωpull and
∆I point to the coherent injection of split Cooper pairs.
B. Case with no relaxation inside the E subspace
One can first neglect relaxation inside E , i.e. Mrel,cd =
0 for any c and d. In this case ∆I is always positive
(Fig.2.a) while the sign of ∆ωpull varies with δ (Fig.2.b).
To understand this result, one must note that the state
of E which is the closest to |0, 0〉 represents a blocking
state for electronic transport, because it has the weakest
ability to emit electrons towards the N contacts. One
can check that the blocking state is |V
1
〉 for δ < 2∆r and
|V
2
〉 for δ > 2∆r. This is why |V1〉 [|V2〉] is the most
populated state for δ < 2∆r [δ > 2∆r] (Fig.2.c). Tone
2 always give ∆I > 0 because it induces transitions to-
wards states which can emit electrons more easily. The
variation ∆ωpull behaves differently because ωpull is pro-
portional to PV1−PV2 (see Eq. 11). I first discuss ∆ωpull
along the |V1〉 ⇄ |V2〉 resonance. For δ < 2∆r, one has
PV1 > PV2 for ε2 = 0. Since tone 2 tends to equilibrate
PV1 and PV2 when ε2 increases (i.e. PV1 −PV2 → 0), and
since C < 0 for the parameters considered in Fig. 2, one
obtains ∆ωpull > 0. Conversely, for δ > 2∆r, one has
PV1 < PV2 for ε2 = 0, thus ∆ωpull < 0. Hence, ∆ωpull
changes sign with δ along the |V1〉 ⇄ |V2〉 resonance, at
δ = 2∆r. This differs drastically from the usual behav-
ior of a closed two level system coupled dispersively to
a cavity, for which ∆ωpull has a constant sign, because
the state with the lowest energy is always the most pop-
ulated in the absence of a microwave excitation. Here,
electronic transport provides a way to invert the popu-
lation of the two states |V1〉 and |V2〉. This is directly
visible in ∆ωpull which represents a natural probe for
the population difference PV1 − PV2 . Importantly, the
current signal ∆I provides a different information, i.e.
it indicates whether tone 2 increases the populations of
CPS states with a higher tunnel rate to the N contacts.
Note that both ∆ωpull and ∆I vanish for ω2 = ωV1V2 and
δ = 2∆r because the states |V1〉 and |V2〉 play symmetric
roles at this point.
The resonance |V1〉 ⇄ |V2〉 is broad because the cou-
pling constant ε2,V1V2 between tone 2 and this transi-
tion is large, hence this transition is saturated, or in
other terms, tone 2 leads to PV
1
= PV
2
for ω2 =
ωV1V2 . In contrast, the resonances |T±〉 ⇄
∣∣V1(2)〉 ap-
pear as thinner lines because they are not saturated since
ε2,V1T± , ε2,T±V1 ≪ ε2,V1V2 (see Fig.2). Spin-orbit cou-
pling enables tone 2 to populate the states |T±〉 which are
unoccupied for ε2 = 0. This is why one keeps ∆ωpull > 0
along the |V1〉 ⇄ |T±〉 resonance and ∆ωpull < 0 along
the |V2〉 ⇄ |T±〉 resonance, for any value of δ. Further-
more, ∆ICPS remains positive along both resonances,
5FIG. 4: (a) Current variation ∆I versus δ and ω2 for a strong
relaxation between |V1〉 and |V2〉 (b) Corresponding ∆ωpull
(c) Occupation probabilities of states |V1〉 and |V2〉 for ε2 = 0
(d) Scheme illustrating that tone 2 decreases the population
of the lowest state |V2〉, around δ = 2∆r. We have used the
same parameters as in Fig.1, r = 0.55ΓN and εB = 0.
because the triplet states have no |0, 0〉 component, and
they thus emit electrons to the N reservoirs faster than∣∣V1(2)〉, for any δ.
When one applies a DC magnetic field B to the cir-
cuit, the resonant lines involving the triplet states split
into two lines due to Eq. (6), while the |V1〉 ⇄ |V2〉 res-
onances are unchanged because they involve the singlet
state (Fig.3). Using B 6= 0 can thus be instrumental
to reveal the spin structure of the system in an exper-
iment, and confirm that the anticrossing given by the
|V1〉⇄ |V2〉 resonance is due to the injection of spin sin-
glet Cooper pairs.
C. Effect of relaxation between the states |V1〉 and
|V2〉
In practice, relaxation and dephasing can occur be-
tween the different CPS states. Dephasing should only
modify the visibility of the resonant lines, through
Eq.(14). In contrast, relaxation could induce qualita-
tive modifications of ∆I and ∆ωpull. For simplicity, in
the following, I use Mrel,V2V1 = r and the other elements
of Mrel equal to 0, because |V1〉 and |V2〉 have the same
spin symmetry, thus the transition |V1〉⇄ |V2〉 should be
affected by relaxation induced e.g. by phonons. Figure
4 shows ∆I and ∆ωpull for the same parameters as in
Fig.2, and r finite. Around δ = 2∆r, |V2〉 is the most
populated state. Hence, ∆I now changes sign along the
|V1〉⇄ |V2〉 resonance at the point δ = 2∆r, while ∆ωpull
remains negative. If r < 2ΓN , a sign change of ∆ωpull
persists (see Fig.4.b) for a value of δ smaller than 2∆r,
where PV1 |ε2=0 = PV2 |ε2=0 (see Fig.4.c). This effect goes
together with a second sign change of ∆I (Fig.4.a). If
r > 2ΓN , ∆ωpull keeps a constant sign along the whole
|V1〉 ⇄ |V2〉 resonance (not shown). However, even for
r ≫ ΓN , ∆ωpull shows a strong asymmetry with re-
spect to δ = 2∆r, similar to what shown in Fig.4.b
for δ/2∆r > 0.99, because |V2〉 is the blocking state for
δ > 2∆r only. Hence, even in the presence of internal
relaxation in the CPS, ∆ωpull shows a behavior which is
very specific to a transport situation.
D. Expected amplitude of the signals
It is important to point out that the above effects
are already within experimental reach. Joint measure-
ments of the current through a nanocircuit and the cor-
responding cavity frequency pull are now realized com-
monly in experiments combining nanocircuits and copla-
nar microwave cavities11,12,14. For the realistic parame-
ters used in Figs. 2, 3 and 4 (see Refs.2,24–26), the magni-
tude of ∆ωpull[∆I] is set by the scales ω0 ∼ 2π× 40kHz
[eΓN ∼ 20pA]. Hence, these signals are accessible exper-
imentally with present techniques14. The above model
and parameters are compatible with cavity quality fac-
torsQ ∼ 1000 obtained presently in Hybrid Circuit QED.
This works considers CNT-based devices which are the
most advanced systems for Cooper pair splitting3, but
similar results are expected with other types of nanocon-
ductors.
IV. CONCLUSION
To summarize, Hybrid Circuit QED provides a direct
access to the coherence of Cooper pair injection in the
CPS. This coherence is revealed by an anticrossing in the
cavity frequency pull, which can be discriminated from
all other possible anticrossings because of various unusual
specificities. First, this anticrossing is visible along the
δ axis, which necessarily points to processes involving
electron pairs split between the two dots. Second, it dis-
plays sign changes or asymmetries with δ, which reveal
a population inversion due to out-of equilibrium trans-
port. These properties are difficult to mimic without
an exchange of particles with a superconducting reser-
voir. Third, the splitting of the cavity frequency pull
with a magnetic field reveals the spin structure of the
two-particle states involved. Note that these results do
not represent a direct proof for the conservation of spin
entanglement in the CPS, but it seems unlikely to have
spin entanglement conservation without coherent pair in-
jection. Observing the coherent pair injection through
the cavity frequency pull can thus be an instrumental
step towards the realization of a fully coherent CPS.
More generally, this work illustrates that Hybrid Circuit
QED provides a rich tool to study electronic transport in
nanostructures.
6Note that the present work considers a limit where one
can disregard single quasiparticle transport from the su-
perconducting contact to the dots, as well as Cooper pair
injection in a single dot or other parasitic processes6. In a
real experiment, these processes could become significant
depending on the device parameters. Nevertheless, this
should modify only quantitatively the properties of the
anticrossing induced by teh, if one achieves a sufficient
Cooper pair splitting rate.
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V. APPENDIX A: EXPRESSION OF THE CPS
EIGENSTATES
I denote with |τσ, τ ′σ′〉 the CPS state with one electron
with spin σ in orbital τ of dot L and one electron with
spin σ′ in orbital τ ′ of dot R. By definition, the spin
states σ ∈ {↑, ↓} are along the carbon nanotube axis,
and parrallel to the effective field ~hso produced by the
spin orbit coupling (term in ∆so). The five eigenstates
of the subspace E discussed in the main text are:
|V1〉 =
√
1− v21 |0, 0〉+ v1 |S〉 (15)
|V2〉 =
√
1− v22 |0, 0〉+ v2 |S〉 (16)
|T−1〉 = (|T0〉 − |T−〉)/
√
2 (17)
|T+1〉 = (|T0〉+ |T−〉)/
√
2 (18)
|T0〉 = |T+〉 (19)
Above, the state |T0〉 correspond to a generalized triplet
state with zero spin along the nanotube axis, and |T+〉
and |T−〉 correspond to coherent superpositions of triplet
states with equal spins, i.e.
|S〉 =
∑
σ
{
1
2
(
∆so
∆r
− σ) |C−(Kσ,K ′σ¯)〉
}
(20)
+
∆K/K′
2∆r
∑
τ
|C−(τ ↑, τ ↓)〉 (21)
|T0〉 =
∑
σ
1
2
(σ
∆so
∆r
− 1) |C+(Kσ,K ′σ¯)〉 (22)
+
∆K/K′
2∆r
∑
τ
|C+(τ ↑, τ ↓)〉 (23)
|T+〉 =
∑
σ
1
2
(
∆so
∆r
− σ
) |Kσ,Kσ〉 − |K ′σ¯,K ′σ¯〉√
2
(24)
+
∑
σ
σ
∆K/K′
2∆r
|C+(Kσ,K ′σ)〉 (25)
|T−〉 =
∑
σ
1
2
(
1− ∆so
∆r
σ
) |Kσ,Kσ〉+ |K ′σ¯,K ′σ¯〉√
2
(26)
−
∑
σ
∆K/K′
2∆r
|C+(Kσ,K ′σ)〉 (27)
and
v1(2) =
2teh√
8t2eh + d(d∓
√
8t2eh + d
2)
(28)
with d = δ − 2∆r. I have used above |C±(τσ, τ ′σ′)〉 =
(|τσ, τ ′σ′〉± |τ ′σ′, τσ〉)/√2. Note that σ = ±1 stands for
spin states σ ∈ {↑, ↓} in algebraic expressions, with σ¯ =
−σ. The eigenstates |T−1〉 and |T+1〉 of the full system
correspond to a superposition of |T0〉 and |T−〉, due to the
presence of the magnetic field ~B which is perpendicular
to ~hso.
VI. APPENDIX B: APPROXIMATIONS
This section discusses various approximations used in
the main text.
A. Photon-induced transition between CPS singly
occupied states
Photon-induced transition inside the CPS singly occu-
pied charge sector could modify ∆ωcav and the reaction of
the CPS to tone 2, in principle. To discuss this possibility
it is useful to recall that one has typically tee, ∆r ≫ teh,
~ωcav. I furthermore assume that εB ≪ ~ωcav, ~ω2. One
can check that photon-induced transitions inside the CPS
singly occupied charge sector correspond to frequencies
of the order of 2∆r, 2tee, or εB. The two first values are
typically too large and the last one too small to enable
an excitation inside the singly occupied charge sector by
tone 2, because of the limited frequency range of mi-
crowave sources (~ω2 ≪ tee, ∆r) and because I assume
~ω2 ≫ εB. Regarding ∆ωpull, one can expect a signifi-
cant contribution from the charge couplings λL(R) only.
One can check that photon-induced transitions caused
by λL(R) inside the singly occupied charge sector have
frequencies 2tee which is typically huge compared to teh
and ~ωcav. Therefore the contribution of these transi-
tions to ∆ωpull can be disregarded in comparison with
the contribution (11) from the main text.
B. RWA on independent resonances
The RWA on independent resonances requires that the
various resonances induced by tone 2 are sufficiently sep-
arated. This is not justified at the crossing between the
different thin resonances in Figs.2 to 4. Nevertheless,
7corrections are expected in a very small fraction of the
parameters space, barely visible in Figs. 2 to 4. The
related physics goes beyond the scope of this article.
C. CPS/cavity coupling elements
For simplicity, Eq.(4) of the main text restricts the
symmetry of the spin-flip and orbit-change terms of hc.
There can be extra terms with other symmetries, depend-
ing on the microscopic details of the carbon nanotube
quantum dots. The terms used in the main text lead to
the most interesting effects expected in the CPS/cavity
system. For the spin-flip terms in hc, extra contri-
butions in iστλ˜id
†
iτσdiτσ or τλ˜id
†
iτσdiτσ are compatible
with the hermicity of Htot, but this does not modify
the coupling between the states of E . An extra con-
tribution in λ˜id
†
iτσdiτσ would add couplings αT0V1(2) =
v1(2)i(λ˜L−λ˜R)∆K↔K′/∆r between the states
∣∣V1(2)〉 and
|T0〉. This could produce extra thin resonant lines in Figs.
3.a and 3.b for ω2 = ωV1T0 and ω2 = ωT0V2 . This effect
can be included straightforwardly in the system descrip-
tion.
For the photon-induced orbit-changes, an imagi-
nary contribution to hc with the form iτα˜id
†
iτσdiτ¯σ or
iτα˜id
†
iτσdiτ¯σ is possible, in principle, but this does not
modify the coupling between the states of E . A contri-
bution with the form α˜iσd
†
iτσdiτ¯σ would lead to a renor-
malisation of Eqs.(8) and (9), i.e. one should replace
∓i(λL−λR) by ∓i(λL−λR)+(α˜L − α˜R) and i(λL+λR)
by i(λL+λR)∓ (α˜L+ α˜R). This would affect only quan-
titatively the results presented in this paper.
In any case, the CPS/cavity charge couplings βL(R)
are expected to be dominant, so that the spin-flip and
orbit-change couplings will not affect the |V1〉 ⇄ |V2〉
resonance, but rather control the thin resonant lines in
Figs. 2 to 4.
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