Discriminative tracking has become popular tracking methods due to their descriptive power for foreground/background separation. Among these methods, online random forest is recently proposed and received a large amount of research attention due to its advantages such as efficiency and robustness to noise, etc. However, the fact that only one kind of features is used limits the discriminative performance of this tracker. Additionally, the standard online forest tracker works only for a single target object. In this paper, we introduce a novel tracking method that integrates multiple cues capturing both geometric structures and edge-based shape information. Compared with the current online random forest based tracking algorithm, the proposed multi-cue tracker is more robust thanks to the complimentary information provided from these hybrid cues. Furthermore, the new tracker can track multiple targets as well as single target object. The effectiveness of the proposed tracker is validated using five public sequences.
INTRODUCTION
Visual tracking has been an active research area for several decades and many solutions have been proposed to solve the problem. Roughly speaking, these solutions can be classified into generative methods and discriminative methods. The generative methods usually model the target appearance explicitly. After that, tracking is formulated as finding a region whose appearance is most likely to be generated using the appearance model [1, 2] . This kind of methods relies on the knowledge of the foreground only. Consequently, as the appearance of the object changes from frame to frame, a generative tracker is prone to drifting in many scenarios.
Instead of building a model to describe the appearance of an object, discriminative tracking methods aim at finding a decision boundary that can best separate the object from the background. With this motivation, many discriminative trackers have been proposed. For example, Collins et al. [3] firstly realize the importance of background information for object tracking, and they formulate tracking as the foreground/background discrimination. The idea of considering object tracking as a binary classification problem has attracted much attention and led to further work [4, 5] . In [4] , an ensemble of online weak classifiers are combined into a strong classifier and tracking is done by classifying pixels into the foreground and the background. However, the ensemble tracker uses features at the pixel level, which limits the tracker's discriminative power. Garbner et al. [5] propose an online AdaBoost based feature selection method, which selects the most discriminative features automatically. However, the online boosting tracker uses limited features, and is difficult to generalize to arbitrary object types. Recently, Saffari et al. [6] propose an online random forest classifier. They implement a tracker using this classifier and demonstrate that their approach outperforms the online boosting tracker [5] in the case of occlusions and large appearance changes. Although the discriminative trackers achieve a great success in visual tracking, most algorithms treat tracking as the binary classification problem, making themselves unsuitable for tracking multiple objects.
In this paper we extend the online random forest tracker to address the above issues. First, we propose a multi-cue integration framework for discriminative trackers: the multiple cues are integrated at the decision level in an adaptive fashion. Specifically, we integrate the Haar features [7] , which are known to be good at capturing geometric structures such as corners, and the edge orientation histograms [8] features, which are designed to capture edge and shape information. Second, we extend the discriminative tracker to multiple object tracking by formulating multiple object tracking as a multiple object classification task. The proposed tracker is tested using five challenging public sequences and excellent performances are observed both qualitatively and quantitatively.
ONLINE RANDOM FORESTS
Random forests [9, 10] are ensembles of randomized decision trees, and each tree in the forests is built and tested independently of others. The trees grow themselves in a classical top-down procedure. Firstly, each tree receives a bootstrap sample set. Then, a random set of attributes are chosen for the decision nodes of the tree. Each attribute is used to create a test/split, and the best split is selected according to some quality measurement (e.g, information gain or Gini index). If the splitting conditions are met for a certain leaf-node, the node is split into two branches and the tree grows.
The general random forest is a batch-mode classifier, which is not appropriate for sequential data. Saffari et al. [6] propose the online random forest that introduces online learning into the extremely randomized forest [10] . The foremost idea is modeling the arrival of sequential data by a Poisson distribution. When a new sample arrives, each tree is updated k times using this sample, where k is a random number generated by Poisson(λ) and usually λ is set to a constant. In this way, the node gathers the statistics online. The details of the online random forest are described in Alg. 2.1.
The evaluation measure used in online random forest is the information gain of test s i , which is expressed as:
where
is the entropy for node D; S li and S ri are the left and right partitions made by the test s i and |.| denotes the number of samples in a partition; p c is the label density of class c; and C is the number of classes.
MULTI-CUE BASED TRACKING
Two kinds of features, Haar wavelet and edge orientation histograms (EOH for short), are employed in our tracker. Tracking using multiple cues has been popular in recent years. For only one kind of features can not represent the objects very well, and the discriminative capability of one kind of features is fluctuant from time to time [3] . Therefore, a natural way is to use multiple cues, making object tracking more robust and accurate. The reasons why we select these two kinds of features lie in two folds. First, the Haar wavelet is the region-like feature, while the EOH is the contour-like feature. They are complementary to a certain extent. Second, both features can be efficiently computed by using the integral images.
Integration of multiple cues
We integrate multiple cues in an adaptive manner. Specifically, we construct two online random forest classifiers using the Haar and the EOH features separately. Each classifier is first used as an individual discriminative tracker, then we integrate the two trackers into the final one. Let us denote the object state as X t , the Haar representation and the EOH representation of the object as O H,t and O E,t respectively. With each kind of representation, we have a classification confidence, and denote them as L H (O H,t |X t ) and L E (O E,t |X t ) correspondingly. We assume that the Haar feature and the EOH feature are statistically independent (this is true in most cases), then the two cues are integrated as follows:
where α H,t and α E,t are defined as the reliability factors for the Haar feature and the EOH feature in the t th frame respectively. The reliability factor of the feature can either be a prior or be a changeable value that depends on the historical information of this kind of features. We prefer the latter scheme for its flexibility, and an approach similar with the reweighting scheme in democratic integration [11] is adopted, For the Haar feature, the reliability factor is updated as follows:
where ξ is the parameter that controls the change rate of reliability factor (ξ is set to 0.1 in our experiments), and the larger of ξ, the more adaptive of the tracker.α H,t is the differential form of α H,t . γ H,t represents the weight of the Haar feature in the t th frame. The update of α E,t is similar to that of α H,t .
Tracking framework
The state of a target object is defined as X = (x, y, s x , s y ), where x and y indicate the position of the object, s x and s y are the scales of x and y directions. The particle filter is used. In the prediction stage, the states are propagated through a simple Gaussian model. When the new image data are available, each particle calculates its Haar and EOH features respectively. The representations are fed into the corresponding classifier. Consequently, two confidences of each particle are generated. By integrating two confidences using Equation (2), the final confidence is achieved. The tracker then searches over all candidates, and the one with the maximal confidence is selected as the current target object. After the new target object is found, the tracker conducts updating if the confidence is above a predefined threshold, which prevents an inaccurate update. On the one hand, the reliability factors are recomputed as in Equation (3). On the other hand, the update algorithm takes the selected target object as a positive sample and the adjacent regions as negative samples, whose features are used to update the online random forest. The tracking proceeds iteratively in this way.
Multiple object tracking
Traditional discriminative methods [3, 4, 5, 6] formulate object tracking as a binary classification problem, which is not suitable for multiple object tracking. We consider multiple object tracking as a multiple object classification task, and use the multi-class online random forest as the basic classifier. Our multiple object tracking follows the tracking-bydetection style: the detections of individuals are independent of each other.
For illustrating our algorithm of multiple object tracking, we set an example of tracking three objects, and suppose three objects are A, B and C respectively. Then the four-class online random forest (the additional object class is the background) is selected. At the initial stage, we label three objects manually and select the adjacent regions of these objects as background. After the procedure of feature extraction, all labeled representations are used to train the online random forest. To propagate the states of objects, the particle filter presented in last section is adopted, and a related particle filter is created for each object. When a new frame arrives, for the specific particle filter P A , a series of particles S A are obtained. S A are fed into the online random forest, then each particle gets four confidences, while only the confidence related to object A is concerned. We search this kind of confidences among particles S A , and the one that owns the maximal value is selected as current object A. The detections of others are the same as the detection of object A. Fig. 1 illustrates the approach.
Finally, we need to update the online random forest. The update needs to spend extra attention to potential selfocclusion. For example, if the detection of object A overlaps with the detection of object B, we conclude that there exists occlusion between A and B. However, it is difficult to determine whether A occludes B or the converse. We adopt a prudent policy. When the confidence of A is higher than that of B and meanwhile the confidence of B has a perceptible drop, we conclude that object A occlude object B, and vice versa. After the occlusion configuration is figured out, the objects which are not occluded, including the neighbor background, are used to update the online random forest.
EXPERIMENTAL RESULTS
A series of experiments are conducted to illustrate the success of the proposed tracker. First, we implement two experiments to show the effectiveness of multi-cue integration. Second, we perform three multiple object tracking experiments.
In all experiments, the random forest used in our tracker consists of 100 trees, which are the pruned forms and the maximal depth is 15. Other parameters of the forest are set as follows: the minimal number of samples for splitting a node is 80, and there are 10 random tests for each node.
To evaluate the effectiveness of multi-cue integration, we use two public sequences: "David" and "Girl", from [2] . Both sequences contain many challenges, such as large appearance changes and scale variations. We adopt the center distance between the detection and the target as the evaluation, and the quantitative results are depicted in Fig. 2 . It can be seen that the tracker with multi-cue integration has the best performance. The Haar-feature tracker is more accurate than the EOH-feature tracker most of the time, as the Haar features are local representations of the object, which make the tracker a more accurate detection. Overall, the tracker with multi-cue integration is more robust and accurate than the private trackers, because our multi-cue tracker exploits different cues on the decision level, and this integration scheme alleviates the defects of the private trackers effectively.
To further illustrate the profit of our multi-cue fusion method, two additional multi-cue integration approaches are evaluated, they are the feature-level fusion and the nonadaptive feature fusion. The former method uses features from a large feature pool, which is constituted of the Haar and the EOH features. While the latter one is similar with our method, but the reliability factors used in this method are fixed priors. The quantitative results are depicted in Table 1 , our multi-cue tracker achieves the best performance.
To test the proposed multiple object tracking algorithm, we run our algorithm on three public sequences including one from the PETS2001 dataset 1 and two from the CAVAIR dataset 2 . For PETS2001, a car and a woman with different sizes are tracked. For CAVAIR, we track two and three people in the two sequences respectively, where target objects are similar to each other and occlusions exist. The results are shown in Fig. 3 . From the results, we can see that, despite the challenges in these sequences, the proposed algorithm succeeds in tracking multiple objects smoothly and accurately.
CONCLUSION
In this paper, we model tracking as a classification problem and apply a novel classifier. Furthermore, a multi-cue integration strategy is introduced into the tracker, which exploits the region-like features and contour-like features. The integration of two kinds of features makes the tracker more robust and accurate than when only one of them is used. Additionally, compared with most discriminative trackers that formulate tracking as the binary classification problem and limit themselves to single object tracking 3 , our tracker extends to multi-object discriminative tracking naturally and effectively.
