One contribution of 12 to a theme issue 'Loschmidt echo and time reversal in complex systems' .
Introduction
In the latter period of the 1800s, Loschmidt's objection [1] to Boltzmann's work on the statistical mechanical foundations of the second law of thermodynamics [2] gave rise to a reversibility paradox in which it appears that it should not be possible to use a microscopically reversible dynamics to infer thermodynamic irreversibility, yet both were well established. A broader subject of reversibility has developed, including but not limited to establishing various so-called arrows of time [3] , that continues to be of great interest today in many realms [4] [5] [6] . The subject of interest in this contribution, however, is in regard to a very different aspect of reversibility than the Loschmidt paradox, which amusingly involves the opposite direction, irreversible to reversible, and is concerned not with the thermodynamic limit, but rather with the correspondence between quantum and classical dynamics of strongly chaotic systems. It turns out that the correspondence principle [7] is deeper and more subtle than the view that unfolds strictly from the assertion that classical dynamics must emerge from quantum dynamics in some limit, i.e.h → 0 or 'just replace commutators with Poisson brackets'. In fact, the reverse connection exists, i.e. semiclassical theory uses purely classical dynamical information to construct more and more accurate approximations of quantum dynamics in this very same limit [8] .
The reversibility paradox of interest here arises because the properties of classical and quantum dynamical systems behave so differently, yet are so deeply connected through this semiclassical construction. We have in mind simple systems which are strongly chaotic, bounded and for which there are no environmental or other degrees of freedom. We also consider only evolution under Hamilton's or Schrödinger's equations and do not introduce measurement. Such systems' quantum realizations possess unitary dynamics which are inherently reversible. After all, the inverse dynamics are given by merely taking the Hermitian conjugate of the unitary propagators that describe the forward dynamics. In addition, the forward dynamics is stable, because knowing the unitary propagator for some time interval leads only to matrix multiplication to obtain the dynamics for any other multiple of the interval. In contrast, the classical dynamical picture is not so straightforward. Although, the dynamics are predictable and reversible with an exact representation of the state of the system and an exact implementation with a perfectly precise set of equations of motion, any deviation of either leads to exponential instability in the predictability of the reversed dynamics. There are extremely short time scales with logarithmic behaviour over which the dynamics is predictable and reversing the system leads to the forward dynamics in retrograde. This distinction between the quantum and classical dynamics was nicely raised by Shepelyansky and illustrated with a strongly kicked rotor [9] , one of the most important paradigms of simple chaotic systems [10] .
A quantity of great interest for this contribution was introduced by Peres [11] , and which may be called the Loschmidt echo or fidelity depending on author or context. Interestingly, Peres was unhappy with the circumstance that thermodynamical 'irreversibility' had not been placed on analogous or equivalent conceptual foundations for both quantum and classical dynamics. He found that by introducing the notion that the Hamiltonian is not perfectly known or controlled, as opposed to the state of the system, he could rectify this situation. He suggested concentrating on the evolution properties generated by two slightly different systems and comparing how the same initial state's evolution diverges between the two, i.e. the sensitivity of the system to perturbations is critical. In spite of his motivations, this idea may be invoked to study predictability and reversibility in a much broader context, including those contexts that have nothing to do with the thermodynamic limit.
A variety of logarithmically short time scales emerge in studies of the classical and quantum dynamics of simple chaotic systems [9, [12] [13] [14] [15] [16] , depending on the specific purpose. The classical time scales of greatest interest in this paper are a function of the dynamical entropy [17] [18] [19] or maximal Lyapunov exponent [20] , and perturbation strength. First, there is a time scale associated with the classical mixing property in which a localized region of phase space on some scale under propagation spreads into all of the available space to the same localized scale as it began. Second, there is the scale over which a classically chaotic dynamics is faithfully reversible either in a computation or using slightly different governing equations (Hamiltonians). Here, the term 'irreversibility' is used to specify that classically chaotic dynamics is reversible in practice only for this incredibly short time scale; it does not imply that there is no exact microreversibiity of the dynamics. An exponentially increasing amount of information specifying the system and its current state are required to follow its dynamics linearly further forward in time.
The quantum time scale of greatest interest is the Ehrenfest time and it marks the latest time in the quantum dynamics beyond which interference must begin to appear independently of how well an initial state starts out localized, i.e. such as a minimum uncertainty wave packet. The details of the quantum and classical dynamics must cease to correspond beyond this time [13, 14] . Nevertheless, it has been shown that the semiclassical construction of quantum dynamics for a chaotic system works extremely well, far past the Ehrenfest time, and the long-time breakdown of this correspondence is not bounded by the predictability or irreversibility time scales of the classical dynamics; rather, the construction works accurately for algebraic time scales [21] [22] [23] [24] [25] [26] [27] . This is far beyond a time regime where the classical dynamics is predictable/reversible, and yet the quantum dynamics is perfectly stable/reversible. Bear in mind that the distinction between the classical reversibility time scale and the semiclassical validity time scale grows without bound in theh → 0 limit.
Given the stability and reversibility of long-time quantum dynamics and its intimate relation to classical dynamics through the semiclassical construction, one might almost be tempted to investigate using quantum dynamics to improve on the unpredictability and irreversibility of classical dynamics. Of course, this is not possible, but contemplation of this paradox is revealing. First, although manifold stability in chaotic dynamics is already well known [28] , had one resolved this paradox prior to the discovery of manifold stability, quantum dynamics along with semiclassical mechanics would have predicted its existence as an inherent classical structural stability forward in time for the unstable manifold and backward in time for the stable manifold. In any event, the paradox forces us to recognize that the sensitivity of quantum dynamics to perturbation is deeply tied to manifold stability [16] . Second, using the quantum fidelity as a measure of quantum reversibility requires an overlap integral, either of two forward propagated quantum states or one propagated forward and backward in time with the original state. In either case, the nature of the overlap integral is markedly affected by this classical structural stability, and generally is not in a regime in which it is amenable to a saddle point method. This fact allows for the quantum and classical dynamical reversibility behaviours to differ.
Predictability and reversibility
Our attention is focused on d degree-of-freedom systems that are strongly and fully chaotic, meaning they possess significant positive Lyapunov exponents [20] , there are no hidden dynamical symmetries, the phase space is overwhelmingly filled with chaotic trajectories, and the system has a finite phase space volume; the possible existence of an extremely small relative volume of stable trajectories does no harm to any of the main ideas. The system is assumed to exist in both its classical and quantum realms and d is not large enough to be on the thermodynamical scale. In this section, we review just how different some of the basic classical, quantum and semiclassical dynamical properties are.
(a) Classically chaotic systems
To set the key time scales for predictability, reversibility and mixing, a few definitions are indispensable. Let the Hamiltonian be uncertain by a perturbation
where H 0 is fixed and generates a strongly chaotic dynamics, and H 1 (x, p) represents the uncertainty in the representation of the system either because of a lack of perfect knowledge or through algorithmic (computational) limitations. Comparing any trajectory of identical initial conditions propagated both by H 0 (x, p) and H (x, p) leads to a divergence between the two, (x(t), p(t)) − (x(t), p(t)) 0 ∼ e μ max t ,
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where μ max is the maximal positive Lyapunov exponent of H 0 (x, p). These two trajectories thus follow each other only over a time scale given by where the subscript p indicates that this can be thought of as a predictability time scale. This is not the best analogy to what happens in quantum dynamics. It would be good to consider a density of trajectories analogous to an initial minimum uncertainty state. A good option is
where the uncertainties, σ x , σ p , are tending towards the very small limit, and the normalization is chosen such that ρ(x, p), ρ(x, p) = dx dp ρ(x, p)ρ(x, p) = 1. The most evident way of testing predictability is to propagate the above distribution with both H and H 0 and calculate the overlap. In so doing, one would be calculating the classical version of Peres fidelity [11] , ρ (x, p; t), ρ 0 (x, p; t) . Note that, in fact, this is equivalent to propagating the density forward in time with H 0 , reversing the prorogation with H , and overlapping that with the initial density. Thus for our purposes, the reversibility and predictability time scales are identical and captured by the same measure, and they are intimately connected with the system's sensitivity to perturbations. Our interest is in the initial decay as opposed to the long-time asymptotic behaviour, and both have been studied [29] . A heuristic method of calculating the initial classical fidelity decay conceptually would be to remain in a reference frame that follows the evolving normal coordinate form [30] of the central trajectory of ρ 0 (x, p; t). There are three effects to consider in the forward propagation of ρ (x, p; t) in those evolving coordinates: a shift captured by the divergence of the central trajectories, a linear transformation of the unstable and stable manifolds, and a change in the Lyapunov exponents. The latter is negligible compared with the others. The linear transformation of the manifolds would lead to half the predictability time scale above if it were either a shear or rotation, but this is inhibited by structural stability of the manifolds (more ahead). However, the effect of a shift for the perturbed system in which the new unstable manifold were 'parallel' to the unperturbed one does have a marked effect. Incorporating just this relative shift of the density in the Gaussian integrals gives for the most significant term (good for up to intermediate times),
where the parameter combination α is the ratio of the shift to twice the initial standard deviation along the stable direction associated with the maximal Lyapunov exponent. The predictability and reversibility time scales remain unchanged with the introduction of trajectory densities, other than the slight effect of α. Another critical time scale derives from the property of mixing. The system has an available phase space volume V(E) given by
where E = E + − E − is the energy effectively spanned by initial conditions contained in the Gaussian density of phase points. The approximation follows for small energy uncertainty on the scale in which the classical dynamics changes significantly, the case analogous to the semiclassical limit. This volume can be divided into a number of localized cells all having the same volume as the Gaussian density of equation (2.4) , which is to a good approximation (4πσ x σ p ) d (volume inside the 2σ contour). As ρ(x, p) is propagated, it stretches into a kind of d-dimensional hyperplanar object and folds until it gets so complicated that it simultaneously has intersected all the cells. An important property of strongly chaotic classical dynamics is the rate of dynamical entropy production (named the Kolmogorov-Sinai or KS entropy h KS ) as introduced and developed by Kolmogorov [17, 18] and Sinai [19] , respectively. It can also be thought of as a measure of information production. This gets connected to the mixing time scale, which gives the time at which each phase space cell has typically a single intersection with ρ(x, p; t). In other words, at the mixing time, the number of cells equals the expansion magnitude of the initial cell (the dynamical entropy)
Defining a cell number and geometric mean phase space volume per degree of freedom,
The interpretation is that the mixing time scale is the inverse of the dynamical entropy production per degree of freedom multiplied by the natural logarithm of the effective number of phase space cells per degree of freedom. In the last form, it is noted that the dynamical entropy production per degree of freedom is just the mean of the positive Lyapunov exponents for the system owing to Pesin's theorem [31] . The structure of the mixing time is quite analogous to the predictability/reversibility time scale with 1/ replaced by N (E) and the maximal positive Lyapunov exponent replaced by the mean of the positive exponents ( μ = h KS /d). As a final comment, one measure of unpredictability in the algorithmic complexity sense leads to the Alekseev-Brudno theorem [32, 33] , which proves the equivalence of the information associated with a trajectory segment asymptotically to h KS . In contrast, the predictability timescale definition led to the maximal Lyapunov exponent, equation (2.3), whereas the mixing time scale involves h KS per degree of freedom.
(b) Quantum dynamics of chaotic systems
There are multiple ways in which authors have defined a quantum mechanical entropy. Two of the most discussed are by Connes et al. [34] and another due to Alicki & Fannes [35] and Lindblad [36] .
As the quantum dynamics under discussion here are strictly unitary, there is no coupling to the environment or external degrees of freedom, the systems are bounded, and measurement is not being considered, there is little need for these entropy definitions, and we can consider the dynamical entropy as vanishing. The dynamics are reversible, and no information is produced. For studying the time scale of predictability or reversibility, it is sufficient to consider the unitary dynamics.
Making use of quantum localized wave packets in analogy with equation (2.4) gives
Choosing σ x identically for the quantum and classical cases, and choosing σ p =h/(2σ x ) matches the full argument of the exponential in the classical density to that of the Wigner transform of this wave packet and satisfies the minimum uncertainty relation. The classical density volume equates to the Planck cell volume taken up by a single quantum state, (4πσ x σ p ) d = h d . Analogous to Peres classical fidelity, i.e. the left-hand side of equation (2.5), is his quantum version of the fidelity [11] . It is given by
where U 0 (t) is the quantum unitary propagator for the unperturbed system, and likewise U (t) for the perturbed system. This measures how similar are the propagation forward in time of a quantum wave packet with slightly different Hamiltonians or forward propagation of a wave packet followed by its reverse propagation using the perturbed system. Thus, exactly like the classical case, it is a measure of a quantum system's sensitivity to perturbation, and is also a measure of both predictability and reversibility. It has developed into an important quantity with an extremely large research literature covering many contexts. Just to cite a few examples, see references [29, [37] [38] [39] [40] . There is much more left for the reader to discover. The time scale for quantum reversibility and predictability has been specified rather precisely in a number of fidelity studies [15, 16, 41, 42] , and the scaling depends on the magnitude of the perturbation. To present these results most simply, it is convenient to define a dimensionless constant γ [42] ,
being the mean level spacing], g is a discrete symmetry index, and an important quantity, the classical action diffusion constant [43] , is
The subscript 'po' indicates an averaging over periodic orbits. These relations assume time reversal invariance; the generalization is straightforward (divide g by two if non-invariant). The classical action diffusion constant contains the needed information about how a perturbation alters chaotic orbits' classical actions. For an arbitrary perturbation, as a trajectory winds through the available phase space it sometimes adds a bit or subtracts a bit of action. The diffusion constant characterizes this process. Its definition follows from first-order classical perturbation theory. With these definitions, the time scale for quantum reversibility and predictability can be stated as
For the quantum perturbative regime, Peres [11] gave the result in terms of quantum level velocities in his original paper, but the form quoted here gives all the dependences in terms of purely classical quantities and Planck's constant through the use of semiclassical theory [16, 42] . Note that the result given above for the Lyapunov regime [15] would recover the form of equation (2.5), i.e. τ r ∼ − ln / μ , by exchanging the mean Lyapunov exponent with the largest and assuming a logarithmically weak dependence on the perturbation was dropped as inconsequential in that work. Thus, the Lyapunov regime gives classical behaviour for the quantum system. This is a rather curious and interesting situation. For the weak perturbation regime, the predictability/reversibility time scale extends beyond the Heisenberg break time defined by the time-energy uncertainty relation and the mean level spacing. In the medium perturbation strength range, it is still valid to a long time scale. Clearly, the quantum dynamics remains predictable and reversible on very long time scales and is good far longer than the classical dynamics. However, for very strong perturbations, the quantum time scale converges to the short classical scale. Alternatively, one can imagine what appears a priori to be a very weak perturbation or uncertainty, but is fixed. Then, in the limit ofh → 0, the quantum τ r always recovers the classical behaviour for small enoughh. Unitary propagation may seem like it should always be stable, predictable and reversible, but forh 2 less than 2 W(E)/ μ there is a problem. We return to this issue where discussing the paradox resolution.
Finally, there is an Ehrenfest time scale for the quantum dynamics [12, 14] . One way to define it here is as the latest time at which interference phenomena entering the quantum dynamics can be delayed no matter how the initial state is chosen. Of course, interference marks a divergence between quantum and classical expectation values, hence the name Ehrenfest. The logic and argumentation can be mapped onto that given for the classical mixing time if one equates Planck's constant h with the phase space volume 4πσ x σ p . Thus, (c) The semiclassical dynamics of wave packets and the reversibility paradox
In principle, the ultimate semiclassical theory for wave packet propagation (excluding various kinds of uniformizations to account for coalescing saddle points) is generalized Gaussian wave packet dynamics [44, 45] . It is fully equivalent to time-dependent Wentzel-Kramers-Brillouin (WKB) theory, but it requires complexified position and momentum coordinates. There exists a slightly less accurate semiclassical approximation that relies exclusively on real trajectories, and it allows for a much more intuitive picture [21, 23, 25] . The set of trajectories for chaotic systems in those works are the heteroclinic orbits that connect the analogous local area of phase space of the initial Gaussian to the final local area. They lie on the intersections of the unstable manifold of the central trajectory of the phase space surrounding the initial wave packet with the stable manifold of the central trajectory of phase space surrounding the final wave packet. By using them, one can construct the quantum dynamics in all detail very accurately, increasingly so ash → 0. The expression for cross correlation functions is [23, 25] 
where α denotes (x α = x , p α = p ) and likewise for β and the final wave packet. The index κ labels heteroclinic orbits that begin in the phase space neighbourhood of (x α , p α ) and end in the neighbourhood of (x β , p β ) for fixed time t. The unitary propagator U κ (t) is constructed with the classical action and Maslov index of κ and follows by a linearization of the local dynamics using its stability matrix. It turns out that, for each heteroclinic orbit, there is a one-to-one correspondence with saddle points of the generalized Gaussian wave packet dynamics method, and a heteroclinic contribution is nearly identical to that of its associated saddle point [46] . This gives the complete connection with classically allowed transport, but tunnelling and diffraction would require extensions. Although the use of the true saddle points would be preferable, for our purposes, the heteroclinic orbit sum is more than accurate enough. It has been shown that the correspondence time scale for which this construction works is algebraic in inverseh. In greater detail, the semiclassical time scales of validity are algebraic, but not universal and last at least as long as [23] [24] [25] (i) The semiclassical reversibility paradox Therefore, for strongly chaotic systems, classical dynamics is unstable, and unpredictable/ irreversible after a logarithmically short time scale, whereas quantum dynamics is stable, and predictable/reversible to at least a long, linear time scale (with the exception of very strong perturbations noted above). Furthermore, semiclassical dynamics, using only classical trajectory information, reconstructs quantum dynamics more and more accurately in the limit ofh → 0 for at least algebraic time scales far beyond the time that the classical dynamics has become unpredictable and irreversible. How can that be?
Illustration with the kicked rotor
The kicked rotor has long been an extraordinary paradigm for studies of chaotic systems. From a classical perspective, it has many desirable properties. Its diffusion constants, action diffusion constants and Lyapunov exponents can be calculated analytically [10, 47, 48] . Quantum mechanically, the kicked rotor's quantization is straightforward and well adapted for efficient numerical studies. It is quite useful as an illustration of the above considerations.
(a) The classical dynamics
A general kicked rotor is a mechanical-type particle constrained to move on a ring that is kicked instantaneously every multiple of a unit time, t = jτ . Supposing the radius of the ring to be 1/2π and τ = 1, the Hamiltonian takes the form
From H(x, p), mapping equations relating the position and momentum (x j+1 , p j+1 ) of the particle just before the (j + 1)th kick to the one (x j , p j ) just before the jth kick are obtained as
and Figure 1 shows the transition from integrable (regular) dynamics to chaotic dynamics as K increases. Beyond K ≈ 5, the standard map is considered to be largely chaotic, although it is also not proven to be completely chaotic for any value of K. The Lyapunov exponent of the map is given accurately by [48] μ ≈ ln 3) with α = 1 is τ r = τ p = 7.2. The phase space for t = 3 is magnified to show more clearly the initial localized region.
The first property to illustrate is mixing. A small volume is propagated forward for some time to show how fine a scale it covers the available phase space. This is drawn in figure 2. One sees that the small volume spreads rapidly to finer and finer scales with increasing time. The approximate mixing time for this case τ m = 4.3 suggests that most of the phase space cells of size 1 1000 of the square should be intersected on the right frame, but not yet on the left, which is roughly correct.
The classical properties of reversibility and predictability are illustrated by propagating with two different kicking strengths separated by = δK/K = 10 −5 as shown in figure 3 . It is most visually striking to consider forward and reverse propagation with H 0 and H , respectively, and make the comparison to the initial density. One sees in a blow-up of the phase space near the initial conditions that, at t = 3, the localized density is nearly reconstructed. At t = 6, there is still some 'memory' left of beginning localized, but by t = 12, the density is ergodically covering the full phase space and lacks any sign of having begun as a small localized density. The time-scale estimate for reversibility, τ r = 7.2, is consistent with these results. 
(b) The quantum dynamics
The quantized version of the standard map relies on the single time-step propagatorÛ which relates the quantum wave function of the rotor Φ(x; t) just before the tth kick to the one Φ(x; t + 1) just before the (t + 1)th kick,
(3.4)
The position variable can take on only quantized values and forms a complete basis for the quantization. In this discrete basis, the propagator is an N × N matrix given by [49] 
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where n, n = 0, . . . , N − 1 are integers labelling the allowed discrete positions. The parameter K is the same kicking strength as for the classical rotor, Planck's constant is given by h = N −1 , and the parameter a is a purely quantum phase (associated with the choice of boundary conditions). Taking a = 1 2 leads to maximal quantum symmetry. Propagation of any initial state follows by repeated multiplication byÛ to the time desired. If the initial state is expressed in a position basis, it is given as a column vector and equation (3.5) gives the form ofÛ's matrix elements to be used in the multiplication. Figure 4 shows the first two forward time steps of the wave packet that corresponds to the phase space circle of initial conditions used for illustration in §3a. Already by t = 2, the wave packet is fully delocalized in the position representation and beyond its correspondence time with classical expectation values. In this particular case, the interference shows up at half the Ehrenfest time, because the initial state was not optimized to delay interference phenomena to the latest possible time.
Next, consider the forward and reversed quantum propagation for this same wave packet. Figure 5 shows that, even for t = 500, the wave packet relocalizes better than the classical density managed only for t = 5. The results are in quantitative agreement with semiclassical theory using the functional forms given in [42] and the time scales of equation (2.13) with the analytical form of the classical action diffusion constant [47] ,
where J 2 (x) is a Bessel function, g = 4 and τ H = N for a Floquet system. For every further decrease of by a factor 10, the time-scale ratio of quantum reversibility to classical reversibility increases by another factor 100. 
Resolution of the paradox
As mentioned at the beginning, all through the time period in which the classical dynamics are unpredictable and irreversible, but the quantum dynamics are stable and reversible, a semiclassical approximation of the quantum dynamics gives a very accurate reconstruction. The resolution of the paradox becomes clear by looking in greater detail at the ingredients of the semiclassical approximation.
(a) Heteroclinic tangles
Consider a strong enough perturbation that the exponential divergence in the classical dynamics is visible at very short times. In figure 6a , an initial condition denoted by 0 is propagated t = 5 iterations under the action of two kicking strengths. Although by t = 3, the individual orbits are far apart and quickly become unpredictable, the collection of orbits that make up the unstable manifolds for the two kicking strengths are not distinguishable on the scale visible in the figure. The manifolds are predictable even if one cannot calculate properly any of the orbits of which they are comprised. There is a theorem by Moser that proves that a neighbourhood of convergence exists in a normal form transformation [50] , which was extended to all times by da Silva Ritter et al. [51] . Effectively, any errors or deviations in an orbit calculation are reduced exponentially back onto the unstable manifold forward in time. The way that two orbits diverge exponentially from each other is almost exclusively to slide along the unstable manifold away from each other. The unstable manifold construction is effectively impossible using the inverse dynamics, thus it is exclusively a forward-in-time construction. Using these ideas, there is a straightforward numerical technique to calculate the manifolds. For the unstable manifold, it suffices to consider some earlier time in the orbit's evolution (shorthand, some t < 0). Consider small deviations and bring them forward to t = 0. Those small deviations collapse onto the unstable manifold. In practice, the larger the Lyapunov exponents, the less distant into the past necessary. For the stable manifold, the inverted sense of time is used, but otherwise it is the same basic construction.
These considerations also extend to perturbed systems. A small perturbation is like an error or deviation that is being constantly reduced exponentially. Thus, the unstable manifold of an orbit, say a periodic one, of two systems apart have nearly the identical unstable manifold. A shorthand name for this strong structural stability in chaotic systems [28] is manifold stability [16] . Similarly, the same conditions apply for the stable manifolds inversely in time. In fact, this stability can be used to calculate heteroclinic orbits in a much more stable way than by using Hamilton's equations. It suffices to take advantage of this structural stability and the fact that heteroclinic (or homoclinic) orbits lie on stable and unstable manifold intersections [52] . An important consequence of this manifold stability follows from the association of phase space areas to classical actions [53] [54] [55] . Given that the unstable manifold is accurately constructed, then if the endpoints of a heteroclinic (homoclinic) orbit are known, as typically happens in semiclassical methods, so is its classical action by measuring the area. One would just measure the area under the unstable manifold using the initial and final points as the limits of integration. Not knowing the history of the orbit would cause no problems. Similar arguments can be made for counting caustics by following the manifold and for obtaining the stability parameters of the orbit. It turns out rather 'conveniently' that all the classical information required for the heteroclinic (homoclinic) construction of the quantum dynamics given by semiclassical theory is stably calculable even over propagation times where the specific orbits are not. Furthermore, the number of terms in the summation at any given time, i.e. how many heteroclinic (homoclinic) orbits contribute, is also stable and a predictable quantity. All of this relies on the well-known, strong structural stability of unstable and stable manifolds [28] and it is necessary for the semiclassical construction to work. The converse is also true: given that the semiclassical construction works, with just a little bit of reflection it would be clear that there had to exist in the classical dynamics a structural stability that would enable all the needed classical information to be stable and predictable. If the structural stability had not been known, the validity of the semiclassical theory would have suggested its existence and the search for it.
(b) Classical perturbation theory
To construct a propagating wave packet semiclassically, only the unstable manifold is needed. Each point on the manifold is an orbit propagated for a time t that contributes to the evolved quantum state Φ(x; t) at the position of its endpoint x t , weighted by where it began in the wave packet Φ(x 0 ; 0) at t = 0 and by its stability properties. Comparing the propagation of a perturbed and unperturbed case requires comparing every orbit on one unstable manifold with its corresponding orbit on the other perturbed one. They are matched so that each member of where the path of integration is over the unperturbed orbit. Naively, unaware of manifold stability, one might have expected this quantity to diverge exponentially fast with increasing time owing to the exponential separation of orbits in chaotic systems, and for quantum dynamics of chaotic systems to be hypersensitive to perturbations. This would have been due to the action difference showing up as an exponentiated phase. It would also seem to be limited to logarithmically short time scales. Instead, the manifold stability is strong enough to eliminate the exponential sensitivity completely, and, in fact, the first-order classical perturbation term is valid on algebraically long time scales. It is responsible, after further argumentation, for introducing the classical action diffusion constant. There has been discussion of hypersensitivity to perturbations [56, 57] for quantum chaotic systems, but the context is different than that being discussed here. A nice illustration of the accuracy of perturbation theory is given in [16] ; a modified version of their fig. 3 is shown as figure 7 . It is possible to measure the 'distance' along the kicked rotor's unstable manifold, l, and use it to order the pairs of trajectories mentioned above. In figure 7a , the actual action difference and the first-order perturbation theory approximation are plotted versus l. The two curves are so similar that one cannot distinguish them. In figure 7a, it appears as though only a single curve has been drawn. This verifies the excellent accuracy of classical perturbation theory for a strongly chaotic system. There are some interesting properties of the action difference curves. Given the relation between action differences and phase space areas, each local maximum or minimum in the curve occurs at a crossing point of the perturbed and unperturbed unstable manifold. It is at those locations where the sign changes from a positive action difference to negative or vice versa. In fact, the difference of the value between a minimum and the next maximum, or maximum and the next minimum, is the area contained between the two manifolds from the loop formed by successive crossing points. We will return to these areas just ahead; here let us call the set {δS j }. Following the behaviour of the perturbed and unperturbed manifolds over a great distance leads to a statistical behaviour in their action differences. This is shown in figure 7b . There is a classical action diffusion in action differences, and hence a central limit theorem for their distribution, i.e. a Gaussian limiting density with a variance given by the diffusion constant, equation (2.12).
(c) The overlap integral
The fidelity, equation (2.10), can be written as an overlap integral over position space by inserting a complete set of position vectors,
(4.
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The semiclassical evaluation of this overlap integral depends on the action differences displayed in figure 7 . As noted in §4b, the manifold stability allows for very small, stable action differences. For a sufficiently small value of , they are below the scale of Planck's constant. More precisely, for values of for which γ 2 > d/h KS τ H (see equations (2.11) and (2.13)), the overlap cannot be evaluated by the method of steepest descents approximation. In this limit, the areas {δS j } are so small that the conditions for a saddle point analysis are continuously violated moving along the manifold. However, given its Gaussian fluctuation density, the integral is straightforward to evaluate, and the only information surviving the overlap integral is the aforementioned diffusion constant, equation (2.12) . In this regime, the quantum and classical predictability and reversibility properties are extremely different, and nevertheless, for the quantum reversibility properties, the purely classical information in the form of the classical action diffusion constant determines everything. 1) , which is too accurate to distinguish from the solid line. The variable l represents 'length' along the manifold, and therefore is single valued. Panel (b) is a histogram of the action changes for t = 8 iterations along the manifold. The solid line is a Gaussian function, whose width is given by the classical action diffusion constant, equation (2.12). Adapted from fig. 3 of [16] .
If this overlap integral were amenable to a saddle point analysis, then the reversibility properties of the quantum and classical fidelity would have to be identical, because one could follow the orbits forward and backward in time using the saddle point approximation the entire way. In fact, the information about this issue is exactly contained in the criteria on γ just mentioned. For example, if is fixed, in the limit ofh → 0, there comes a point where the typical or majority values of the {δS j } become greater than the value ofh. The crossover occurs just where the relation above switches to γ 2 < d/h KS τ H . That is the point at which the method of steepest descents becomes accurate again. Thus, it is also the point at which the quantum reversibility properties again become identical to the classical, and the classical action diffusion constant is no longer relevant. In other words, that is why it has to be the criterion for whether the quantum reversibility properties are in the Lyapunov regime, equation (2.13), which is the only regime where they match the classical reversibility properties. In the final analysis, it is the structural stability of chaotic systems that enables the predictability and reversibility of quantum and classical dynamics to differ.
Discussion
The quantum and classical dynamical worlds are very different, and some of their intimate connections are not always fully appreciated. That semiclassical methods relying exclusively on classical information can be used to construct more and more accurate quantum propagation over algebraic time scales in theh → 0 limit has additional implications that do not derive from the idea that classical dynamics must emerge from quantum dynamics in the same limit. In fact, classical dynamics emerges only logarithmically slowly from quantum dynamics. This is not an equivalent two-way street in that it is easier to bootstrap quantum dynamics from classical than classical dynamics from quantum.
The term 'paradox' is used here, because although it may seem odd to have the situation that information from an unpredictable dynamics fully reconstructs a predictable one, there is no contradiction. The quantum dynamics has less information in it, and interference is responsible for much of its destruction. This is reflected in entropies. Given that the orbits themselves are unpredictable, one might expect that the semiclassical term associated with a particular orbit cannot be so important. However, all the terms in a semiclassical sum must be there and be accurate if the final summation is to give the correct results. It is not a case of random numbers that can be anything so long as their sum gives the correct value. Imagine opening a system that allows some transport pathways to escape or that modifies some paths, but not others. The semiclassical sum has to be able to handle all of these modifications, and can only do it if each term has a meaning and value in spite of having access only to the sum for a particular situation. Rather amusingly, the structural stability of chaotic systems takes care of this by making the needed orbit's classical information stable and predictable even though the orbit itself is not. The number of orbits in the summation, their actions, Maslov indices, stabilities are all stable.
With respect to the reversibility properties of quantum and classical dynamics of simple chaotic systems, the inherent, strong, classical structural stability enables the reversibility properties to be far different in many regimes despite the fact that classical information predicts the quantum dynamics all throughout these regimes. Conversely, one could deduce that, given that semiclassical theories work and the reversibility properties are extremely different, chaotic systems must be structurally stable. All other quantities being fixed, in the limith → 0, there always comes a point beyond which the quantum and classical reversibility properties match. This can also be thought of as the large perturbation regime. In the opposite limit of a fixed h, shrinking the perturbation always leads to a point beyond which the reversibility properties get arbitrarily different in time scales, tending to an infinite ratio of quantum to classical reversibility time scales. The crossover points in these limits are determined by the validity of the saddle point approximation applied to the overlap integral. It, in turn, depends on how similar the unstable manifolds for a system and its perturbation are. The end result is a single universal scaling parameter, here denoted as γ , that controls the relationship between the quantum and classical reversibility behaviours. It is completely determined by the perturbation strength, classical action diffusion constant, Planck's constant, the Heisenberg time scale and a symmetry index.
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