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This thesis considers the problem of multiprocessor job scheduling in which non-
preemptive jobs require the simultaneous use of more than one processor. Generally, 
the multiprocessor job scheduling problem is NP-hard, so it is unlikely to solve the 
problem in polynomial time. Many works have been published in this scheduling 
area and provided solution algorithms for particular models. In this thesis, we study 
the general problem with different objectives. A genetic algorithm with a new coding 
scheme is proposed. Our approach makes use of the position value and priority value of 
the jobs in a schedule. To handle different objective functions, we just need to modify 
the fitness function in the genetic algorithm. Also, we design a similarity function 
to measure the distance between two chromosomes under our new coding scheme. 
The algorithm is compared with three heuristic methods on the makespan objective, 
namely, (i) Longest processing time first (LPT), (ii) Largest processor requirement 
first (LPR), and (iii) Largest width with largest processing time first (LWLPT). It is 
also compared with other heuristics when the objective function is to minimize the 
total completion time. 
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Scheduling concerns with the allocation of limited resources to jobs over time so as 
to optimize one or more objectives. The resources may be processors in a computer, 
machines in a workshop. The jobs may be executions of computer programs, oper-
ations in a production process. The objectives may also be the minimization of the 
total completion time, the minimization of the completion time of the last job, and 
so on. 
In classical scheduling theory, it has been commonly assumed that a job can only 
be processed by one processor at any time. In a single processor environment, there 
is only one processor available for the jobs, and there exist polynomial algorithms for 
many single processor models. In a multiple processor environment, a set of processors 
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are available for the jobs and each job can be assigned to anyone of the processors. 
For a comprehensive review, see [1 . 
However, for many practical systems where parallel processing is required, the 
classical assumption that one job can only be processed by one processor is no longer 
valid. These scheduling problems are called multiprocessor job scheduling problems, 
where jobs may need to be processed simultaneously on several processors. A new 
trend in scheduling theory is to extend results of classical scheduling to models that 
are more closely related to real problems. With the rapid development of indus-
trial applications and parallel computing systems, the multiprocessor job scheduling 
problems have gained an increasing interest in recent years. 
Multiprocessor job scheduling has been motivated by a number of real-life appli-
cations. An example is the berth allocation problem, where a large vessel (job) may 
occupy several berths (processors) for loading and/or unloading [2] or several vessels 
may share one berth [3]. For a short vessel, one berth may be long enough, but for 
a long vessel, two or more berths may be required at a time. The problem is how to 
allocate the available berths to the vessels by taking into account the lengths of the 
vessels and then to schedule their loading/unloading operations so as to optimize a 
certain performance measure. Another example [4] arises in diagnosable microproces-
sor systems, where a job must be performed on parallel processors at a time in order 
to detect faults. 
In this thesis, we will study a general model of multiprocessor job scheduling 
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problems with different objectives, and we will propose a genetic algorithm with a 
new coding scheme to solve the problems. 
In the following sections, we will first review the relevant literature, we will then 
introduce the details of the model to be studied in this thesis, and the organization 
of the thesis. 
1.2 Literature Review 
In this thesis, we use the three fields notation a | " | 7 (cf. [5]), to describe a scheduling 
problem. The a field describes the processor environment. The |3 field provides details 
of processing characteristics and constraints. The 7 field contains the objective to 
be minimized. In order to describe a problem more precisely, we adopt the following 
convention: 
For a field, 
Pm : m identical parallel processors. 
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For P field, 
/¾^ : a set of processors is prespecified for particular jobs, 
nonfix : the processors required for each job is not fixed, 
although the number of processors needed is 
prespecified, 
prmp : preemptions, implying that it is not necessary to keep a 
job on processors until completion, 
chain : a precedence relationship exist among the jobs, 
Jj : the multiprocessor job j, where j = 1,2，•. •, n, 
Pj ： the processing time of J^, 
Wj : the weight of Jj, 
dj : the due date for Jj, 
Tj : the release time for Jj, 
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For 7 field, 
Y^  Cj : the total completion time of a schedule, 
where Cj is the completion time of Jj, 
^ W j C j : the total weighted completion time of a schedule, 
Cmax : the makespan, or 
the completion time of the last job to leave the system, 
Lmax : the maximum lateness, namely, 
Lmax = rnax{Lj,j = 1，. •. ’ n}, where Lj = Cj — dj. 
Multiprocessor job scheduling problems that have been studied in the literature 
can be categorized into two classes. The first one specifies the set of processors for 
particular jobs, which is known as fixed problems with the notation “Rx” in the P 
field. The second one assumes that each job may require a fixed number of processors 
working simultaneously, yet the processors required are not specified, and is known 
as nonHxed problems with the notation "nonUx" in the |3 field. The problems we are 
to study in this research belong to the second one. 
The literature ori this subject can generally be divided into two parts. One part 
studies the computational complexity of the multiprocessor job scheduling problems, 
to show whether the problems are polynomially solvable or not. The other part 
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presents polynomial algorithms (if they can be found) or some solution algorithms, 
such as branch-and-bound algorithms, dynamic programming approaches and heuris-
tic algorithms. 
In this section, we review the literature on the multiprocessor job scheduling prob-
lems with the "fix" and "nonfix" characteristics, respectively. The complexity of the 
multiprocessor job scheduling problems and the corresponding solution algorithms 
are discussed. In each class, three objectives are mainly reviewed, which are the 
minimization of the makespan Cmax, the minimization of the total completion time 
X] Cj (or the total weighted completion time ^WjCj ) , and the minimization of the 
maximum lateness Lmax-
1.2.1 On the Fixed Multiprocessor Job Scheduling Prob-
lems 
This class of multiprocessorjobs scheduling problems are also known as the scheduling 
problems with multiprocessor jobs on dedicated/prespecified processors, where each 
job requires simultaneous availability of a prespecified set of processors. 
For the makespan objective, Kubale(1987)[6] analyzes the general problem and 
shows that it is strongly NP-hard even if there are only two-processor jobs. Blazewicz 
et aL (1992)[7] study the problem of three dedicated processors, P^\fix\Cmax- They 
show that the problem is NP-hard in the strong sense and identify some polynomially 
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solvable special cases of the problem. Bianco et al. (1994)[8] study the preemptive 
cases with two processors, three processors and four processors. In Hoogeveen et al. 
(1994)[5], they consider the nonpreemptive case of three-processor model with block-
constraints, where a block means that all two-processor jobs of the same type are 
scheduled consecutively. They show that the problem is NP-hard in the strong sense 
and also provide a pseudopolynomial algorithm. They also show that the problem 
with different job release times, P2\fix,rj\Cmax, is NP-hard in the strong sense. 
For the unit processing time problem with makespan objective, Krawczyk and 
Kubale(1985)[4] show the P\fix,pj = l{Cmax problem is NP-hard. Hoogeveen et 
al. (1994)[5] show that Pm\fix,pj = l\Cmax can be solved in polynomial time by an 
integer linear programming formulation with a fixed number of processors. With the 
introduction of release time constraints, they use dynamic programming or linear in-
teger programming to solve the Pm\fix, rj,pj = l|C^ax problem when the maximum 
possible number of different job types is 2^ — 1. 
For the objective of minimizing the total completion time, Hoogeveen et at.(1994) 
'5] show that P2|/ia;| J ^ C j is NP-hard and state that whether it is NP-hard in the 
strong sense is still an open question. They also show that the problems P2\fix\ ^ WjCj, 
P 3 \ f i x \ J 2 C j and P2]chain, fix,pj = 11 J ] Cj are NP-hard in the strong sense. 
Cai, Lee and Li(1998)[9] study both the preemptive case and nonpreemptive case 
of two-processor problems. For the preemptive case, they present algorithms that 
can solve the problem in 0 (n logn) time, and the result is used to develop a heuris-
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tic for nonpreemptive case with the relative error below 100%. For the nonpre-
emptive case, they show that the P2\fix\ ^Cj problem is actually NP-hard in 
the strong sense which answers an open question mentioned in Hoogeveen et al. 
(1994)[5]. Brucker(1995)[10] show that the problem with unit processing time con-
straints, Pm{fix,pj = l\T.WjCj, can be solved in 0{R2V+^), where R < 2^ — 1. 
The result is extended to solve the models with different objectives: minimizing the 
maximum lateness, minimizing the total tardiness, and minimizing the total number 
of tardy jobs. 
In Bianco et al. (1993)[11], the problem Pm\fix, prmp, rj\Lmax is studied and 
a linear programming formulation is given which proves the problem is polynomially 
solvable. 
1.2.2 On the Nonfixed Multiprocessor Job Scheduling Prob-
lems 
In these problems, each job require a fixed number of arbitrary processors working 
simultaneously. It is also known as the sized multiprocessor job scheduling problem. 
For the objective of minimizing rnakespan, Blazewicz et al. (1984)[12] study 
the preemptive case of the problem where there are only two types of jobs: one-
processor jobs and two-processor jobs, and provide polynomial algorithms for the 
problem. In Blazewicz et ai. (1986)[13], they extend the problems to more general 
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situations with more than two types ofjobs and provide polynomial algorithms for the 
preemptive case. For the nonpreemptive case with unit processing time constraints, 
Pm\nonfix,pj = l\Cmax： they show that the total number of possible combinations 
of jobs in each time interval is fixed, and hence the problem can be solved by either 
linear integer programming or dynamic programming polynomially. 
Du and Leung(1989)[14] examine the complexity of scheduling multiprocessor jobs 
on m > 2 identical processors to minimize the schedule length, where a job can be 
executed by one or more processors at the same time, and the processing time is 
a nonincreasing function of the number of processors used. For the nonpreemptive 
case, they show that the problem with precedence constraints consisting of chains 
is strongly NP-hard for each m > 2. When the precedence constraints are empty, 
the problems are NP-complete in the ordinary sense for m = 2 and m = 3，and the 
problem is NP-complete in the strong sense for m = 5. They state that whether 
the four-processor jobs problem is NP-complete in the strong sense is still an open 
question. They also show that the preemptive case is NP-hard in the strong sense 
and pseudopolynomially solvable if the number of processors is fixed. 
Blazewicz et ai. (1990)[15] study the problem with only two types ofjobs: one-
processor jobs and two-processor jobs. They provide an 0(nm + nlogn) algorithm 
that can find the optimal solution. Then, for the uniform A;-processor problem with 
only two types of jobs: one-processor jobs and A:-processor jobs, they develop an 
algorithm of the same complexity 0(nm + nlogn). 
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Mahesh(1995)[16] studys the general problem of Pm\nonfix\Cmax and provides 
two heuristic algorithms: longest processing time first (LPT) and largest processor 
requirement first (LPR). He shows that the error bound of the LPT algorithm is 
Hipt < ^ H o p t + L and that of the LPR algorithm is Hipr < ( | _ ^i)Hopt + L, where 
Hipt is the length of the LPT schedule, Hipr is the length of the LPR schedule, Hopt is 
the length of the optimal schedule, p is the number of processors and L is the length of 
the longest job. Linn and Chen(1996)[17] also study the same problem, and propose 
an algorithm based on the largest width and the largest processing time (LWLPT), 
which has an error bound of (3 — l/p), where p is the number of processors. Since 
Mahesh(1995)[16] and Linn and Chen(1996)[17] study the same model as we do, we 
will compare our algorithm with their heuristics. See Chapter 5 for details. 
Li, Cai and Lee(1998)[3] study the problem with a "multiple-job-on-one-processor" 
pattern, which allows a processor to process more than one job at a time. They 
consider the job sizes to be "agreeable", which means that the larger the job size, the 
longer the processing time is. They state that the problem is a generalization of the 
Bin Packing problem, and extend the First-Fit-Decreasing (FFD) heuristic, which is 
a well-known heuristic for the Bin Packing problem, to solve their problem. In "fixed 
position" case, where the physical position of the jobs cannot be changed at any 
time, the heuristic can be implemented in 0{n^ log n) time and has a tight worst-case 
error bound of 100%. In the "non-fixed position" case, where the positions of the 
jobs are immaterial, the heuristic has a time complexity of 0(n^) and a worst-case 
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error bound of 87.5%. They also study the “non-fixed position" case with a processor 
unavailability constraint. 
There has been some literature concerning the problem with the objective of mini-
mizing the total completion time (or minimizing the weighted total completion time). 
For the Pm\\Y,WjCj problem, Lawler and Moore (1969)[18] provide a dynamic pro-
gramming algorithm with complexity 0{nmT^), where T is the sum of all processing 
times. Lee and Uzsoy (1992)[19] solve the same problem by using a backward dy-
namic programming algorithm with complexity 0(nmW^'^), where W is the sum 
of all weights. Lee and Cai(1996)[2] show that the Pm\nonfix\ Y^ WjCj problem is 
NP-complete in the strong sense even there are only two processors in the nonpre-
emptive case. For the problem P2\nonfix\ Y^Cj, they show that it is NP-hard and 
propose a dynamic programming algorithm with complexity O(nT^"2+i)^ where T is 
the sum of all processing times and ri2 is the number of two-processor jobs. They also 
provide a heuristic algorithm that has an error bound of 1 for the P2\nonfix\ ^u)jCj 
problem and an error bound o f l / 2 for the P2\nonfix\ ^ Cj problem. For the special 
case of the P2\nonfix\ Y^Cj, where pj = p for all one-processor job, an polynomial 
algorithm is given. 
Plehn(1990)[20] studies the problem with release dates, diie dates, and preemp-
tion allowed. He uses linear programming to check whether there exists a feasible 
schedule where each job finishes before its due date. Lee and Cai(1996)[2] study 
the two-processor problem with a maximum lateness objective. They show that the 
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P2\nonfix\Lmax problem is NP-complete in the strong sense. They also provide a 
dynamic programming algorithm and a heuristic to solve the problem. 
1.3 Problem Formulation 
To be rnore precise, in this section we describe the formulation of the problem we 
study in this thesis. 
Iii a model with miiltiprocessorjob scheduling, we are given m identical processors 
in parallel and a set of n jobs, J - {Ji, J2,...，Jn}- We assume that all processors 
are available at the beginning and they will never break down. 
In problems such as berth allocation problem, jobs should not be split. Consider-
ing this constraint, in our model, we assume that the jobs cannot be split and require 
a set of consecutive processors to process. 
Each job may require a fixed number of processors working simultaneously, yet 
the processors required are not specified so that we can assign the jobs to any set of 
consecutive processors. In order to describe the jobs precisely, we characterize each 
job by an ordered pair {pj, Uj), where pj is the processing time of the job Jj, and Uj is 
the number of processors required by the job Jj with Uj < m for all j. The model we 
are concerned with is a deterministic one in the sense that all problem parameters, 
including the processing times of the jobs and the number of processors required by 
each job, are known before we schedule the jobs. 
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Our assumptions are as follow. All jobs are independent, and there is no prece-
dence relation between the jobs. The setup time for each job is negligible. Also, no 
preemption is allowed so that no job can be removed from the processor as long as it 
is started but has not been completed. 
A feasible schedule is a legal assignment of all jobs to the processors. An assign-
ment is legal if no two jobs occupy the same processor at the same time, and if it meets 
all requirements concerning the processor environment and the job characteristics. 
We are interested in scheduling the jobs on the processors such that a certain cost 
function is minimized. More specifically, we will discuss the objective functions: (1) 
makespan (Cmax), (2) total completion time ( ^ Cj) and (3) total weighted completion 
time {J2wjCj), although the genetic algorithm we are going to develop in this thesis 
is very general which can tackle various kinds of objective functions. A schedule is 
called optimal if it is a feasible solution that minimizes the objective function. 
1.4 Organization of the Thesis 
The remainder of the thesis is organized as follows. We will first give a brief review 
on the genetic algorithm in Chapter 2. In Chapter 3, we will propose a new coding 
scheme, which is devised to overcome the difficulty of conventional coding schemes in 
handling multiprocessor scheduling problems. Our genetic algorithm will be devel-
oped with this new coding scheme. In Chapter 4, our algorithm will be compared with 
the heuristic proposed by Lee and Cai (1998)[2], for the problem P2\nonfix\ Y^WjCj. 
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We will also compare our algorithm with three heuristic algorithms for the makespan 
objectives : longest processor requirement first (LPR), longest processing time first 
(LPT), largest width with longest processing time first (LWLPT). Finally, some con-




The solution approach we propose to handle the multiprocessor problem we described 
in Section 1.3 above will be genetic algorithms (GAs). Before we develop our genetic 
algorithm, let us introduce the main components in a genetic algorithm approach. 
First, let us briefly review the main concepts of genetic algorithms. The basic elements 
of the GAs will be presented in Section 2.2. 
2.1 Basic Concepts 
GAs were proposed by John Holland[21] in 1975, with the objectives: (1) to abstract 
and rigorously explain the adaptive processes of natural systems, and (2) to design 
artificial systems software that retains the important mechanisms of natural systems. 
GAs[22] are search algorithms based on the mechanics ofnatural selection and nat-
ural genetics. GAs perform a multi-directional search by maintaining a population of 
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potential solutions and encourage information formation and exchange between these 
directions. GAs mainly operate on binary strings and use recombination operators 
like mutation and crossover so as to model adaptation processes. 
In the past, the applications of GAs were mainly in machine learning systems 
and artificial intelligent systems. Recently, GAs have been applied to a wide variety 
of optimization problems, such as the traveling salesman problem, the industrial 
manufacturing problem, and the circuit layout problem. 
There are some basic differences between genetic algorithms and traditional opti-
mization methods[23]: 
• GAs work with a coding of the parameter set, rather than the parameters 
themselves. 
• GAs search from a population of solutions instead of a single one. 
• GAs use payoff (objective function) information, not derivatives or other auxil-
iary knowledge. 
• GAs use probabilistic transition rules, not deterministic rules. 
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2.2 Main components 
Generally, there are several steps in a genetic algorithm: 
step 1: Initialization randomly generate an initial population. 
step 2: Fitness evaluation the fitness value of each individual is computed accord-
ing to a fitness function. 
step 3: Parent selection select a pool of parents according to some rules that should 
choose fitter individuals with higher probabilities. 
step 4: Reproduction by genetic operators apply a crossover operator or a muta-
tion operator on the chromosomes of those selected parents to reproduce new 
chromosomes (offsprings). 
step 5: Evaluate the offspring fitness use fitness function to evaluate the fitness of 
each offspring. 
step 6: Replacement replace the chromosomes in the current population by the 
newly formed offsprings. 
step 7: Repeat step 2-6 until some stopping criteria are satisfied. 
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There is no rigorous definition of GAs. However, it can be said that the GAs have 
at least the following elements in common: populations of chromosomes, selection 
according to fitness, crossover and random mutation to produce new offspring. We 
now describe some terminology and the basic elements in GAs. 
Genotype 
In genetics, the genotype is the abstract collection of genes possessed by an individual. 
The actual structure containing the genes is referred to as the chromosome. A gene 
has a value {allele) and a position in the genotype (locus). In nature there is a complex 
mapping between the genotype and properties of the organism {phenotype)[24 . 
Encoding scheme 
In GAs, the term chromosome typically refers to a candidate solution to a problem, 
often encoded as a bit string. A chromosome (or individual) can be conceptually 
divided into "genes" which are either single bits or short blocks of adjacent bits 
that encode a particular element of the candidate solution. When applying GA to 
a problem, the first issue that should be considered is how a particular encoding is 
chosen for a given GA. Problems may require completely different coding schemes 
even if they are similar. It is difficult to find out the ideal encoding for a complex 
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problem. There are three key encoding mechanisms that have been used to solve 
various optimization problems in the GA literature: 
a. Binary encodings Binary encodings are an excellent choice for problems in 
which a problem point naturally maps into a string (chromosome) of zeros and ones. 
A binary string, for example, (1，0, 1, 0’ 0，1), is often used to represent such an 
encoding. 
b. Real value encodings Many problems may not employ the binary encodings, 
due to the complexity of the problems or associated constraints. Sometimes, real 
value encodings may be used instead. In this encoding, the genes in a chromosome 
can be any real value number, for example, (12, 34，5’ 21, 90, 123). 
c. Permutation/ordered encodings A permutation encoding can be represented 
by a list of distinct integer values, for example, (4，3，0, 1，2). Each integer value in 
the list directly encodes the relative ordering of some problem-specific object. 
Population 
Population is a group of individuals that interact together. The size of the population 
may be critical in many applications. If the population size is too small, the genetic 
algorithm may converge too quickly; if it is too large, the GAs may waste computa-
tional resources: the waiting time for an improvement might be too long [25]. Usually, 
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the population size remain constant over the generations, but some applications may 
also adopt varying population sizes. 
Fitness evaluation 
In GAs, we have to evaluate the fitness of every chromosome so that we can decide 
which chromosomes are tit enough to survive. The fitness evaluation can be done 
by fitness function. The fitness function is highly problem-dependent and should 
be designed according to the coding scheme used. In an optimization problem, the 
fitness function is related to the objective function. 
Selection 
In each generation, chromosomes will be selected as parents to reproduce offspring. 
The fitter the chromosome, the more chance it is likely to be selected to reproduce 
offspring, so the improvement over generations is guaranteed. A common selection 
method in GAs is fitness-proportionate selection, in which the probability of an chro-
mosome to be selected as parent is equal to its fitness divided by the total fitnesses 
in the population. 
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Crossover 
The crossover operator roughly mimics biological recombination between two single-
chromosome organisms. The crossover operator is the heart of GAs, because it de-
scribes how offsprings inherit the genes from their parents and are generated [26 . 
For the single point crossover, the operator randomly chooses a crossover point and 
exchanges the subsequences before and after that point between two chromosomes to 
create two offspring, see Figure 2.1. Multipoint crossover operators choose, accord-
ingly, more than one crossover point, and exchange the subsequences divided with 
these points. 
Figure 2.1: Single point crossover 
Parents Offspring 
( 1 0 0 1 1 i 1 0 1) � 1 0 0 1 1 0 1 0 ) 
义 ^ ^ - ^ 




The mutation operator works with a single chromosome and it is considered as a 
background operator. There are several kinds of mutation, for example, order based 
mutation and position based mutation. For order-based mutation, it randomly flips 
some of the bits in a chromosome, see Figure 2.2. For position-based mutation, it 
randomly change the value of the bit in a chromosome, see Figure 2.3. 
Figure 2.2: Order based mutation 
Parent Offspring 
. ^ ^ " P v 
〔 1 0 0 1 1 ； 1 0 1 ) • 〔 1 0 1 1 0 0 1 1 ) 
> ^ _ L ^ 
Mutation point 
Figure 2.3: Position based mutation 
Parent Offspring 




In order to form the next population, the current population may be replaced partially 
or entirely by the newly formed offspring according to replacement criteria. Most of 
the replacement criteria are used to ensure the improvement over generations and to 
prevent the premature of the population. 
Convergence 
Some literature[27][28] use Markov chains to analyze the convergence behavior of 
GA. They define the evolution of GA as a Markov Chain by developing the state 
transition matrix from the recombination and selection operators. They show that 
the corresponding Markov Chain will finally converge to the optimal solution of the 
problem with probability 1. 
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Chapter 3 
A New Genetic Algorithm 
Although genetic algorithms have been widely applied to various optimization prob-
lems, the conventional coding scheme of GAs cannot be applied directly to the mul-
tiprocessor job scheduling problem we are considering in this thesis. In section 3.1, 
we will propose a new coding scheme which can easily encrypt a multiprocessor job 
schedule into a chromosome. We will also, in section 3.2, present our similarity func-
tion which measures the distance between the chromosomes. The fitness evaluation of 
the chromosomes of our genetic algorithm will be given in section 3.3. In section 3.4， 
we will describe the configurations of our genetic algorithm, including our crossover, 
mutation and selection operators. 
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3.1 Coding 
A chromosome in a genetic algorithm represents a solution of the problem to be 
solved. The coding scheme which transforms a solution into a chromosome is very 
important, because it should enable the chromosome to represent a legal solution at 
all times (before or after the applications of genetic operators). It is desirable, though 
not necessary, that the chromosome is in one-to-one correspondence with the solution 
it represents in the search space. In conventional genetic algorithms for solving job 
sequencing problems, each gene in a chromosome usually represents the order of the 
corresponding job. Such a coding scheme, however, cannot be used to handle the 
multiprocessor job scheduling problem we are studying here, since in our problem, 
the allocation of a set of the processors to process a job is also required, in addition 
to the job sequence on each processor. To solve this problem, here we suggest a new 
coding scheme so that each gene contributes two types of values to the solution — 
order value and allocation value. The order value is used to obtain a priority list of 
the jobs and the allocation value is used to specify the sets of the processors assigned 
to the jobs. Then, by selecting the appropriate jobs to specified processors, a legal 
schedule can be obtained. 
Our coding scheme is designed in such a way that the number of genes in a 
chromosome is equal to the total number of multiprocessor jobs, and hence each gene 
in a chromosome represents a particular job, for example, the first gene represents 
the job Ji, the second one represents the job J2, and so on. Due to the complexity of 
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the problem, real value coding is used instead of binary coding, so, the value of the 
genes can be any positive integers. 
Now, let us assume there are m processors and n jobs with corresponding ordered 
pair (pi, Ui), where pi is the processing time of the job Ji and Ui < m is the number of 
arbitrary processors required by thejob J” Therefore, in this problem, a chromosome 
contains n genes as follow: 
(a1,a2, a3 , . . . , a„_i,a„) 
where a^  is the value of the gene i (representing the job i) and ai are positive integers 
for i = 1, 2,...，n. 
First of all, we can use a^  as an order value so that we can have a priority list of 
the jobs by sorting a^  in nonincreasing order, such that the priority of the job Ji is 
higher than that of the job J j if a^  > aj. The priority list can be formulated as follow: 
{ J r " Jr2, • • • , J"Ti, • • •， T^n } 
where the job J^ has the highest priority, the job 人„ has the lowest priority, r^  G 
{1,2,...，n}, Ti + Tj for all i / j, and a^ - > ar- for i < j. 
Next, we can use a^  to calculate the allocation of the job Ji. For the job Ji, it 
requires Ui processors simultaneously, and the number of possible sets of the processors 
is given by m - Ui + 1, see Figure 3.1. 
We can now choose one set of the processors from all possible sets according to the 
value of ai. Let Qi be the set of processors assigned to the job Ji, and 仏 G Qi be the 
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Figure 3.1: Possible sets of the Ui processors required by Job J^  
P(m) 了 I 
Ji 
p(u.) — rn i i 
P(2) Ji 
p(i) T 
lowest position of the processors where 1 < qi < m. The qi is given by Equation(3.1): 
qi = CLi mod (m — Ui + 1) + 1 (3.1) 
Then the set Qi becomes {qi, qi + 1，..., {qi + Ui - 1)}, and all the processors in 
the set Qi will be assigned to the job Ji at the same time. 
When we get the priority list and the specified sets of the processors to each job, 




step 1: choose the highest priority job from the priority list. 
step 2: allocate the job to the processors in the set Qi at the earliest available time that 
can accommodate the whole job simultaneously. 
step 3: remove the job from the priority list. 
step 4: repeat steps (1)-(3) until the priority list is empty. 
3.1.1 Simple Example 
Now, let us take a simple example to illustrate the coding scheme as proposed 
above. Suppose there are 3 processors and 7 jobs with the required data in Table 3.1. 
Table 3.1: Data of the example 
Job number {Jj) Ji J2 J3 J4 J5 Je J7 
Processing time (pi) 4~~5~~8~~3~~U~~6~~~^ 
Processor Required {ui) 1 2 2 1 1 3 1 
Suppose a chromosome is given by: 
(10,7,20,9,17,22,3) 
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Then, according to our coding scheme, the priority list should be: 
{Je, J3, Jsj Ji，J4，J2, J7} 
By Equation(3.1), we can obtain the processors sets assigned to each job. 
For the job Ji, 
- qi = 10 mod (3 1 + 1) + 1 = 2，then Qi = {2} 
For the job J2, 
q2 = 7 mod (3 - 2 + 1) + 1 = 2，then Q2 = {2,3} 
And so on, all the processors sets can be calculated, see Table 3.2. 
Table 3.2: Processors sets to each job in the example 
Job number (J^) Ji J2 J3 J4 J5 Je J7 
Processor sets Qj || 2 2,3 T ^ 1 3 1,2,3 1 
Then, we use algorithm 1 to obtain the corresponding schedule, given by Figure 
3.2. 
Figure 3.2: Schedule for the example 
P3 J 5 ~ ~ 
P2 J 6 ^ ^ " ~ p T T l 2 
P1 3 J 4 | J 7 
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3.2 Similarity of Chromosomes 
A genetic algorithm usually adopts some criteria in its steps, like the parents selection 
step and the replacement step, so as to ensure the improvement over generations. 
Testing the similarity of the chromosomes can be employed as part of the criteria. 
For example, in order to keep the diversity of the search space, we can test the 
similarity of the chromosomes in the replacement step. A chromosome in the current 
population that is the most similar one to the offspring to be put into the population 
should be found and replaced by the offspring. To evaluate the "similarity" of the 
chromosomes, we need a distance measure such that if the distance between two 
chromosomes is shorter, then they are more similar, and vice versa. 
A common distance measure for two chromosomes in genetic algorithms is Ham-
ming distance [26], which simply counts the number of positions of two binary vec-
tors that are different from each other. Let two vectors be a = {ai , . . . , a„), and 
b = (bi,..., bn), where a, b G [0,1 . 
Then the Hamming distance is defined by 
n 
[ | a , - 6 , | (3.2) 
r=l 
For example, a = (1,0,0,1’ 0,1) and b = (0,0,1,1,0’ 0), then the distance between 
— 
a and b is 3. 
Some literature [23] defines the distance between two chromosomes of alphabet 
coding as the number of positions in which the letters at corresponding positions 
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differ. For example, the distance between a = {A,G,G,M, C,G,B,L) and h = 
(M, G, G, M, C, G, B, L) is 1, and the distance between a 二 {A, G, G, M, C, G, B, L) 
and b = (L, B, M, P, A, F, G, A) is 8. 
However, these distance measures cannot be applied to the coding scheme we pro-
posed above directly because each gene in the chromosome represents two types of 
value. We now propose a new method to measure the distance between two chro-
mosomes based on our coding system. As one can see from the previous section, for 
each chromosome, we obtain the priority value and the allocation value. Now, we 
use these two types of values to construct two vectors, the priority vector A and the 
allocation vector n. Consider chromosome a. Let A" = (A°,. . . , AJJ), where A° is the 
priority order o f job i, and if^ — (7rf,... ,7r°), where 7r" indicates the lowest position 
of the processors assigned to job i. 
Then, the distance between chromosome a and chromosome b, d(a,b), is defined 
as 
d(a, b) = |A: - A^| + \n^ - n^ 
n n 
=[丨入?-乂丨+ [丨兀「兀!'丨 （3.3) 
i = l i=l 
Let us take a simple example to illustrate this distance measure. Suppose there 
are 3 processors and 5 jobs, see Table 3.3. 
And, suppose two chromosomes are a = (17,5,10,18，3) and b = (10,19,12,4,32). 
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Table 3.3: Example of distance measure 
Job number (Jj) Ji J2 J3 J4 J5 
Processor Required Ui 2 1 3 2 1 
For the chromosome a, the priority list is 
{J4，Ji, J3, J2, J5} 
and hence, 
A^" = (2,4,3,l ,5). 
By Equation(3.1), we can obtain the processor sets assigned to each job, given in 
Table 3.4. Then, 
7f" = ( 2 , 3 , l , l , l ) . 
Table 3.4: Processor set Qi of chromosome a 
Job number {Jj) Ji J2 J3 J4 J5 
"Processor set Q; 2,3 3 1，2’3 T^2 1 
Similarly, we can obtain 
A—6 = (4’2，3,5，1) 
and 
7T^  = ( l , 2 , l , l , 3 ) . 
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By Equation(3.3), 
d{a, b) = |2 - 4| + |4 - 2| + |3 - 3| + |1 - 5| + |5 - 1 
+ | 2 - 1 | + | 3 - 2 | + 丨1 一 1| + |1 - 1| + | l - 3 
= 1 6 
The distance measure as defined in Equation (3.3) can be used as the similarity 
function in the replacement step to make GA less susceptible to premature conver-
gence. 
3.3 Fitness Evaluation 
When we apply the GAs to an optimization problem, the fitness evaluation highly 
depends on the objective function of the problem because the fitness of a chromosome 
should reflect the optimality of the corresponding solution. In an optimization prob-
lem, a good solution usually has a lower objective function value; on the contrary, 
in the GAs, a fitter chromosome should have a higher fitness value. So, we have to 
design a fitness function which map the objective function into fitness. An example 
is to use f{x) = ^ as a fitness function, where x is a chromosome, c{x) returns 
the objective value of the solution corresponding to the chromosome x. In this case, 
f(x) is defined as the fitness value of the chromosome x. Obviously, it is a nonlinear 
relationship such that a low objective value is mapped to a high fitness value, and 
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vice versa. A disadvantage with the above example is，as pointed in the literature, 
chromosomes with high fitness values will dominate the population very soon and 
premature convergence may occur quite soon. 
Our fitness function is as follow. We will first find out the worst chromosome with 
the highest objective value in the current population, and denote this value as M: 
M = max{c{xi)} Vx^  e the current population 
where c(xi) is the objective value of the chromosome Xi. Then the fitness function is 
defined as: 
f(x) = M-c(x)+e (3.4) 
where e > 0 is a small real number. The relationship between the objective values 
and the fitness values, according to (3.4), is depicted in Figure 3.3. The e is used to 
add a small fitness value to the worst chromosome, so it's fitness value will not be zero 
to give it a small chance to be selected. Since M will change over the generations, the 
previous generation will not affect the fitness evaluation in the current generation. 
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Figure 3.3: Linear relationship between fitness values and objective values 
M \ 
f(x) N ^ 
e ^ 
C ( X ) 
3.4 Configurations 
We will now describe the main components of our genetic algorithm. The integration 
of these components gives the genetic algorithm we propose to solve the multiprocessor 
job scheduling problem. 
3.4.1 Parent Selection 
Holland's [21] original GA used Rtness-proportionate selection, in which the "expected 
value" of an chromosome (i.e., the expected number of times an chromosome will be 
selected to reproduce) is that chromosome's fitness divided by the average fitness of 
the population. The expected value of an chromosome Xi is defined as follow: 
E(^E&h, (3.5) 
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where f{xi) is the fitness value of the chromosome i. The most cornmoii method to 
implement the fitness-proportionate selection is "Roulette Wheel" sampling. For a 
population with n chromosome, we first calculate the accumulated expected value of 
each chromosome, G(xi), as follow: 
G(xo) = 0 
G(xi) = G(xi^l) + E(x^) fori=l,2,3,...,n (3.6) 
It is obvious that, by Equation (3.5) and (3.6), 
G ( - ) = | # & t h 
So, there is no expected value of a chromosome greater than 1. In order to select N 
chromosomes as parents, we then repeat the following steps N times: 
step 1 randomly generate a real number r, where 0 < r < 1 
step 2 choose chromosome i as parent if G(xj_i) < r < G{xi), for i 二 1’ ..，n 
3.4.2 Multipoint Crossover 
Crossover is the basic operator for producing new chromosomes in the GAs. The sim-
plest form of crossover is single-point crossover, as described in Chapter 3. Research 
in the literature [26] has, however, revealed that the traditional single-point operator 
seems to be inferior to other crossover operators. In our GA, we will use multipoint 
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crossover. For multipoint crossover, some crossover positions, ki € {1,2, . . . , n — 1}, 
where n is the length of the chromosome, are chosen at random with no duplicates 
and sorted into ascending order. The number of crossover points must not be greater 
than the length of the chromosome. Then, the bits between successive crossover 
points are exchanged between the two parents to reproduce two new offspring. The 
section between the first allele position and the first crossover point is not exchanged 
between chromosomes, see Figure 3.4. 
Figure 3.4: Multipoint crossover 
II — I I II 
汁 II I—I H H ‘ 
Parents Offsprings 
The idea behind multipoint crossover is that the parts of the chromosome that 
contribute most to the performance of the chromosome may not necessarily be con-
tained in adjacent substrings. Further, the disruptive nature of multipoint crossover 
appears to encourage the exploration of the search space, rather than favouring con-
vergence to highly fit chromosomes early in the search, thus making the search more 
robust [29 . 
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3.4.3 Multipoint Mutation 
In GAs, mutation is randomly applied with low probability, and it is usually consid-
ered as a background operator. The role of mutation is often seen as recovering good 
genetic material which may be lost through the action of selection and crossover. As 
mentioned in Chapter 3，mutation can be order based and position based. In our 
GA，the order based mutation is employed. As the number of the jobs increases, the 
variation of the chromosome formed by single-point mutation may not be enough to 
encourage the exploration of the search space or to recover the good chromosomes. 
Hence, we use multipoint mutation. Similar to multipoint crossover, we choose some 
mutation points at random and sort them into ascending order, then the sections 
between two adjacent mutation points in a chromosome are interchanged as in Figure 
3.5. 
Figure 3.5: Multipoint mutation 
P _ t - x ^ ^ O 
Offspring I ^ M j ^ M 
3.4.4 Replacement Step 
Once offspring have been produced by genetic operators, we have to determine which 
members of the current population should be replaced. Usually, we keep the popula-
tion size constant over the generations. In the replacement step, the common method 
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is the "best replace worst" method in which the fittest offspring replace the least fit 
members. But, in this method, some potential members with small fitness values may 
be replaced or the good chromosome may dominate the population causing premature 
convergence. In our GA, the similarity function is used in the this step as follow: 
for each offspring 9 
find the most similar chromosome S in the current population by Equation 3.3 
i f f ( 0 ) > f ( S ) 
then replace the chromosome S by the offspring 9 
end if 
end for 
where f{x) is the fitness value of the chromosome x. The idea is that we replace 
the most similar chromosome in the current population by the offspring which is 
fitter. In this way, we can keep the diversity of the search space and ensure to have 
improvement over generations. 
3.4.5 Termination Criterion 
A termination criterion for GAs often uses the maximum number of generations 尤紐, 
under which the algorithm stops as soon as the number of generations is greater 
than tmax- Sometimes, termination is also controlled by a genotype diversity measure 
that allows to assess the average convergence of all allele positions throughout the 
population. In our GA, we terminate the algorithm by testing the diversity of the 
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search space. We calculate the variance of the fitness values of the whole population 
as follow: 
悄 = 亡 ( / ( ‘ 严 ) 2 
t r " _ i 
where f{x) is the mean fitness value and // is the population size. It is believed that if 
the variance of the fitness values is very small, then it will be difficult to have further 
improvement by genetic operations. So, we terminate the algorithms if V{t) < Vmin, 




In this chapter, we will evaluate, through computational experiments, the perfor-
mance of our genetic algorithm for the multiprocessor job scheduling problem. We 
will examine the problems with the total weighted completion time (J] WjCj) and the 
makespan (Cmax) as objective functions in Section 4.1 and Section 4.2 respectively. 
We will review some heuristic algorithms in each section and then report the compu-
tational results obtained by our genetic algorithm as compared with these heuristic 
algorithms. 
4.1 Total Weighted Completion Time 
In this section, we evaluate our genetic algorithm when it is applied to solve the prob-
lem of minimizing the total weighted completion time ^ w j C j . The fitness function 
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of a chromosome x given by Equation 3.4 now becomes: 
f{x) = M - Y^ WjCj + ^, 
where Cj is the completion time of job j obtained under the chromosome x and M 
is the greatest value of ^ WjCj among the population. We have found no literature 
studying the general case of the multiprocessor job scheduling problem with this ob-
jective yet. However, Lee and Cai(1998)[2] have investigated the case with only two 
processors and two types ofjobs: one-processor jobs and two-processor jobs, and have 
proposed a heuristic algorithm to solve the problem. To allow our genetic algorithm 
to be comparable with an existing algorithm for the same problem, in the following, 
we will consider only the problem P2\nonfix\Y,WjCj. 
4.1.1 Lee and Cai's Algorithm 
The idea of the algorithm proposed by Lee and Cai(1998)[2] is as follows. For any 
given instance of P2\nonfix\^ WjCj (denoted as Problem P), they construct a single 
processor problem (denoted as Problem P1), such that the optimal sequence for P 1 is 
a WSPT (Weighted Shortest Processing Time first) sequence, and the corresponding 
objective value is a lower bound for that of P . They generate a schedule for the 
original problem P by starting the jobs in the same order as that of WSPT sequence 
for P1. Specifically, the two problems, P and P1, as stated above are defined as: 
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Problem P: The original problem P2\nonfix\Y,WjCj with {pj,Wj). 
Problem P1: A one-processor problem with (p'^Wj) constructed from P by letting 
Pj = (l/2)Pj for one-processor jobs in P, p'j = pj for two-processor jobs in P, 
and Wj = Wj for all j. 
They propose the following heuristic algorithm: 
Step 1: Given P, generate P1 as described above and reindex the jobs with processing 
times p'j and weights Wj in the WSPT order. Namely, p'^/wj < p'j^Jwj+i for 
j = 1，. • - ,n- 1. 
Step 2: Assign job J j ( j = 1，• •.，n) with the original pj to the first available processor if 
J j is one-processorjob, or to the two processors when both ofthem are available 
if J j is two-processor job, while keeping the order of the job starting times the 
same as those in the WSPT schedule generated in Step 1. 
They show that the heuristic algorithm above has an error bound of 1. 
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4.1.2 Computational Results 
To evaluate the performance of our proposed GA, we have compared it with the 
heuristic algorithm described above. The processing time and the processor require-
ment for each job were randomly generated. The parameters used in the GA are : 
population size=200, crossover rate = 0.85, mutation rate=0.05, minimum variance 
Vmin = 10 and maximum number of generation = 3000. We have also employed mul-
tipoint crossover and multipoint mutation. Both the GA and Lee and Cai's algorithm 
were applied to solve the same problem instances on DEC alpha 500MHz. The results 
we obtained are summarized in Table 4.1. We can see from Table 4.1 that our GA 



































































































































































































































































































































































































4.1.3 On the Problem of Minimizing the Total Completion 
Time 
Lee and Cai(1998)[2] also modify their heuristic to solve the multiprocessor job 
scheduling problem of minimizing the total completion time. Problem P is defined as 
P2\nonfix\ ^ Cj and P l is also defined accordingly where Wj = 1 for all j. Recall 
that the rule of Shortest Processing Time first (SPT) is optimal for P l . So SPT 
will be used instead of WSPT. The heuristic algorithm described in Section 4.1.1 can 
then be adopted accordingly. As for our genetic algorithm, we can modify the fitness 
function of Equation 3.4 with c{x) now becoming ^Cj. 
Both our GA and Lee and Cai's algorithm were applied to solve the problem with 
X! Cj as the objective function. Again, in our GA, we used: population size=200, 
crossover rate = 0.85, mutation rate=0.05, minimum variance Vmin = 10 and max-
imum number of generation=3000. The results we obtained are given in Table 4.2, 























































































































































































































































































































































































































In this section, we consider the problem with the makespan as objective. Now, the 
fitness value of a chromosome in our GA is given as follow: 
/(rC) = M - Cmax + ^ 
where Cmax is the maximum completion time, obtained from the chromosome x, and 
M is the largest Cmax among the schedules in the current population, and e is a small 
real number. 
4.2.1 Mahesh's Algorithms and Linn & Chen's Algorithm 
For the problem Pm|nonfix|Cmax, Mahesh(1995)[16] has proposed two heuristic al-
gorithms: longest processing time first (LPT), and largest processor requirement first 
(LPR). Linn and Chen(1996)[17] have suggested another algorithm. Before we report 
the results we obtained in comparing our GA with these algorithms for the Cmax 
problem, let us now give a review on some more details of these algorithms. 
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Longest processing time first (LPT) 
This algorithm has been used in the classical model of parallel machine scheduling, 
Pm\\Cmaxi which assumes that there are only one-processor jobs. An error bound of 
the algorithm is below [1]: 
Cmax{LPT) ^ 4 1 
Cmax{OPT) - 3 一 ^ ' 
where Cmax{LPT) and Cmax{OPT) are the makespan of the schedule by LPT and 
that of the optimal schedule, respectively. Mahesh(1995)[16] extends the result to 
the general case with multiprocessor job. The algorithm [16] first sorts the given set 
of the jobs in non-increasing order of processing times and then schedules the jobs in 
this order. The current job to be scheduled is first pushed to the earliest time that 
it can fit. Then it is shifted to the lowest position at this time. Mahesh has shown 
that the error bound of this LPT algorithm is 
2m 
Hipt < :^^^^Hopt + L, 
where Hipt and H _ are the length of the LPT schedule and that of the optimal 
schedule respectively, m is the number of processors, and L is the length the longest 
job. 
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Largest processor requirement first (LPR) 
This algorithm [16] first sorts the jobs into m classes (5i,..., Sm) according to the 
number of processors they require, where m is the total number of processors available, 
so that all jobs in the class i {Si) require i processors at a time (see below). In each 
class, the jobs are then sorted and scheduled by the non-increasing order of processing 
times. Specifically, the algorithm has the following steps: 
1. Sort the jobs to generate m classes Si, 1 < i < m. 
2. Schedule the jobs from classes 5^, 5^_i , . •., 5[2m/3], in that order in one col-
umn. Denote the length of this part of the schedule by h2/3. 
3. Schedule the jobs from classes S^2m/3j ’ •. •， 3沖、 o n e column above the jobs 
scheduled in step 2. Denote the length covered by these jobs by /^/2. Hence, 
the total length of the schedule is /12/3 + h1/2. No more jobs will be scheduled 
earlier to this time. 
4. Schedule the remaining jobs from the classes 5—/2」，.•.，Si, in that order by 
pushing the next job to the earliest time that it can fit and then shifting to the 
lowest position at this time. 
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Mahesh [16] has shown that the error bound of this heuristic algorithm is 
Hipr < ( j - :^^)^opt + L, 
where � a n d Hopt are the length of the LPR schedule and that of the optimal 
schedule respectively, and L is the length of the longest job. 
Largest width with longest processing time first (LWLPT) 
Linn and Chen [17] propose this algorithm, quite similar to LPR but rather simple, 
and show that its error bound is (3 - l /m), where m is the number of processors. It 
first sorts the jobs into m classes (T\ . •., T^) according to the number of processors 
they require. In each class, the jobs are sorted by the non-increasing order of pro-
cessing time. Then 
for j = m to 1 do 
Using the LPT scheduling rule, assign each multiprocessor 
job in subset T^ to the j free processors. 
end for 
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4.2.2 Computational Results 
We have compared our genetic algorithm with the algorithms described above, (namely 
LPT, LPR, LWLPT). The processing time and the processor requirement for each job 
were randomly generated. The parameters used in the GA are : population size=200, 
crossover rate = 0.85, mutation rate=0.05, minimum variance Vmin = 10 and maxi-
mum number of generation=3000. Again, all algorithms were implemented on DEC 
alpha 500MHz. 
The results we obtained are summerized in Table 4.3. The results show that our 












































































































































































































































































































































































































































































































































































































































































In this thesis, the problem of multiprocessor job scheduling, where a job may require 
several processors to process simultaneously, has been studied. Although numerous 
particular models of this problem have been studied in the literature, no algorithms 
have seemed to be proposed which can handle the general problem effectively. In order 
to tackle the general multiprocessor jobs scheduling problem, we have proposed, in this 
thesis, a genetic algorithm with a new coding scheme. Our approach is to make use of 
the position value and priority value of the jobs in a schedule. The algorithm can be 
applied on problems with different objectives, like makespan, total flow time or total 
weighted flow time, by properly modifying the fitness function. The proposed coding 
scheme can effectively overcome the difficulty of generating infeasible offspring caused 
by genetic operators (crossover or mutation) in dealing with scheduling/sequencing 
problems using GAs. 
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To evaluate the performance of our algorithm, we have compared it, through 
computational experiments, with several heuristic algorithms having been proposed 
in the literature. The results show that our algorithm needed much more computing 
time than the heuristics, however, our algorithm could obtain much better solution. 
So, our algorithm is more suitable to planning problems, like the berth allocation 
problem. 
Many interesting research topics remain in connection with the multiprocessor 
jobs scheduling problems. Some are discussed below. 
In our model, we have assumed that preemption ofjobs is not allowed and the jobs 
are independent. It is interesting to consider models which relax these constraints, 
to reflect better the requirements in some computing systems and manufacturing 
systems. 
It is also interesting to generalize the assumption that the set of processors for 
each job is specified in advance. In addition, investigation of models where processors 
rriay not be identical, or rnay have multi-purposes, is also interesting. 
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