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Вивчаються розподiли двограничних функцiоналiв для пуасcонiвського процесу
з показниково розподiленими стрибками та дифузiйним збуренням.
Ключовi слова: Модель Коу, дифузiйно збурений пуасcонiський процес, двогра-
ничнi функцiонали.
Изучаются распределения двухграничных функционалов для процесса Пуассона
с показательно распределенными скачками и возмущением, порожденным винеров-
ским процессом.
Ключевые слова: Модель Коу, процесс Пуассона с возмущением, двухграничные
функционалы.
In this paper the distribution of two-sided boundary functionals for double
exponential jump diffusion processes are treated.
Key words: Kou’s model, jump-diffusion process, two-sided boundary functionals.
1. Вступ
На основi результатiв робiт [1; 2] розглянуто, так званi, двограничнi функцiо-
нали для процесу Коу – окремого випадку процесу Левi, в якому стрибкова скла-
дова має обмежену варiацiю, а додатнi та вiд’ємнi стрибки мають показниковий
розподiл. При дослiдженнi генератрис вiдповiдних функцiоналiв застосовується
факторизацiйний метод (див., наприклад, [2]), за яким розв’язок вiдповiдного рiв-
няння може бути визначений за термiнами розподiлiв екстремумiв процесу, зупи-
неного в показниково розподiлений момент часу.
Зазначимо, що iснує ряд альтернативних методiв дослiдження двограничних
функцiоналiв, розроблених для процесiв Левi, зокрема, метод послiдовних iтера-
цiй (див. [3] та [6, лема 6.1]), за яким генератриси двограничних функцiоналiв
можуть бути представленнi у виглядi ряду Неймана генератрис перестрибкових
функцiоналiв, та резольвентний метод [4], за яким розв’язок будується в термi-
нах резольвенти процесу (в припущеннi, що додатнi або вiд’ємнi стрибки мають
рацiональну характеристичну функцiю).
2. Процес Коу та його апроксимуючий процес
Процесом Коу називають стохастичний процес
ξ (t) = at+ σW (t) + S(t), ξ (0) = 0, t ≥ 0, (1)
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де a – обмежена стала, σ > 0, W (t) – стандартний вiнерiвський процес, S(t) –
складний пуассонiвський процес з iнтенсивнiстю стрибкiв λ > 0, якi мають дво-
стороннiй показниковий розподiл зi щiльнiстю
f (x) = pce−cxI{x≥0} + qbebxI{x<0}, (c, b, p, q > 0, p+ q = 1) . (2)
Якщо θs – показниково розподiлена випадкова величина з параметром s > 0
незалежна вiд ξ(t), тодi генератриса моментiв ξ (θs) має вигляд
Eerξ(θs) =
ˆ ∞
0
se−stEerξ(t)dt =
s
s− k(r) , Re[r] = 0,
де функцiя k (r) визначає кумулянту процесу ξ(t). Для процесу (1) кумулянта k (r)
має вигляд
k(r) = ar + r2
σ2
2
+ λr
(
p
c− r −
q
b+ r
)
. (3)
Одним з важливих методiв знаходження розподiлiв ряду функцiоналiв для
процесiв Левi є метод апроксимацiї викладений в [6]. За цим методом спочат-
ку будується дограничний процес, який має просту структуру. Використовуючи
стохастичнi спiввiдношення для функцiоналiв дограничного процесу виводяться
iнтегро-диференцiальнi рiвняння для генератриси вiдповiдного розподiлу. Пiсля
розв’язання отриманого рiвняння i переходу до границi можемо одержати резуль-
тат для основного процесу.
Дограничним процесом Коу будемо називати процес
ξn (t) = ant+ Sn(t),
де an = a+3nσ2/2, Sn (t) – складний пуассонiвський процес з iнтенсивнiстю стриб-
кiв λn = λp+ 3n2σ2 + λqe−b/n та їх щiльнiстю
fn (x) =

p1 (n) ce
−cx, x ≥ 0;
p2 (n)n, − 1n ≤ x < 0;
p3 (n) be
b(x+1/n), x ≤ − 1
n
,
де p1 (n) = λp/λn, p2n (n) = 3n2σ2/λn, p3 (n) = e−b/nλq/λn. Тобто в якостi догранич-
ного процесу розглянемо косо-схiдчастий процес з додатним знесенням (можливо
починаючи з деякого n), показниково розподiленими додатними стрибками, крiм
того розподiл вiд’ємних стрибкiв є сумiшшю показникового та рiвномiрного роз-
подiлiв.
Процес ξn(t) є апроксимуючим для процесу Коу ξ(t). Позначимо подiю An (T ) =
=
{
ω : supt≤T |ξ (t)− ξn (t)| > 1/
√
n
}
, тодi за нерiвнiстю Колмогорова (див. [6]):
P (An (T )) ≤ Tn2e−b/nb2
(
eb/n − 1− b/n− b2
2n2
)
∼ 1
n2
, тобто для будь-якого T > 0 ряд
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∑
n≥1 P (An (T )) є збiжний i за лемою Бореля-Кантелi P
{⋃
n≥1
⋂
k≥nAk (T )
}
= 1,
отже
P
{⋂
T>0
lim
n→∞
sup
0≤t≤T
|ξ (t)− ξn (t)| = 0
}
= 1.
Для кумулянти дограничного процесу маємо
kn (r) = anr +
ˆ ∞
−∞
(erx − 1)λnfn (x) dx = ar + λqe−b/n
(
b
b+ r
er/n − 1
)
+
+ λp
(
c
c− r − 1
)
− 3n
3σ2
r
(
e−r/n − 1 + r/n− 1
2
(r/n)2
)
−→
n→∞
k (r) .
Тодi згiдно з [5] скiнченно вимiрнi розподiли дограничного процесу збiгаються
до вiдповiдних скiнченно вимiрних розподiлiв граничного процесу i для деякої
константи C, що можливо залежить вiд  > 0
limn→∞ sup
|t1−t2|≤h
P {|ξn (t1)− ξn (t2)| > } ≤ Ch.
За теоремою 5 §5, гл. VI, т. I [5], якщо fT (x (·)) – довiльний функцiонал заданий на
просторi Скорохода D[0,T ] (R), майже усюди неперервний в топологiї цього просто-
ру вiдносно мiри µ[0,T ], що вiдповiдає процесу ξ (t) на [0, T ], то розподiл fT (ξn (·))
збiгається до розподiлу величини fT (ξ (·)). Згiдно з [6] до таких функцiоналiв вiд-
носяться супремум, iнфiмум процесу, перестрибковi та двограничнi функцiонали.
Базовими функцiоналами є екстремуми процесу:
ξ+ (t) = sup
u≤t
ξ (u) , ξ− (t) = inf
u≤t
ξ (u) .
У термiнах функцiй розподiлу цих функцiоналiв можуть бути вираженi розподiли
перестрибкових та двограничних функцiоналiв. При цьому важливе значення має
основна факторизацiйна тотожнiсть (тотожнiсть Спiтцера-Рогозiна)
Eerξ(θs) = Eerξ
+(θs)Eerξ
−(θs),Re[r] = 0,
де множники Eerξ±(θs) мають аналiтичне продовження на пiвплощини Re[r] ≥ 0 та
Re[r] ≤ 0, вiдповiдно.
Згiдно з [1] кумулянтне рiвняння k (r) = s для процесу ξ (t) має два додатнi
коренi ρ1,2 (s) : ρ1 (s) < c < ρ2 (s) та два вiд’ємнi −r1,2 (s) : r1 (s) < b < r2 (s), якi
повнiстю визначають щiльностi розподiлiв екстремумiв та генератрису спiльного
розподiлу перестрибкових функцiоналiв.
Лема 1 ([1]). Для процесу Коу щiльностi розподiлiв супремуму та iнфiмуму є
сумiшшю експонент:
P ′+ (s, x) =
∂
∂x
P
{
ξ+ (θs) < x
}
= A+1 e
−ρ1(s)x + A+2 e
−ρ2(s)x, x > 0, (4)
P ′− (s, x) =
∂
∂x
P
{
ξ− (θs) < x
}
= A−1 e
r1(s)x + A−2 e
r2(s)x, x < 0, (5)
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де A+i = (−1)i−1 c−ρi(s)c ρ1(s)ρ2(s)ρ2(s)−ρ1(s) та A−i = (−1)i−1
b−ri(s)
b
r1(s)r2(s)
r2(s)−r1(s) , i = 1, 2.
Для моменту першого виходу за рiвень x ≥ 0: τ+ (x) = inf {t ≥ 0 : ξ (t) > x},
та перестибку в цей момент γ+ (x) = ξ (τ+ (x))−x має мiсце властивiсть умов-
ної незалежностi та умовної вiдсутностi пам’ятi вiдносно подiї {γ+ (x) > 0}:
E
[
e−sτ
+(x), γ+ (x) = 0, τ+ (x) <∞
]
=
c− ρ1 (s)
ρ2 (s)− ρ1 (s)e
−ρ1(s)x +
ρ2 (s)− c
ρ2 (s)− ρ1 (s)e
−ρ2(s)x,
(6)
E
[
e−sτ
+(x)−uγ+(x), γ+ (x) > 0, τ+ (x) <∞
]
=
=
(c− ρ1 (s)) (ρ2 (s)− c)
c (ρ2 (s)− ρ1 (s))
(
e−ρ1(s)x − e−ρ2(s)x) c
c+ u
. (7)
Використовуючи формули (4) – (7) можемо отримати спiввiдношення для ге-
нератрис функцiоналiв процесу Коу, пов’язаних з виходом процесу з деякого iн-
тервалу.
3. Двограничнi функцiонали
Розглянемо момент виходу з iнтервалу (0 < x < T )
τ (x, T ) = inf {t ≥ 0 : ξ (t) /∈ (x− T, x)} ,
та будемо вважати, що τ (x, T ) = 0 при x /∈ (0, T ). Позначимо подiї виходу через
верхню та нижню границi через
A+ (x) = {ω : ξ (τ (x, T )) ≥ x} , A− (x) = {ω : ξ (τ (x, T )) ≤ x− T} ,
та генератриси моменту виходу через верхню та нижню границю, вiдповiдно
QT (s, x) = E
[
e−sτ(x,T ), A+ (x)
]
, QT (s, x) = E
[
e−sτ(x,T ), A− (x)
]
.
Для знаходження генератриси моменту виходу з iнтервалу спочатку розглянемо
дограничний процес, i перейшовши до границi при n→∞, одержимо вiдповiдний
результат для процесу Коу. Для простоти запису залежнiсть параметрiв догра-
ничного процесу вiд n не буде явно вiдмiчатись.
3.1. Генератриса моменту виходу з iнтервалу
Розглянемо стохастичне спiввiдношення для τ (x, T ) на A+ (x). Нехай ζ – мо-
мент першого стрибка, η – величина першого стрибка процесу ξn (t) (рис. 1), тодi
τ (x, T ) =˙

x/a, aζ > x;
ζ + τ (x− aζ − η, T ) , aζ < x, x− T < aζ + η < x;
ζ, aζ < x, aζ + η ≥ x.
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Рис. 1. Траєкторiя дограничного процесу
На основi даного стохастичного спiввiдношення для генератриси QT (s, x) ви-
водимо
QT (s, x) =E
[
e−sx/a, aζ > x
]
+ E
[
e−s(ζ+τ(x−aζ−η,T )), aζ < x, x− T < aζ + η < x]+
+ E
[
e−sζ , aζ < x, aζ + η ≥ x] .
Враховуючи, що ζ має показниковий розподiл з параметром λ, а η має щiльнiсть
f (x), одержимо
QT (s, x) =e−(s+λ)
x
a +
ˆ x/a
0
λe−(s+λ)y
ˆ x−ay
x−ay−T
QT (s, x− ay − z) f (z) dzdy+
+
ˆ x/a
0
λe−(s+λ)y
ˆ ∞
x−ay
f (z) dzdy,
i, використовуючи граничнi умови:
QT (s, x) =
{
1, x ≤ 0;
0, x ≥ T,
маємо
QT (s, x) = e−(s+λ)
x
a +
λ
a
ˆ x
0
e−(s+λ)
x−y
a
ˆ ∞
−∞
QT (s, y − z) f (z) dzdy.
Продиференцiювавши одержане рiвняння за x, виводимо рiвняння для генератри-
си моменту виходу з iнтервалу через верхню границю при 0 < x < T :
a
∂
∂x
QT (s, x) = − (s+ λ)QT (s, x) + λ
ˆ ∞
−∞
QT (s, x− z) f (z) dz,
яке пiсля визначення для x ≥ T з урахуванням граничних умов, буде мати вигляд
a
∂
∂x
QT (s, x) = − (s+ λ)QT (s, x) + λ
ˆ ∞
−∞
QT (s, x− z) f (z) dzdy − CT (x) ,
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де CT (x) = λ
´∞
−∞Q
T (s, x− z) f (z) dzI{x≥T} та I{·} – iндикаторна функцiя. Вико-
ристовуючи основну факторизацiйну тотожнiсть та операцiю проектування [·]J ,
J ⊂ (−∞,∞): для абсолютно iнтегровної на дiйснiй осi функцiї g (x)[ˆ ∞
−∞
erxg (x) dx
]
J
=
ˆ
J
erxg (x) dx;
[ˆ ∞
−∞
erxg (x) dx+ C
]0
±
= ∓
ˆ ±∞
0
erxg (x) dx+C,
з одержаного рiвняння з указаними граничними умовами можна визначити iнте-
гральне перетворення для генератриси моменту виходу через верхню границю.
Лема 2. Iнтегральне перетворення генератриси QT (s, x) для дограничного про-
цесу Коу має вигляд
ˆ ∞
0
erxQT (s, x) dx = s−1Eerξ
+(θs)
[
Eerξ
−(θs)a
(
1− erTQT (s, T − 0))]0
+
+
+ s−1Eerξ
+(θs)
[
Eerξ
−(θs)
ˆ ∞
0
erx
(ˆ 0
−∞
QT (s, z)λf (x− z) dz − CT (x)
)
dx
]0
+
. (8)
Доведення. Оскiльки функцiя QT (s, x) має стрибок у точцi T , тобто QT (s, T − 0)
6= QT (s, T ) = 0, то
−ar
ˆ ∞
0
erxQT (s, x) dx = a
(
1− erTQT (s, T − 0))+ ˆ ∞
0
erxa
∂
∂x
QT (s, x) dx,
ˆ ∞
0
erxa
∂
∂x
QT (s, x) dx = − (s+ λ)
ˆ ∞
0
erxQT (s, x) dx+
+
ˆ ∞
0
erx
ˆ ∞
−∞
QT (s, x− z)λf (z) dzdx−
ˆ ∞
0
erxCT (x) dx.
Звiдки
− ar
ˆ ∞
0
erxQT (s, x) dx = a
(
1− erTQT (s, T − 0))− (s+ λ)ˆ ∞
0
erxQT (s, x) dx+
+
ˆ ∞
0
erxQT (s, x) dx
ˆ ∞
−∞
erzλf (z) dz +
ˆ ∞
0
erx
ˆ 0
−∞
QT (s, z)λf (x− z) dzdx−
−
ˆ 0
−∞
erx
ˆ ∞
0
QT (s, z)λf (x− z) dzdx−
ˆ ∞
0
erxCT (x) dx,
або
(s− k (r))
ˆ ∞
0
erxQT (s, x) dx = a
(
1− erTQT (s, T − 0))− ˆ ∞
0
erxCT (x) dx+
+
ˆ ∞
0
erx
ˆ 0
−∞
QT (s, z)λf (x− z) dzdx−
ˆ 0
−∞
erx
ˆ ∞
0
QT (s, z)λf (x− z) dzdx,
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Використовуючи основну факторизацiйну тотожнiсть та операцiю проектуван-
ня, отримаємо
s
ˆ ∞
0
erxQT (s, x) dx = Eerξ
+(θs)
[
Eerξ
−(θs)a
(
1− erTQT (s, T − 0))]0
+
−
− Eerξ+(θs)
[
Eerξ
−(θs)
ˆ 0
−∞
erx
ˆ ∞
0
QT (s, z)λf (x− z) dzdx
]0
+
+
+ Eerξ
+(θs)
[
Eerξ
−(θs)
ˆ ∞
0
erx
(ˆ 0
−∞
QT (s, z)λf (x− z) dz − CT (x)
)
dx
]0
+
де другий доданок пiсля проектування дорiвнює нулю.
Пiсля обернення спiввiдношення (8) по r одержуємо
sQT (s, x) = sP ′+ (s, x)C+ (s)− aQT (s, T − 0)×
×
(ˆ min{x−T,0}
−T
P ′+ (s, x− y − T )P ′− (s, y) dy + p− (s)P ′+ (s, x− T ) I{x≥T}
)
+
+
ˆ x
0
ˆ 0
−∞
ˆ 0
−∞
QT (s, u)λf (x− y − z − u) dudP− (s, z) dP+ (s, y)−
−
ˆ x
0
ˆ 0
−∞
CT (x− y − z) dP− (s, z) dP+ (s, y) . (9)
Враховуючи, що при u ≤ 0, QT (s, u) = 1, та при u > 0, λf (u) = λpce−cu, маємо
ˆ 0
−∞
QT (s, u)λf (x− y − z − u) du =
ˆ 0
−∞
λf (x− y − z − u) du = λpe−c(x−y−z),
CT (x− y − z) = λpe−c(x−y−z)
(ˆ T
0
QT (s, u) cecudu+ 1
)
I{x−y−z≥T}.
Позначивши C0 (T ) =
´ T
0
QT (s, u) cecudu + 1 та C1 (T ) = s−1aQT (s, T − 0), пiдста-
вимо одержанi спiввiдношення до (9):
QT (s, x) = P
{
ξ+ (θs) ≥ x
}− C1 (T )ˆ min{x−T,0}
−T
P ′+ (s, x− y − T ) dP− (s, y)−
− C0 (T )
ˆ x
0
ˆ x−y−T
−∞
s−1λpe−c(x−y−z)dP− (s, z) dP+ (s, y) . (10)
Формула (10) визначає генератрису моменту виходу через верхню границю для
дограничного процесу Коу.
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Теорема 1. Для процесу Коу генератриса моменту виходу з iнтервалу (x− T, x),
0 ≤ x ≤ T через верхню границю має вигляд
QT (s, x) = P
{
ξ+ (θs) ≥ x
}− C1 (T )ˆ x−T
−T
P ′+ (s, x− y − T )P ′− (s, y) dy−
− C0 (T )
ˆ x
0
ˆ x−y−T
−∞
s−1λpe−c(x−y−z)P ′− (s, z)P
′
+ (s, y) dzdy. (11)
де P ′± (s, x) визначаються формулами (4) – (5), а величини C0 (T ) та C1 (T ) за-
довольняють рiвняння C0 (T ) =
´ T
0
QT (s, u) cecudu+ 1 та QT (s, T ) = 0.
Для генератриси моменту виходу через нижню границю вiрне аналогiчне
спiввiдношення
QT (s, x) = P
{
ξ− (θs) ≤ x− T
}− C1 (T )ˆ T
x
P ′− (s, x− y)P ′+ (s, y) dy−
− C0 (T )
ˆ 0
x−T
ˆ ∞
x−y
s−1λqeb(x−y−z−T )P ′+ (s, z)P
′
− (s, y) dzdy. (12)
де C0 (T ) та C1 (T ) задовольняють рiвняння C0 (T ) =
´ T
0
QT (s, u) be
−b(u−T )du+ 1
та QT (s, 0) = 0.
Доведення. Враховуючи, що за умови n → ∞ розподiли екстремумiв та роз-
подiл моменту виходу з iнтервалу для дограничного процесу збiгаються до роз-
подiлiв вiдповiдних функцiоналiв процесу Коу: P n± (s, x) → P± (s, x), QTn (s, x) →
QT (s, x), то Cn0 (T ) → C0 (T ) та Cn1 (T ) → C1 (T ). Крiм того, враховуючи, що
P {ξ−n (θs) = 0} → 0, пiсля граничного переходу за n → ∞ з (10) одержуємо (11).
Для того, щоб вивести формулу для генератриси виходу через нижню границю,
можемо використати той факт, що QT (s, x) = QT1 (s, T − x), де QT1 (s, x) генера-
триса моменту виходу через верхню границю для процесу ξ1 (t) = −ξ (t).
Позначимо iнтеграли у формулi (11) через
J1 (s, x, T ) =
ˆ x−T
−T
P ′+ (s, x− y − T )P ′− (s, y) dy,
J2 (s, x, T ) =
ˆ x
0
ˆ x−y−T
−∞
s−1λpe−c(x−y−z)P ′− (s, z)P
′
+ (s, y) dzdy,
тодi
QT (s, x) = P
{
ξ+ (θs) ≥ x
}− C1 (T ) J1 (s, x, T )− C0 (T ) J2 (s, x, T ) .
Для знаходження C0 (T ) , C1 (T ) використаємо граничнi умови для генератриси
QT (s, x): QT (s, T ) = 0 та
´ T
0
QT (s, u) cecudu+ 1 = C0 (T ), з яких отримаємо
C0 (T ) =
(
1 + J˜0
)
J1 − J˜1J0
J1
(
1 + J˜2
)
− J2J˜1
, C1 (T ) =
(
1 + J˜2
)
J0 − J2
(
1 + J˜0
)
J1
(
1 + J˜2
)
− J2J˜1
,
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де J0 = P {ξ+ (θs) ≥ T} , J1 = J1 (s, T, T ), J2 = J2 (s, T, T ), J˜0 =
´ T
0
P+ (s, u) ce
cudu,
J˜1,2 =
´ T
0
J1,2 (s, u, T ) ce
cudu.
3.2. Спiльний розподiл двограничних функцiоналiв
Розглянемо додатково величину перестрибку через границю iнтервалу
γT (x) = (ξ (τ (x, T ))− x)IA+(x) + (x− T − ξ(τ(x, T ))IA−(x).
Застосовуючи подiбнi мiркування як у попередньому параграфi, можемо отрима-
ти, що спiльна генератриса для розподiлу моменту виходу через верхню границю
та перестрибку в цей момент задовольняє аналогiчне до (11) рiвняння (Im(α) = 0)
E
[
e−sτ(x,T )+iαγT (x), A+ (x)
]
= E
[
e−sτ
+(x)+iαγ+(x), τ+ (x) <∞
]
−
− C1 (T, α) J1(s, x, T )− C0 (T, α) J2(s, x, T ), (13)
де C0 (T, α) та C1 (T, α) задовольняють рiвняння E
[
e−sτ(T,T )+iαγT (T ), A+ (T )
]
= 0 та
C0 (T, α) =
´ T
0
E
[
e−sτ(u,T )+iαγT (u), A+ (u)
]
cecudu+ c(c− iα)−1.
Використовуючи позначення
V0 = E
[
e−sτ
+(T ), γ+ (T ) = 0, τ+ (T ) <∞
]
, V> = E
[
e−sτ
+(T ), γ+ (T ) > 0, τ+ (T ) <∞
]
,
V˜0 =
ˆ T
0
E
[
e−sτ
+(u), γ+ (u) = 0, τ+ (u) <∞
]
cecudu,
V˜>0 =
ˆ T
0
E
[
e−sτ
+(u), γ+ (u) > 0, τ+ (u) <∞
]
cecudu,
з формули (13) знаходимо спiльну генератрису в матричнiй формi
E
[
e−sτ(x,T )+iαγT (x), A+ (x)
]
= E
[
e−sτ
+(x), γ+ (x) = 0, τ+ (x) <∞
]
+
+ E
[
e−sτ
+(x), γ+ (x) > 0, τ+ (x) <∞
] c
c− iα−
− (J1 (s, x, T ) ; J2 (s, x, T ))
(
J1 J2
J˜1 1 + J˜2
)−1(
V0 +
c
c−iαV>
V˜0 +
c
c−iα V˜>
)
.
Звiдки безпосередньо випливає таке твердження.
Теорема 2. Для генератриси спiльного розподiлу моменту виходу процесу Коу
з iнтервалу (x− T, x) через верхню границю та перестрибку в цей момент за
умови 0 ≤ x ≤ T мають мiсце такi спiввiдношення
E
[
e−sτ(x,T ), γT (x) = 0, A+ (x)
]
= E
[
e−sτ
+(x), γ+ (x) = 0, τ+ (x) <∞
]
−
− (J1 (s, x, T ) ; J2 (s, x, T ))
(
J1 J2
J˜1 1 + J˜2
)−1(
V0
V˜0
)
(14)
100
ДВОГРАНИЧНА ЗАДАЧА ДЛЯ ПРОЦЕСУ КОУ
та
E
[
e−sτ(x,T )+iαγT (x), γT (x) > 0, A+ (x)
]
=
c
c− iα
(
E
[
e−sτ
+(x), γ+ (x) > 0, τ+ (x) <∞
]
−
− (J1 (s, x, T ) ; J2 (s, x, T ))
(
J1 J2
J˜1 1 + J˜2
)−1(
V>
V˜>
))
. (15)
З формул (14) – (15) випливають властивостi умовної незалежностi моменту
виходу з iнтервалу через верхню границю та перестрибку в цей момент, а також
умовної вiдсутностi пам’ятi вiдносно подiї {γT (x) > 0}.
3.3. Щiльнiсть розподiлу процесу до моменту виходу з iнтервалу
Для знаходження генератриси розподiлу процесу до моменту виходу з iнтер-
валу застосуємо тотожнiсть Печерського (див., наприклад, [2, теорема 4.3])
E
[
eiαξ(θs), τ (x, T ) > θs
]
=
= Eeiαξ
+(θs)
[
Eeiαξ
−(θs)
(
1− eiαxE [e−sτ(x,T )+iαγT (x), A+ (x)])]
[x−T,∞)
=
= Eeiαξ
+(θs)
[
Eeiαξ
−(θs)
]
[x−T,∞)
−
− Eeiαξ+(θs)
[
Eeiαξ
−(θs)eiαxE
[
e−sτ(x,T ), γT (x) = 0, A+ (x)
]]
[x−T,∞)
−
− Eeiαξ+(θs)
[
Eeiαξ
−(θs)eiαxE
[
e−sτ(x,T )+iαγT (x), γT (x) > 0, A+ (x)
]]
[x−T,∞)
. (16)
Для першого доданку в (16) знаходимо, що
Eeiαξ
+(θs)
[
Eeiαξ
−(θs)
]
[x−T,∞)
=
ˆ ∞
0
eiαzP ′+ (s, z) dz
ˆ 0
x−T
eiαyP ′− (s, y) dy =
=
ˆ ∞
x−T
eiαz
ˆ min{0,z}
x−T
P ′+ (s, z − y)P ′− (s, y) dydz,
для другого отримаємо
Eeiαξ
+(θs)
[
Eeiαξ
−(θs)eiαxE
[
e−sτ(x,T ), γT (x) = 0, A+ (x)
]]
[x−T,∞)
=
=
ˆ ∞
x−T
eiαz
ˆ min{z,x}
x−T
P ′+ (s, z − y)P ′− (s, y) dyE
[
e−sτ(x,T ), γT (x) = 0, A+ (x)
]
,
та для третього
Eeiαξ
+(θs)
[
Eeiαξ
−(θs)eiαxE
[
e−sτ(x,T )+iαγT (x), γT (x) > 0, A+ (x)
]]
[x−T,∞)
=
=
ˆ ∞
x−T
eiαz
ˆ z
x−T
P ′+ (s, z − v)
ˆ min{x,v}
−∞
ce−c(v−y)P ′− (s, y) dydvdz×
× E [e−sτ(x,T ), γT (x) > 0, A+ (x)] .
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Пiсля обернення генератриси (16) по α знаходимо щiльнiсть процесу зупине-
ного у показниково розподiлений час до моменту виходу з iнтервалу.
Теорема 3. Щiльнiсть розподiлу процесу Коу до моменту виходу з iнтервалу
(x− T, x) має вигляд
hs (T, x, z) =
∂
∂z
P {ξ (θs) < z, τ (x, T ) > θs} =
ˆ min{0,z}
x−T
P ′+ (s, z − y)P ′− (s, y) dy−
−
ˆ min{z,x}
x−T
P ′+ (s, z − y)P ′− (s, y) dyE
[
e−sτ(x,T ), γT (x) = 0, A+ (x)
]−
−
ˆ z
x−T
P ′+ (s, z − v)
ˆ min{x,v}
−∞
ce−c(v−y)P ′− (s, y) dydvE
[
e−sτ(x,T ), γT (x) > 0, A+ (x)
]
.
(17)
Щiльнiсть hs (T, x, y) визначає спiльний розподiл {ξ− (θs) , ξ (θs) , ξ+ (θs)} (див.
детально [3]).
Приклад. У якостi прикладу розглянемо два випадки параметрiв процесу (табл. 1).
Основна їх вiдмiннiсть полягає у тому, що математичне сподiвання m = Eξ(1) має
рiзнi знаки: в першому випадку m < 0, а в другому m > 0. Знак математичного
сподiвання впливає на асимптотику коренiв кумулянтного рiвняння.
Спочатку з рiвняння
ar + r2
σ2
2
+ λr
(
p
c− r −
q
b+ r
)
= s
отримуємо наближенi значення коренiв, а потiм за допомогою формул (4) - (5)
обчислюємо щiльностi iнфiмуму та супремуму процесу.
Таблиця 1
Щiльностi екстремумiв
Випадок 1)
Параметри a = −3.05, p = 0.75, λ = 4, c = 2, b = 8, σ = 0.5, s = 4/45
Коренi r2 ≈ 8.2084, r1 ≈ 0.0515, ρ1 ≈ 1.0000, ρ2 ≈ 13.4599
Щiльностi P ′−(s, x) ≈ 0.0515e0.0515x + 0.0014e8.2084x, x < 0
P ′+(s, x) ≈ 6.1898e−13.4599x + 0.5401e−1.0000x, x > 0
Випадок 2)
Параметри a = 1, p = 0.2, λ = 6, c = 2, b = 8, σ = 2, s = 1
Коренi r2 ≈ 8.6470, r1 ≈ 1.3654, ρ1 ≈ 0.5504, ρ2 ≈ 2.4621
Щiльностi P ′−(s, x) = 1.3447e1.3654x + 0.1311e8.6470x, x < 0
P ′+(s, x) = 0.1638e
−2.4621x + 0.5138e−0.5504x, x > 0
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Пiдставляючи знайденi щiльностi екстремумiв до формул (11) – (12), одержує-
мо зображення для генератриси виходу через верхню та нижню границю вiдпо-
вiдно, а також їх суми Q (s, x, T ) = Ee−sτ(x,T ) (рис. 2). Зазначимо, що вiдповiднi
вирази є достатньо громiздкими тому явнi формули не наводяться.
Рис. 2. Генератриси виходу з iнтервалу (x− T, x)
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