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Magnetic skyrmion crystals are topological magnetic textures arising in the chiral ferromagnetic
materials with Dzyaloshinskii-Moriya interaction. The magnetostatic fields generated by magnetic
skyrmion crystals are first studied by micromagnetic simulations. For Ne´el-type skyrmion crystals,
the fields will vanish on one side of the crystal plane, which depend on the helicity; while for
Bloch-type skyrmion crystals, the fields will distribute over both sides, and are identical for the
two helicities. These features and the symmetry relations of the magetostatic fields are understood
from the magnetic scalar potential and magnetic vector potential of the hybridized triple-Q state.
The possibility to construct magnetostatic field at nanoscale by stacking chiral ferromagnetic layers
with magnetic skyrmion crystals is also discussed, which may have potential applications to trap
and manipulate neutral atoms with magnetic moments.
The lack of spatial inversion symmetry in chiral fer-
romagnets can give rise to the anistropic exchange in-
teraction between the neighbouring magnetic moments,
i.e. the Dzyaloshinskii-Moriya (DM) mechanism[1, 2].
In contrast to the Heisenberg exchange interaction,
which stabilizes the collinear magnetic structure with
minimized free energy, DM interaction prefers non-
collinear magnetic structures and enables the chiral fer-
romagnets to host the topological-protected magnetic
skyrmions[3–8]. Magnetic skyrmions are particle-like
topological defects in the magnetization configuration,
and their swirling structures are characterized by topo-
logical skyrmion numbers[9]. The exchange coupling be-
tween the magnetic skyrmions and the conduction elec-
trons can further result in the exotic dynamics of emer-
gent electromagnetic field[9, 10], such as topological Hall
effect[11–14] and skyrmion Hall effect[15, 16]. The at-
tractive properties of magnetic skyrmions have been in-
tensivley utilized to design and develop skyrmion-based
topological electronics devices[17–19].
The magnetostatic field distribution generated by mag-
netic skyrmions, as governed by the Maxwell equa-
tions, is one of the fundamental physical features of
these topological objects. Indeed, one important way
to observe the magnetic skyrmions or other magne-
tised microstructures of magnetization is to detect their
magnetic field profiles with various sensing techniques,
including Lorentz transmission electron microscopy[6],
magnetic force microscopy[20, 21], nitrogen-vacancy
magnetometry[22–24], etc. Understanding the mag-
netostatic features of magnetic skyrmions will also
be meaningful for designing skyrmion-based electron-
ics devices[17–19]. Furthermore, magnetic skyrmions
have the potential applications to design magnetic micro-
traps, which are used to trap and manipulate ultracold
atoms[25, 26]. In this Letter, we will investigate the mag-
netostatic fields generated by magnetic skyrmion crystals
(SkXs) with different helicities, and show the possibility
to construct the field distributions at nanoscale through
stacking the chiral ferromagnet films for further applica-
tions.
We consider a two-dimensional chiral ferromagnetic
film placed in the external magnetic field, which can host
magnetic skyrmion crystals[9, 27]. Its energy functional
in terms of the normalized magnetic moments {mi} on
the discretized square lattice is given as
E [{mi}] = −J
∑
〈i,j〉
mi ·mj −D ·
∑
〈i,j〉
mi ×mj −B ·
∑
i
mi.
(1)
Here, mi denotes the normalized magnetic moment at
lattice site i, and the summation 〈i, j〉 is over the nearest
lattice sites i and j; the first term in (1) describes the
ferromagnetic exchange interaction, where J > 0 is the
interaction strength; the second term in (1) describes the
DM interaction, where the form of D can be either Drˆij
or Drˆij × eˆz, with the notations rij = rj − ri and eˆz =
(0, 0, 1); the third term in (1) describes the Zeeman effect,
where B is the external magnetic field.
For a given parameter set {J,D,B}, the stable mag-
netization configuration {m0i } is achieved by mini-
mizing the energy functional E via Landau-Lifshitz-
Gilber(LLG) equation. Depending on the relative di-
rection of D and ri,j , the obtained SkXs can be clas-
sified with four different helicities[9] (γ = 0, pi for Ne´el-
type SkXs and γ = ±pi2 for Bloch-type SkXs), where
Dˆ · rˆi,j = sin γ and Dˆ · (rˆi,j × eˆz) = cos γ. The result-
ing dimensionless magnetic field B(r) is the summation
over the magnetic dipole field generated by each magnetic
moment m0i , i.e.
B(r) =
∑
i
3(m0i · Rˆi)Rˆi −m0i
R3i
. (2)
Here, Ri = r− ri denotes the displacement vector from
the ith lattice site ri to the spatial point r.
The magnetic skyrmion crystals with four different he-
licities γ on a 60 × 52 square lattice and the associ-
ated magnetic field distributions are obtained numeri-
cally and shown in Fig. 1. Here, we set[27] J = 1 meV,
D = ±0.238 meV, B = (0, 0, 0.035) meV, and the pe-
riodic boundary condition is exploited. The magnetic
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FIG. 1. (Color online) The magnetization configurations m(r) and the associated magnetostatic field distributions B(r) at the
x-y planes at z = ±5 and the x-z plane at y = 26 for magnetic skyrmion crystals with different helicities γ. (a) γ = 0; (b)
γ = pi; (c) γ = −pi
2
; (d) γ = pi
2
. The lattice constant is set as 1 here.
moment in the center of each skyrmion will point to-
wards the −eˆz direction, which is opposite to the ap-
plied magnetic field. As expected, all the four calcu-
lated magnetostatic fields have the same period as the
original SkXs, and the field strength will decay at dis-
tance away from the crystal plane at z = 0. Im-
pressively, for the Ne´el-type SkXs with helicity γ = 0
(γ = pi), the field strength in the upper half-space z > 0
is much stronger(weaker) than that in the lower half-
space z < 0, and the field components satisfy the sym-
metry relations Bγ=0,x/y(x, y, z) = −Bγ=pi,x/y(x, y,−z)
and Bγ=0,z(x, y, z) = Bγ=pi,z(x, y,−z), as shown in
Fig. 1(a)(b). For the Bloch-type SkXs with he-
licity γ = ±pi2 , the strength of magnetostatic
fields show a symmetric distribution over the crys-
tal plane, and they are exactly the same, i.e.
Bγ=pi2 (r) = Bγ=−pi2 (r), which implies that the helic-
ity plays no role here. Moreover, the symmetry re-
lations Bγ=±pi2 ,x/y(x, y, z) = −Bγ=±pi2 ,x/y(x, y,−z) andBγ=±pi2 ,z(x, y, z) = Bγ=±pi2 ,z(x, y,−z) also exist for the
components of Bloch-type SkXs, as shown in Fig. 1(c)(d).
The magnetic SkXs can be analytically described as
the hybridized triple-Q state, namely, the superposition
of three helical states with the same pitch length and
chirality on the uniform ferromagnetic magnetization m0
align along the zˆ direction [5, 9],
m(r) = m0δ(z) +A
3∑
i=1
[eˆz cos(Qi · r) + eˆi sin(Qi · r)]δ(z).
(3)
Here, A denotes the magnetization of a single helical
state; the three wavevectors Qi=1,2,3 form an angle of
32pi/3 with each other in the crystal plane and satisfy the
relation
3∑
i=1
Qi = 0; eˆz is the unit vector normal to the
crystal plane as defined above; eˆi are determined by the
helicity γ, where eˆi = − cos γQˆi for Ne´el-type SkXs and
eˆi = sin γeˆz × Qˆi for Bloch-type SkXs. Eq. (3) implies
that the magnetostatic field can be decomposed into two
parts B⊥(r) and B‖(r), which are generated by the per-
pendicular magnetization component m⊥(r) and the pla-
nar magnetization component m‖(r) respectively. Since
only the planar magnetization component is related to
the helicity γ, B⊥(r) of the four types of SkXs in Fig. 1
should be the same, and B‖(r) will be the characteristic
quality to distinguish their helicities.
It is informative to understand the magnetostatic field
generated by m(r) from the viewpoint of magnetic scalar
potential Φ(r), which is defined as B(r) = −∇Φ(r) and is
given by Poisson’s equation ∇2Φ(r) = −ρm(r)[28]. Here,
ρm(r) = −∇ ·m(r) is the effective “ magnetic charge” of
the SkXs, and the vacuum permeability µ0 is temporally
neglected for simplicity. For the planar magnetization
component m‖(r), one has
ρm,‖(r) = AQ cos γ
3∑
i=1
cos(Qi · r)δ(z). (4)
For Bloch-type SkXs with γ = ±pi2 , the magnetic charge
ρm,‖ will vanish, thus the generated magnetostatic field
will be soly determined by m⊥(r) and is independent on
the helicity. For Ne´el-type SkXs, the polarity of magnetic
charge ρm,‖ will be dependent on the helicity. There-
fore, the magnetostatic field of SkXs can be classified
into three types according to the helicity γ = 0, pi,±pi2
respectively.
By solving the Poisson’s equation, the magnetic scalar
potential Φ‖(r) generated by the planar magnetization
m‖(r) is obtained as
Φ‖(r) = cos γ
A
2
e−Q|z|
3∑
i=1
cos(Qi · r), (5)
then the corresponding magnetostatic field B‖(r) is
B‖(r) = cos γAQ
2
e−Q|z|
3∑
i=1
nˆ(Qi, r), (6)
where the unit vector nˆ(Qi, r) is defined as
nˆ(Qi, r) = Qˆi sin(Qi · r) + eˆzsgn(z) cos(Qi · r). (7)
Similarly, the magnetic charge ρm,⊥(r) for the perpen-
dicular magnetization m⊥(r) is
ρm,⊥(r) = −(m0 +A
3∑
i=1
cos(Qi · r))δ′(z), (8)
then the magnetic scalar potential Φ⊥(r) and the corre-
sponding magnetostatic field B⊥(r) will be
Φ⊥(r) = sgn(z)
A
2
e−Q|z|
3∑
i=1
cos(Qi · r), (9)
B⊥(r) = sgn(z)AQ
2
e−Q|z|
3∑
i=1
nˆ(Qi, r). (10)
Fig. 2 shows the distributions of the effective magnetic
charge density ρ‖(r), the perpendicular magnetization
configuration m⊥(r), and their associated magnetostatic
fields B‖(r) and B⊥(r) obtained from the numerical sim-
ulations, which verify the theoretical analysis above.
The features of the magnetostatic fields shown in Fig. 1
can now be well understood with Eq. (6) and (10). First,
each component of the fields has the same modulation
period in the x-y plane as the underlying SkXs, and will
decay exponentially with characteristic length 1/Q away
from the crystal plane. Second, Φ‖(r) and Φ⊥(r) can be
regarded as the contributions from “inner” and “outer”
magnetic charge density, which are even and odd func-
tion of z respectively, and their summation will vanish
at the down(upper) half-plane for Ne´el-type SkXs with
helicity γ = 0 (γ = pi); for Bloch-type SkXs (γ = ±pi2 ),
Φ‖(r) and B‖(r) will vanish, and the magnetostatic fields
will be the same no matter what the helicities are. In
fact, the magnetization configurations of Ne´el-type SkXs
form the so-called “Halbach arrays” at nanoscale,[29–31]
which have the feature of “one-sided flux”.[29] Finally,
the symmetry relations of Bγ(r) revealed in Fig. 1 can
be easily verified with the expressions of Eq. (6) and (10).
An alternative viewpoint to understand the magne-
tostatic field is based on the magnetic vector poten-
tial A(r) generated by the“magnetic current density”
Jm(r) = ∇×m(r)[28], which is calculated to be
Jm(r) = AQ
3∑
i=1
(w(Qi, r; γ)δ(z) + (eˆz × eˆi) sin(Qi · r)δ′(z)),
(11)
where the vector w(Qi, r) is defined as
w(Qi, r) = (eˆz × Qˆi) sin(Qi · r) + eˆz sin γ cos(Qi · r).
(12)
In the Coulomb gauge (∇ · A = 0), the magnetic vec-
tor potential A(r) satisfies Poisson’s equation ∇2A(r) =
−Jm(r), which results in
A(r) =
A
2
e−Q|z|
3∑
i=1
(w(Qi, r)− sgn(z)(eˆz × eˆi) sin(Qi · r).
(13)
Therefore, the current density Jm(r) and magnetic vector
potential A(r) can also be decomposed into “inner” and
“outer” contributions, which are even and odd functions
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FIG. 2. (Color online) (a) The effective magnetic charge density of planar magnetization ρ‖(r) and (b) the perpendicular
magnetization configuration m⊥(r), and their associated magnetostatic field distributions B‖(r) and B⊥(r) at the x-y planes
at z = ±5 and the x-z plane at y = 26. The lattice constant is set as 1 here.
of z respectively. For Ne´el-type SkXs (γ = 0, pi), there
is no z-component in Jm(r) and A(r), and A(r) will
vanish at the down half-plane when γ = 0 or upper half-
plane when γ = pi, considering that eˆi = − cos γQˆi. For
Bloch-type SkXs (γ = ±pi2 ), the second term in (13) is an
irrotational vector field, which suggests that the “outer”
current density has no contribution to the magnetic field
in this case.
With the magnetic vector potential A(r) in Eq. (13),
the magnetic field B(r) is straightforwardly obtained as
B(r) =
AQ
2
e−Q|z|
3∑
i=1
(sgn(z)Qˆi − eˆi) sin(Qi · r)
+ (1 + sgn(z) cos γ)
AQ
2
e−Q|z|
3∑
i=1
eˆz cos(Qi · r).
+ sin γ
AQ
2
e−Q|z|
3∑
i=1
(eˆz × Qˆi) sin(Qi · r). (14)
When γ = 0, pi, Eq. (14) will reduce to the magnetic
field of Ne´el-type SkXs, i.e. the summation of B‖(r) and
B⊥(r); when γ = ±pi2 , Eq. (14) will reduce to the mag-
netic field of Bloch-type SkXs, i.e. B⊥(r). Therefore,
the results obtained from the “magnetization current”
picture are consistent with the “magnetic charge” pic-
ture.
We now discuss the magnetostatic fields generated by
stacking two chiral ferromagnetic layers, which provide us
more flexibility to construct magnetic field at nanoscale.
Considering that two layers with Bloch-type SkXs are
located at the planes z± = ±d/2, and their magnetiza-
tion configurations are m±(r), there can be two types of
magnetostatic fields between the two layers depending on
the relative direction of eˆz,±. For the parallel case with
eˆz,± = eˆz, the magnetostatic field BP (r) is
BP (r) = −AQe−Qd
3∑
i=1
[sin(Qi · r) sinh(Qz)Qˆi
+ cos(Qi · r) sinh(Qz)eˆz]. (15)
While for the antiparallel case with ez,+ = −eˆz,− = eˆz,
the magnetostatic field BAP (r) will be
BAP (r) = −AQe−Qd
3∑
i=1
[sin(Qi · r) sinh(Qz)Qˆi
+ cos(Qi · r) cosh(Qz)eˆz]. (16)
Eq. (15) and (16) suggest that two layers of SkXs can
generate magnetostatic fields periodically modulated in
the x-y plane, and the field magnitudes depend expo-
nentially on the layer distance d. With the approximate
relations e−Qd ≈ 1, sinh(Qz) ≈ Qz and cosh(Qz) ≈ 1
when d 1/Q, BP (r) will be proportional to z and thus
has a constant gradient along the eˆz direction, while the
z-component of BAP (r) will be much stronger than the
planar component and is near constant along the eˆz di-
rection. Besides, the magnetostatic fields can be further
manipulated by translating or rotating the SkXs, which
then give more types of field distributions. Consider-
ing that the magnetostatic fields of other magnetised mi-
crostructures have been successfully applied to trap and
manipulate ultracold atoms in the past,[25, 26] we expect
that SkXs would also play an unique role in atom optics.
5Finally, we estimate the amplitudes of the magneto-
static field and field gradient, which are B ∼ µ0AQe−Qd
and ∇‖B ∼ µ0AQ2e−Qd respectively. Here, we re-
trieve the vacuum permeability µ0 = 4pi × 10−7 T·m/A.
Assuming a ferromagnetic film with the magnetization
Ms ∼ 1000 kA/m, the thickness t ∼ 5 nm, the period of
SkXs λ ∼ 50 nm, the layer distance d = 50 nm and
utilizing the relations Q = 2pi/λ,A = Mst, one gets
B ∼ 1.5 mT and ∇‖B ∼ 1.8× 103 T/cm. By decreasing
the layer distance d, the amplitudes B and ∇‖B can be
further increased exponentially. Therefore, the magneto-
static fields generated by the SkXs are strong enough to
trap and manipulate neutral atoms[25, 26].
In conclusion, we have revealed the features of magne-
tostatic fields generated by magnetic skyrmion crystals.
The field generated by Ne´el-type SkX distributes only
on one side of the crystal plane determined by its helic-
ity, while the field of Bloch-type SkX distributes on both
sides of the crystal plane and is irrelevant to the helic-
ity. We have also investigated the magnetostatic field
constructed by stacking two chiral ferromagnetic layers
with SkXs. The results here will not only deepen our un-
derstanding of the magnetostatic characteristics of SkXs,
which are important to observe SkXs with field sens-
ing techniques and design skyrmion-based electronics de-
vices, but also provide the possibility to trap and manip-
ulate neutral atoms with magnetic moments at nanoscale
by controlling these topological magnetic textures.
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