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Let 4 be a selfadjoint operator on a Hilbert space H. The results in this paper 
provida: necessary and sufftcient conditions on A in order that there exist a 
nontri! ial nonnegative operator D and a unitary operator U with (IA = (A - D)U. 
In one case considered, it is required that the least subspace reducing A, U and 
contahling the range of D is the full Hilbert space. In this case the operators U, D 
exist if and only if the operator A is not a scalar multiple of the identity and the 
maximum and minimum of the spectrum of A are not eigenvalues of finite 
multip icity. This result is used to complete a characterization of the absolute value 
of a c( Nmpletely nonnormal hyponormal operator. 
1. INTRODUCTION 
Only t,ounded operators on a separable (infinite dimensional) Hilbert 
space H ~ylill be considered. Let A and D be selfadjoint operators with D > 0. 
Let R; d:note the closure of the range R, of D and let 
M, = M,(A : D) (1.1) 
denote th: smallest space reducing A and containing R,. Similarly, with A 
and D as above, if U denotes a unitary operator satisfying 
UA = (A - D)U, (1.2) 
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then 
M,=M,(A, U:D) (1.3) 
will denote the smallest space reducing both A and U and containing R,. 
The following problem will be considered: Under what conditions are the 
above operators A and A -D unitarily equivalent? (Since A can be replaced 
by -A this is of course the same problem as that of perturbation of a selfad- 
joint operator by a nonnegative operator.) To avoid trivialities the pertur- 
bation D > 0 will be assumed to be nontrivial. In this paper perturbation 
problems will be considered for each of the three cases: (i) R; = H, (ii) 
M, = H, and (iii) 44, = H. 
The following result will be established in cases (i) and (ii): 
THEOREM 1.1. Let A be a selfadjoint operator on H. There exists a 
nonnegative operator D (~0) and a unitary operator U satisfying (1.2) with 
the property that 
either M, = M,(A : D) = H or R; = H (1.4) 
tf and only tf the maximum max o(A) and the minimum min o(A) of the 
spectrum o(A) of the operator A satisfy 
max a(A) & a,(A) and min o(A) GS a,(A), (1.5) 
where u,(A) denotes the set of eigenvalues of A. 
In case (iii) the following result holds: 
THEOREM 1.2. Let A be a selfadjoint operator on H. There exists a 
nonnegative operator D (#O) and a unitary operator U satisfying (1.2) with 
M,=M,(A,U:D)=H (1.6) 
tf and only if the spectrum u(A) of A satisfies 
u(A) has at least two points, (1.7) 
and the maximum max u(A) and minimum min u(A) of u(A) satisfy 
max u(A) 6? u:(A) and min u(A) & u;(A), (l-8) 
where u:(A) denotes the set of eigenvalues of A offlnite multiplicity. 
Interest in these perturbation problems stems from [5]. Recall that an 
operator T acting on the Hilbert space H is called hyponormal in case 
T*T- TT* = D satisfies D > 0. An operator T on H is said to be 
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completely hyponormal if the smallest subspace M, = M,(T) of H which 
reduces T and contains the range of D is H itself. Suppose that T is 
completely hyponormal and possesses the polar factorization 
T= UP, where U is unitary and P= 1 Tj = (T*T)“‘. (1.9) 
Then P > 1 and 0 6? a,(P), and when A = P2 and D = T*T - TT*, one 
obtains (1.2) with M,(A, U : D) = H. Conversely, if A > 0 and 0 6? a,(A) 
and if D > 0 and a unitary U exist satisfying (1.2) with &!,(A, U : D) = H, 
then T= ITAL/ is a completely hyponormal operator. (Note that if A > 0 
and if T= UALj2 and D = T*T- TT”, then M,(T) c M,(A, U : 0). If, in 
addition, 0 6Z o,(A) (which is easily shown to be necessary for the complete 
hyponormzlity of T), then M,(T) = M,(A, U : D).) These observations lead 
to the folk wing consequence of Theorem 1.2: 
COROLLlRY 1.1. Let P be a selfadjoint operator on H. There is a 
completely hyponormal operator T satisfying P = 1 TJ and having the polar 
factorization (1.9) for some unitary U if and only if 
(1) IJ > 0 and o(P) contains at least two points, 
(2) 1) @ u,(P), 
(3) nax u(P) @ u;(P) and min u(P) @ u:(P). 
The reslilts in Corollary 1.1 and Theorem 1.2 are essentially equivalent. 
The necesr;ity of the conditions in (1.10) was established in [5] and these 
conditions were also shown there to be sufficient except in the case where the 
set u,(P) 8:ontains either a maximum or a minimum value, say A, of finite 
multiplicit,/ and satisfying min u(P) < A < max u(P). The results of [5] will 
be adaptec to help establish Theorems 1.1 and 1.2. The proof of sufficiency 
when the operator A has eigenvalues 1 of finite mutiplicity satisfying 
min u(A) <: 1 < max u(A) will be handled by techniques developed in [2,3]. 
2. NECESSITY OF STATED CONDITIONS 
In this section the necessity of condition (1.5) in Theorem 1.1 and the 
necessity of conditions (1.7) and (1.8) in Theorem 1.2 will be established. 
Necessity of (1.5) in Theorem 1.1 
Suppose: that the selfadjoint operators A, D > 0 and the unitary operator U 
satisfy (1. !) and that (as may be supposed) the weaker alternative of (1.4) is 
assumed, that is, M, = M,(A : D) = H. Let M = max u(A) and 
m=mino(A). 
If Ax = mx, then m(x, x) < ((A - D)x, x) = m(x, x) - (Dx, x), where the 
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first inequality is a consequence of the fact that A and A -D are unitarily 
equivalent. Since D is nonnegative, (Dx, x) = 11 D”‘xj[* = 0. It follows that 
any eigensubspace of A corresponding to m would be a reducing subspace of 
A orthogonal to R,. The assumption M, = H rules out this possibility and, 
therefore, m 6?G o,(A). 
Similarly, if Ax= Mx, or, equivalently, (A - D)Ux = MUX, then 
M(x, x) = (Ax, x) = (UA U*Ux, Ux) = ((A - D) Ux, Ux) < M(x, x) - 
(DUx, Ux), and so D’/2Ux = 0. Thus, any eigensubspace of A - D 
corresponding to M would be a reducing subspace of A -D orthogonal to 
RLI and so M,(A : D) = M,(A - D : D) # H, a contradiction. Hence 
A4 65 o,(A). 
Necessity of (1.7) and (1.8) in Theorem 1.2 
Suppose that A, D > 0 and U satisfy (1.2) with M, = M,(A, U : D) = H. 
Let M= max o(A) and m = min o(A). 
If u(A) consists of a single point, then the operator A is a scalar multiple 
of the identity. In such a case it is impossible for A to be unitarily equivalent 
to A -D with D # 0. Thus (1.7) is clearly necessary. 
Suppose that m belongs to a;(A) and let N be the finite-dimensional eigen- 
subspace of A corresponding to m. As in the proof of the necessity of (1.5) 
in Theorem 1.1, one sees that N is contained in the kernel of D. Thus, for 
x E N, AU*x = U*(A - D)UU*x = mU*x, and so U*Nc N. Since N is 
finite dimensional, then U* has an eigenvalue and corresponding eigenvector 
x0 in N. The span of x,, is easily seen to reduce both A and U and to be 
orthogonal to R,. Thus M, c H @ (x,}, in contradiction with the 
assumption that M, = H, and hence m 6L o;(A). 
Similarly, if A4 E u;(A), then also ME ui(A -D), and, as was shown 
earlier in proving the necessity of (1.5) in Theorem 1.1, if N, denotes the 
finite-dimensional eigenspace of A -D corresponding to M, then N, is 
contained in the kernel of D. Thus, if x E N,, (A - D)Ux = UAx = 
U(A - D)x= MUX and so UN, c N,. As before, this leads to a 
contradiction, and consequently M @ u;(A). 
3. PROOF OF SUFFICIENCY IN THEOREM 1.1 
Suppose that the selfadjoint operator A on H is the direct sum 
A = CE= I @A,, of selfadjoint operators A, acting on the subspaces H, of H, 
where cz= 1 @ H, = H with 1 < a < a. If there exist D, > 0 and, unitary U,, 
on H, such that U,,A, = (A, - D,)U,, then clearly (1.2) holds with D= 
C;=,@D,, and U=G:=l@U,,. Moreover if RD, = H, for all n, then 
R; = H. Similarly, if M,(A, : D,) = H, (resp. M2(An, U, : D,) = H) for all 
n, then M,(A : D) = H (resp. M,(A, U : D) = H). 
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These observations along with the spectral multiplicity theorem for selfad- 
joint operators allow one to reduce the proof of the sufficiency of (1.5) in 
Theorem 1.1 to three cases. 
Case I. A has pure continuous spectrum. 
Case II. A has pure point spectrum with min a(A) 6Z a,(A) and 
max o(A) Z a,(A). 
Case III. A has both point spectrum and continuous spectrum with 
min a(A) (6 u,(A) and max u(A) @ u,(A). 
The suhiciency of (1.5) in Cases I and II was demonstrated in 151. For 
completeness the details are briefly recalled. 
In Case I the operator A can be expressed as a direct sum of cyclic 
operators having only continuous spectrum. By the remark made earlier 
concerning direct sums, it is clear that the sufficiency of (1.5) need only be 
establishec when the operator is (unitarily equivalent to) the operator on 
L’(O, 1) 01’ multiplication by m(t), where m(t) is strictly increasing on [0, 11. 
If A r is the selfadjoint operator on L2(0, 1) of multiplication by 
m,(t) = m(t2), then A -A, = D >, 0, where R; = H. Moreover, A and 
A - D = A, are unitarily equivalent. Thus condition (1.5) is sufficient in 
Case I. 
In Case II the operator A can be written as a direct sum of cyclic diagonal 
operators. It suffices to consider the case where the operator A is unitarily 
equivalent o a diagonal operator diag(a,, a2 ,...) (still denoted by A) acting 
on the space I’={{x,},~~:Z:IX,~~<~}, where m<a,<M with 
lim inf,_, a, = m and lim SUP~+~ a,, = M. Consider the operator 
B = diag(ll,, b, ,...), where b, = uno) < uk and (n(l), n(2),...} is a permutation 
of { 1, 2,... . . To construct such a permutation, let n( 1) denote the least j for 
which aj :a,, n(2) the least j# n(1) for which aj < a2, n(3) the least 
j # n(l), .1(2) for which uj < a,, and so on. Then A-B=D>O with 
R; = H. l’urther, A and B = A - D are unitarily equivalent. Thus condition 
(1.5) is sufficient in Case II. 
In Casr. III the proof of the sufficiency of (1.5) will be reduced to the 
following generic ase: The operator A is the operator 5”(t) = tf(t) acting on 
the space L2(u), where u is a nonnegative measure on R having the form 
(3.1) 
where u+ are measures with minimal supports E, which are compact and 
6,L0, deno:es the unit point mass measure at the point A,, satisfying 
maxE_ <&<minE+. (3.2) 
It is eniphasized that the sets E, are minimal support sets. A set E is a 
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minimal support of a measure if it is a support of the measure and if any 
subset of E which is also a support differs from E by a set of Lebesgue 
measure zero. (See, [ 1, p. 5991.) 
Clearly, if a measure has a support which is simultaneously minimal and 
compact, then it has a smallest (uniquely determined) such support. Such a 
support set will be called a canonical support. It will be supposed that the 
above sets E, occurring in the generic case are canonical supports. As a 
consequence, the set 
E=E-u{I,}UE+ (3.3) 
is the canonical support of o in (3.1). 
In order to see that the reduction to the generic case is possible, let {Aj}yz, 
(1 < a < co), be an enumeration of the eigenvalues of A (counted with 
respect o multiplicity) and set ,D+ = SUP{~~}~“=, , ,K = inf{Jj}yz 1. 
If min a(A) ( ,K (p+ ( max o(A), then A is easily seen to be unitarily 
equivalent o a direct sum of operators in the generic case and an operator in 
Case I. If min o(A) =,u- and max o(A) =p+ , then A is a direct sum of 
operators of Cases I and II. 
There remains to consider the case where either ,D+ = max a(A) or 
,K = min o(A), but not both. If B = -A, then (1.2) holds if and only if 
iJ*B = (B - U*DU)U* and so it is clear that it is enough to consider the 
case where p+ = max a(A) and ,D- > min a(A). 
Let {Aj}F1 be a subsequence of {Jj}j”=, such that A;+ 1 > Aj and 
A: -+ max o(A) as j + 00. Let CAY},?, be an enumeration of the eigenvalues 
{Aj},?, not listed in {J;},:, . (It can always be arranged so that {A;}j”=, is 
infinite.) Partition {A; },z 1 into monotonically increasing subsequences 
{Iji)}JE, so that 
A!’ < AiiJ < i(i) < . . . I 2 3 
and let CJ~ be a finite atomic measure with atoms {Izj”JJ~,. It is easily seen 
that the operator A is unitarily equivalent o a direct sum A, @ Cz, @ Si, 
where A, is in Case I and sif(t) = tf(t) acting on L*(u,), where 
with u’$ having the canonical support E, = {M, II”, A:“,...} and o’!’ a 
continuous measure having the canonical support E- contained in the 
interval [min u(A), p-1. In particular, each operator Si is in the generic case. 
For the remainder of the proof it is assumed that A is the operator 
Af(t) = tf(t) acting on the space L’(u), where o satisfies (3.1) and (3.2) and 
has the canonical support E of (3.3). 
312 CLANCEY AND PUTNAM 
For k ff L’(a), where k # 0 a.e. u, so that k is cyclic for A, consider the 
operators 
B,=A&k@k, (3.4) 
where, ar usual, k @ k denotes the one-dimensional operator k @ k(f) = 
(I flT(t) do)k on L*(o). The following results from [3] will be needed. 
(1”) Tie real number E. is an eigenvalue of B * if and only if 
I Ih(t)12(t-2)-2du < 00 and I Ik(t)l*(t-A)-‘du= ~1. R R 
(2”) S rice k(t) # 0 a.e. u, the operators B, are unitarily equivalent o the 
operator S’(t) = tf(t) acting on the space L*(u*), where u* are nonnegative 
compact1 ? supported measures on R. Let u* = u,’ + u: denote the Lebesgue 
decompor;ition of u* with u,’ the absolutely continuous component and uf 
the singu ar component. 
Let 
@J(Z) = ((A - z)-‘k, k) = j” (k(t)l*(t - z)-’ da, 
where Aj(t) = tf(t) on L*(u). If S” denotes the set 
S” = (x: lii Im @(x + iy) = O}, (3.5) 
then S” is a support set for u$ in the sense that u:(S” n R) = u:(R) for all 
Bore1 set i R in R. 
The fc llowing slight modification of the argument in [2] shows how to 
choose tile above k in L*(u) so that the singular components of the operators 
B, are diagonal. 
Suppose that the function k in L2(u) satisfies: 
(i) 1imsup,~,(1/2s)~~l~]k(t)]*du#0forxEE,x#mandM,and 
(ii) j,Ik(t)(*It-Al-ldu< l,when;l=mandM, 
where E is defined by (3.3) and where m = min(E) and M= max(E). It 
follows irom (i) (cf. [3, p. 5631) that the set S” in (3.5) has the property 
S” n E (1 {m, M]. On the other hand, if (ii) holds, then by (1”) and (2”) it is 
clear that m and M are not atoms of u *. As a consequence, the measures us* 
have (nat necessarily closed) supports disjoint from E. 
Consequently, the u: are purely atomic with atoms at the solutions of 
c ]k(t)l*(t-A-‘do(t)+1 m (3.6) 
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in the complement of E. This follows from the fact that, in view of the 
stability of the essential spectrum under compact perturbations, the operators 
B, can have no essential spectra in the (open) complement of E. 
A function k satisfying (i) can be constructed as follows: Let g denote the 
characteristic function xE of the set E of (3.3) and let F denote the set of x in 
E for which 
i 
XtE 
gdu=O. 
X--E 
Then m(F) = 0, where m denotes one-dimensional Lebesgue measure on the 
real line. 
In [2] it is shown how to choose h EL(o) so that h(x) > 0 and 
limel,( 1/2.s)(,“Ji,E do # 0, for all x E F. The details from [2] will be briefly 
recalled. For each p = 1, 2 ,..., let 0, be an open set such that F c O,, , c 0, 
with m(0,) < l/p*. Each set 0, can be written as a disjoint union U,“=, I,, 
of open intervals I,, = (unp, b,,). It can be assumed that I,, n F # 0, for all 
n and p, so that, since F is a subset of the canonical support E of u, also 
W”,) > 0. 
Choose constants cnP so that 1 < c,,a(Z,J(b,, - an,,-’ < 2 and define the 
function h, = 2,” i cnpxnp, where xn, is the characteristic function of I,,. It 
is easily verified that I h, da < 2/p2 and, hence, h = C,“=, h, is in L ‘(a). 
The fact that for all IZ and p, (b, - u,J ’ lk h do > 1, can be used to 
show that for x E F, lim SUP,~,, E -I s;T; h da > 0. gee [2, p. 4881. 
If ko = ix& + h)l ‘I’, then k, EL*(u) and (l/2.5) IG’I ki da+ 0 (E 10) 
for any x E E. Multiplication of k, by a factor of the form 
P[(t - m)"*(t - ~)l’*] produces a function k(t) =/l(t - m)“2(t - M)“‘k,,(t) 
in L’(u) satisfying j ] k(t)l’ 1 t - I ] -’ da(t) < co for 1= m and M, and if one 
chooses /I sufficiently small, k will have properties (i) and (ii). 
Suppose that k is as above with properties (i) and (ii) and that B, is 
defined by (3.4). Then, if E is defined by (3.3), the set R -E can be written 
in the form IR-E=(--cr,,m)u(M,a,)~Uj”=,(a~,P~), where l<a<as 
and the (aj,pj) are disjoint open intervals. It follows from (i) that 
when p = aj and /Ij. As a consequence, the singular spectrum of B, consists 
of a countable set of eigenvalues {A,* }y=, with A,? E (aj, /Ii). In fact, AF is the 
unique solution of 
i 
1 k(t)l*(t - A)- ’ do(t) = 7 1 
580/50/3-4 
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in (aj,/Ij). Clearly, Jf < 1,: for all j. The Kato-Rosenblum theorem (see, 
e.g., [4, I. 5401) implies that the absolutely continuous components of B, 
are unitar ily equivalent. 
The rerlarks in the last paragraph show that B, are unitarily equivalent o 
the direct sum S @ D, , where S is the operator S’(T) = tf(t) acting on 
~5’01) with p a compactly supported absolutely continuous measure on IR 
and D, =: diag{lf} are diagonal operators (with respect o the usual basis) 
on I*. Tlie argument presented in Case I above shows that there is an 
operator D, > 0 with dense range on L*($) such that S + D, is unitarily 
equivalen to S. Moreover, the nonnegative operator D, = diag(J,: - A,?) has 
dense range and, clearly, D, + D, = D- . It follows that there is a unitary 
operator U on L’(a) and an operator D, > 0 with dense range such that 
B- = UB+U* +D, and hence A= UAU* + D, that is (1.2), where 
D = Uk @) Uk + k @ k + D,. Since D > D,, the operator D also has dense 
range. 
This concludes the proof of the sufficiency of condition (1.5) in 
Theorem 1.1. 
4. PROOF OF SUFFICIENCY IN THEOREM 1.2 
Let A oe a selfadjoint operator on H satisfying (1.7) and (1.8). Without 
loss of generality it can be assumed that A is strictly positive so that 
m = min o(A) > 0. Denote by H, and HIM the eigensubspaces of A 
correspor ding to the values 1= m and 1= M = max o(A), respectively. That 
is, 
H, = ker(A - m) and H, = ker(A - M). 
In cast H, = {0} and H,,, = {0), then Theorem 1.1 implies that there is a 
D > 0 and a unitary U satisfying (1.2) with M,(A, U: D) = H. In case both 
H, and Y, are infinite dimensional, then the results of [5] show how to 
produce ;I completely hyponormal T with polar factorization T = UA”’ (U 
unitary). Thus, (1.2) holds with D = T*T- TT*, and again 
M,(A, U: D) = H. Consequently, in order to complete the proof of 
Theorem 1.2, it is sufficient to consider only the cases where one of the 
spaces II, and H,,, is (0) and the other is infinite dimensional. If 
B = -A -- const, then (1.2) holds if and only if U*B = (B - U*DU)U*, and 
so it is c ear that it is enough to consider the case where 
H, = {O) and H, is infinite dimensional. (4.1) 
Case I . The operator A has a pure point spectrum and (4.1) holds. 
Again, tl e desired result follows from [ 51. 
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Case II’. The operator A does not have a pure point spectrum, and (4.1) 
holds. If m is a limit point of the set a,(A) or if o,(A) consists of the single 
point M (of infinite multiplicity) then, in particular, neither inf a,(A) nor 
sup o,(S) belongs to o,(A) with a finite multiplicity, and again Theorem 1.2 
follows from [S]. (See the remarks at the end of our Section 1.) Thus, it is 
sufficient to consider the case where m < info,(A) < M. Use of direct sums 
and applications of Theorem 1.2 together with what has already been 
established, make it clear that there remains only Case III’ to be considered. 
Case III’. The operator A is unitarily equivalent o the direct sum 
A,=S@A,Z@MZ (4.2) 
acting on 
L*(a) @ G @ P, (4.3) 
where Sf(t) = tf(t) and u is a continuous measure having as canonical 
support a set E contained in the interval [m, b] with b < A, < M. 
The first step is to produce a nonnegative perturbation D, of S for which 
S + D, is unitarily equivalent to S @ &I on L*(a,) @ C and M,(S:D) = 
L’(a). To this end, let k, in L*(a) have the property that 
for all x in E. The existence of such a function was demonstrated in 
Section 3. 
Multiplying k, by a factor of the form c(t - m)“‘, where c > 0 is 
sufficiently small, one obtains a function k(t) = c(t - m)“‘k,,(t) in L’(u) 
such that 
i 
) k(t)l*(t - m)-’ da(t) < 1 and I Ik(t)l*(t-A,)-‘da(t) > -1. (4.4) E E 
The discussion in the proof of Theorem 1.1 shows that the operators B, = 
S f k @ k on L*(u) have the following properties: 
Let {Z,}T=, , where 1 < a < co, be an enumeration of the bounded open 
intervals of the complement of E. The operator B, is unitarily equivalent o 
the direct sum operator S,, @ diag(A,2f) 0 A,Z, where S,, is the absolutely 
continuous component of S, diag(Af) is the diagonal operator (with respect 
to the usual basis) on I* with eigenvalues A,? the solutions of 
1 (k(t)l*(t-A)-‘do=-1 (4.5) E 
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in Zj, and 1, is the solution of (4.5) in (max E, co). Note that from (4.4) the 
inequality A, < A, must hold. 
The olberator B- is unitarily equivalent to the direct sum operator 
S,, @ dia,:(Aj), where S,, is as above and Ai is the solution of 
j 
Ik(t)12(t -A)-’ da = 1 
E 
in Zj. Lc:t Q=O@diag(AJ: -A~)@(&,-A,)Z, on L2(a)@Z2@C. The 
following sequence of perturbations (f) and unitary equivalences (E) makes 
it clear that there is a perturbation D, > 0 of S for which S t D, is unitarily 
equivalen. to S @&I with M,(S :D,) = L2(a): 
Let U,: L’(a) -+ L’(a) @ C be a unitary operator satisfying U,(S t D,) = 
(S @ A,,Z, )U,. Let U be the unitary operator on L2(a) @ C @ 1’ defined by 
U(f @ z (B x) = U,, f @ W(z @ x), where W: C @ 1’ -+ l2 is the unitary 
operator W(z @ x) = {z, x, , x2 ,... } with x = (xi}?, E I*. Then U((S t D,) @ 
Mz~@h4z)=A,U, that is, U(A,-kD,)=A,U, where D, = 
D, @ (M - &)Z, 0 0 > 0. Hence UA, = (A, - D)U, where D = UD, U* > 0. 
If f Ei P(o) @ C 0 z2 is chosen so that U*f = 0 @ 1 @ 0, then 
Df=O@ O@{M-I,,O,...} and the span of (U”Df:n>O) is 
(0) @ (0) @ 1’. Hence M, = M,(A,, U: D) = L’(u) @ C 0 12, and the proof 
is comph te. 
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