The purpose of this study was to deveiop and evaluate a computerized method of calculating a breast density index (BDI) from digitized mammograms that was designed specifically to model radiologists' perception of breast density. A set of 153 pairs of digitized mammograms (cranio-caudal, CC, and mediolateral oblique, MLO, views) were acquired and preprocessed to reduce detector biases. The sets of mammograms were ordered on an ordinal scale (a scale based only on relative rank-ordering) by two radiologists, anda cardinal (an absolute numerical score) BDI value was calculated from the ordinal ranks. The images were also assigned cardinal BDI values by the radiologists in a subsequent session. Six mathematical features (including fractal dimension and others) were calculated from the digital mammograms, and were used in conjunction with single value decomposition and multiple linear regression to calculate a computerized BDI. The linear correlation coefficient between different ordinal ranking sessions were as follows: intraradiologist intraprojection (CC/CC): 9 = 0.978; intraradiologist interprojection (CC/MLO): 9 = 0.960; and interradiologist intraprojection (CC/CC): 9 = 0.968. A separate breast density index was derived from three separate ordinal rankings by one radiologist (two with CC views, one with the MLO view). The computer derived BDI hada correlation coefficient (r) of 0.907 with the radiologists' ordinal BDL A comparison between radioiogists using a cardinal scoring system (which is closest to how radiologists actually evaluate breast density) showed 9 = 0.914. A breast density index calculated by a computer but modeled after radiologist perception of breast density may be valuable in objectively measuring breast density. Such a metric may prove valuable in numerous areas, including breast cancer risk assessment and in evaluating screening techniques specifically designed to improve imaging of the dense breast.
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KEY WORDS: breast cancer, mammography, breast density, digital mammography, computer aided diagnosis W 'OMEN WlTH DENSE BREASTS appear to have a four to six fold increase in breast cancer risk, 1-4 yet imaging the dense breast continues to be problematic. Cancers are detected at later stages in dense breasts and radiologists recognize that their diagnostic accuracy is lower in such women. Consequently, efforts to improve the detectability of breast cancer in the dense breast have received increased attention. Refinements in mammography and new techniques including digital mammography, 5 high definition and Doppler ultrasound, 6,7 magnetic resonance imaging, 8-1~ positron emission tomography (PET), 11,12 and single photon emission computed tomography imaging (SPECT) 13A4 are all under development. Many of these techniques are aimed at overcoming the limitations of conventional mammography in the radiographically dense breast, yet there is no truly quantitative method for grading breast density. Such a metric would have many uses, including the assessment of the impact of these new modalities on the detection of early cancer in the dense breast.
Wolfe was the first to describe a discrete classification scheme with four classes of mammographic density pattems? ,2,~5-~8 More recently, the Breast Imaging Reporting and Data System (BIRADS) was introduced by the American College of Radiology. It also makes use of four classifications of breast density. Although these classifications ate helpful for communication of diagnostic sensitivity, they are both subjective and crude. The study presented here was designed to evaluate sets of computer-calculated features which could be used to quantify breast density on a continuous scale from digital (or digitized) mammograms. In addition, the breast density index (BDI) developed was specifically modeled to adhere to a radiologist's perception of breast density.
The number of useful breast density categories that one can assign a mammogram to is an important consideration; with too many categories, assignment can become less reproducible and arbitrary, while with too few categories, useful density strata would go unappreciated and benefits of breast density classification would be under-realized.
Therefore, we have analyzed the many classifications performed in this study in a manner that may
shed light on what a reasonable number of categories might be for breast density categorization.
METHODS AND MATERIALS

Case Selection and Film Digitization
A series of normal left mammograms (Cranio-caudal view [CC] and mediolateral oblique [MLOt) of 160 different patients was selected from the breast imaging service at our institution. For each set of films, the patient's name, date of birth, and the examination date was recorded. The patient population at our medical center is representative of the broad ethnic distribution typical of large urban centers in California. Cases were selected serially, and no selection criteria was used to limit incorporation into the study.
The film images were digitized using a Lumisys 200 laser film digitizer (Lumisys, Sunnyvale, CA). The pixel size was 50 q • 50 q and the gray scale was digitized to 12 bits. The large (40 Mbyte) files were cropped using software written for this purpose, eliminating some of the atea beyond the silhouette of the breast, and the cropped images were stored at original resolution on a series of optical disks. For realistic manipulation, display, and compntation, the images were reduced in size by pixel averaging to 500 lato • 500 iam pixels. At this spatial resolution (for the CC view, the down-sampled images averaged 195.3 _+ 4.2 pixels wide and 394.0 _+ 4.2 pixels tall), a good overall view of the breast architecture could be appreciated.
Radiologist Ranking Scheme
The radiologist's determination of breast density was used as the gold standard in this study. To rank-order the mammograms in this study, all images needed to be visualized simultaneously by the radiologist. The CC and MLO image sets were therefore replicated in miniature using the following procedure.
The relationship between the digitized gray scale value and the film optical density (OD) was measured by digitizing a sheet of film which contained steps of known optical densities, and the average gray scale value in each region was quantified. The OD as a function of gray scale was fit to a straight line (r > 0.9999). The relationship between gray scale value and optical density was also measured for a laser imager, and this relationship was characterized using commercially available software (TableCurve 2D ; Jandel Scientific, San Rafael, CA). From these data, a transformation curve was calculated which allowed the digitized mammograms to be printed onto laser film at their original optical densities. Using this method, small replicas of the original mammograms were printed which had the "identical" densities as the original analog film mammograms. Ea~h mammogram replica was approximately 3.5 cm • 8.0 cm, but varied slightly with breast size from image to image. Of the 160 original pairs of mammograms, there were technical difficulties with seven, including digitizer errors (corrupted data files), and lost or duplicate miniature films. Consequently, 153 pairs of mammograms were used in the subsequent analyses. Using a 4-over-I lightbox placed flat on a countertop (area of view box was 142 cm wide by 43 cm tall), all 153 miniature mamm~ gratas could be placed in order with simultaneous visualizatio¡ of all images for comparison purposes. Whereas the effect of using miniature mammograms was not explicitly evaluated, it is anticipated that this had little of no effect on the results because the present task involved the assessment of breast density only, and not diagnosis.
Both radiologists involved in this study are experienced in the interpretation of mammograms. They were in~ructed to place in order, from most dense to least dense, the 153 images in each set. The rank orde¡ process required approximately 2-3 hours for each session. Radiologist 1 (RAD1) rank-ordered the CC set twice (referred to as RAD1 CCI and CCz), in sessions that were pefformed more than 4 months apart. The MLO set was rank ordered by RADI once. To evaluate inter-observer variability, a second radiologist (RAD2) rank-ordered the CC image set (RAD2 CC1) as well.
Rank ordering a series of mammograms with the entire image set in full view of the radiologist is a conceptually different task than viewing ah individual mammogram and assigning a density vatue. To measure the difference between these two distinct tasks, both radiologists assigned a "freehand" breast density index to each image, which was viewed alone and months apart from any other ranking session. This assignment used the scale where 100 corresponded to a very dense breast and 0 was a totally fatty replaced breast. The freehand assignment of breast density will be referred to as the CC3 ordering session for each radiologist (Radl and Rad2).
The Breast Density Index (BDI)
To generate a quantitative scale of breast density, a breast density index (BDI) was computed from the radiologist's rank ordering of the images. The BDI was designed to range from 0 to 100 on a continuous scale, where 100 corresponds to an extremr dense breast, and 0 coincides with ah extremely non-dense (fatty replaced) breast. The BDI was calculated for e ach of the ordinal rankings described above (RADI CC1, RAD1 CC2, RADI MLO1, or RADz CC~). In order to do this, the ordinal ranking scale was used to produce the cardinal BDI scale. There is justi¡ for going from ordinal to cardinal scales when the number of cases is large. 19 To do this, the maximum rank score (Smax), corresponding to the least dense mammogram and the minimum rank seore (Smin) corresponding to the most dense mammogram were computed from the rank ordering data, and then the BDI~ for image j which received a rank score of Sj was calculated using the equation:
A consensus score from three separate ordinal ranking sessions from a single radiologist (RADI) was used for the "gold standard" BDI (referred to as the standard BDI, s-BDI). The three ranks assigned by radiologist 1 during the CC1, CC2 and MLO1 ordering sessions were summed for each image, and the s-BD1 was calculated using Equation 1.
The assignment of BDI values in session CC3 did not employ a rank ordering (ordinal scale) of images, but rather was a direct assignment of (cardinal) BD1 values by the radiologists. Therefore, the BDI values from session CC3 (Rad~ and Rad2) did not make use of the ordinal to cardinal conversion shown in Equation 1 .
lmage Preprocessing H and D Curve Correction. While film mammograms were used in this study, the technique described is intended to be applicable for the more general class of digital mammography images. Digital mammography systems for full field imaging may be commercially available in the next few years, and these systems will in general exhibit a linear response to the x-rays incident upon them (the characte¡ curve will be a straight line). In order to make the technique described here applicable to linear images, the non-linear influence of the film was removed using the following pre-processing steps.
The characteristic curve of the screen-film system (Dupont Microvision, Wilmington, DE) was measured over approximately 20 steps by varying the x-ray exposure; the film was processed normally, and the optical density of each step was measured using a calibrated densitometer (TBX-U; Tobias Associates, Ivyland, PA). The exposure to the screen-film cassette (in milliroentgen, 1 mR = 2.58 • 10 7 C/kg) asa function of optical density (in OD units) was computer-fit using commercial software (TableCurve 2D; Jandel Scientific, San Rafael, CA) to an eighth-order polynomial (r > 0.9999). The gray scale value-to-exposure transform was combined with the linear relationship between OD and digital number (described previously) to create a function which converted the gray scale values of the digitized images (the raw digital numbers from the film digitizer) to the corresponding x-ray exposure (in mR) to the detector. This transform, shown in Fig 1, was applied to each pixel, effectively reversing the nonlinearity caused by the "H and D" curve of the film.
lmage Log-Normalization. The next step in the image pre-processing was performed with the intent to make the digital images more dependent upon the physical charactefistics of the breast, while reducing the dependency on absolute exposure levels. In the background regions of the image, outside the breast anatomy (where no breast was in the x-ray beam), the exposure theoretically corresponds to the unattenuated x-ray beam intensity, Io. Under the breast silhouette, the exposure striking the detector is equal to I~x = Ioe ~, where px corresponds to the attenuation properties of the voxel of breast tissue corresponding to each pixel: la is the linear attenuation coefficient of the tissue in the voxel, and x is the thickness of the voxel. In the compressed breast, the voxel thickness is quite uniform towards the center of the breast and the variability in lax is therefore strongly influenced by la, which is desirable.
AII of the mammograms had regions outside the breast silhouette which received unattenuated x-ray exposure, Io, since of course the compressed breasts were approximately semicircular and the images were rectangular. Each digital image was displayed on an imaging workstation anda small rectangular region outside the breast silhouette in a background area was hand positioned using mouse/cursor software written for this purpose. In this background region of interest, the mean gray scale value was calculated and then transformed using the gray scale-to-exposure curve (shown in Fig 1) to estimate lo for that image. The value of I~ was then calculated for each pixel in the image using the gray scale-to-exposure transform, and the attenuation factor, p.x = LN(Io/Ioe ~) was calculated, multiplied by 1000 for scaling, and the resulting value was stored as an integer for each pixel. To further cla¡ the fact that these images were pre-processed images, and are not simply digitized mammograms, the digital images processed as described above will be referred to as "gx-mammograms."
It is acknowledged that the log-normalization of the image is only an estimate of gx, since beam hardening owing to the polyenergetic x-ray spectrum and spatial non-uniformities due to x-ray scatter and other factors were not accounted for. However, this procedure was performed to reduce the dependency of the analyses on absolute exposure and to reduce the dependency of the results on the non-linear response of film. Breast density is intrinsically related to px; it is therefore only logical to computer-process the images using the available information such that they reflect this quantity to the extent possible.
Image Cropping. When radiologists look at a mammogram, they ignore the background (the region beyond the border of the breast anatomy) on which the image is projected. This is not automatic, however, for computer analysis and specific efforts have to be taken to focus the computer algorithms on only the breast parenchyma. In order to do this, a threshold of px = 500 was set, and based on visual feedback from the images this value was able to segment the breast parenchyma (where in general lax > 500) from the background periphery (where in general px < 500). In some cases, simple thresholding was not sufficient to segment breast from non-breast areas, and therefore each image was inspected and individual image cropping was performed as needed. The predominant structures that required hand cropping were the lead markers ("LCC" and "LMLO"). Cropping was also used to eliminate regions where skin folds resulted in obviously artifactual high attenuation. A final reason for individually editing the images was that, in some images the laser digitizer presented some overshoot near the leading edge of the film, and these areas were cropped out of the jaxmammograms as well.
Regions outside of the breast parenchyma that were segmented out by thresholding and cropping were set to a uniform pixel value of 0 (zero). Since all areas of the image containing breast parenchyma had gray scale values greater than 500, this difference allowed the application of algorithms to only regions of the image containing breast parenchyma.
Computer Algorithms
When a radiologist looks ata mammogram, the human visual (eye-brain) complex applies ah incredible array of subjective computations on the image, which can result in the ranking of breast density. For the computer to do this, specificfeatures have to be mathematically quantified from each px-mammogram. A feature is really anything that can be calculated from the images, and there are infinite possibilities of features. Examples of simple features can be the mean gray scale value on the ~x-mammograms, or the staudard deviation in gray scale values from those images. Much more complicated features can be calculated as well. For each feature, a single numerical value is calculated for each image, using an algorithm specific for tbat feature applied to each image. Finding the features which most closely correlate with breast density as determined by the radiologist was a principal focus of this study.
In this study, about two hundred features were evaluated for their ability to predict the radiologist's ranking of the images in terms of breast density. During the feature development phase, one third of the data base (51 images) was used for evaluation of features. As the features which were most effective became identified, the full data base was then used for analysis. No single feature that was evaluated was found to correlate with the BDI-standard with a linear correlation coefficient (r) of better than 0.78, calculated over the 153 images in the data base. Therefore, multiple features were combined to improve the computerized determined BDI (referred to as c-BDI) fit to the s-BD1. This approach required both the delineation of features which pefformed well, and the identification of the most effective combination of features.
While the calculation of each feature needs to be described mathematically, the details of these calculations may be of interest to only a subset of readers. Therefore, the mathematical description of how each of the six features was calculated is included in the Appendix. A list of the six image features that were ultimately used in the c-BD1 is given in Table 1 . A list of some of the candidate features that were studied but ultimately not incorporated into the Breast Density Index model is given in Table 2 .
Multiple Linear Regression Technique
A multiple linear regression algorithm using single value decomposition was developed using commercially available subroutines. 2o Using the multiple linear regression technique, given 6 features (F1 (j), F2G) .... F6(j) ) that were calculated for each image j, the BDI for that image was calculated using (Table 3) .
There were a total of 153 cases acquired for this study, so Ncases = 153. The data set used to solve for the 7 coefficients may include as few as 7 cases (this is a constraint of the single value decomposition technique) or may include up to all the 153 cases that were compiled. However, in order to independently demonstrate the feasibility of this method, the available cases need to be divided up into a training set and a testing set. A training set is a set of a number of cases (Nt~~~) that are used to solve for (hence "train") the coefŸ237 (A0, A1 .... A6) using SVD multiple linear regression. The testing set makes use of a number of cases (Ntest) that were nota part of the training set. The testing set, also called the validation set, 21 is used to evaluate the performance of the technique independently of the cases used to find the coefficients.
There are a huge number of permutations in which 153 different cases can be dist¡ between the two sets, but the validity and applicability of the results ate dependent on some of the finer points of the methodology. A typical approach might be to take half of the cases aud assign them to the training set, and take the other half for the testing set, however there is no assurance that this is the most efficient split of the data. There are many conflicting views on the "correct" way to allocate the data between training and testing. 2v26 We have therefore attempted to be very thorough in addressing this important issue. There are two general approaches to allocating the available data to the training and testing sets, a straightforward split approach and ajackknife approach. Both techniques were used, and will be described separately below.
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The Straightforward Split Approach. This approach simply splits the available cases (Ncases) between the training set and the testing set, such that Ntrain + Ntest = Ncases = 153. Let us also stipulate that we keep at least 5% of the cases in either set, meaning that Ntest or Ntrain cannot be less than 7 cases (-0.05 • 153). There ate 140 possible choices for selecting Ntrai, and Ntest. Specifically, these choices are: (Ntr~in = 7, Nte~t = 146), (Ntrai n = 8, Ntest = 145), (Ntran = 9, Ntes t = 144), 9 -. (Ntrain -146, Ntest = 7). However, there are ah enonnous number of possible distributions of the 153 cases amongst the training and testing sets, for each (Nt~~n, Ntest) point. In this study, all 140 possible choices for Nt~~n and Ntest were examined 1000 times each, where a different random distribution of cases between training and testing sets was used. A random number generator 27 was used to randomize the ordering of the cases, and then the Ntrain cases were assigned to the training set and were used to calculate the multiple linear regression coefficients, A0-A6. The remaining Ntest cases were then used to compare the performance of the c-BDI approach with the s-BDI. The performance metric used in this study was the linear correlation coefficient, r. The different case mixes at each (Ntr~n, Ntest) point were used to quantify the mean and standard deviation in the linear correlation coefficients (r) at these points.
The Jackknife Approach. The jackknife approach 23,28.29 to separating Ncase s into training and testing sets is designed to maximize the number of cases in the training set, but to still get Ncases independent cases for testing. With this approach, of the available Nc~ses, the first one was placed in the testing set (Nt~~t = l), and the remaining (Nc,ses-1) cases were placed into the training set. The SVD multiple linear regression technique was used to solve for the coefficients using the (N ..... -1 ) cases in the training set, and the c-BDI of the single case in the testing set was calculated using Equation 2 and stored. This procedure was executed again, except that the second case was placed in the testing set, and all remaining cases were used for training as before. Performance of case 2 was then calculated as above and stored. This process was repeated until each case had its turn sitting out of the training set, and being used in the testing set. The linear correlation coefficient r was then calculated on all Ncase ~ independent test cases that were stored using this jackknife procedure. The average linear regression coefficient from all Ncase~ training sessions was also computed.
To evaluate the performance of the jackknife approach asa function of the number of cases use& the jackknife method was run using a number of cases (Njack~ife) ranging between 20 to 153. For each value of Njackl~fife, 1000 different random samples of cases taken from the 153 total cases were made and evaluated. As Nj~ckk~if~ approached the total number of cases available (153), however, the amount of diversity in terms of case mix was reduced such that when Nj~r = 153, all 1000 random realizations were identical and there was no diversity between the 1000 random samples (cr = 0).
Shrinkage. For both the straighfforward split and the jackknife approaches discussed above, the linear correlation coefficient (r) was calculated for both the training set (rt~ain) and the testing set (rt~~t). In general, the value of rtrain was higher than rtest because the SVD multiple linear regression procedure is designed to essentially maximize rtrain. The test set represents new cases, not used in training, which are necessary to independently verify the performance of the overall technique. As a result of this, rtest will usually fall short of rtrain, since the coefficients were not specifically optimized for that (testing) data set. Shrinkage is a general term 21,22,3~ that refers to the lower performance of the testing set, relative to the performance of the training set. If shrinkage is very small or zero, this implies that the technique was robust and the coefficients that were de¡ from the training set also worked well with the testing set. This further implies that the overall approach being studied generalizes well to an independent population of cases. To specifically quantify shrinkage for this study, where the linear correlation coefficient was used as the metric of performance, an equation was needed in which shrinkage is zero when rtest = rtrain, and increases as the ratio (rtest/rtLain) decreases. The equation which meets these criteria is given below: s~~ago,~,:100~(1 r::sq ) ~Equat~on~, The calculation of shrinkage was used in this study to indicate the degree to which the overall technique is able to generalize to an independent population of cases.
Other Issues
The computer used in this study was a Pentium class PC equipped with image display (DOME Imaging Systems, Waltham, MA; and an NEC 6FG Monitor), and removable WORM drives for data storage. All code was written by the authors, except for the single value decomposition and multiple regression algorithms which were commercially available as source code and were ported to our compiler. All programs were written using the C language, anda 32 bit C compiler (Intel C Code Builder, no longer available commercially). Over 400 computer programs were written specifically for this study, including programs for displaying, cropping and analyzing the images, and others for calculating, analyzing, and graphing breast features, and so on. The SVD/multiple linear regression software developed by the authors was verified for accuracy against other commercially available software capable of this analysis (SigmaStat 1.0; Jandel Scientific, San Rafael, CA). The SVD/multiple linear regression subroutines were executed well over a million times in this study, and therefore it was not feasible to utilize the commercial software directly because each run would have required user interaction. Statistical analysis was also performed using SigmaStat 1.0.
RESULTS
Radiologist lntraobserver Variability
The intraobserver variability for determining breast density is shown in Fig 2A. The breast density index for the second ranking of the CC images is plotted as a function of the BDI calculated from the first ranking, where both rankings were performed by a single radiologist (RAD1). An excellent fit is illustrated (r = 0.978), demonstrating very reproducible performance. A histogram showing the deviation from the linear regression (best fit) line is inset in Fig 2A. In the histogram, the "BDI Residual" is the difference between a plotted data point and the best fit line. Breast density is an attribute that is related to the breast, and should therefore be relatively independent of the x-ray projection through the breast. The BDI determined from the MLO projection images is plotted asa function of the BDI for the first CC ranking in Fig 2B. RAD1 performed both rankings. The correlation coefficient calculated between x-ray projections (r = 0.960) was only slightly less than that calculated using repeated rankings of the same projection. The very obvious correlations (P < 0.001) with both the CC1/CC2 and the MLOI/ CC1 comparisons lends support to the notion that the BDI is relatively projection-independent. However, there is a statistically significant difference in the precision (reproducibility) obtained from the intraprojection (CC1/CC2) compa¡ and the interprojection (MLO1/CC1) comparison (P < .01, F test on ratio of va¡
Radiologist Interobserver Variability
The BDIs resulting from the rank-ordering performed by two different radiologists on the same data set (CC1) are compared in Fig 2C. The interobserver variability is quite low, as demonstrated by a very high correlation coefficient of r = 0.968. This degree of correlation is only slightly lower than the r = 0.978 value found for intraobserver variability, suggesting that these two radiologists apparently make use of very much the same crite¡ in their ranking of breast density. Despite the excellent match between radiologists seen in Fig 2C, there was a statistically significant difference in precision between interradiologist classification performance and intraradiologist performance (P ~ .01, F test on the ratio of variances). Figure 2C shows the comparison between two radiologists ordinal ranking of the images (r = 0.968), whereas Fig 2D shows the comparison between the two radiologist's cardinal scoring of the breast density of the same image set (r = 0.913).
In the ordinal ranking the radiologists ranked all the mammograms together, while in the cardinal scoring the radiologist simply assigned a density value while looking at only one image at a time. The cardinal scoring is more akin to how mammographers currently assess breast density. There is a significant difference in the precision between ordinal ranking and cardinal scoring (P < .01, F test on the ratio of variances) of the breast density. radiologists operating on the same CC data set, viewed aach image independantly (alone) and assigned a (cardinal) density value ranging between 0 and 100. This is similar to how radiologists assign breast density currently using the 4 classification scheme of the BIRADS, except that the scale was expanded.
Computer Determined BDI Performance
Each of the six features used in the computerdetermined BDI (c-BDI) is plotted asa function of the radiologist determined gold standard (s-BDI) in example at the 10% value on the abscissa, 15 images were used for the training and the remaining 138 images were used for testing. Because only a small number of cases were used in training, the multiple linear regression algorithm was able to fit the data points quite well (r = 0.949 + 0.0020). However, because the relatively few cases used in training were not representative of the wide array of variations in the testing data set, the c-BDI was notable to generalize well, and the testing performance at this point (abscissa = 10%) was relatively low (r = 0.855 ___ 0.0035). The error bars shown in this and all related figures show the 95% confidence limits (+2 tr), based on 1000 different case distributions. Looking towards the right of Fig  4A, for example where the abscissa value is 80% (Ntrai n = 122, Ntest = 31), the training correlation coefficient is lower (rtrai . = 0.914 -+ 0.0004) compared with Ftrai n • 0.949 at the 10% point on the abscissa, because there were more points in the training set and a wider case variation was seen. However, with this relatively large number of points used in training, the c-BDI embodied a wider variation in data, and its ability to generalize was better as demonstrated by a higher correlation coefficient for testing (r = 0.910 --+ 0.0019). Towards the right of the 80% point, the number of test cases becomes too few and the occasional bad fit in the testing set is not counterbalanced by the mostly good fits, and so the testing correlation value suffers.
Shrinkage, defined previously, is a measure of how well the c-BDI may be expected to generalize. As the testing performance approaches the training performance, the shrinkage is reduced and the applicability of the technique to the "general" case improves. The shrinkage for the straightforward split paradigm is shown in Fig 4B, along with the _+ 2 cr error bars. At the 80% point on the abscissa, shrinkage is near a minimum at 0.43%. This indicates that the 80% training-20% testing case mix may be near optimal for this experiment, and that may be an interesting methodological observation to some. More importantly, the low 0.4% shrinkage indicates that the results demonstrated for the c-BDI technique may be representative of a broader patient population.
A second paradigm for distributing training and testing cases is the jackknife method. The training and testing performance using the jackknife approach is illustrated in Fig 5A. In this graph, the abscissa represents the number of cases used in total for the entire training and testing procedure. At an abscissa value of 20, this means that only 20 cases were used for both training and testing. The Fig  6A, except here the results for the jackknifed analysis paradigm ara shown. Here, the number on the abscissa is equal to the total number of casas used at each point, Ni..kknee = Ntrai n "INter. One case is set aside, and the multiple linear regression technique is run Njackknif e times. The mean 9 from the Njackknif e training sessions, and the testing performance is the correlation coefficient calculated from fitting the Niackknif e test cases results. At each point along the abscissa corresponding to a specific value of Njackknif e, 1000 different random samplings from the 153 total cases available were used. The mean (solid line) and 95% confidence limits (-+ 2cr) were calculated from the 1000 sessions run at each point along the abscissa. As Njnckknif e approaches N 9 s towards the right side of this graph, the actual diversity achieved in the different random samplings decreases, to the point where when Njackknif e = Ncase s (the right-most data point), the exact same set of 153 casas was used 1000 times. This is why the error bars approach zero towards the right of the graph. (B) The shrinkage is shown as a function of Njnckknife in this figure, demonstrating that for the jackknifed analysis, the shrinkage is at a minimum when Ni.r = Nr It is seen in this figure that the minimum shrinkage value is 0.6%, and that the curve appears to be approaching zero assymtoptically. error bars were calculated by randomly varying the case mix (from the pool of 153 cases) in these 20 cases, 1000 times. The point of this analysis is to demonstrate the convergence between the training and testing performance as the number ofjackknife cases increases.
Figure 5B illustrates the shrinkage for the jackknife analysis. As the number of jackknifed cases increases, the number of cases used in training also increases and the shrinkage is seen to decrease. For the case where all 153 available cases were used in jackknifed approach, the measured shrinkage was 0.65%. The c-BDI results are shown plotted asa function of the s-BDI, While the computar was notable to achieve the same level of agreement (based on the correlation coefficient) with the radiologists as the radiologists achieved, good performance is nevertheless shown. It is noted that the computar calculated BDI has a reproducability with 9 = 1.000.
(RAD1, CC1 versus MLO1), and 6.3% in the intermediate case (RADI CC1 versus RAD2 CCI), for these ordinal rankings. Averaging these values, we approximate that about 6% to 7% of the fluctuations seen in Fig 6 are attributable to variation in the s-BDI (radiologist scoring) . Therefore, the remaining 10% to 11% of the variance must lay with the inaccuracy of the computer to replicate the decisions made by the radiologists in determining breast density (this is not due to computer imprecision, since the c-BDI is uttefly reproducible).
The breast density index presented in this study was chosen over a continuous scale ranging from 0 to 100, however this does not imply that it is practical or desirable to define 100 different categodes for breast density. For comparison, the Wolfe grade methodology and the current American College of Radiology recommendations make use of 4 different categories of breast density. The number of categories that breast density can be meaningfully assigned into is related to the precision that one can actually determine breast density. To evaluate this, an analysis was performed whereby two classification schemes were compared to see what fraction of the cases would be assigned to the same classification category. The number of categories was varied between 2 and 50 in the analysis. Figure 7A shows the percentage of cases that were assigned to the exact same category, plotted asa function of the number of categories used for assignment. For example, for 2 categories the assignment is either "dense" or "not dense," and the percentage of cases that were correctly tabulated into these categories is relatively high. As the number of categories increases, the number of divisions between categories increases, and a smaller percentage of cases end up being classified into the same category. The open circles compare intraradiologist (comparing the CC1 and CC2 sessions of Radl) ordinal classification performance. The crosses show inter-radiologist ordinal performance (Rad2 CC1 versus s-BDI, which was an average of Radl CC1, CC 2 and MLO1 sessions). The filled squares show the comparison between the cardinal scores, the computer c-BDI and the radiologist's s-BDL The open diamonds show the comparison between the freehand BDI assignment of Radl (CC3) and the freehand assignment of Rad2 (CC3). In Figure 7A , only cases that were assigned into exactly the same category were tallied as "correct," whereas in Fig 7B cases that were assigned into the exact same or the next adjacent categories (on either side) were counted as "correct." This relaxation of the definition of "correct" improves performance as is apparent in Fig 7B. The definition of "correct" is relaxed to include the surrounding 2 categories in Fig 7C, and categorization performance improves even further.
DISCUSSION
There have been previous efforts to develop numerical estimates of breast density reported in the literature, most notably by Wolfe. l The BIRADs classification schema has been adopted by the American College of Radiology as a standard for breast density characterization. Other investigators have reported using computerized techniques employing planimetry 33,34 and computer-derived image features. 28, 35 In one reported study, 33 radiologists ranked mammograms into 6 discrete categories depending on their estimate of the "proportion of breast volume occupied by the radiological signs of 'ductal prominence' or "mammographic dysplasia." 33 A planimeter was used which required human input (about one minute per flm), and essentially used the computer to calculate the fractional area of the breast which was dense, based on hand traced areas of the dense breast regions and the total breast area. The focus of that study was primarily to evaluate the reproducibility of human estimates versus human-planimeter estimates of breast density. As such, the computer was not used to identify mammographic features per se, but only to integrate the radiologist-traced areas. For the 6 category scale used in the study, the investigators found 52.4% exact agreement between radiologist and planimeter estimates of densities. In the study of Saftlas et al, 34 planimetry was used essentially as above and showed 77% agreement based on a 5 category scale of density.
Caldwell et al 28 pioneered the use of the fractal dimension asa feature which correlates well to breast density, as defined by the 4-category Wolfe grade classification scheme (N1, P1, P2, and DY). In terms of categorization reliability, inter-radiologist agreement (3 radiologists compared) in the 4 category scale ranged between 66% and 74% for exact agreement. The computerized assignments to the density catego¡ agreed exactly with the radiologists between 57% and 67%. The computer assignments demonstrated had minor disagreement (plus exact agreement) in 88% of the 70 cases studied.
The technique of rank-orde¡ of mammograms used in this study is fundamentally different than assigning breast density using a small number of categories. The rank order data can be retrospectively divided up into a large number of different categories. Rebinning our results to the 4 breast density classification categories used by Caldwell, 28 the computer and radiologist agreed (exactly) 67% of the time, in excellent agreement with Caldwell's 57% to 67%. The intraradiologist exact agreement Number of Categories 50 for 4 categories observed in this study was calculated (circles on Fig 8A) performance of the c-BDI in the minor disagreement category.
Figures 7A-7C demonstrate that rank-ordering a large series of mammograms results in greater precision than that achievable by assigning cardinal BDI values. For example, focusing on Figure 7B (where minor disagreement by plus or minus one category is considered "agreement") using 90% correct assignment as a threshold requirement, intraradiologist ordinal ranking could achieve 13 meaningful categories, and interradiologist ordinal ranking could achieve 11 meaningful categories of breast density. Cardinal ranking techniques proved less precise. For the computer results (c-BDI) compared against the s-BDI, it was found that 7 meaningful breast categories could be distinguished. Interradiologist cardinal scoring could also produce about 7 meaningful categories. These results suggest that radiologist organizations considering future modifications to the BIRADs breast density scale may want to consider increasing the number of categories from 4 to 7. It is conceivable that if radiologists were to make use of an atlas showing a series of mammograms covering the full range of breast densities (thus using an ordinal scale), a higher level of precision may be achievable. This technique would be similar to the use of the Greulich and Pyle atlas for skeletal age determination. 36 Alternately, when digital mammography becomes the norm, algorithms such as that reported for the c-BDI here could be used to calculate breast density.
CONCLUSION
The link between breast density and the risk of breast cancer that was first made by Wolfe 1, 2, 16"18, 37 has begun to be appreciated by the medical community asa whole. 3,34,38-45 Quantification of a patient's breast density using the BDI developed in this study would allow for more precise evaluation of breast cancer risk, which may influence the optimal choice of screening strategy for each patient. For example, patients with moderate breast densities might be evaluated more frequently using mammography, but those with very high BDIs might be screened routinely using modalities in addition to mammography, such as ultrasound or MRI. 6,7,46-48 Furthermore, the efficacy of using alternate modalities such as ultrasound or MRI could be studied in terms of the proposed continuous scale for breast density. A more precise metric for quantifying breast density would also allow closer monitoring of changes in breast density due to menopause or hormone replacement therapy. 49-52 In addition, a continuous BDI scale may permit better technique optimization for serial mammography screening, even with automatically adjusting mammography systems such as the DMR (General Electric; Milwaukee, WI). A priori knowledge of a precise BDI value would allow an automatic technique system to initiate the technique closer to the optimum level, possibly minimizing exposure total time and reducing motion unsharpness in the mammogram. Finally, the availability of a standardized breast density index such as that proposed here may permit the a priori application of different sets of algorithms for computer aided diagnosis, each set optimized for a specific range of breast density.
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APPENDIX
In this section, a desc¡ is given as to how each of the features listed in Table 1 was calculated. In all cases, the features were only calculated on regions of the px-mammograms where actual breast parenchyma was imaged; the image background was excluded from the calculation using a "mask." The image served as its own mask, since all background and cropped areas on the images were set to a gray scale value of 0, and all the areas on the image where breast parenchyma was present the gray scale values were > 500.
Feature 1: FD Th 75
The fractal dimension has been recognized for some time to be a good indicator of breast density. 2s The first step in calculating fractal properties was to produce a series of Nk images with formats decreasing by factors of 2. For example, if the original ox-mammogram was Nx pixels wide by Ny pixels tall, for k = 1 the image is still Nx X Ny, for k = 2 the image is reduced to N• X Ny/2 in size, for k = 3, the image size is Nx/4 • Ny/4, and for k = 4, the image size is Nx/8 • Ny/8. The images are reduced to smaller formats by averaging gray scale values. The next step that was applied was to trinarize the pxmammograms. Background pixels in the image were kept zero, pixels that were in the breast but were below a certain gray scale value were set to 1, and pixels in the breast above the threshold value were set to 2. The threshold value was calculated based on a percentile of the range of gray scale in the px-mammogram. The histogram of the image was calculated, and the gray scale value corresponding to the 75th percentile was chosen as the threshold value for feature 1, FD Th 75 (for comparison, the median gray scale would correspond to the 50th percentile).
The next step in calculating the fractal features is to calculate the feature of interest, and here the integrated gradient was calculated using:
x'=x+l y'=y+ 1 Gradientk=EE E E [IM(x,y)-IM(x',y')] [A-l]
x y x'-x-1 y'-y-1
All pixels having gray scale values of zero were excluded ffom the above summation. This operation was performed on 4 images (Nk = 4). For images k = 1, 2, 3 and 4 (which were increasingly smaller), pairs of (x, y) values were calculated as: (LOGl0(I 89 k), LOGl0(gradientk)). This set of 4 (x, y) points was then fit to a straight line using linear regression, and the value of the feature was calculated as: FD Th 75 = 2 -slope. Feature 1 is referred to as the fractal dimension of the image thresholded at 75%, abbreviated as FD Th 75.
Feature 2: FD Th 85
Feature 2 was calculated exactly as described above for feature 1, except that the image was thresholded at the 85% level instead of the 75% level.
Feature 3: FD_Sigma
Feature 3 was calculated exactly as described above for feature 1, except that the root mean square (RMS) standard deviation was used as the feature calculated. In this case the image was not trinarized. Linear regression was performed as desc¡ above, and the slope of the straight line fit was determined. The feature value was calculated again as F3 = (2-slope).
Feature 4: CD_Yint
Each image was high-pass filtered with a series of 5 different filters, producing 5 different filtered images. The high-pass filtering was performed using so-called blurred mask subtraction, where a square convolution kemel (all elements of the kernel equal to S -2) of S • S pixels was convolved with the o¡ image, smoothing it. The smoothed image was then subtracted pixel-by-pixel from the original, and an offset of 2000 was added to the image. For the five different images (k = 1, 2, 3, 4, 5), the side length S of the convolution kernel was 5, 9, 13, 17, 21 (ie, S = 4k + 1).
The integrated gradient for each high-pass filtered image was calculated using Equation A-1. Pairs of points (LOG[k], LOG-[gradientk]) were produced from k = 1 to k = 5 and these 5 pairs of points were submitted to linear regression analysis. The fit was to a straight line, Y = ct + [3 X. The fit parameter tx is the y-intercept of the line, and this continuous dimension y-intercept was used as feature 5, CD_Yint.
Feature 5: CD_Slope
Feature 5 was calculated as described for Feature 4, except the slope (the 13 in Y = tx + 13 X) of the linear fit was used instead of the y-intercept. This feature was the continuous dimension slope, CD_Slope.
Feature 6: HZ_Proj
All of the images in the data set were oriented and displayed with the nipple-to-chest wall axis running horizontal, with the nipple on the left. The gray scale values on the gx-marnmograms along horizontal lines in the image (or pixel rows, running in the x dimension) were summed, producing a profile (or vector) Z(i = 1, Ny) which has as many elements as the image is tall (Ny). Only rows containing more than 10 non-zero pixels (those with breast parenchyma) were summed, all others were set to 0. The Root Mean Square (RMS) standard deviation of all non-zero projection values was calculated, and used for the horizontal projection feature, HZ_Proj.
