Abstract. Databases provide one of the main concrete scenarios for nitemodel theory within computer science. This paper presents an informal overview of database theory aimed at nite-model theorists, emphasizing the speci city of the database area. It is argued that the area of databases is a rich source of questions and vitality for nite-model theory.
Introduction
There is an intimate connection between nite-model theory and database theory. In a very real sense, nite-model theory provides the backbone of database theory. And databases provide a concrete scenario for nite-model theory { perhaps the main one within computer science. This scenario contributes two things to nite-model theory. First, it induces a speci c measure of relevance on nite-model theory questions and results. Second, it is itself a rich source of questions, some of which would be unlikely to arise independently. This paper is an attempt to present database theory to nite-model theory researchers, emphasizing the speci city of database theory. We hope to convince nite-model theorists that database theory is a source of vitality for their area.
We begin with an introduction to the database scenario, and continue with a brief overview of the general landscape of classical database theory. We emphasize several areas in database theory that have been largely overlooked by nite-model theory and that we believe are a rich source of questions. Chief among these are dynamic aspects of databases { update languages, view updates and maintenance, temporal databases and constraints, etc. Next, we look at the theory of query languages, where most of the overlap between database theory and nite-model theory occurs. We avoid covering the overlap, which is familiar terrain to nite-model theory researchers. Instead, we focus on the idiosyncrasies of the database scenario, its speci city, and the di erences with nite-model theory. We next describe several developments in advanced database systems, and some of the accompanying theory. These include object-oriented databases, databases with incomplete information, and multimedia databases. Lastly, we discuss brie y some aspects of the interaction between databases and nite-model theory.
A word of warning is in order. We cover here many aspects of databases, and opt for breadth rather than depth in the presentation. Consequently, the exposition is informal. As an attenuating circumstance, we invoke the modest
The author was supported in part by NSF Grant IRI-9221268. 1 aims of the paper: to give a avor of the database area, and to incite curiosity.
We refer the reader to Kan91, AHV95] for more detailed and somewhat formal presentations of database theory. Early database theory is covered in Mai83] .
A concise overview of the eld aimed at computer science theoreticians is also provided in Yan95] . The relationship of database theory and practice is explored in Pap95] . A general introduction to the database area is provided in KS91] , and an in-depth presentation in Ull88, Ull89].
The Database Scenario
A database system is a software and hardware system whose purpose is to store and manipulate data. The de nition is even more ambiguous than it seems at rst. The meaning of \data" changes with the demands of the market and the increased capabilities of computers. So does the meaning of \manipulate". However, some aspects of the database scenario are relatively constant. They include the basic architecture of a database. We discuss this rst.
The logical level. Users{who may be people as well as programs{interact with a database using the interface it provides. The abstraction provided by the interface is called the logical level of the database. Data is represented here using a data model. Intuitively, a data model provides a uniform way to organize and manipulate data. Examples of data models are the relational, hierarchical, network, entityrelationship, and object-oriented models. By far the most popular remains the relational model, in which data is presented as a set of tables. Each table is identi ed by a name; columns also have names, called attributes. The structure of the tables in a relational database, given by their names and attributes, is referred to as the database schema. The schema provides the \skeleton" of the database, without its data. The content of each table at any given time is a set of tuples{a relation. The relations contained by the tables form an instance of the database. Data manipulation capabilities provided at the logical level include a query language (used to extract information from the database) and an update language (used to modify the content of the database).
A relational database schema is essentially a rst-order vocabulary without function symbols or constants. A database instance can be viewed as a nite relational structure providing a nite interpretation for the vocabulary. This analogy is the basis for the connection between databases and nite-model theory.
Besides the basic functionality of the logical level, described above, there are many bells and whistles. We mention two important ones: data dependencies, and views.
Clearly, the ability of relations to capture interesting semantics of data is limited. One way to augment the descriptive capabilities of the model is to allow explicitly specifying additional properties that must be satis ed by all correct instances. This is usually done using rst-order sentences, called data dependencies (or integrity constraints). The most common of these are functional dependencies and inclusion dependencies. Suppose account and name are attributes in a relation storing data about bank accounts. The expression name ! account is an example of a functional dependency. It states that no two tuples in the relation can have the same name value but distinct account values. Next, consider relations Student and TA, each of which has the attribute name. The expression TA name] Student name] is an inclusion dependency stating that every TA is a student. Data dependencies serve several purposes. Their primary purpose it to provide a rough lter for incorrect data. As such, they must be checked following each modi cation of the database. Another use of dependencies is in the design of database schemas with desirable properties. A third application is in query optimization. This is quite intuitive { data dependencies provide more information about the data to which a query is applied, and this in turn may allow faster evaluation of the query. We discuss this later in more detail.
Another functionality commonly provided at the logical level is the ability to de ne views of the data. Suppose we have a database. A view of the database is a set of tables whose contents are de ned from the given database by a query (one for each table in the view). There are many reasons for providing views. The database may be very complex, and di erent users may prefer to have di erent ways of looking at the data. Views typically involve both hiding of irrelevant information, and restructuring of data that is retained. They may be very simple, as in the case of automatic teller machines, or highly intricate, as in the case of computer-aided design systems. Another aspect is security: views can be used to hide information from certain users. The set of views provided by a database is sometimes referred to as the external level of the database.
Below the logical level. The implementation of the database occurs below the logical level in a hierarchy of levels of abstraction. At the bottom of the hierarchy lies the physical level, which consists of the data stored on some physical medium (say, on disk), as a sequence of bits. Access to data stored on the physical medium is facilitated by indexes, which act as directories providing physical addresses for tuples with a given value for some attribute. The processing of queries and updates takes place in between the logical and physical levels. Di erent stages in this process require di erent information, and therefore occur at di erent levels of abstraction. We next outline the main stages in the journey of a query from the logical level to the physical level. We limit the discussion to relational databases.
A query is formulated at the logical level in a language which is typically a syntactic variant of rst-order logic over relations (FO). Such is the case for the most widely used commercial relational query languages such as SQL C + 76]. Below the logical level, the query is processed in several stages: translation to algebra: the query is reformulated in an intermediate language, called relational algebra. This speci es the evaluation of the query in terms of some simple algebraic operations on relations (see Section 3.1). query rewriting: the relational algebra query is rewritten into a simpler query. This stage uses no information about the instance to which the query is applied. It uses static information such as the database schema and data dependencies. The result is a query which can be evaluated faster and is equivalent to the original on all instances satisfying the data dependencies. query evaluation plan: the plan for evaluating the query is generated. This can be represented in a graph-like manner and speci es the order in which the algebra operations will be performed, the reuse of intermediate results, etc. Typically, this requires information about the instance to which the query is applied, including physical level information. Such information may include statistical information about the data (size of relations, distribution of data, etc.), and the availability of indexes for certain attributes. Sometimes indexes may be created dynamically. query evaluation: the algebra operations are executed as speci ed by the evaluation plan. The evaluation of each operation is highly optimized and may also use physical level information such as indexes. The separation between the logical level and the physical level is perhaps the most fundamental idea underlying the eld of databases. This is referred to as the data independence principle. It allows the user to think of the database in terms of its logical representation alone, without any knowledge of what happens underneath: the user need not know about disks, indexes, intermediate representations, etc. This capability is arguably the most important single distinction between le systems and database systems. As we shall see, the data independence principle has important consequences for database theory as well.
Landscape of Database Theory
Before embarking upon more detailed discussions of some selected parts of database theory, we brie y survey the general landscape.
In attempting to be useful, database theory is engaged in an intricate dance with database systems. Sometimes, database theory leads developments in systems. The most notable example is the birth of relational database systems, which followed Codd's theoretical work on the relational calculus and algebra Cod70, Cod72b] .
Other times, database theory follows developments in systems. One example is in the area of object-oriented databases, where formal work was late to emerge. In either case, there is a tension between the natural tendency of database theory to produce a uni ed, elegant formalism, and the whimsical reality of database systems. The systems rarely evolve under the impulse of intellectual or esthetic considerations, but are instead subject to powerful market, technological, and even political forces. There ensues a remarkably opportunistic lack of loyalty to any particular paradigm or formalism, much to the despair of theoreticians. One of the challenges of database theory is to follow (or lead) the Brownian motion of database systems, to stay relevant, and to discern the essential from the noise. But this is also an opportunity. Databases act as a vital soup where various paradigms interact: logic, complexity theory, algorithms, programming languages, arti cial intelligence, logic programming, etc. This is one of the sources of richness and intellectual excitement in the database area.
The overlap of database theory with nite-model theory occurs primarily in the area of query languages. We discuss this in detail in the next section. Here we focus on the other areas of database theory, some of which we believe are sources of interesting new questions for nite-model theory.
Most of database theory deals with the logical level of databases. The main topics besides the theory of query languages are dependency theory, and dynamic aspects of databases. The latter include update languages, view maintenance, view updates, and temporal databases. Some database theory also deals with what happens below the logical level of the database. This includes query rewriting techniques, physical access structures, and concurrency control. We begin with a description of the basic formalism of relational databases, then discuss very brie y each of these topics.
3.1. Basic Formalism of Relational Databases. The basic notation and terminology of relational databases varies quite a bit. The reader should expect such variations when consulting di erent sources.
We assume the existence of four in nite and pairwise disjoint sets of symbols:
the set att of attributes, the set dom of constants, the set var of variables, and the set rel of relation names. A relational schema is a relation name R with an associated nite set att(R) of attributes in att. A tuple over a relational schema R is a mapping from att(R) into dom. An instance over a relation schema R is a nite set of tuples over R. A database schema is a nite set of relational schemas.
An instance I over a database schema R is a mapping associating to each R in R an instance over R, denoted I(R). The set of constants occurring in an instance I is called the active domain of I, denoted adom(I). The set of all instances over a schema R is denoted by inst(R).
Note that, in logic terms, a database schema supplies a vocabulary consisting of a nite set of predicates (however, a database schema additionally speci es a set of attributes for each predicate). A database instance provides a nite interpretation of the predicates. The domain of the interpretation is not given explicitly. It consists of the active domain of the instance. Also note the use of the word \constant". This is di erent from the notion of a constant in a rst-order vocabulary. In databases, a constant is just a domain element.
The standard query languages for relational databases are based on a variation of rst-order logic on relations, called relational calculus (which we will denote FO despite the minor di erences with rst-order logic). Suppose R is a database schema. A relational calculus query is an expression fhx 1 ; : : : ; x n i : A 1 : : : A n j '(x 1 ; : : : ; x n )g where the x i are distinct variables, the A i are distinct attributes, and ' is a rst order formula with free variables x 1 ; : : : ; x n , which allows atoms x = c where c is a constant in dom. This de nes a relation with attributes fA 1 ; : : : ; A n g. Each constant used in a query is always interpreted by the constant itself 1 .
Relational calculus has a simple algebraization called relational algebra. The operations of the algebra are the following: set operations: ; ?; selection: A=c (R), for A 2 att(R), selects all tuples in R for which A = c; projection: X (R) projects R on a subset X of its attributes; renaming: A!B (R) leaves the content of R unchanged and renames attribute A to B; join: R 1 S returns all tuples t over att(R) att(S) such that att(R) (t) 2 R and att(S) (t) 2 S. The rst question is to provide languages for modifying the content of a database. These are dynamic analogs of query languages, and are called update languages. The di erence between query and update languages is subtle but important. To specify an update, one could indeed de ne the new database as the answer to a query posed against the old database. However, this misses an essential characteristic of updates: most often, they involve small changes to the current database. And, query languages are not naturally suited to explicitly speak about change. In contrast, update languages use as building blocks simple statements expressing change, such as insertions, deletions, and modi cations of tuples in the database. Other subtle di erences arise from the fact that updates modify their input. This results in a built-in recursion which may be hard to circumvent in some languages.
The di culty is illustrated by a result of Don88] involving the language Datalog (conjunctive queries augmented with an in ationary xpoint operator). It is shown that Datalog is not closed under composition as an update language, although it is closed under composition as a query language. Speci cally, there is no Datalog update equivalent to the Datalog update closing R transitively, followed by the Datalog update closing R symmetrically.
3.4. View Maintenance. As we have seen in the previous section, databases provide di erent users with di erent views of the database. Consider a database with schema R. A view over R is a database schema V together with a mapping v : inst(R) ! inst(V). The mapping v is often de ned by one FO query for each relation in V. There are two main options in managing views: the view can be materialized, i.e. computed from the database and stored explicitly, or the view can be virtual, i.e. never explicitly stored. Queries on a virtual view are translated into a query on the database by substituting into the query the de nition of each table in the view in terms of the database.
Materialized views must be updated whenever the database is updated. How to do this e ciently is the view maintenance problem. The object is to avoid recomputing the view from scratch every time an update occurs. Some work in this area has focused on detecting situations when the database update does not a ect the view, therefore making it unnecessary to recompute it BC79, BLT86]. The cost of checking relevance of the update to the view must be weighed against the cost of recomputing the view. Other recent work has considered the incremental maintenance of views. The idea is to compute the new view from the old view and the update to the database, possibly using some additional auxiliary information. Since computing a view really means evaluating a query, this has led to very interesting work on incremental query evaluation, ranging from pragmatic heuristics to new notions of \incremental" complexity. These are relevant to a much broader context than view maintenance. The incremental computational complexity of problems is 3.5. View Updates. To a user accessing a view, the view is the database.
Therefore, the user must be allowed to query and update the view as if it were a database in its own right. Queries do not pose much of a problem: a query against the view is translated into a query against the database by substituting into the query the de nition of each Thus, the information in the database consists of data (presumed to be) currently true in the world. However, in many applications, information about the history of data is just as important as static information. When history is taken into account, queries can ask about the evolution of data through time; and, constraints may restrict the way changes occur.
Temporal databases borrow heavily from temporal logic Eme91, Gal87]. 3.7. Below the Logical Level. While most database theory deals with the logical level, some of it concerns the levels below. This includes techniques for query processing, the design of physical access structures, and concurrency control.
Query rewriting has been the subject of some elegant theoretical work. Recall that relational calculus queries are translated below the logical level into relational algebra queries. It is easy to see that join is the most expensive operation of the algebra. A technique has been developed in CM77, ASU79, MMS79, SY80] for minimizing the number of joins. Furthermore, the technique can take into account the fds satis ed by the database. The technique is guaranteed to produce a query equivalent to the original on all databases satisfying the fds, and which has the minimum number of joins among all such queries. We illustrate this with a simple example. Suppose R has attributes ABC and satis es the fd B ! C. Consider the algebra query AB (R) 1 BC (R). It turns out that this query is the identity on all instances of R satisfying B ! C. To see this, suppose rst that ha; b; ci is a tuple in R. Clearly, ha; b; ci is also in the answer (this is not dependent on the fd). Conversely, suppose ha; b; ci is a tuple in the answer. Then there must be tuples ha; b; c 0 i and ha 0 ; b; ci in R. These agree on B. Since R satis es B ! C, it must be that c = c 0 . But then ha; b; ci is in R. This kind of reasoning about fds and queries illustrates a technique called the chase MMS79].
Much algorithmic and data structures work has gone into the design of indexes, such as B + -trees BU77]. Roughly speaking, a B + -tree allows log(n)-time access to one of n records, if the tree is balanced. The main di culty is how to e ciently keep the tree balanced as records are inserted or deleted.
Concurrency control develops means to ensure that concurrent access to the database by multiple users does not produce nonsense. The central idea is the following. Suppose n programs T 1 ; : : : ; T n are run on the database. These can query as well as update the database. For e ciency reasons, it is desirable to interleave the execution of the instructions of the programs. An interleaving of the instructions is a schedule for the programs. Which are the schedules that should be allowed? If the programs are simply executed one after the other in some order, there is clearly no problem. Such a schedule is called serial. It should then be the case that schedules which are equivalent to some serial schedule should also be allowed. Such schedules are called serializable. Serializability is the most commonly used correctness criterion for schedules. Of course, this cannot be checked for arbitrary programs. Therefore, concurrency control is done by choosing an appropriate abstraction for programs and enforcing su cient conditions for serializability. The simplest abstraction consists of the sequence of lock and unlock operations performed by programs on data entities (such as tuples, relations, or pages). To see an example, consider two transactions: unlockB Schedule S 1 is serial (it consists of the instructions of T 1 followed by those of T 2 ). Schedule S 2 is not serial, but is serializable (it is equivalent to T 1 followed by T 2 ). Schedule S 3 is neither serial, nor serializable (it is not equivalent to T 1 followed by T 2 , nor to T 2 followed by T 1 ).
Generally, the more information is captured by the abstraction the more accurate the serializability test, and the higher its complexity. This highlights a basic tradeo between the degree of concurrency allowed by a concurrency control mechanism, and its cost. The theory of concurrency control is presented in Pap86, BHG87] .
Theory of Query Languages
As discussed earlier, the main overlap between database theory and nite-model theory occurs in the theory of query languages. The common ground is well known to nite-model theorists. AV91a] ). The connection between languages and complexity classes is of great interest to both elds. In particular, the existence of a language expressing precisely the queries in P remains the major open problem Gur84, Gur88] . We omit here any further description of the common ground (see Section 6 for some remarks on the interaction with nite-model theory). Instead, we focus on certain aspects of the theory of query languages that illustrate the speci city of the database approach. The aspects we discuss are the following: safety and domain independence; the diversity of database query language paradigms; the impact of the data independence principle; complete languages; and, new notions of query complexity.
4.1. Safety and Domain Independence. The basis for the connection between nite-model theory and databases is that instances are essentially nite structures. However, there is a small di erence between the two that gives rise to a large problem. The obvious alternative is to evaluate queries relative to the active domain of the input instance. This raises a more subtle problem. Databases often contain a large number of relations. Some users have only partial information about the database. Suppose a user poses a query that only mentions some relation R. This is nonetheless evaluated against the active domain of the entire database. In general, the answer will depend on database relations not mentioned in the query, that the user may know nothing about. This corresponds to a decomposition of the query into this sequence of existentially quanti ed queries: There are several versions of Datalog : , di ering in the semantics for negation. The main semantics for negation are the strati ed semantics CH85, ABW88, Lif88, Gel86] and the well-founded semantics GRS88, GRS91, Gel89, BF88, Prz89, Prz90], which we do not describe here.
The following is a Datalog : program which de nes the complement of transitive closure under both semantics:
T(x; y) G(x; y) T(x; y) G(x; z); T(z; y) T(x; y) :T(x; y) Intuitively, the semantics of negation ensures that T is computed before the last rule is used to compute T. The negation is taken relative to the nite active domain.
Production systems: These are also rule-based languages, but with a procedural xpoint semantics. One common semantics is to apply the rules in parallel as follows. The computation consists of a sequence of stages. At each stage, for each valuation of the variables that makes true the body of a rule, the head of the rule under that valuation is added to the database. The semantics of negation is straightforward: :R(u) is true at a particular stage if R(u) is not in the current state of the database. This is repeated until a xpoint is reached. This semantics is referred to as the in ationary xpoint semantics for Datalog : AV88, KP88] . Note that the above program no longer computes the complement of transitive closure under the in ationary xpoint semantics. Indeed, the last rule causes T to contain all edges after the rst stage. Instead, the following program computes the complement of the transitive closure of G under in ationary xpoint semantics (it is assumed that G is not empty):
T(x; y) G(x; y) T(x; y) G(x; z); T(z; y) old-T (x; y)
T(x; y) old-T-except-nal(x; y)
T(x; y); T(x 0 ; z 0 ); T(z 0 ; y 0 ); :T(x 0 ; y 0 ) T(x; y) :T(x; y); old-T(x 0 ; y 0 ); :old-T-except-nal(x 0 ; y 0 ): Note that old-T follows the computation of T, but is one step behind it. The relation old-T-except-final is identical to old-T, but includes a clause which prevents it from ring when T has reached its last iteration. Thus, old-T and old-T-except-final di er only in the iteration after the transitive closure T reaches its nal value. In the subsequent iteration, the program recognizes that the xpoint has been reached, and res the rule computing the complement T.
Object-oriented programming: Query languages for object-oriented databases are strongly in uenced by object-oriented programming. In objectoriented databases, objects with common structure and behavior are grouped into classes. Programs called methods are attached to classes and can be applied to each object in the class. An abstract language modeling side-e ectfree methods, called method schemas, has been proposed in AKRW92, HKR93] . We further discuss some aspects of object-oriented database languages in Section 5. The diversity of query language paradigms beyond FO may be disconcerting at rst. It may appear that there is no hope for unity. However, there is good news. Despite the wide variations, many of the languages are equivalent. In fact, we are led back to familiar ground. Indeed, the xpoint and while queries emerge as central. Among the languages described above, FO+IFP, FO+LFP, while + , Datalog : (with either well-founded or xpoint semantics), and method schemas are all equivalent and express the xpoint queries GS86, AV88, Gel89, HKR93]. The languages FO+PFP, while, and Datalog : augmented with the ability to delete previously inferred facts, are also equivalent and express the while queries AV91a].
As discussed earlier, convenient syntax and semantics is a constant preoccupation in query language design. Logic is not always the formalism of choice. Among languages expressing the xpoint queries, the rule-based languages are the most popular. Among those expressing while, imperative languages in the style of while are competing with rule-based languages in the style of Datalog : with xpoint semantics, augmented with the ability to delete facts.
Coming up with the \right" language for a target class of queries is more than just a matter of syntactic sugaring. For example, Datalog : with in ationary xpoint semantics is much simpler at rst glance than the full FO+IFP, and their equivalence is nontrivial (and special to nite structures) AV88, AV91a]. 4.3. Data independence principle. As discussed earlier, the data independence principle is one of the de ning characteristics of database systems. The separation of the logical and physical database levels has yielded a distinct point of view on several aspects of the theory of query languages. Expressiveness results in database theory, as in nite-model theory, come in two main avors: those that assume the presence of an order, and those that make no such assumption. In the context of databases, computation without order can be viewed as a mathematical metaphor for the data independence principle. The argument goes as follows. The database as viewed at the logical level is generally an unordered structure. At the physical level however, the constants are encoded and stored on some physical medium as sequences of bits. This induces an order among them. If the physical level cannot be accessed, this information cannot be used and no order is available. However, the order provided by the physical level can always be accessed by breaking the data independence principle.
The fact that the answer to a query is dependent only on information present at the logical level is captured by the notion of genericity AU79, CH80b, HY84]. A query is generic if it commutes with isomorphisms of dom. Genericity basically says that the query is well de ned at the logical level. This is almost trivial in the absence of several levels of abstraction. In the context of multiple levels of abstraction, genericity becomes much more meaningful. It says that, although the evaluation of the query uses physical-level information, the answer to the query may not depend on the additional information. Genericity has important consequences for the expressiveness of languages and the complexity of queries. For example, the evenness query on a unary relation 4 is not expressible in seemingly powerful languages such as while Cha81] . There is a mismatch between the classical notion of complexity and the di culty of computation without order, arising from the fact that classical complexity is de ned using machines that work on encodings of structures, rather than the structures themselves. The encodings are analogous to representations of data at the physical level of a database. Thus, abstraction is absent.
Relational machines. Computation Lei89a, Lei89b] for ordered structures.) A relational machine 5 is a Turing machine augmented with a relational store. The relational store consists of a set of relations of certain arities. Some of these relations are designated as input relations and some are designated as output relations. The arity of the machine is the maximal arity of the relations in its store. The tape of the machine is a work tape and is initially empty. Transitions depend on the current state, the content of the current tape cell, and a test of emptiness of a relation of the relational store. Transitions involve the following actions: move right or left on the tape, overwrite the current tape cell with some tape symbol, and replace a relation of the store with the result of a relational algebra operation on relations of the store. For example, the machine can have instructions such as:
If the machine is in state s 3 , the head is reading the symbol 1, and relation R 1 is empty, then change the state to s 4 , replace the symbol 1 by 0, move the head to the right, and replace R 2 by R 2 \ R 3 . turns out that in a reasonable sense, relational machines are precisely the e ective fragment of L ! 1! AVV95].
De ning complexity classes based on relational machines poses the following problem. For Turing machines, the most natural measure of complexity is in terms of the size of the input. This measure is not the most natural one for relational machines, since such machines cannot measure the size of their input. Indeed, a relational machine of arity k cannot distinguish between two structures that are equivalent relative to L k 1! , although these may have widely di erent sizes. In fact, relational machines have a limited discerning power, i.e., the power to distinguish between di erent pieces of their input, since they are able to manipulate their input only relationally. This suggests that it is natural to measure the size of the input to a relational machine with respect to the discerning power of the machine. The new measure, based on the number of equivalence classes of k-tuples with respect to equivalence relative to L k 1! , gives rise to a new notion of computational complexity, called relational complexity AV91b, AV95, AVV92]. This results in classes such as P r (relational polynomial time) and NP r (relational nondeterministic polynomial time). It turns out that there is a nice match between relational complexity classes and query languages. It is shown in AV91b, AV95] that P r = xpoint and PSPACE r = while. This is extended in AVV92] to variations of xpoint logic and the relational complexity classes NP r , EXPTIME r , and EXPSPACE r . Furthermore, the containment structure of these relational complexity classes is the same as that of their classical counterparts. This yields results relating languages to classical complexity classes, such as: xpoint = while i P = PSPACE AV91b, AV95]. Nondeterministic query languages. It is well known that the presence of order has dramatic impact on the expressiveness of languages. For example, xpoint = P and while = PSPACE on ordered structures Imm86, Var82] . Now recall our view of order as a metaphor for accessing physical level information in a database. Suppose that a query language breaks the data independence principle by making reference to physical level information. The answer will generally depend on such information. Viewed at the logical level, the query then appears to be nondeterministic: it returns di erent answers when repeatedly posed against the same logical-level database.
This suggest an alternative to breaking the data independence principle to circumvent limitations in expressive power: making nondeterminism a rst-class construct in the language. The expected bene ts in terms of expressiveness are similar to the presence of an order.
We illustrate one way in which a deterministic language can be augmented with a nondeterministic construct. Consider FO+IFP. We augment it with a nondeterministic construct, called the witness operator, denoted W. Intuitively, Wỹ (x,ỹ) indicates that one \witness"ỹ x is chosen for eachx satisfying 9ỹ (x,ỹ). For example, if R= f 1,1], 1,2], 2,3]g, the formula Wy(R(x; y)) denotes the set of two relations f 1,1], 2,3]g and f 1,2], 2,3]g. More precisely, for each formula (x,ỹ)) (wherex andỹ are vectors of the variables which are free in ), Wỹ (x,ỹ)) is a formula (where theỹ remain free) de ning the set of relations 6 I such that for some J de ned by : I J; and for eachx for which x,ỹ] is in J for someỹ, there exists a uniqueỹ x such that x,ỹ x ] is in I. FO+IFP augmented with the witness operator is denoted FO+IFP+W. This language de nes both deterministic and nondeterministic queries, and it is undecidable whether a given FO+IFP+W query is deterministic. Let det(FO+IFP+W) denote the set of queries of FO+IFP+W that are deterministic. It was shown in AV91a, ASV90] that det(FO+IFP+W) = P. This con rms the intuition that nondeterminism is an alternative to the order assumption. The connection between nondeterminism and order emerges very naturally in the context of the data independence principle.
Complete languages.
A query language is said to be complete if it expresses precisely the computable and generic queries CH80a]. The quest for a complete query language was an early preoccupation in database theory.
Note that all query languages we have considered so far have complexity within PSPACE. The most powerful of these is while. To break the PSPACE barrier, one would be tempted to enrich while with full computing power outside the database. This can be done by augmenting while with integer variables, increment and decrement instructions, and a loop construct while i > 0 do. This yields a language denoted while N Cha81]. Note that this captures the computational style of practical relational languages like C+SQL where an FO language (SQL) is embedded in a full programming language (C). This would seem to provide the simplest \cure" to the computational limitations of the languages exhibited so far. However, while N is not complete. In fact, it turns out to be equivalent to relational machines, and so cannot express queries such as evenness. However, while N is complete on ordered databases.
We next discuss other possibilities. Consider why while cannot go beyond PSPACE: it uses, throughout the computation, (i) only values from the input, and (ii) relations of xed arity. The addition of integers as in while N is one way to break the space barrier. Another is to relax (i) or (ii). Relaxing (i) is done by allowing the creation of new values, not present in the input. Relaxing (ii) yields an extension of while with untyped algebra, i.e. an algebra of relations with variable arities. The latter approach was historically rst to produce a complete query language CH80a]. 4.5. New notions of query complexity. The database scenario has led to several new approaches to query complexity. We already discussed relational complexity, which takes into account the abstraction inherent in the data independence principle. We mention two other points of view.
Although research in database theory often focuses on one particular level of abstraction in the database architecture, some of the most interesting questions concern the interaction of the di erent levels. These questions are also some of the hardest. The classical de nition of query complexity does not capture various factors present in a real database that may nonetheless have tremendous impact on the di culty of query evaluation. Some research has tried to remedy this. Another approach to complexity arises from the uniform nature of query processing. Classical complexity considers all algorithms for solving a given problem. But in the case of evaluating a query, the corresponding algorithm has to be generated by a compiler from the speci cation of the query in a query language. The compiler can rarely improve by more than a polynomial amount on the natural evaluation which follows from the speci cation of the query in the language. This has given rise to work considering the complexity of queries relative to a language. For example, although the evenness query can be expressed in while new , any program expressing it takes exponential space in its natural evaluation AV91a]. Intuitively, the evenness query is computed in while new by rst producing all orderings of the active domain (each of which is identi ed by a distinct new value), then computing evenness for each of the orderings. This uses exponential space, since exponentially many orderings are generated. The lower bound follows from the observations that 
The Frontier: New Applications, New Models
Most of the discussion so far was set within the classical relational database framework. In recent years, the database eld has gone beyond the classical framework, bringing into play a combination of formalisms and tools from arti cial intelligence, programming languages, logic programming, information retrieval, etc. We brie y discuss a few of these developments, and the avor of the accompanying theory. We focus on object-oriented databases, databases with incomplete information, and multimedia databases.
5.1. Object-oriented databases. Object-oriented databases provide a data model that is considerably richer than the relational model. It is strongly in uenced by semantic networks in AI and by object-oriented programming. Roughly speaking, the world consists of things called objects. Objects have structure and behavior. The structure consists of attributes whose values are sets or tuples of other objects or domain elements. The behavior consists of programs which can be run on the object, called methods. Objects with the same structure and behavior are grouped together in classes. There is a subclass hierarchy among classes; for example, it may be that student is a subclass of person. A subclass inherits the structure and behavior of the superclass. To illustrate, this means that all attributes that apply to the class person also apply to the class student and any method that can be run on objects of class person can also be run on objects of class student.
Many of the features of object-oriented databases are programming conveniences. However, some new fundamental problems arise. We discuss two: complex values, and new notions of complete languages.
Complex values. As we have seen, in object-oriented databases attribute values are no longer atomic values. They can have complex structure, obtained by repeated applications of tuple and set constructors. This gives rise to so called complex values. Figure 3 gives an example of a complex-value relation. As in relational databases, the relation schema speci es a set of attributes, and an instance consists of a nite set of tuples providing values for each attribute. However, those values are now complex rather than atomic.
In order to manipulate complex values, extensions of the relational calculus have been introduced, together with corresponding algebraizations. Note that inputs and outputs to queries may have complex structure, as can intermediate results. One notable special case is that where inputs and outputs are classical \ at" relational instances but the query (say, in the calculus) uses variables over complex values. This is analogous to higher-order logics. For example, the complex value calculus with at input and output, but using variables ranging over sets of tuples, is essentially second-order logic. Thus, one use of complex values in query languages is to increase expressiveness. However, in object-oriented databases the primary goal is to manipulate complex values in a tractable way. This has given rise to numerous proposals to restrict the complex value calculus and algebra so as to guarantee tractability. The main idea is to restrict how new sets are constructed. One way to ensure this is by syntactic restrictions, in both the calculus and the algebra. For example, the powerset operator, present in the algebra, is forbidden in various restrictions. An example of a tractable algebraic operation that constructs sets is nesting. Suppose R is a relation with attributes A; B. The result of nest A (R) These are represented by new \identi ers" (values in dom), not previously in the database. This extended notion of query yields an extended notion of completeness of a query language. One might think that a language such as while new , which allows for value creation and is complete in the classical sense, would also be complete in the extended sense. It turns out that this is not the case. This is illustrated by the following example from AK89]. Consider a query whose input consists of a graph with vertices fa; bg and no edges, and whose output consists of a graph with vertices fa; bg, additional new vertices f 0 ; 1 ; 2 ; 3 g, and with edges as in Figure fa Several languages are known to be complete with respect to the extended notion. However, they all use primitive constructs that either have high complexity AK89] or are not very natural DV93] . No complete language is known that uses only tractable and natural primitives.
5.2. Incomplete information. Classical databases are completely determined nite structures. In reality, we often have to deal with incomplete information. This can be of many kinds. There can be missing information, as in: \John bought a car but I don't know which one". In the case of John's car, the information exists but is not available. In other cases, some attributes may be relevant only to some tuples, and irrelevant to others. Alice is single, so the spouse eld is irrelevant in her case. Or, some information may be imprecise: \Heather lives in a large and cheap apartment" where the values of large and cheap are fuzzy.
We brie y describe simple forms of incompleteness, represented by \null values". These partially specify the state of the world. Instead of completely identifying one state of the world, its content is compatible with many \possible worlds". In this spirit, we de ne an incomplete database simply as a set of possible worlds, i.e. a set of instances. What is actually stored is a representation T of an incomplete database rep(T). For Choosing appropriate representations is a central issue. The main problem is how to answer queries on such databases. In order for a representation system for incomplete information to be adequate in the context of a query language, it must also be capable of representing answers to queries. This leads to a desirable closure property of representations of incomplete information with respect to query languages. Consider some particular representation system. Such a system involves a language for describing representations and a mapping rep that associates a set of instances to each representation. Suppose that we are interested in a particular query language L (e.g., FO). We would like to always be capable of representing the result of a query in the same system. More precisely, for each representation T and query q, there should exist a representation q(T) computable from T such that:
rep(q(T)) = q(rep(T)): In other words, q(T) represents the possible answers of q, i.e. fq(I) j I 2 rep(T)g.
If some representation system has the property described above for a query language L, is called a strong representation system for L. Clearly, we are particularly interested in strong representation systems for FO. It turns out that conditional tables form a strong representation system for FO IL84]. In fact, it remains a strong representation system for the xpoint and while queries. It is easy to see that tables with variables but no conditions do not form a strong representation system for FO. Less obvious is the fact that FO does not form a strong representation system for FO.
5.3. Multimedia databases. Recent database applications require the manipulation of nontraditional information stored on various media: images, sound, text, etc. The database then has to handle hybrid data. Part of it is a traditionalnite instance, processed by the well-known means provided by relational databases. Another part has to be processed using techniques speci c to the particular media, such as image processing and string matching algorithms. This raises a host of interesting new questions. We consider two of them here 7
1. the nite representation of in nite information, and 2. the representation of media-speci c information in classical relational form. We illustrate the two problems using the area of spatial databases. These handle information about regions in space. Such information is conceptually in nite, but must be nitely represented. One solution is provided by constraint databases KKR90] . These introduce an extension of the relational model where tuples are replaced by constraints over points in space, speci ed by boolean combinations of polynomial inequalities with integer coe cients. Then each tuple speci es a region in space. Regions speci ed in this fashion are called semi-algebraic. Suppose we wish to answer queries on constraint databases. The problem here is similar to that encountered in the previous section on incomplete information. A representation system for spatial information is adequate relative to a query language if it is closed under queries in the language. It turns out that constraint databases have this property for FO and for some extensions with recursion KKR90]. The proof uses quanti er elimination techniques. See Kan95] for a survey of the area.
Constraint databases provide an approximate representation for spatial regions, which is adequate for many purposes. Although they are nite representations, they are not traditional nite relational structures. (Of course, they could be encoded as such, but this is rather arti cial.) A natural problem arises: are there useful situations when the relevant information can be represented as a classical nite relational structure? The answer is positive. Suppose we are interested in topological queries on spatial regions, that is queries which are invariant under homeomorphisms. These are particularly relevant to applications such as geographic information systems. It it shown in PSV96] that topological information about semi-algebraic regions can be precisely and naturally described using a nite structure. (A similar invariant is exhibited in KPdB95] for isotopy-invariant information.) Such a structure acts as an invariant characterizing a class of topologically equivalent spatial instances. It is an abstraction capturing exactly the topological properties of a set of regions. For semi-algebraic regions, the invariant can be computed in polynomial time (and NC). Moreover, once this structure is computed, topological queries can be answered by classical database queries posed against that 7 For other work on the foundations of multi-media database systems, see Fag96, MS] . structure, of complexity polynomially related to the original query. This provides a bridge between the spatial and classical database domains.
Such techniques have been used in connection with other types of information, such as text CM95]. The approach is the same: for a target class of queries, the information needed to answer these queries is extracted from the rough data and summarized as a classical nite relational structure. Note that such techniques are not foreign to nite-model theory. The invariants describing equivalence classes of structures with respect to L k 1! serve a similar purpose AV95, DLW95].
They summarize precisely the information needed to answer L k 1! queries on those structures. Since these invariants are ordered, they provide a bridge between computation on arbitrary structures and computation on ordered structures.
Interaction with Finite Model Theory
The interaction between databases and nite-model theory has been a fruitful one. Most of the common ground lies in the theory of query languages. Many of the questions on expressiveness and complexity are shared by the two elds. Fmt has answered some of the questions, and short of that has produced a sophisticated array of tools for approaching them (games, 0-1 laws, etc.). However, it is important to keep in mind that even here the match between nite-model theory and database theory has its rough edges.
We mentioned the need for accessible, convincing syntax in database languages. Some languages proposed in nite-model theory, very appealing from an expressiveness viewpoint, need careful tuning in order to become palatable to database people. As discussed in Section 4.2, xpoint logics such as FO+IFP and FO+PFP have not been adopted in databases, most likely because of their unappealing syntax. Instead, equivalent rule-based languages were preferred. These have the advantage of simple syntax with no explicit xpoint operator, and the ability to express simultaneous induction in a very natural way. As another example, consider xpoint extended with counting, as introduced in CFI89, GO93] . The semantics bounds the values of the integers to the size of the active domain of the database. This is however quite inconvenient in practical languages, and raises issues akin to domain independence. The connection with languages more in tune to the database style is not obvious. Before this connection is clari ed, it seems unlikely that the theory developed around xpoint with counting will acquire in databases the same prominent role it has acquired in nite-model theory.
Similar remarks apply to certain expressiveness results. As a case in point, consider some of the recent work Hel92, Daw93, DH95, Daw95], studying whether FO+LFP can be augmented with nitely many generalized quanti ers to yield a language expressing P. It would be tempting to assimilate this to the following natural question in databases: is it possible to obtain a language for P by augmenting xpoint with some nite set of additional programming constructs? However, the analogy is not that straightforward. For example, a counting construct corresponds to in nitely many generalized quanti ers. Further clari cation of the connection between generalized quanti ers and programming constructs in database languages is needed. This would help understand the impact of the elegant results on generalized quanti ers to the database domain.
The shape of problems produced by the database scenario does not always t the taxonomy developed by nite-model theory. For example, the class of sentences corresponding to fds+incds is not subsumed by any of the classes for which undecidability of nite implication has been known in nite-model theory BGG96]; undecidability had to be proven from scratch.
However, results and formalisms from nite-model theory are sometimes unexpectedly and beautifully reinforced by databases. From the apparent cacophony of query language paradigms, the xpoint and while queries emerge once again as fundamental, robust classes of queries. Even the newer, unsettled areas of databases yield surprising connections. A class of queries and constraints in object-oriented databases, expressed by so called path expressions, turns out to be subsumed by FO 2 and inherits its nice properties LSW]. A constraint expressed by path expressions might be person.mother \ person.father = ;, stating that the set of objects reachable from persons by following the mother attribute is disjoint from the set reached from persons by following the father attribute. This constraint is expressible in FO 2 . Path expressions with recursion (where paths are described by regular expressions) are subsumed by xpoint with 2 variables, which brings up the open question of its decidability. The notion of deep equality, also arising in objectoriented databases, turns out to provide possibly the most convincing example of a query separating strati ed Datalog : and xpoint AdB95]. The query used in the original proof involved rather complex game trees Kol91].
Occasionally, questions and results originating in database theory have contributed to nite-model theory. The very concept of query was rst articulated in database theory CH80b] (although this is closely related to generalized quantiers). The question of the recursive enumeration of the queries in P again originated in database theory CH82]. As discussed in Section 4.3, the abstraction inherent in the data independence principle has motivated the study of relational machines and relational complexity, which has yielded results relating the inclusion structure of xpoint logics to that of classical complexity classes.
Conclusion
The aim of this paper is to give nite-model theorists a avor of the database eld. We avoided covering the well-known common ground of database theory and nite-model theory, and focused instead on what is speci c to databases. Rather than providing a list of database questions that nite-model theorists could work on, we attempted to show that the area of databases is a live, continuous source of interesting problems for nite-model theory. The best way to take advantage of this source is to become directly involved with it, to keep abreast of new developments in the database scenario, and to avoid relying solely on second-hand accounts.
There are several obstacles that a logician is likely to face in becoming involved with an area such as databases. Many logicians live in splendid isolation. They are used to intellectual rigor, clearly formulated ideas and very stable formalism. In contrast, the most interesting ideas in databases often arise in a shift of the scenario and start out in messy, half-baked form. This is nonetheless where the richness lies. There is also a tremendous diversity of formalism. But then again, this brings along its own set of questions, and a healthy confrontation and marriage of paradigms.
There are also barriers of temperament and style. Much of database research is driven by market forces and funding agencies, rather than by intellectual necessity. There is a certain amount of hard selling being done, an in ation of ashy, unnecessary terms. Some database researchers even wear ties. This goes against the grain of many logicians.
But logicians can take advantage of the richness and vitality of the database eld and remain logicians. In contemplating the possibility, it may be useful to remember that others have been faced with similar predicaments, only more daunting Jun79]:
\The alchemists sought their prima materia in dirt, earth, chaos, the most despised substances found in lth, from which it was hoped that the mystic gure would emerge."
