We consider time correlation for KPZ growth in 1+1 dimensions in a neighborhood of a characteristics. We prove convergence of the covariance with droplet, flat and stationary initial profile. In particular, this provides a rigorous proof of the exact formula of the covariance for the stationary case obtained in [27] . Furthermore, we prove the universality of the first order correction when the two observation times are close and provide a rigorous bound of the error term. This result holds also for random initial profiles which are not necessarily stationary.
Introduction
Stochastic growth models in the Kardar-Parisi-Zhang (KPZ) universality class [32] on a one-dimensional substrate are described by a height function h(x, t) with x denoting space and t time. The height function evolves microscopically according to a random and local dynamics, while on a macroscopic scale the evolution is a deterministic PDE and the limit shape is non-random. In particular, if the speed of growth as a function of the gradient of the interface is a strictly convex or concave function, then the model is in the KPZ universality class. One expects large time universality under an appropriate scaling limit.
By studying special models in the KPZ class, the law of the one-point fluctuations and of the spatial statistics are well-known. In particular, the fluctuations scales as t 1/3 and the correlation length as t 2/3 (see surveys and lecture notes [11, 15, 21, 26, 42, 44, 49] ) 1 . Furthermore, it is known that non-trivial correlations survive on the macroscopic time scale if one considers space-time points along characteristic lines of the PDE for the macroscopic evolution [17, 20] . This phenomenon is called slow-decorrelation and it indicates that non-trivial processes in a spatial t 2/3 -neighborhood of a characteristic and for macroscopic temporal scale is to be expected. The limit process depends on the initial condition, since this is already the case for the processes at a fixed time.
The study of the time-time process started much more recently. On the experimental and numerical simulation side observables like the persistence probability or the covariance of an appropriately rescaled height function have been studied [47, 48, 51, 52] . On the analytic and rigorous side, the two-time joint distribution of the height function is known for special initial conditions: Johansson analyzed a model on full space [30, 31] , while Baik and Liu considered a model on a torus [4, 5] . There are also non-rigorous works on the time-time covariance and on the upper tail of distributions using replica approach [34] [35] [36] . For general (random) initial conditions exact formulas on the joint distributions are not yet available. Also, the analysis of the covariance starting from the available formulas [4, 31] seems to be a difficult task.
In [27] Ferrari and Spohn made some predictions for the behavior of the two-time covariance for three typical initial conditions based on a last passage percolation (LPP) picture. In particular, for the stationary case, an exact formula for the covariance of two points along a characteristic has been derived. Furthermore, the behavior when the macroscopic times were either close or far from each others were provided. However, the work is not mathematically rigorous since the exchange of the large time limit and maximum over sums of Airy processes as well as justification for convergence of the covariances are not provided. The work by Corwin, Liu and Wang [18] showed the way to obtain a rigorous convergence of distribution in terms of the variational process used in [27] , by lifting the finite-dimensional slow-decorrelation result of [17, 20] to a functional slow-decorrelation statement.
In this paper we consider a last passage percolation model, which can be also seen as a (version of the) polynuclear growth model. As initial condition we consider the three standard cases (called droplet, flat and stationary) as in [27] , but we extend the study to random but not stationary initial profiles (see [14] for a related model). In the first three cases by the method of [18] (simplified in some aspects in [14, 25] ) one knows that the limiting distributions of (rescaled) LPP times can be expressed as a variational problem in terms of some Airy processes. The first result proven in this paper is the convergence of the covariance of the LPP time to the covariance of the limiting processes, see Theorem 2.2. As a corollary, this provides a proof for the exact formula of the covariance for the stationary case of [27] . We actually extend the result by taking points not exactly on the characteristics, but in a t 2/3 -neighborhood of it. Our second result concerns the behavior of the covariance when the two times are close to each other on a macroscopic scale. Physically we expect to see the signature of the stationary state as first approximation. This was noticed also in numerical experiments [48] . This is proven in Theorem 2.5 for all the initial conditions considered. We also provide a rigorous error term, which is compatible with the experiments 2 . To obtain the result, we need to control the spatial process at fixed time on small scales. This is achieved by comparing with stationary cases on sets of high probability. The idea goes back to Cator and Pimentel [13] for the droplet case (extended to general case in [39] ). The control on the high probability sets requires bounds on exit point probabilities, which has to be obtained for each initial profile. In particular, to achieve a good control in the error term, one can not use soft bounds as in [7, 39] . Finally, for droplet initial condition we derive a result also when times are far apart, see Theorem 2.6.
Outline: In Section 2 we introduce the model, state some known limiting results necessary for the rest of the paper and provide the main results. In Section 3 we recall the stationary LPP and the comparison lemmas. In Section 4 we prove Theorem 2.2 on the convergence of the covariance. In Section 5 we prove Theorem 2.5 on the close time behaviour, while in Section 6 we sketch the proof of Theorem 2.6. The appendix contains several bounds on the one-point distribution or on increments, which are used in the proofs. 
Model and results

LPP and polynuclear growth
Consider a collection of i.i.d. random variables ω i,j , i, j ∈ Z with exponential distribution of parameter one. An up-right path π = (π(0), π(1), . . . , π(n)) on Z 2 from a point A to a point E is a sequence of points in Z 2 with π(k + 1) − π(k) ∈ {(0, 1), (1, 0)}, with π(0) = A and π(n) = E, and n is called the length ℓ(π) of π. Given a set of points S A with some random variables (not necessarily independent) h 0 on S A , but independent of the ω's, and given a point E, one defines the last passage time L S A →E as
Also, for two points P, Q which are not on the initial set S A , we define L P →Q as above but without the term h 0 (π(0)). π max S A →E indicates the maximizer of the last passage time. For continuous random variables, the maximizer is a.s. unique 3 . LPP can be though as a stochastic growth model, a version of the polynuclear growth model, as follows. Let S A = L := {(i, j) ∈ Z 2 | i + j = 0} and let h 0 represents a height function at time t = 0. Then one defines the height function at time t by the relation for all x − t being even numbers (and set h(x, t) = L L→((x+t−1)/2,(t−x−1)/2) for x − t odd). The dynamics of the height function is
with initial conditions h(x, 0) = h 0 (x/2, −x/2) (here ω (x+t)/2,(t−x)/2 = 0 if x − t is odd). We are interested in the scaling limit of the height function
for different initial conditions 4 1. Droplet case. In this case one sets h 0 = 0 and further set ω(i, j) = 0 whenever (i, j) ∈ Z 2 + . In terms of LPP this is equivalent to take S A = (0, 0) and h 0 = 0.
2. Flat with zero-slope. This means that we take h 0 = 0.
3. Stationary with zero-slope.
(2.6) 4. A family of random initial conditions. We consider the case where for a given σ ≥ 0, h 0 is given by (2.6) multiplied by σ. Clearly, the cases σ = 0 and σ = 1 correspond to the flat and to the stationary cases.
Remark 2.1. In the setting of TASEP, a random initial condition maps to a LPP starting from a random line. Due to functional slow-decorrelation, the weight h 0 should be taken to reflect the first order LPP from a point on the line to its projection onto the antidiagonal. Thus a-priori one could try to start with the random line used in [14, 25] , but since in the scaling limit the result is identical to the one of our choice, we did not attempt to use this precise mapping.
Provided that the limit N → ∞ and max u∈R can be exchanged (which is the case in all the cases considered here, see [14, 18, 25] for related works), the limiting processes can be written in terms of Airy processes as follows.
1. Droplet case. Let A 2 andÃ 2 be two independent Airy 2 processes. Then
10) The Airy 2 process has been discovered in a related polynuclear growth model setting [41] (see [29] for the case of geometric random variables, or [12] for a twoparameter generalization). Tightness in this setting was shown in [25] , building on the approach of [13] (while for the geometric case tightness was shown already in [29] ).
2. Flat case. Let A 1 be an Airy 1 process and A 2 an Airy 2 process, independent of each other. Then
The Airy 1 process has been discovered in the framework of the totally asymmetric simple exclusion process [9, 46] , equivalent through slow-decorrelation to the LPP [16, 17, 20] .
3. Stationary case. Let A 2 be an Airy 2 process and A stat an Airy stat process, independent of each other. Then
5 Throughout the paper we do not write explicitly integer parts.
The limit process Airy stat (which, in spite of the name, is not stationary) was obtained in [2] .
4. Random initial conditions. For this case, the one-point distribution is given by the following expression For the stationary process A stat (w)
2 } where the Airy 2 process, A 2 , and the two-sided standard Brownian motion, B(v), are independent [43] . We denote
and use the notation ξ stat,w for a random variable distributed according to F w . Due to stationarity one has the property [6, 40] (A stat (w)) = 0, which implies
For the stationary case, an exact expression for the covariance has been obtained in [27] for τ in the entire interval [0, 1] , in the special case w τ = w 1 = 0. For general values of w τ and w 1 , we obtain Corollary 2.4. For the stationary LPP, the covariance of the limiting height function for all τ ∈ (0, 1) can be expressed as
Universal behavior for τ → 1
In [27] there is a conjecture on the behaviour of the covariance of the limit process for τ → 1 for the other initial profiles as well. Our second goal is to provide a proof of such statements together with a rigorous error bound. We also extend the result to all initial conditions 1-4. Recall that for any random variables X 1 , X 2 it holds 19) for any δ > 0. In particular, by (2.18), for ⋆ = {•, , B}, we can rewrite
(2.20)
is distributed according to a GUE (resp. GOE) TracyWidom law and ξ B (w) = ξ stat,w .
Small τ behavior for droplet initial conditions Theorem 2.6. For point-to-point LPP, let w τ =ŵ τ τ 2/3 . Then the covariance of the limiting height function for τ → 0 can be expressed as
The stationary LPP and its comparison lemmas
As shown in [7] the stationary situation can be realized in different ways. For the purpose of this paper, we will consider the following situations
• On Z 2 + : consider the LPP from S A = {(0, 0)} with
This is called stationary LPP with density ρ since the increments of the LPP along horizontal lines are still sums of iid. Exp(1 − ρ) random variables, as a special case of Lemma 4.2 of [7] . More generically, the increments along a down-right path are sums of independent random variables, Exp(1 − ρ) for horizontal steps, and −Exp(ρ) for vertical steps.
• Consider
and with boundary terms
where {X k } k∈Z and {Y k } k∈Z are independent random variables with X k ∼ Exp(1 − ρ) and Y k ∼ Exp(ρ). Then by Lemma 4.2 of [7] the increments of the LPP in this model are as in the first case.
We will call a stationary LPP model either of this two settings, depending on the cases. When we consider the point-to-point problem, we will refer to the stationary case as the first setting, while, when considering the other initial conditions, the stationary LPP will be the second setting.
To prove Theorem 2.5 we are going to use a comparison with the stationary model of density slightly higher or lower than 1/2. The comparison idea was first used in [13] and then generalized in [39] , with applications in [22, 25, 37, 38] . For that purpose, we need to introduce the notion of exit point, which is the location where the maximizer of the LPP exits its boundary terms. Let us define it for both stationary settings. Definition 3.1.
• The exit point for the stationary LPP to (m, n) with boundary (3.1) is the last point on the x-axis or the y-axis of the maximizer ending at (m, n). We introduce the random variable
• The exit point for the stationary LPP to (m, n) with boundary (3.2) is the starting point of the maximizer ending at (m, n). We use the notation
• The exit point for the LPP from L with initial condition h 0 is the starting point of the maximizer ending at (m, n). We use the notation Z h 0 (m, n) ∈ Z such that the exit point is (Z h 0 (m, n), −Z h 0 (m, n)). For the random initial condition with parameter σ, we denote Z h 0 = Z σ , and for flat initial condition Z h 0 = Z . Now we state the two comparison lemmas which we are going to use in the proof of Theorem 2.5.
For n 1 = n 2 , Lemma 3.2 is in Lemma 1 of [13] , while Lemma 3.3 is Lemma 2.1 of [39] . The generalization to points on a down-right path is straightforward. It was made for instance in the LPP setting (3.2) in Lemma 3.5 of [22] .
Convergence of the covariance 4.1 Preliminaries and notations
A law of large number for point-to-point LPP was proven in [45] , namely, for large
Denote the rescaled LPP by
2)
where we recall that 5) and lim
where
Localization of the maximizer at time τ N
The maximizer of the process
is confined in the region with |u| ≤ M if the following event holds
(4.8)
Thus we need to estimate P(Ω G M ). For any choice of s ∈ R we can write
where we defined
The estimate of (4.9) follows from the following lemma.
for some constants C, c > 0 uniform in N.
As a direct consequence we have the following localization result.
Denote by
and recall
Lemma 4.3. We have the convergence of joint distributions
Proof. It is enough to have weak convergence of the two rescaled process to the terms in the rhs. As mentioned above, the point-wise convergence have been already proven. So we need tightness in the space of continuous functions of
it is a direct a direct consequence of Lemma 4.2 of [7] and the standard Donsker's theorem. Finally, tightness for L N (u, τ ) has been established in [39] .
Localization of the process
Let us prove Lemma 4.1 and Corollary 4.2.
Proof of Lemma 4.1. Recall that to prove this lemma, we take s = s 0 , with the choice
(1) Bound on P(G M ).
We have
Now we can use standard estimates on the lower tail of the point-to-point LPP (see Prop. A.1 in Appendix A) to obtain that (4.16) is bounded by Ce −cM 3 uniformly in N, for some constants C, c.
(2) Bound on P(B M ). Since similar estimates will be used to derive another result, we add an extra variableŝ ≥ 0 in the following computations. The caseŝ = 0 is the one relevant for the present proof. We have
(4.17)
We study separately the two terms of (4.17) and rename them P (B 
The bound can be obtained through the decay of the kernel for half-flat initial condition. The bound on the Fredholm determinant and the kernel are given as in Theorem 2.6 and Lemma 2.7 of [14] to get 
• Droplet initial condition: for this case, one can estimate it like we made for (4.18) (with minor changes in the terms depending on τ ). However, since L
, the droplet upper tail is simply bounded by the upper tail of the flat initial condition case.
• Flat initial condition: the bound is obtained in Lemma 4.4 below.
• Stationary initial condition: the bounds for the maximum over u > M and for u < −M are similar and thus we present the details only for the first one.
We study separately the three terms of the last line of (4.21). The first term is bounded using (D.5), the second with (D.1) and the third one with (D.4), with the final result
for some c,c depending on τ , but uniform for all N large enough.
Proof of Corollary 4.2. By (4.16), (4.22), (4.19) we can conclude that Here for simplicity of notation we renameŝ as s. 
for some constants C, c,c independent of N and M.
Proof. By symmetry we can consider only the case u > M, since the bounds for u < −M are similar. Fix an ε ∈ (0, 1/6). Then,
have the same law for any u. Thus, we can simply bound (using also (B.3)) 26) for some constants C, c,c,ĉ, where the last inequality holds for all N ≥ N 0 (M). From this it immediately follows that
Now we evaluate the first term in (4.25). Using translation-invariance in u we get
(a) The first case is s ≥ N 2ε . We can still just use the union bound and the exponential decay to get
29) for some constants c 1 , c 2 > 0 and all N large enough.
(b) The second case is s ∈ (0, N 2ε ). Since also ℓ ≤ N ε we have that
The idea is to bound the process in terms of the increments of a stationary case. For that reason we first need to get a formula including the increments of the rescaled LPP, namely we get
For the first term, we just use (B.3) and obtain
The sum of this bound over ℓ ≥ 1 leads to a boundCe −cs/4−cM 2 /(8(1−τ )) . For the second term in (4.30), define ρ + = On this event, by Lemma 3.3, we have
which in turns gives
(4.34)
By stationarity of the increments we have
Z i is a submartingale, so it is exp(tM u ) for t > 0 (at least for t small enough) and we can use Doob's inequality for submartingales, + κN −1/3 . An explicit computation gives, for κ ∈ (0, x/(2 5/3 M)),
Thus, with the choice κ = x/(2 8/3 M), we find
for some constants c 1 , c 2 > 0 and all N large enough. Summing this bound over ℓ ≥ 1 we get Ce −c 1 s 2 −c 2 M 3 for some constants C, completing the proof of (4.24). ± κN −1/3 . Define the event Proof. We need to estimate the complement of the probabilities of the two terms in (4.39), for instance
The estimates are completely analogous, thus we provide the details only for the first one.
Since
By Lemma 4.3 of [25] , we have that P( Z (I(M)) > α(2N) 2/3 ) ≤ Ce −cα 2 , for some constants C, c ∈ (0, ∞). Using stationarity of the increments along the antidiagonal, we have
Thus,
The last equality follows from the fact that we can construct the two models on the same randomness (define the random variables in the model (3.1) as image of the ones of (3.2) by [7] ), for which Z ρ + (m, n) < 0 iff Z ρ + (m, n) < 0 by simple geometric considerations. Setting (γ 2 n, n) = I(−α), and writing ρ + = 1/(1 + γ) +κn −1/3 , we deduce that
for some constants C, c > 0. We choose α = 2 1/3 τ κ, which givesκ = for some constants C, c > 0.
Convergence of the covariance
To prove Theorem 2.2, first we show that the N → ∞ limit of the covariance of L If we know that X N → X in distribution, to show convergence of the second moment we need only to find g(s) independent of N such that 1
for s < 0 and that g ∈ L 1 (R). Then dominated convergence allows to take the limit in the integrals and obtain (X 2 N ) → (X 2 ). Thus our task is to find such bounds. Since F N (s) ∈ [0, 1], it is enough to get bounds for the tails, i.e., a bound for 1 − F N (s) for s ≥ s 0 and for F N (s) for s ≤ −s 0 for some s 0 .
• bound on lower tails: due to
, we can use for all cases the lower bound for the droplet initial condition, which is in Proposition A.1 (by appropriate change of variables).
• bound on upper tails: (a) for the droplet initial condition, this is in Proposition A.1, (b) for the flat initial condition, this is given in Proposition B.1, (c) for the stationary initial condition 9 , we have
What remains to prove Theorem 2.2 is a control on the contribution to the covariance and using the bounds for P(B M ) in the proof of Lemma 4.1, we obtain
Proof of Corollary 2.4.
The first two terms in (2.17) are an immediate consequence of the convergence of moments, see proof of Proposition 4.6. For the last term, we have
Changing the variable u = w τ + z(1 − τ ) 2/3 , and calling ξ = w 1 −wτ
Next we use the facts: (a) A 2 (z − ξ)
with B a standard Brownian motion, and (c) the scaling of Brownian motion, to get
5 Behavior around τ = 1
What we have to prove is
as τ → 1 for all the initial conditions. Clearly the flat and stationary are special case of the more generic random initial conditions. Define
In particular, for droplet, flat, stationary initial conditions, we have
with A ⋆ being the Airy 2 , Airy 1 or Airy stat process for ⋆ = •, , B respectively. Also, recall the notation
On short scales, A ⋆ is expected to behave similar to the stationary state, which is a two-sided Brownian motion with diffusion coefficient 2. Since the Airy 2 process is stationary, for τ → 1, χ ⋆ M − χ ⋆ (τ ) should be close to the following expression
In this proof we setw
For M = ∞, replacing v −w τ →ṽ and using the stationarity of A 2 we obtain ξ ∞,wτ ,w 1
Note that in distribution
and therefore we know that the mth moment of ξ M,wτ ,w 1 is finite and of order (1 − τ ) m/3 . To control the error term, the idea is to take M depending on τ such that M → ∞ as τ goes to 1. Then the task is to prove that the difference between the second moment of χ ⋆ M (1) − χ ⋆ (τ ) and the second moment of ξ M,wτ ,w 1 goes to zero as τ → 1.
We need to control how close the increments of the process over distances of order (1 − τ ) 2/3 at time τ are with respect to the increments of Brownian motion. We present a short technical lemma that will be used in the proof of Lemma 5.1. Recall Definition 3.1 of the exit point for a LPP with boundary conditions (3.1) (for the droplet case) or (3.2) (for the random case) and define
, and constants C, c, M 0 ∈ (0, ∞), such that on Ω κ the inequalities 11) and recall the definitions
Also, recall that we will use the notation
(5.14) Then, on the event Ω N,κ we can bound ∆ ⋆ N (u) with the increments of the stationary LPP with density ρ ± , defined as
for N large enough. Furthermore, Var(B ± (u)) = u2 1/2 (1 + O(N −2/3 )) and B ± (0) = 0. Thus by Donsker's theorem, lim N →∞ B ± (u) = √ 2B(u), with B(u) a standard two-sided Brownian motion in the space of continuous functions on bounded sets.
Recall that
. Thus, taking the N → ∞ limit and using the inequalities (5.16) we obtain
with ε 0 = (1 − τ ) 1/3 ε. Similarly for the lower bound we get
To conclude the proof, we need to estimate P(Ω N,κ ). (a) Droplet initial condition: For this case, we apply Lemma 2.5 of [25] . To estimate P(Z ρ ± (I(∓M )) > 0), we need to set I(∓M ) = (γ 2 n, n). This gives
Then, Lemma 2.5 of [25] gives
The estimates are uniform for all N large enough. Renaming cτ 4/3 as a new constant c, and 2C by C, we get
We derive a bound only for P(
is completely analogue. The probability we want to bound is smaller than
and we choose α = 2 1/3 τ κ. Exactly as in (4.44), we have
Then,
The first term bounded by C 1 e −c 2 (α−M ) 3 by (A.4). Since W N is a (rescaled) sum of iid. random variables, we can use the the exponential Tchebishev inequality (see e.g. the proof of (D.4)) and obtain a bound C 2 e −c 2 (α−M ) 4 /α . The second term in (5.27) is bounded by
s .
(5.29) The first term is estimated similarly to (4.18) and leads to a bound C 3 e −c 3 (α−M ) 2 . The second term is bounded using Doob's maximal inequality (see e.g. the proof of (D.5) leading to a bound C 4 e −c 4 (α−M ) 4 /α ). Combining these bounds we get P(Z σ (I(M )) > α(2N) 2/3 ) ≤ Ce −cκ 2 , providedκ > 0, for some constants C, c ∈ (0, ∞) uniformly for all τ in a compact subset of (0, 1]. Up to renaming cτ 4/3 to c and the constant 2C to C we get the claimed result.
Now we can prove Lemma 5.1.
Proof of Lemma 5.1. By Lemma 5.2 we have, on a event Ω κ with
(5.33) Using Cauchy-Schwarz and the fact that |ζ| ≤ ε 0 , we get the bounds
). Now we choose M, κ, λ. Let δ ∈ (0, 1/3) be any fixed number and choose τ . Then, by Theorem 2.2, renaming u = zτ 2/3 ,
2) for any δ > 0, where the covariance ofÃ 2 (ŵ τ ) and A 2 (0) is zero, since they are independent processes. The second term in the covariance has the same distribution as ξ stat,0 , which is has expected value 0. This leads to the claimed result of Theorem 2.6.
A Bounds on point-to-point LPP
In the proofs, we use known results for the point-to-point LPP with exponential random variables, which we recall here.
, and the rescaled random variable
with F GUE the GUE Tracy-Widom distribution function. (b) Bound on upper tail: there exist constants s 0 , ℓ 0 , C, c such that
for all ℓ ≥ ℓ 0 and s ≥ s 0 . (c) Bound on lower tail: there exist constants s 0 , ℓ 0 , C, c such that
for all ℓ ≥ ℓ 0 and s ≤ −s 0 .
(a) was proven in Theorem 1.6 of [28] . Using the relation with the Laguerre ensemble of random matrices (Proposition 6.1 of [1] ), or to TASEP described above, the distribution is given by a Fredholm determinant. An exponential decay of its kernel leads directly to (b). See e.g. Proposition 4.2 of [23] or Lemma 1 of [3] for an explicit statement. (c) was proven in [3] (Proposition 3 together with (56) ). In the present language it is reported in Proposition 4.3 of [23] as well.
B Bounds for point-to-line LPP
(b) Bound on upper tail: there exists constants s 0 , ℓ 0 , C, c such that
for all ℓ ≥ ℓ 0 and s ≥ s 0 . (c) Bound on lower tail: there exists constants s 0 , ℓ 0 , C, c such that
(a) was obtained in [9, 46] in terms of TASEP, which can be directly rewritten in term of LPP (the complete proof is present in [8] ). For general slopes of L it was shown in [25] . (b) this tails follows from the asymptotic analysis on the correlation kernel made in [8] .
C Bounds on LPP with random initial condition .6), and consider the rescaled LPP time
Then, there exists constants s 0 , ℓ 0 , C, c such that: (a) Bound on upper tail:
for all ℓ ≥ ℓ 0 and s ≥ s 0 .
(b) Tail on lower tail:
. By Donsker's theorem, u → B ℓ (u) converges weakly to a two-sided Brownian motion with diffusion coefficient 2σ
2 . Further, define
Then, we can write
By computations based ob Doob maximal inequality (used for instance in (4.36)), one obtains P(max u {B ℓ (u) − u 2 /2} ≥ s/2) ≤ Ce −cs 2 for some constants C, c > 0. To bound the first term without new estimates, remark that for any M we can bound
The exponential decay in s for the second term is just a special case of (4.19) (set τ = 0) and it holds for all M ≥ M 0 , for some finite M 0 . We fix M = M 0 and then, using the fact that max u L 
D Bounds on stationary LPP
We now state and give a short proof of the tails of the one-point distribution in the stationary case with ρ = 1/2 of the LPP to (ℓ, ℓ). [7] given by a sum of i.i.d. zero mean random variables Z j −2, with Z j ∼ Exp(1/2). By the exponential Chebyshev inequality, for t ∈ (0, 1/2) and (e −t ′ (Z 1 −2) ) = for a constant C and for all β > 0 and α > −βK 2 and ℓ large enough.
10 To be precise, for ε > 0 small, one can bound P(L (E.1) for some constants C, c,c > 0, which can be taken uniform in N and uniform for γ in a compact subset of (0, 1/ (1 − τ ) ).
Proof. By symmetry, it is enough to get the bound on the distribution of max u<−M L I(u)→ (N,N ) . By first shifting I(−M) to the origin, and then using the mapping between LPP and TASEP, the distribution function is the same as the distribution of TASEP particle number n = t/4 +τ (t/2) 2/3 at time t = 4(1 − τ )N + 2 4/3 N 1/3 (s − γM 2 ), starting at x k (0) = −2k, k ≥ 0.
From Proposition 3 of [10] we have an explicit expression in terms of Fredholm determinant. The upper tail estimate is standard. Using Hadamard's bound it is enough to have a bound on the correlation kernel. In Section 4 of [10] exponential decay of the rescaled correlation kernel has been proven. Then, simple algebraic computations give the claimed result.
