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A multibeam fast packet switching satellite 
communication network serving multiple zones is studied 
in this paper. The synchronous Time Division Multiple 
Access protocol (TDM) is use in transmitting messages 
in the uplink channels while the Asinchronous Time 
Division Multiple Access protocol (ATDM) is used in the 
downlink channels. Moreover, fast packet switching 
capabilities are assumed on-board the satellite. 
Alternatives for the architecture of the on-board fast 
packet switching fabric are considered. The perjormance 
of the considered approaches have been derived by 
theoretical analysis and computer simulations. A novel 
input queueing technique is also proposed and analyzed to 
show that it achives betterperformance with respect to the 
classical input queueing approach. Therefore, by means 
of the novel input queueing approach it is possible to 
lower the end-to-end delay without increasing the com- 
plexity of the on-board equipmnts. 
I. INTRODUCTION 
The communication scenario is rapidly changing. 
The widespread acceptance of the integrated services 
digital network [1]-[2] (ISDN) is forecast to rise 
rapidly following the increased user demand for new 
telecomunication services. Moreover an evolution 
towards the broadband ISDN with the consequent 
requirement for efficient multiplexing and switching 
techniques is presently under study and definition to 
permit an increased flexibility, a high traffic capacity 
and an enhanced bandwidth efficiency [3]-[41. 
Recently, new solution for the broadband ISDN has 
been considered in international standard organization 
like the CCI'IT. Presently CCI'IT Recommendation 
I. 121 defines the Asyncronous Transfer Mode (ATM) 
as the target solution for the future broadband ISDN. 
Activities are in progress all over the world to 
implement prototypes based on the ATM technique 
In this context the role of a communication satellite 
changes. Instead of being a single repeater, the 
satellite should operate as a node of a (possibly 
integrated) space/terrestrial network. 
To achieve as far as possible this integration, the 
space subnetwork architecture has to use access 
methods and switching techniques compatible with the 
ATM solution. For example, a suitable architecture is 
to use a satellite subnetwork with multiple spot beams 
and with baseband switching capabilities on board, 
providing the required interconnections among the 
different beams. An obvious choice is to use the same 
switching techniques as in the ATM terrestrial 
networks, i.e. the Fast Packet Switching (FPS) with 
slotted capacity [4], [14], [16], [20]. 
We focus here on a network-oriented satellite 
communication system in which the satellite is a 
remote node of a complex broadband terrestrial net- 
work which includes terrestrial facilities (nodes and 
trunks). The available capacity of each uplink is 
shared among the earth stations, which are nodes 
themselves, located in the same spot beam. 
Moreover, in the satellite communication network 
considered in this paper, the satellite coverage area is 
divided into geographically disjoint zones and a 
multiple spot beam satellite is used to provide 
coverage. Therefore, the possidility of the frequency 
reuse makes the multibeam satellite more efficient 
than a global beam satellite in terms of spectrum and 
power utilization. 
The main goal of this paper is the evaluation of 
the end-to-end delay which is formed (apart the round 
trip delay) by the sum of three contributions. A first 
contribution is due to the access delay to the satellite 
by the earth stations. This parameter is strongly 
dependent on the access protocol used in the up-link 
which in this paper is assumed to be the TDMA. 
A second contribution is due to the on board 
switching delay introduced when two or more packets 
arrive simultaneously on different inputs with the 
same output as destination. One of these contending 
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queueing necessary for contending packets have 
recently appeared in the scientific literature 
[41,[141, U61 7 1201. 
This paper is focus on the input queueing. In 
particular, with the aim to decrease the on-board 
switching delay, a novel input queueing approach is 
II SATELLITE NETWORK MODEL 
The satellite communication system considered in 
this paper (Fig. l),  has the following characteristics: 
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1) the entire coverage area is divided 
into N geografically disjoint spot 
beam zones which make it possible 
frequency reuse in the uplinks; 
2) the satellite has on-board baseband 
processing and switching 
capabilities; 
3) infinite buffers are provided 
on-board for messages waiting for 
transmission in the dowlinks; 
4) there are N receivers and N 
transponders on the satellite and at 
most one transponder can serve the 
same zone at the same time; 
5) each received packet on board the 
satellite can have as destination any 
of the possible N zones with equal 
probability; 
6) the service provided by each 
transponder has it own frame 
structure, which is filled by 
BISDN 
Fig. 1 - General scheme of the multibeam fast packet switching satellite network. 
GS = Earth stations ; GW = Gateways ; SAT = Satellite. 
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transmitting packets (if any) from 
the corresponding buffer in a 
First-In-First-Out (FIFO) discipline. 
At each terrestrial station packets arrive according 
to a Poisson process with rate B (packetds). For 
semplicity it is assumed that each message is formed 
by a packet of a fixed length. 
The overal end-to-end delay for the satellite 
network under consideration results to be: 
Tt=Tu+TB +2td 
where: 
Tu - denotes the total time which elapses from the 
instant of arrival of the packet at the earth station to 
the instant of its transmission completion in the uplink 
channel; 
TB - denotes the total time which elapses from the 
instant of arrival of the packet on-board the satellite 
up to the instant of its transmission completion in the 
downlink channel. Note that TB is strongly influenced 
by the architecture of the on-board FPS fabric; 
t,, - denotes the round-trip delay. 
The parameter TU will be evaluated in the following 
section while the evaluation of the TB will be the 
subject of the Sect. 111. 
11. UPLINK TDMA PROTOCOL 
In the TDMA protocol time is divided in frame of 
fixed length. Each frame contains N, slot with 
duration r. 
The theoretical analysis will be done at packet 
departure times as is commonly used for M/G/l 
queueing system [8]-[13]. 
Nevertheless, in our case we must account for the 
special kind of service. Therefore, the usual analysis 
must be modified to account for the fact that a packet 
which arrives at an empty system may not reiceive 
immediate service [12]. It can be required that such 
a packet must wait for the next slot. This additional 
waiting time does not arise for packets arriving at a 
busy system. The time diagrams for arrivals to a busy 
and empty system is shown in Fig. 2. The service 
time of a packet starts when that packet reaches the 
head of the queue. The service time ends when the 
packet leaves the sistem. In case of Fig. 2a, the 
packet labelled as C,, arrives at a busy system, and 
its service time is equal to a frame (i.e. T,=N,r). In 
case of Fig. 2b, the packet C, arrives to an idle 
system, therefore it reiceves a different service which 
lasts a fractional frame followed by an integral frame. 
A I . 
Fig. 2 - Time diagrams for arrivals. 
a) busy system ; b) empty system. 
It follows that the total delay in transmitting a packet 
from an arbitrary earth station to its destination can 
be considered to have three components: 
a) the packet transmission time 7; 
b) the queueing delay in the buffer of 
c) the slot synchronization delay. 
the station; 
The mean value of the slot synchronization delay for 
Poisson arrivals can be assumed equal to one-half the 
frame time, i.e. N J / ~  [12]. 
To evaluate the mean value of the queue delay, each 
station can be modeled as an independent M/D/1 
queueuing system, [8]-[13], with a mean arrival rate 
of I3 (packetds). Hence, the final result for the mean 
total delay, normalized with respect to r, is: 
5A.2.3. 
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Fig. 3 shows the parameter Tu normalized 
with respect to 7 as a function of y( = I3 7 N,, for 
different values of N,. In the same figure the 
simulation results are also reported to validate the 
theoretical analysis. 
0 0 1  0 2  0 3  0 4  0 5  0 6  0 7  0 8  0 9  1 
r 
Fig. 3 - Normalized total delay as function 
of p for the TDMA protocol. 
a) N=4 ; b) N=8 ; c) N=16 
III ON-BOARD FPS FABRIC 
In this section the performance of the on-board 
FPS fabric are derived by assuming that a fixed 
number of trasponders, i.e. equal to the satellite spoat 
beams N, is used. 
Independently on the approach used for 
queueing in the FPS fabric the service time of each 
packet is constant and equal to 7. Two alternatives are 
considered in queueing the arrival packets. The 
classical single queue per input approach is first 
discussed. 
III.1 THE SINGLE QUEUE PER INPUT 
APPROACH 
The performance analysis presented in this section 
have been derived by making use of well-known 
results for discrete-time queueing system [17], [ 181. 
Let us assume that the arrival processes on the N 
input links as N independent Bernoulli process with 
the probability of an arrival per slot equal to p. Each 
packet has an equal probability to be addressed to any 
of the other N output links and successive packets 
require independent routing. Moreover, we assume 
that packets are routed to the appropriate output link 
strictly in their order of arrival which means that the 
service discipline is FIFO within each input queue. 
When a packet arrives at the head of its input queue 
a request asking for routing to the destination output 
link is sent immediately to the switch controller. For 
each output link, a queue namely destination queue, 
is kept by the switch controller. Each new request is 
placed at the end of the appropriate destination queue. 
The routing requests are processed on the basis of the 
FIFO discipline. When a request reaches the head of 
its queue, the central switch makes the necessary 
routing between the input and the destination link. No 
more than one request can be satisfied on each slot. 
Hence, each destination queue may be considered as 
a M/D/l/NIN queueing system. 
By means of the previous considerations it 
follows immediately that each input queue may be 
modeled as a discrete M/G/l queueing system with 
the service time per packet equal to the total delay 
spent by the corresponding routing request in the 
destination queue. 
Fixing our attention on a particular input queue, 
the imbedded Markov chains approach developed for 
the continuous M/G/l model is applicable here also 
to derive the mean total delay per packet. The 
probability generating function of the number of 
packets in the input queue, assuming equilibrium, is: 
(3) 
where Q, is the probability of having an idle queue 
and A(z) is the probability generating function of the 
number of arrivals during a service period of a 
customer. We have also 
where G(z) is the probability generating function of 
the waiting time (normalized to 7) or equivalently in 
our case the probability generating function of the 
total time spent by packets waiting for reaching the 
5A.2.4. 
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head of the destination queue. 
In deriving an expression for G(z) it must be taken 
into account that in the considered case, the routing 
requests may arrive to the appropriate destination 
queue in batches of random size [19], [20]. We 
assume that routing requests which arrive at the 
destination queue at a same instant are served in a 
random order. However, the routing requests arriving 
in earlier instants, are served first on the basis of the 
FIFO discipline. Therefore, the total time spent in the 
destination queue waiting for service by a routing 
request is due to the sum of two contributions, e.g. 
w, and w,. The term w1 takes into account the time 
necessary to serve all the routing requests which are 
waiting in the queue at the arrival instant. The second 
term w2, is an additional delay due to the service of 
the routing requests which arrived at the same instant 
and were randomly selected to be served first. 
Focusing on a destination queue (the tagged 
destination queue), and assuming that k packets are 
already waiting for routing, the probability that a 
routing request (the tagged routing request) arrives in 
a batch of size i is given by : 
where 01 is the probability of having a packet from 
one of the input queues requesting routing to the 
tagged output link. 
In deriving an expression for 01 we define: 
- A, as the overall number of routing requests arrived 
at all the destination queues at the mth time slot; 
- F, as the number of free input queues at the mth 
time slot. 
According to our assumptions, an input queue is free 
at the mth time slot if it is idle or if the packet at its 
head has been selected to be routed during the 
(m-1)th time slot. It is evident that an arrival at a 
destination queue must come only from a free input 
queue. It follows that: 
Therefore, the mean number of arrivals results to be: 
Am(Fm) =FmNa (7) 
Let B, be the number of routing requests in all the 
destination queues, that are waiting for service, F, 
results to be: 
In a steady state condition we have: 
(9) 
where P denotes the mean number of free input 
queues and B is the mean number of routing requests 
in all the destination queues. 
By assuming equilibrium we also have: 
A=[N-B]Na =Np (10) 
For the last expression of (10) it must be noted that 
the mean number of routing requests which arrive at 
all the destination queues per time slot, equal to the 
mean number of packets routed from input queues to 
the output links,is equal to the mean number of pack- 
ets which arrive at all the input queues. 
It follows from (9),(10) that: 
P U =- 
N - B  
By assuming small with respect to N we have: 
5A.2.5. 
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The probability generating function of the waiting 
time, conditioned on the occurrence that k request are 
waiting for routing in the tagged destination queue 
and on the event that the tagged request arrives in a 
batch of size i is: 
Therefore, G(z/k) is given by: 
N-k 
1 - ( I  - a +az)N-kz 
(N-k) a ( 1  -z) 
The probability P,(k) of having k routing requests 
(0 I: k I N-1) in the destination queue can be 
obtained numerically by an application of the Markov 
chain balance equations. Fig. 4 shows an example of 
the Markov chain to be considered when N=4. The 
final results is: 
where 2SkSN-1 
with PR(0) determined in order to verify the following 
equation: 
and the terms aij (Fig. 4), given by: 
Therefore, the probability generating function of the 
waiting time G(z) can be derived as : 
Fig. 4 -The discrete Markov chain (N=4). 
The mean delay spent by a packet in an input queue 
results in: 
where A'(1) and A"(1) are obtained by 
differentianting one and two times A(z) with respect 
to z and taking the limit as z approaches 1 .  The final 
result is: 
P,(k) + 
(N+k- 1)a N- 1 T,- l+C 
k-0 
N- 1 
k[k-l+~(N-k-l)]P~(k) 
+ 
N- 1 pi k-o 
2 - p [ 2 + c  (N-k- l)aPR(k))] 
k-0 
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Fig. 5 shows T,, (normalized with respect to T), as a 
function of p for different values of N. In the same 
figure the results derived by computer simulations are 
reported to validate the analytical results. From this 
figure, it can be pointed out that the analytical results 
agree with the simulation results for small and 
medium value of p. However, for values of p ap- 
proaching the maximum achievable throughput our 
analysis leads to a slight underestimation. This is the 
effect of using the approximation of the parameter CY 
in (12) instead of the exact value (11). 
0 0 .2  0 . 4  0.6 0 . 1  1 
P 
Fig. 5 - The mean normalized total delay for input 
queueing with FIFO selection policy. 
a) N=2 ; b) N=4 ; c) N=16. 
111.2 THE MULTIPLE QUEUES PER INPUT 
APPROACH 
In the case of a single queue per input none of the 
packets waiting for routing in an input queue can 
leave the queue until the packet at the head has 
complete service. Conversely, the novel proposed 
multiple input queueing approach always permits 
service for packets in input queues whose destination 
queues are empty. 
In the multiple queueing approach, each input 
queue is splitted in N separate queues, one for each 
possible output link. Any new arrived packet is stored 
in one of these N queues according to its routing 
request. 
Packets at the head of input queues for the same 
output link are contenting for routing. The FIFO 
selection policy is used to select the packet which 
attains routing, moreover the service discipline in 
each input queue is FIFO. 
In deriving CY we focus on a particular output 
link. The rate of the Bernoulli arrival process at each 
input queue is now p/N. Letting Q, denote the 
number of routing requests in the tagged destination 
queue, we can write: 
Therefore, in a steady state condition: 
- 
F-N-Q 
where the mean number of routing requests in the 
tagged destination queue can be derived as: 
n-0 
It is straightforward to derive in this case an 
expression symilar to (10) that now reads as: 
( N - ~ ) N u  =Np 
Hence: 
P U -  
N- 1 N-x nPR(n) 
n-0 
Eq. (26) defines a non-linear equation in CY. Solving 
this equation numerically it is possible to determine 
CY. 
Starting from the previous considerations, it is 
straighforward to derive the mean delay per packet 
for the FIFO selection policy as: 
NA’(1) + NA”(1) TB=- 
P 2p[l-A’(1)] 
5A.2.7. 
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N- 1 
( ~ - k -  1 ) ( ~ - k - 2 ) a ~ P , ( k )  
k-0 )(27) e 
N- 1 
- 1  
0 d. 2 d. 4 or. 6 0: 8 
- -  
P 
2 N - p [ 2 + x  (N-k- l ) a p R ( k ) ) l  10 5 i 
3 m - p [ 2 +  (N+k- l ) a p R ( k ) l )  
k-0 
Fig. 6 shows TB as a function of p for different 6 -- 
values of N. It is evident in this figure that the 
approaches 1. Therefore, it has been shown the su- 
perior performance of the proposed queueing 
approach with respect to that previously considered 
(Fig. 5). 
maximum possible throughput now approaches 1 as p T, 
4 - -  (cell*) 
10 -. T+ 
0 i . 4 
. Simulation results 0 0 . 2  0 . 4  0.6 0.8 
Fig. 6 - The mean normalized total delay for the 
proposed input queueing approach with FIFO 
selection policy for different values of N. 
a) N = 2  ; b) N=4 ; c) N=16. 
1 
Fig. 7 shows TB as a function of p for the queueing 
on inputs and for the proposed multiple queueing on 
inputs in comparison with that obtained by using the 
8 
4 
i 
In this paper a FPS satellite network has been 
described and analyzed. The performance of different 
architectures of the on-board FPS system have been 
derived. In particular, a novel input queueing 
approach has been also proposed and analyzed. 
The attained results clearly show that the novel input 
queueing approach outperforms the classical input 
queueing approach. An important result is that the 
same performance as the output queueing can be 
achieved through the use of the proposed technique, 
without requiring a switch fabric which runs N times 
- -  
P 
5A.2.8. 
0452 
faster as the input and output links [14], [20]. This 
results is of particular interest for the fast packet 
switching satellite communication networks under 
consideration because it makes it possible to reduce 
the on board switching delay without increasing the 
complexity of the on-board equipments. 
This paper gives a quantitative analysis for all the 
contribution to the total end-to-end packet delay. In 
particular it comes that the delay on board the 
satellite (TJ is negligible with respect to the access 
delay at the ground station (Tu). This results indicated 
a good performance of the satellite switching 
operations and suggest to improve the access 
technique to the satellite from the ground stations. 
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