Let X be a ball quasi-Banach function space on R n . In this article, assuming that the powered Hardy-Littlewood maximal operator satisfies some Fefferman-Stein vectorvalued maximal inequality on X and is bounded on the associated space, the authors establish various Littlewood-Paley function characterizations of the Hardy space H X (R n ) associated with X, under some weak assumptions on the Littlewood-Paley functions. To this end, the authors also establish a useful estimate on the change of angles in tent spaces associated with X. All these results have wide applications. Particularly, when
Introduction
The real-variable theory of the classical Hardy space H p (R n ) with p ∈ (0, 1] was originally initiated by Stein and Weiss [63] and further developed by Fefferman and Stein [24] . It is well known that the classical Hardy space H p (R n ) with p ∈ (0, 1] plays a key role in harmonic analysis, partial differential equations and other analysis subjects. In particular, when p ∈ (0, 1], H p (R n ) is a good substitute of the Lebesgue space L p (R n ) in the study on the boundedness of Calderón-Zygmund operators. In recent decades, in order to meet the requirements arising in the study on the boundedness of operators, partial differential equations and some other analysis subjects, various variants of Hardy spaces have been introduced and their real-variable theories have been well developed; these variants of Hardy spaces were built on some elementary function spaces such as weighted Lebesgue spaces (see [61] ), (weighted) Herz spaces (see, for instance, [15, 27, on ϕ. In this article, we re-establish various Littlewood-Paley function characterizations of H X (R n ) via weakening the assumptions on the Littlewood-Paley functions and widening the range of λ in the Littlewood-Paley g * λ -function characterization of H X (R n ). To this end, we also establish a useful estimate on the change of angles in tent spaces associated with X (see Theorem 3.3 below). Particularly, the assumptions on the Littlewood-Paley functions in this article are much weaker than the corresponding assumptions in [34, 35, 42, 43, 45, 68, 59, 70] (see Remark 4.3 below) . Besides, under these weaker assumptions on ϕ in the definition of Littlewood-Paley functions, the g * λ -function characterization of H X (R n ) obtained in this article improves the existing results via widening the range of λ in [68] (see Theorem 4.11 below) . We point out that the ϕ appearing in the definition of the Littlewood-Paley functions only need to satisfy a zero order vanishing moment, which coincides with the corresponding assumptions in [25] and, when X := L p (R n ) with p ∈ (0, ∞), the range of λ in the Littlewood-Paley g * λ -function characterization of H X (R n ) in Theorem 4.11 below coincides with the best known one in [25] , namely, (max{1, 2/p}, ∞). In [68] , the estimate on the change of angles in tent spaces associated with X plays a key role in the proof of the Littlewood-Paley g * λ -function characterization of H X (R n ). However, to optimize the range of λ in the Littlewood-Paley g * λ function characterization of H X (R n ) in [68] , the estimate on the change of angles in tent spaces associated with X in [68] is no longer feasible. To establish a more precise estimate on the change of angles (see Theorem 3.3 below), instead of applying the atomic characterization of the tent space which was used in [68] , we employ a method different from [68] , namely, we now use an extrapolation theorem over ball Banach function spaces (see Lemma 2.12 below) which was proved in [77, Lemma 7.34] , and then establish a more refined estimate on the change of angles (see Theorem 3.3 below). The assumptions in this estimate on the ball quasi-Banach function space X are much weaker than the corresponding assumptions in [68, Lemma 2.20 ]. All of these results have wide applications. When X := M p r (R n ) (the Morrey space), X := L p (R n ) (the mixed-norm Lebesgue space), X := L p(·) (R n ) (the variable Lebesgue space), X := L p ω (R n ) (the weighted Lebesgue space) and X := (E r Φ ) t (R n ) (the Orlicz-slice space), the Littlewood-Paley function characterizations of H X (R n ) obtained in this article improve the existing results in [35, 59, 68, 70, 76] via weakening the assumptions on the Littlewood-Paley functions and widening the range of λ in the Littlewood-Paley g * λ -function characterization. To be precise, this article is organized as follows. In Section 2, we recall some notions concerning the ball (quasi)-Banach function space X. Then we state the assumptions of the Fefferman-Stein vector-valued maximal inequality on X (see Assumption 2.6 below) and the boundedness on the r-convexification of its associated space for the Hardy-Littlewood maximal operator (see Assumption 2.7 below). Finally, we recall the extrapolation theorem over ball quasi-Banach function spaces proved in [77] and some notions about the Hardy space H X (R n ) introduced in [59] .
In Section 3, via [49, Proposition 3.2] (see Lemma 3.2 below) and the extrapolation theorem (see Lemma 2.12 below) which was proved in [77, Lemma 7.34] , we establish an estimate on the change of angles in tent spaces associated with a ball quasi-Banach function space X (see Theorem 3.3 below), which plays a key role in the proof of the Littlewood-Paley g * λ -function characterization of H X (R n ) (see Theorem 4.11 below). Section 4 contains some square function characterizations of H X (R n ), including its characterizations via the Lusin area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function, respectively, in Theorems 4.9, 4.11 and 4.13 below. We first prove Theorem 4.9, the Lusin area function characterization of H X (R n ). To this end, via borrowing some ideas from [69] , we use the atomic characterization of the tent space associated to X (see Lemma 4.5 below) to decompose a distribution f into a sequence of molecules; then, applying some ideas used in the proof of [69, Theorem 3.7], we prove Theorem 4.9 under some even weaker assumptions on the Lusin area function. After we obtain the Lusin area function characterization of H X (R n ), using the estimate on the change of angles (see Theorem 3.3 below), we establish the Littlewood-Paley g * λ -function characterization of H X (R n ), namely, we prove Theorem 4.11. Finally, applying an estimate initiated by Ullrich [66] and further improved by Wang et al. [69] (see Lemma 4.14 below), we obtain the Littlewood-Paley g-function characterization of H X (R n ), namely, we show Theorem 4.13.
In Section 5, we apply the above results, respectively, to the Morrey space, the mixed-norm Lebesgue space, the variable Lebesgue space, the weighted Lebesgue space and the Orlicz-slice space. Recall that, in these five examples, only variable Lebesgue spaces are quasi-Banach function spaces and the others are only ball quasi-Banach function spaces.
Finally, we make some conventions on notation. Let N := {1, 2, . . .}, Z + := N ∪ {0} and Z n + := (Z + ) n . We always denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. We also use C (α,β,...) to denote a positive constant depending on the indicated parameters α, β, . . . . The symbol f g means that f ≤ Cg. If f g and g f , we then write f ∼ g. We also use the following convention: If f ≤ Cg and g = h or g ≤ h, we then write f g ∼ h or f g h, rather than f g = h or f g ≤ h. The symbol ⌊s⌋ for any s ∈ R denotes the largest integer not greater than s. We use 0 n to denote the origin of R n and let R n+1 + := R n × (0, ∞). If E is a subset of R n , we denote by 1 E its characteristic function and by E ∁ the set R n \ E. For any θ := (θ 1 , . . . , θ n ) ∈ Z n + , let |θ| := θ 1 + · · · + θ n . Furthermore, for any ball B in R n and j ∈ Z + , let S j (B) := (2 j+1 B) \ (2 j B) with j ∈ N and S 0 (B) := 2B. Finally, for any q ∈ [1, ∞], we denote by q ′ its conjugate exponent, namely, 1/q + 1/q ′ = 1.
Preliminaries
In this section, we first present some preliminary known facts on the ball quasi-Banach function space X in §2.1. Then we state the assumptions of the Fefferman-Stein vector-valued maximal inequality on X and the boundedness on the s-convexification of X for the Hardy-Littlewood maximal operator in §2.2. In §2.3, we recall the extrapolation theorem associated with the ball quasi-Banach function space X. Finally, the notion of the Hardy type space H X (R n ) associated with X was recalled in §2.4.
Ball quasi-Banach function spaces
In this subsection, we recall some preliminary known facts on ball quasi-Banach function spaces introduced in [59] .
Denote by the symbol M (R n ) the set of all measurable functions on R n . For any x ∈ R n and r ∈ (0, ∞), let B(x, r) := {y ∈ R n : |x − y| < r} and (2.1) B := B(x, r) : x ∈ R n and r ∈ (0, ∞) .
Moreover, a ball quasi-Banach function space X is called a ball Banach function space if the norm of X satisfies the triangle inequality: for any f, g ∈ X,
and, for any B ∈ B, there exists a positive constant C (B) , depending on B, such that, for any f ∈ X,
For any ball Banach function space X, the associate space (also called the Köthe dual) X ′ is defined by setting
where · X ′ is called the associate norm of · X (see, for instance, [ 
We still need to recall the notion of the convexity of ball quasi-Banach spaces, which is a part of [59, Definition 2.6].
Definition 2.4. Let X be a ball quasi-Banach function space and p ∈ (0, ∞). The p-convexification X p of X is defined by setting
. Let X be a ball Banach function space and p ∈ [1, ∞). Then X p is a ball Banach function space.
Proof. Let p ∈ [1, ∞). From the fact that X is a ball Banach function space and the definition of X p , it easily follows that X p is a ball quasi-Banach function space. Thus, to prove that X p is a ball Banach function space, it suffices to show that, for any f, g ∈ X p ,
We first prove (2.5). By Definition 2.4, Lemma 2.3, (2.4) and the Minkowski inequality, we conclude that 
where the positive constant C (B) is independent of f but depending on B. Thus, (2.6) holds true, which, combined with (2.5), then completes the proof of Lemma 2.5.
Assumptions on the Hardy-Littlewood maximal operator
Denote by the symbol L 1 loc (R n ) the set of all locally integrable functions on R n . The Hardy-Littlewood maximal operator M is defined by setting, for any f ∈ L 1 loc (R n ) and x ∈ R n ,
where the supremum is taken over all balls B ∈ B containing x. For any θ ∈ (0, ∞), the powered Hardy-Littlewood maximal operator M (θ) is defined by setting, for any f ∈ L 1 loc (R n ) and x ∈ R n ,
The approach used in this article heavily depends on the following assumptions on the boundedness of the Hardy-Littlewood maximal function on X, which is just [59, (2.8) ].
Assumption 2.6. Let X be a ball quasi-Banach function space. For some θ, s ∈ (0, 1] and θ < s, there exists a positive constant C such that, for any
Assumption 2.7. Let X be a ball quasi-Banach function space. Assume that there exist s ∈ (0, ∞) and q ∈ (s, ∞] such that X 1/s is a ball Banach function space and, for any f ∈ (X 1/s ) ′ ,
where the positive constant C is independent of f . Proof. By the Hölder inequality, we know that, for any p ∈ [1, ∞) and any locally integrable
. From this and the fact that M is bounded on X, we deduce that
Extrapolation theorem on ball Banach function spaces
Now, we recall the notions of Muckenhoupt weights A p (R n ) (see, for instance, [30] ).
, is a locally integrable and nonnegative function on R n satisfying that, when p ∈ (1, ∞),
and, when p = 1,
The following extrapolation theorem is just [77, Lemma 7.34] , which is a slight variant of a special case of [20, Theorem 4.6] via replacing Banach function spaces by ball Banach function spaces.
Lemma 2.12. Let X be a ball Banach function space and p 0 ∈ (0, ∞). Let F be the set of all pairs of nonnegative measurable functions (F, G) such that, for any given ω ∈ A 1 (R n ),
is a positive constant independent of (F, G), but depends on p 0 and [ω] A 1 (R n ) . Assume that there exists a q 0 ∈ [p 0 , ∞) such that X 1/q 0 is a Banach function space and M is bounded on (X 1/q 0 ) ′ . Then there exists a positive constant C such that, for any (F, G) ∈ F ,
Hardy type spaces
Now we recall the notion of Hardy type spaces associated with ball quasi-Banach function spaces introduced in [59] .
is defined by setting, for any x ∈ R n ,
We also need the following molecular characterization of H X (R n ), which is just [59, Theorem 3.9]. Lemma 2.15. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6 with 0 < θ < s ≤ 1 and Assumption 2.7 with some q ∈ (1, ∞] and the same s as in Assumption 2.6. Let
where the positive equivalence constants are independent of f .
Change of angles in X-tent spaces
In this section, we establish an estimate on the change of angles in X-tent spaces. Now we recall the notion of tent spaces associated with X.
Let α ∈ (0, ∞). For any measurable function F : R n+1
where Γ α (x) is as in Definition 3.1. A measurable function F is said to belong to the tent space T p,α
Recall that Coifman et al. [18] introduced the tent space T p,α 2 (R n+1 + ) for any p ∈ (0, ∞) and α := 1. For any given ball quasi-Banach function space X, the X-tent space T α X (R n+1 + ), with aperture α, is defined to be the set of all measurable functions F such that A (α) (F) ∈ X and naturally equipped with the quasi-norm
To prove Theorem 3.3, we need the following inequality on the change of angles in weighted Lebesgue spaces, which is a part of [49, Proposition 3.2] .
where the positive constant C is independent of α, β and F.
Using Lemma 3.2 and Theorem 2.12, we have the following estimate on the change of angles in X-tent spaces, which plays a key role in the proof of Theorem 4.11 below.
Theorem 3.3. Let X be a ball quasi-Banach function space. Assume that there exists an s ∈ (0, ∞) such that X 1/s is a ball Banach function space and M is bounded on (X 1/s ) ′ . Then there exists a positive constant C such that, for any α ∈ [1, ∞) and any measurable function F on R n+1 + , 
Compared with the assumptions and the conclusions of [68, Lemma 2.20], the assumptions in Theorem 3.3 are much weaker and the conclusions in Theorem 3.3 are more refined. We should also point out that, in the case of X : 
Then, by Lemma 3.2, we know that, for any given ω ∈ A 1 (R n ) and for any (
which, together with the assumptions that X 1/s is a ball Banach function space and M is bounded on (X 1/s ) ′ , and Lemma 2.12, further implies that, for any α ∈ [1, ∞) and F ∈ M (R n+1 + ),
This is the desired estimate.
Since s/2 > 1, by the definition of A p (R n ) weights, we know that, for any ω ∈ A 1 (R n ), ω ∈ A s/2 (R n ) holds true. From this and Lemma 3.2, we easily deduce that, for any given ω ∈ A 1 (R n ) and for any (
which, combined with the assumptions that X 1/s is a ball Banach function space and M is bounded on (X 1/s ) ′ , and Lemma 2.12, further implies that, for any
By (3.3) and (3.4), we conclude that, for any α ∈ [1, ∞) and F ∈ M (R n+1 + ),
which is also the desired estimate and hence then completes the proof of Theorem 3.3.
Littlewood-Paley function characterizations
In this section, we establish various Littlewood-Paley function characterizations of H X (R n ), including its characterizations via the Lusin area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function, respectively, in §4.1, §4.2 and §4.3 below. In what follows, the symbol 0 n denotes the origin of R n and, for any φ ∈ S(R n ), φ denotes its Fourier transform which is defined by setting, for any ξ ∈ R n ,
For any f ∈ S ′ (R n ), f is defined by setting, for any ϕ ∈ S(R n ), f , ϕ := f, ϕ ; also, for any f ∈ S(R n ) [resp., S ′ (R n )], f ∨ denotes its inverse Fourier transform which is defined by setting, for any ξ ∈ R n , f ∨ (ξ) := f (−ξ) [resp., for any ϕ ∈ S(R n ), f ∨ , ϕ := f, ϕ ∨ ].
Definition 4.1. Let ϕ ∈ S(R n ) satisfy ϕ( 0 n ) = 0 and assume that, for any ξ ∈ R n \ { 0 n }, there exists a t ∈ (0, ∞) such that ϕ(tξ) 0. For any distribution f ∈ S ′ (R n ), the Lusin-area function S ( f ) and the Littlewood-Paley g * λ -function g * λ ( f ) with any given λ ∈ (0, ∞) are defined, respectively, by setting, for any x ∈ R n ,
|ϕ t * f (y)| 2 dy dt t n+1 1 2 and
where, for any x ∈ R n , Γ(x) is as in Definition 3.1 and, for any t ∈ (0, ∞) and x ∈ R n , ϕ t (x) := t −n ϕ(x/t).
Definition 4.2. Let ϕ ∈ S(R n ) satisfy ϕ( 0 n ) = 0 and assume that, for any x ∈ R n \ { 0 n }, there exists a j ∈ Z such that ϕ(2 j x) 0. For any f ∈ S ′ (R n ), the Littlewood-Paley g-function g( f ) is defined by setting, for any x ∈ R n , Observe that, in Definitions 4.1 and 4.2, we did not assume that ϕ is radial and has compact support and hence, compared with the assumptions required in [34, 35, 43, 51, 78, 76] , the assumptions here in both cases are quite weaker.
(ii) In all these Littlewood-Paley function characterizations of H X (R n ), we only need ϕ( 0 n ) = 0, namely, ϕ has a zero order vanishing moment. Compared with all the known results on the Littlewood-Paley function characterizations on function spaces (see, for instance, [34, 35, 43, 51, 78, 76] ), this assumption on the vanishing moment of ϕ is also minimal.
Characterization by the Lusin area function
In this subsection, borrowing some ideas from the proof of [69, Theorem 3.12], we characterize the Hardy type space H X (R n ) by the Lusin-area function.
Let α ∈ (0, ∞). For any ball B(x, r) ⊂ R n with x ∈ R n and r ∈ (0, ∞), let
When α = 1, we denote T α (B) simply by T (B). 
To establish the Lusin area function characterization of H X (R n ), we need the following lemma which is just [59, Proposition 4.9] . [70, Lemma 4.6] ), the following Calderón reproducing formula was obtained in [77, Lemma 4.4] . Recall that f ∈ S ′ (R n ) is said to vanish weakly at infinity if, for any φ ∈ S(R n ), f * φ t → 0 in S ′ (R n ) as t → ∞ (see, for instance, [25, p. 50] ), here and thereafter, for any t ∈ (0, ∞) and function φ on R n , we always let φ t (·) := t −n φ(·/t). In what follows, the symbol ǫ → 0 + means that ǫ ∈ (0, ∞) and ǫ → 0, and the symbol C ∞ c (R n ) denotes the set of all infinitely differentiable functions with compact supports. Lemma 4.6. Let φ be a Schwartz function and assume that, for any x ∈ R n \ { 0 n }, there exists a t ∈ (0, ∞) such that φ(tx) 0. Then there exists a ψ ∈ S(R n ) such that ψ ∈ C ∞ c (R n ) with its support away from 0 n , φ ψ ≥ 0 and, for any
Moreover, for any f ∈ S ′ (R n ), if f vanishes weakly at infinity, then
namely,
To obtain the Lusin area function characterization of H X (R n ), we also need the following technical lemma.
Lemma 4.7. Let X be a ball quasi-Banach function space. Assume that there exists an s ∈ (0, ∞) such that X 1/s is a ball Banach function space and M is bounded on (X 1/s ) ′ . Then there exists an ǫ ∈ (0, 1) such that X continuously embeds into L s ω (R n ) with ω := [M(1 B( 0 n ,1) )] ǫ .
Proof. By [59, Lemma 2.15(ii)] and the fact that M is bounded on (X 1/s ) ′ , we know that there exists an η ∈ (1, ∞) such that M (η) is bounded on (X 1/s ) ′ . Let ǫ ∈ (1/η, 1) and ω := [M(1 B( 0 n ,1) )] ǫ . To show this lemma, it suffices to prove that, for any f ∈ X,
Indeed, from [30, (2.1.6)], we deduce that, for any x ∈ R n , M(1 B( 0 n ,1) )(x) ∼ (|x| + 1) −n , which implies that, for any x ∈ B( 0 n , 2),
Combining (4.5), (4.6), the Hölder inequality and the fact that X 1/s is a ball Banach function space, we conclude that, for any f ∈ X,
which, together with 1 B( 0 n ,2 k ) 2 kn/η M (η) (1 B( 0 n ,1) ) for any k ∈ N and the fact that M (η) is bounded on (X 1/s ) ′ , further implies that
which implies that (4.4) holds true and hence completes the proof of Lemma 4.7.
Now we recall the notion of atoms associated with X, which is just [59, Definition 3.5]. 
In what follows, for any t ∈ (0, ∞), the symbol e t∆ f denotes the heat extension of f ∈ S ′ (R n ), namely, for any x ∈ R n , 
where the positive equivalence constants are independent of f . Proof of Theorem 4.9. Let θ and s be as in Assumption 2.6. We first prove the necessity. To this end, let f ∈ H X (R n ) and we need to show that f vanishes weakly at infinity, which seals the gap mentioned in Remark 4.10. From Lemma 4.7, we deduce that there exists an ǫ ∈ (0, 1) such that X continuously embeds into L s 
where an (L s ω (R n ), ∞, d)-atom is as in Definition 4.8 with X replaced by L s ω (R n ). Take ϕ, ψ ∈ S(R n ). Then, by the fact that f = j∈N λ j a j in H s ω (R n ), we find that, for any t ∈ (0, ∞) and finite set F ⊂ N,
Notice that, for any j ∈ N, a j ∈ L ∞ (R n ), which implies that a j vanishes weakly at infinity. Thus, for any given ε ∈ (0, ∞) and finite set F ⊂ N, there exists t ε, F ∈ (0, ∞) such that, for any t ∈ (t ε, F , ∞),
Moreover, for any j ∈ N, using the fact that a j is an (L s ω (R n ), ∞, d)-atom, similarly to the proof of [59, (4.16) ], we conclude that, for any t, t 1 ∈ (0, ∞) and x ∈ R n ,
which, together with [59, Corollary 3.2], s ∈ (0, 1] and Assumption 2.6, implies that
.
From this, the fact that
and the dominated convergence theorem, we deduce that, for ε ∈ (0, ∞) as in (4.10), there exists a finite set F ⊂ N such that, for any t ∈ (0, ∞),
which, combined with (4.9) and (4.10), further implies that f vanishes weakly at infinity.
Then, by an argument similar to that used in the proof of [59, Theorem 3.21] , we obtain the necessity of this theorem and we omit the details. Now we prove the sufficiency. To this end, let f ∈ S ′ (R n ) vanish weakly at infinity and satisfy that S ( f ) ∈ X. By this and Lemma 4.6, we conclude that there exists a ψ ∈ S(R n ) such that
where b, a ∈ (0, ∞) and b > a, and
with ϕ as in Definition 4.1. It remains to prove that f ∈ H X (R n ). For any (x, t) ∈ R n+1 + , let F(x, t) := f * ϕ t (x). Then, by the fact that S ( f ) X < ∞, we know that F ∈ T 1 X (R n+1 + ). From this and Lemma 4.5, it follows that there exist a sequence {A j } ∞ j=1 of (T 1 X , ∞)-atoms and
pointwisely on R n+1 + and, for some s ∈ (0, 1],
For any j ∈ N and x ∈ R n , let
Similarly to the proof of [34, Lemma 4.8] , we conclude that, up to a harmless constant multiple, {A j } ∞ j=1 is a sequence of (X, q, d, ǫ)molecules associated, respectively, with balls {B j } ∞ j=1 , where q, d and ǫ are as in Lemma 2.15. Repeating the argument used in [69, (3.27) ], we find that ∞ j=1 λ j A j converges in S ′ (R n ). Using this, (4.14) and Lemma 2.15, we then obtain ∞ j=1 λ j A j ∈ H X (R n ) and
Let g := ∞ j=1 λ j A j in S ′ (R n ). Then g ∈ H X (R n ). From this and the necessity of this theorem, it follows that g vanishes weakly at infinity. Using this and repeating the proof of [69, (3.30) ] , we find that 
Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6 with 0 < θ < s ≤ 1 and Assumption 2.7 with some q ∈ (1, ∞] and the same s as in Assumption 2.6. Let r + be as in (4.18) . We point out that the g * λ -function characterization in Theorem 4.11 widens the range of λ ∈ (max{2/θ, 2/θ + 1 − 2/q}, ∞) in [68, Theorem 2.10(ii)] into λ ∈ (max{1, 2/r + }, ∞). In the case of X := L p (R n ) with p ∈ (0, ∞), the range of λ in Theorem 4.11 coincides with the best known one, namely, (max{1, 2/p}, ∞) in [25] .
Proof of Theorem 4.11. By Theorem 4.9 and the fact that, for any f ∈ S ′ (R n ), S ( f ) ≤ g * λ ( f ), we easily obtain the sufficiency of this theorem and still need to show its necessity.
To this end, let f ∈ H X (R n ). By Theorem 4.9, we know that f vanishes weakly at infinity. Moreover, for any x ∈ R n , we have
where F(x, t) := ϕ t * f (x) for any x ∈ R n and t ∈ (0, ∞). For any given λ ∈ (max{1, 2/r + }, ∞), there exists an r ∈ (0, r + ] such that X satisfies Assumption 2.7 for this r and some q ∈ (r, ∞), and λ ∈ (max{1, 2/r}, ∞). Let ν ∈ (0, min{1, r}]. Then, by the assumption that X 1/r is a ball Banach function space, and Lemma 2.5, we know that X 1/ν is also a ball Banach function space. Since X satisfies Assumption 2.7, from Lemma 2.9 and the fact that (q/r) ′ ∈ (1, ∞), we deduce that M is bounded on (X 1/r ) ′ , which, combined with the fact that X 1/r is a ball Banach function space, and Theorem 3.3, implies that, for any m ∈ N,
By this, the fact that X 1/ν is a ball Banach function space, λ ∈ (max{ 2 r , 1}, ∞), and Theorem 4.9, we conclude that
where, in the penultimate step, we used the fact that A (1) (F) = S ( f ). This finishes the proof of the necessity and hence of Theorem 4.11.
Characterization by the Littlewood-Paley g-function
We have the following Littlewood-Paley g-function characterization of H X (R n ).
Theorem 4.13. Assume that X is a ball quasi-Banach function space satisfying Assumption 2.6 with 0 < θ < s ≤ 1 and Assumption 2.7 with the same s as in Assumption 2.6. Assume that there exists a positive constant C such that, for any
Then f ∈ H X (R n ) if and only if f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f ) X < ∞.
Moreover, for any f ∈ H X (R n ),
where the positive equivalence constants are independent of f . Let φ be a Schwartz function and assume that, for any x ∈ R n \ { 0 n }, there exists a j ∈ Z such that φ(2 j x) 0. Then, for any given N 0 ∈ N and γ ∈ (0, ∞), there exists a positive constant C (N 0 ,γ,φ) , depending only on n, N 0 , γ and φ, such that, for any s ∈ [1, 2] , a ∈ (0, N 0 ], l ∈ Z, f ∈ S ′ (R n ) and x ∈ R n ,
Proof of Theorem 4.13. By an argument similar to that used in the proof of [ 
Applications
In this section, we apply Theorems 4.9 
, where the positive equivalence constants are independent of f .
Remark 5.6. If p ∈ (0, 1], r ∈ (0, p] and ϕ appearing in the definition of g * λ ( f ) as in (4.2) satisfies that 1 B( 0 n ,4)\B( 0 n ,2) ≤ ϕ ≤ 1 B( 0 n ,8)\B( 0 n ,1) then, in this case, Wang et al. [68, Corollary 2.22(v) ] also obtained the same result as in Theorem 5.5. When p ∈ (1, ∞) and r ∈ (0, p], to the best of our knowledge, the result of Theorem 5.5 is new.
Mixed-norm Lebesgue spaces
The mixed-norm Lebesgue space L p (R n ) was studied by Benedek and Panzone [9] in 1961, which can be traced back to Hormander [31] . Later on, in 1970, Lizorkin [46] further developed both the theory of multipliers of Fourier integrals and estimates of convolutions in the mixed-norm Lebesgue spaces. Particularly, in order to meet the requirements arising in the study of the boundedness of operators, partial differential equations and some other analysis fields, the real-variable theory of mixed-norm function spaces, including mixed-norm Morrey spaces, mixed-norm Hardy spaces, mixed-norm Besov spaces and mixed-norm Triebel-Lizorkin spaces, has rapidly been developed in recent years (see, for instance, [17, 29, 55, 37, 35, 36] ).
Definition 5.7. Let p := (p 1 , . . . , p n ) ∈ (0, ∞] n . The mixed-norm Lebesgue space L p (R n ) is defined to be the set of all measurable functions f such that
with the usual modifications made when p i = ∞ for some i ∈ {1, . . . , n}.
In this subsection, for any p := (p 1 , . . . , p n ) ∈ (0, ∞) n , we always let p − := min{p 1 , . . . , p n } and p + := max{p 1 , . . . , p n }.
Let p ∈ (0, ∞) n . Then L p (R n ) satisfies Assumption 2.6 for any θ, s ∈ (0, min{1, p − }) with θ < s (see [35, Lemma 3.7] ). Applying [35, Lemma 3.5 ] and [9, Theorem 1.a], we can easily show that Assumption 2.7 holds true for any given s ∈ (0, p − ) and q ∈ (p + , ∞], and X := L p (R n ). Thus, all the assumptions of main theorems in Sections 3 and 4 are satisfied. Using Theorems 4.9, 4.13 and 4.11, we obtain the following characterizations of the mixed Hardy space H p (R n ), respectively, in terms of the Lusin area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function. (i) f ∈ S ′ (R n ), f vanishes weakly at infinity and S ( f ) ∈ L p (R n ), where S ( f ) is as in (4.1).
(ii) f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f ) ∈ L p (R n ), where g( f ) is as in (4.3) .
Moreover, for any f ∈ H p (R n ),
where the positive equivalence constants are independent of f . 
, where the positive equivalence constants are independent of f . 
Variable Lebesgue spaces
Let p(·) : R n → [0, ∞) be a measurable function. Then the variable Lebesgue space L p(·) (R n ) is defined to be the set of all measurable functions f on R n such that
We refer the reader to [53, 54, 40, 19, 22] for more details on variable Lebesgue spaces.
For any measurable function p(·) : R n → (0, ∞), in this subsection, we let where the positive equivalence constants are independent of x and y. Let p(·) : R n → (0, ∞) be a globally log-Hölder continuous function satisfying 0 < p − ≤ p + < ∞. Adamowicz et al. [2] obtained the boundedness of the Hardy-Littlewood maximal operator on variable Lebesgue spaces. Using this and [5, Theorem 3.1], we can readily prove that, for any θ, s ∈ (0, min{1, p − }) with θ < s, Assumption 2.6 is satisfied (see also [19, 21] ). Furthermore, from [19, Lemma 2.16] , we deduce that Assumption 2.7 holds true for any given s ∈ (0, p − ) and q ∈ ( p + , ∞], and X := L p(·) (R n ). Thus, all the assumptions of main theorems in Section 4 are satisfied. Using Theorems 4.9, 4.13 and 4.11, we obtain the following characterizations of variable Hardy space H p(·) (R n ), respectively, in terms of the Lusin area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function. (i) f ∈ S ′ (R n ), f vanishes weakly at infinity and S ( f ) ∈ L p(·) (R n ), where S ( f ) is as in (4.1).
(ii) f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f
Moreover, for any f ∈ H p(·) (R n ),
Orlicz-slice spaces
First, we recall the notions of both Orlicz functions and Orlicz spaces (see, for instance, [56] ). An Orlicz function Φ as in Definition 5.20 is said to be of lower (resp., upper) type p with p ∈ (−∞, ∞) if there exists a positive constant C (p) , depending on p, such that, for any t ∈ [0, ∞) and s ∈ (0, 1) [resp., s ∈ [1, ∞)], Φ(st) ≤ C (p) s p Φ(t).
A function Φ : [0, ∞) → [0, ∞) is said to be of positive lower (resp., upper) type if it is of lower (resp., upper) type p for some p ∈ (0, ∞).
Definition 5.21. Let Φ be an Orlicz function with positive lower type p − Φ and positive upper type p + Φ . The Orlicz space L Φ (R n ) is defined to be the set of all measurable functions f such that
Now we recall the notion of Orlicz-slice spaces.
Definition 5.22. Let t, r ∈ (0, ∞) and Φ be an Orlicz function with positive lower type p − Φ and positive upper type p + Φ . The Orlicz-slice space (E r Φ ) t (R n ) is defined to be the set of all measurable functions f such that
Remark 5.23. By [76, Lemma 2.28], we know that the Orlicz-slice space (E r Φ ) t (R n ) is a ball quasi-Banach function space, but it may not be a quasi-Banach function space (see, for instance, [77, Remark 7.41(i) ])
The Orlicz-slice space was introduced by Zhang et al. [76] , which is a generalization of the slice spaces proposed by Auscher and Mourgoglou [7] and Auscher and Prisuelos-Arribas [8] . Let t, r ∈ (0, ∞) and Φ be an Orlicz function with positive lower type p − Φ and positive upper type p + Φ . Then (E r Φ ) t (R n ) satisfies Assumption 2.6 for any θ, s ∈ (0, min{1, r, p − Φ }) with θ < s (see [76, Lemma 4.3] ). Furthermore, from [76, Lemmas 4.4] , we deduce that Assumption 2.7 holds true for any given s ∈ (0, min{r, p − Φ }) and q ∈ (max{r, p + Φ }, ∞), and X := (E r Φ ) t (R n ). Thus, all the assumptions of main theorems in Sections 3 and 4 are satisfied. Using Theorems 4.9, 4.13 and 4.11, we immediately obtain the following characterizations of (HE r Φ ) t (R n ) in terms of the Lusin area function, the Littlewood-Paley g-function and the Littlewood-Paley g * λ -function. Theorem 5.24. Let t ∈ (0, ∞), r, p − Φ , p + Φ ∈ (0, ∞) and Φ be an Orlicz function with positive lower type p − Φ and positive upper type p + Φ . Then f ∈ (HE r Φ ) t (R n ) if and only if either of the following two items holds true:
(i) f ∈ S ′ (R n ), f vanishes weakly at infinity and S ( f ) ∈ (E r Φ ) t (R n ), where S ( f ) is as in (4.1).
(ii) f ∈ S ′ (R n ), f vanishes weakly at infinity and g( f ) ∈ (E r Φ ) t (R n ), where g( f ) is as in (4.3) .
Moreover, for any f ∈ (HE q Φ ) t (R n ),
