The absolute and relative S-gini indices
Assume that income is distributed according to a continuous and differentiable cumulative distribution function (cdf) F : [0, ∞] → [0, 1] with finite mean, µ, and continuous population density function (pdf) f . The absolute single-series Gini (absolute S-Gini), A δ ∞ , and the Relative single series Gini (relative S-Gini), R δ ∞ , with parameter δ ∈ ++ are given by:
These indices exist for all values of δ ≥ 1, but for values of δ < 1 it is possible that H δ ∞ reaches infinity. From now on, we assume that H δ ∞ is well defined for all values of δ under consideration.
The parameter δ determines the weight attached to the income of individuals at different points in the income distribution. As δ increases, more weight is given to the bottom of the income distribution. For δ equal to one, H 1 ∞ is equal to the mean µ and R reduce to the well-known absolute and relative Ginis. We refer to Donaldson and Weymark (1980) , Yitzhaki (1983) and Bossert (1990) for an in depth discussion of the properties related to the S-Gini index. The most common finite sample estimators for the S-Ginis are given by:
Herex i represents the i th smallest value in the sample (the i th order statistic) and µ n is the sample mean, and they are asymptotically normally distributed (Barrett and Pendakur, 1995; Zitikis and Gastwirth, 2002) . Unfortunately, they are not unbiased and their bias depends on the sample size, n, the value of the parameter, δ, and the distribution, F .
The sample mean µ n is an unbiased estimator for the population mean µ, hence, for the absolute S-Gini, A δ ∞ , we only need to construct an unbiased estimator for the term H We denote by n k the stirling number of the second kind with upper index n and lower index k. The number n k represents the number of ways that a set of size n can be partitioned into k subsets. We denote by n k the binomial coefficient with upper index n and lower index k,
i.e. the number of k element subsets of an n element set. Finally, we denote by 〈n〉 k the falling factorial n(n − 1) . . . (n − k + 1). The following identities 1 will be used in this section:
We focus on the case where the parameter δ takes only integer values. Assume that we have a set of observations {x 1 , . . . , x n } that is drawn i.i.d. from the cdf F . The ith order statistic x i will have pdf f (i ) equal to:
The expected value of H δ n equals:
1 See Graham et al. (1989) for a proof of these identities.
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In order to simplify this expression we split it up into several parts:
We have that:
These results enable us to simplify A and B:
Substituting A and B into equation (1) gives:
Equation (2) 
This estimator is unbiased:
The unbiased estimator for A /(n − 1). This is in agreement to the first order correction for the Gini index found in the literature (see Deaton, 1997; Deltas, 2003; Davidson, 2009) . It can be shown that h δ n is equal to the following expression 2 :
The multiplicators δ〈n − i〉 δ−1 /〈n〉 δ sum to one 3 which implies that, analogue to the estimators H δ n , the estimators h δ n are a weighted average of the order statisticsx i . Also, note that the weights attached to the δ −1 highest incomes are equal to zero. This implies that the estimator h δ n does not use all available information. For example, the value of h 10 n on a sample of size 10 coincides with the smallest value in the sample.
Simple manipulation of equation (4) shows that we can write h δ n as n i =1 a ixi , with
For δ ≥ 1, as i increases, the weights attached tox i decrease in an increasing rate until they reach zero forx n−δ+2 . The recursion (5) It also makes it possible to define h δ n for non-integer values of δ. Unfortunately, this extension has the unwanted side-effects that the weights a i do no longer sum to unity, although is will approximate unity if n is not to small, and that the estimator is no longer unbiased.
Simulation
For our empirical illustration we used a lognormal distribution with parameters 9.85 and 0.6. Our population statistics A . Table 1 presents the averages over these 200.000 samples (standard errors are between brackets) for the values δ = 1.5; 2; 5; 7.5 and 10. Simulation results for other parameter values and other distributions give similar results. Although these sample sizes may considered to be unrealistically small, they are not unreasonable when comparing the inequality among subsamples or in studies of industrial concentration for markets with a small number of firms. For each of these 
