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The best possible precision is one of the key figures in metrology, but this is established by the exact response
of the detection apparatus, which is often unknown. There exist techniques for detector characterisation, that
have been introduced in the context of quantum technologies, but apply as well for ordinary classical coherence;
these techniques, though, rely on intense data processing. Here we show that one can make use of the simpler
approach of data fitting patterns in order to obtain an estimate of the Crame´r-Rao bound allowed by an unknown
detector, and present applications in polarimetry. Further, we show how this formalism provide a useful calcu-
lation tool in an estimation problem involving a continuous-variable quantum state, i.e. a quantum harmonic
oscillator.
I. INTRODUCTION
With the introduction of quantum metrology, a clear frame-
work has been established for understanding metrological pro-
tocols as constituted of three steps: the preparation of the
probe, its evolution through the interaction with the target sys-
tem, and finally the extraction of information from a measure-
ment [1–3]. When targeting the best precision, these steps can
not be taken as independent, in that the probe needs optimisa-
tion on the specific interaction, and, in turn, the measurement
needs to take into account both preparation and interaction to
achieve the best precision. This description is effective not
only when using quantum objects, but it can be adopted for
designing quantum-inspired optimal protocols in the classical
domain, such as for position sensing [4, 5], and for polarime-
try [6, 7]. However, fundamental limits in measurements can
be hard to achieve, since further limitations can originate in
imperfect, or even faulty behaviours of the set-up.
A possible solution for mitigating the effect of non-ideal
measurements consists in adapting the design of the probe [8–
12]. This normally requires a trustworthy characterisation of
the measurement device which can be achieved by means of
detector tomography [13], i.e. by reconstructing the action of
the measurement device given the outcomes from a quorum of
input preparations. In the quantum description, the knowledge
on the device is cast as matrices linking the input probability
amplitudes to that of each outcome [14]; once these matrices
are known, the optimal probe state can be found as the one
minimising the variance of a valid estimator.
In this paper we discuss a different, more direct approach
to the design of optimal probes when dealing with detectors
departing from an idealised description, by making use of the
data fitting patterns associated to the device [15, 16].
II. QUANTUM ESTIMATION
Let us consider the following quantum estimation problem
for a set of unknown parameters ~φ. The quantum system is
typically prepared in a pure probe state |ψ0〉 and the interac-
tion with the sample is described by a quantum completely
positive map E~φ. A measurementM, formally corresponding
to a positive operator valued measure (POVM), is then per-
formed on the output state %~φ = E~φ(|ψ0〉〈ψ0|), and delivers
an estimator ~φ′, i.e. a mapping from the experimental data to
the parameter space. The data set should be sufficiently large
to ensure that the estimator is unbiased, i.e. that the expec-
tations value E[~φ′] = ~φ. The uncertainties on the individual
parameters, as well as their correlations are captured by the
covariance matrix Σ={Σ(φi, φj)}i,j [3], whose elements are
given by Σ(φi, φj) = E[(φ′i − φi)(φ′j − φj)].
The quantum and classical Crame´r-Rao bounds establish
that upon the realisation of M experiments, the covariance
matrix is limited as
Σ ≥ F
−1(~φ)
M
≥ H
−1(~φ)
M
(1)
where we have introduced respectively the quantum Fisher
information (QFI) matrix H and the (classical) Fisher in-
formation (FI) matrix F . The former is a property of the
output state only %~φ, and its elements can be evaluated as
Hi,j(~φ)=Tr(ρ~φ [Li, Lj ]+) where the symmetric logarithmic
derivative operators Li are defined as
∂φiρ~φ =
1
2
(
Liρ~φ + ρ~φLi
)
:= [ρ~φ, Li]+ , (2)
and [A,B]+ denotes the anti-commutator. On the other hand
the FI matrix is associated to a given measurement M, and
its elements are defined through the conditional probabilities
p(m|~φ) of observing the outcome m given the values ~φ:
Fi,j(φ) =
∑
m
(
∂φip(m|~φ)
) (
∂φjp(m|φ)
)
p(m|~φ)
. (3)
While a measurement saturating the quantum Crame´r-Rao
bound always exists for single-parameter estimation, this is
not always attained in the general case, and trade-offs have to
be established, depending on the interest of each parameter.
III. DATA FITTING PATTERNS
Once the optimal performance of the experiment has been
designed in terms of probe state |ψ0〉 and measurement M,
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2then the closest measurement setup has to be implemented.
This will unavoidably depart from the ideal case, resulting in
a decrease of information; further, if particular symmetries of
the measurement are affected, undesired correlations between
the estimates of the parameters can be introduced. These ef-
fects can be reduced if one seconds the actual measurement,
and utilises instead a different probe state |ξ0〉. In order to
obtain a recipe for preparing |ξ0〉, one needs full informa-
tion on the action of the detector, which would demand a to-
mography of the measurement apparatus. This demands an
optimisation routine on the experimental output probabilities
qα(m), collected when sending into the device a set of fidu-
cial states |α〉; the routine finds the closest well-defined mea-
surement matrices Πm associated to each outcome [13, 17–
19]. Then, using the expression for the classical Fisher infor-
mation, Eq. (3), the optimal state is found using Born’s rule
p(m|~φ)=Tr
(
E~φ(|ξ0〉〈ξ0|) Πm
)
.
Here we discuss how the need for the first routine can be
circumvented, and a more direct approach to data analysis is
possible. The idea is that through the data fitting patterns of
the detector, one obtains an explicit expression for the Fisher
information, which can be used to get the optimal state. Data
fitting patterns (DFPs) are defined as the output probabilities
qα(m) for an over-complete set {|α〉}, by which any state
ρ can be written as ρ=
∑
α cα|α〉〈α| [15]. If the detection
scheme is informationally complete, then any state can be re-
constructed using the fact that its outcome probabilities are,
by linearity p(m)=
∑
α cαqα(m); state tomography is indeed
the original aim for the introduction of this formalism. Lin-
earity also ensures that the Fisher information Eq. (3) admits
a decomposition
Fi,j(φ) =
∑
m
(∑
α ∂φiCα(
~φ)qα(m)
)(∑
α ∂φjCα(
~φ)qα(m)
)
∑
α Cα(
~φ)qα(m)
.
(4)
where {Cα(~φ)} are the coefficients of the state E~φ(|ξo〉〈ξ0|).
Therefore, the Fisher information can be optimised based on
the knowledge of the data fitting patterns only, and it does
not require reconstructing the elements Πm, which could be
computationally demanding. It should be noticed that the ad-
vantage is purely in the post-processing stage, since the re-
quirements on the cardinality of the over-complete set are the
same for detector tomography as for the DFPs [15, 16].
The application of the DFP method in this case differs from
the original proposal in that it can be applied to information-
ally incomplete measurements, i.e. measurements which are
not sufficient for a complete tomographic reconstruction. This
extension is possible because, in the general case, the param-
eters we need to estimate are a limited set with respect to the
complete set defining a quantum state univocally in the rele-
vant Hilbert space. This philosophy has been applied to the re-
construction of photon statistics with pseudo-number resolv-
ing detectors [20].
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FIG. 1: Reconstructed Fisher information for two-outcome polarisa-
tion measurements. The experimental points correspond to intensity
measurements taken on a He:Ne laser with an optical power meter.
The solid line indicates the prediction based on a model of the mea-
surement. Inset: experimental setup, consisting of a half waveplate
and a polarising beam splitter separating horizonal and vertical com-
ponents.
IV. EXPERIMENTAL EXAMPLE 1: SINGLE-QUBIT
PROJECTIVE MEASUREMENT.
We start with a simple example of phase-estimation with
single qubits. Although we cast it in the language of quan-
tum information, this problem is fully equivalent to optimal
phase estimation in classical polarimetry. Our aim is to mea-
sure a small phase φ∼0 using an approximate projective mea-
surement, implemented by a half-wave plate set at the angle
θ, and a polarising beam-splitter. The DFPs are collected by
measuring the output intensities using the over-complete set
of six states corresponding to the eigenstates of the three Pauli
operators; for polarisation qubits these are given by four lin-
ear (Horizontal, V ertical, Diagonal and Antidiagonal), and
two circular (Right- and Left-handed) polarisations. Since
the problem involves a single parameter, optimisation simply
consists in maximising the value F def= F1,1 of the Fisher in-
formation (4), by choosing the appropriate coefficientsCα(φ),
with α∈{H,V,D,A,R,L}.
The search can be effectively restricted to pure states, as
these are extremal for F [3]; in this case, this is effectively
casted as the minimisation of a function of two parame-
ters. The optimisation procedure needs being carried out cau-
tiously. Small systematic errors in determining the DPFs can
originate unphysical maxima, resulting from negative eigen-
values of the measurement matrix. On then needs to introduce
the constraint of only looking at states giving positive values
for the estimated probabilities. In our example, an optimal
measurement is achieved in two conditions: by looking either
for a variation of a high contrast between the output probabil-
ities, or for a variation in a balanced condition [21]; the sys-
tematic effects explained above favour the second maxima, a
result which is consistent with the resilience of these optimal
states to small dephasing [21]. Loosing information on the
3second set of maxima is the price one pays for the simplicity
of the method. The results are summarised in Fig.1, where we
plot the Fisher information F we obtain as a function of the
angle setting θ: our method is able to identify the state that
lies closest to the prediction for an ideal Pauli measurement.
V. EXPERIMENTAL EXAMPLE 2: SINGLE-QUBIT
FOUR-OUTCOME MEASUREMENT.
The next example we consider is acting on a single qubit,
performing a σz-measurement half of the times, and σx-
measurement the remaining half. Again, we can make a di-
rect parallel with polarimetry, and use it for estimating jointy
a phase shift φ ∼ 0, followed by a rotation χ. The measure-
ment is ideal for small rotations χ ∼ 0; by ideal here, we do
not mean a saturation of the Crame´r-Rao bound, which is pre-
vented by a Heisenberg-type relation [22], but the saturation
of the bound
Fφ,φ
Hφ,φ
+
Fχ,χ
Hχ,χ
≤ 1, (5)
which effectively limits all possible measurements on a single
qubit when it comes to two-parameter estimation [22, 23]. For
a perfect measurement, we expect Fφ,φHφ,φ=
Fχ,χ
Hχ,χ
; the deriva-
tion of this bound, first obtained in [22], is presented in
Appendix A. However, in our implementation, this condi-
tion can be affected by imperfections in the optical compo-
nents; we use our DFP method to understand in what mea-
sure. The optimisation should not be carried out as a di-
rect optimisation of the bound Eq.(5), but consider the effec-
tive values F ′φ,φ = 1/(F
−1)φ,φ = Fφ,φ − F 2χ,φ/Fχ,χ, and
F ′χ,χ = 1/(F
−1)χ,χ = Fχ,χ − F 2χ,φ/Fφ,φ, i.e. the quantities
bounding the individual variances for each estimator [3].
Figure 2 summarises the results of numerical searches of
the Fisher information matrix F (χ, φ), associated to different
values of the phase shift φ for χ=0; we also compare them
with the predictions obtained by a detector tomography of our
apparatus. We observe an uneven splitting of the informa-
tion between the two parameters, as a result of the experi-
mental imperfections. The direct estimates remain close to
those from the tomography, although oftentimes the correla-
tion terms Fχ,φ present some discrepancies.
VI. THEORETICAL EXAMPLE: WEAK-FIELD
HOMODYNE.
Our approach can also be useful for obtaining theoretical
predictions when working with measurements whose descrip-
tion involves a complex expression of its POVM. This is the
case, notably, for continuous-variable state observed with hy-
brid detection schemes, mixing elements from photon count-
ing and homodyning [24–30].
In most cases, the most practical choice consists in inspect-
ing the response to coherent states |α〉〈α|. By linearity, the
response px for the outcome x can by expressed in terms of
HWP@22.5° PBS
PBSBS
FIG. 2: Reconstructed Fisher information for a four-outcome polari-
sation measurement in either the D/A (Pauli X) or H/V (Pauli Z)
basis: φ is the scanned parameter, while χ is kept constant at the
value 0. The experimental points correspond to intensity measure-
ments taken on a He:Ne laser with an optical power meter: yellow
Fχ,χ, blue: Fφ,φ, green:Fχ,φ. The solid line indicate the prediction
based on the reconstructed detector tomography [13]. Inset: experi-
mental setup, consisting of a non-polarising beam splitter (BS), and
two sets of a half waveplate and a polarising beam splitter. The asym-
metry in the Fisher information associated to the two parameters arise
from the dependence of the splitting ration of BS on the polarisation.
the P representation of the state:
px = Tr[Πxρ] =
∫
d2αP (α) qx(α). (6)
This expression is helpful mostly in the classical regime, when
the P function has an analytical behaviour, but has limited use
for quantum states. This problem can be solved, by using the
explicit relation between the P -function and the the normally
ordered characteristic function: χN (β) = Tr[ρ eiβaˆ
†
eiβ
∗aˆ],
giving
P (α) =
1
pi2
∫
d2β χN (β) e
−β∗α+βα∗ (7)
When using the Fourier relation (23) in the expression of the
probability (21) for the outcome x, we find
px =
∫
d2β χN (β) q˜x(β), (8)
where we have introduced the Fourier transform of the DFP
q˜x(β) =
1
pi2
∫
d2α e−β
∗α+βα∗ qx(α). (9)
This expression is more conveniently cast in terms of the stan-
dard symmetric characteristic function which originates the
Wigner representation:
px =
∫
d2β χS(β) e
|β|2/2 q˜x(β), (10)
Finally, we can manipulate this expression to make the Wigner
function explicitly appear, by using its explicit link to the
4FIG. 3: Fisher information associated to different outcomes of a
weak-field homodyne for coherent states of real amplitude α, for dif-
ferent local oscillators γ. The outcomes are in the order (x1, x2) =
(1, 1), (1, 0), (0, 1), (2, 1), (3, 1), (4, 1). The other contributions are
negligible in this regime.
characteristic function χS(β) =
∫
d2αW (α) eβ
∗α−α∗β , thus
writing
px =
∫
d2αW (α) ζx(α) (11)
with
ζx(α) =
∫
d2β eβ
∗α−α∗β e|β|
2/2 q˜x(β). (12)
Remarkably, our formalism can deal with classical fields
through a straightforward correspondence principle, (21), as
well as with quantum fields, although through a more involved
expression, (28).
We now consider the explicit case of the weak-field ho-
modyne [28–30], for which the DFP approach is particularly
suited [31]. This is the leading example of a hybrid detector:
when using this technique a signal is combined on a 50:50
beam splitter with a local oscillator, whose intensity is com-
parable with that of the signal, hence, in a coherent state |γ〉
at the few-photon level. The two outputs of the beam split-
ter are then monitored with a photon-counting detector; this
is generally implemented dividing light into N bins - either
temporal or spatial - each of them measured with a click/no
click detector. The corresponding DFPs are written as
qx(α) =
(
N
x1
)(
N
x2
) x1∑
y1=0
x2∑
y2=0
(−1)x1−y1+x2−y2
(
x1
y1
)(
x2
y2
)
× exp[−N − y1
2N
|α+ γ|2 − N − y2
2N
|α− γ|2]
(13)
where x1 (x2) denotes the detection event of the detector on
the transmitted (reflected) arm, and we noted x = {x1, x2}.
In order to calculate its Fourier transform, we find it con-
venient to consider separately each term in the sum, whose
Fourier transform, according to the general expression (29)
takes the form:
q˜x(β) ∝ σ
2
pi
e−σ
2(|β|2−|γ˜|2+β∗γ˜−βγ˜∗)e−
|γ|2
σ2 (14)
with the shorthand notation γ˜=y2−y12N γ, and σ
−2= 2N−y1−y22N .
Finally, the convolution (29), gives the expression
ζx(α) ∝ σ
2
σ2 − 12
e
− |α|2+σ2|γ˜|2/2
σ2−1/2 e
σ2
σ2−1/2α
∗γ˜+αγ˜∗
e−
|γ|2
σ2 .
(15)
from which one can then calculate the Fisher information as-
sociated to an arbitrary state via (28). The full derivation of
the expression above is detailed in Appendix B.
The Fisher information on a small phase shift φ attached
to each outcome (13) F (x) = (∂φqx(α))
2
/qx(α) is shown in
Fig.3 for the case N = 4. Inspection of these curves reveals
that, for a given local oscillator γ, the Fisher information is
concentrated in a few detection events, and it is sharply peaked
around α = γ. Furthermore, being the local oscillator in a co-
herent state with no correlations to the probe, fluctuations in
the photon number can not be suppressed below the Poisso-
nian noise. Therefore, coherent states are optimal probes for
��� ��� ��� ��� ��� ���α
�
�
�
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FIG. 4: Fisher information for a phase measurement (φ = 0.1) with
squeezed probe states of given energy α2 divided partly into the dis-
placement with rd = α20/α2, and the rest into squeezing in the P
direction. We report rd = 1 in blue, rd = 0.95 in red, and rd = 0.9
in green.
5this detection scheme, and, despite the close resemblance to
ordinary strong-field homodyne, there is no advantage in util-
ising squeezing.
In order to confirm these observations, we adopt the DFP
formalism to compute the Fisher information associated to
squeezed states when estimating a small phase, and compare
it to the benchmark provided by coherent states. We do so at
a given energy, remembering that for a displaced squeezed
vacuum W (α)= 2pi exp
[−2s2(αx − α0)2 − 2α2p/s2], where
α = αx + iαp, and s < 1 (s > 0) quantifies the squeez-
ing in the P (X) quadrature; the average photon number in
this state is α20 +
(s2−1)2
4s2 . The typical behaviour is illustrated
in Fig.4, where we show the Fisher information at a given to-
tal energy α2, split differently between the displacement and
the squeezing: the addition of squeezing rapidly degrades the
informational content of the measurement, as we were expect-
ing from the analysis of the DPFs.
VII. CONCLUSIONS.
We have introduced a new approach to the optimisation of
probe states for parameter estimation in the presence of a de-
tector whose exact response is unknown. It offers a computa-
tional advantage with respect the standard approach based on
detector tomography, although, in the absence of regularisa-
tion, suitable filters have to be applied.
In addition, we have shown how this formalism also pro-
vides an agile theoretical description of continuous-variable
measurement devices, and illustrated its use for weak-field
homodyne. This has also potential for applications for ex-
perimental characterisation, but it should be adapted to the
availability of a limited number of states to be used [16].
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Appendix A: two-phase estimation
We consider an experiment in which the two parameters
to be estimated are a phase shift φ around the Z axis of the
Poincare´-Bloch sphere of a single qubit, and, at the same time,
a phase shift χ around the X axis. The two operations are
described by:
U =
(
e−iφ/2 0
0 eiφ/2
)
,
V =
(
cos(χ/2) −i sin(χ/2)
−i sin(χ/2) cos(χ/2)
)
.
(16)
These operators do not commute, so we have to consider the
two possible permutations separately. First, let us consider the
product V · U applied to the state |ψ〉 = 1√
2
(1, i), dictated by
symmetry. Its quantum Fisher information matrix H is found
to be
H =
(
1 0
0 cos2(φ)
)
. (17)
For the estimation, we consider explicitly a POVM which
projects along either the Z or the X axis with equal proba-
bility; explicit calculations give
F ′φ,φ =
1
2
,
F ′χ,χ =
cos2(φ) cos2(χ)
2− 2 cos(2φ) sin2(χ) .
(18)
These saturate the bound
F ′φ,φ
Hφ,φ
+
F ′χ,χ
Hχ,χ
≤ 1 for χ = 0. In this
case, one can achieve F ′χ,χ = 1/2 by an adaptive estimation
of the phase φ. In the second instance U ·V , we obtain for the
quantum Fisher information matrix
H =
(
cos2(χ) 0
0 1
)
, (19)
If one considers the same POVM as above:
F ′φ,φ =
cos2(φ) cos2(χ)
2− 2 cos(2χ) sin2(φ) ,
F ′χ,χ =
1
2
.
(20)
Similar considerations as for the first case are valid: optimal
estimation occurs for φ = 0, with the possibility of achieving
the highest information by means of an adaptive protocol for
χ.
Appendix B: data fitting pattern for the weak-field homodyne
Here we detail the derivation of the formulae describing the
data pattern functions associated to a generic cv measurement
device, and, in particular, to the weak-field homodyne.
The data fitting pattern method consists in describing a de-
tector by inspecting its response to coherent states |α〉〈α|. By
linearity, the response gx for the outcome x is given by:
px = Tr[Πxρ] =
∫
d2αP (α) Tr[Πx|α〉〈α|] =
∫
d2αP (α) qx(α).
(21)
The main problem of this expression is in the bad behaviour of
theP -function. This can be solved, by using the relation of the
P -function to the normally ordered characteristic function:
χN (β) = Tr[ρ eiβaˆ
†
eiβ
∗aˆ] (22)
giving
P (α) =
1
pi2
∫
d2β χN (β) e
−β∗α+βα∗ (23)
6When using the Fourier relation (23) in the expression of the
probability (21) for the outcome x, we find
px =
1
pi2
∫
d2α
∫
d2β χN (β) e
−β∗α+βα∗ qx(α)
=
1
pi2
∫
d2β χN (β)
∫
d2α e−β
∗α+βα∗ qx(α)
=
∫
d2β χN (β) q˜x(β),
(24)
where we have introduced the Fourier transform of the DFP
q˜x(β) =
1
pi2
∫
d2α e−β
∗α+βα∗ qx(α). (25)
This expression is more conveniently cast in terms of the stan-
dard symmetric characteristic function which originates the
Wigner representation:
px =
∫
d2β χS(β) e
|β|2/2 q˜x(β), (26)
We can manipulate this expression to make the Wigner func-
tion explicitly appear, by recalling its explicit link to the char-
acteristic function
χS(β) =
∫
d2αW (α) eβ
∗α−α∗β . (27)
We then get
px =
∫
d2β
∫
d2αW (α) eβ
∗α−α∗β e|β|
2/2 q˜x(β)
=
∫
d2αW (α) ζx(α)
(28)
with
ζx(α) =
∫
d2β eβ
∗α−α∗β e|β|
2/2 q˜x(β). (29)
We now consider the explicit case of weak-field homodyne,
with a local oscillator γ and N detection bins. The corre-
sponding DFPs are written as
qx(α) =
(
N
x1
)(
N
x2
) x1∑
y1=0
x2∑
y2=0
(−1)x1−y1+x2−y2
(
x1
y1
)(
x2
y2
)
× exp[−N − y1
2N
|α+ γ|2 − N − y2
2N
|α− γ|2]
(30)
where x1 (x2) denotes the detection event of the detector on
the transmitted (reflected) arm, and we have denoted x =
{x1, x2}. In order to calculate its Fourier transform, we con-
sider separately each term in the sum:
qx(α) ∝ exp[−β∗α+ βα∗] exp[−N − y1
2N
|α+ γ|2 − N − y2
2N
|α− γ|2] (31)
If we now expand the moduli, we obtain
qx(α) ∝ exp[−β∗α+ βα∗] exp[−N − y1
2N
(|α|2 + |γ|2 + α∗γ + αγ∗))]
× exp[−N − y2
2N
(|α|2 + |γ|2 − α∗γ − αγ∗))]. (32)
We can then group the exponentials more sensibly
exp
[
α∗
(
β + γ
(
N − y2
2N
− N − y1
2N
))
− α
(
β∗ − γ∗
(
N − y2
2N
− N − y1
2N
))]
× exp
[
−|α|2
(
N − y2
2N
+
N − y1
2N
)]
exp
[
−|γ|2
(
N − y2
2N
+
N − y1
2N
)]
= exp[α∗(β + γ˜)− α(β∗ − γ˜∗)] exp
[
−|α|
2
σ2
]
exp
[
−|γ|
2
σ2
] (33)
with the obvious meaning of the symbols. We find that the Fourier transform (25) has the form of a sum of terms in the form:
q˜x(α) ∝ piσ2e−σ
2(|β|2−|γ˜|2+β∗γ˜−βγ˜∗) (34)
The convolution (29) is in a similar form, with each term given by
ζx(α) ∝ piσ2e−
|γ|2
σ2
∫
d2β eβ
∗α−α∗β e|β|
2/2 e−σ
2(|β|2−|γ˜|2+β∗γ˜−βγ˜∗)
= pi2
σ2
σ2 − 12
e
− |α|2+σ2|γ˜|2/2
σ2−1/2 e
σ2
σ2−1/2α
∗γ˜+αγ˜∗
e−
|γ|2
σ2 .
(35)
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