Abstract. We propose an incomplete Cholesky factorization for the solution of large-scale trust region subproblems and positive definite systems of linear equations. This factorization depends on a parameter p that specifies the amount of additional memory (in multiples of n, the dimension of the problem) that is available; there is no need to specify a drop tolerance. Our numerical results show that the number of conjugate gradient iterations and the computing time are reduced dramatically for small values of p. We also show that in contrast with drop tolerance strategies, the new approach is more stable in terms of number of iterations and memory requirements.
1. Introduction. The incomplete Cholesky factorization is a fundamental tool in the solution of large systems of linear equations, but its use in the solution of large optimization problems remains largely unexplored. The main reason for this neglect is that the linear systems that arise in optimization problems are not guaranteed to be positive definite, while the incomplete Cholesky factorization was designed for solving positive definite systems. Another reason is that implementations of the incomplete Cholesky factorization often rely on drop tolerances to reduce fill, a strategy with unpredictable behavior. From an optimization viewpoint, we desire a factorization with good performance and predictable memory requirements.
We explore the use of the incomplete Cholesky factorization in the solution of the trust region subproblem min g T w + where ∆ is the trust region radius, g ∈ R n is the gradient of the function at the current iterate, B ∈ R n×n is an approximation to the Hessian matrix, and D ∈ R n×n is a nonsingular scaling matrix. Our techniques are applicable, in particular, to the case where the solution of (1.1) requires solving the positive definite system of linear equations Bw = −g. A considerable amount of literature is associated with problem (1.1). In particular, we mention that there are algorithms that determine the global solution of (1.1) by solving a sequence of linear systems of the form (B + λ k D T D)w = −g for some sequence {λ k }. These algorithms obtain the global minimum of (1.1) even if B is indefinite. See, for example, the algorithm of Moré and Sorensen [31] .
In many large-scale problems, time and memory constraints do not permit a direct factorization, and we must then use an iterative scheme. Rendel and Wolkowicz [35] , Sorensen [42] , and Santos and Sorensen [38] have recently proposed iterative algorithms that require only matrix-vector operations to determine the global minimum of (1.1), but these algorithms do not use preconditioning and thus are unlikely to perform well on difficult problems. An interesting approach, based on the work of Steihaug [43] , is to use a preconditioned conjugate gradient method, with suitable modifications that take into account the trust region constraint and the possible indefiniteness of B to determine an approximate solution of (1.1).
In the approach proposed by Steihaug [43] , the conjugate gradient method generates iterates {w k } and directions {p k } until Dw k 2 ≤ ∆ and one of the following conditions holds:
In all cases we determine an approximate solution of the trust region problem (1.1) that satisfies the convergence conditions of trust region methods. The third condition tends to arise during the early iterations, when ∆ is relatively small. In most cases, only a few conjugate gradient iterations are required to satisfy the third condition. Our computational experience shows that the first two conditions can require a large number of conjugate gradient iterations, in particular, when B is nearly singular. Note that the second condition can only arise when B is not positive definite; in this case p k is a direction of negative curvature. For more details on this approach, see [6] .
The goal of our work is to reduce the number of iterations required to satisfy the conditions in (1.2). We only consider the first two conditions since, as noted above, these conditions are relatively difficult to satisfy.
In the implementation of a truncated Newton method proposed by Bouaricha, Moré, and Wu [6] , the ellipsoidal trust region is transformed into a spherical trust region, and then the conjugate gradient method is applied to the transformed problem min g T w + Given an approximate solution w of (1.3), the corresponding solution of (1.1) is D −1 w. As suggested in [6] , we can use an incomplete Cholesky factorization to generate a scaling matrix D that clusters the eigenvalues of B. This is a desirable goal because then the conjugate gradient method is able to solve (1.3) in a few iterations.
The clustering properties of the incomplete Cholesky factorization depend, in part, on the sparsity pattern S of the incomplete Cholesky factor L. Given S, the incomplete Cholesky factor is a lower triangular matrix L such that B = LL T + R, l ij = 0 if (i, j) / ∈ S, r ij = 0 if (i, j) ∈ S.
We want to choose the sparsity pattern S so that L −1 BL −T has clustered eigenvalues. This is certainly the case if R = 0 and tends to happen for reasonable choices of S.
If clustering occurs, then the choice in [6] of D = L T as the scaling matrix is reasonable. Unfortunately, it is not clear how to choose the sparsity pattern S so that L −1 BL −T has clustered eigenvalues. In an optimization application it seems reasonable to avoid implementations that choose S statically, independent of the numerical entries of B, for example, choosing S as the sparsity pattern of B.
In the implementation of a truncated trust region Newton method in [6] , the preconditioner proposed by Jones and Plassmann [26] was chosen because this preconditioner has a number of advantages:
The sparsity pattern S depends on the numerical entries of the matrix. The memory requirements of the factorization are predictable. No drop tolerance is required. Although the performance of this preconditioner was generally satisfactory, poor performance was observed on difficult optimization problems. Performance was particularly poor on problems that were nearly singular, either positive definite or indefinite.
We propose an incomplete Cholesky factorization for general symmetric matrices with the best features of the Jones and Plassmann factorization and with the ability to use additional memory to improve performance. In section 2 we contrast the proposed incomplete Cholesky factorization with other approaches, in particular, the fixed fill factorization of Meijerink and van der Vorst [29] , the ILUT factorization of Saad [36, 37] , the drop tolerance strategy of Munksgaard [32] , and the factorization proposed by Jones and Plassmann [26] . For additional information on incomplete Cholesky factorizations, see Axelsson [3] and Saad [37] .
Section 3 extends the incomplete Cholesky factorization of section 2 to indefinite matrices. Two main issues arise: scaling the matrix and modifying the matrix so that the factorization is possible. We use a symmetric scaling of the matrix and Manteuffel's [28] shifted approach. We prove that the incomplete Cholesky factorization exists for H-matrices with positive diagonal elements, and we establish bounds for the number of iterations required to compute the factorization. We also study how the shift depends on the scaling of the matrix.
Modifications to the Cholesky factorization in the presence of indefiniteness have received considerable attention in the optimization literature. The main approaches are due to Gill, Murray, and Wright [18, section 4.4.2.2] and Schnabel and Eskow [40] . Recent work in this area includes Forsgren, Gill, and Murray [16] ; Cheng and Higham [8] ; and Neumaier [33] . These approaches can be extended to sparse problems (see, for example, [10, section 3.3.8] , [17] , [39] , and [8] ) but only if all the elements in the factorization are retained. Thus, these approaches lose the advantage of having predictable storage requirements.
Section 4 presents the results of our computational experiments. We test an implementation icfm of the proposed incomplete Cholesky factorization on a set of ten problems. Three of these problems arise in large-scale optimization problems; all are highly ill-conditioned, and two of them are indefinite. Since our experience has shown that the trust region problem is most difficult to solve when the matrix B is nearly singular, our numerical results emphasize this type of matrix. We study the performance of the incomplete Cholesky factorization as the memory parameter p changes and show that performance improves significantly for small values of p > 0.
In section 5 we compare the icfm implementation with two incomplete Cholesky factorizations that rely on drop tolerances to reduce fill. We use the ma31 code of Munksgaard [32] and the cholinc command of Matlab (version 5.0). Our conclusion from this comparison is that the performance of codes based on drop tolerances is unpredictable, while the icfm code performs well in all cases.
2. Incomplete Cholesky factorizations. Given a symmetric matrix A and a symmetric sparsity pattern S, an incomplete Cholesky factor of A is a lower triangular matrix L such that
In this section we propose an incomplete Cholesky factorization that combines the best features of the Jones and Plassmann [26] factorization and the ILUT factorization of Saad [36, 37] . We also compare this approach with other approaches used to compute incomplete Cholesky factorizations. Fixed fill strategies fix the nonzero structure of the incomplete factor prior to the factorization. Meijerink and van der Vorst [29] considered two choices of S, the standard setting of S to the sparsity pattern of A, and a setting that allowed more fill. Many variations are possible. For example, we could define S so that L is a banded matrix with predetermined bandwidth. These strategies have predictable memory requirements but are independent of the entries of A because the dropped elements depend only on the structure of A.
Gustafsson [20] introduced the ILU(p) factorization, where p is the level of fill. In the ILU(0) factorization the sparsity pattern S is set to the sparsity pattern of the original matrix, but additional fill is allowed for p > 0. The original definition of level of fill did not take into account the entries of A, but current definitions of level of fill (see, for example, Saad [37, section 10.3.3] ) have removed this restriction. A disadvantage of the ILU(p) factorization is that the amount of fill and the amount of work needed to obtain the ILU(p) factorization is unpredictable for p > 0. Guidelines for the use of the ILU(p) factorization and descriptions of several implementations can be found in [9, 11, 30, 45] .
Drop-tolerance strategies include nonzero elements in the incomplete factor if they are larger than some threshold parameter. For example, Munksgaard [32] drops a (k) ij during the kth step if
where τ is the drop tolerance. A disadvantage of drop tolerance strategies is that their memory requirements depend in an unpredictable manner on the drop tolerance. In particular, it is not generally possible to determine τ so that the memory requirements of L are within specified bounds. If τ is large, then L will have few nonzero elements but will also tend to be a poor preconditioner.
The strategies described above have unpredictable memory requirements, or the factorization is independent of the entries of A. Jones and Plassmann [26] proposed an incomplete Cholesky factorization that avoids these requirements. In their approach the incomplete Cholesky factor retains the n k largest elements in the strict lower triangular part of the kth column of L, where n k is the number of elements in the kth column of the strict lower triangular part of A.
Another approach that has predictable storage requirements and depends on the entries of A is the ILUT factorization of Saad [36, 37] . The ILUT factorization of a general matrix A depends on a memory parameter p and on a drop tolerance τ . The drop tolerance is used to drop all elements in L and U smaller than τ k , where τ k is defined as the product of τ times the l 2 -norm of the k th row of A. The ILUT factorization (August, 1996 version) retains the p largest elements in magnitude in each row of L and U .
The ILUT factorization ignores any symmetry in the matrix A. Even if A is symmetric, the sparsity patterns of L and U T are different. In particular, the product LU produced by ILUT is unlikely to be symmetric for a symmetric matrix A.
There are several variations of the approaches that we have presented. In particular, in the modified incomplete Cholesky factorization of Gustafsson [20] , dropped elements are added to the diagonal entries of the column. With this modification Re = 0, where e is the vector of all ones. For additional information on modified incomplete Cholesky factorizations, see Gustafsson [21, 22] , Hackbusch [23] , and Saad [37] .
Other variations arise from the way that the matrix is scaled or from the method used to deal with breakdowns. Note, in particular, that the incomplete Cholesky factorization may fail for a general positive definite matrix; success is guaranteed if A is an H-matrix with positive diagonal elements. We discuss these issues in the next section.
We propose an incomplete Cholesky factorization with the best features of the Jones and Plassmann factorization and the ILUT factorization of Saad. We retain the n k + p largest elements in the lower triangular part of the kth column of L, but unlike the ILUT approach with τ > 0, we do not delete any elements on the basis of size; memory is the only criterion for dropping elements. We will show that the use of additional memory often improves performance dramatically.
Our implementation of the incomplete Cholesky factorization is based on the jki version of the Cholesky factorization shown in Algorithm 2.1. This factorization is in place with the jth column of L overwriting the jth column of A. Note that diagonal elements are updated as the factorization proceeds. For an extensive discussion of other forms of the Cholesky factorization for dense matrices, see Ortega [34] . 
have also been computed and stored in a(i,i) for i ≥ j. We compute l j by matching elements in
Algorithm 2.2 computes l jj and l ij from these expressions and retains the largest n j +p elements in l j , where n j is the number of nonzero elements in the strict lower triangular part of the original matrix A. The diagonal elements of A j+1 can be determined since
The error introduced in (2.1) by dropping an element in l j is examined in section 3. Algorithm 2.2 retains off-diagonal elements only if they are among the largest elements in the current column. Diagonal elements are always retained. In particular, this implies that the sparsity pattern of the incomplete factor may not include the sparsity pattern of the original matrix A.
An advantage of implementations of Algorithm 2.2 is that, unlike factorizations based on drop tolerances, they require no dynamic memory management. Calls to a storage allocator complicate the implementation and portability of an algorithm and are likely to degrade performance.
Our implementation follows the Jones and Plassmann [26] implementation. The main implementation issues are the data structures needed to update a ij by a ij −a ik a jk by sparse operations that refer only to nonzero elements, and the algorithm used to select the largest elements in the current column. We plan to discuss implementation issues elsewhere.
Retain the largest col_len + p elements in a(j+1:n,j). end Algorithm 2.2: Incomplete Cholesky factorization.
In our discussion we have ignored the role played by the ordering in the matrix. This is an important issue since the ordering of the matrix affects the fill in the matrix and thus the incomplete Cholesky factorization. In particular, Duff and Meurant [14] and Eijkhout [15] have shown that the number of conjugate gradient iterations can double if the minimum degree ordering is used to reorder the matrix. However, we note that these studies were not done with limited memory preconditioners, and thus it is not clear that the same conclusion holds for these preconditioners.
3. Scaling and shifting. The performance of the incomplete Cholesky factorization outlined in Algorithm 2.2 depends on the strategy used to scale the matrix since this affects the choice of the largest elements that are retained during the factorization. Algorithm 2.2 must also be modified to handle general positive definite matrices and the indefinite matrices that invariably arise in optimization applications. Both of these issues are covered in this section. Algorithm 2.2 fails if a negative diagonal element is encountered. The standard solution for this problem is to increase the size of the elements in the diagonal until a satisfactory factorization is obtained. A common strategy is to increase any nonpositive pivot to a positive threshold as the factorization proceeds. This strategy must be done with care. For example, consider the matrix
A computation shows that after the first two steps of Algorithm 2.1 we obtain the lower triangular matrix
Thus, to compute the Cholesky factorization we would need to add at least δ The example above clearly shows that we need to modify the diagonal elements before we encounter a negative pivot. This observation has led to several proposed modifications to the Cholesky factorization of the form A + E, with E a diagonal matrix. See, for example, [18, 40, 39, 16, 33] . These approaches are applicable to general indefinite matrices but only if all the elements in the factorization are retained. Thus, the advantage of having predictable storage requirements is lost.
There have been several proposed modifications to the incomplete Cholesky factorization that are applicable to general positive definite matrices. The shifted incomplete Cholesky factorization of Manteuffel [27, 28] for the scaled matrix
requires the computation of a suitable α ≥ 0 for which the incomplete Cholesky factorization of A + αI succeeds. Manteuffel used a fixed fill factorization and showed that if A + αI is an H-matrix, then the incomplete Cholesky factorization of A + αI succeeds. However, he did not recommend a procedure for determining a suitable α.
There have also been proposed modifications of the form A + E, with E a diagonal matrix. Jennings and Malik [25] proposed setting
ij is dropped during the kth pivot step and proved that if the original matrix A is positive definite, then this modification guarantees that the incomplete factorization succeeds for any σ > 0. Dickinson and Forsyth [12] reported that σ = 1 is generally an overestimate and that the shifted incomplete Cholesky factorization was preferable for elasticity analysis problems. Hladík, Reed, and Swoboda [24] suggested using a parameter ω ∈ [0, 1] with
and used a search procedure to determine an appropriate ω. Carr [7] tested a variation of this approach with an incomplete LU factorization and a drop-tolerance strategy. He showed that this approach was competitive with the shifted incomplete Cholesky factorization on three-dimensional structure analysis problems. Algorithm 3.1 specifies our strategy in detail. Note, in particular, that we scale the initial matrix by the l 2 -norm of the columns of A; if A has zero columns we can just apply the algorithm to the submatrix with nonzero columns.
Jones and Plassmann [26] used a similar approach for positive definite matrices but with p = 0 in Algorithm 3.1. In their approach the matrix A is scaled as in (3.1), and α F is generated by starting with α 0 = 0, incrementing α k by a constant (10 −2 ). The scaling used in (3.1) needs to be modified for general indefinite matrices since it is not defined if A has negative diagonal elements and is almost certain to produce a badly scaled matrix if A has small positive diagonal entries. We also note that the strategy of incrementing α k by a constant is not likely to be efficient in general.
An early version of Bouaricha, Moré, and Wu [6] used Algorithm 3.1 with α 0 = α S if min(a ii ) ≤ 0 and α S = 1 2 A ∞ . This strategy leads to termination in at most two iterations (since A 2 is diagonally dominant) but also tends to generate a large α F and thus an incomplete Cholesky factorization that is a poor preconditioner.
Choose α S > 0 and p ≥ 0.
Algorithm 3.1: Incomplete Cholesky factorization icfm for general matrices.
The choice of α 0 = 0 is certainly reasonable if A is positive definite or, more generally, if A has positive diagonal elements. A reasonable initial choice for α 0 is not clear if A is an indefinite matrix, but our choice of α 0 guarantees that A 0 has positive diagonal elements.
The choice of α S should be related to the smallest eigenvalue of the submatrix of A defined by S, but this information is not readily available. Note that α S is the smallest positive perturbation to a positive semidefinite A, and thus the setting of α S = 10 −3 used in our numerical results is reasonable. We also experimented with α S = 10 −6 and obtained similar results. The main disadvantage of choosing a small α S is that Algorithm 3.1 may require a large number of iterations. We discuss this issue in section 4.
We now show that the incomplete Cholesky factorization defined by Algorithm 2.2 exists when A is an H-matrix. Recall that A ∈ R n×n is an H-matrix if the associated matrix
is an M-matrix; that is, the inverse of M(A) is a nonnegative matrix. In the result below we will also need to know that a matrix A in R n×n with a ij ≤ 0 for i = j is an M-matrix if and only if there is an x > 0 in R n such that Ax > 0. This result shows, in particular, that any strictly diagonally dominant matrix is an H-matrix.
Meijerink and van der Vorst [29] proved that if A is an M-matrix, then the incomplete LU (Cholesky) factorization exists for any predetermined sparsity pattern S, and Manteuffel [28] extended this result to H-matrices with positive diagonal elements. These results do not apply to Algorithm 2.2, however, because the sparsity pattern S is determined during the factorization.
The key to proving existence is the observation that each stage of the incomplete Cholesky factorization in Algorithm 2.2 can be viewed as computing the vector v in a matrix of the form 
2 } is the diagonal matrix with entries (v i − w i ) 2 , and the error matrix E is replaced by
Since w i ∈ {0, v i }, the diagonal elements of (3.4) agree with the diagonal elements of the Schur complement of the original matrix (3.2). Both versions of Algorithm 2.2 are of interest. The version based on (3.3) has larger diagonal elements, and thus decreases the chances of obtaining a negative pivot when the other columns are processed. Also note that the version based on (3.3) has a local error matrix that is smaller and depends only on the magnitude of the elements that were dropped. The version based on (3.4) is the incomplete Cholesky factorization proposed by Jones and Plassmann. The numerical results in section 6 show that the version based on (3.3) has superior performance.
Existence of the incomplete Cholesky factorization for M-matrices uses the fact that if A is an M-matrix, then the Schur complement is also an M-matrix. We also need to know that if A is an M-matrix, B has nonpositive off-diagonal elements, and A ≤ B componentwise, then B is also an M-matrix. This result is a direct consequence of the characterization of M-matrices as those matrices with nonpositive off-diagonal entries such that Ax > 0 for some x > 0. Axelsson [3, section 6.1] has proofs of these results as well as additional information on M-matrices. The proof that the incomplete Cholesky factorization exists for M-matrices follows from these results by noting that
for any vector w with w i ∈ {0, v i }, and that the Schur complement B − (1/α)vv T of the M-matrix (3.2) is also an M-matrix. The proof of the existence of the incomplete Cholesky factorization for H-matrices is similar.
Theorem 3.1. If A ∈ R n×n is a symmetric H-matrix with positive diagonal entries, then Algorithm 2.2 computes an incomplete Cholesky decomposition.
Proof. If the matrix A defined by (3.2) is an H-matrix, then
is also an M-matrix, and thus the Schur complement M(B) − (1/α)|v||v| T is an Mmatrix. We complete the proof by noting that the inequality
valid for w i ∈ {0, v i }, implies that the matrix on the right side of this inequality is an M-matrix, and hence equation (3.4) is an H-matrix with positive diagonal elements as desired. We now establish bounds for α F that are independent of the elements in A. These results are of interest because they provide bounds for the number of iterations for Algorithm 3.1. We first show that if β is the maximum number of nonzeros in any column of A, then 2 β 1/2 is an upper bound for α F . 1/2 , as desired. For the matrices used in the computational experiments of section 4, the bound 2 β 1/2 is a gross overestimate, since α F ≤ 0.512 in all cases. The following result shows that we can obtain smaller bounds for α F if we are willing to replace the l 2 -norm by the l 1 -norm. Proof. The definition of an H-matrix shows that B r + αI is an H-matrix if and only if B + αD r is an H-matrix. Thus, we need only to show that if B + αD s is an H-matrix, then B + αD r is also an H-matrix. First note that if r ≤ s, then x r ≥ x s for any vector x ∈ R n . Hence, B r + αD r has positive diagonal elements, and
This inequality shows that if B+αD s is an H-matrix, then B+αD r is also an H-matrix as desired. A short computation now shows that µ(r) ≤ µ(s). Theorem 3.3 provides a bound for α F in terms of µ(r). We show this by noting that Algorithm 3.1 is successful if α k > µ(r), and thus α F ≤ 2 µ(r). Since µ(r) ≤ µ(s) for r ≤ s, Theorem 3.3 suggests that we should scale by the l 1 -norm in Algorithm 3.1 because this scaling leads to a smaller bound for α F . An explicit bound for α F with the l 1 scaling is not difficult to obtain because a modification of the proof of Theorem 3.2 shows that B 1 + I is an H-matrix, and thus µ(1) ≤ 1 for the l 1 scaling. Hence, α F ≤ 2.
We tested Algorithm 3.1 with the l 1 scaling and found that in almost every case, as suggested by Theorem 3.3, the α F for the l 1 -norm was not larger than the α F for the l 2 -norm. However, we also found that the preconditioner generated by the l 1 -norm did not perform as well in our numerical results as the preconditioner based on the l 2 -norm, so we did not pursue this variation further. 3.1 as a function of the memory parameter p. We set α S = 10 −3 in Algorithm 3.1, but we also experimented with α S = 10 −6 , with little change in our results. We selected ten problems for the test set. The first seven problems are from the Harwell-Boeing sparse matrix collection [13] . The first five matrices are the matrices used by Jones and Plassmann [26] to test their algorithm. We added bcsstk18, a large problem from the bcsstk set, and 1138bus, the hardest problem in the set of matrices used by Benzi, Meyer, and Tuma [4] to test their inverse preconditioner. We also selected three matrices that required an excessive number of conjugate gradient iterations during the solution of an optimization problem with a truncated Newton method [6] . Matrices jimack and nlmsurf are from the CUTE collection [5] , while dgl2 is from the MINPACK-2 collection [2] . Table 4 .1 describes the test set. In this table n is the order of the matrix and nnz is the number of nonzeros in the lower triangular part of A. The minimal and maximal eigenvalues in absolute value, min eig and max eig, respectively, were computed with the eigs function in Matlab. The last column provides additional information on the problem. We also note that 1138bus is an M-matrix but that the other nine matrices are not H-matrices because, as we show later on in this section, the incomplete Cholesky factorization requires a positive value of α F .
Computational experiments. In our computational experiments we examine the performance of the incomplete Cholesky factorization defined by Algorithm
All the problems in Table 4 .1 are sparse. The densest matrix A is jimack with about 60 elements per row, while the sparsest problem is 1138bus with about four elements per row. The first five problems and the 1138bus problem are relatively well-conditioned. Problems bcsstk18 and bcsstk19 are badly conditioned. All three optimization problems are extremely badly conditioned with condition numbers at least 10 6 larger than any of the problems from the Harwell-Boeing collection. With the exception of the optimization problems dgl2 and jimack, all the problems in Table 4 number of conjugate gradient iterations allowed was n, the order of the matrix. These termination conditions agree with the goal of reducing the number of conjugate gradient iterations required to satisfy the first two conditions in (1.2). Our experience is that the conjugate gradient method easily detects directions of negative curvature for indefinite matrices with large negative eigenvalues. However, negative curvature detection is difficult for nearly singular matrices. For this reason our test set contains three nearly singular matrices, dgl2, jimack, and nlmsurf, with dgl2 and jimack indefinite.
The setting of σ = 10 −3 is used in at least one large-scale Newton code [6] but is not typical of other codes or in linear algebra applications. We will discuss how our results change when σ is chosen smaller.
The computational experiments were done on a Sun UltraSPARC1-140 workstation with 128 MB RAM. The incomplete Cholesky factorization and the preconditioned conjugate gradient method are written in FORTRAN and linked to Matlab (version 5.0) drivers through C subroutines and cmex scripts. We follow the recommendations in [19] by using -fast, -xO5, -xdepend, -xchip=ultra, -xarch=v8plus, -xsafe=mem, as the compiler options.
The results of our computational experiments are shown in Figures 4.1 to 4. 3. We present the number of conjugate gradient iterations, the time required for the conjugate gradient iterations, and the total computational time. In these figures we present results for p = 0, 2, 5, 10; the value p = 0 is of interest because this corresponds to the choice made by Jones and Plassmann [26] . Instead of presenting the raw numbers, we present the ratios of p > 0 to p = 0. For example, in Figure 4 .1, we show the ratio of the number of conjugate gradient iterations for p > 0 to the number of iterations for p = 0. Section 6 contains the raw data used to obtain Figures 4.1 to  4.3 . Figure 4 .1 shows that when p is increased, the number of conjugate gradient iterations is reduced. The only exception occurs in problem bcsstk09 when p = 5. The reduction in the number of iterations was expected but not the sharp dependence on p. In particular, when p = 5, the number of iterations is reduced by at least a factor of 2 for half the problems. We emphasize that these are reductions over the p = 0 setting, not over an unpreconditioned algorithm. The p = 5 setting is of interest for these problems because the increase in storage is only 5n. Since the number of nonzeros in L increases with p, the cost of each conjugate gradient iteration also increases. However, as shown in Figure 4 .2, the increase is moderate, and the total time spent on the conjugate gradient method usually decreases. This can also be seen from the similarities between the plots in Figures 4.2 and 4.1. In other words, decreases in the number of conjugate gradient iterations are usually matched by decreases in computing time.
We now consider the total computing time for the conjugate gradient process, which consists of the time for the conjugate gradient iterates plus the time for the incomplete Cholesky factorization. The results in Figure 4 .3 show a general decrease in computing time for p > 0, with reductions of at least 50% achieved on six of the problems. We emphasize that the results in Figure 4 .3 are for the relative tolerance σ = 10 −3 in the termination criterion (4.1). If we use σ = 10 −6 , then the number of conjugate gradient iterations increases, and thus the relative behavior of p > 0 over p = 0 improves because the computing time for the incomplete Cholesky factorization is then relatively smaller. In particular, Figures 4.2 and 4.3 look similar when σ is smaller. The improvement is most noticeable for bcsstk09, the easiest problem in the test set.
The decrease in computational time for an incomplete Cholesky factorization is not guaranteed. For example, the results of Duff and Meurant [14] , comparing a level 1 factorization with a level 0 incomplete Cholesky factorization on a grid problem with five-point and nine-point stencils, showed that the extra work in the computation of the conjugate gradient iterates was not always offset by the work saved from the reduction (if any) in the number of iterations.
In many applications the computing time for the incomplete Cholesky factorization is not significant, for example, when the required accuracy in (4.1) is relatively high (for example, σ ≤ 10 −6 in a double precision calculation) or when linear systems with several right-hand sides need to be solved. In general, the computing time for the factorization is likely to be significant only when just a few conjugate gradient iterations are required. Of course, in this case the total computing time is likely to be low.
The computing time for the incomplete Cholesky factorization depends on p and the number of iterations required by Algorithm 3.1. If the matrices have positive diagonal elements, then the number of iterations l is directly related to the final α F by the relation α F = 2 l−2 α S for l > 1. Thus, the results in Table 4 .2 show that in most cases the number of iterations is small, with the largest number (eleven) of iterations occurring for the dgl2 problem and p = 0.
We have experimented with various strategies to reduce the number of iterations, but it is not clear that these strategies are needed because the computing time for the incomplete Cholesky factorization is not a linear function of the number of iterations. Early iterations of Algorithm 3.1 are likely to require little computing time because the computation of the factorization will break down at an early pivot.
The computing time for the incomplete Cholesky factorization usually increases as p increases since additional operations are needed to compute the additional entries in L. However, the results in Table 4 .2 also show that as p increases α F decreases. This relationship can be explained by noting that the additional memory allows the algorithm to retain more elements in the factorization, and thus the modification to A can be smaller. Hence, if p increases, then the computing time for the incomplete Cholesky factorization may actually decrease. This situation happens with some of our test cases.
5. Software evaluation. We evaluate the incomplete Cholesky factorization of Algorithm 3.1 by comparing our results with those obtained with the ma31 code [32] in the Harwell subroutine library (release 10) and the cholinc command of Matlab (version 5.0). These two codes are representative of codes that rely on drop tolerances. Other implementations of the incomplete Cholesky factorization include the Ajiz and Jennings [1] code (drop tolerances) and the Meschach [44] and SLAP [41] codes (fixed fill).
The main aim in these computational experiments is to emphasize the difficulty of choosing appropriate drop tolerances while keeping memory requirements predictable. The testing environment is the same as described in section 4, but we now focus on the number of conjugate gradient iterations and the amount of memory used by the codes.
We do not report computational time, but we note that the time for the conjugate gradient iterations is directly proportional to the memory required for the incomplete Cholesky factorization because the computing time is determined by the number of operations required to work with L. Thus, if two algorithms require the same number of conjugate gradient iterations, then the algorithm with the least amount of memory is almost certainly the faster algorithm.
Our results are summarized in Tables 5.1 and 5. 2. In these tables, icfm(p) refers to Algorithm 3.1 with a given p. The notation cholinc(q) denotes the Matlab cholinc with a drop tolerance of 10 q . The ma31 subroutine depends on a drop tolerance τ and a memory parameter r that specifies the total amount of memory allowed for the factorization. The notation ma31(q, r) means that ma31 was used with a drop tolerance of τ = 10 q and r * nnz + 2 * n memory locations to store L, where nnz is the number of nonzero elements in the lower triangular part of A.
The Matlab procedure cholinc uses two additional parameters: michol and rdiag. We specified a standard incomplete Cholesky factorization with the default value for michol. On the other hand, we set the parameter rdiag to 1, since this specifies that any zeros on the diagonal of the upper triangular factor are replaced.
Our results clearly show that the performance of ma31 is erratic. The performance of ma31 is adequate if given a reasonable amount (nnz(L) ≈ 2 nnz) of memory. Comparison of icfm (5) with ma31(-3,2) shows that icfm almost always works better, although icfm uses less memory than ma31. The performance of ma31(-1,1) is poor. Comparison of icfm (5) with ma31(-1,1) shows that icfm always works better and uses less memory than ma31.
The performance of cholinc as a function of the drop tolerance is also erratic. The performance of cholinc with a drop tolerance of 10 −1 is poor. The performance improves considerably if the tolerance is decreased to 10 −3 , but then the memory requirements increase in an unpredictable manner. These results illustrate the difficulty of choosing an adequate value for the drop tolerance.
The algorithm used by cholinc to compute the incomplete Cholesky factor is unusual. Given a symmetric matrix A, the procedure cholinc calls the Matlab procedure luinc which uses an incomplete LU factorization with pivoting; reference is made to Saad [37] . The rows of the upper triangular matrix U obtained from luinc are scaled by the square root of the absolute value of the diagonal element in that row, and the scaled matrix is then the incomplete (upper triangular) Cholesky factor. The erratic behavior of both ma31 and cholinc seems to be due to their use of drop tolerances. The method used by ma31 to modify the matrix when faced with negative pivots may also have some effect since ma31 uses an ad hoc modification that only requires one matrix factorization. On the other hand, as we have just shown, cholinc does not require positive pivots.
6. Numerical results. We compare two versions of Algorithm 3.1. The preconditioner icfm(p) uses the incomplete Cholesky factorization based on (3.4), while the preconditioner icfm2(p) is based on (3.3). The results in this section show that icfm2 almost always performs better than icfm. Tables 6.1-6.10 contain the data that was used to generate the figures in this paper. Note that all the figures in this paper are based on the preconditioner icfm(p).
In these tables α F is the final α generated by Algorithm 2.2. Thus, the incomplete Cholesky factorization of A + α F I is computed successfully. The total time required to compute the incomplete Cholesky factorization with Algorithm 2.2 is specified by icf-time, while the time required to compute the incomplete Cholesky factorization of A + α F I is specified by icf-α F -time. Note that these results show that, as expected, if α F = 0 then icf-time and icf-α F -time are nearly equal.
The number of conjugate gradient iterations required to satisfy (4.1) or to generate a direction of negative curvature is iter, while the time to compute the conjugate gradient iterates is specified by cg-time. The number of nonzeros in the lower triangular part of A is specified by nnz and the number of nonzeros in L is nnz(L). Thus,
Our results show that icfm2 almost always performs better than icfm. This result was not unexpected since the analysis in section 3 shows that icfm2 has a smaller local error matrix. Our results also confirm the observation that icfm2 is more likely to encounter positive pivots, and thus that the shift α F for icfm2 tends to be smaller, as in Tables 6.6, 6.8, and 6.10. tions with Michele Benzi, Nick Gould, David Keyes, Margaret Wright, and Zhijun Wu. Paul Plassmann deserves special credit for sharing his insights into the world of incomplete factorizations. We also thank Gail Pieper for her careful reading of the manuscript; her comments improved the presentation. 
