ABSTRACT We propose the deep hierarchical network (DHN) for the quantitative analysis of facial palsy. Facial palsy, also known as Bell's palsy, is the most common type of facial nerve palsy that results in the loss of muscle control in the affected facial regions. Typical symptoms include facial deformity and facial expression dysfunction. To the best of our best knowledge, all approaches for the automatic detection of facial palsy consider hand-crafted features. This paper reports the first deep-learning-based approach developed for the real-time quantitative analysis of facial palsy. The proposed DHN consists of three component networks: the first detects the subject's face, the second detects the facial landmarks and line segments on the detected face, and the third detects the local palsy regions. The first component network is built on the YOLO2 detector. The second component network is developed on a fused network architecture that incorporates a line segment learning network for locating the facial landmarks and line segments. The third component network is developed on an object detection network with the line-segment-embedded input that combines the landmarked region and the line segments detected by the second component network. The novelties of this research include: 1) the modification of a state-of-the-art edge detector for extracting the facial line segments; 2) the embedding of the line segment learning for the detection of facial landmarks and local palsy regions; 3) the quantitative description of the facial palsy syndrome intensity; and 4) the release of the first clinically labeled database, the YouTube Facial Palsy (YFP) database. The making of the YFP database solves the issue that previous methods were all evaluated on proprietary databases, making the comparison of different methods extremely difficult. The YFP database includes 32 videos of 21 patients collected from YouTube and labeled by clinic specialists. To enhance the robustness against facial expression variations, we include the CK+ facial expression database in the training. We show that the proposed DHN not only just detects the local palsy regions but also captures the intensity of the facial palsy syndrome over time, enabling the quantitative description of the syndrome. The experiments show that the proposed approach offers an accurate and efficient real-time solution for facial palsy analysis.
these disadvantages. The approaches for automatic inspection of facial palsy have been emerging in recent years. A brief review on recent approaches is given in Sec. II. However, almost all approaches up-to-date consider handcrafted features, the deep-learning based approaches are yet to be developed. Another serious issue with the previous approaches is that their experiments were performed on proprietary databases, making benchmarking and performance comparison difficult.
Our proposed framework, called the Deep Hierarchical Network (DHN), consists of three deep convolutional neural networks (CNNs). The first CNN, called the Face Net, is for detecting the patient's face; the second CNN, called the Landmark Net, is for locating the facial landmarks on the detected face; and the third CNN, called the Region Net, is for locating the local palsy regions on the detected face. The Face Net is built on the state-of-the-art YOLO-3 network. The Landmark Net is developed with a line segment learning architecture that we explore in this study. The Region Net is developed on a relatively shallow CNN embedded with the line segments learned by the Landmark Net for fast target region detection. Given an image to the proposed DHN, the Face Net first detects the face, then the Landmark Net locates the landmarks on the detected face, and then the Region Net locates the local palsy regions with an intensity score computed based on cross-entropy loss of the network output. Our experiments were performed on the YouTube Facial Palsy (YFP) database, which is the first public database that we made for the study on the visual inspection of facial palsy symptoms. It contains 32 video clips of 22 facial palsy patients collected from YouTube. We convert the videos into sequences of images, and have the images labeled by facial palsy clinicians. As the number of patients is limited, we adopt the Leave-One-Person-Out (LOPO) protocol for performance evaluation.
This paper is an extension of our conference paper in [9] , where we proposed a hybrid network with three component networks. The differences and advancements made in this extended version can be summarized as follows:
1) In the previous version [9] , we used the HourGlass architecture developed by Bulat and Tzimiropoulos [2] for the Landmark Net to locate the facial landmarks.
In the current version, we develop our own algorithm using a network embedded with line segment learning, which improves both the landmark localization and local palsy region detection. 2) In the previous [9] , we used the Darknet framework [17] as the Region Net to locate the local palsy regions. In this extended version, we develop a different network architecture with the line segments as an important clue to locate the local palsy regions. 3) In the previous [9] , we computed the frequency of the appearance of the detected palsy regions as the intensity. In this extended version, we explore the softmax probability at the output layer as the better representation of the symptom intensity.
The contributions made in this study are threefold: 1) A pioneering deep learning approach is proposed for facial palsy analysis which can accurately detect the local palsy regions and interpret the intensity of the symptom over time; 2) Incorporation of line segment learning into a deep learning framework is verified effective for the improvement of the palsy region localization and intensity estimation; 3) The first public facial palsy database, the YouTube Facial Palsy (YFP) database, is released which is composed of videos collected from YouTube and labeled by medical specialists. In the following sections, we first present a review on the previous work in Sec. II. The development of our proposed framework is elaborated in Sec. III. The introduction to the YFP database is given in Sec. IV-B along with our experiments to study the performance of the proposed DHN approach. The conclusion of this study is given in Sec. VI.
II. RELATED WORK
Several approaches for automatic detection and diagnosis of facial palsy have been proposed in recent years. According to our survey, all of the approaches exploit handcrafted features and classifiers, with experimental results reported on proprietary databases. We select a few latest studies and summarize their methods and experiments in this section.
To conduct an objective and quantitative analysis of facial palsy, Ngo et al. proposed an approach based on the limited-orientation modified circular Gabor filters (LO-MCGFs) [15] . The LO-MCGFs employs uniform passbands to remove noises and enhance the desired spatial frequencies, and uses the bounded filter support to specify the region of interest. These virtues make the approach effective for extracting the facial asymmetry features. The facial dataset considered in their study is composed of image sequences of 75 facial palsy patients and 10 participants without facial palsy, made by the Osaka Police Hospital. Each image sequence is composed of 60 still images taken from the same subject and the intensity in each image is scored into 3 levels, strong, median and weak. As it is a proprietary dataset, it is not known whether the images are from continuous frames, and how the intensity level is assigned.
Kim et al. [10] propose a smartphone-based automatic diagnosis system that consists of three modules, namely a facial landmark detector, a feature extractor and a classifier. The incremental face alignment, proposed by Asthana et al. [1] , is used for detecting the facial landmarks. Given the facial landmarks, they compute the asymmetric index using the displacement of shape landmark sets that correspond to the eyebrows and mouth regions while the subjects change their expressions. To extract the asymmetric index, the forehead and eye regions are considered in heuristic approaches that measure the displacements and ratios of different distances. The Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM) are then employed for classification. The system is evaluated on a private database with 23 facial palsy patients and 13 volunteers without facial palsy.
A multiresolution local binary patterns (LBPs) is proposed in [5] to characterize the local and global region patterns for the analysis of facial palsy. As the facial landmark localization was not feasible then, the authors used the initial frame as the reference frame to locate four pairs of local regions in the consecutive frames and detect five apex frames by image subtraction. The asymmetry across the face is justified based on the features extracted from the temporalâĂ"spatial domain in each local region. The features are enhanced by a block processing scheme. The symmetry of facial movements is measured by the resistor-average distance (RAD) between the features extracted across the face. The SVM is used to provide quantitative evaluation of the facial palsy symptom. Their method is validated by experiments on 197 videos. No information is provided about the numbers of patients and normal subjects in the videos.
A quantitative approach that considers both the static facial asymmetry and the speed of appearance change is proposed by Wang et al. [23] . They first trained an ASM (Active Shape Model) [23] for locating the facial landmarks on each patient's face. The landmarks are used to segment the face into 8 regions, and the facial asymmetry is computed based on the distances between landmarks within each region and across corresponding regions. The static facial asymmetry is computed by the localization of local deformations, the extraction of asymmetric distances and the quantification of bilateral asymmetry. They use the SVM with RBF kernel to classify the degrees of facial palsy in different facial movements, and evaluate the performance on a proprietary database with 62 patients.
In summary, these methods highlight the progress made up to date on the automatic detection and analysis of facial palsy with the following aspects: 1) All previous approaches consider handcrafted features and classifiers; 2) Facial asymmetry is the core character to identify for facial palsy;
3) The databases used in the previous studies are proprietary, making performance comparison extremely difficult.
III. DEEP HIERARCHICAL NETWORK
We formulate the facial palsy identification as a region detection problem, and consider the facial-palsy-caused deformation regions, or simply the palsy regions, on a patient's face as the target regions to locate. Our proposed solution is the Deep Hierarchical Network (DHN), which is composed of three component networks. The first component network is a face detector, denoted as Net f ; the second component network is a facial landmark locator, denoted as Net m ; and the third component network is a facial palsy region detector, denoted as Net p . Figure 1 shows the overall configuration of the proposed DHN with the component networks and the outputs from each component network. Given an image, Net f first detects the face, then Net m locates the landmarks on the face, and then Net p locates the facial palsy regions. The landmark detector Net m has two sub-networks, the Line Segment Network (LSN) and the Double Dropout Network (DDN). The former detects the facial line segments, and the latter locates the facial landmarks using the detected face image and the associated facial line segments as the fused input. The fused input is also used by the region detector Net p for locating the local palsy regions. The three component networks, Net f , Net m and Net p , are elaborated in the following sections.
A. FACE DETECTION
The Face Detector Net f is built on the pretrained YOLO2 and retrained on the Wider Face database [25] . The YOLO2, also known as YOLO-9000, proposed by Redmon and Farhadi, is a state-of-the-art real-time object detector [17] . It reports 76.8 mAP (mean Average Precision) on the benchmark VOC 2007 (the Pascal Visual Object Classes Challenge) at processing speed 67 FPS, and 78.6 mAP at 40 FPS, outperforming many state-of-the-art approaches, including the Faster RCNN with ResNet [19] and the SSD [12] . For face detection, we train the YOLO2 using the WIDER FACE database [25] , which offers 393,703 labeled faces in 32,203 images with a large variation in pose, illumination, expression, scale and occlusion. Following the data partition specified in [25] , the WIDER FACE is split into a training and validation set with 199k faces in 16,106 images and a test set with 194k faces in 16,097 images. We change default settings of YOLO2, including the partition of input image into a grid of 11×11 cells, each cell associated with 2 bounding boxes for prediction, and only one class (face) is considered. Compared with other contemporary approaches on the benchmark AFW database, Net f achieves AP (Average Precision) 99.25% on AFW benchmark, better than the DPM (97.2%) [20] , the HeadHunter (97.1%) [14] , SSD-512 (98.6%) [12] and the Faster RCNN (95.3%) [19] . Note that the Faster RCNN and SSD are proposed for object detection, we tailored them for face detection the same way as we did for Net f .
B. FACIAL LANDMARK LOCALIZATION
The Landmark Locator Net m is composed of 1) the Line Segment Network (LSN) for estimating the line segments that connect the facial landmarks and 2) the Double-Dropout Network (DDN) for locating the facial landmarks.
1) LINE-SEGMENT NETWORK
Many facial landmarks are located on the edges of the whole face and of the facial components, e.g., eyes, nose and mouth. The Line Segment Network (LSN) is proposed to take the advantage of this observation by detecting the line segments that connect all of the landmarks. The line segments are obtained by connecting the neighboring landmarks in each training image, generating a target line segment map for learning. Given a training face sample U k with landmarks labeled, we connect the neighboring landmarks that follow the shapes of the facial components and the whole face, and generate V i , the binary image of the facial line segments. This can be readily done as most databases offer landmarks numbered in a predefined order. This way of forming a landmarked line segment map can be applied to the whole training set and end up with the image pair set [U k , V k ] k=1,··· ,K u , i.e., each training sample is composed of an image and a landmarked facial line segment image. Given [U k , V k ] k , the LSN is designed to take U k as input and generateV k as output, so that the error betweenV k and V k is minimized by the end-to-end training.
The design of the LSN network considers the state-of-theart RCF (Richer Convolutional Feature) network [13] as the base net, and improves it with shallower convolution layers for better scaled and leveled features. The shallower convolution layers account for the fact that our targets, including eyes, mouth and the whole face, are in the same scale as the input is a face cropped by the face detector, instead of the multi-scaled objects considered in the general edge detection.
The proposed LSN is structured as that shown in Figure 2 . As the RCF network is the base of the LSN, and the VGG-16 network [16] is the base of the RCF, the LSN can be well explained by looking into the architecture of the VGG-16. The VGG-16 consists of two double-convolution blocks, three triple-convolution blocks and three fully-connected layers. The fully-connected layers are all removed in the RCF, which keeps the five convolution blocks with 13 convolution layers. The convolution layers are commonly denoted as conv-1-1, conv-1-2, conv-2-1, ... conv-5-2 and conv-5-3, where conv-i-k denotes the k-th convolution layer at Block-i. A pooling layer with 2 × 2 window is implemented between the convolution blocks.
The modifications made on the VGG-16 include the following:
• Each conv layer is connected to a conv layer with kernel size 1 × 1 and channel depth 21 (denoted as 1 × 1-21). The resulting layers in each block are accumulated using an eltwise layer to form hybrid features.
• Each eltwise layer is connected to a 1 × 1-1 conv layer, followed by a deconv layer for feature map upsampling. The deconv layer is connected to a sigmoid layer for minimizing the cross-entropy loss from the target.
• All upsampling layers are concatenated and followed by a 1 × 1-1 conv layer for fusing the feature maps from each block. The fused feature is connected to a sigmoid layer for minimizing the cross-entropy loss.
• The above three follow the RCF setups [13] . In addition, we further modify the network to keep two convolution layers in each block as the line segment features are of high spatial frequencies, which will be weakened by deeper convolution.
Given the LSN configuration shown in Figure 2 , the following loss is computed at each pixel with respect to the pixel label as Y + and Y − denote the set of line segment pixels (or positive pixels) and the set of background pixels (or negative pixels), respectively. The hyper-parameter γ is a weight coefficient chosen to balance the positive and negative sets. The activation value fired by the network and the ground-truth line segment probability at pixel i are presented by X i and y i , respectively. As the VGG-16 is employed as the backbone network, P(·) is the sigmoid function, and W denotes the network parameters to be learned from training.
Summing up the above loss from each convolution block and the fused loss contributed by all convolution blocks, the total loss considered in the proposed framework can be written as follows
where |I | is the number of pixels in image I , K is the number of convolution blocks (5, in this case), X k i is the activation value from block k, and X fuse i is the fused activation output.
2) DOUBLE DROPOUT NETWORK
The Double Dropout Network (CDN) is derived from the Multiple Dropout Network (MDN) that we proposed for facial landmark localization [7] . The following are experimentally verified in [7] : 1) Dropout added to the convolutional layers can better prevent the regression network training from overfitting than the general practice with dropout added to the fully-connected layers; 2) Two dropouts can better balance the training time and stability than other setups with fewer or more dropouts; 3) Shallow network can better balance the runtime speed and accuracy than deeper network. Due to these advantages, the DDN is designed as a VGG-10 with two double-convolution blocks, one tripleconvolution block and three fully-connected layers, with two dropout layers implemented next to the second and third convolution blocks. We keep the same network settings as of the MDN landmark detector in [7] . Note the following big differences between our DDN and the MDN in [7] : 1) As we do not have to deal with non-frontal faces for facial palsy analysis, at least for the time being, we do not have the pose classifier as in the framework of the MDN;
2) The input to the MDN is a facial image only, but we consider the facial line segment image given by the LSN as an addition input to the facial image, i.e., the DDN considers both the image and associated line segments as input.
C. DETECTION OF FACIAL PALSY REGION
The Facial Palsy Region Detector Net p takes the facial image combined with the associated facial line segment image as input and delivers the local palsy regions in the output. The network structure is similar to that of the Darknet [17] but with landmark-oriented 8 × 8 cells to cover the facial area where the local palsy regions can appear. The approach consists of the following steps.
1) The input combines the face detected by Net f and the facial line segment image rendered by LNS, i.e., the input includes the three RGB channels and the additional fourth channel for the line segment image. . As the configuration shown in Figure 3 , it operates on the input firstly by 2 single-convolution blocks, then 2 double-convolution blocks, then 1 tripleconvolution blocks, then 1 convolution layer followed by a Route-Reorganization-Route and another convolution layer for multi-block feature extraction. A 2 × 2 max-pooling is implemented at each of the first 4 blocks. 5) We train and evaluate the network on the YFP (YouTube Facial Palsy) database. The details are reported in Sec. V. The palsy region detector Net p aims at the minimization of the prediction loss, L p , which is the sum of the following VOLUME 7, 2019 three losses, the location loss L n , the region confidence loss L o and the class probability loss L c . 
where p pr ij (C k ) and p tr ij (C k ) are respectively the probabilities of the predicted box and of the ground-truth box being with the region class C k .
As we implement an 8 × 8 grid, the output of Net p is an 8×8 tensor, due to the design with 2 bounding boxes for each cell, 4 numbers for the coordinates of each bounding box, the probability that each bounding box confines or overlaps a local palsy region, and the probabilities that each bounding box classified to Class-Eyes and Class-Mouth.
IV. DATA PREPARATION
Among the three component networks, the training and testing of the face detector Net f is addressed in Sec. III-A, this section presents the data used for training and testing the landmark detector Net m and the palsy region detector Net p .
A. FACIAL LANDMARK DATABASES
We consider the 300W and Menpo databases for training and evaluating the landmark detector Net m [22] , [26] . Both databases offer specific training and testing sets. The 300W consists of nearly frontal images with 68 annotated landmarks. The 300W training set is composed of several popular datasets, for example, AFW and HELEN [21] ; the testing set provides 300 indoor and 300 outdoor face images. The Menpo database has 8979 training images (6679 nearlyfrontal and 2300 nearly-profile faces) and 7281 test images (5335 nearly-frontal and 1946 nearly-profile faces). 68 landmarks are annotated on each nearly-frontal face, and 39 landmarks on each nearly-profile face. Because our facial palsy analysis focuses on nearly-frontal faces, the Menpo profile faces are not considered in our experiments. All Menpo nearly-frontal faces are put together with the 300W training set for training the Net m , and the performance evaluated on the 300W test set. The training phase involves the following steps:
1) Connect the neighboring landmarks on each training face image to make the associated line segment image; 2) Train the LSN by using the training set as input and the associated line segment images as output; 3) Use the above trained LSN as the pretrained component in Net m , composed of LSN and DDN, and train Net m by using the training set as input and the associated landmark locations as output. In addition to the 300W test set, we also select 500 faces randomly from the YFP database as another test set. The performance of Net m is reported in Sec. V with a comparison to other contemporary approaches.
B. YOUTUBE FACIAL PALSY (YFP) DATABASE
We have collected 32 videos of 21 facial palsy patients from YouTube, and a few patients have multiple videos. The patient in each video speaks to the camera and the camera records the facial expression variation across time. Depending on different patients at different time of recording, some images show the syndrome of the palsy-caused deformation with high intensity and some with median or low intensity, justified by the severity revealed by the deformation pattern. The images with very low intensity may appear similar to a normal face, and in some cases, even the clinician can hardly tell whether the face is with the palsy syndrome if only looking at one single image without referencing other frames. For some patients, the palsy-induced facial asymmetry is easy to observe even when the patient stops talking and keeps neutral in the expression.
As the duration of the shortest facial palsy syndrome usually lasts for a second or so, we converted each video into an image sequence with sampling rate 6FPS. For each image, we manually cropped the local palsy regions when the facial palsy intensity was considered sufficiently high by a clinician. The palsy regions were labeled by three independent clinicians, and we used the intersection of the independently cropped regions as the ground truth. When cropping on each image, we labeled the intensity observed in each palsy region as 0.5 for low or 1.0 for high, and the ground truth was defined by averaging. In addition to the syndrome intensity, we also labeled the palsy regions into Classes Eyes or Mouth, depending on whether the palsy region appeared at the eyes or mouth area. This part of labeling was performed semi-automatically by using the facial landmarks. Since the facial landmarks are numbered in a specific order, the class labels Eyes or Mouth for the palsy regions were given directly from the numbered landmarks that are in these regions. The YFP database can be available to the research community by request.
V. EXPERIMENTAL EVALUATION A. PERFORMANCE OF FACIAL LANDMARK DETECTOR
The experimental results for the data and setups reported in the previous sections are presented in this section. All experiments were run on a Ubuntu 14.04 with Titan X GPU, and CUDA 7.5 with cuDNN 4.0 on Caffe. The accuracy of the facial landmarks is measured by the common Normalized Mean Error (NME), which is the average point-to-point Euclidean distance normalized by the interocular distance (the distance between the outer corners of the eyes) [21] . The NME can be written as follows.
where z i denotes the ground-truth coordinates of the landmarks of the face−i, s i is the estimated coordinates and d i is the interocular distance. The performance of the landmark detector Net m on the 300W is shown in Tabel 1, together with the performance of other contemporary approaches. The proposed Net m outperforms others for facial landmark localization. As the configuration elaborated in Sec. III-B, Net m is actually the DDN (Double Dropout Network) with line segment learning added in. Without the LSN for line segment learning, Net m is simply the DDN, whose performance is the same as of the MDN [7] , as shown in the table. Therefore, the performance difference between Net m and MDN in the table reveals the contribution made by the inclusion of the line segment learning. Fig. 4 shows several samples of the landmarks located on the testing set of 500 palsy faces. The NME on this set is 9.22, close to the performance obtained on the challenge subset of 300W. Because it is not a central concern to locate the landmarks on palsy faces in this study, we use the same Net m which was tested on the above 300W and does not consider any facial palsy samples in the training. Although the inclusion of palsy samples in training may improve the landmark accuracy on palsy faces, the selection of training samples, e.g., with different portions of strong and weak palsy patterns, can result in different capacities of handling different palsy patterns. This task is beyond the scope of this paper, and can be considered in the continuing work.
B. PERFORMANCE OF LOCAL PALSY REGION DETECTOR
As only 21 patients are available in the YFP dataset, we adopt the leave-one-person-out (LOPO) protocol that takes 20 patients for training and the remaining one for testing in one session, and in the next session the one in testing is replaced by one who was in the previous training. This process is repeated for all 21 patients, and the performance is measured by the average. To make our solution robust against expression variation, we have included the CK+ database in our training/testing sets, and compared with setup that excludes the CK+. In the experiment with CK+ included in the training, we randomly split the CK+ into five subjectindependent subsets, and run 5-fold cross validation together with the 21 LOPO tests on the YFP dataset. In the experiment without CK+ in the training, we run the same tests on the same testing subsets.
To better understand the contribution of the line segment learning, we built another network without the line segment network included in the pipeline, i.e., the configuration in Figure 1 with the LSN removed. The palsy region detector Net p in Figure 3 was also modified with the facial line segment image removed and the facial image was used as the only input. Figure 5 shows the performances with and without CK+ considered in the training. When the CK+ is not included and the framework does not consider facial line segments, the palsy region detector Net p detects many false positives on the CK+ test set, and the overall performance gives EER (Equal Error Rate) 77.7%. When the CK+ is included, the accuracy is improved to EER 87.5%. When the facial line segment is included in the input, the performance reports EER 82.3% for the case without CK+ included in the training. The best performance, EER 91.2%, is given by the setup with the facial line segment included in the input and the CK+ is included in the training. The experiments reveal the following observations:
• The inclusion of the CK+ substantially improves the robustness against expression variations, which can be a major cause for false positives. • The incorporation of facial line segment learning can enhance the network's capability of detecting the target local regions. To identify the intensity variation of the facial palsy syndrome over time, we extract the softmax probability from the output of the DHN when processing each frame as the intensity indicator. As the data in our training set are labeled score 1 for high intensity, 0.5 for low intensity and 0 for no intensity or the normal face. All scores are labeled on the training data and considered in the DHN training phase. Figures 6 and 7 show the intensity variation of the facial palsy syndrome over time for Subject-1 and Subject-6 in our database. The intensity is expressed in % with the frame number in parenthesis (·). It can be seen that the intensity is quantitatively captured by the softmax probability output of the DHN for each frame. When the intensity is low, the mouth shape appears close to normal; when it is high, the mouth deformation shows a strong asymmetric pattern. FIGURE 6. Intensity variation over time for Subject-1, intensity expressed in % with the frame number in parenthesis (·). Top row shows the faces captured at the time specified on the intensity variation at the bottom row.
FIGURE 7.
Intensity variation over time for Subject-6, intensity expressed in % with the frame number in parenthesis (·). Top row shows the faces captured at the time specified on the intensity variation at the bottom row.
VI. CONCLUSION
We present the development of a pioneering deep learning framework, the Deep Hierarchical Network (DHN), for quantitative analysis of facial palsy. The proposed hierarchical framework is composed of a face detector, a facial landmark detector and a local palsy region detector. We have experimentally verified that the line segment learning in the framework leads to an important part of deep features able to improve the accuracy of facial landmark and palsy region detection. To enhance the robustness against facial expression variations, we include the CK+ expression database in the learning phase so that the framework is trained to distinguish common facial expressions from facial palsy patterns. The novelties of this study include the modification of a state-ofthe-art edge detector for extracting the facial line segments, the embedding of the line segment learning for the detection of facial landmarks and local palsy regions, the quantitative description of the syndrome intensity, and the release of the first clinically labeled YFP (YouTube Facial Palsy) database. Experiments show that the proposed framework can be a highly effective solution for the automatic quantitative analysis of facial palsy.
