Abstract. For a Q-Fano 3-fold X on which KX is a canonical divisor, we investigate the geometry induced from the linear system | − mKX | in this paper and prove that the anti-m-canonical map ϕ−m is birational onto its image for all m ≥ 39. By a weak Q-Fano 3-fold X we mean a projective one with at worst terminal singularities on which −KX is Q-Cartier, nef and big. For weak Q-Fano 3-folds, we prove that ϕ−m is birational onto its image for all m ≥ 97.
Introduction
Throughout we work over any algebraically closed field k of characteristic 0 (for instance, k = C). We adopt the standard notations in Kollár-Mori [15] and will freely use them.
A normal projective variety X is called a weak Q-Fano variety if X has at worst Q-factorial terminal singularities and the anti-canonical divisor −K X is nef and big. A weak Q-Fano variety is said to be Q-Fano if −K X is Q-ample and the Picard number ρ(X) = 1. According to Minimal Model Program, Q-Fano varieties form a fundamental class in birational geometry.
Given a Q-Fano n-fold X (resp. weak Q-Fano n-fold X), the antim-canonical map ϕ −m is the rational map defined by the linear system | − mK X |. By definition, ϕ −m is birational onto its image when m is sufficiently large. Therefore it is interesting to find such a practical number m n , independent of X, which stably guarantees the birationality of ϕ −mn . Such a number m 3 exists due to the boundedness of Q-Fano 3-folds, which was proved by Kawamata [10] , and the boundedness of weak Q-Fano 3-folds proved by Kollár-Miyaoka-Mori-Takagi [14] . It is natural to consider the following problem.
Reid's formula.
A basket B is a collection of pairs of integers (permitting weights), say {(b i , r i ) | i = 1, · · · , s; b i is coprime to r i }. For simplicity, we will alternatively write a basket as follows, say B = {(1, 2), (1, 2), (2, 5)} = {2 × (1, 2), (2, 5)}.
Let X be a weak Q-Fano 3-fold. According to Reid [18] , for a Weil divisor D on X,
where the last sum runs over Reid's basket of orbifold points. If the orbifold point Q is of type jb(r − jb) 2r .
Here the symbol · means the smallest residue mod r and 
We make some remarks here on how to compute the term c Q (D):
(1) If D = nK X for n ∈ Z, we take i = n (modulo r) and then c Q (nK X ) = c Q (iK X ) = − i(r 2 − 1) 12r + i−1 j=0 jb(r − jb) 2r .
(2) If D = tK X for t ∈ Z + , then it is easy to see c Q (tK X ) = − t(r 2 − 1) 12r + t−1 j=0 jb(r − jb) 2r .
(3) By Reid's formula, Kawamata-Veihweg vanishing theorem and Serre duality, we have, for any n > 0, P −n (X) = − χ(O X ((n + 1)K X )) = 1 12 n(n + 1)(2n + 1)(−K The above formula can be rewritten as: ) for any m ≥ 2.
Upper bound of Gorenstein index.
The following fact might be known to experts. We will apply it in our argument.
Proposition 2.4. Let X be a weak Q-Fano 3-fold. Then either r X = 840 or r X ≤ 660. Then, by definition, r X = l.c.m.{r i | i = 1, · · · , s}.
By [14] , we know that (−K X · c 2 (X)) ≥ 0. Therefore Reid [18, 10.3] gives the inequality
Now for the sequence R = (r i ) i , we define a new set P = {s j } j as following: if we factor r i by primes such that r i = p Now we may assume that r X > 660. Denote by s 1 the largest value in P, by s 2 the second largest value and by s 3 , s 4 the third, the forth and so on. For instance, if P = {2, 3, 4, 5}, then s 1 = 5, s 2 = 4, s 3 = 3 and s 4 = 2. If the value s j does not exist by definition, then we set s j = 1. In the previous example, we have s 5 = 1.
Since l.c.m.(2, 3, 4, 5, 7) = 420 and l.c.m. (2, 3, 4, 5, 7, 8) = 840, if s 1 ≤ 8, then 3, 5, 7, 8 ∈ P. In this case P = {3, 5, 7, 8} or {2, 3, 5, 7, 8} by inequality (2.3) and R = (3, 5, 7, 8) or (2, 3, 5, 7, 8) by inequality (2.2) . In a word, r X = 840. 1 This means that the Gorenstein index of a weak Q-Fano 3-fold is bounded from above by 840. Among known Q-Fano 3-folds, the maximal Gorenstein index is 420. For example, so is the general weighted hypersurface X19 ⊂ P(1, 3, 4, 5, 7) (cf. [8, List 16.6, No.40] If s 2 = 11, then s j = 1 for any j > 2 and r X = 11 × 13, a contradiction. If s 2 = 9, then s 3 ≤ 2 and l.c.m.(s j ) j ≤ 2 × 9 × 13 < r X , a contradiction. If s 2 = 8, then s 3 ≤ 3, but 2 and 3 can not be in P simultaneously. 
If s 3 = 5, then s 4 ≤ 3 and l.c.m.(s j ) j ≤ 2 × 5 × 7 × 9 < r X , a contradiction. If s 3 ≤ 4, then l.c.m.(s j ) j ≤ 4 × 7 × 9 < r X , a contradiction. So we conclude the statement. From the proof we also know that r X = 840 only happens when R = (3, 5, 7, 8) or (2, 3, 5, 7, 8) .
3. When is | − mK X | not composed with a pencil (Part I)?
The most important part of this paper is to find a minimal positive integer m so that | − mK X | is not composed with a pencil of surfaces. For the convenience of expression, we fix our notations first. Definition 3.1. Let X be a weak Q-Fano 3-fold. For any 0 ≤ i ≤ 2, define
We will mainly treat Q-Fano 3-folds in this section.
3.1. Two key theorems. We prove two theorems here which are crucial in proving Theorem 1.4. 
Then one of the following holds:
(I) P −m = 1 and −mK X ∼ E is a fixed prime divisor; (II) P −m = 2, | − mK X | does not have fixed part and is composed with an irreducible rational pencil of surfaces; (III) P −m ≥ 3, | − mK X | does not have fixed part and is not composed with a pencil of surfaces.
Proof. We generalize the argument of Alexeev [1, 2.18] where the case m = 1 is treated. Assume that none of the conclusions holds, then there exists a strictly effective divisor E such that −mK X − E is strictly effective and
In fact, if P −m = 1 and −mK X ∼ D is not a prime divisor, then we take E to be one irreducible component of D; if P −m ≥ 2 and | − mK X | has fixed part, then we take E to be one component in the fixed part; if P −m ≥ 3, | − mK X | does not have fixed part and is composed with a (rational) pencil of surfaces, then | − mK X | = |nS| with n ≥ 2 and we can take E = S.
By Kawamata-Viehweg vanishing theorem and ρ(X) = 1, all higher cohomologies vanish for
where the double difference of a function f is defined by
Then we have
It is clear to see that
since E and −mK X − E are ample by our construction and ρ(X) = 1. To get a contradiction, it is sufficient to show that ∆∆ χ,sing (−mK X , −mK X − E, E, 0) ≥ 0 under the assumption of this theorem. Thus it amounts to show that, for every single point Q = (b, r) ∈ B,
for any integer x and l := m. We may assume that the local index of E at Q is i (0 ≤ i < r).
Then
Then to prove inequality (3.1), it suffices to prove that
for arbitrary integer x. Note that G(x) is a periodic piecewisely quadratic function with negative leading coefficients. Hence the minimal value can only be reached at end points of each piece. It is easy to see that the set of end points is {nr − jb | n ∈ Z, j = 0, 1, . . . , l}. Hence G(x) ≥ 0 is equivalent to G(−jb) ≥ 0 for all j = 0, 1, . . . , l. Note that G(0) = G(−lb) = 0.
If m ≡ 0, 1 mod r, there is nothing to prove.
It is easy to see that
So we have proved the theorem.
As a corollary of Theorem 3.2, we know the geometry of | − K X | when P −1 is large due to Alexeev.
has no fixed part and is not composed with a pencil of surfaces.
Hence we only need to deal with the case when P −1 < 3. For this purpose, we prove the following theorem. (i) P −m = 1 and E ∈ | − mK X | is a fixed prime divisor; (ii) P −m = 2 and | − mK X | does not have fixed part. Write n 0 := min{n ∈ Z + | P −nm ≥ 2}. For any integer l ≥ n 0 , write l = sn 0 + t with s ∈ Z and 0 ≤ t ≤ n 0 − 1. Take l 0 = min{l ∈ Z ≥n 0 | P −lm > s + 1}. Then | − l 0 mK X | does not have fixed part and is not composed with a pencil of surfaces.
Proof. First we assume that |−l 0 mK X | has a base component E l 0 . It follows that P −m = 1 and E l 0 = E. Thus, by definition, we have l 0 > 1. Hence
which contradicts the minimality of l 0 . The similar argument implies that | − n 0 mK X | does not have fixed part. Now assume that | − l 0 mK X | is composed with a (rational) pencil of surfaces, i.e.
| − l 0 mK X | = |(P −l 0 m − 1)S|, where |S| is an irreducible rational pencil. Write l 0 = sn 0 +t. Since P −n 0 m ≥ 2, we have P −sn 0 m ≥ s + 1.
If t > 0, by the minimality of l 0 we get P −sn 0 m = s + 1. So we can write |−sn 0 mK X | = |sS| by Lemma 2.2 since | − n 0 mK X | does not have fixed part and | − sn 0 mK X | | − l 0 mK X |. Now
This implies that P −tm ≥ 2, which contradicts the minimality of n 0 . Hence t = 0 and l 0 = sn 0 .
If s ≥ 2, by the minimality of l 0 we get P −(s−1)n 0 m = s ≥ 2. We can write |−(s − 1)n 0 mK X | = |(s − 1)S| by Lemma 2.2. Hence
This implies that P −n 0 m ≥ s + 2, which contradicts the minimality of l 0 .
Hence s = 1 and l 0 = n 0 . By P −n 0 m ≥ 3, we have n 0 > 1. This implies, by assumption, P −m = 1 and −mK X ∼ E is a fixed prime divisor. Since E ≤ (P −N m − 1)S ∼ −n 0 mK X and E is reduced and irreducible, E ≤ S 0 for certain surface S 0 ∈ |S|. Hence
This implies that P −(n 0 −1)m ≥ 2, which contradicts the minimality of n 0 . We are done. Now let us explain the strategy to prove Theorem 1.4. Firstly, we divide all Q-Fano 3-folds into several families, roughly speaking, by the value of P −1 . Then in each family, we may take a proper m satisfying the condition of Theorem 3.2. Applying Theorem 3.4 to m, we are able to find the number l 0 and so δ 1 (X) ≤ l 0 m. In order to find such l 0 , or an upper bound of l 0 , we may assume that l 0 is sufficiently large, say, l 0 ≥ 9, then by the assumption of Theorem 3.4, we know the value of P −m , P −2m , P −3m , . . . , P −8m . Then, by Chen-Chen's method ( [4] ) on the analysis of baskets, we can recover all possibilities for baskets of singularities, of which each possibility can be proved to be either impossible or very easy to treat. For this purpose, we need to recall relevant materials on baskets, packings, the canonical sequence and so on.
Weighted baskets.
All contents of this subsection are mainly from Chen-Chen [4, 5] . We list them as follows:
(
is called a packing of B, denoted as B B ′ . Note that {(2, 4)} = {(1, 2), (1, 2)}. We call B ≻ B ′ a prime packing if b 1 r 2 − b 2 r 1 = 1. A composition of finite packings is also called a packing. So the relation " " is a partial ordering on the set of baskets. (3) Note that for a weak Q-Fano 3-fold X, all the anti-plurigenera P −n can be determined by Reid's basket B X and P −1 (X). This leads to the notion of "weighted basket". We call a pair B = (B,P −1 ) a weighted basket if B is a basket andP −1 is a non-negative integer. We write (B,P −1 ) (B ′ ,P −1 ) if B B ′ . (4) Given a weighted basket B = (B,P −1 ), defineP −1 (B) :=P −1 and the volume
For all m ≥ 1, we define the "anti-plurigenus" in the following inductive way:
Note that, if we set B = (B X , P −1 (X)) for a given weak Q-Fano 3-fold X, then we can verify directly that −K 3 (B) = −K 3 X and P −m (B) = P −m (X) for all m ≥ 1. 
Next we recall the "canonical" sequence of a basket B. Set 
Each set S (n) gives a division of the interval (0,
Then it is easy to see that q i p i+1 − p i q i+1 = 1 for all n and i (cf. [5, Claim A] ). Now given a basket B = {(b i , r i ) | i = 1, · · · , s}, we define new baskets B (n) (B), where B (n) (·) can be regarded as an operator on the set of baskets.
respectively. In this situation, we can unpack
i , we get a new basket B (n) (B), which is uniquely defined according to the construction and
B for all n. Note that, by our definition, B = B (n) (B) for sufficiently large n.
Moreover, we have
for all n ≥ 1 (cf. [5, Claim B] ). Therefore we have a chain of baskets
The step B (n−1) (B) B (n) (B) can be achieved by a number of successive prime packings. Let ǫ n (B) be the number of such prime packings. For any n > 0, set B (n) := B (n) (B).
The following properties are essential to represent B (n) (B).
Lemma 3.6 ([5, Lemma 2.16]). For the above sequence {B (n) (B)}, the following statements hold:
It follows that ∆ j (B (n) (B)) = ∆ j (B) for all j ≤ n and
Moreover, given a weighted basket B = (B,P −1 ), we can similarly consider B (n) (B) := (B (n) (B),P −1 ). It follows that
Therefore we can realize the canonical sequence of formal baskets as an approximation of formal baskets via anti-plurigenera. We now recall the relation between weighted baskets and anti-plurigenera more closely. For a given weighted basket B = (B,P −1 ), we start by computing the non-negative number ǫ n and B (0) , B (5) in terms ofP −m . From the definition ofP −m we get
In particular, we have
Assume B (0) = {n 0 1,r × (1, r) | r ≥ 2}. By Lemma 3.6, we have
Thus we get B (0) as follows:
Therefore we get B (5) as follows:
Because B (5) = B (6) , we see ǫ 6 = 0 and on the other hand
where ǫ := 2σ 5 − n 0 1,5 ≥ 0. Going on a similar calculation, we get
A weighted basket B = (B,P −1 ) is said to be geometric if B = (B X , P −1 (X)) for a Q-Fano 3-fold X. Geometric baskets are subject to some geometric properties. By [10] , we have that (−K X · c 2 (X)) > 0. Therefore [18, 10.3] gives the inequality
For packings, it is easy to see the following lemma.
Lemma 3.7. Given a packing of baskets B 1 B 2 , we have γ(B 1 ) ≥ γ(B 2 ).
In particular, if inequality (3.3) does not hold for B 1 , then it does not hold for B 2 .
Lemma 3.7 implies that, for two weighted baskets
Finally, by [13, Lemma 15.6 .2], if P −m > 0 and P −n > 0, then
In this subsection we prove the following theorem.
Theorem 3.8. Let X be a Q-Fano 3-fold with P −1 = 2. Then for any integer m ≥ 6, dim ϕ −m (X) > 1. In particular, δ 1 (X) ≤ 6.
Theorem 3.8 is optimal due to the following example. . Consider the general weighted hypersurface X 42 ⊂ P(1 2 , 6, 14, 21), which is a Q-Fano 3-fold with
Proof of Theorem 3.8. Since P −1 > 0, it is sufficient to prove that there exists an integer m ≤ 6 such that dim ϕ −m (X) > 1. Assume, to the contrary, that δ 1 (X) > 6. Then, by applying Theorem 3.2 and Theorem 3.4 to the case m = 1, we have
Now by those formulae in Subsection 3.2, we have n 0 1,2 = 1, n 0 1,3 = 1, n 0 1,4 = ǫ 5 = 1 − σ 5 and 0 = ǫ 6 = 1 − ǫ. Hence ǫ = 1, and this implies σ 5 = n 0 1,5 = 1. Hence the basket B (5) = B (0) = {(1, 2), (1, 3), (1, 5)} by ǫ 5 = 0. Since B (5) admits no prime packings, B = B (5) and
We are going to prove the following theorem.
Theorem 3.10. Let X be a Q-Fano 3-fold with
This result is optimal as well due to the following example. 
Proof of Theorem 3.10. Since P −1 > 0, it is sufficient to prove that there exists an integer m ≤ 9 such that dim ϕ −m (X) > 1. Assume, to the contrary, that δ 1 (X) > l for some integer l ≤ 9. We will deduce a contradiction. Applying Theorem 3.2 and 3.4 to the case m = 1, we distinguish the number n 0 (defined in Theorem 3.4). By Chen-Chen [4, Theorem 1.1], we have n 0 ≤ 8.
If n 0 = 2 and set l = 6, then Theorem 3.4(i)(m = 1) implies that If n 0 = 4 and set l = 6, then Theorem 3.4(i)(m = 1) implies that
Hence ǫ = 1, and this implies σ 5 = n 0 1,5 = 1. Hence
(1, 4), (1, 5)} by ǫ 5 = 0. Hence ǫ 7 ≤ 1 and ǫ 8 = 0 by considering possible prime packings of B (5) . On the other hand, ǫ 7 = P −7 −1 and ǫ 8 = P −8 −P −7 . So P −8 = ǫ 7 + 1 ≤ 2. But this contradicts P −4 = 2 and inequality (3.5). So δ 1 (X) ≤ 6. If n 0 = 5 and set l = 7, then Theorem 3.4(i)(m = 1) implies that , then ǫ 5 = 1, ǫ 7 = 1 and B (7) = {(3, 7), (1, 3), 2×(1, 5)}. Since B (7) admits no further prime packings, B = B (7) and
If n 0 = 6 and set l = 8, then Theorem 3.4(i)(m = 1) implies that
Hence ǫ = 3 and σ 5 ≤ 2, and this implies (σ 5 , n 0 1,5 ) = (2, 1). Then ǫ 5 = 0 and 
Hence ǫ = 2 and σ 5 ≤ 2, and this implies (σ 5 , n 0 1, (5) admits no further prime packings, B = B (5) and −K 3 (B) < 0, a contradiction.
Thus we are left to consider the case: (σ 5 , n 0 1,5 ) = (1, 0). Then we have (2, 5) , (1, 3) , (1, 4) , (1, s ′ )} with s ′ ≥ 6 by ǫ 5 = 1. Assume that s ′ = 6, 7. Clearly any basket B, with such a given B (5) dominates one of the following minimal ones:
where s ′ = 6, 7 and i = 1, 2, inequality (3.4) fails for all B, which says that this case does not happen. Hence s ′ ≥ 8, then the expression of ǫ 8 gives P −8 − P −7 = ǫ 8 + 1. Hence P −7 = P −6 = 1 and ǫ 7 = ǫ 8 = 0 since P −8 = 2. We have (2, 5) , (1, 3) , (1, 4) , (1, s ′ )} with s ′ ≥ 8. Since B (8) admits no further prime packings, B = B (8) . By inequalities (3.3) and (3.4), s ′ can only be 9, 10, 11. But then direct calculations show that P −9 = 3 in all these three cases, a contradiction. We have proved δ 1 (X) ≤ 9.
So we conclude the theorem.
3.5. Q-Fano 3-folds with h 0 (−K) = 0. In this subsection we prove the following theorem.
Theorem 3.12. Let X be a Q-Fano 3-fold with P −1 = 0. Then there exists an integer m 1 ≤ 11 such that dim ϕ −m 1 (X) > 1. Moreover, we can take such a number m 1 ≤ 8 except for the following baskets of singularities:
Remark 3.13. We do not know if this result is optimal since very few examples with P −1 = 0 are known. . Any geometric basket of weak Q-Fano 3-folds with P −1 = P −2 = 0 is among the following list: Proof of Theorem 3.12. In the proof, we will always take a suitable integer m satisfying one of the conditions in Theorem 3.2. If necessary, we apply Theorem 3.4 on m and take m 1 = l 0 m. Case I. P −2 = 0. The basket B = B X of the singularities of X is among the list of Proposition 3.14. We just discuss it case by case.
If B is of type No.1, take m = 5. Since P −5 = 1 and P −10 = 4, we can take m 1 = 10.
If , take m = 3. Since P −3 = 2 and P −6 ≥ 9, we can take m 1 = 6.
Case II. P −2 > 0. Hence, by n 0 1,3 ≥ 0 and n 0 1,4 ≥ 0, we have
Considering the inequality "(3.6)+(3.7)+2×(3.8)": 97 12 − 11 12
we obtain σ 5 ≤ 2. Subcase II-1. σ 5 = 0. At first, we consider the case P −3 = 0. By inequality (3.7), we have
Since B (0) admits no prime packings anymore, B = B (0) and −K 3 (B) = 0, a contradiction.
Let us consider the case P −3 ≥ 1. Since σ 5 = 0, B (0) is composed of (1, 2), (1, 3) , (1, 4) . In particular, 4b ≥ r holds for every pair (b, r) ∈ B (0) . As an easy conclusion, after packings, 4b ≥ r holds for every pair (b, r) ∈ B. So m = 3 satisfies the condition of Theorem 3.2. By Theorem 3.4, we can take m 1 = 3 or 6 unless (P −3 , P −6 ) = (1, 1), (1, 2), (2, 3) . By inequality (3.8),
(3.10)
By P −2 > 0, P −6 ≥ P −4 . Thus we only need to consider the case (P −3 , P −6 ) = (1, 2). By inequality (3.10), P −2 = 1 and P −4 = 2. On the other hand,
This implies P −5 = 0 which contradicts P −2 = P −3 = 1.
Subcase II-2. σ 5 = 2. By inequality (3.9) and P −4 ≥ 2P −2 −1, we have P −2 ≤ 1. Hence P −2 = 1 and, by inequalities (3.6)-(3.8), we have inequalities:
(3.13)
Considering the inequality "2 × (3.11) + (3.13)", we have P −4 ≤ 3. Hence P −3 = 0 by inequality (3.13) and P −4 = 2 by inequalities (3.12) and (3.13). Then If P −3 = 1, we have 3 ≤ P −4 ≤ 4 by inequalities (3.14) and (3.16). Consider the case (P −3 , P −4 ) = (1, 4). We have B (0) = {8×(1, 2), (1, 3), (1, 4) , (1, s)} for some integer s ≥ 5. Again we have s = 5 since γ(B (0) ) > 0. With the property γ > 0 and considering all possible baskets with B (0) , we see that B must be one of the following baskets:
For B 2 , take m = 6. Since P −6 (B 2
For B v (corresponding to No.F) and B vi (corresponding to No.E), take m = 9. Since P −9 ≥ 3, we can take m 1 = 9 by Theorem 3.4. For other cases, take m = 6. Since P −6 ≥ 3, we can take m 1 = 6 by Theorem 3.4.
If P −3 = 0, by inequality (3.15), P −4 ≤ 2. Consider the case (P −3 , P −4 ) = (0, 2). We have B (0) = {9 × (1, 2), (1, 4), (1, s)} for some integer s ≥ 5. In fact, 5 ≤ s ≤ 6 by γ(B (0) ) > 0. When s = 6, B = B (0) since B (0) admits no further packings. Take m = 7. Since P −7 = 6, we can take m 1 = 7 by Theorem 3.4. When s = 5, the property γ > 0 implies that B (0) admits at most one further packings. Thus either B = {9 × (1, 2), (1, 4), (1, 5)} (take m = 4) or B = {9× (1, 2), (2, 9)} (take m = 8). For the first basket, P −4 = 2 and P −8 = 7, we can take m 1 = 8 by Theorem 3.4. For the second basket, P −8 = 7 and we can take m 1 = 8 by Theorem 3.4.
Finally we consider the case (P −3 , P −4 ) = (0, 1). We have
When s = 7, the property γ > 0 implies that either B = {9 × (1, 2), (1, 3), (1, 7)} or B = {8 × (1, 2), (2, 5), (1, 7)}. Take m = 8. Since P −8 ≥ 3, we can take m 1 = 8 by Theorem 3.4. When s = 6, the inequalities γ > 0 and −K 3 > 0 imply that B must be one of the following baskets: 
Exceptional cases.
In this subsection, we treat the exceptional cases in Theorem 3.12. 
Proof. (i).
Recall the proof in Case I of Theorem 3.12. We may only consider the two cases with No.2 and No.4. Since P −9 = 2, δ 1 (X) ≥ 10. We want to show that δ 1 (X) = 10 in both cases. In fact, we have P −4 = P −6 = 1, P −8 = 2, P −10 ≥ 3. Note that the conditions of Theorem 3.2 are all satisfied with m = 4. It follows that −4K X ∼ E is a prime divisor. Assume that dim ϕ −10 (X) = 1, then we can write | − 10K X | = |nS| + E ′ with n ≥ 2, |S| is an irreducible rational pencil of surfaces and E ′ is the fixed part. By P −6 > 0, we have E ≤ |nS| + E ′ . Since E is reduced and irreducible, either E ≤ |S| or E ≤ E ′ holds. Then
(ii). Recall the last part of Subsubcase II-3-iii in the proof of Theorem 3.12. If B is of type No.A-No.D, we have P −2 = P −4 = 1, P −6 = 2 and P −8 = 3. Assume, to the contrary, that dim ϕ −8 (X) = 1.
Write −2K X ∼ D for some effective Weil divisor. By Theorem 3.4(i) (with m = 2), D must be either reducible or non-reduced. As in the proof of Theorem 3.2, take E to be any strictly effective divisor such that E < D. Then inequality (3.1) must fail for some singularity Q in B a -B d . Clearly, such an offending singularity Q must be "(1, 5)". By equality (3.2), the local index i Q (E) of E should be 4 since inequality (3.1) holds for i ∈ {0, 1, 2, 3} and (b, r) = (1, 5), that is, E ∼ −K X at Q. Since E is arbitrary such that 0 < E < D and i Q (−2K X ) = 3, we conclude that D = E 1 + E 2 where E i is fixed prime divisor with i Q (E i ) = 4 for i = 1, 2.
If E 1 = E 2 , then 2(−K X − E 1 ) ∼ 0. By [16, Proposition 2.9] and −K X − E 1 is Cartier at Q, we conclude that −K X − E 1 is not 2-torsion. Hence −K X − E 1 ∼ 0, which contradicts P −1 = 0. Thus E 1 and E 2 are different prime divisors.
Since | − 6K X | | − 8K X |, by Lemma 2.2 we can write
where |S| is an irreducible rational pencil of surfaces, a i E 1 +b i E 2 is the fixed part, a i , b i ∈ N for i = 6, 8.
Proof. Assume that a 6 , b 6 ≥ 1, then
a contradiction. Similarly, we have a 8 b 8 = 0.
We may assume that b 6 = 0. Then
It follows that a 6 ≤ 3.
Case ii.1. b 8 = 0. In this case
Since a 8 E 1 is the fixed part of |2S + a 8 E 1 |, a 8 ≤ a 6 + 1. Then 
This implies that b 8 ≤ 1. Hence b 8 = 1 and
Considering relations (3.19) and (3.22),
Clearly 2a 6 + 1 ≥ 4 and 2a 6 + 1 ≤ 7 since a 6 ≤ 3. Locally at Q, since i Q (E 1 ) = i Q (E 2 ) = 4, we have
Since 4 ≤ 2a 6 + 1 ≤ 7, this is impossible. (iii). Recall the cases with B v (No.F) and B vi (No. E) (see Subsubcase II-3-iii in the proof of Theorem 3.12). We have P −2 = 1, P −4 = 3, P −6 = 9. Assume, to the contrary, that dim ϕ −6 (X) = 1.
We can write −2K X ∼ D for some effective divisor D. By the same argument as (ii), D = E 1 +E 2 with E i reduced and irreducible and i Q (E i ) = 4 for i = 1, 2 where Q is the singularity "(1, 5)". Note that, however, we do not know if E 1 and E 2 are different.
Since | − 4K X | | − 6K X |, by Lemma 2.2 we can write
where |S| is an irreducible rational pencil of surfaces and S > 0, a i E 1 + b i E 2 is the fixed part, a i , b i ∈ N for i = 4, 6. Hence
Since a 4 E 1 + b 4 E 2 is the fixed part of |2S + a 4 E 1 + b 4 E 2 |, we may assume
a contradiction. So we have proved the theorem.
To make the summary, Theorem 3.12 and Theorem 3.15 directly imply the following: As we have seen in the last section, the condition ρ(X) = 1 is crucial to proving Theorem 3.2. For arbitrary weak Q-Fano 3-folds, we have to study in an alternative way. Naturally what we can prove is weaker than Theorem 1.4.
Let X be a weak Q-Fano 3-fold. We are going to estimate δ 1 (X) from above. The main idea is to relate this problem to the value distribution of the Hilbert polynomial χ −m = P −m . 
S and π * (−K X )| S is nef and big on S. It is independent of the choice of π according to the projection formula of the intersection theory. So we may choose such a modification π that dominates a resolution of singularities τ :Ŵ → X. Then we see (
is a divisor onŴ and θ : Y →Ŵ is a birational morphism. Note that, however, S 1 is a generic element in an algebraic family though it is not necessarily nonsingular.
We may write KŴ = τ * (K X )+∆ τ where ∆ τ is an exceptional effective Qdivisor over those isolated terminal singularities on X. Now, by intersection theory, we have ( 
Next we estimate the number m which satisfies Corollary 4.2. We will do this in two steps as follows. Proposition 4.3. Let X be a weak Q-Fano 3-fold. Take an arbitrary real number 0 < t ≤ 37. Denote r max := max{r i ∈ B X } the maximum of local indices of singularities. If
In particular, | − mK X | is not composed with a pencil.
Proof. By Reid's formula, there exists a basket of singularities
; b i is coprime to r i } such that we have the formula
for any n > 0, where
To estimate the lower bound of P −n , we need to bound l(−n) from above. For any pair (b, r) ∈ B X , we have r ≤ 24 by inequality (2.1). In fact, we have the following estimation. when jb = r/2;
when jb = r/2.
Clearly, b = r/2 under the same situation. Since jb = r/2 and (j − 1)b = r/2 can not hold simultaneously, we have
Hence, when r is even and r > 2, we have
By the way, inequality (4.1) also holds when r is odd. Recall that we have
Hence, whenever r > 2 and n ≥ rmaxt 3 , we have
We prove the second inequality here. Assume, to the contrary, that Since X is weak Q-Fano, recall that we have inequality
by inequality (2.1). Denote by N 2 the number of
2 ⌋ ≥ 0 whenever n ≥ t. Hence
We complete the proof.
In practice, we will take a suitable t to apply Proposition 4.3. Note that r max ≤ 24. Then
as long as n ≥ 71. Hence
We finish the proof. 
Birationality
In this section, we consider the birationality of anti-pluricanonical maps ϕ −m .
Main reduction.
In this subsection, we reduce the birationality problem on X to that on Y .
Lemma 5.1 (cf.
where O W (D) is the reflexive sheaf corresponding to the Weil divisor D. 
where E π is an effective Q-Cartier Q-divisor since X has at worst terminal singularities. We have
where E π + E m+1 is an effective Q-divisor on Y exceptional over X. Lemma 5.1 implies
Hence ϕ −m is birational if and only if Φ |K Y +⌈(m+1)π * (−K X )⌉| is birational.
Noting that
we denote by |M −m | the movable part of |⌊−mπ * (K X )⌋|. We have the equality:
where F m is an effective Q-divisor. Another direct consequence is that we may write:
where N −m is the fixed part. 
for some effective Q-divisor F m 0 . In particular, we see that
Define the real number . On the other hand, for any given
composed with a pencil, we have
for some effective Q-divisor F k by Lemma 2.2, and hence µ ≤ k ι(k) . By our assumption on | − m 1 K X |, we know that |G| = |M −m 1 | S | is a base point free linear system on S and h 0 (S, G) ≥ 2. Denote by C a generic irreducible element of |G|. Since
where H is an effective Q-divisor on S. We define two numbers which will be the key invariants accounting for the birationality of ϕ −m . They are
Note that ζ and ε(m) are birational invariants by projection formula. Hence we can modify π if necessary. While studying the birationality of ϕ −m , we always require that the linear system Λ m := |K Y + ⌈(m + 1)π * (−K X )⌉| satisfies the following assumption for some integer m > 0. (1) The linear system Λ m distinguishes different generic irreducible el-
(2) The linear system Λ m | S distinguishes different generic irreducible elements of the linear system
The following is our key theorem. Proof. By Lemma 5.2, we only need to prove the birationality of Φ Λm . Since Assumption 5.4 (1) is satisfied, the usual birationality principle reduces the birationality of Φ Λm to that of Φ Λm | S for a generic irreducible element S of |M −m 0 |. Similarly, due to Assumption 5.4(2), we only need to prove the birationality of Φ Λm | C for a generic irreducible element C of |G|. Now we show how to restrict the linear system Λ m to C. Now assume ε(m) > 0. We can find a sufficiently large integer n so that there exists a number µ
for an effective Q-divisor E (n) . In particular, ε(m, n) > 0, and ε(m, n) > 2 if ε(m) > 2. Re-modify our π in Subsection 2.1 so that E (n) has simple normal crossing support. For the given integer m > 0, we have
Since ε(m, n) > 0, the Q-divisor
is nef and big and thus
by Kawamata-Viehweg vanishing theorem. Hence we have surjective map
where
for an effective Q-divisor H on S by the setting. Thus the Q-divisor
is nef and big by ε(m, n) > 0. And by Kawamata-Viehweg vanishing theorem again,
Therefore, we have surjective map
and D m,n := (L m,n − H − C)| C with deg⌈D m,n ⌉ ≥ ⌈ε(m, n)⌉. Now by inequalities (5.2), (5.4), (5.6) and surjective maps (5.3), (5.5), to prove the birationality of Φ Λm | C , it is sufficient to prove that |K C + ⌈D m,n ⌉| gives a birational map. Clearly this is the case whenever ε(m) > 2, which in fact implies deg(⌈D m,n ⌉) ≥ ⌈ε(m, n)⌉ ≥ 3 and K C + ⌈D m,n ⌉ is very ample. We complete the proof. 
In fact, as long as ε(m, 0) > 0, the front part of the proof of Theorem 5.5 is valid. In explicit, subjective map (5.3) reads the following surjective map
Hence we have proved the statement.
Applications.
In order to apply Theorem 5.5, we need to verify Assumption 5.4 and ε(m) > 2 in advance, for which one of the crucial steps is to estimate the lower bound of ζ. 
and N m | C ≥ K C + ⌈D m,n ⌉ since the latter one is base point free. So we have
(ii). Take
Since C is free on the smooth surface S, (C 2 ) S , (S · C) Y and (E π · C) Y are non-negative. Since (C 2 ) S and (S · C) Y are integers, we may assume
On the other hand, take q : W → X is the resolution of isolated singularities and we may assume that Y dominates W by p : Y → W . Then we write
where E i is the exceptional divisor over an isolated singular point of index r i for some r i ∈ B X and a i is a positive integer. Then
Take r max = max{r i }. Then all the coefficients of E π are larger than
(v). If h 0 (−νK X ) > 0 for some integer ν, then −νK X ∼ D for some effective Weil divosor D. Similarly as (iii), π * D is an effective Q-divisor with all the coefficients larger than 1 rmax . By π * D · C = νζ > 0, we know that there is at least one component
To verify Assumption 5.4(1), we have the following proposition. Proof. We have
The last inequality is due to Lemma 5.9 (cf. [7, Lemma 3.7] ). Let T be a nonsingular projective surface with a base point free linear system |G|. Let Q be an arbitrary Q-divisor on T . Denote by C a generic irreducible element of |G|. Then the linear system |K T + ⌈Q⌉ + G| can distinguish different generic irreducible elements of |G| under one of the following conditions:
(i) |G| is not composed with an irrational pencil of curves and K T + ⌈Q⌉ is effective; (ii) |G| is composed with an irrational pencil of curves, g(C) > 0 and Q is nef and big; (iii) |G| is composed with an irrational pencil of curves, g(C) = 0, Q is nef and big and Q · G > 1.
Proof. The statement corresponding to (i) follows from [19, Lemma 2] and the fact that a rational pencil can automatically separate its different generic irreducible elements. For situations (ii) and (iii), we pick a generic irreducible element C of |G|. Then, since h 0 (S, G) ≥ 2, G ≡ sC for some integer s ≥ 2 and C 2 = 0. Denote by C 1 and C 2 two irreducible elements of |G| such that C 1 +C 2 ≤ |G|. Then Kawamata-Viehweg vanishing theorem gives the surjective map
If g(C) = 0 and For a suitable integer m > 0, we have the following relations:
Thus, if |G| is not composed with an irrational pencil of curves, |K S + L m | can distinguish different irreducible elements provided that
is effective, which holds for m − m 0 − m 1 ≥ 6 whenever m 0 ≥ 2 (resp. ≥ 1 whenever m 0 = 1) by [7, Appendix] . Assume |G| is composed with an irrational pencil of curves. we have
We can take We complete the proof.
Now we can treat the birationality of ϕ −m using Theorem 5.5. For (i) and (ii), we will discuss on the value of g(C). If m 0 = n 0 = 6 and δ 1 (X) = 8, we can take m 1 = 8. Theorem 3.4 implies that P −1 = P −2 = P −3 = P −4 = P −5 = 1, P −6 = P −7 = 2.
Then n 0 1,2 = 2, n 0 1,3 = 2, n 0 1,4 = 2−σ 5 , ǫ 5 = 2−σ 5 , 0 = ǫ 6 = 3−ǫ. Hence ǫ = 3 and σ 5 ≤ 2, and this implies (σ 5 , n 0 1,5 ) = (2, 1). Then ǫ 5 = 0 and B (5) (B) = {2 × (1, 2), 2 × (1, 3), (1, 5) , (1, s)} for some s ≥ 6. This implies ǫ 7 = 0 since there are no further packings. On the other hand, ǫ 7 = 2− 2σ 5 + 2n 0 1,5 + n 0 1,6 . Hence n 0 1,6 = 0 and B (7) = {2 × (1, 2), 2 × (1, 3), (1, 5) , (1, s)} with s ≥ 7. Since B (7) admits no prime packings, B = B (7) . By inequalities (3.3) and (3.4), s can only be 8, 9, 10. Hence m 0 + m 1 + 2r max ≤ 6 + 8 + 2 × 10 = 34.
If m 0 = n 0 ≥ 7, then
The proof of Theorem 3.10 implies B (5) = {(1, 2), (2, 5) , (1, 3) , (1, 4) , (1, s)} with s ≥ 6. Since γ(B (5) ) > 0, we have s ≤ 11. Noting that B is dominated by B (5) , we see r max ≤ 11. By Theorem 3.10, we can take m 0 ≤ 8 and m 1 ≤ 9. Hence m 0 + m 1 + 2r max ≤ 8 + 9 + 2 × 11 = 39.
where a 6 E 1 and F are the fixed parts with a 6 ≤ 3. If a 6 ≤ 1, then
This implies |−7K X | |−4K X |, which contradicts P −3 = 0. If a 6 = 3, as in the proof of Theorem 3.2, take m = 6 and E = E 1 or 2E 1 or 3E 1 , inequality (3.1) must fails for some singularity P in B d . Clearly, such an offending singularity P must be "(6, 13)". By equality (3.2), the local index i P (E) of E can only be 9 or 11 since inequality (3.1) holds for other 0 ≤ i ≤ 12 and (b, r) = (6, 13). But clearly the local index i P (E 1 ), i P (2E 1 ) and i P (3E 1 ) can not be in the set {9, 11} simultaneously, a contradiction. Finally we consider the case a 6 = 2. Write −5K X ∼ B a fixed divisor. Then
that is, B ∼ 2E 2 +F . Obviously, F = 0. As in the proof of Theorem 3.2, take m = 5 and E = E 1 or 2E 1 , inequality (3.1) must fails for some singularity P in B d . Clearly, such an offending singularity P must be "(6, 13)". By equality (3.2), the local index i P (E) of E can only be 10 or 11 since inequality (3.1) holds for other 0 ≤ i ≤ 12 and (b, r) = (6, 13). But clearly the local index i P (E 1 ), i P (2E 1 ) can not be in the set {10, 11} simultaneously, a contradiction. We complete the proof.
Proof of Theorem 1.8. We shall apply Theorem 5.11 to treat arbitrary weak Q-Fano 3-folds. We will choose suitable m 0 and m 1 . Unless otherwise specified, we will use the fact µ 0 ≤ m 0 .
Case I. P −2 = 0. In this case, the possible baskets are classified in Proposition 3.14. If r X ≤ 660 and r max = 13, Thenr 2 ≤ 11. Ifr 2 ≥ 9, thenr 3 ≤ 2 and r X ≤ 286. Ifr 2 = 8, thenr 3 ≤ 3 and r X ≤ 312. Ifr 2 = 7, thenr 3 ≤ 4 and 3, 4 can not be in R simultaneously, hence r X ≤ 546. Ifr 2 ≤ 6, then r X divides 780 and hence r X ≤ 390 by Proposition 2.4. In summary, r X ≤ 546. By Case IV. r max < 14, P −1 = 0 and P −2 > 0. In this case, ν 0 = 2 and by [4, Proposition 3.10, Case 1], we can take m 0 = 6.
If P −4 = 1, then P −2 = 1. By the proof of Theorem 3.12 (note that the arguments on baskets are valid without assuming ρ = 1), we are exactly in the situation (P −3 , P −4 ) = (0, 1), corresponding to the last paragraph of Subsubcase II-3-iii of Theorem 3.12. In fact, the possible baskets are classified in the following list: {9 × (1, 2), (1, 3), (1, 7) }, {8 × (1, 2), (2, 5) , (1, 7)}, {8 × (1, 2), (2, 5) , (1, 6) Ifr 2 = 7 and 5 ∈ R, then 6 ∈ R and r X divides l.c.m(9, 7, 5, 4, 3, 2) = 630. In summary, r X ≤ 360 or r X = 630. Whenever r X ≤ 360, by Proposition 4.3 with t = 12 and −K 3 X ≥ 1 330 , we can take m 1 = 50. Hence by Theorem 5.11(iii), ϕ −m is birational onto its image for all m ≥ 90. Whenever r X = 630, then 2, 5, 7, 9 must be in R. Hence R = (2, 5, 7, 9) or (2, 2, 5, 7, 9) by inequality (2.1). In this case, arguing as inequality (5.10), B X can only be by direct computation where −K 3 X = 61 546 . Hence we can take m 1 = 57. By Theorem 5.11(ii), ϕ −m is birational onto its image for all m ≥ 95.
