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Abstract
We prove that a stationary max-infinitely divisible process is mixing (ergodic) iff its dependence function
converges to 0 (is Cesa`ro summable to 0). These criteria are applied to some classes of max-infinitely
divisible processes.
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1. Introduction and statement of results
Given a class of stationary stochastic processes, an important question is how to characterize
ergodicity and mixing for members of this class. A classical result of this type is due to
Maruyama [13], who showed that a stationary Gaussian process X is mixing iff its covariance
function r satisfies limt→∞ r(t) = 0, and ergodic if its spectral measure has no atoms (see
e.g. [4]). Later, Maruyama [15] studied the more general class of stationary infinitely divisible
(i.d.) processes and gave an easily verifiable criterion for mixing in terms of the two-dimensional
distributions of the process. The results of [15] were used by a number of authors [3,20,9,8]
to obtain various characterizations of ergodicity and mixing for stationary α-stable processes
(which form a subclass of the class of i.d. processes). A final simplification of these conditions
was achieved by Rosin´ski and Z˙ak [22,23], who obtained ergodicity and mixing criteria for
stationary i.d. processes in terms of the so-called codifference function, a natural coefficient
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measuring the dependence within an i.d. process. Another criterion for ergodicity of a stationary
α-stable process in terms of its spectral representation was established in [25]; see also [24] for
the generalization of this result to the i.d. case.
The aim of the present paper is to give simple necessary and sufficient conditions for ergod-
icity and mixing of stationary max-infinitely divisible (max-i.d.) processes. A stochastic process
X is called max-i.d. if for every n ∈ N, it can be represented as a maximum, taken pointwise,
of n independent identically distributed stochastic processes. Equivalently, X is max-i.d. if all its
finite-dimensional distributions belong to the class of multivariate max-i.d. distributions. Max-
i.d. distributions (and processes) were introduced in [1] and studied in [31,21,7]; some basic facts
will be recalled in Section 2.2 below.
Let {X (t), t ∈ R} be a stationary max-i.d. process. Without restriction of generality, we will
assume that
l := essinfX (0) = 0. (1)
Indeed, if l = −∞, then we can replace the process X by the process eX (which is also max-
i.d. and has l = 0), and if l is finite, then we can consider X − l instead of X .
A major role in our characterization of ergodicity and mixing will be played by a dependence
coefficient τa(t) which is defined as follows. Given t ∈ R and a > 0, we define a coefficient
τa(t) measuring the dependence between X (0) and X (t) by
τa(t) = logP[X (0) ≤ a, X (t) ≤ a] − 2 logP[X (0) ≤ a]. (2)
Some basic properties of τa(t) are collected in the next proposition.
Proposition 1.1. Let {X (t), t ∈ R} be a stationary measurable max-i.d. process. Then for every
fixed a > 0, the function τa(·) is continuous and positive definite. We have τa(t) ≥ 0 and
τa(t) = τa(−t) for every t ∈ R.
The next two theorems are our main results. We refer the reader to Section 2.1 for the basic
notions from ergodic theory.
Theorem 1.1. Let {X (t), t ∈ R} be a stationary measurable max-i.d. process with dependence
function τa(t). Then the following conditions are equivalent:
1. X is mixing.
2. X is mixing of all orders.
3. For every a > 0, limt→∞ τa(t) = 0.
Theorem 1.2. Let {X (t), t ∈ R} be a stationary measurable max-i.d. process with dependence
function τa(t). Then the following conditions are equivalent:
1. X is ergodic.
2. X is weakly mixing.
3. For every a > 0, limT→∞ 1T
∫ T
0 τa(t)dt = 0.
For max-stable processes (which form a subclass of the class of max-i.d. processes), ergodicity
and mixing were studied in [32,29,10]. We will see in Section 3.1 below that our Theorem 1.1
characterizing mixing is a generalization of a max-stable result of Stoev [29], Theorem 3.4,
whereas Theorem 1.2 characterizing ergodicity is new even in the max-stable case.
Z. Kabluchko, M. Schlather / Stochastic Processes and their Applications 120 (2010) 281–295 283
Remark 1.1. Our results have straightforward discrete-time analogues for processes indexed by
Z. Of course, the requirement of measurability can be dropped in this case.
The rest of the paper is organized as follows. Theorems 1.1 and 1.2 will be proved in Section 2.
In Section 3 we apply our results to some particular classes of max-i.d. processes.
2. Proofs of Theorems 1.1 and 1.2
2.1. Basic notions from ergodic theory
We start by recalling some basic notions from ergodic theory; see the monograph [4] for more
information. A stochastic process {X (t), t ∈ R} defined on some probability space (Ω ,A,P)
is called measurable if the map (ω, t) 7→ X (t;ω) is a measurable map from (Ω × R,A × B)
to (R,B), where B is the Borel σ -algebra on R. A flow on (Ω ,A,P) is a family {Tt }t∈R such
that each Tt : Ω → Ω is a measure preserving transformation, T0 = id, and Tt ◦ Ts = Tt+s for
every t, s ∈ R. A flow {Tt }t∈R is called measurable if (ω, t) 7→ Tt (ω) is a measurable map from
(Ω × R,A× B) to (Ω ,A).
Let {X (t), t ∈ R} be a stationary measurable process defined on a probability space (Ω ,A,P).
We will always assume that the process X is generated by a measurable flow {Tt }t∈R on (Ω ,A,P)
in the sense that X (t;ω) = X (0; T−1t ω) for every t ∈ R, ω ∈ Ω . There is no restriction
of generality in making such an assumption since any measurable stationary process can be
represented in the above way; see [14, Section 3]. Usually, one takes Ω to be the space L0(R)
of measurable functions on R. Endowed with the topology of local convergence in measure,
it becomes a Polish space. The flow {Tt }t∈R is then defined by Ttω(s) = ω(s − t), where
ω ∈ L0(R), and we set X (t;ω) = ω(t) (although ω is defined up to sets of measure zero,
this is well-defined; see [14, Section 3]). Note that taking Ω = RR (endowed with the product
σ -algebra) instead of Ω = L0(R) causes some measurability problems. For example, the flow
{Tt }t∈R defined by Ttω(s) = ω(s − t) is non-measurable in this case.
Definition 2.1. Let X be a stationary process generated by a measurable flow {Tt }t∈R on
(Ω ,A,P), and let σ(X) ⊂ A be the σ -algebra generated by the random variables X (t), t ∈ R.
1. The process X is called ergodic if for every A, B ∈ σ(X),
lim
T→∞
1
T
∫ T
0
P[A ∩ Tt B]dt = P[A]P[B].
2. The process X is called weakly mixing if for every A, B ∈ σ(X),
lim
T→∞
1
T
∫ T
0
|P[A ∩ Tt B] − P[A]P[B]|dt = 0.
3. The process X is called mixing if for every A, B ∈ σ(X),
lim
t→∞P[A ∩ Tt B] = P[A]P[B].
4. The process X is called mixing of order r ∈ N if for every A0, . . . , Ar ∈ σ(X),
lim
t1,...,tr→+∞
P[A0 ∩ Tt1 A1 ∩ · · · ∩ Tt1+···+tr Ar ] = P[A0] . . .P[Ar ].
5. The process X is called mixing of all orders if it is mixing of order r for every r ∈ N.
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2.2. Max-i.d. distributions
We now recall some basic facts about multivariate max-i.d. distributions; see [31,21] for more
information. A d-variate random vector ξ = (ξ1, . . . , ξd) is called max-i.d. if for every n ∈ N it
can be represented as a maximum (taken componentwise) of n independent identically distributed
d-variate random vectors. Applying, if necessary, exponential transformations or shifts to the
components of the random vector ξ , we may assume that essinf ξi = 0 for every i = 1, . . . , d .
Let F be the distribution function of the random vector ξ given by
F(y1, . . . , yd) = P[ξ1 ≤ y1, . . . , ξd ≤ yd ], (y1, . . . , yd) ∈ Rd .
Then there is a measure Q on Rd+ = [0,∞)d , called the exponent measure of ξ , such that for all
y = (y1, . . . , yd) ∈ Rd+, we have
log F(y1, . . . , yd) = −Q(Rd+ \ [0, y]), (3)
where we have used the notation [0, y] = [0, y1] × · · · × [0, yd ]. The measure Q is a Radon
measure on Rd+ \ {0} and it is uniquely defined up to the value Q({0}).
Remark 2.1. If one defines Q({0}) = ∞, then the exponent measure of some marginal of ξ , say
(ξ1, . . . , ξm), where m ≤ d, is the projection of the measure Q onto the first m coordinates; see
e.g. [31].
2.3. Basic properties of the dependence coefficient
Let {X (t), t ∈ R} be a stationary max-i.d. process. Recall that we assume that essinfX (t) = 0
for all t ∈ R. Given t1, . . . , td ∈ R, we denote by Qt1,...,td the exponent measure of the max-
i.d. random vector (X (t1), . . . , X (td)). The next lemma gives a representation of the dependence
function τt (a) in terms of the bivariate exponent measures.
Lemma 2.1. For all a > 0 and t ∈ R, τa(t) = Q0,t ((a,∞)× (a,∞)).
Proof. By (3), we have
logP[X (0) ≤ a, X (t) ≤ a] = −Q0,t (R2+ \ [0, a]2). (4)
Again using (3) and taking into account Remark 2.1, we obtain
logP[X (0) ≤ a] = −Q0((a,∞)) = −Q0,t ((a,∞)× R+) = −Q0,t (R+ × (a,∞)). (5)
Inserting Eqs. (4) and (5) into (2) yields the statement of the lemma. 
Proof of Proposition 1.1. We start by proving that the function τa(·) is continuous. The flow
{Tt }t∈R generates a measurable one-parameter group {Ut }t∈R of unitary operators on the Hilbert
space L2(Ω) defined by Ut f (ω) = f (T−1t (ω)), f ∈ L2(Ω). It is well-known that every
such group is in fact strongly continuous, i.e. limt→0 Ut f = f in the L2-topology for every
f ∈ L2(Ω). With f (ω) = 1X (0)≤a(ω), it follows that
lim
t→0P[X (0) ≤ a, X (t) ≤ a] = limt→0〈 f,Ut f 〉 = 〈 f, f 〉 = P[X (0) ≤ a].
By (2), this implies that limt→0 τa(t) = τa(0).
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To prove that the function τa(·) is positive definite, take c1, . . . , cd ∈ R and t1, . . . , td ∈ R.
Then, by Lemma 2.1 and Remark 2.1,
d∑
i, j=1
ci c jτa(t j − ti ) =
d∑
i, j=1
ci c j Qti ,t j ((a,∞)2)
=
d∑
i, j=1
ci c j
∫
Rd
1xi>a,x j>a Qt1,...,td (dx1, . . . , dxd)
=
∫
Rd
(
d∑
i=1
ci 1xi>a
)2
Qt1,...,td (dx1, . . . , dxd),
which is non-negative. This proves the positive definiteness of τa(·). The fact that τa(t) ≥ 0
follows from Lemma 2.1. Finally, the symmetry property τa(t) = τa(−t) is a consequence of the
stationarity of X . 
2.4. Basic lemma
The proofs of our main results will be based on the following lemma. To state it, we need to
introduce some notation. Fix some k ∈ N, some t ′1, . . . , t ′k ∈ R and t ′′1 , . . . , t ′′k ∈ R, and some
y′ = (y′1, . . . , y′k) ∈ (0,∞)k , y′′ = (y′′1 , . . . , y′′k ) ∈ (0,∞)k . Let A and B be the random events
defined by
A = {ω ∈ Ω : X (t ′i ;ω) ≤ y′i , i = 1, . . . , k}, (6)
B = {ω ∈ Ω : X (t ′′i ;ω) ≤ y′′i , i = 1, . . . , k}. (7)
Note that we allow some of the t ′i ’s (or t ′′i ’s) to be equal. Hence, there is no restriction of generality
in taking the “dimensionality” k of A to be equal to that of B.
Lemma 2.2. If a denotes the smallest of the numbers y′i , y′′j (i, j = 1, . . . , k), then we have
P[A]P[B] ≤ P[A ∩ B] ≤ exp
(
k∑
i=1
k∑
j=1
τa(t
′′
j − t ′i )
)
P[A]P[B]. (8)
Remark 2.2. The above lemma is similar to an inequality due to Lebowitz [12] in the form stated
in [16, Theorem 2]. The basic fact which lies behind the proof of the lemma is that the process
X , being max-i.d., is positively associated. For the latter result, see [21, Section 5.6].
Proof of Lemma 2.2. To shorten the notation, we define two measures Λ′ and Λ′′ on Rk+, and a
measure Λ on R2k+ by
Λ′ = Qt ′1,...,t ′k , Λ′′ = Qt ′′1 ,...,t ′′k , Λ = Qt ′1,...,t ′k ,t ′′1 ,...,t ′′k .
Write y = (y′1, . . . , y′k, y′′1 , . . . , y′′k ). Define the sets E ′, E ′′ ⊂ Rk+ and E ⊂ R2k+ by
E ′ = Rk+ \ [0, y′], E ′′ = Rk+ \ [0, y′′], E = R2k+ \ [0, y].
Note that E = (E ′ × Rk+) ∪ (Rk+ × E ′′). Therefore,
Λ(E) ≤ Λ(E ′ × Rk+)+ Λ(Rk+ × E ′′) = Λ′(E ′)+ Λ′′(E ′′),
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where the last equality follows from Remark 2.1. By (3), we have P[A] = e−Λ′(E ′), P[B] =
e−Λ′′(E ′′), and P[A ∩ B] = e−Λ(E). It follows that
P[A ∩ B] = e−Λ(E) ≥ e−(Λ′(E ′)+Λ′′(E ′′)) = P[A]P[B],
which proves the first inequality in (8).
On the other hand, with F = (E ′ × Rk+) ∩ (Rk+ × E ′′), we have
Λ(E) = Λ(E ′ × Rk+)+ Λ(Rk+ × E ′′)− Λ(F) = Λ′(E ′)+ Λ′′(E ′′)− Λ(F). (9)
For i, j ∈ {1, . . . , k} let Fi j ⊂ R2k+ be defined by
Fi j = {(z′1, . . . , z′k, z′′1, . . . , z′′k ) ∈ R2k+ : z′i > y′i , z′′j > y′′j }.
Then F = ∪ki=1 ∪kj=1 Fi j and Λ(Fi j ) = Qt ′i ,t ′′j ((y′i ,∞) × (y′′j ,∞)) (again by Remark 2.1).
Hence,
Λ(F) ≤
k∑
i=1
k∑
j=1
Λ(Fi j ) =
k∑
i=1
k∑
j=1
Qt ′i ,t ′′j ((y
′
i ,∞)× (y′′j ,∞)).
Recall that a ≤ y′i and a ≤ y′′j . Using Lemma 2.1 and taking into account the stationarity of X ,
we may write
Λ(F) ≤
k∑
i=1
k∑
j=1
Qt ′i ,t ′′j ((a,∞)× (a,∞)) =
k∑
i=1
k∑
j=1
τa(t
′′
j − t ′i ).
Inserting this into (9) and recalling that P[A] = e−Λ′(E ′) and P[B] = e−Λ′′(E ′′), we obtain
P[A ∩ B] = e−Λ(E) = e−Λ′(E ′)−Λ′′(E ′′)+Λ(F) ≤ e
k∑
i=1
k∑
j=1
τa(t ′′j−t ′i )
P[A]P[B].
This completes the proof of the second inequality in (8). 
2.5. Proof of Theorem 1.1
The sets of the form (6) and (7) generate the σ -algebra σ(X). A standard approximation
argument shows that the conditions of Definition 2.1 need to be verified for such sets only. The
process X is mixing iff for every random events A, B as in (6) and (7),
lim
t→∞P[A ∩ Tt B] = P[A]P[B]. (10)
Suppose first that X is mixing. By (10) with A = B = {X (0) ≤ a}, where a > 0, this implies
that
lim
t→∞P[X (0) ≤ a, X (t) ≤ a] = P[X (0) ≤ a]P[X (t) ≤ a].
Taking the logarithm and recalling (2), we obtain limt→∞ τa(t) = 0. This proves the implication
1⇒ 3 of the theorem.
To prove the implication 3⇒ 1, suppose that limt→∞ τa(t) = 0 for every a > 0. Then
lim
t→∞
k∑
i=1
k∑
j=1
τa(t + t ′′j − t ′i ) = 0.
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Let A, B be arbitrary as in (6) and (7). Applying Lemma 2.2 to the events A and Tt B, we see
that (10) holds. This shows that X is mixing and completes the proof of the implication 3⇒ 1.
The implication 2 ⇒ 1 holds trivially. Thus, to complete the proof, we need to prove the
implication 3⇒ 2. Let A(0), A(1), . . . be random events of the form
A( j) = {X (s( j)i ) ≤ y( j)i , i = 1, . . . , k}
for some k ∈ N, s( j)i ∈ R, y( j)i > 0 (i = 1, . . . , k; j = 0, 1, . . .). Recall that the process X is
mixing of order r ∈ N iff for every A(0), . . . , A(r) as above, we have
lim
t1,...,tr→+∞
P[A(0) ∩ Tt1 A(1) ∩ · · · ∩ Tt1+···+tr A(r)] = P[A(0)] . . .P[A(r)]. (11)
Suppose now that Condition 3 holds, i.e. limt→∞ τa(t) = 0 for all a > 0. We have already shown
that this implies (11) with r = 1. To handle the general case, we use an induction on r . Assume
that we have proved (11) for some r = p ∈ N. Let A = A(t1, . . . , tp) and B = B(t1, . . . , tp+1)
be random events defined by
A = A(0) ∩ Tt1 A(1) ∩ · · · ∩ Tt1+···+tp A(p), B = Tt1+···+tp+1 A(p+1).
By Lemma 2.2,
P[A]P[B] ≤ P[A ∩ B] ≤ eθt1,...,tp+1P[A]P[B], (12)
where θt1,...,tp+1 is given by
θt1,...,tp+1 =
k∑
i ′=1
k∑
i ′′=1
p∑
j=1
τa((t1 + · · · + tp+1)+ s(p+1)i ′′ − (t1 + · · · + t j )− s( j)i ′ ).
By Condition 3, we have limtp+1→+∞ θt1,...,tp+1 = 0. Therefore, by (12),
lim
t1,...,tp+1→+∞
P[A ∩ B] = lim
t1,...,tp→+∞
P[A]P[B] = P[A(0)] . . .P[A(p+1)],
where the second equality follows from the fact that by the inductive assumption, limt1,...,tp→+∞
P[A] = P[A(0)] . . .P[A(p)]. It follows that
lim
t1,...,tp+1→+∞
P[A(0) ∩ A(1)t1 ∩ · · · ∩ A(p+1)t1+···+tp+1 ] = P[A(0)] . . .P[A(p+1)].
This proves (11) with r = p + 1 and completes the proof of the implication 3⇒ 2.
2.6. Proof of Theorem 1.2
To prove Theorem 1.2, we will need the following elementary lemma.
Lemma 2.3. Let θ : R→ [0,C] be a measurable function, where C > 0 is some constant. Then
the following two statements are equivalent:
1. For some (equivalently, every) κ > 0, limT→∞ 1T
∫ T
0 e
κθ(t)dt = 1.
2. limT→∞ 1T
∫ T
0 θ(t)dt = 0.
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Proof. Since the exponential function u 7→ eκu is convex, we have
1+ κθ(t) ≤ eκθ(t) ≤ 1+ C−1(eκC − 1)θ(t).
The statement of the lemma follows readily. 
Proof of Theorem 1.2. The process X is ergodic iff for every two events A, B as in (6) and (7),
lim
T→∞
1
T
∫ T
0
P[A ∩ Tt B]dt = P[A]P[B]. (13)
Further, X is weakly mixing iff for every A, B as in (6) and (7),
lim
T→∞
1
T
∫ T
0
|P[A ∩ Tt B] − P[A]P[B]|dt = 0. (14)
By the first inequality in (8), P[A∩Tt B] ≥ P[A]P[B], which implies that conditions (13) and (14)
are equivalent. This proves the equivalence 1⇔ 2 of the theorem.
Suppose now that X is ergodic, which means that (13) holds. Taking A = B = {X (0) ≤ a}
for some a > 0 in (13), we obtain that
lim
T→∞
1
T
∫ T
0
eτa(t)dt = 1. (15)
Indeed, this follows from the fact that eτa(t) = P[A ∩ Tt B]/(P[A]P[B]) by (2). Note that by
Lemma 2.1,
τa(t) = Q0,t ((a,∞)× (a,∞)) ≤ Q0,t ((a,∞)× R+) = Q0((a,∞)), (16)
where the last equality follows from Remark 2.1. This implies that we have 0 ≤ τa(t) ≤ C
for some constant C and all t ∈ R. An application of Lemma 2.3 to (15) gives limT→∞ 1T∫ T
0 τa(t)dt = 0. This proves the implication 1⇒ 3 of the theorem.
Now suppose that Condition 3 of the theorem holds, that is
lim
T→∞
1
T
∫ T
0
τa(t)dt = 0, ∀a > 0. (17)
Let A, B be random events as in (6) and (7). By Lemma 2.2, we have
P[A]P[B] ≤ 1
T
∫ T
0
P[A ∩ Tt B] ≤ P[A]P[B] ·
(
1
T
∫ T
0
eθ(t)dt
)
, (18)
where
θ(t) =
k∑
i=1
k∑
j=1
τa(t + t ′′j − t ′i ).
By (16), there is C such that 0 ≤ θ(t) ≤ C for all t ∈ R. It follows from (17) that
limT→∞ 1T
∫ T
0 θ(t)dt = 0. Applying Lemma 2.3, we obtain
lim
T→∞
1
T
∫ T
0
eθ(t)dt = 1.
Together with (18), this implies that (13) holds. Hence, X is ergodic. This completes the proof
of the implication 3⇒ 1 and the proof of the theorem. 
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3. Examples
3.1. Ergodicity and mixing of max-stable processes
A stochastic process X is called max-stable if for every n ∈ N, the maximum of n independent
copies of X , taken pointwise, has the same law as X up to an affine transformation [5]. In the
sequel, let {X (t), t ∈ R} be a stationary measurable max-stable process whose marginals are
standardized to have 1-Fre´chet distribution with unit scale parameter, i.e.
P[X (t) ≤ y] = e−1/y, t ∈ R, y > 0. (19)
There is no loss of generality in assuming (19) since stationary max-stable processes with more
general marginals can be reduced to the above class by simple transformations [5].
Our goal in this section is to give criteria for ergodicity and mixing of stationary max-stable
processes. Since max-stable processes are max-i.d., Theorems 1.1 and 1.2 are applicable. We will
see that in the max-stable case, the dependence coefficient τa(t) reduces to a natural dependence
coefficient r(t) which goes back to [28,30,6,29], and is defined as follows. Let t ∈ R. By max-
stability of the random vector (X (0), X (t)), there is a %(t) > 0 such that
P[X (0) ≤ y, X (t) ≤ y] = e−%(t)/y, y > 0. (20)
Then r(t), a coefficient measuring the dependence between X (0) and X (t), is defined by
r(t) = 2 − %(t). We have r(t) ∈ [0, 1], and the cases r(t) = 0 and r(t) = 1 correspond to
independence and a.s. equality, respectively.
Lemma 3.1. Let {X (t), t ∈ R} be a stationary max-stable process such that (19) is satisfied.
Then for every a > 0, τa(t) = r(t)/a.
Proof. It follows from (2) combined with (19), (20) that τa(t) = (2− %(t))/a = r(t)/a. 
As an immediate corollary of Theorem 1.1 and Lemma 3.1, we obtain the following result of [29],
Theorem 3.4.
Theorem 3.1. Let {X (t), t ∈ R} be a stationary measurable max-stable process such that (19)
is satisfied. Then X is mixing iff limt→∞ r(t) = 0.
Before stating our characterization of ergodicity, note that the function r(t) is continuous and
positive definite (see Proposition 1.1 or [27,29]) and hence, by Bochner’s theorem, there is a
finite measure µ on R, symmetric with respect to the origin, such that r(t) = ∫R eit xµ(dx) for
all t ∈ R.
Theorem 3.2. Let {X (t), t ∈ R} be a stationary measurable max-stable process such that (19)
is satisfied. Then the following conditions are equivalent:
1. X is ergodic.
2. X is weakly mixing.
3. limT→∞ 1T
∫ T
0 r(t)dt = 0.
4. The measure µ has no atom at 0.
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Proof. Using Theorem 1.2 and taking into account Lemma 3.1, we see that Conditions 1, 2, 3
are equivalent. The fact that Condition 3 and Condition 4 are equivalent can be established as
follows. Note that for every x ∈ R,
lim
T→∞
1
T
∫ T
0
eit x dt = 1{0}(x).
Note also that
∣∣∣ 1T ∫ T0 eit x dt∣∣∣ ≤ 1 for every T > 0. By the bounded convergence theorem, we
have, as T →∞,
1
T
∫ T
0
r(t)dt =
∫
R
(
1
T
∫ T
0
eit x dt
)
dµ(x)→
∫
R
1{0}(x)dµ(x) = µ({0}).
This completes the proof. 
A condition for ergodicity of max-stable processes which is difficult to verify was given
in [29, Theorem 3.2]. Later, this result of [29] was used in [10] to show that a max-stable
process is ergodic iff the flow generating its spectral representation has no positive recurrent
component. For symmetric α-stable processes, a measure of dependence similar to r(t) is called
the codifference; see [26]. Theorems 3.1 and 3.2 are thus max-stable counterparts of the α-stable
results of [22,23]. It is interesting to compare Condition 4 of Theorem 3.2 to a classical result
of [13] saying that a stationary Gaussian process is ergodic iff its spectral measure has no atoms
(and not only no atom at 0). Let us also stress that in sharp contrast to the Gaussian case, the
knowledge of r(t) (or, equivalently, µ) does not determine the law of the max-stable process X
completely. Nevertheless, ergodicity and mixing of X can be characterized in terms of r only.
The next remark follows from a well-known characterization of Cesa`ro summability (see
[23, Lemma 1]) and the fact that r(t) ∈ [0, 1]. Recall that the (upper) asymptotic density of a
measurable set D ⊂ (0,∞) is defined as lim supT→+∞ 1T λ(D∩(0, T )), where λ is the Lebesgue
measure on R.
Remark 3.1. The conditions of Theorem 3.2 are equivalent to either of the following two
conditions.
1. There is a measurable set D ⊂ (0,∞) of asymptotic density 0 such that limt→+∞, t 6∈D r(t)
= 0.
2. For every ε > 0 there is a measurable set Dε ⊂ (0,∞) of asymptotic density at most ε such
that limt→+∞, t 6∈Dε r(t) = 0.
3.2. Ergodicity and mixing of Brown–Resnick processes
Let us mention an application of Theorem 3.2 to Brown–Resnick processes, a class of
max-stable processes which was introduced in [11] and which is defined as follows. Let Wi ,
i ∈ N, be independent copies of a zero-mean measurable Gaussian process {W (t), t ∈ R} with
stationary increments, W (0) = 0, and variance σ 2(t). Independently, let Ui , i ∈ N, be the points
(arranged in the descending order) of a Poisson process onRwith intensity e−x . Then the process
{X (t), t ∈ R} defined by
X (t) = max
i∈N
eUi+Wi (t)−σ 2(t)/2 (21)
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is max-stable with marginals satisfying (19). It was shown in [11] that X is stationary and that
the dependence function of X is given by
r(t) = Φ¯(σ (t)/2), (22)
where Φ¯(z) = (2pi)−1/2 ∫∞z e−x2/2dx is the tail of the standard Gaussian distribution. By
Theorem 3.1, this implies that the process X is mixing iff limt→∞ σ 2(t) = ∞. This fact was
noted in [11], but a characterization of ergodicity remained open. Now we are able to fill this
gap.
Proposition 3.1. Let X be as in (21). Then the following conditions are equivalent:
1. X is ergodic.
2. There is a measurable set D ⊂ (0,∞) of asymptotic density 0 such that limt→+∞, t 6∈D
σ 2(t) = ∞.
3. For every ε > 0 there is a measurable set Dε ⊂ (0,∞) of density at most ε such that
limt→+∞, t 6∈Dε σ 2(t) = ∞.
Proof. The statement follows from Remark 3.1 and (22). 
We complete this section with an example which shows that Brown–Resnick processes can
exhibit rather exotic behavior.
Proposition 3.2. There exists a Brown–Resnick process which is ergodic but non-mixing.
Proof. Define a function σ 2(t) by
σ 2(t) =
∞∑
k=1
(1− cos(2pi t/2k)). (23)
The elementary inequality 1 − cos z ≤ z2/2 shows that the series on the right-hand side of (23)
converges uniformly on compacts. Hence, the function σ 2 is finite and continuous. Further, the
function σ 2 is negative definite (see e.g. [2]) since the function t 7→ 1 − cos(at) is negative
definite for every a. We claim that the Brown–Resnick process X corresponding to σ 2 is ergodic
but non-mixing.
First we show that X is non-mixing. Take t = 2n for some n ∈ N. Then 1− cos(2pi t/2k) = 0
for k = 1, . . . , n, so the first n summands on the right-hand side of (23) vanish. If k = n + l
for some l ∈ N, then the inequality 1 − cos z ≤ z2/2 implies that 1 − cos(2pi t/2k) ≤ 2pi22−2l .
Therefore,
σ 2(2n) ≤ 2pi2
∞∑
l=1
2−2l = 2pi2/3.
By a result of [29,11] mentioned above, this implies that X is non-mixing.
Let us show that X is ergodic. Take some small ε > 0. We will construct a set Dε satisfying
Condition 3 of Proposition 3.1. For every k ∈ N define a set Ak = ∪i∈Z[(i − ε)2k, (i + ε)2k].
For n, k ∈ N let Bk,n = [2n, 2n+1] \ Ak . For t ∈ [2n, 2n+1] we define a function Sn(t) =∑n
k=1 1Bk,n (t). Let Dn,ε = {t ∈ [2n, 2n+1] : Sn(t) < (1/2)n}. We claim that the set Dε =∪n∈N Dn,ε satisfies the requirements of Condition 3 of Proposition 3.1.
First let us estimate the asymptotic density of Dε. To this end, we show that
mn,ε := λ(Dn,ε) ≤ 6ε · 2n, (24)
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where λ is the Lebesgue measure. An easy calculation shows that λ(Bk,n) = (1−2ε)2n for every
k = 1, . . . , n. It follows that∫ 2n+1
2n
Sn(t)dt = (1− 2ε)2nn. (25)
To prove (24), assume that mn,ε > 6ε · 2n . Estimating Sn(t) by (1/2)n if t ∈ Dn,ε, and by n
otherwise, we obtain∫ 2n+1
2n
Sn(t)dt ≤ (1/2)nmn,ε + (2n − mn,ε)n = 2nn − (1/2)mn,εn < 2nn − 3ε · 2nn.
However, this contradicts (25). This completes the proof of (24).
Now, the upper asymptotic density of Dε can be estimated as follows. Let T ∈ [2n, 2n+1] for
some n ∈ N. Then we have
λ([0, T ] ∩ Dε) ≤ λ([0, 2n+1] ∩ Dε) =
n∑
k=1
λ(Dk,ε) ≤ 6ε
n∑
k=1
2k < 12ε · 2n ≤ 12εT .
It follows that
lim sup
T→+∞
T−1λ([0, T ] ∩ Dε) ≤ 12ε,
which proves that the asymptotic density of Dε does not exceed 12ε.
It remains to prove that
lim
t→+∞,t 6∈Dε
σ 2(t) = ∞. (26)
For every t 6∈ Ak , the distance from the number t/2k to Z is at least ε. Therefore, we have
1 − cos(2pi t/2k) > c(ε) for all t 6∈ Ak , where c(ε) > 0 is some constant not depending on k.
Take some t ∈ [2n, 2n+1]. If additionally t 6∈ Dn,ε, then
σ 2(t) ≥
n∑
k=1
(1− cos(2pi t/2k)) ≥ c(ε)
n∑
k=1
1Bk,n (t) = c(ε)Sn(t) ≥ (1/2)c(ε)n,
where the last inequality follows from the definition of the set Dn,ε. It follows that there is a
constant C such that for every t > 2 with t 6∈ Dε, we have σ 2(t) ≥ C log t . This completes the
proof of (26) and the proof of the proposition. 
3.3. Distance to the nearest particle in an ideal gas
In this section we apply Theorem 1.1 to show that a process studied by Penrose [17–19] is
mixing. This process describes the distance from the origin to the nearest particle in a gas of
particles moving independently of each other according to the law of some stochastic process
with stationary increments. (Note that Penrose considers Brownian motion as a driving process).
The precise definition is as follows. Denote by ‖ · ‖2 the Euclidean norm on Rd . Let Ui ,
i ∈ N, be the points of a unit-intensity Poisson process on Rd (arranged in such a way that
‖U1‖2 < ‖U2‖2 < · · ·), and, independently, let Wi , i ∈ N, be independent measurable copies
of an Rd -valued stationary increment stochastic process {W (t), t ∈ R}. The points Ui , i ∈ N,
should be thought of as the starting positions of the particles, whereas the processes Wi , i ∈ N,
describe the displacements of the particles relative to their starting positions. In other words, the
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position of the i-th particle at time t ∈ R is given by Ui + Wi (t). Then we are interested in the
process {X (t), t ∈ R} defined by
X (t) = min
i∈N
‖Ui +Wi (t)‖2. (27)
The process X is stationary, which is a consequence of the fact that the process W has stationary
increments. It was pointed out in [19] that the process X is min-i.d. (which means that the process
−X is max-i.d.). The min-i.d. property follows from the fact that for every n ∈ N, the unit-
intensity Poisson process can be represented as a union of n independent Poisson processes with
constant intensity 1/n.
Theorem 3.3. Suppose that the process W satisfies the following condition:
lim
t→∞P[‖W (t)‖2 < a] = 0 for every a > 0. (28)
Then the process X defined in (27) is mixing.
Remark 3.2. For example, condition (28) is satisfied forRd -valued fractional Brownian motions
and Rd -valued Le´vy processes.
Proof. In view of Theorem 1.1 applied to the process e−X , we need to show that for every a > 0,
we have limt→∞ τa(t) = 0, where
τa(t) = logP[X (0) ≥ a, X (t) ≥ a] − 2 logP[X (0) ≥ a]. (29)
We are going to compute the dependence coefficient τa(t). Define random events A1 and A2 by
A1 = {@i ∈ N : ‖Ui‖2 < a},
A2 = {@i ∈ N : ‖Ui‖2 ≥ a, ‖Ui +Wi (t)‖2 < a}.
Let B(a) be the d-dimensional ball of radius a around the origin, and denote by V (a) its volume.
By the definition of the homogeneous Poisson process, the number of i ∈ N such that ‖Ui‖2 < a
is Poisson distributed with mean V (a). Thus,
P[X (0) ≥ a] = P[A1] = e−V (a). (30)
Further, the number of i ∈ N having the property ‖Ui‖2 ≥ a and ‖Ui + Wi (t)‖2 < a is Poisson
distributed with parameter∫
Rd\B(a)
P[x +W (t) ∈ B(a)]λ(dx),
where λ is the Lebesgue measure on Rd . Therefore,
P[A2] = exp
(
−
∫
Rd\B(a)
P[x +W (t) ∈ B(a)]λ(dx)
)
. (31)
Let µt be the law of the random vector W (t). By Fubini’s theorem, we have∫
Rd
P[x +W (t) ∈ B(a)]λ(dx) =
∫
Rd
∫
Rd
1x+w∈B(a)µt (dw)λ(dx)
=
∫
Rd
(∫
Rd
1x∈B(a)−wλ(dx)
)
µt (dw)
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=
∫
Rd
V (a)µt (dw)
= V (a).
Inserting this into (31), we obtain
P[A2] = exp
(
−V (a)+
∫
B(a)
P[x +W (t) ∈ B(a)]λ(dx)
)
. (32)
By the independence property of Poisson processes, the events A1 and A2 are independent. Thus,
P[X (0) ≥ a, X (t) ≥ a] = P[A1 ∩ A2] = P[A1]P[A2].
Hence, by (30) and (32),
P[X (0) ≥ a, X (t) ≥ a] = exp
(
−2V (a)+
∫
B(a)
P[x +W (t) ∈ B(a)]λ(dx)
)
. (33)
Recalling that τa(t) was defined in (29) and using (30) and (33), we obtain
τa(t) =
∫
B(a)
P[x +W (t) ∈ B(a)]λ(dx).
We can estimate
0 ≤ τa(t) ≤
∫
B(a)
P[W (t) ∈ B(2a)]λ(dx) = V (a)P[W (t) ∈ B(2a)].
It follows from (28) that the right-hand side goes to 0 as t → ∞. Thus, limt→∞ τa(t) = 0. By
Theorem 1.1, this completes the proof. 
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