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Abstract 
Traditional debuggers are of limited value for modern scientific codes that manipulate large complex data structures. Current 
parallel machines make this even more complicated, because the data may be distributed across multiple processors, making it 
difficult to view, interpret and validate the contents of a distributed structure. As a result, many applications' developers resort to 
placing validation and display code directly in the source program itself. This paper discusses a novel debug-time assertion, 
 data structures. We present the design and implementation 
of statistical assertions, and illustrate the debugging technique with a molecular dynamics simulation. We evaluate the 
performance of the system on a 12,000 processor Cray XE6, and show that it is useful for real time debugging. 
Keywords: Debugging; Assertion; Statistic; Parallel Architecture 
1. Introduction 
Many scientific codes manipulate enormous multi-dimensional data structures, often distributed across parallel 
processes, and it is impractical for a user to trace problems by focussing on individual data elements. Our earlier 
work has demonstrated that ad hoc debug-time assertions can assist in this task because it is not necessary to 
examine every value in a large data structure [1]. The study showed that in a number of cases, a parallel computer 
can be used to execute the assertion logic, making it efficient when used on large data structures and machines. 
This paper introduces a new type of ad hoc debug-time assertion called a Statistical Assertion. Such assertions 
allow users to reason about derived metrics rather than the raw data. The essence of this approach is to (1) diminish 
the substantial amount of raw data t
decomposition across a large number of processors; and (3) leverage parallelism to make the system fast enough for 
real time debugging. Statistical assertions can test the statistical  state of a large distributed array, and can be 
refined iteratively by the user in order to locate the source of an error. Because evaluation is likely to be expensive, 
we propose a scheme that executes the assertion in parallel, making assertions over large data structures feasible. 
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We also discuss how partial statistical results are aggregated, and compared. These ideas are implemented in an 
existing parallel debugger, Guard [1, 2]. The rest of the paper demonstrates sample use of the proposed techniques 
in debugging a molecular dynamics application, and presents performance results from a 12,000 core Cray XE6. 
2. Motivation and Statistical Assertions 
As more data is produced and gathered, statistic and data patterning (or data mining) [3] is becoming an 
increasingly important concept for transforming data into information. For example, data mining is popular in a 
wide range of profiling practices, such as marketing, finance, climate modelling, and earth systems [3]. In addition, 
most highly performance software, not only generates raw data, but also produces patterning information in forms of 
histograms, probability distributions, or data models (i.e mathematical functions). These statistics not only give the 
users great insights of the observed phenomena, but also sometimes display unusual details of the computation. 
Recently, we recognized the importance of extracting statistical information for debugging purposes whilst 
chasing an error in one of our software tools (the debugger, in fact). Specifically, we generated a performance model 
based on a set of simulations, and produced a plot that summarized the model behavior with a two-dimensional 
graph. This simple display highlighted an error, and we subsequently found a coding bug. Importantly, the error 
became obvious not through the detailed examination of process state, as supported by almost all debugging tools, 
but through a simple proxy  a graph showing one derived variable against another. The location of the bug could be 
deduced quite accurately without viewing the source code, because the graph contained sufficient information about 
the type of error. This example highlights the potential of using statistic instead of raw data to locate coding defects. 
A statistical assertion is defined as a predicate consisting of two data models in the form of either statistical 
primitives (e.g. mean or standard deviation values) or data models (e.g. histograms or density functions). Statistical 
assertions allow the user to compare data pattern information between two data structures, instead of comparing the 
exact values like the assertions used in previous work [1, 2]. For example, it is possible to assert that the mean value 
of a large dataset is between certain bounds during the life of a function call, or the number of elements in an array 
needs to be in a specific range. More advanced statistical assertions allow the user to state that the histogram formed 
by all elements in a specific dataset must be equivalent to a histogram formed by another dataset, or assert that all 
elements in dataset should be normally distributed. 
Statistical assertions are useful in debugging large scale scientific problems because (1) they allow users to focus 
on the scientific meaning of the computations instead of the exact data values produced by them, and (2) they reduce 
the complexity in debugging stochastic processes, for example as found in Monte Carlo methods. Statistics can be 
used to reflect scientific knowledge behind a computation, thus by using statistical assertions; a user can integrate 
such knowledge into the debugging process and transform it into runtime invariants that ensure the correct execution 
of the code at runtime. Failure to comply with such expectations will lead the users to the incorrect computation. 
Furthermore, stochastic processes pose a nontrivial difficulty in testing and debugging, because the program state is 
often nondeterministic. However, if we disregard the exact data values, the data patterns extracted from those 
datasets are often deterministic. Statistical assertions allow the users to capture such determinism, and make 
debugging stochastic simulations more practical, whilst reducing the complexity of processing raw data. 
3. Design of Statistical Assertions 
The support for statistical assertions requires a framework that addresses two issues. First, it needs to support a 
wide range of useful statistics, and it is desirable to compute these in parallel in order to provide real time debugging 
of large datasets. Second, the framework should allow users to create arbitrary user-defined data models. The 
following texts focus on these issues respectively. Details regarding the implementation are discussed in section 4. 
3.1. Split-phase Statistical Operation 
The parallel computation of basic statistics such as average, max, min is relatively straight forward; however, 
more complex statistics require special handling. For example, given a dataset X, the typical standard two-pass 
algorithm for computing standard deviation [3] is not efficient in parallel, because it requires all elements in X to be 
examined twice. Even though there are one-pass algorithms that compute the standard deviation value, some of them 
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are numerically unstable. However, the pair-wise algorithm [3] provides much better accuracy. Given X=A B, one 
can compute the variance in one pass by computing sample mean value  and the sum of squares of differences from 
 denoted as M2,i, for A and B independently. These values can later be combined to calculate the overall standard 
deviation value using the following formulas 
 
M2,X M2,A M2,B
2 nAnB
nX
        (1) 
 
stdev
M2,X
nX
          (2) 
 
This algorithm can be executed in two phases, and the first 
phase can be parallelised (as depicted in Figure 1). Therefore, 
we design the statistical reduction process as a split-phase 
operation, as below. As it turns out, this design actually maps 
well onto the client/server architecture of our host debugger, 
as discussed in the section 4 [1]. 
Parallel: calculate a set of primary statistics from the 
input dataset. Examples are sample size, minimum, 
maximum, mean etc. This phase is embarrassingly parallel as 
it does not involving any inter-process communication; and 
Aggregation: assemble a collection of primary statistics to 
form a full statistical model. This contains both primary and 
derived statistics, for instance variance or standard deviation 
values. 
3.2. User-defined Abstract Data Models 
Some statistical assertions require users to create arbitrary data models. For example, to assert that elements in a 
dataset follow a Gaussian distribution, the histogram constructed using the target dataset must be compared against a 
histogram built with random numbers, generated from the Gaussian distribution. In order to create accurate 
distributions, we need to perform quite a few computations, and it is desirable to parallelise this operation as well. 
The split-phase scheme presented above can be used to create distributions in parallel. 
4. Implementation 
To test the ideas proposed in section 3, we have implemented statistical debug-time assertions in Guard, an 
existing parallel command line debugger [1]. In this section, we present the implementation details. 
4.1. User-defined Statistic Function 
There are a few options for allowing users to create statistical reduction functions. First, a debugger command 
language can be introduced.  For example, TotalView defines a special scripting language called TVScript [6]. 
Another approach is to integrate an existing scripting language (and associated runtime), such as Python [7], into the 
debugger. Finally, it is possible to leverage a conventional programming language, such as C, and its compiler and 
runtime, by compiling arbitrary modules and linking these into the debugger binary. This approach has the 
disadvantage that erroneous library code can crash the debugger itself; however, it significantly simplifies the 
implementation of a prototype. Accordingly, we have used this technique here. To make it easier for a user to write 
statistical functions, we have defined an API that standardises the interface. Further, we have implemented a set of 
pre-defined statistics using the same technique, and these act as templates for users wishing to develop their own 
functions. Thus, Guard comes with functions such as min/max, element counting, standard deviation, variance, and 
so forth, implemented as externally defined and compiled library, and these can be extended as required. 
 
Figure 1 - Split-phase Statistical Operation 
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Function Template 
To enforce the split-phase statistic framework discussed in section 3.1, a general template is provided in which a 
few compulsory functions are expected. Consider the pseudo code below: 
func my_func (data) 
define my_func_server (data) = server_result; 
define my_func_client (collection) = client_result; 
end
Here, my_func is defined as a parallel reduction function, and the user must define two sub-functions: 
my_func_server and my_func_client. my_func_server specifies the computation that can be performed on sub-
structures retrieved from the back-end debug servers. This function represents the first phase, the parallel phase, of 
the split-phase mechanism discussed in section 3.1. my_func_client specifies how the results of the server function 
are collected from debug servers, merged and transformed (e.g client_result) during assertion evaluation.  
Compilation and Deployment 
After coding, users are not required to compile the code. A debugger command called register compiles the 
source and links it executable against the provided API to create a shared library object. The function name (e.g 
my_func) is stored in the debugger function table, and the share library object is shipped to a location which is 
accessible to both remote debug servers and the front-end client. More details about how debug server and debug 
client can identify which user-defined function to invoke during runtime are discussed later in section 4.3.1. 
Example 
Here, we consider an example where the standard deviation operation can be specified in Guard. Note that the 
pair-wise algorithm is just illustrative of what can be achieved using user-defined functions, and how such functions 
can be parallelised. We chose this for the initial implementation because it is efficient. Alternatively, the traditional 
two-pass algorithm for calculating standard deviation value could be implemented with the existing architecture, 
with the extra overhead. 
func stdev_server(a[], n) {  
for i from 1 to n { sum += a[i];   } result.mean = sum / n; result.size = n; 
for i from 1 to n { result.sum2 += sqr(a[i] - result.mean);   } return result; } 
func stdev_client(servers[], num_procs) { 
cur_mean=servers[1].mean;  cur_size=servers[1].size;  cur_sum2=servers[1].sum2; 
for i from 2 to num_procs { 
sigma=servers[i].mean cur_mean; 
cur_mean=cur_mean+sigma*servers[i].size/(cur_size+servers[i].size); 
cur_sum2=cur_sum2+servers[i].sum2+sigma*sigma*cur_size*servers[i].size/(cur_size+ servers[i].size); 
cur_size=servers[i].size + cur_size;  }  result = sqrt (cur_sum2/size); return result  } 
The pseudo code above defines two functions: stdev_server and stdev_client. stdev_server calculates a set of values 
including sum2, mean and size, while stdev_client aggregates these values to compute the overall standard deviation 
value of the decomposed dataset. To use these functions in a standard deviation assertion, a user issues the following 
commands in Guard: 
register <path_to_C_file>/stdev.c 
assert stdev ($a::var@par.c:100) > 0.2 
The file stdev.c is compiled, and the stdev function is registered. The execution of the assertion computes the 
standard deviation value using each element in the array var at line 100 of source file par.c, and then compares it 
against the constant 0.2. If elements in array var deviate more than 0.2, the assertion fails and the program will be 
stopped for further examination. 
4.2. User-defined Data Models 
To help users create abstract data models, we introduce a new debugger built-in function, called randset, that 
defines random variates. The type of probability density function, such as Gaussian, Cauchy, Poisson etc, and the 
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number of samples, describe a random dataset. In addition, different distribution functions require different set of 
parameters including mean, standard deviation, and scale parameter values. 
randset (<distribution_name>, <dataset_size>, ...) 
Currently, Guard supports various typical distribution models including Binomial, Gaussian, Cauchy, Poisson, and 
Maxwell-Boltzmann. The population of the random variates are created in parallel by the debug back-ends. 
4.3. Model Comparison 
With statistical assertions such as the histogram assertion, we do not compare two sets of exact values, but rather 
compare two abstract data models. Therefore, the differences can only be estimated via the 2 goodness of fit test 
[6]. For comparison of two histograms, the statistic 2 can be calculated using the general formula (3) [6]. 
2 Hi Ei
2
Eii 1
N
 where 
Hi :  the observed frequency for bin i
Ei :  the theoretical frequency for bin i
   (3) 
The value of 2 then will be used to determine the p-value by comparing to a chi-squared distribution. The p-value is 
used to assert the hypothesis by comparing with user-defined . This parameter is also specified in 
 
create $model=randset (gaussian, 100000 ,0.05) 
set reduce histogram (1000, 0.0, 1.0) 
assert $a::my_array@code.c:455 ~ $model < 0.02 
The example above describes the comparison of the histogram constructed using data obtained from the variable 
my_array at line 455 of source file code.c, and the histogram generated using the dataset pointed by the debugger 
variable $model. According to the create command, $model is a random variate consisting of 100,000 samples from 
the Gaussian distribution with standard deviation of 0.05. If the 2 test result is smaller than the significance level 
 
4.4.  
This section describes the general process of executing a statistical assertion through the current architecture. 
Guard employs a client/server model, where the debugger is divided into a single front-end client and multiple 
servers, to ensure that the processes being debugged can be distributed onto multiple processors and can be 
controlled independently (Figure 2). Communication between client and servers is performed by highly scalable 
network infrastructure such as MRNet [7]. The tree layout is explicitly determined when the debugger invokes a 
parallel program based on the number of processes involved. The client process is attached to the root node of the 
tree while debug servers are attached to the leaf nodes. Other parallel debuggers, such as TotalView [4], P2D2 [8], 
and DDT [9], use a similar client/server architecture, albeit with different server technology. For example, DDT uses 
GDB as its debug engine, whereas TotalView has its own proprietary code. 
The details of how this architecture is useful for processing ad hoc debug-time assertions is discussed fully in our 
previous work [1, 2]. The following sections discuss the mechanism used to parallelise statistical assertions through 
two main aspects of this architecture: (1) the dataflow engine, which is the core engine for running ad hoc debug-
time assertions [1], and (2) the functionalities of the statistic API which parallelises the statistical operations. 
4.4.1. Dataflow Engine 
An assertion in Guard is compiled into a low-level graph description upon creation [2], and is executed by a 
special interpreter. Figure 3 illustrates the execution flow of a statistical assertion. As described earlier, a statistical 
assertion involves the use of either a user-defined function or the built in reduction command. When the assertion is 
via GETVAR_SET) and sent to 
debug servers. Debug servers reduce the raw data into primitive statistics in parallel according to the server function 
(1). The results are collected and passed up the network tree. These are integrated into the required statistic using the 
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client function by the front-end (2). 
flag the final outcome of the assertion. 
4.4.2. Statistics API 
A new component, Statistic API, is added into the current architecture, shown in Figure 2. This API contains a 
collection of functions, which validate, compile and communicate user-defined statistical functions between the 
front-end client and the back-end debug servers. The register command, discussed in 4.1.1 makes use of these API 
functions. Likewise, the debug servers invoke functions in this API to perform various statistical reduction activities. 
Furthermore, when the assertion requires the creation of user-defined data models, statistic API provides routines to 
evaluate the randset command and produce the random variates. 
5. Case Study: Molecular Dynamics 
5.1. Background 
In this case study, we used a parallel molecular dynamics code [10] written in C using MPI. We replicate a set of 
program bugs presented in Frenkel et al. [11] to illustrate the expressive power and potential of statistical assertions 
for finding errors. This code uses the Lennard-Jones (LJ) potential in modelling a fluid, which is popular for 
investigating various liquid phenomena such as melting, the liquid-vapour surface and nucleation [12], and is a 
fundamental simulation in molecular dynamics. The simulation consists of a 3D cube with each dimension of size L, 
which contains randomly positioned particles, with random initial velocities. At each time step, the system computes 
the new positions for all particles using the interaction force between themselves, and their current velocities. 
5.2. peed 
Since all particles have the same mass, their kinetic energy is only dependent on their speed. In any given fluid, 
the speed varies a great deal, from very slow particles to very fast ones. However, this scalar value spreads 
according to Maxwell-Boltzmann distribution [11]
anomalies in a simulation. In order to test this assumption, we assert that the histogram constructed using the 
speed_array variable is similar to a histogram generated 
with samples picked from Maxwell-Boltzmann 
distribution. This is done with the histogram assertion 
below:  
create $model=randset (maxwell, 49152, 6, 2) 
set reduce histogram (100,0.0,10.0) 
assert $a::speed_array@pmd.c:28 ~ $model < 0.02
The first command builds a set of 49,152 samples from 
the Maxwell-Boltzmann distribution. This command 
Figure 4 - Speed Histogram Comparison 
Figure 2 - Guard Layered Architecture With Statistic API Figure 3 - Abstract Execution Of Statistical Assertion 
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requires two constants, which are the current temperature value T m. The distribution 
function is described in equation (4). The following commands request the data obtained from both the speed_array 
variable and the random number set to be reduced to histograms with 100 bins and accumulate data ranging from 0.0 
to 10.0. This assertion fails after several simulation cycles. Figure 4 reveals a large number of excessively fast 
particles, comparing between the buggy behaviour and the expected behaviour. This anomaly is typically a result of 
using large time step ( t) [13]. In this program, t is configured manually as a constant for the life of the simulation, 
and should be sufficiently small to make this behaviour unlikely. Rather, we suspect t has been misused where 
acceleration variable and velocity variable are computed. Closer investigation of the implementation of Velocity-
Verlet algorithm revealed an error (shown below) where the first -kick is performed. Correcting the 
code fixes this bug. 
f (v)
2 m
kT
3
v2 exp
mv 2
2kT
 where :  k is Boltzmann constant     (4) 
rv[i][a]=rv[i][a]+DeltaT*ra[i][a]; Incorrect code 
rv[i][a]=rv[i][a]+DeltaTH*ra[i][a]; Correct code 
5.3. Energy Conservation 
The law of energy conservation states that the total amount of energy in an isolated system remains constant. In a 
LJ system, forces are time independent, thus the total energy, which is the sum of kinetic and potential energies, 
should stay approximately constant [12], compared to the initial provided total energy (via initial temperature). 
Therefore, a drift of this quantity may signal programming errors. To detect this we trigger a standard deviation 
assertion after each simulation cycle to ensure this quantity does not alter significantly. 
assert stdev ($a::totEnergy@pmd.c:28) < 0.1
The assertion above inserts a breakpoint at line 28 where a simulation step is just completed. When it is executed, 
the debugger extracts the totEnergy variable, which holds all total energy values obtained so far, and performs the 
standard deviation operation. After a few simulation steps, the assertion is violated, indicating that total energy value 
has drifted. Since total energy is the sum of kinetic and potential energies, we inspect the code where those variables 
are computed. Importantly, because we keep a fixed temperature throughout the simulation, even though kinetic and 
potential energies do not stay absolutely constant; they are expected to oscillate around a constant value [12]. 
However, monitoring the potential energy variable for a few cycles, we notice that it does not fluctuate, but rather 
keep increasing. The potential energy arises from the interactions of particles with each other. Therefore, we inspect 
the segment of code where interaction force is computed. We realise the force calculation function is in error. 
According to the force formula (5), the programmer has missed the ri2 term (i.e r2) in the code. 
fx (r)
48x
r2
1
r12
0.5
1
r6
         (5) 
fcVal=48*ri6*(ri6-0.5)+Duc/r1; Incorrect code 
fcVal=48*ri2*ri6*(ri6-0.5)+Duc/r1; Correct code 
5.4. Summary 
To date, we have shown how scientific knowledge can be converted into ad hoc debugging assertions in order to 
monitor the progress of the target program. Even though the assertions did not directly locate the defects in the 
source code, they successfully highlighted the anomalies in the progress of the simulation. This information was 
sufficient for the user to scope the region of the defective code and identify the errors. In addition, we demonstrated 
the usage of various statistical assertions including standard deviation, and histogram assertions. The following 
section presents a performance analysis and illustrates the practicality of the scheme. 
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6. Performance Analysis and Evaluation 
In this section, we evaluate the performance of the standard deviation assertion on a 12,000 core Cray XE6 
Gemini 1.2 system. To demonstrate that the approach is applicable to large-scale scientific codes, we use 
information about data structure sizes in a real molecular dynamics simulation. Branicio et al. investigated the 
atomistic mechanisms of fracture accompanying structural phase transformation (SPT) in AlN ceramic under 
hypervelocity impact using a MD simulation with a 209x106 atoms [18]. Each atom requires 3 double precision 
floats to represent each of various keys attributes such as the velocity and acceleration, so the simulation requires 
627 million double-precision floats per attribute. Using these parameters, we measures the scalability of the scheme 
as the number of CPU cores increases. We keep the size of the overall data structure constant as the number of 
processors changes; thus data distributed to each worker reduces as the number of processes increases. 
Evaluating a statistical assertion consists of a few phases. First, after receiving the command from the front-end, 
the remote debug servers obtain data from GDB, and perform the requested statistical operation. This step proceeds 
in parallel since each debug server works independently. Through the network infrastructure (i.e. MRNet), data is 
reduced and returned to the debug client. We denote the time spent on this step as the parallel reduction and 
communication time. Then, the front-end executes post data processing tasks, performing the final reduction 
sequentially. Finally, the front-end performs comparison tasks to flag the outcome of the assertion. 
 Figure 5 shows these times along with the overall assertion time on a log scale. It can be seen that the overall 
assertion time is dominated by the parallel reduction and communication time, they almost overlap each other. This 
measure decreases as the number of processors increases because the parallel reduction time outweighs the 
communication time, due to the efficient aggregation of data throughout the MRNet communication network. The 
post data processing time grows as the number of processors increase, because it is performed sequentially in the 
front-end. Therefore, at around 8,192 cores, parallel reduction and communication time diverges from the overall 
assertion time. However, it is very small and hardly affects the overall assertion time.  As a result, the tool achieves 
a good speedup overall as depicted in Figure 6, and more importantly, reduces the assertion execution time to the 
order of seconds, making is feasible as an interactive debugging aid. 
7. Related Work 
[15] scientific debugging method, in 
which a user invents a hypothesis about  program behaviour, and then tests it against an observation. Related work 
on the use of statistical hypothesis includes Zhou et al. [16], Daikon [17], and DIDUCE [18]. They demonstrate that 
statistics-rule-based approaches are very promising in detecting bugs that do not violate any programming rules. 
However, they only work with sequential programs and are not evaluated in parallel. DMTracker [19] also employs 
the statistics-rule-based technique and provides a solution for parallel applications. The tool can automatically detect 
the cause of phenomena such as data corruption or deadlocks by observing data movements between parallel 
processing threads. A more notable example of applying statistics for debugging is the Statistical Debugging 
Figure 6 - Strong Scaling Standard Deviation Assertion Figure 5 - Assertions Speedup Against #Processors 
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technique developed by Liblit et al. [20]. The author argues that stochastic failures can be reported multiple times 
and the information, extracted from reporting data via various statistical and modelling techniques, can be used to 
deduce the likely location of the bugs. However, the goal of DMTracker and statistical debugging technique is only 
to isolate a certain class of bugs namely program runtime failure. They obviously cannot be used to identify bugs 
that do not abort the operation of the program but silently corrupt the final results. 
For interactive debugging paradigm, DDT [9] supports the use of a simple bar code like snapshot to show the 
spread of values for a given variable, while TotalView debugger [4] provides users with a limited number of 
statistical functions including max/min, mean, median, standard deviation, quartiles: first and third, and upper/lower 
adjacent. These are statistical functions of the type we e  TVScript allows users to 
perform arbitrary actions at breakpoints, conditional breakpoints [21]. These are promising 
tools for monitoring statistical features of the application. However, with these tools, it is difficult to reason about 
the collective state of a parallel program. Our implementation in this work provides a parallel solution implicitly. 
The split-phase scheme implemented in this work resembles the MapReduce programming paradigm [22]. In 
MapReduce paradigm, the Map step involves the partition of sub-problems onto multiple worker nodes, and these 
worker nodes perform the assigned tasks in parallel before passing the answer back to its master node. These 
activities are carried out by the Parallel phase in our scheme. Second, both the Reduce step in MapReduce and the 
Aggregation phase in the split-phase scheme take the answers to all the sub-problems and combine them in some 
way to get the output. It would be interesting to evaluate whether existing MapReduce run times could be used to 
support this work, although, the infrastructure for parallel evaluation and reduction already exist in Guard. 
8. Conclusion and Future Work 
Regardless of the programming paradigm, debugging tools typically report raw data values. This approach has 
become impractical when there are very large data structures, particularly distributed over large parallel computers. 
Typical scientific codes have enormous multi-dimensional data structures and it is not viable to expect a user to 
trace problems without using further data analysis or data reduction methods. In addition, beside the actual source 
code, other knowledge about the application is not typically used to reason about the progress of the target program. 
We believe that statistical techniques help address some of these issues. 
The earlier work on ad hoc debug-time assertions is the foundation for the work in this paper. Here, however, we 
have demonstrated that statistical information instead of raw data, can be very useful in the debugging process. 
Moreover, this can be accelerated using a parallel computer, and we demonstrated this on up to 12,000 cores. 
Specifically, we showed on some reasonably sized applications that complex assertions can be executed in the order 
of seconds, making the technique feasible for real time debugging. 
Spotting outliners is a crucial part of debugging, regardless of the exact methodology used. However, when data 
structures get large and complex, finding values that stand out from the rest becomes increasingly difficult. Modern 
data mining techniques allow user to quickly cluster data values and identify outliners. As a result, we plan to 
incorporate those techniques into our debugging tool, so outliners can be found in massive datasets, which leads to 
the isolation of potential bugs. 
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