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Resumen 
El perfilamiento de clientes es una de las estrategias de mercadeo directo más utilizadas 
por las empresas,  investigaciones en el campo de la minería de datos presentan un 
crecimiento en los últimos años (Patil, Revankar and Joshi, 2009). Algunas de las 
investigaciones sobre mercadeo directo en las que se utilizan soluciones de perfilamiento 
de clientes usando minería de datos resaltan  la necesidad de estudiar aspectos específicos 
acerca de la influencia del pre-procesamiento de datos (PPD) para la mejora de resultados 
(Romdhane, N. Fadhel, and B. Ayeb, 2010). 
El objetivo de esta investigación es identificar la influencia del pre-procesamiento de datos 
dentro del desempeño de modelos de perfilamiento de clientes basados en minería de datos. Este 
documento cuenta con tres capítulos, el primero describe la metodología de la investigación, el 
segundo capítulo corresponde presentación de datos experimentales, el tercer  y último capítulo  
corresponde al análisis de resultados.   
Como resultado de la investigación se describen las mejores prácticas para el pre-
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La influencia del pre-procesamiento de datos dentro del desempeño de modelos de 
perfilamiento de clientes es un área de investigación que requiere ser abordada desde el campo de 
la minería de datos, corresponde a un problema que actualmente es de gran importancia para el 
mercadeo directo1 en las organizaciones,  se observa que en los últimos quince años se han 
realizado estudios con respecto a esta problemática , no obstante estos estudios no identifican una 
relación directa entre el pre-procesamiento de datos aplicado y la calidad de los modelos de 
perfilamiento, siendo estos modelos aquellos que permiten conocer los rasgos particulares de  los 
clientes en una organización. 
   La necesidad de mejorar la calidad de los perfilamientos de clientes que son usados para 
el mercadeo directo, se fundamenta en que  el resultado de un perfilamiento es susceptible a la 
pérdida de calidad, lo que conduce a detectar un perfil impreciso de los clientes, lo cual tiene 
implicaciones negativas en costos y efectividad para la organización.  Técnicamente esto se 
traduce en que es importante que sean revisadas las características de las variables del conjunto de 
datos para garantizar el éxito en la identificación de los perfiles de los clientes. Actualmente no se 
cuenta en esta área de estudio con una caracterización clara sobre la influencia del pre-
procesamiento sobre el desempeño de los modelos de perfilamiento de clientes. 
Por lo anterior, esta investigación tiene por objeto comprender, asociar e identificar 
cuantitativamente el desempeño de los modelos de perfilamiento de clientes con las técnicas de 
pre-procesamiento de datos, así como especificar un conjunto de buenas prácticas de pre-
procesamiento de datos relacionadas con la solución de problemas de perfilamiento de clientes con 
                                                 
1 Mercadeo directo corresponde a la estrategia de interacción personalizada de los clientes en las 
organizaciones, basada en las preferencias, hábitos de consumo y demás rasgos que los caracterizan 
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herramientas de minería de datos.   El desarrollo de este trabajo se presenta en 3 fases, a saber: 
Construcción del caso de estudio (recolección de datos)  en donde se selecciona un conjunto de 
datos del Data Mining Cup; Generación de datos experimentales, en el cual se ejecuta el pre-
procesamiento a través de 3 métodos que son: Multicluster Feature Selection (MCFS), Laplacian 
Score (LPSC) y Spectral Feature Selection (SPEC)  y agrupamiento empleando las técnicas: K-
Medias, agrupamiento jerárquico y mapas auto organizables; y  Comparación y análisis de 
resultados en donde se describen las mejores prácticas para el pre-procesamiento producto de 










2. METODOLOGÍA DE INVESTIGACIÓN 
2.1. ANTECEDENTES Y JUSTIFICACIÓN 
 
Siendo una de las actividades clave dentro del proceso sistémico del mercadeo directo, la 
importancia del perfilamiento2 radica en que permite construir modelos confiables de clientes para 
campañas de mercadeo directo que requieren segmentos definidos, y así se garantiza una mejor 
rentabilidad (Romdhane, Fadhel, and Ayeb 2010). Dichos modelos de perfilamiento ofrecen una 
descripción detallada de los hábitos, las necesidades y el comportamiento de un grupo de clientes. 
De esta forma, el perfilamiento de clientes es reconocido como una herramienta que permite 
aplicar uno de los paradigmas más importantes dentro del mercadeo moderno, el enfoque en los 
clientes, y que además mejora la efectividad y reduce los costos de las estrategias de mercadeo 
(Olson and Chae 2012). 
Uno de los principales problemas que enfrentan los profesionales del mercadeo es la 
generación de perfilamientos efectivos, dichos problemas son resueltos con dos perspectivas 
diferentes, el agrupamiento de clientes (customer clustering) y reconocimiento de patrones de 
clientes (customer pattern recognition) (Bose and Chen 2009). El agrupamiento de clientes tiene 
como objetivo la estructuración de grupos heterogéneos, donde cada grupo está conformado por 
clientes con características similares. Por su parte, el objetivo del reconocimiento de patrones de 
clientes es identificar relaciones entre diferentes características o actividades de los clientes. 
En cuanto al grupo de técnicas utilizadas para completar actividades de perfilamiento a 
través de agrupamiento de clientes, se puede afirmar que, sin duda alguna, las más usadas 
comprenden las técnicas de minería de datos con aprendizaje no supervisado, como lo afirman 
Farahani y Afshari (2012), Ghomi, Taran y Tarana (2012), O’Regan et al. (2011) o Hajiha, Radfar 
y Malayeri (2011). En estas técnicas los métodos aplicados son k-medias, mapas auto-organizados 
(Self Organizing Maps) o algoritmos Gustafson Kessel3 de agrupamiento difuso, entre otros.  
                                                 
2 Perfilamiento de clientes, se define como: La abstracción de diferentes características de los clientes, con 
el propósito de describir los hábitos de consumo, centros de consumo, comportamiento de compra o cualquier otro 
rasgo relacionado con el comportamiento del cliente con respecto a un producto o servicio (Patil, Revankar and 
Joshi, 2009). 
3 Los métodos referenciados corresponden a algoritmos que han sido empleados para efectuar el 
agrupamiento de datos. Técnicas que crean particiones sobre los datos para identificar grupos homogéneos.  
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Igualmente, las investigaciones recientes en pre-procesamiento de datos están compuestas 
en su gran mayoría por la aplicación de técnicas de pre-procesamiento a conjuntos de datos de 
diferente índole, entre los ejemplos más relevantes se encuentran aplicaciones para datos de 
investigación en medicina (Ang et al. 2010), estudios de uso de páginas web ((Munk, Kapusta, and 
Švec 2010) y (Suresh and Padmajavalli 2007)), seguridad en redes (Davis and Clark 2011) y 
telecomunicaciones (Li and Li 2011), entre otros. Incluso es posible identificar trabajos de 
investigación de pre-procesamiento de datos aplicados a mercadeo, como en Zhang y Lu (2007), 
en el que se aplican técnicas de pre-procesamiento para normalizar la información recogida en 
encuestas a clientes. En esa misma línea también se encuentra lo expuesto por Crone, Lessmann y 
Stahlbock (2006), donde los investigadores analizan la influencia de las principales técnicas de 
pre-procesamiento de datos en un modelo de clasificación de clientes para mercadeo directo. 
Otra tendencia dentro de la investigación en pre-procesamiento de datos es la creación y 
mejoramiento de los métodos utilizados, así hay trabajos como el de (Xiaohua Hu, 2003),  en que 
el autor propone y sustenta un algoritmo de discretización4 y eliminación para variables numéricas 
y simbólicas, mientras que en Farquad y Bose (2012) se presenta a los lectores el uso de máquinas 
de vectores de soporte para labores de pre-procesamiento de datos. Por último, es posible reseñar 
el trabajo de Xiang-wei y Yian-fang (2012), en donde se aplica la teoría de conjuntos aproximados 
(rough sets theory) para el procesamiento en una aplicación de clasificación de minería de datos. 
El estudio del pre-procesamiento de datos en minería de datos es un área en la cual se 
requiere profundizar, esto  se debe a que al efectuar un acercamiento bibliométrico5 a las 
publicaciones de investigación relacionadas con minería de datos y con pre-procesamiento de 
datos, como se presenta en las tablas 1 y 2, se identifica que no cuenta con un alto volumen de 
investigaciones sobre el particular. Producto de la revisión se observa que el número de 
publicaciones de los últimos 14 años apenas alcanza un promedio de 103 al año, lo cual es bastante 
pequeño si se compara con las más de 2,100 publicaciones de minería de datos que se producen 
cada año en promedio. Es claro que no es posible ofrecer conclusiones definitivas a partir de estos 
datos, pero la gran diferencia sí muestra atisbos del bajo desarrollo de actividades de investigación 
                                                 
4 Algoritmo de discretización: Permite transformar una o varias variables categóricas y numéricas con un 
dominio amplio, para tener un número limitado de valores posibles para dichas variables según lo requiera el 
problema a solucionar. https://msdn.microsoft.com/es-es/library/ms174512(v=sql.120).aspx 
5 La búsqueda incluyó únicamente artículos de investigación (no artículos de conferencias u otros) con los 
términos “data mining preprocessing” o “data mining data preperation”, en las bases de datos bibliográficas Scopus 
y Web of Knowledge, de los resultados obtenidos fueron eliminados los artículos repetidos. 
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relacionadas con pre-procesamiento de datos, que es un tema que requiere una investigación más 
profunda. 
Tabla 1. Artículos de investigación relacionados con minería de datos y pre-procesamiento de información 
  
Fuente: elaboración propia, con información de Scopus, IEEE Xplore y Science Direct, recopilada en octubre 
de 2015.   
 
 Tabla 2. Detalle de los principales artículos de investigación relacionados con minería de datos y pre-
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Attribute clustering for grouping, 
selection, and classification of gene 
expression data 
2005 
IEEE-ACM Transactions on 
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Bioinformatics 
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The impact of preprocessing on data 
mining: An evaluation of classifier 
sensitivity in direct marketing 
2006 
European Journal of 
Operational Research 
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2007 
Proceedings of the ACM 
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2007 
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Neighborhood rough set based 
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2008 Information Sciences 
Lee, Jong-Hwan; Oh, Sungsuk; 
Jolesz, Ferenc A.; Park, et al 
Application of Independent Component 
Analysis for the Data Mining of 
Simultaneous Eeg-Fmri: Preliminary 
Experience on Sleep Onset 
2009 
International Journal of 
Neuroscience 
Davidson, Ian & Tayi, Giri 
Data preparation using data quality 
matrices for classification mining 
2009 
European Journal of 
Operational Research 
Bilgin, T.T. & Camurcu, A.Y. 
An efficient preprocessing stage for the 
relationship-based clustering framework 
2010 Intelligent Data Analysis 
Munk, M.; Kapusta, J.; Å vec, P. 
& Turani, M. 
Data advance preparation factors 
affecting results of sequence rule analysis 
in web log mining 
2010 
E a M: Ekonomie a 
Management 
Ji, Sae-Hyun; Park, Moonseo & 
Lee, Hyun-Soo 
Data Preprocessing-Based Parametric 
Cost Model for Building Projects: Case 
Studies of Korean Construction Projects 
2010 
Journal of Construction 
Engineering and 
Management-ASCE 
An, L.; Fung, K.Y. & Krewski, D. 
Mining pharmacovigilance data using 
Bayesian logistic regression with James-
Stein type shrinkage estimation 
2010 
Journal of Biopharmaceutical 
Statistics 
Borzemski, Leszek 
The Experimental Design for Data Mining 
to Discover Web Performance Issues in a 
Wide Area Network 
2010 Cybernetics and Systems 
Garbaz, F.; Ã–zbakir, L. & 
Yapici, H. 
Data mining and preprocessing 
application on component reports of an 
airline company in Turkey 
2011 







Davis, Jonathan J. & Clark, 
Andrew J. 
Data preprocessing for anomaly based 
network intrusion detection: A review 
2011 Computers \& Security 
Ge, Y.; Cao, F. & Duan, R.F. 
Impact of discretization methods on the 
rough set-based classification of 
remotely sensed images 
2011 
International Journal of 
Digital Earth 
Jiang, X. 
Linear subspace learning-based 
dimensionality reduction 
2011 
IEEE Signal Processing 
Magazine 
Li, T.-Y. & Li, X.-M. 
Preprocessing expert system for mining 
association rules in telecommunication 
networks 
2011 
Expert Systems with 
Applications 
Martín, G. & Plaza, A. 
Region-based spatial preprocessing for 
endmember extraction and spectral 
unmixing 
2011 
IEEE Geoscience and Remote 
Sensing Letters 
Fuente: elaboración propia, con información de Scopus, IEEE Xplore y Science Direct, recopilada en octubre de 2015. 
 
De igual manera, en cuanto a investigaciones específicas de pre-procesamiento de datos 
aplicadas a conjuntos de datos de mercadeo directo su volumen también es bastante bajo. Solo fue 
posible identificar 2 trabajos ((Zhang and Lu 2007) y (Crone, Lessmann, and Stahlbock 2006)) 
que relacionaran directamente la calidad de los datos de entrada, según el pre-procesamiento 
seleccionado, con los resultados de procesos de minería de datos utilizados en problemas de 
mercadeo directo. 
Con los antecedentes descritos hasta el momento, fue posible identificar una oportunidad 
de investigación con un impacto positivo para el desarrollo de la minería de datos y su aplicación 
para resolver problemas de mercadeo directo. La descripción exacta del problema de investigación 
abordado, su alcance y la metodología utilizada para su solución se presentan a continuación. 
2.2. IDENTIFICACIÓN DEL PROBLEMA 
En general, los antecedentes identificados sobre la solución de problemas de mercadeo 
directo a través de minería de datos muestran el poco conocimiento existente sobre la influencia 
de la calidad de los datos frente a las actividades de procesamiento de datos que involucran minería 
de datos. Es más, dichos antecedentes permiten concluir que hay un conocimiento insuficiente 
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acerca de la influencia del pre-procesamiento de datos (PPD) dentro de las soluciones de minería 
de datos utilizadas para el perfilamiento de clientes en el marco del mercadeo directo. 
En consecuencia, el problema de investigación está delimitado por la ausencia de 
información específica en las publicaciones de investigación acerca de la forma como se efectúa 
el PPD a ser aplicado en los modelos de minería de datos. Normalmente se encuentran conjuntos 
de datos pre-procesados cuyas técnicas de PPD no se encuentran documentadas, por cuanto no es 
posible determinar si tienen injerencia sobre el resultado final del modelo de minería de datos. En 
consecuencia, se requiere analizar cómo el uso de las herramientas de PPD afecta el desempeño 
de los modelos de minería de datos aplicados al perfilamiento de clientes. 
La importancia de la solución del problema planteado radica en la necesidad de acercar la 
investigación de minería de datos aplicada al mercadeo directo a las realidades corporativas, ya 
que en estas investigaciones, frecuentemente enfocadas en el diseño y comparación de algoritmos 
de minería de datos, es común encontrar el uso de conjuntos de datos con pre-procesamientos ya 
aplicados (Crone, Lessmann, and Stahlbock 2006). Esta práctica representa un riesgo para la 
calidad de los resultados obtenidos, ya que éstos pueden presentar sesgos generados por el 
condicionamiento y la variabilidad de resultados que sufre una técnica de minería de datos según 
se aplique una técnica de PPD específica al conjunto de datos analizado. 
2.3. OBJETIVOS 
2.3.1. Objetivo general  
Identificar la influencia del pre-procesamiento de datos dentro del desempeño de modelos 
de perfilamiento de clientes basados en minería de datos. 
2.3.2. Objetivos específicos 
 Escoger un caso de estudio para la aplicación de métodos de minería de datos en la 
resolución de un problema de perfilamiento de clientes de mercadeo directo. 
 Aplicar soluciones experimentales de perfilamiento de clientes en el caso de estudio a 
través de métodos de minería de datos. 
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 Definir un método de medición de impacto de técnicas de PPD en modelos de perfilamiento 
de clientes de minería de datos. 
 Asociar y analizar cuantitativamente el desempeño de los modelos de perfilamiento de 
clientes con las técnicas de PPD. 
 Especificar un conjunto de buenas prácticas de PPD relacionadas con la solución de 
problemas de perfilamiento de clientes con herramientas de minería de datos. 
2.4. DISEÑO DE LA INVESTIGACIÓN 
El cumplimiento de los objetivos propuestos comprendió una metodología de 3 fases, a 
saber: 
1. Construcción del caso de estudio (recolección de datos) 
2. Generación de datos experimentales 
3. Comparación y análisis de resultados 
El objetivo general propuesto fue alcanzado con un diseño correlacional experimental, en 
el que se obtuvo información a partir de la generación de datos experimentales, mediante la 
aplicación de métodos de minería de datos para perfilamiento de clientes y PPD sobre un conjunto 
de datos seleccionado. Posteriormente, los datos experimentales generados fueron utilizados para 
medir la influencia del uso de métodos de PPD sobre el desempeño de perfilamiento de clientes. 
2.4.1. Alcance de la investigación 
La investigación completada estuvo basada en un caso de estudio, por lo que sus resultados 
solo podrán ser aplicables a conjuntos de datos y modelos de perfilamiento de clientes con 
características similares a los que se usaron dentro del desarrollo de los experimentos. 
2.4.2. Estructura metodológica 
La Tabla 3 contiene la estructura metodológica utilizada a lo largo de la investigación para 
el cumplimiento de los objetivos planteados. 
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Tabla 3. Estructura metodológica del proyecto de investigación 







and Adriana 2005). 
Preparar un caso de estudio para la 
aplicación de métodos de minería de datos 
en la resolución de un problema de 
perfilamiento de clientes de mercadeo 
directo.  
 Definir el problema experimental 
de perfilamiento de clientes. 
 Determinación del conjunto de 
datos de entrada para la solución del 
problema de perfilamiento a través 
de minería de datos. 
 Definición de los métodos de 
solución de minería de datos para el 
problema seleccionado. 
 Definición de los métodos de PPD 
a aplicar al conjunto de datos 
seleccionado. 








Minería de Datos 
(Ncr et al. 2000). 
 Generar soluciones experimentales 
de perfilamiento de clientes para el caso 
de estudio a través de métodos de 
minería de datos. 
 Definir un método de medición de 
impacto de técnicas de PPD en modelos 
de perfilamiento de clientes de minería 
de datos. 
 Generar conjuntos de datos 
según las técnicas de PPD definidas. 
 Aplicar los métodos de solución 
de minería de datos definidos para 
el caso de estudio. 
 Medir desempeño de modelos de 
minería de datos utilizados para la 










minería de datos. 
 Asociar y analizar cuantitativamente 
el desempeño de los modelos de 
perfilamiento de clientes con las técnicas de 
PPD. 
 Generar un conjunto de buenas 
prácticas de PPD relacionadas con la solución 
de problemas de perfilamiento de clientes 
con herramientas de minería de datos. 
 Generación de hipótesis de 
desempeño de modelos de 
perfilamiento según los métodos de 
minería de datos aplicados. 
 Analizar de forma comparativa el 
desempeño de los modelos de 
perfilamiento según las técnicas de 
PPD aplicadas a los datos de 
entrada. 
 Generar escala relativa de 
desempeño de métodos de minería 
de datos según los métodos de PPD 
aplicados. 
 Consolidación de resultados y 
elaboración de conclusiones. 
Fuente: elaboración propia 
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3. GENERACIÓN DE DATOS EXPERIMENTALES: CASO DE ESTUDIO 
3.1. FASE I: CONSTRUCCIÓN DEL CASO DE ESTUDIO  
3.1.1. Selección de problema de perfilamiento 
El primer paso para la construcción del caso de estudio comprendió la delimitación clara 
del tipo de problema de perfilamiento de clientes a abordar dentro de la investigación, ya que 
existen 2 vertientes bastante diferenciadas (Bose and Chen 2009), a saber: Agrupamiento de 
clientes (Customer Clustering) y Reconocimiento de patrones de clientes (Customer Pattern 
recognition). 
El proceso de selección comprendió la definición de criterios básicos que pudieran 
direccionar la construcción del caso de estudio con claridad y que minimizaran la probabilidad de 
encontrar futuros problemas con la ejecución de experimentos o con la estructuración de 
conclusiones. Los criterios utilizados comprendieron los descritos en la Tabla 4.  
Tabla 4. Criterios de evaluación para la selección de la técnica de perfilamiento de clientes 
Criterio 




patrones de clientes 
Mayor número de técnicas de minería de datos a aplicar. X  
Mayor disponibilidad de datos de prueba para experimentos. X  
Fácil acceso a herramientas computacionales para 
experimentos (Aggarwal and Reddy 2014). 
X  
Mayor flexibilidad para generar conclusiones aprovechables 
en conjuntos de datos tratados con métodos de minería de 
datos similares (Baesens 2009). 
X  
Fuente: elaboración propia 
 
De acuerdo con los criterios aplicados el tipo de problema seleccionado para el caso de 
estudio fue el Agrupamiento de clientes, la tabla 4 muestra cómo el utilizar este tipo de método de 
perfilamiento ofrece mayores ventajas para todos los criterios definidos. 
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3.1.2. Selección de conjunto de datos 
Con el Agrupamiento de clientes seleccionado como el tipo de problema de perfilamiento 
de clientes, el siguiente reto consistió en encontrar un conjunto de datos para generar los 
experimentos a utilizar en el caso de estudio. La selección del conjunto de datos estuvo compuesta 
por 2 pasos: 
1. Conformación de grupos de datos candidatos basada en la correspondencia de los grupos 
con los problemas de agrupamiento de elementos, así como su afinidad con temáticas de 
mercadeo directo y perfilamiento de clientes. 
2. Evaluación de capacidad para ser sometidos a diferentes técnicas de minería de datos y pre-
procesamiento de datos. 
3.1.3. Conformación del grupo de candidatos 
La fuente utilizada para seleccionar conjuntos de datos candidatos fue la competencia Data 
Mining Cup (en adelante DMC) (AG 2013), organizada cada año por Prudsys AG, quienes definen 
este evento como “… Competencia anual para entusiasmar a los estudiantes de universidad 
nacionales y extranjeras para análisis inteligente de datos y desafiarlos a encontrar la mejor 
solución a un problema de minería de datos en una competencia frente a varios equipos.” El foco 
de la competencia año a año está en la solución de problemas de mercadeo, como optimización de 
precios, creación y actualización de motores de recomendación de productos o manejo de sistemas 
de reembolsos de clientes. 
La metodología de esta competencia, que inició en 2002, comprende la definición de un 
problema a resolver y la publicación de conjuntos de datos de entrenamiento que deben ser 
utilizados para construir modelos de solución, que posteriormente son aplicados en datos de 
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prueba. Esta metodología ofrece una amplia colección6 de conjuntos de datos, de los cuales fueron 
seleccionados cinco conjuntos, que son descritos en la Tabla 5. 
Tabla 5. Conjuntos de datos seleccionados 
Nombre 
conjunto datos 
Descripción Cantidad variables e instancias 
DMC 2013  
Conjunto de datos con información transaccional y 
personal de los clientes de una tienda en línea. 
Contiene datos de control para determinar la 
probabilidad de compra de un cliente en la tienda 





Conjunto de datos relacionado con clientes nuevos 
de una tienda de artículos de entretenimiento con 
ventas virtuales y en locales reales. Cada registro 
ofrece, entre otras, información acerca de la 
primera compra que hizo el cliente en la tienda, así 




Conjunto de datos relacionado de compradores de 
una lotería en Alemania. Ofrece información sobre 
el comportamiento de los clientes como 
compradores de la lotería, así como información 




Conjunto de datos con diferentes características de 
los clientes de una tienda web. El problema 
propuesto es el de identificar qué clientes pueden 
cometer un fraude, por lo que puede ser usado en 
caso de necesitar un número de grupos fijos (2 en 




Conjunto de datos de clientes de una tienda por 
correspondencia. El problema propuesto 
comprende identificar qué clientes son proclives a 
devolver el bien que compran. 
Instancias: 20,146 
Variables: 65 
Fuente: elaboración propia  
 
En esta primera selección, los conjuntos de datos fueron elegidos por su alta relación con 
problemas de mercadeo directo y por la abundancia de variables descriptivas del comportamiento 
                                                 
6 Los conjuntos de datos, los problemas definidos y sus posteriores soluciones pueden ser consultados en: 
http://www.data-mining-cup.de/en/review.html. en donde se presentan 14 diferentes conjuntos de datos. 
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de clientes, como sociodemográficas, geográficas, transaccionales, de comportamiento y de perfil, 
según lo recomendado por Clewley, Chen y Liu (2009) y en Seng y Chen (2010). 
3.1.4. Evaluación de grupos candidatos 
Con el objetivo de escoger un único conjunto de datos para construir el caso de estudio de 
la investigación, los conjuntos candidatos fueron analizados a profundidad, evaluando en ellos 
criterios específicos de calidad de técnicas de agrupamiento. Específicamente, los criterios 
definidos buscan garantizar que el conjunto de datos seleccionado pueda recibir pre-
procesamientos de datos (tanto a nivel de instancias como a nivel de variables) sin alterar 
significativamente su contenido, así como aplicar un modelo de agrupamiento que ofrezca 
resultados de fácil interpretación y confiables. 
Los criterios de evaluación se presentan en la Tabla 6. 
Tabla 6. Criterios de evaluación de conjuntos de datos 
Criterio Descripción 
Restricciones para aplicar 
transformaciones a las 
variables 
Las técnicas de pre-procesamiento de datos y las de agrupamiento de 
clientes, para generar resultados confiables, comúnmente están 
restringidas a ciertos tipos de datos (continuos, categóricos, nominales) 
(Myatt and Johnson 2009), y adicionalmente requieren de la 
transformación de las magnitudes de las variables a valores relativos o 
estándar (Tuffery 2011).7 
El conjunto de datos, que por su composición de tipo de datos y 
estructura de variables, requiera la menor cantidad de transformaciones, 
recibirá una calificación más alta en este criterio, porque éste tendrá una 
probabilidad más alta de generar particiones de datos de mayor calidad. 
Representatividad del total 
de la población en el 
conjunto de datos. 
La consistencia y el alto valor de una partición generada por una técnica 
de agrupamiento dependen de poder contar con instancias que 
representen el total de una población estudiada, ya que así aumenta la 
probabilidad de identificar grupos que puedan ser interpretados 
lógicamente y se evitan errores de interpretación de resultados asociados 
a la estimación basada en muestras (Gan, Ma, and Wu 2007; Myatt and 
Johnson 2009). 
                                                 
7 Los datos requieren de transformación en función a que los métodos a utilizar tienen restricciones frente 
al tipo de dato de entrada. 
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Criterio Descripción 
El conjunto de datos que describa el comportamiento total de una 
población, recibirá una calificación más alta frente a aquellos que 
representen una muestra del total de la población. Esta evaluación se 
basará exclusivamente en la descripción brindada en cada uno de los 
conjuntos de datos. 
Existencia de variables 
agregadas en el conjunto 
de datos 
La utilización de variables agregadas en un conjunto de datos que se usará 
en un método de agrupación ofrece una mayor probabilidad de 
identificar grupos lógicos dentro de una partición ((Zhang and Lu 2007) y 
(Myatt and Johnson 2009)), ya que permiten reducir el error de la 
agrupación asociado a diferentes periodos de tiempo en la recolección de 
variables. 
El conjunto de datos que proporcionalmente tenga la mayor cantidad de 
variables agregadas en su composición recibirá una calificación más alta 
frente a otros con una composición proporcional menor. En el caso de 
conjuntos de datos relacionados con mercadeo, las variables agregadas 
son del tipo: ventas / periodo, cantidad de conexiones a sitio web / 
cliente, número de contactos de mercadeo / mes. 
Eficiencia en tiempo de 
ejecución en máquina 
Un número alto de instancias o de variables pueden dificultar la ejecución 
de métodos de pre-procesamiento de datos o de agrupamiento a nivel 
computacional, ya que la complejidad en la ejecución de los algoritmos 
puede causar errores de procesamiento o consumir demasiado tiempo, 
imposibilitando la ejecución práctica de experimentos. 
Considerando que en este punto de la construcción del caso de estudio 
no están definidos aún los métodos específicos de pre-procesamiento y 
de agrupación de datos o las herramientas computacionales que se 
utilizarán para la ejecución de experimentos, se hace imposible una 
evaluación objetiva de complejidad computacional. Así que la calificación 
de este criterio estará limitada a crear un ranking de los conjuntos de 
datos según el total de variables e instancias que lo compongan y a 
asignar una calificación según el ordenamiento obtenido. 
Existencia de valores 
faltantes 
La presencia de valores faltantes dentro del conjunto de datos no es 
soportada por algunos métodos de minería, pre-procesamiento o de 
agrupamiento (Han and Kamber 2006). Así que existe la posibilidad de 
que el conjunto de datos deba ser sometido a un proceso de imputación 
de datos o a algún otro método de reemplazo de valores faltantes.  
El conjunto de datos que, proporcionalmente, contenga la menor 
cantidad de datos faltantes recibirá una calificación más alta frente a 
aquellos que tengan una proporción mayor. 
Fuente: elaboración propia 
 
Para calificar los criterios establecidos en los conjuntos de datos evaluados, fue utilizada 
una escala de 1 a 5, en la que se asigna el mayor puntaje a aquel conjunto de datos con las mejores 
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características según el criterio. La evaluación de los criterios definidos en los cinco conjuntos de 
datos candidatos se encuentra en la Tabla 7. 
Tabla 7. Evaluación de los criterios definidos a los cinco conjuntos de datos candidatos 
Criterio de calificación / Conjunto de 
datos 
DMC2013 DMC2010 DMC2008 DMC2005 DMC2004 
Restricciones para aplicar 
transformaciones a las variables 
2 3 1 4 5 
Representatividad del total de la 
población en el conjunto de datos. 
4 5 2 1 3 
Existencia de variables agregadas en 
el conjunto de datos. 
3 4 1 2 5 
Eficiencia en tiempo de ejecución en 
máquina 
1 3 2 5 4 
Existencia de valores faltantes 2 3 1 5 4 
Fuente: elaboración propia 
 
De acuerdo con la calificación construida para los criterios de evaluación, el conjunto de 
datos DMC2004 es el que mejor para abordar los objetivos propuestos dentro de la investigación. 
Dentro de sus mayores virtudes se encuentra el estar compuesto únicamente por variables 
numéricas, contar con 50 variables agregadas (77% del total de variables) y ofrecer cierta facilidad 
en cuanto a eficiencias en tiempos de ejecución de máquina, ya que tiene un tamaño relativamente 
menor en comparación con otros conjuntos evaluados. 
La composición del conjunto de datos DMC2004 se presenta en la Tabla 8. 
Tabla 8. Composición del conjunto de datos DMC2004 
Nombre variable Tipo Características Descripción Clasificación 
KDNR Entero Nominal Número de identificación 
del cliente 
Perfil 
Purchased_items_H Entero Cardinal Número de items 
entregados en el periodo 
de análisis 
Perfil 
Returned_items_H Entero Cardinal Número de items devueltos 
en el periodo de análisis 
Perfil 
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Nombre variable Tipo Características Descripción Clasificación 
Number_transactions_H Entero Cardinal Número de transacciones 
de orden en el periodo de 
análisis 
Perfil 
address_age Entero Cardinal Antigüedad de la dirección  Perfil 
Foreign_HN_prop Entero Cardinal Proporción de hogares 
extranjeros en el área del 
código postal 
Perfil 
Child_HN_prop Entero Cardinal Proporción de niños en 
hogares en el área del 
código postal 
Perfil 
Population_density Entero Cardinal Densidad de la población en 
el área del código postal 
Perfil 
Population Entero Cardinal Residentes en el área del 
código postal 
Perfil 
Postal_code_area Entero Cardinal Área (m2) del área del 
código postal 
Perfil 
Turnover_index Entero Cardinal Índice de fluctuación en el 
área del código postal 
Perfil 
Purchase_power Entero Cardinal Poder adquisitivo de los 
residentes en el área del 
código de compra 
Perfil 
Customer_age Entero Cardinal Edad de los receptores 
(años) 
Perfil 
Women_household Entero Cardinal Número de mujeres en la 
residencia 
Perfil 
Number_orders_B Entero Cardinal Número de órdenes en el 
periodo B 
Transaccional 
Number_orders_F Entero Cardinal Número de órdenes en el 
periodo F 
Transaccional 
Purchase_value_A Entero Cardinal Valor de ítems (Euro) en el 
periodo A 
Transaccional 
Purchase_value_B Entero Cardinal Valor de ítems (Euro) en el 
periodo B 
Transaccional 




Nombre variable Tipo Características Descripción Clasificación 
Months_before_first_order Entero Cardinal Primera orden antes del 
máximo X de meses 
Transaccional 
Months_before_last_order Entero Cardinal Primera orden después del 
máximo X de meses 
Transaccional 
Returned_items_A Entero Cardinal Número de ítems (Euro) 
devueltos en el periodo A 
Transaccional 
Returned_items_B Entero Cardinal Número de ítems (Euro) 
devueltos en el periodo B 
Transaccional 
Returned_items_D Entero Cardinal Número de ítems (Euro) 
devueltos en el periodo D 
Transaccional 
Returned_items_G Entero Cardinal Número de ítems (Euro) 
devueltos en el periodo G 
Transaccional 
Returned_rate_A Entero Cardinal Tasa de retorno en el 
periodo A 
Transaccional 
Returned_rate_B Entero Cardinal Tasa de retorno en el 
periodo B 
Transaccional 
Returned_rate_D Entero Cardinal Tasa de retorno en el 
periodo D 
Transaccional 
Returned_rate_G Entero Cardinal Tasa de retorno en el 
periodo G 
Transaccional 
Returned_value_B Entero Cardinal Valor de ítems devueltos en 
el periodo B 
Transaccional 
Returned_rate_catalog_I_C Entero Cardinal Tasa de retorno del 
catálogo I en el periodo C 
Transaccional 
Returned_rate_catalog_II_C Entero Cardinal Tasa de retorno del 
catálogo II en el periodo C 
Transaccional 
Returned_rate_catalog_III_C Entero Cardinal Tasa de retorno del 
catálogo III en el periodo C 
Transaccional 
Returned_rate_catalog_IV_C Entero Cardinal Tasa de retorno del 
catálogo IV en el periodo C 
Transaccional 
Returned_rate_category_01_E Entero Cardinal Tasa de retorno del grupo 1 
en el periodo E 
Transaccional 
Returned_rate_category_02_E Entero Cardinal Tasa de retorno del grupo 2 
en el periodo E 
Transaccional 
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Nombre variable Tipo Características Descripción Clasificación 
Returned_rate_category_03_E Entero Cardinal Tasa de retorno del grupo 3 
en el periodo E 
Transaccional 
Returned_rate_category_04_E Entero Cardinal Tasa de retorno del grupo 4 
en el periodo E 
Transaccional 
Returned_rate_category_05_E Entero Cardinal Tasa de retorno del grupo 5 
en el periodo E 
Transaccional 
Returned_rate_category_06_E Entero Cardinal Tasa de retorno del grupo 6 
en el periodo E 
Transaccional 
Returned_rate_category_07_E Entero Cardinal Tasa de retorno del grupo 7 
en el periodo E 
Transaccional 
Returned_rate_category_08_E Entero Cardinal Tasa de retorno del grupo 8 
en el periodo E 
Transaccional 
Returned_rate_category_09_E Entero Cardinal Tasa de retorno del grupo 9 
en el periodo E 
Transaccional 
Returned_rate_category_10_E Entero Cardinal Tasa de retorno del grupo 
10 en el periodo E 
Transaccional 
Returned_rate_category_11_E Entero Cardinal Tasa de retorno del grupo 
11 en el periodo E 
Transaccional 
Returned_rate_category_12_E Entero Cardinal Tasa de retorno del grupo 
12 en el periodo E 
Transaccional 
Returned_rate_category_13_E Entero Cardinal Tasa de retorno del grupo 
13 en el periodo E 
Transaccional 
Returned_rate_category_14_E Entero Cardinal Tasa de retorno del grupo 
14 en el periodo E 
Transaccional 
Returned_rate_category_15_E Entero Cardinal Tasa de retorno del grupo 
15 en el periodo E 
Transaccional 
Returned_rate_category_16_E Entero Cardinal Tasa de retorno del grupo 
16 en el periodo E 
Transaccional 
Returned_value_category_01_C Entero Cardinal Tasa de retorno del grupo 1 
en el periodo C 
Transaccional 
Returned_value_category_02_C Entero Cardinal Tasa de retorno del grupo 2 
en el periodo C 
Transaccional 
Returned_value_category_03_C Entero Cardinal Tasa de retorno del grupo 3 
en el periodo C 
Transaccional 
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Nombre variable Tipo Características Descripción Clasificación 
Returned_value_category_04_C Entero Cardinal Tasa de retorno del grupo 4 
en el periodo C 
Transaccional 
Returned_value_category_05_C Entero Cardinal Tasa de retorno del grupo 5 
en el periodo C 
Transaccional 
Returned_value_category_06_C Entero Cardinal Tasa de retorno del grupo 6 
en el periodo C 
Transaccional 
Returned_value_category_07_C Entero Cardinal Tasa de retorno del grupo 7 
en el periodo C 
Transaccional 
Returned_value_category_08_C Entero Cardinal Tasa de retorno del grupo 8 
en el periodo C 
Transaccional 
Returned_value_category_09_C Entero Cardinal Tasa de retorno del grupo 9 
en el periodo C 
Transaccional 
Returned_value_category_10_C Entero Cardinal Tasa de retorno del grupo 
10 en el periodo C 
Transaccional 
Returned_value_category_11_C Entero Cardinal Tasa de retorno del grupo 
11 en el periodo C 
Transaccional 
Returned_value_category_12_C Entero Cardinal Tasa de retorno del grupo 
12 en el periodo C 
Transaccional 
Returned_value_category_13_C Entero Cardinal Tasa de retorno del grupo 
13 en el periodo C 
Transaccional 
Returned_value_category_14_C Entero Cardinal Tasa de retorno del grupo 
14 en el periodo C 
Transaccional 
Returned_value_category_15_C Entero Cardinal Tasa de retorno del grupo 
15 en el periodo C 
Transaccional 
Returned_value_category_16_C Entero Cardinal Tasa de retorno del grupo 
16 en el periodo C 
Transaccional 
Fuente: elaboración propia 
3.1.5. Selección de métodos de minería de datos 
La siguiente actividad propuesta dentro de la investigación incluyó la selección de los 
métodos de agrupamiento que se usan en la investigación. Para tal fin fueron revisadas las 
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investigaciones relacionadas con mercadeo directo en las que el problema planteado era resuelto a 
través de una técnica de agrupamiento. 
En total, fueron evaluadas 68 investigaciones8 publicadas entre los años 1994 y 2012, 
buscando específicamente el método de agrupamiento utilizado por los investigadores. Las 
investigaciones seleccionadas provienen de publicaciones reconocidas, en las que han sido 
publicadas exclusivamente como artículos de investigación, o con el propósito de difundir 
investigaciones de maestría o de doctorado. Más de la mitad de los artículos provienen de las 
revistas Expert Systems With Applications, Electronic Commerce Research and Applications y de 
Procedia Computer Science9. 
El objetivo de la revisión es seleccionar los métodos de agrupamiento más frecuentes en 
este tipo de investigaciones, con el ánimo de concentrar el caso de estudio en aquellos métodos 
con la mayor relevancia posible para investigaciones relacionadas con mercadeo directo, 
garantizando que la investigación gane la mayor representatividad dentro de los escenarios que 
enfrentan los investigadores de mercadeo directo en la búsqueda de los problemas de investigación 
que comúnmente se plantean. 
La Tabla 9 presenta la frecuencia de uso de los métodos de agrupamiento utilizados en las 
investigaciones analizadas. 
 
                                                 
8 En  el anexo 4  se puede ver el detalle de cada una de las investigaciones consultadas, incluyendo el título, 
los autores, la fecha de publicación, el tipo de publicación y el sitio web de acceso. 
9    Revistas disponibles en: http://www.journals.elsevier.com/expert-systems-with-applications/  
  http://www.journals.elsevier.com/electronic-commerce-research-and-applications/  
  http://www.journals.elsevier.com/procedia-computer-science/ 
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Tabla 9. Frecuencia de uso de los métodos de agrupamiento de las investigaciones analizadas 





K-medias 30 44% 
Redes neuronales: SOM 10 15% 
Algoritmos jerárquicos 8 12% 
Clustering difuso 8 12% 
Algoritmos genéticos 2 3% 
Otros (10 métodos) 10 15% 
Total general 68 100% 
Fuente: elaboración propia 
 
En 3 métodos se concentra más del 70% del total de las investigaciones relacionadas con 
mercadeo directo, estos son: K-medias, Redes Neuronales (tipo Self Organizing Maps) y 
Algoritmos jerárquicos. Estos 3 métodos fueron seleccionados para generar datos experimentales 
dentro del caso de estudio. La parametrización exacta en el uso de cada método dentro del caso de 
estudio fue definida posteriormente, una vez definidas todas las variables del caso de estudio. 
3.1.6. Selección de métodos de pre-procesamiento de datos 
La selección del método de pre-procesamiento a utilizar dentro del procesamiento de la 
construcción del conjunto de datos no pudo seguir el mismo método usado en los modelos de 
agrupamiento (de identificar aquellos métodos utilizados con mayor frecuencia en las 
investigaciones relacionadas con mercadeo directo), ya que, como se explicó anteriormente, dentro 
de los antecedentes y justificación de este trabajo, son muy pocas las investigaciones de mercadeo 
directo en las que los autores hacen referencia directa y explícita a los métodos de pre-
procesamiento utilizados. Con esta particularidad, la mejor alternativa consistió en seleccionar los 
métodos de pre-procesamiento para el caso de estudio a partir de una delimitación muy detallada 
del alcance de cada uno, con el fin de seleccionar un conjunto acorde con los recursos disponibles 
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para la investigación, que permita asegurar la consecución de resultados consistentes y sólidos 
sobre la problemática propuesta. 
La primera distinción importante en cuanto a los métodos de pre-procesamiento está en su 
clasificación según su utilidad general, que puede ser dividida en “Reducción de datos” y 
“Proyección de datos” (Aggarwal and Reddy 2014), (Crone, Lessmann, and Stahlbock 2006) y 
(Witten and Frank 2005). En donde la Reducción de datos tiene como objetivo seleccionar 
subconjuntos de atributos o instancias provenientes de un conjunto de datos que representen de la 
mejor forma posible la totalidad de los datos (Han and Kamber 2006). Mientras que la Proyección 
de datos comprende las transformaciones de los datos requeridas para un uso en particular (Han 
and Kamber 2006). Para la construcción del caso de estudio fue definido un primer límite: utilizar 
únicamente procesos de Reducción de datos, ya que este tipo de método si puede ser considerado 
un factor independiente que altera los resultados de un método de minería de datos aplicado 
posteriormente, como lo es en este caso el agrupamiento de clientes. 
En contraprestación, los métodos de proyección de datos no son independientes a la 
aplicación de los métodos de agrupamiento de datos, ya que en ocasiones se requiere 
obligatoriamente la aplicación de algunos métodos específicos de Proyección de datos para 
proceder con la aplicación posterior de métodos de agrupamiento de datos. Por ejemplo, métodos 
de agrupamiento como K-medias (o muchos otros basados en distancias) requieren que los datos 
sean expresados a través de valores relativos o incluso normalizados (Berkhin 2006). 
Más allá de la clasificación básica de los métodos de Reducción de datos, es necesario 
delimitar aún más su alcance relacionado con los métodos de agrupamiento de datos, ya que existen 
dos grandes ramificaciones de las reducciones de datos: 1. Selección de atributos y 2. Selección 
de instancias. La primera está enfocada en seleccionar un subconjunto de variables más relevantes 
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dentro de un conjunto de datos, que al ser usadas en un método de agrupamiento de datos permitan 
generar una partición de calidad (con elementos muy similares dentro de cada grupo y grupos muy 
diferentes entre sí). Mientras que la Selección de instancias tiene como objetivo corregir 
desbalances entre clases de datos para métodos supervisados de clasificación de datos, más no para 
métodos de agrupamiento, que tienen una naturaleza no supervisada (Han and Kamber 2006). 
Considerando la poca implicación de las técnicas de Selección de instancias con los métodos de 
agrupamiento de datos, el caso de estudio será construido específicamente con métodos de 
Selección de atributos. 
3.1.7. Implementación de herramientas informáticas 
Ya con una delimitación clara del conjunto de datos a utilizar, así como de los métodos de 
agrupamiento y de pre-procesamiento de datos con los que se construirá el caso de estudio, el paso 
siguiente comprendió seleccionar las herramientas de computación científica para crear los datos 
experimentales propuestos para la investigación. En total fueron utilizadas 3 herramientas, las 
cuales son descritas en la Tabla 10. 
Tabla 10. Herramientas utilizadas 
Nombre Versión Usos principales 
RapidMiner Studio 5 (5.Rapidminer 
GmbH) 
5.3.015 Limpieza de datos e imputación de datos faltantes 
Matlab R2014a (The Mathworks 
Inc.) (Mathworks Inc. 2014) 
8.3.2.52 Diseño y aplicación de métodos de pre-procesamiento y de 
agrupamiento 
R Programming Language (R 
Foundation) 
3.2.2 (Fire Safety) Aplicación de métodos de medición de calidad de agrupación 
utilizados 
Fuente: elaboración propia 
3.1.8. Resumen de parámetros de implementación de herramientas 
La Tabla 11 resume los parámetros seleccionados para la construcción del caso de estudio, 
los cuales fueron justificados a lo largo del presente capítulo. 
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Tabla 11. Parámetros seleccionados para la construcción del caso de estudio 
Parámetro Valor en el caso de estudio Descripción 
Conjunto de datos seleccionado Data Mining Cup 2004 Conjunto de datos con 65 atributos y 20,146 
instancias. Describe el comportamiento de 
clientes en una tienda de compras por catálogo. 
Problema de perfilamiento de 
clientes a evaluar 
Agrupamiento de clientes  
Métodos de agrupamiento de 








Son las 3 técnicas más utilizadas para resolver 
problemas de agrupamiento de clientes usando 
minería de datos. 
Familia de método de pre-
procesamiento de datos a evaluar 
Reducción de datos: 
selección de variables 
Los métodos de selección de variables son los 
más adecuados para la investigación propuesta 
porque su utilización es independiente de los 
métodos de agrupamiento de datos que se 
utilicen. 
Métodos de pre-procesamiento de 
datos a evaluar 
 Laplacian Score 
 Multi-Cluster 
Feature selection 
 Spectral Feature 
Selection 
Componen una buena selección de métodos ya 
que ofrecen un cubrimiento amplio del estado 
del arte de estas técnicas. 
Herramienta computacional para 
limpieza de datos 
RapidMiner Studio5 Herramientas computacionales utilizadas 
ampliamente en este tipo de problemas 
Herramienta computacional para 
imputación de datos faltantes 
RapidMiner Studio5 
Herramienta computacional para 
aplicación de métodos de pre-
procesamiento y agrupamiento de 
datos 
Matlab 
Herramienta computacional para 
aplicación de pruebas de validez de 
agrupación de datos 
R Programming Language 
Fuente: elaboración propia 
3.2. FASE II: RECOLECCIÓN DE DATOS EXPERIMENTALES 
3.2.1. Imputación de datos faltantes  
En el conjunto de datos original hay 33 atributos que tiene al menos un dato faltante, en 
total en el conjunto de datos se registran 267,698 (cerca del 20% del total de datos que componen 
el conjunto); considerando que ninguno de los 3 método de agrupamiento seleccionados puede 
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manejar datos faltantes (Kohonen 2014), (Berkhin 2006) y (Gan, Ma, and Wu 2007), fue necesario 
utilizar un método de imputación de datos faltantes para completarlos. 
El método implementado fue un modelo de aprendizaje basado en etiquetas existentes, en 
el que se asignan nuevos valores a cada instancia en la que hay faltantes a partir del 
comportamiento observado en los casos en los que los atributos no tienen faltantes. El modelo de 
aprendizaje seleccionado para la imputación es k-NN (k Nearest Neighbour) basado en 
clasificación (Witten and Frank 2005), en el cual se utilizaron los parámetros presentados en la 
Tabla 12. 
Tabla 12. Parametrización de imputación de datos 
Parámetro Valor 
K (número de vecinos en los que se basa 
la imputación) 
1 
Medida de distancia para determinar la 
vecindad 
Distancia  
Pesos ponderados de los vecinos No 
Fuente: elaboración propia 
 
Esta implementación fue hecha utilizando RapidMiner Studio 5, usando el nodo Input 
Missing Values en el que se anidó un nodo k-NN. El resultado final del proceso es un conjunto de 




Gráfica 1. Distribución visual del flujo de imputación de datos 
 
La Gráfica 1 presenta la distribución visual del flujo de imputación de datos para el 
conjunto de datos DMC2004. 
 El código fuente de la imputación de datos se encuentra en el Anexo 1. 
3.2.2. Normalización de datos y creación de subconjuntos de pruebas 
La normalización del conjunto de datos es un requisito fundamental para utilizar cualquiera 
de los métodos de agrupamiento seleccionados para el caso de estudio, así que este es un paso 
obligatorio dentro de la investigación. La normalización aplicada a los datos es la normalización 
por instancia (norma L – 2, euclidiana), que cambia la escala de los números para que la norma de 
cada instancia sea igual a 1 (Deza and Deza 2009). 
Esta normalización fue implementada en el programa Matlab, gracias al código fuente 
disponible en Cai (2012). 
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3.2.3. Generación de conjuntos de datos según las técnicas de pre-procesamiento 
seleccionadas 
Con la aplicación de las técnicas de pre-procesamiento de selección de variables es posible 
crear subconjuntos de datos que contengan un número determinado de atributos, en donde los 
atributos seleccionados para el subconjunto ofrecen la mayor capacidad de discriminación en un 
proceso de agrupamiento de datos. 
En la investigación, el impacto de las técnicas de pre-procesamiento sobre los métodos de 
agrupamiento de datos fue medido aplicando los tres métodos de pre-procesamiento seleccionados 
sobre el conjunto de datos, que permitieron ordenar los atributos del conjunto de datos del más al 
menos discriminante, para la generación de una partición obtenida por agrupamiento de datos. A 
continuación se describe cada uno de los procesos de pre-procesamiento utilizados sobre los datos 
y sus resultados. 
Por haber ejecutado los métodos de pre-procesamiento de datos en Matlab, fue necesario 
buscar implementaciones de dichos métodos que fueran de acceso libre. Para los casos de 
MultiCluster Feature Selection y Spectral Feature Selection, las implementaciones utilizadas 
están disponibles en (Zhao and Liu 2012) y (Cai, Zhang and He 2010). Para el caso de Laplacian 
Score, no fue posible encontrar una implementación funcional, de tal manera que este método fue 
implementado desde 0 para la investigación. Los anexos 2 y 3 presentan los códigos de 
implementación iterativa de los métodos de pre-procesamiento, así como la función de cálculo de 
Laplacian Score. 
El ordenamiento generado por cada uno de los métodos de pre-procesamiento de datos se 
puede ver en la Tabla 13. 
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Tabla 13. Calificación de importancia para las variables 
Variable Importancia 
ID Nombre Laplacian Score MCFS SPEC 
1 Purchased_items_H 43 34 35 
2 Returned_items_H 31 38 59 
3 Number_transactions_H 24 41 57 
4 address_age 14 1 52 
5 Foreign_HN_prop 9 5 63 
6 Child_HN_prop 4 58 27 
7 Population_density 2 56 61 
8 Population 3 49 44 
9 Postal_code_area 7 43 60 
10 Turnover_index 1 60 65 
11 Purchase_power 23 3 64 
12 Customer_age 48 44 58 
13 Women_household 13 35 54 
14 Number_orders_B 15 10 56 
15 Number_orders_F 8 65 34 
16 Purchase_value_A 6 63 37 
17 Purchase_value_B 5 64 45 
18 Purchase_value_D 21 27 62 
19 Months_before_first_order 32 16 47 
20 Months_before_last_order 19 40 25 
21 Returned_items_A 11 37 31 
22 Returned_items_B 12 29 33 
23 Returned_items_D 18 22 32 
24 Returned_items_G 38 7 40 
25 Returned_rate_A 35 31 46 
26 Returned_rate_B 40 36 49 
27 Returned_rate_D 44 14 51 
28 Returned_rate_G 10 61 29 
29 Returned_value_B 46 42 43 
30 Returned_rate_catalog_I_C 17 6 19 
31 Returned_rate_catalog_II_C 22 28 50 
32 Returned_rate_catalog_III_C 47 26 39 
33 Returned_rate_catalog_IV_C 20 15 26 
34 Returned_rate_category_01_E 26 9 20 
35 Returned_rate_category_02_E 39 23 55 
36 Returned_rate_category_03_E 49 24 23 
37 Returned_rate_category_04_E 25 17 22 
38 Returned_rate_category_05_E 37 13 41 
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Variable Importancia 
ID Nombre Laplacian Score MCFS SPEC 
39 Returned_rate_category_06_E 52 20 28 
40 Returned_rate_category_07_E 51 30 48 
41 Returned_rate_category_08_E 36 33 42 
42 Returned_rate_category_09_E 55 32 14 
43 Returned_rate_category_10_E 34 8 30 
44 Returned_rate_category_11_E 27 11 16 
45 Returned_rate_category_12_E 28 25 38 
46 Returned_rate_category_13_E 30 4 21 
47 Returned_rate_category_14_E 50 18 36 
48 Returned_rate_category_15_E 41 2 10 
49 Returned_rate_category_16_E 65 21 1 
50 Returned_value_category_01_C 53 57 2 
51 Returned_value_category_02_C 16 62 24 
52 Returned_value_category_03_C 61 53 9 
53 Returned_value_category_04_C 62 19 8 
54 Returned_value_category_05_C 42 48 15 
55 Returned_value_category_06_C 59 52 13 
56 Returned_value_category_07_C 57 45 12 
57 Returned_value_category_08_C 33 54 17 
58 Returned_value_category_09_C 60 59 4 
59 Returned_value_category_10_C 58 47 7 
60 Returned_value_category_11_C 63 39 5 
61 Returned_value_category_12_C 56 46 11 
62 Returned_value_category_13_C 54 55 6 
63 Returned_value_category_14_C 45 51 18 
64 Returned_value_category_15_C 64 50 3 
65 Returned_value_category_16_C 29 12 53 
Fuente: elaboración propia 
 
Según los datos de la tabla no se detecta un patrón que permita relacionar las importancias 
asignadas a cada variable según el método. Al profundizar en cada combinación de par de métodos, 
como se aprecia en las gráficas de dispersión (Laplacian Score vs. MCFS; Laplacian Score vs. 
SPEC y MCFS vs. SPEC), que se presentan a continuación, es visible que los resultados de cada 
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uno de los métodos son bastante disímiles, lo cual tiene sentido de acuerdo con la naturaleza 
cambiante de cada uno. 
 
Gráfica 2. Dispersión identificada con los métodos MCFS y Laplacian Score 
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Gráfica 4. Dispersión identificada con los métodos MCFS y SPEC 
 
Gracias a la escala relativa asignada a cada una de las variables del caso de estudio (el 
conjunto DMC2004), al aplicar los diferentes métodos de pre-procesamiento de datos, se pudieron 
generar 39 subconjuntos diferentes, que fueron utilizados a lo largo de la investigación como 
entrada de los métodos de perfilamiento de clientes. 
3.2.4. Aplicación de métodos de minería de datos para la solución del problema de 
perfilamiento 
La conformación de los 37 subconjuntos creados se describen en la tabla 14, en donde se 
agrupan las variables siguiendo su importancia en conjuntos de múltiplos de 5, así, el primer 
subconjunto está compuesto por las primeras 5 variables más importantes, el segundo subconjunto 
está compuesto por las primeras 10 variables y así sucesivamente hasta completar las 65 variables 
















Tabla 14. Distribución de subconjunto de datos según métodos de procesamiento 
Método de pre-
procesamiento 
Subconjunto de datos 





















































































Es importante aclarar que dentro de los conjuntos de datos con los que se hizo la  
experimentación, se contó con uno que comprende la totalidad de las 65 variables del DMC2004, 
que fue utilizado para la aplicación de métodos de agrupamiento de datos sin la aplicación previa 
de técnicas de selección de variables. 
Una vez construidos los 37 subconjuntos de datos a utilizar dentro de los experimentos de 
agrupamiento, se procedió a aplicar las técnicas seleccionadas.   
K - Medias 
Los parámetros de ejecución del método K-medias para generar la agrupación sobre el 
conjunto de datos DMC2004 es la siguiente: 
 Distancia de medida: Manhattan; seleccionada teniendo en cuenta el tipo de datos 
 Selección inicial de puntos de centroides:  
 Inicialización por medio de algoritmo K-means ++ 
 Réplicas: 20 réplicas de la partición y selección de la mejor 
 Máximo de iteraciones por ejecución: 200 
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 Procedimiento por si hay grupo vacío: Eliminación de grupo vacío 
 Normalización de datos: Normalización por instancia, la misma aplicada desde el 
pre-procesamiento de datos. 
Self-Organizing Maps 
Aplicación sobre diferentes conjuntos de datos de técnica SOM: 
Parámetros 
 Dimensiones de la red: 8x8, para tener 64 neuronas de ponderación 
 Topología de la red: Hexagonal: para ofrecer la mayor cantidad de opciones de 
cercanía entre neuronas 
 Función de distancia ENTRE NEURONAS: link, teniendo en cuenta que los datos 
entran normalizados 
 EPOCH: Cantidad de veces que se pasan los datos por la red -> 500 veces 
 Tipo De Entrenamiento: Por bloque sin entrenamiento en ponderaciones o sesgos 
(trainbu) 
Agrupamiento Jerárquico 
Procedimiento general para agrupamiento jerárquico 
1. Encontrar similitud o disimilitud dentro de cada par de objetos en el conjunto de datos. 
2. Agrupar los objetos en un árbol de agrupamiento (clustering) jerárquico binario  




Delimitación de la partición final: se hace a partir de un corte en el dendrograma, basado en una 
"limitación natural" del dendrograma o en un límite de grupos a tener dentro de la partición.  
 Método de aglomeración: Single Linkage 
 Medida de distancia entre puntos: Manhattan 
3.3. FASE III: COMPARACIÓN Y ANÁLISIS DE RESULTADOS 
3.3.1. Descripción de proceso de ejecución 
La implementación para cumplir la parametrización propuesta fue realizada en Matlab, 
siguiendo el siguiente flujo lógico 
Generación de 13 subconjuntos de datos de entrada según el ordenamiento generado por el 
pre-procesamiento de datos 
Aplicación de técnica de agrupamiento K-medias según la parametrización descrita 
anteriormente. Teniendo en cuenta que el método de agrupamiento K-medias requiere que se 
definan en el inicio el número de grupos K a identificar,  se construyó un proceso iterativo que 
aplicó el método K-medias para un K definido entre 2 y 12 (11 evaluaciones diferentes). 
Determinación de número óptimo de grupos para aplicar la técnica: Utilizando la técnica 
de matrices de siluetas10, que evalúa cuantitativamente la calidad de los grupos generados por el 
                                                 
10 Las matrices de siluetas están basadas en los índices de silueta (Silhouette Indices), en los que se evalúa 
para cada punto que pertenece a un grupo su similitud frente a los otros puntos que pertenecen al mismo grupo; así, 
se considera apropiado el número de grupos K que genera un alto índice de silueta para la mayoría de los puntos que 
componen el conjunto de datos, frente a otros números K en los que el índice es negativo o no es tan alto para la 
mayoría de los puntos, lo cual indica que la solución propuesta tienen muchos o muy pocos grupos K (Rousseeuw 
1987) 
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método K-medias y permite seleccionar el número K más adecuado para cada uno de los 
subconjuntos de datos (Chen, Jaradat, and Banerjee 2002) 
3.3.2. Código implementado y tiempos de ejecución. 
La ejecución de los experimentos requeridos fue construida con Matlab R2014a, utilizando 
el toolbox “Statistics and Machine Learning Toolbox”11, que tiene implementaciones del método 
K-medias y del cálculo de matrices de silueta. 
De acuerdo al proceso de ejecución de experimentos planteado, en total fueron efectuados 
429 experimentos para el método K-medias (procesamiento de 13 subconjuntos * 11 K definidos 
diferentes * 3 métodos de pre-procesamiento de datos = 429 experimentos). El código 
implementado ejecuta un proceso iterativo que usa ciclos anidados para completar los 
experimentos propuestos, el código implementado se observa en la gráfica 5. 
Gráfica 5. Código de implementación K Medias 
DMC2004Cleaneddata_LPScore_silh = zeros(11,13) 
 for a=0:0 
        for ss=5:5:65     
     
   cadena1 = ['DMC2004Cleaneddata_' num2str(a) '_LPScore_SS_' num2str(ss) '=DMC2004Cleaneddata_' num2str(a) 
'_LPScore_sorted(:,1:ss);']  
   eval(cadena1)  
    
   % Generación iterativa de agrupamiento con diferentes números de grupos 
   % dentro de la partición 
    
       for K=2:1:12 
         
        cadena2 = ['[DMC2004_' num2str(a) '_LPScore_SS_' num2str(ss) '_index_K_' num2str(K) ',DMC2004_' num2str(a) '_LPScore_SS_' 
num2str(ss) '_centroid_K_' num2str(K) ',DMC2004_' num2str(a) '_LPScore_SS_' num2str(ss) '_sumd_K_' num2str(K) ',DMC2004_' 
num2str(a) '_LPScore_SS_' num2str(ss) '_distances_K_' num2str(K) ']=kmeans(DMC2004Cleaneddata_' num2str(a) '_LPScore_SS_' 
num2str(ss) ',' num2str(K) ',''Replicates'',20,''Display'',''final'',''distance'',''cityblock'',''EmptyAction'',''drop'',''MaxIter'',200);']  
        eval(cadena2) 
         
        % Construcción de matriz de siluetas para identificar el K óptimo 
        % dentro de los datos 
         
        cadena3= ['silh_LPScore = silhouette(DMC2004Cleaneddata_' num2str(a) '_LPScore_SS_' num2str(ss) ',DMC2004_' num2str(a) 
'_LPScore_SS_' num2str(ss) '_index_K_' num2str(K) ',''cityblock'');'] 
        eval(cadena3) 
       
                                                 
11 Conjunto de rutinas y funciones para describir, analizar y modelar datos utilizando estadística y 
aprendizaje de máquina, información disponible en: 
http://www.mathworks.com/help/stats/index.html?s_cid=doc_ftr , fecha de consulta: Noviembre 18 2015 
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        cadena4 = ['DMC2004Cleaneddata_LPScore_silh(' num2str(K-1) ',' num2str(ss / 5) ')=mean(silh_LPScore);' ] 
        eval(cadena4) 
     
       end 





3.3.3. Resultados de experimentos 
El primer análisis a efectuar sobre la experimentación comprende los índices de silueta, en 
el que se determina el número óptimo de grupos K dentro de las particiones de cada uno de los 
subconjuntos de datos; como se indica en la tabla 15: 
Tabla 15. Esquema de consolidación de índice de silueta para datos procesados 
Número grupos K 
Subconjunto de datos  







ISK=3, SS=2 … ISK=3, SS=12 ISK=3, SS=13 
Promedio 
ISK=2 
K=3 ISK=3, SS=1 ISK=3, SS=2 … ISK=3, SS=12 ISK=3, SS=13 
Promedio 
ISK=3 







K=14 ISK=14, SS=1 ISK=14, SS=2 … ISK=14, SS=12 ISK=14, SS=13 
Promedio 
ISK=14 





Método de agrupamiento K-medias 
Para el análisis posterior, se seleccionan únicamente aquellos K con el promedio de Índice 
de silueta más alto, a continuación se presentan los resultados de la experimentación (combinando 
métodos de pre-procesamiento y agrupamiento): 
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En la gráfica 6 se presenta el resultado para el pre-procesamiento LPScore y el 
agrupamiento K-medias, en ella se evidencia que el mejor resultado se obtiene para K = 3, y que 
en general, el desempeño de las particiones creadas disminuye a medida que se aumenta el número 
de K y se mantiene relativamente estable para los diferentes subconjuntos de datos 
experimentados, lo cual significa que es irrelevante el número de variables para la implementación 
de la técnica de agrupamiento. 
 
 
Gráfica 6. Índice de silueta: Pre-procesamiento LPScore; Agrupamiento: K-medias 
 
En la gráfica 7 se presenta el resultado para el pre-procesamiento MCFS y el agrupamiento 
K-medias, en ella se evidencia que el mejor resultado se obtiene para K = 2, y se mantiene la 
tendencia de disminución de calidad de las particiones a medida que se aumenta el número K; sin 
embargo, la calidad de las particiones se altera significativamente cuando el número de variables 
en el subconjunto cambia, alcanzando su valor máximo para el subconjunto de 50 variables, lo 
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cual muestra que la discriminación de variables de este método de pre-procesamiento no identifica 
variables significativas en los primeros agrupamientos. 
 
Gráfica 7. Índice de silueta: Pre-procesamiento MCFS; Agrupamiento: K-medias 
 
En la gráfica 8 se presenta el resultado para el pre-procesamiento SPEC y el agrupamiento 
K-medias, en ella se evidencia que el mejor resultado se obtiene para K = 2 al igual que en la 
técnica MCFS; Lo más importante de esta combinación es que la calidad de los agrupamientos 
para los primeros subconjuntos de variables es alta (muy cercana al 1, que es el valor máximo del 
índice de siluetas IS), lo que significa que el método de pre-procesamiento SPEC discrimina en 
forma adecuada las variables más representativas para esta técnica de agrupamiento, en 





Gráfica 8. Índice de silueta: Pre-procesamiento SPEC; Agrupamiento: K-medias 
 
Método de Agrupamiento Jerárquico 
La gráfica 9 presenta el resultado para el pre-procesamiento LPScore para el agrupamiento 
jerárquico, en donde el mejor resultado del índice de siluetas se alcanza con K = 3; sin embargo, 
es importante señalar que en la medida que aumenta el número K, la calidad de las particiones 
presenta una tendencia estable, la cual es una señal del bajo poder del método jerárquico para 
discriminar grupos; adicionalmente, la calidad de las particiones no varía según el número de 
variables de los subconjuntos, así que se puede concluir que el método de pre-procesamiento no 
está en capacidad de discriminar las variables más representativas del conjunto de datos al ser 







Gráfica 9. Índice de silueta: Pre-procesamiento LPScore; Agrupamiento: Jerárquico 
 
 
La gráfica 10 presenta el resultado para el pre-procesamiento MCFS para el clustering 
jerárquico, en donde el mejor resultado del índice de siluetas se alcanza con K = 2; En esta 
combinación, la calidad de las particiones no es homogénea a medida que se aumenta el número 
de variables en el subconjunto, ofreciendo índices de siluetas negativos en los subconjuntos de 
entre 5 y 20 variables, alcanzando estabilidad en los subconjuntos de 25 a 40 variables y 
disminuyendo bruscamente su índice de siluetas al tener 45 o más variables. En consecuencia, esta 
combinación de pre-procesamiento y agrupamiento  no es óptima. 
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Gráfica 10. Índice de silueta: Pre-procesamiento MCFS; Agrupamiento: Jerárquico 
 
 
La gráfica 11 presenta el resultado para el pre-procesamiento SPEC para el clustering 
jerárquico, en donde el mejor resultado del índice de siluetas se alcanza con K = 2; Al igual que 
con el pre-procesamiento MCFS, no hay homogeneidad en la calidad de las particiones al aumentar 
la cantidad de variables en los subconjuntos de datos, lo cual significa que los subconjuntos de 
datos con menos variables no incluyen aquellas más representativas para discriminar grupos en los 
datos, ya que estas variables de alto poder de discriminación aparecen posteriormente (en los 
subconjuntos 30 y 40). En conclusión, la combinación del método de pre-procesamiento y de 
agrupamiento no es óptima. 
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Gráfica 11. Índice de silueta: Pre-procesamiento SPEC; Agrupamiento: Jerárquico 
 
 
Método de Agrupamiento Mapas Auto-organizables 
La gráfica 12 presenta el resultado para el pre-procesamiento SPEC para el agrupamiento 
de mapas auto-organizables, en donde el mejor resultado del índice de siluetas se alcanza con K = 
3; Para esta combinación, la calidad de las particiones al aumentar la cantidad de variables en los 
subconjuntos no cambia significativamente (como en los métodos de agrupamiento K-medias y 
Jerárquico en LPScore), más sin embargo, sí es importante destacar que no hay monotonicidad en 
los índices de silueta a medida que aumenta el total de variables en los conjuntos, lo cual no sucede 







Gráfica 12. Índice de silueta: Pre-procesamiento LPScore; Agrupamiento: Mapas auto-organizables 
 
 
La gráfica 13 presenta el resultado para el pre-procesamiento MCFS para el agrupamiento 
de mapas auto-organizables, en donde el mejor resultado del índice de siluetas se alcanza con K = 
2; como en las otras implementaciones de pre-procesamiento MCFS, la técnica no posiciona en 
los primeros subconjuntos de datos a aquellas variables con alto poder de discriminación, sólo 
presentándolos en los subconjuntos de 50 y 55 variables. En conclusión, las particiones generadas 
por esta combinación no ofrecen el mejor resultado para identificar grupos de clientes a partir de 




























Índice de silueta (IS)
Preprocesamiento: LPScore; Agrupamiento: Mapas auto-organizables




Gráfica 13. Índice de silueta: Pre-procesamiento MCFS; Agrupamiento: Mapas auto-organizables 
 
La gráfica 14 presenta el resultado para el pre-procesamiento SPEC para el agrupamiento 
de mapas auto-organizables, en donde el mejor resultado del índice de siluetas se alcanza con K = 
2; El comportamiento de esta combinación es particular, en la medida que los subconjuntos de 
hasta 25 variables tienen variaciones bastante altas en el índice de siluetas en donde hay algunas 
particiones de muy buena calidad y otras que alcanzan hasta valores negativos; sin embargo, en 
los subconjuntos de más de 30 variables se alcanza nuevamente estabilidad en los índices. En 
conclusión, esta combinación puede ofrecer buenos resultados con algunos K específicos, pero no 











Las principales conclusiones obtenidas a partir de la realización de este trabajo son: 
 Para métodos de agrupamiento basados en K-medias, el mejor pre-procesamiento 
corresponde a la técnica Spectral Feature Selection (SPEC), en donde los índices 
de siluetas alcanzan valores muy cercanos a 1 (siendo 1 el valor máximo que puede 
alcanzar el índice) para los primeros subconjuntos, además, la tendencia de calidad 
del índice es descendente y así mismo, la diferencia del índice entre los primero 
subconjuntos y los últimos es mayor a 0.65, que corresponde a la más alta entre los 
experimentos efectuados. 
 La calidad de las agrupaciones efectuadas para los métodos jerárquicos presenta un 
comportamiento irregular, puesto que la implementación de métodos de pre-
procesamiento para estas técnicas se identifican 2 casos: en el primero, sin importar 
el número de variables de los subconjuntos, la calidad de los agrupamientos no 
varía significativamente, y para el segundo caso, se obtienen las mejores calidades 
en el índice de siluetas en subconjuntos con más de 30 variables; así, las técnicas 
de pre-procesamiento implementadas no pueden identificar variables útiles para la 
discriminación de grupos; en consecuencia, se debe buscar otras técnicas de pre-
procesamiento para ser implementadas con este tipo de agrupamientos. 
 Los resultados de la implementación de métodos de pre-procesamiento para 
agrupamientos del tipo Mapas Auto-organizables no son estrictamente 
concluyentes puesto que no se presentan combinaciones (de métodos de pre-
procesamiento y de agrupamiento) en las que la mayoría de los índices de siluetas 
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identificados ofrezcan alta calidad, sin embargo, los índices para ciertos K 
específicos pueden ser seleccionados como particiones de buena calidad. 
 Una adecuada implementación de los métodos de agrupamiento de datos para 
perfilamiento de clientes requiere del estudio de las técnicas de normalización de 
datos, puesto que su utilización facilita la interpretación de los resultados que se 
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ANEXO 1: CÓDIGO FUENTE DEL PROCESO DE IMPUTACIÓN DE DATOS 
 
<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<process version="5.3.015"> 
  <context> 
    <input/> 
    <output> 
      <location>../data/DMC2004_DC2</location> 
    </output> 
    <macros/> 
  </context> 
  <operator activated="true" class="process" compatibility="5.3.015" expanded="true" name="Process"> 
    <process expanded="true"> 
      <operator activated="false" class="read_excel" compatibility="5.3.015" expanded="true" height="60" name="Read Excel" 
width="90" x="45" y="75"> 
        <parameter key="excel_file" value="D:\SkyDrive\Maestría Ingeniería Sistemas\Tesis maestría\Fase 2 -Generación de datos 
experimentales\DMC2004 - Entry.xlsx"/> 
        <parameter key="imported_cell_range" value="A1:BN20147"/> 
        <parameter key="first_row_as_names" value="false"/> 
        <list key="annotations"> 
          <parameter key="0" value="Name"/> 
        </list> 
        <list key="data_set_meta_data_information"> 
          <parameter key="0" value="CUSTOMER_ID.true.integer.id"/> 
          <parameter key="1" value="Purchased_items_H.true.integer.attribute"/> 
          <parameter key="2" value="Returned_items_H.true.integer.attribute"/> 
          <parameter key="3" value="Number_transactions_H.true.integer.attribute"/> 
          <parameter key="4" value="address_age.true.integer.attribute"/> 
          <parameter key="5" value="Foreign_HN_prop.true.integer.attribute"/> 
          <parameter key="6" value="Child_HN_prop.true.integer.attribute"/> 
          <parameter key="7" value="Population_density.true.integer.attribute"/> 
          <parameter key="8" value="Population.true.integer.attribute"/> 
          <parameter key="9" value="Postal_code_area.true.integer.attribute"/> 
          <parameter key="10" value="Turnover_index.true.integer.attribute"/> 
          <parameter key="11" value="Purchase_power.true.integer.attribute"/> 
          <parameter key="12" value="Customer_age.true.integer.attribute"/> 
          <parameter key="13" value="Women_household.true.integer.attribute"/> 
          <parameter key="14" value="Number_orders_B.true.integer.attribute"/> 
          <parameter key="15" value="Number_orders_F.true.integer.attribute"/> 
          <parameter key="16" value="Purchase_value_A.true.integer.attribute"/> 
          <parameter key="17" value="Purchase_value_B.true.integer.attribute"/> 
          <parameter key="18" value="Purchase_value_D.true.integer.attribute"/> 
          <parameter key="19" value="Months_before_first_order.true.integer.attribute"/> 
          <parameter key="20" value="Months_before_last_order.true.integer.attribute"/> 
          <parameter key="21" value="Returned_items_A.true.integer.attribute"/> 
          <parameter key="22" value="Returned_items_B.true.integer.attribute"/> 
          <parameter key="23" value="Returned_items_D.true.integer.attribute"/> 
          <parameter key="24" value="Returned_items_G.true.integer.attribute"/> 
          <parameter key="25" value="Returned_rate_A.true.integer.attribute"/> 
          <parameter key="26" value="Returned_rate_B.true.integer.attribute"/> 
          <parameter key="27" value="Returned_rate_D.true.integer.attribute"/> 
          <parameter key="28" value="Returned_rate_G.true.integer.attribute"/> 
          <parameter key="29" value="Returned_value_B.true.integer.attribute"/> 
          <parameter key="30" value="Returned_rate_catalog_I_C.true.integer.attribute"/> 
          <parameter key="31" value="Returned_rate_catalog_II_C.true.integer.attribute"/> 
          <parameter key="32" value="Returned_rate_catalog_III_C.true.integer.attribute"/> 
          <parameter key="33" value="Returned_rate_catalog_IV_C.true.integer.attribute"/> 
          <parameter key="34" value="Returned_rate_category_01_E.true.integer.attribute"/> 
          <parameter key="35" value="Returned_rate_category_02_E.true.integer.attribute"/> 
          <parameter key="36" value="Returned_rate_category_03_E.true.integer.attribute"/> 
          <parameter key="37" value="Returned_rate_category_04_E.true.integer.attribute"/> 
          <parameter key="38" value="Returned_rate_category_05_E.true.integer.attribute"/> 
          <parameter key="39" value="Returned_rate_category_06_E.true.integer.attribute"/> 
          <parameter key="40" value="Returned_rate_category_07_E.true.integer.attribute"/> 
          <parameter key="41" value="Returned_rate_category_08_E.true.integer.attribute"/> 
          <parameter key="42" value="Returned_rate_category_09_E.true.integer.attribute"/> 
          <parameter key="43" value="Returned_rate_category_10_E.true.integer.attribute"/> 
          <parameter key="44" value="Returned_rate_category_11_E.true.integer.attribute"/> 
          <parameter key="45" value="Returned_rate_category_12_E.true.integer.attribute"/> 
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          <parameter key="46" value="Returned_rate_category_13_E.true.integer.attribute"/> 
          <parameter key="47" value="Returned_rate_category_14_E.true.integer.attribute"/> 
          <parameter key="48" value="Returned_rate_category_15_E.true.integer.attribute"/> 
          <parameter key="49" value="Returned_rate_category_16_E.true.integer.attribute"/> 
          <parameter key="50" value="Returned_value_category_01_C.true.integer.attribute"/> 
          <parameter key="51" value="Returned_value_category_02_C.true.integer.attribute"/> 
          <parameter key="52" value="Returned_value_category_03_C.true.integer.attribute"/> 
          <parameter key="53" value="Returned_value_category_04_C.true.integer.attribute"/> 
          <parameter key="54" value="Returned_value_category_05_C.true.integer.attribute"/> 
          <parameter key="55" value="Returned_value_category_06_C.true.integer.attribute"/> 
          <parameter key="56" value="Returned_value_category_07_C.true.integer.attribute"/> 
          <parameter key="57" value="Returned_value_category_08_C.true.integer.attribute"/> 
          <parameter key="58" value="Returned_value_category_09_C.true.integer.attribute"/> 
          <parameter key="59" value="Returned_value_category_10_C.true.integer.attribute"/> 
          <parameter key="60" value="Returned_value_category_11_C.true.integer.attribute"/> 
          <parameter key="61" value="Returned_value_category_12_C.true.integer.attribute"/> 
          <parameter key="62" value="Returned_value_category_13_C.true.integer.attribute"/> 
          <parameter key="63" value="Returned_value_category_14_C.true.integer.attribute"/> 
          <parameter key="64" value="Returned_value_category_15_C.true.integer.attribute"/> 
          <parameter key="65" value="Returned_value_category_16_C.true.integer.attribute"/> 
        </list> 
      </operator> 
      <operator activated="false" class="store" compatibility="5.3.015" expanded="true" height="60" name="Store" width="90" 
x="179" y="75"> 
        <parameter key="repository_entry" value="../data/DMC2004_Entry"/> 
      </operator> 
      <operator activated="true" class="retrieve" compatibility="5.3.015" expanded="true" height="60" name="Retrieve" width="90" 
x="45" y="210"> 
        <parameter key="repository_entry" value="../data/DMC2004_Entry"/> 
      </operator> 
      <operator activated="true" class="select_attributes" compatibility="5.3.015" expanded="true" height="76" name="Select 
Attributes" width="90" x="179" y="390"> 
        <description>En este paso se separan todos los atributos numéricos que de entrada trae el conjunto de datos, para aplicar en éstos 
limpiza de datos (tratamientos de vvalores perdidos e identificación y eliminación de datos atípicos.</description> 
        <parameter key="attribute_filter_type" value="subset"/> 













      </operator> 
      <operator activated="true" class="set_role" compatibility="5.3.015" expanded="true" height="76" name="Set Role" width="90" 
x="246" y="210"> 
        <description>Cambio de Rol para una variable en particular (Purchased_items_H), para que sirva como etiqueta para generar el 
modelo que permite reempalazar los valores perdidos dentro del conjunto de datos.</description> 
        <parameter key="attribute_name" value="Purchased_items_H"/> 
        <parameter key="target_role" value="label"/> 
        <list key="set_additional_roles"/> 
      </operator> 
      <operator activated="true" class="impute_missing_values" compatibility="5.3.015" expanded="true" height="60" name="Impute 
Missing Values" width="90" x="380" y="390"> 
        <description>Generación de datos para los valores perdidos usando un proceso de regresión K-NN, en el que se usa una variable 
objetivo (y) dentro de una regresión para generar una ubicación espacial de todos los puntos conocidos, y asignando a los desconocidos el más 
cercano de acuerdo a los otros valorees.</description> 









        <parameter key="learn_on_complete_cases" value="false"/> 
        <parameter key="order" value="random"/> 
        <process expanded="true"> 
          <operator activated="true" class="k_nn" compatibility="5.3.015" expanded="true" height="76" name="k-NN" width="90" 
x="246" y="75"> 
            <parameter key="measure_types" value="NumericalMeasures"/> 
          </operator> 
          <connect from_port="example set source" to_op="k-NN" to_port="training set"/> 
          <connect from_op="k-NN" from_port="model" to_port="model sink"/> 
          <portSpacing port="source_example set source" spacing="0"/> 
          <portSpacing port="sink_model sink" spacing="0"/> 
        </process> 
      </operator> 
      <operator activated="true" class="store" compatibility="5.3.015" expanded="true" height="60" name="Store (2)" width="90" 
x="447" y="210"> 
        <description>Almacena el resultado parcial del proceso de limpieza para no perder datos;</description> 
        <parameter key="repository_entry" value="../data/DMC2004_DC1"/> 
      </operator> 
      <operator activated="true" class="retrieve" compatibility="5.3.015" expanded="true" height="60" name="Retrieve 
DMC2004_DC1" width="90" x="581" y="210"> 
        <parameter key="repository_entry" value="../data/DMC2004_DC1"/> 
      </operator> 
      <operator activated="true" class="write_excel" compatibility="5.3.015" expanded="true" height="76" name="Write Excel" 
width="90" x="715" y="255"> 
        <parameter key="excel_file" value="C:\Users\Paulo Fuentes A\Documents\DMC2004_Cleaned_data_v02.xlsx"/> 
        <parameter key="file_format" value="xlsx"/> 
        <parameter key="sheet_name" value="DMC2004_Cleaned_data_v02"/> 
      </operator> 
      <connect from_op="Read Excel" from_port="output" to_op="Store" to_port="input"/> 
      <connect from_op="Retrieve" from_port="output" to_op="Select Attributes" to_port="example set input"/> 
      <connect from_op="Select Attributes" from_port="example set output" to_op="Set Role" to_port="example set input"/> 
      <connect from_op="Set Role" from_port="example set output" to_op="Impute Missing Values" to_port="example set in"/> 
      <connect from_op="Impute Missing Values" from_port="example set out" to_op="Store (2)" to_port="input"/> 
      <connect from_op="Retrieve DMC2004_DC1" from_port="output" to_op="Write Excel" to_port="input"/> 
      <portSpacing port="source_input 1" spacing="0"/> 





ANEXO 2: CÓDIGO IMPLEMENTACIÓN PREPROCESMIENTO DE DATOS – 
MATLAB 
 
Aplicación iterativa métodos pre-procesamiento 
 
  




%% Método 2: Método LPScore 
  
  
% Generación de datos de entrada 
DMC2004Cleaneddata_0_LPScore = DMC2004Cleaneddata; 
  
for a=0:0 
% Construcción de matriz de afinidad      
     
    cadena3=['W_' num2str(a) '=constructW(DMC2004Cleaneddata_' num2str(a) '_LPScore);'] 
    cadena4=['Y_' num2str(a) '= LaplacianScore(DMC2004Cleaneddata_' num2str(a) '_LPScore,W_' num2str(a) ');'] 
    cadena5=['[junk_' num2str(a) ', index_' num2str(a) '] = sort(-Y_' num2str(a) ');'] 
    cadena6=['DMC2004_wFeat_LPScore_' num2str(a) '=cat(2,index_' num2str(a) ',junk_' num2str(a) ');'] 
  
% evaluación de cadenas de texto creadas 
    eval(cadena3); 
    eval(cadena4); 
    eval(cadena5); 
    eval(cadena6); 
     
% limpieza de datos para evitar desbordamiento de memoria 
   cadena8=['clear W_' num2str(a) ';'] 
    eval(cadena8)     




%      The features with larger y are more important. 







    % Mover a matriz temporal los pesos relativos que genera el proceso 
    % LPScore 
cadena1=['temp_index_' num2str(b) '=DMC2004_wFeat_LPScore_' num2str(b) ';'] 
  
% ordenar según el ID de cada columna y transponer para fusionar con matriz 
% de datos 
cadena2=['temp_index_' num2str(b) '=transpose(sortrows(temp_index_' num2str(b) ',1));'] 
  
% Fusionar mariz de pesos de cada variable con matriz de datos 
cadena3=['temp_data_' num2str(b) '=cat(1,temp_index_' num2str(b) ',DMC2004Cleaneddata_' num2str(b) '_LPScore);'] 
  
% Transponer la matriz fusionada (datos + pesos) para ordenar más adelante 
cadena4=['temp_data_' num2str(b) '=transpose(temp_data_' num2str(b) ');'] 
  
% Ordenar de acuerdo al peso identifiacdo en cada una de las variables 
% Poner el índice de ordenamiento en 2 (positivo), porque el ordenamiento 
% con la función sort cambia el signo, así que los atributos más 
% importantes son aquellos que tienen el valor más negativo 
cadena5=['temp_data_' num2str(b) '=sortrows(temp_data_' num2str(b) ',2);'] 
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% Identificación de la cantidad de columnas (registros) que tiene la matriz 
% transpuesta 
cadena6=['col=size(temp_data_' num2str(b) ',2);'] 
  
  
% Almacenamiento de los pesos de cada variable en una matriz según su importancia (para saber cuál es cada variable en las matrices 
SORTED) 
cadena7 = ['DMC2004Cleaneddata_' num2str(b) 'LPScore_wFeat_sorted =temp_data_' num2str(b) '(:,1:2);'] 
  
  
% Eliminar datos de pesos en matriz  y Transponer nuevamente para dejar 
% solo datos 
cadena8=['temp_data_' num2str(b) '=temp_data_' num2str(b) '(:,3:col);'] 
  
% Almacenar los datos ordenados en una matriz aparte 
cadena9=['DMC2004Cleaneddata_' num2str(b) '_LPScore_sorted=transpose(temp_data_' num2str(b) ');'] 
  
% ejecución de sentencias 
  













%% Método 2: Método SPEC  
  
  
DMC2004Cleaneddata_0_SPEC = DMC2004Cleaneddata; 
  
for a = 0:0 
  
    % Cálculo de vectores de similitud 
cadena3=['simil_SPEC_' num2str(a) '= pdist(DMC2004Cleaneddata_' num2str(a) '_SPEC,''euclidean'');'] 
  
  
    % Creación de matrices de similitud 
cadena4=['W_SPEC_' num2str(a) '=squareform(simil_SPEC_' num2str(a) ');'] 
  
    % ejecución de la función espectral para calcular el ranking de las 
    % variables: Es un proceso bastante lento, el computador necesita de 4 
    % a 5 horas para terminarlo y se puede bloquear mientras s eejecuta 
     
    cadena5=['[wFeat_SPEC_' num2str(a) ', SF_SPEC_' num2str(a) ' ] = fsSpectrum( W_SPEC_' num2str(a) ', DMC2004Cleaneddata_' 
num2str(a) '_SPEC, -1);'] 
     
eval(cadena3) 
eval(cadena4) 
eval(cadena5)   







% Mientras mayor sea el ranking de spec, más importante es la variable entro del conjunto de datos en un proceso de aprendizaje no 
supervisado 
% como clustering 
  
  






% Creación de matriz con ID y pesos relativos de cada variable evaluada por 
% SPEC 
  
cadena9=['temp_index_' num2str(b) '=transpose(cat(2,transpose([;1:(size(wFeat_SPEC_' num2str(b) ',1))]),-1*wFeat_SPEC_' 
num2str(b) '));'] 
  
% Fusionar matriz de pesos de cada variable con matriz de datos 
cadena10=['temp_data_' num2str(b) '=cat(1,temp_index_' num2str(b) ',DMC2004Cleaneddata_' num2str(b) '_SPEC);'] 
  
  
% Transponer la matriz fusionada (datos + pesos) para ordenar más adelante 
cadena11=['temp_data_' num2str(b) '=transpose(temp_data_' num2str(b) ');'] 
  
% Ordenar de acuerdo al peso identifiacdo en cada una de las variables 
cadena12=['temp_data_' num2str(b) '=sortrows(temp_data_' num2str(b) ',2);'] 
  
% Identificación de la cantidad de columnas (registros) que tiene la matriz 
% transpuesta 
cadena13=['col=size(temp_data_' num2str(b) ',2);'] 
  
% Almacenamiento de los pesos de cada variable en una matriz según su importancia (para saber cuál es cada variable en las matrices 
SORTED) 
cadena14 = ['DMC2004Cleaneddata_' num2str(b) 'SPEC_wFeat_sorted =temp_data_' num2str(b) '(:,1:2);'] 
  
  
% Eliminar datos de pesos en matriz  y transponer nuevamente para dejar 
% solo datos 
cadena15=['temp_data_' num2str(b) '=temp_data_' num2str(b) '(:,3:col);'] 
  
% Trasponer nuevamente para dejar solo datos y almacenar los datos ordenados en una matiz aparte 
cadena16=['DMC2004Cleaneddata_' num2str(b) '_SPEC_sorted=transpose(temp_data_' num2str(b) ');'] 
  
  














   
%% Método 3: Método MCFS 
  
  
DMC2004Cleaneddata_0_MCFS = DMC2004Cleaneddata; 
  
  
 % Definición de parámetros para la ejecución del proceso DPP          
     
    % Creación de estructura para almacenar parámetros de la función 
    options = []; 
  
    %Definición de nombres y valores de atributos dentro de los campos de la estructura definida previamente 
    % k: Parámetro para representación de grafo de los datos con modelo 
    % k-NN 
    options.k = 5;  
     
    % nUseEigenfunction: Cantidad de eigen funciones que se deben usar 
    % dentro del procesamiento     
    options.nUseEigenfunction = 4;   
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    % Cantidad de atributos a seleccionar dentro del PPD, puede ser un 
    % número fijo o se pueden probar varias cantidades usando un vector 
     
    CantAtrib = [65]; 
     
     
     
  % 4: Aplicación de función de MCFS Usando un bucle para repetir para todos los conjuntos de datos 
     
    for a = 0:0 
         
        cadena1 = ['[IndAtrib_'  num2str(a) ',CantAtrib] = MCFS_p(DMC2004Cleaneddata_' num2str(a) '_MCFS,CantAtrib,options);'] 
        eval(cadena1); 
         
        for i = 1:length(CantAtrib) 
            cadena2 = ['RankAtrib_MCFS_' num2str(a)  '= IndAtrib_' num2str(a) '{i};'] 
           eval(cadena2); 
        end 
                
    end 
         
     
     
     
         
     
    % Ordenamiento de conjunto de datos según la importancia identificada en el 




     
% calcular la cantidad de columnas que componen el ranking y crear vector columna de escala con valores ficticios de esca 
  
cadena0= ['f_index=transpose([ (size(RankAtrib_MCFS_' num2str(b) ',1)*-1) :-1]);'] 
  
    % Mover a matriz temporal los pesos relativos que genera el proceso 
    % LPScore 
cadena1=['temp_index_' num2str(b) '=cat(2,RankAtrib_MCFS_' num2str(b) ',f_index);'] 
  
% ordenar según el ID de cada columna y transponer para fusionar con matriz 
% de datos 
cadena2=['temp_index_' num2str(b) '=transpose(sortrows(temp_index_' num2str(b) ',1));'] 
  
% Fusionar matriz de pesos de cada variable con matriz de datos 
cadena3=['temp_data_' num2str(b) '=cat(1,temp_index_' num2str(b) ',DMC2004Cleaneddata_' num2str(b) '_MCFS);'] 
  
% Transponer la matriz fusionada (datos + pesos) para ordenar más adelante 
cadena4=['temp_data_' num2str(b) '=transpose(temp_data_' num2str(b) ');'] 
  
% Ordenar de acuerdo al peso identifiacdo en cada una de las variables 
% El ordenamieto se deb hacer de menor a mayor (con un 2) 
cadena5=['temp_data_' num2str(b) '=sortrows(temp_data_' num2str(b) ',2);'] 
  
% Identificación de la cantidad de columnas (registros) que tiene la matriz 
% transpuesta 
cadena6=['col=size(temp_data_' num2str(b) ',2);'] 
  
% Almacenamiento de los pesos de cada variable en una matriz según su importancia (para saber cuál es cada variable en las matrices 
SORTED) 
cadena7 = ['DMC2004Cleaneddata_' num2str(b) 'MCFS_wFeat_sorted =temp_data_' num2str(b) '(:,1:2);'] 
  
% Eliminar datos de pesos en matriz  y Transponer nuevamente para dejar 
% solo datos 
cadena8=['temp_data_' num2str(b) '=temp_data_' num2str(b) '(:,3:col);'] 
  
% Almacenar los datos ordenados en una matiz aparte 
cadena9=['DMC2004Cleaneddata_' num2str(b) '_MCFS_sorted=transpose(temp_data_' num2str(b) ');'] 
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% ejecución de sentencias 
  
     
eval(cadena0);     







eval(cadena8);     
eval(cadena9);     








ANEXO 3: CÓDIGO DE LA FUNCIÓN LAPLACIAN SCORE – MATLAB 
 
function [Y] = LaplacianScore(X, W) 
  
  
if nargin == 0, selfdemo; return; end 
  
[nSmp,nFea] = size(X); 
  
if size(W,1) ~= nSmp 
    error('W is error'); 
end 
  
D = full(sum(W,2)); 
L = W; 
  
allone = ones(nSmp,1); 
  
  
tmp1 = D'*X; 
  
D = sparse(1:nSmp,1:nSmp,D,nSmp,nSmp); 
  
DPrime = sum((X'*D)'.*X)-tmp1.*tmp1/sum(diag(D)); 
LPrime = sum((X'*L)'.*X)-tmp1.*tmp1/sum(diag(D)); 
  
DPrime(find(DPrime < 1e-12)) = 10000; 
  
Y = LPrime./DPrime; 
Y = Y'; 




     
%--------------------------------------------------- 
function selfdemo 
% ====== Self demo using IRIS dataset 
% ====== 1. Plot IRIS data after LDA for dimension reduction to 2D 
load iris.dat 
  
feaNorm = mynorm(iris(:,1:4),2); 
fea = iris(:,1:4) ./ repmat(max(1e-10,feaNorm),1,4); 
  
options = []; 
options.Metric = 'Cosine'; 
options.NeighborMode = 'KNN'; 
options.WeightMode = 'Cosine'; 
options.k = 3; 
  
W = constructW(fea,options); 
  
[LaplacianScore] = feval(mfilename,iris(:,1:4),W); 
[junk, index] = sort(-LaplacianScore); 
  
index1 = find(iris(:,5)==1); 
index2 = find(iris(:,5)==2); 
index3 = find(iris(:,5)==3); 
figure; 
plot(iris(index1, index(1)), iris(index1, index(2)), '*', ... 
     iris(index2, index(1)), iris(index2, index(2)), 'o', ... 
     iris(index3, index(1)), iris(index3, index(2)), 'x'); 
legend('Class 1', 'Class 2', 'Class 3'); 
title('IRIS data onto the first and second feature (Laplacian Score)'); 
axis equal; axis tight; 
  
figure; 
plot(iris(index1, index(3)), iris(index1, index(4)), '*', ... 
     iris(index2, index(3)), iris(index2, index(4)), 'o', ... 
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     iris(index3, index(3)), iris(index3, index(4)), 'x'); 
legend('Class 1', 'Class 2', 'Class 3'); 
title('IRIS data onto the third and fourth feature (Laplacian Score)'); 
axis equal; axis tight; 
  
disp('Laplacian Score:'); 
for i = 1:length(LaplacianScore) 
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