Abstract. We study small time bounds for transition densities of convolution semigroups corresponding to purely jump Lévy processes in R d , d ≥ 1, including those with jumping kernels exponentially and subexponentially localized at infinity. For a large class of Lévy measures, non-necessarily symmetric and absolutely continuous with respect to the underlying measure, we find the optimal in time and space upper bound, for the corresponding transition kernels at infinity. In case of Lévy measures that are symmetric and absolutely continuous with respect to the Lebesgue measure, with densities g such that g(x) ≍ f (|x|) for nonincreasing profile functions f , we also prove the full characterization of the sharp two-sided transition densities bounds of the form
Introduction and statement of results
We study a convolution semigroup of probability measures {P t , t ≥ 0} on R d , d ∈ {1, 2, ...}, determined by their Fourier transforms F(P t )(ξ) = R d e iξ·y P t (dy) = exp(−tΦ(ξ)), t > 0, with the Lévy-Khintchine exponent of the form
where ν is an infinite Lévy measure on R d , i.e., R d (1 ∧ |y| 2 ) ν(dy) < ∞ and ν(R d ) = ∞, and b ∈ R d is a drift term [17] . It is well known that there exists a Lévy process {X t , t ≥ 0} in R d with transition functions given by {P t , t ≥ 0} [32] . The densities of measures P t with respect to the Lebesgue measure are denoted by p t , whenever they exist. For some sufficient and necessary conditions on the existence of kernels p t we refer the reader to [24] .
The problem of estimates of transition densities for jump Lévy processes has been intensively studied for many decades, mostly for stable processes [1, 30, 15, 16, 12, 13, 11, 39, 5] . The general method of estimating of the kernels of Lévy semigroups is based on their convolutional structure and construction. Recent papers [35, 36, 23, 25, 21, 22] contain the estimates for more general classes of Lévy processes, including tempered processes with intensities of jumps lighter than polynomial. The paper [3] focuses on the estimates of densities for isotropic unimodal Lévy processes with Lévy-Khintchine exponents having the weak local scaling at infinity, while the papers [27, 21] discusses the processes with higher intensity of small jumps, remarkably different than stable one. In [8, 9, 20] the authors investigate the case of more general, non-necessarily space homogeneous, symmetric jump Markov processes with jump intensities dominated by those of isotropic stable processes. Estimates of kernels for processes which are solutions of SDE driven by Lévy processes were obtained in [29] . For estimates of derivatives of Lévy densities we refer the reader to [34, 2, 33, 21, 26, 22] . In [18] the authors gave a very interesting geometric interpretation of the transition densities for symmetric Lévy processes.
In the present paper, we focus on some special type of the small time bounds of the densities p t . Before we state our main results, we first need to introduce some necessary auxiliary notation and set the framework for our study. Denote Ψ(r) = sup |ξ|≤r Re (Φ(ξ)) , r > 0.
We note that Ψ is continuous and non-decreasing and sup r>0 Ψ(r) = ∞, since ν(R d ) = ∞. Let Ψ −1 (s) = sup{r > 0 : Ψ(r) = s} for s ∈ (0, ∞)
so that Ψ(Ψ −1 (s)) = s for s ∈ (0, ∞) and Ψ −1 (Ψ(s)) ≥ s for s > 0. To shorten the notation below, we set A substantial part of our work concerns a large class of Lévy measures that are non-necessarily symmetric and absolutely continuous with respect to the Lebesgue measure. However, the sharpness of our results is most evident if the Lévy measure ν has the density g(x) = g(−x) such that g(x) ≍ f (|x|), x ∈ R d , for some nonincreasing function f : [0, ∞) → (0, ∞]. With this framework, our investigations may be seen as the study of the following type of the small time estimates of the densities p t (x) (for simplicity we assume here that b = 0). There are constants c 1 , C 1 , C 2 ∈ (0, 1], c 2 , C 3 , C 4 ≥ 1, θ > 0 and t 0 > 0 such that
and C 2 t f (c 2 |x|) ≤ p t (x) ≤ C 4 t f (c 1 |x|), t ∈ (0, t 0 ], θh(t) ≤ |x|,
where f is the profile of the density g of ν. We say that this two-sided bound is sharp when c 1 = c 2 = 1. Clearly, this is irrelevant when the profile function has a doubling property, e.g. when f (r) = r −d−β . However, for tempered processes, if the tail of the Lévy measure decays at infinity faster than polynomial (e.g. f (r) ≍ e − √ r or f (r) ≍ r −d−β e −r as r → ∞), then this is of great importance. In the above estimates, we do not require the optimality of constants C 1 , C 2 , C 3 and C 4 .
The small time bounds as in (2)-(3) are known to hold for a wide class of Lévy and more general Markov processes. Most of available results imply the estimates of the transition densities in the sharp form when x is small, and not sharp, with c 1 < 1 < c 2 , for large x (see e.g. [3, 8, 9, 35, 36, 25, 21, 22] ). Beside some degenerate examples, in general, the Lévy measures satisfy a kind of the doubling condition around zero. This property is inherited by the profile function and, therefore, we often have f (c|x|) ≍ f (|x|) for any fixed c > 0 and for all small x. In many cases, the small time bounds of the densities p t (x) for small x can be derived from the properties of the corresponding Lévy-Khintchine exponent. Indeed, very often, by the Fourier transform, the asymptotics of Φ at infinity directly translates into the asymptotics of p t and ν at zero (see e.g. [3] ).
For large x this picture is usually dramatically different. As we will see below, in this case the asymptotic behaviour of p t (x) strongly depends on the subtle convolutional properties of the corresponding Lévy measures. If the tail of the Lévy measure is lighter than polynomial at infinity, then we can expect that lim r→∞ f (cr)/f (r) = ∞, for all c ∈ (0, 1). In this case, the Lévy-Khintchine exponent vanishes at zero quadratically and the sharp bounds of p t (x) for large x and small t can not be derived from it. Furthermore, if we have the upper bound in (3) with f (c 1 |x|) for some c 1 ∈ (0, 1), then f (c 1 |x|) can not be directly replaced by cf (|x|) for any constant c. Of course, this does not mean that in this case the bound with the best possible rate f (|x|) cannot hold. Unfortunately, in most cases it is too difficult to settle whether the worse rate in (3) is only a consequence of the flaw of the method or assumptions, or whether, perhaps, the bound of the form (3) with the exact rate f (|x|) does not hold for large x. It is known that the Lévy measure ν(dx) = g(x) dx is a vague limit of measures P t (dx)/t = (p t (x)/t) dx as t → 0 + outside the origin, which may cause the false intuition that for small t the both functions p t (x) and tg(x) should share exactly the same asymptotic properties. As we will show below, although sometimes sharp bounds in (3) seem to be possible or even evident, they surprisingly do not hold in general. Therefore it is quite reasonable to ask when exactly these bounds are satisfied in the sharpest form.
To the best of our knowledge, there is no a comprehensive argument or result, working in a satisfactory generality including tempered processes with jump intensities exponentially localized at infinity, which ultimately explains and settles when exactly the sharp small time bounds for densities of purely jump Lévy processes are satisfied. The following Theorem 1 definitively resolves this problem for convolution semigroups built on symmetric Lévy measures that are absolutely continuous with respect to the Lebesgue measure with densities comparable to nonincreasing profiles. It gives the full characterization of sharp bounds (2)-(3) with the exact rate f (|x|) for all x ∈ R d . For later use we denote g r (·) = g(·)1 B(0,r) c (·), r > 0.
. Then the following two conditions (1.1) and (1.2) are equivalent.
2) There exist t 0 , θ > 0 and the constants C 1 − C 4 such that for every t ∈ (0, t 0 ] the transition densities p t exist and satisfy
and
Both conditions (a) and (b) in (1.1) are rather local in the sense that they refer to the different ranges of x. The proof of Theorem 1, which consists of the two parts, for small and for large x separately, also reflects this property. In particular, the next result states that the condition (1.1) (b) in fact characterizes the bounds (1.2) for small x. It is worth to point out that under our assumptions the estimate opposite to (1.1)(b) always holds true (as a consequence of the first bound in (4)).
Theorem 2. Let ν(dx) = g(x)dx be a Lévy measure such that ν(R d ) = ∞, g(y) = g(−y) and there is a nonincreasing function f :
. Then the following two conditions (2.1) and (2.2) are equivalent. (2.1) There exist r 0 > 0 and a constant L 2 > 0 such that
2) There exist t 0 , θ, R > 0 such that θh(t 0 ) ≤ R and the constants C 1 − C 4 such that for every t ∈ (0, t 0 ] the transition densities p t exist and satisfy
It was recently proved in [3] for a class of isotropic unimodal Lévy processes (i.e. g(x) and p t (x) are assumed to be strictly radial and unimodal functions) that the estimates
for small t and small x are equivalent to the property that the corresponding Lévy-Khintchine exponent has Matuszewska indices strictly between 0 and 2 at infinity. As shown there, in this class of processes, the latter property yields (2.1). This reformulation of the condition (2.1) in terms of the Lévy-Khintchine exponent easily extends to our settings (see Lemma 5) . However, in general, the functions g(x) and p t (x) corresponding to convolution semigroups investigated in the present paper are not isotropic and unimodal. Therefore, the proof of Theorem 2 requires more general methods than those known and available for isotropic unimodal case.
Due to possible applications, it is worth to point out that our both conditions (2.1) and (2.2) in fact imply the two-sided bound in the minimum form p t (x + tb) ≍ [h(t)] −d ∧ tg(x) (see further discussion in Proposition 1 and Remark 1).
The characterization of (1.2) (in fact, the second bound in (1.2)) for large x in terms of the convolution condition (1.1) (a) is given in Theorem 3 below. This result can be seen as the key and main ingredient of Theorem 1. It was obtained independently of Theorem 2 under the following regularity condition (E) on Φ which is essentially more general than (1.1) (b).
(E) There exist a constant L 0 > 0 and t p > 0 such that
The condition (E) gives not only the existence of densities
, but it also provides a necessary regularity of the small jump part of the process (see Preliminaries). Here we investigate the small time properties of the densities p t and it is intuitively clear that the study of the second bound in (1.2) for large x also should require some regularity of the Lévy-Khintchine exponent Φ for large arguments. One can verify that if there is α > 0, r 0 > 0 and a constant C ∈ (0, 1] such that
then (E) holds for all t ∈ (0, 1/Ψ(r 0 )) (see Lemma 5) . On the other hand, it is clear that (E) excludes the symbols that varies slowly (e.g. logarythmically) at infinity. In this case the integral on the left hand side is not finite for small t. Theorem 3 below gives the characterization of the sharp small time bounds of densities for big spatial arguments in terms of the decay of convolution of the Lévy measures at infinity. Theorem 3. Let ν(dx) = g(x)dx be a Lévy measure such that ν(R d ) = ∞, g(y) = g(−y) and there is a nonincreasing function f :
and that (E) holds with some t p > 0. Then the following two conditions (3.1) and (3.2) are equivalent. (3.1) There exist r 0 > 0 and a constant L 1 > 0 such that
2) There exists t 0 ∈ (0, t p ], R > 0 and the constants C 2 , C 4 such that we have
In particular, if (3.1) is true for some r 0 , then (3.2) holds with R = 4r 0 and t 0 :
2) is true for some t 0 and R, then (3.1) holds for r 0 = R/2.
Note that Theorems 1 and 2 do not require imposing the assumption (E) a priori. Indeed, any of the equivalent conditions (2.1) and (2.2) (respectively (1.1) (b) and (1.2) for small x) implies that the Lévy-Khintchine exponent Φ satisfies (E) (Lemma 5). In fact, the condition (E) is more general and covers an essentially larger class of semigroups than (2.1) (cf. Examples 1 and 2(2)). In particular, the statement of Theorem 3 and the argument in its proof are completely independent of Theorem 2 and bounds (2.1)-(2.2).
Theorem 3 determines when exactly the sharp two-sided bounds as in (3) (with c 1 = c 2 = 1) are satisfied for large x. In particular, it shows that such bounds hold for a large class of symmetric tempered Lévy processes for which they were not known before. Here the most interesting examples include processes with jump intensities exponentially and suboexponentially localized at infinity, even if the intensities of small jumps are remarkably different from stable one, whenever the regularity condition (E) is satisfied (see Corollary 6 and Example 2). Such tempered processes are important from the mathematical physics point of view (see e.g. [7] ) and, as we will see in the sequel, they seem to be quite interesting in the present context. For instance, if we consider the class of Lévy processes with Lévy measures ν(dx) = g(x)dx such that g(x) = g(−x) ≍ |x| −δ e −m|x| , δ ≥ 0, m > 0, for large x (this covers important families of tempered Lévy processes such as relativistic stable or Lamperti ones), then Proposition 2 states that the convolution condition (3.1) holds true only exactly in two cases, when β ∈ (0, 1) and δ ≥ 0 or when β = 1 and δ > (d + 1)/2. Theorem 3 (see also Corollary 6) thus immediately settles that the two sided sharp bounds of the form (3.2) are satisfied for these two ranges of parameters only. In particular, they cannot hold when β > 1 or when β = 1 and δ ∈ (0, (d + 1)/2). This a little bit surprising dichotomy property was not known before (see further discussion in Example 5).
The study of the small time bounds in Theorem 2 and the lower bound in Theorem 3 is based on an application of the results obtained recently in [21] and on some new tricky ideas. However, the most critical part of the paper is the proof of the upper bound in Theorem 3. In fact, the primary motivation of our investigations was to understand and explain when exactly the upper bound as in (3.2) can be expected to hold and how it can be described by the detail and direct properties of the corresponding Lévy measure. The answer we give is that it is enough to know how fast the tail (or rather profile) of a single convolution of the Levy measures (restricted to the complement of some neighborhood of the origin) decays at infinity. This fits very well the convolutional structure of the semigroup {P t : t ≥ 0}, but it is a little unexpected that under the condition (3.1) the decay properties of all n-th convolutions of Lévy measures appearing in the construction is decided exactly by the decay of the first one (we briefly recall the construction in Preliminaries). Note that the condition (3.1) has been recently discovered in [19] in a completely different context as a powerful tool to study the estimates of the eigenfunctions and some ultracontractivity properties of the Feynman-Kac semigroups for Lévy processes. Moreover, similar convolution conditions, especially for the tails of measures, have been widely studied on the real line and the halfline in the context of various types of subexponentiality. It is known for many years that these properties play an important role in the study the relation between one-dimensional infinitely divisible distributions and their Lévy measures (see e.g. [38, 40] and references therein). We would also like to mention that we obtained recently in [20] the upper bound for densities of Feller semigroups with jump kernels absolutely continuous with respect to the Lebesgue measure with densities that are dominated by some radial functions satisfying the condition as in (3.1). However, the argument in this paper requires some additional smoothness of the majorizing functions and the additional regularity of the intensity of small jumps, which is in fact assumed to be of the stable type.
The second important question we address in the present paper is about the generality in which such type of convolution condition on Lévy measure implies the sharp small time upper bound of the corresponding density p t (x) for large x similar to (3.2). We show that it holds true in much more general case, extending far beyond the settings of Theorems 1 and 3. Below we proceed in the general framework, under which we also worked in our recent paper [21] . We consider a large class of Lévy measures satisfying the following localization (domination) condition from above.
Here diam(A) is the diameter and dist(A, 0) is the distance to 0 of the set A ⊂ R d and B(R d ) denotes the Borel sets in R d . For comparison, in [22] the author consider a different type of a localization condition, which is based on the estimate of the tail of the Lévy measure by the tail of some multidimensional (subexponential) distribution. Note that the condition (D) covers a large class of symmetric and asymmetric Lévy measures which are not absolutely continuous with respect to Lévy measures, including some product and discrete Lévy measures and those with tails very fast decaying at infinity.
Under the following convolution condition (C), naturally generalizing (3.1), we obtain the sharpest possible upper bound of p t (x) for small t and large x which can be given by using the majorant f satisfying the localization condition (D).
(C) There exist the constants L 1 , L 4 > 0 and r 0 > 0 such that for every |x| ≥ 2r 0 and r ∈ (0, r 0 ]
with f and γ given by the domination condition (D).
Theorem 4. Let ν be a Lévy measure such that ν(R d ) = ∞ and let the assumptions (E), (D) and (C) be satisfied for some t p > 0, the function f , the parameter γ and some r 0 > 0. Then there is a constant C 5 > 0 and R > 0 such that
, and b r is given by (1).
The proof of Theorem 4 is critical for the whole paper. Its key argument are some sharp estimates of the n-th convolutions of restricted Lévy measures (Lemma 2) which are based on our new convolution condition (C) and were not known before. One can check that under the assumptions of Theorem 3 both conditions (D) and (C) hold with γ = d and f being the profile of the density g. In this case, the convolution condition (C) directly reduces to assumption (3.1) (see Lemma 3) . Theorem 3 is thus the direct corollary from Theorem 4. Note that in light of the general property in (4) below, the second inequality in (C) is only a technical assumption saying that the profile f is not too rough around zero.
We close the introduction by a brief discussion of the sharpness of our new convolution assumption in (C) compared to the condition (P) introduced recently in [21] together with (D) as a key assumption to study the upper bound for transition densities.
(P) There exists a constant M > 0 such that
with f given by (D). Note that the structure of the condition (P) is much more isotropic than that of (C) and, therefore, it is often more convenient to check. Under (D), the condition (P) allowed us to get the result (see [21, Theorem 1] ) which, in particular, implies the upper bound as in Theorem 4, but with the rate f (|x|/4) instead of f (|x|) and with some additional exponentially-logarithmic correction term. At the stage of the paper [21] , it was completely unclear whether the sharpest possible upper bound with f (|x|) cannot be obtained under the condition (P). In Proposition 3, although both conditions have completely different structure, we prove that (C) always implies the inequality in (P) for large s and small r, but the converse implications is not true. This in fact means that the condition (P) is too weak to guarantee the optimal rate in the estimate of p t (x) for small t and big x in general. More precisely, it holds for a larger class than the convolution condition (C) and give some bounds for densities, but it cannot be used to derive the sharp bound as in Theorem 4 with the exact rate f (|x|) imposed by the localization condition (D). This is illustrated by Example 5.
The structure of the paper is as follows. In Preliminaries we collect all facts needed in the sequel and briefly recall the construction of the semigroup {P t : t ≥ 0}. Based on that, we precisely explain what is the main object of our study in this paper. In Section 3 we investigate the consequences of the condition (C) and estimate the convolutions of Lévy measures. In Sections 4 we prove Theorems 4 and 3 involving the bounds for p t (x) for large x. Section 5 concerns small time bounds for small x. It includes the proof of Theorem 2, the discussion of further implications and formal proof of Theorem 1. In Section 6 we illustrate our results by various examples, including two less regular cases (Examples 3 and 4), and discuss the convolution condition with respect to some various typical profiles of Lévy densities (Proposition 2 and Corollary 6). In Subsection 6.3, we also illustrate the sharpness of our convolution condition (C) compared with (P).
Preliminaries
We use c, C, L (with subscripts) and M to denote finite positive constants which may depend only on ν, b, and the dimension d. Any additional dependence is explicitly indicated by writing, e.g., c = c(n). We write f (x) ≍ g(x) whenever there is a constant c such that
We will need the following preparation. As usual we divide the Lévy measure in the two parts. For r > 0 we denotẽ
In terms of the corresponding Lévy process,ν r is related to the jumps which are close to the origin, whileν r represents the large jumps. Note that there exist the constants L 5 , L 6 such that for every r > 0
which follows from [21, Proposition 1] or [14] . We now briefly recall the construction of the semigroup {P t , t ≥ 0}. For the restricted Lévy measures we consider the two semigroups of measures {P r t , t ≥ 0} and {P r t , t ≥ 0} such that
respectively. We have
and, therefore, by (E), for every r > 0 and t ∈ (0, t p ] the measuresP r t are absolutely continuous with respect to the Lebesgue measure with densitiesp
We have P t =P r t * P r t * δ tbr , and p t =p r t * P r t * δ tbr , t > 0, where b r is defined by (1), and
As usual, below we will useP r t ,p r t andP r t with r = h(t) and for simplification we will writẽ
. As proven in [21, Lemma 8] , if ν(R d ) = ∞ and (E) holds with t p > 0 then there exist constants C 6 , C 7 and C 8 such that
Therefore, we always have
The main objective of the present paper is to find and study the precise estimates of convolutions ν n * r and the measureP t , and, in consequence, also the optimal upper bound for the integral on the right hand side of (6) when x is large. This will be achieved in the next two sections.
Convolutions of Lévy measures
In this section we prove the sharp upper bounds for n-th convolutions of Lévy measures, which are basic for our further investigations.
First we discuss some decay properties of nonincreasing functions f satisfying our new convolution condition (C). They will be very important below. (a) We have f (s − r 0 ) ≤ C 9 f (s), s ≥ 3r 0 , with
where
Proof. To prove (a) first observe that by the assumption ν(
For all s ≥ 2r 0 , by monotonicity of f and (C), we have
The inequality in (a) follows from this with constant C 9 given by (7), for all s ≥ 3r 0 . Clearly, C 9 ≥ 1, since f is nonincreasing.
We now show (b). Let
. First we prove that the inequality
holds. If we suppose that this is not true, then there is n ≥ n r 0 such that
However, by (a) we have 0 < f (2r 0 ) ≤ C n 9 f ((n + 2)r 0 ), for every n ∈ N. This gives a contradiction. We thus proved that the inequality in (b) holds with the constant C 10 = C 9 for all s ≥ (n r 0 +2)r 0 , and, therefore, it also holds with
The following lemma yields the sharpest upper bound for the convolutionsν * n r given by the profile function f localizing the Lévy measure from above in (D). By sharpest bound we mean here the estimate with the exact rate f (·) instead of f (c ·) for some c ∈ (0, 1). Such bounds were not known before and it is a little bit surprising or even unexpected that the single estimate from (D) extends to all convolutions via the condition (C). Weaker, not sharp, versions of Lemma 2 (b) with rates f (c dist(A, 0)) for some c ∈ (0, 1) were studied before (see e.g. [21, Lemma 9] ). However, our present result is based on a completely different argument using our new convolution condition (C), which proved to be the optimal assumption to study such bounds. Lemma 2 will be a key argument in proving Theorem 4.
Lemma 2. Let ν be a Lévy measure such that ν(R d ) = ∞ and let the assumptions (D) and (C) be satisfied for some function f , the parameter γ and some r 0 > 0. Then the following hold.
(a) There is a constant C 11 = C 11 (r 0 ) such that
with a constant
Proof. First we consider (a). We prove that (8) holds with C 11 given by (10). For n = 1 it is just the assumption (C). Assume now that (8) is true for some natural n and all x ∈ R d such that |x| ≥ 3r 0 . We will show that it holds also for n + 1. For every r ∈ (0, r 0 ] and x ∈ R d with |x| ≥ 3r 0 we have
To estimate I 1 we consider two cases. When 3r 0 ≤ |x| < 5r 0 , then simply
If now |x| ≥ 5r 0 , then by (D) and Lemma 1 (a) we get
and, consequently, in this case,
To estimate I 2 it is enough to observe that by induction hypothesis we have
and, in consequence, by assumption (C),
for every r ∈ (0, r 0 ]. Hence, (8) holds for n + 1, every r ∈ (0, r 0 ] and every x ∈ R d such that |x| ≥ 3r 0 with constant
and proof of (a) is complete.
We now show (b). We prove the desired bound with constant C 12 given by (11). When n = 1 then our claim follows directly from (D). Suppose now that (9) is true for some n ∈ N, all bounded sets A ∈ B(R d ) such that dist(A, 0) ≥ 3r 0 − r 0 /2 n and every r ∈ (0, r 0 ]. We check (9) for n + 1. To shorten the notation let δ A := dist(A, 0). We consider two cases:
By (D), the second part of (C) and (4), we have
To estimate I 12 we just use the induction hypothesis and Lemma 1 (a). Indeed, we have
Let now δ A > 6r 0 and
By exactly the same argument as for I 12 , we get
It is enough to estimate I 21 . By (D) and Lemma 1 (a), we have
with some x A ∈ R d such that |x A | = δ A . Thus, by (8), we conclude that
and, therefore, (9) holds with
which completes the proof of the lemma.
We now show that under the assumption that the Lévy measure has a density which is comparable to some radially nonincreasing profile, the condition (3.1) of Theorem 3 is in fact equivalent to (C). Proof. Clearly, we only need to show that the condition (3.1) of Theorem 3 implies (C). For every r ∈ (0, r 0 ) and |x| ≥ 2r 0 , by (3.1) and the monotonicity of f and Ψ, we have
If now |x| ≥ 4r 0 , then by the comparability g(x) ≍ f (|x|) > 0 and by similar argument as in Lemma 1 (a) based on (3.1), we get
and the first inequality in (C) is satisfied. If |x| ∈ [2r 0 , 4r 0 ], then by strict positivity and monotonicity of f , f (|x| − r 0 ) ≤ c 6 f (|x|), and the first bound in (C) follows again. To show the second part of (C) for γ = d we observe that by (4) we have
Proofs of Theorems 4 and 3
We start with the following lemma which is a corollary from the estimates of the n-th convolutions of Lévy measures proven in the previous section. . The following hold.
(a) We have
Proof. Statements (a) and (b) are direct consequences of (5) and estimates (a) and (b) in Lemma 2, respectively.
We are now ready to prove Theorem 4.
Proof of Theorem 4. By (6), we only need to estimate the integral
for all |x| ≥ 4r 0 and t ∈ (0, t 0 ], where t 0 := 1/Ψ(1/r 0 ) ∧ t p (recall that t p is given in (E)). By Lemma 1 (b) (as a consequence of (C)), we have
Let now t ∈ (0, t 0 ] and |x| ≥ 4r 0 . By (13), we have G(|y −x|/h(t)) ≤ G(r 0 /(2h(t)))G(|y −x|/(2h(t 0 ))) ≤ C 10 G(r 0 /(2h(t)))f (|y −x|), |y −x| > r 0 , and, consequently, we get
Denote the two integrals above by I 1 and I 2 , respectively. We first estimate I 1 . By Fubini, we have
Applying now Lemma 4 (b) to the both members above, we get
, with C 12 = C 12 (r 0 , 1) and finally, by using Lemma 1 (a) and noting that 1 0
(G −1 (s)) γ ds < ∞, we obtain
where c 1 = c 1 (r 0 ). It is enough to estimate I 2 and G(r 0 /(2h(t))). We deduce directly from Lemma 4 (a) that
Also, it follows from [17, Lemma 3.6.22] that Ψ(r) ≤ 2Ψ(1)(1 + r 2 ), r > 0, and, in consequence,
where c 4 = c 4 (Ψ, r 0 ). Finally, we obtain
with c 6 = c 6 (Ψ, r 0 ), for t ∈ (0, t 0 ] and |x| ≥ 4r 0 . This completes the proof. 
(the constant C 6 in the estimate (7) of [21] may be assumed to be smaller than 1). By Lemma 1 (a), we conclude that for every |x| ≥ 4r 0 and t ∈ (0, t 0 ] we have
which completes the proof of the first implication.
To prove the opposite implication we assume that the estimates (3.2) hold. Let r 0 = R/2. By the both bounds in (3.2) and by the semigroup property, we have
for all |x| ≥ 2r 0 . The proof is complete.
Proofs of Theorems 2 and 1, and related results
In Lemma 5 below we collect some basic properties of the Lévy-Khintchine exponents corresponding to the Lévy measures investigated in Theorems 1-3. In particular, we show that the condition (2.1) implies (E). This will be used in the proofs of Theorem 2 and Proposition 1 below.
Lemma 5. Let ν(dx) = g(x)dx be a Lévy measure such that ν(R d ) = ∞, g(y) = g(−y) and there is a nonincreasing function f :
Then the following hold.
(a) There exists a constant C 13 such that
(b) The condition (2.1) is equivalent to the property that there are α 1 , α 2 ∈ (0, 2), C 14 , C 15 > 0 and s 0 > 0 such that
that is, Ψ has weak lower and upper scaling properties with indices α 1 and α 2 at infinity (see e.g. [3, (17) - (18) 
then the condition (E) holds for all t ∈ (0, 1/Ψ(s 0 )).
It is known that there is an isotropic unimodal Lévy process in R d with the Lévy-Khintchine exponent Φ 0 and the Lévy measure ν 0 (dy) = f (|y|)dy (for the formal definition and further details on unimodal Lévy processes we refer the reader to [37] ). By comparability g(x) ≍ f (|x|), x ∈ R d , we have
This and [14, Proposition 1] yields
The both properties (16) and (17) give the assertion (a) of the lemma.
We now prove (b). Suppose first that (2.1) holds. Then, by the inequality
, |x| ≤ 2r 0 , and by (4) and the same argument as in (12), we get
and finally, we derive from [3, Theorem 26] that the function Ψ 0 has the property that there are α 1 , α 2 ∈ (0, 2), c 1 , c 2 > 0 and s 0 > 0 such that
By (17) also the function Ψ has the scaling property as in (18) . The converse implication in (b) uses exactly converse argument and it is omitted.
Since by (a) we have Re Φ(ξ) ≍ Ψ(|ξ|) for ξ ∈ R d \ {0}, the property in assertion (c) can be established by following the argument (estimate) in [3, Lemma 16] .
Proof of Theorem 2. We first consider the implication (2.1) ⇒ (2.2). Assume (2.1) and note that by Lemma 5 the condition (E) is satisfied with some t p > 0. Moreover, observe that by (2.1), (4) and (12) , and the monotonicity of f , we have f (r) ≍ Ψ(1/r)r −d for r ∈ (0, r 0 ] and, consequently, the doubling property f (r) ≍ f (2r) holds for all r ∈ (0, r 0 /2]. Thus, by [21, Theorem 2] we obtain that there are t 0 ∈ (0, t p ] and θ > 0 such that θh(t 0 ) ≤ R := r 0 /2, for which the both lower bounds in (2.2) hold. To prove the upper bound define f 0 (r) := f (r) ∨ f (r 0 /2), r > 0. Since f (r) ≤ f 0 (r) for r > 0, and f 0 (r) has a doubling property for all r > 0, also the assumptions of [21, Theorem 1] are satisfied with such profile function f 0 and we get
with some constants c, c 1 , c 2 > 0. In particular,
It is enough to estimate the exponentially-logarithmic member in the above estimate. By (2.1), for |x| ∈ (0, r 0 /2] and t ∈ (0, t p ], we have
.
If |x| ≤ h(t), then we easily have th(t)
log(1+c 2 |x| h(t) ) . When |x| > h(t), then by the doubling property of Ψ in (4), we also get
log(1+c 2 |x| h(t) ) .
In particular, we see that the both upper bounds in (2.2) also hold for R = r 0 /2, t ∈ (0, t 0 ] and the same θ. We now show the opposite implication. Assume that (2.2) holds and let r(t) := 2π
By the first two-sided bound in (2.2), we have c
, with some constant c 4 ≥ 1. Since the function r(t) is continuous in (0, t 0 ], it is also onto the interval (0, r(t 0 )]. Moreover, by the both bounds in (2.2), for every t ∈ (0, t 0 ], we have
and by the comparability of r(t) and h(t), we also get
and , t ∈ (0, t 0 ].
Let now r 0 := (2c 4 ) −1 θr(t 0 ) and note that for every r ∈ (0, 2r 0 ] there is t ∈ (0, t 0 ] such that r = c −1 4 θr(t). We conclude that by doubling property and monotonicity of Ψ it holds that Ψ(1/r) ≤ c 6 f (r)r d , r ∈ (0, 2r 0 ], which is exactly (2.1).
The following proposition may be seen as the complement to Theorem 2. A one of its important consequences is that the bounds from (2.2) always imply the two-sided bound in the minimum form as in (2.3) below, while the converse implications holds true under the assumption (E). Proposition 1. Let ν(dx) = g(x)dx be a Lévy measure such that ν(R d ) = ∞, g(y) = g(−y) and there is a nonincreasing function f :
Consider the additional conditions (2.3) and (2.4) (2.3) There exist t 0 > 0, R > 0 and the constants C 17 , C 18 such that we have
(2.4) There exist t 0 > 0, R > 0 and a constant C 19 such that we have
Then the following implications holds.
Proof. Recall that by Theorem 2 the conditions (2.1) and (2.2) are equivalent, and by Lemma 5 the condition (2.1) implies (E). We also see that the condition (2.3) implies (2.4) (in fact with no use of (E)). To complete the proof, we show the implications (2.
3)] ⇒ (2.1) and [(E) ∧ (2.4)] ⇒ (2.1). Let t 0 := sup {t ∈ (0, t p ] : h(t) ≤ r 0 }. By taking r = θh(t) in (2.1) and (4) for t ∈ (0, t 0 ], by the same argument as in (12) and the doubling property of Ψ, we get
. This clearly gives that there are constants c 1 , c 2 ≥ 1 such that
With these inequalities the two sided bound in (2.3) is a direct consequence of (2.2).
Proofs of implications [(E) ∧ (2.3)] ⇒ (2.1) and [(E) ∧ (2.4)]
⇒ (2.1) are exactly the same. Indeed, [21, Lemma 7] gives that there are θ, c 3 > 0 such that
By this estimate, the upper bound in (2.3) or (2.4) and the doubling property of Ψ we thus get
Now, by using a similar argument as in the second part of the proof of Theorem 2, we obtain that there is r 0 , c 5 > 0 such that
and (2.1) holds. The proof is complete.
The discussion of essentiality of the condition (E) in the above proposition continues in Remark 1 in the last section. We close this section by giving the formal proof of Theorem 1.
Proof of Theorem 1. First observe that by monotonicity and strict positivity of functions f and Ψ one can easily extend the estimate (1.1) (b) to r ∈ (0, R] for every R > 2r 0 , possibly with a worse constant L 2 dependent on f (R) and Ψ(1/R). In particular, it holds for r ∈ (0, 16r 0 ]. Moreover, note that by Lemma 5 the condition (1.1) (b) implies (E). Therefore, the implication (1.1) ⇒ (1.2) is a direct corollary from (the proofs of) Theorems 2 and 3. Indeed, (1.2) is a conjuction of (2.2) and (3.2) with the same R = 4r 0 . Consider now the implication (1.2) ⇒ (1.1). If the both bounds in (1.2) hold, then the condition (1.1) (b) follows from Theorem 2 with some r 0 > 0. Therefore, as mentioned above, by Lemma 5 also the assumption (E) is satisfied, and the condition (1.1) (a) can be directly derived from Theorem 3 with the same r 0 .
Further results, discussion and examples
In this section we discuss our results and some of their consequences in a more detail. In particular, we illustrate them by several examples.
Symmetric and absolutely continuous Lévy measures.
We now illustrate the outcomes of our study with the Lévy measures with densities that are comparable to some specific profile functions. Our Theorem 1 is a consequence of the two separate results for small and large x given in Theorems 2 and 3, respectively. Therefore, for more transparency, below we discuss these two theorems separately.
As we mentioned in Introduction, the case of small x is somewhat better explored. In the example below we test Theorems 2 on some Lévy measures with the three different types of singularity at zero. Throughout this subsection we always assume that f : By direct calculations based on [21, Proposition 1], one can show that for the above three cases we have:
, whenever r ≥ 1 and t ∈ (0, 1/Ψ(1)]. We thus see that the condition (2.1) is satisfied in the case (2) with r 0 = 1/2, but it fails for (1) and (3). Theorem 2 states that the small time sharp two sided bounds for small x of the forms (2.1) are true for convolution semigroups with Lévy measures as in (2) only. In the remaining cases, they should be expected in a different form. Note that in some sense the singularities at zero as in (1) and (3) are borderline for the Lévy measures that are required to satisfy ν({x : |x| < 1}) = ∞ and |x|<1 |x| 2 ν(dx) < ∞. Informally speaking, this means that the condition (2.1) is typical for the measures having some balance between these two integrability properties (cf. [3] ). For some available results on the estimates for transition densities corresponding to Lévy processes with slowly varying characteristic exponent as in (1), we refer the reader to [4, pages 117-118] . Sharp small time estimates for small x for processes with high intensity of small jumps as in (3) are still an open and very interesting problem (see [27, 28] and the recent discussion in [21, page 22] ).
The next remark is devoted to Proposition 1. 
which directly implies the upper bound in (2.4). However, in this case both conditions (2.1) and (2.2) fail. Since Φ(ξ) = log(1 + |ξ| α ), also the assumption (E) does not hold. (3) Since, in general, (E) does not imply (2.3), one can ask if there are examples of processes with densities satisfying (2.3), for which (E) and both conditions (2.1) and (2.2) are not true. However, it seems to be very difficult to indicate or construct such an example.
This problem remains open.
We now illustrate our Theorem 3. To shorten the formulations below, first we set some useful notation. Recall that by κ : [0, 1] → (0, ∞] we denote a nonincreasing function such that κ(1) < ∞, κ(0) = ∞. In the sequel we assume that Below we will consider the profiles f := f κ,m,β,δ,c , where
In general, a wider range of δ can be considered in (21) . However, we want f κ,m,β,δ,c to be a strictly positive and nonincreasing profile function for the sufficiently regular density of the Lévy measure. Therefore, in the remaining we always restrict our attention to the settings given by (19) - (20) .
Consider the following convolution condition similar to (2.1) for functions f κ,m,β,δ,c .
(F) There exists a constant C = C(m, β, δ) > 0 such that
We will need the following proposition which gives the characterization of (F) in terms of defining parameters β and δ. Proof. We first prove that the given restrictions of parameters imply the condition (F). Since the case m = 0 and δ > d is obvious, once we consider the case m > 0, β ∈ (0, 1) and δ ≥ 0. To shorten the notation let f := f κ,m,β,δ,c . We start by justifying that for every β ∈ (0, 1) and η ≥ 0 there is s 0 ≥ 1 such that
This estimate is a consequence of the standard inequality
and the fact that for any η ≥ 0 we can find s 0 ≥ 1 such that
Indeed, with these inequalities, for every u, v ≥ s 0 , we get
which is exactly (22) . Let now η := ((d + 1 − δ)/m) ∨ 0 and find s 0 ≥ 1 such that the inequality in (22) holds (recall δ ≥ 0). When s 0 > 1 and |x| ∈ [2, 2s 0 ) then the inequality in (F) holds by integrability and monotonicity properties of function f . Therefore we consider only the case |x| ≥ 2s 0 . With this we have
Since there is c 1 > 0 such that f (s − s 0 ) ≤ c 1 f (s) for every s > 2s 0 , we get
By the inequality (22) with η := ((d + 1 − δ)/m) ∨ 0 applied to u = |y − x| and v = |y|, we get
which completes the proof of the first implication for β ∈ (0, 1) and δ ≥ 0. We now consider the most interesting case when m > 0, β = 1 and δ > (d + 1)/2. We will prove that with this range of parameters (F) also holds true. When d = 1, then this is an easy exercise. We consider only the case d ≥ 2. Observe that the condition (F) is in fact isotropic in a sense that it depends on the norm of x only. Therefore we may and do assume that x = (x 1 , 0, ..., 0) with x 1 > 2. Let
Note that both integrals I 1 and I 3 are bounded above by f (|x| − 1) |y|>1 f (|y|)dy ≤ c 7 f (|x|). Thus, it suffices to estimate the integral I 2 . Let y = (y 1 , ..., y d ). By using spherical coordinates for d − 1 integrals with respect to dy 2 ...dy d , we get
One can directly check that for (s, r) ∈ [1,
and, since |x| = x 1 , in consequence,
It is enough to prove that the function J(x 1 ) given by the double integral above is bounded for all x 1 > 2. By using the substitution r = √ su, for every x 1 > 2 we get
We see that the first integral on the right hand side of the above inequality is always finite, while the second one is convergent whenever δ > . We will show that also in this case (F) does not hold. As before, we consider only the case d ≥ 2. With no loss of generality we assume that x = (2n, 0, ..., 0), for natural n ≥ 2. By using spherical coordinates for d − 1 integrals with respect to dy 2 ...dy d , where y = (y 1 , ..., y d ), we get
The same argument as in (23) yields that for all (s, r)
and, in consequence,
Denote the last double integral by I n . It is enough to show that I n → ∞ as n → ∞. By using the substitution r = √ su, we get
−δ ds, we see that I n → ∞ as n → ∞ whenever δ ≤ (d + 1)/2, which completes the proof of the proposition.
The next corollary shows that for symmetric Lévy processes with jump intensities comparable to radially nonincreasing functions f κ,m,β,δ,c the restriction of parameters given by Proposition 2 in fact characterizes the two sided bounds as in Theorem 3. Note that for the class of convolution semigroups considered in Corollary 6 the regularity condition (E) in fact depends only on the type of singularity of the function κ at zero. Proof. The result is a direct consequence of Theorem 3 and Proposition 2. Indeed, under the assumption of the theorem, the condition (3.1) in Theorem 3 is equivalent to (F).
The above result applies to a large class of purely jump symmetric Lévy processes including the wide range of subordinate Brownian motions and more general unimodal Lévy processes. It not only gives a sharp bound for the decay of the corresponding transition density at infinity for small time, but also settles when exactly such a bound holds true. The most interesting examples are tempered Lévy processes with jump intensities exponentially and suboexponentially localized at infinity. We cover a big subclass of tempered stable processes and others, even with more general intensities of small jumps that are remarkably different than stable one, whenever the condition (E) is satisfied.
Let us now briefly test our Theorem 3 with some exact examples of Lévy processes with Lévy measures absolutely continuous with respect to Lebesgue measure.
Example 2.
(1) One can see that in the case of the relativistic α-stable process with parameter
and the subexponentially and exponentially tempered α-stable process (α ∈ (0, 2), κ(r) = r [31] the condition(3.1) holds, and the corresponding densities satisfy the two-sided small time sharp bounds as in (3.2).
(2) It is useful to see some other examples of κ different from r −d−α for which the background regularity assumption (E) in Theorem 3 (Corollary 6) is satisfied. One can check that it still holds true when κ is as in (2) and (3) of Example 1. In particular, this shows that the condition (E) covers a larger class of semigroups than (2.1). On the other hand, as we mentioned in Introduction, (E) does not hold when the characteristic exponent Φ slowly varies at infinity. For instance, it fails for (1) in Example 1. (3) When m > 0, β = 1 and δ = 0 (e.g. Lamperti stable process [6] ), then the convolution condition (3.1) (or, simply, (F)) does not hold and Theorem 3 (Corollary 6) states that the optimal bounds for large x of the transition densities have to be of different form (cf. Example 5).
6.2. More general Lévy measures. We now illustrate our Theorem 4 by discussing examples of (non-necessarily symmetric) Lévy processes with more general Lévy measures that are not absolutely continuous with respect to Lebesgue measure. where the parameters α 1 and α 2 satisfy
Note that for such choice of α 2 the function κ is decreasing on the whole interval (0, 1). Let ν be a Lévy measure such that
where c = κ(1)e m and µ is a nondegenerate measure on S (sometimes called spectral measure)
Estimates of transition densities of convolution semigroups corresponding to such Lévy measures have been studied in [35, 36, 21] , but the optimal small time bounds for large x were still an open problem. Available results allow to get the upper bound for large x with the rate |x| 1−γ−δ e −m|c 2 x| β , for some constant c 2 ∈ (0, 1), and they cannot answer the question whether the correct rate is given by |x| 1−γ−δ e −m|x| β . In particular, [21, Theorem 1] yields
On the other hand, one can derive from [21, Theorem 2] that if, furthermore, µ is symmetric and for some finite set D 0 = {θ 1 , θ 2 , ..., θ n } ⊂ S, n ∈ N, and the positive constants c 4 , ρ 0 we have
then there is R ≥ 1 such that
where D = {x ∈ R d : x = rθ, r ≥ R, θ ∈ D 0 }. Therefore, it is reasonable to ask what is the sharpest possible upper bound for the decay rate at infinity (cf. Example 5 below).
Our present Theorem 4 gives an answer to this problem. Indeed, whenever β ∈ (0, 1) and δ ≥ 0, or β = 1 and, at least, δ > 1, then it states that
We now verify all assumptions of Theorem 4 in this case. Denote q(r) := κ(r)1 0<r≤1 + cr −δ e −mr β 1 r>1 , and consider first the integral for α 1 ∈ (0, 2), α 2 ∈ {−2, 0, 2} ,
while for r > 1 we get g(r) = g(1) + 
and, consequently, by checking that (15) holds, we can verify that the assumption (E) is satisfied for all t ∈ (0, 1]. Moreover, by direct calculation using (26) and the asymptotic formulas above, one can derive the asymptotics for h(t), t ∈ (0, 1], as in (25) .
Also, it can be verified that for every A ∈ B(R d ) with δ A := dist(A, 0) > 0 we have
which means that the assumption (D) holds with the function f (r) := κ(r)r 1−γ 1 0<r≤1 + cr 1−γ−δ e −mr β 1 r>1
and the given γ. By Lemma 7 below also the convolution condition in (C) for r 0 = 1 and such f is satisfied when β ∈ (0, 1) and δ ≥ 0, or β = 1 and δ > 1. The second part of (C) is an easy consequence of (26) . Indeed, for r ∈ (0, 1] we have
for α 1 ∈ (0, 2) and
This completes the verification of assumptions of Theorem 4.
We now prove the auxiliary lemma which was needed in the previous example.
Lemma 7. Let m > 0, β ∈ (0, 1] and δ ≥ 0 and let ν be a Lévy measure such that for every
where µ is a measure on S such that there is γ ∈ [1, d] for which
with some constant c > 0. Let f (r) = r 1−γ−δ e −mr β for r > 1. When β ∈ (0, 1) and δ ≥ 0 or β = 1 and, at least, δ > 1, then there is a constant L 1 > 0 such that we have |y−x|>1, |y|>r
Proof. By (4), for |x| ≥ 2 and r ∈ (0, 1], we have |y−x|>1, |y|>r
Let first β ∈ (0, 1) and δ ≥ 0. Denote η := 2/m and find s 0 ≥ 1 for which the inequality (22) holds with such η. Note that for |x| ∈ [2, 2s 0 ] the desired inequality easily follows from properties of the function f and it is enough to consider |x| > 2s 0 . Let
By the fact that f (|x| − s 0 ) ≤ c 2 f (|x|) for |x| > 2s 0 , we get Thus, it is enough to estimate I 3 . To this end, we use the inequality (22) and one can directly show that the last double integral is bounded by c 7 |x| 1−γ−δ for all |x| ≥ 2s 0 . Therefore, finally we obtain that I 3 ≤ c 8 f (|x|)Ψ(1/r) for all r ∈ (0, 1], which completes the proof of the lemma for β ∈ (0, 1).
Let now β = 1. In this case, we directly have
On the other hand, under the additional assumption that ν is symmetric (i.e., for every v ∈ {v n : n = 1, .., k 0 } we have −v ∈ {v n : n = 1, .., k 0 }), by [21, Theorem 2] we also obtain p t (x + tb h(t) ) = p t (x + tb) ≥ c 1 t − dq α (1 ∧ tf (|x|)) , x ∈ A q , t ∈ (0, 1]. As in the previous example, arguments in [21] and other available results allow to get the upper bound for large x with the rate |x| −δ e −m|c 2 x| β , for some constant c 2 ∈ (0, 1), but not exactly |x| −δ e −m|x| β . Our present Theorem 4 says that in this case the optimal rate for large x is indeed given by |x| −δ e −m|x| β for all m > 0, β ∈ (0, 1], δ > 0 and α ∈ (0, 2q). In particular, we have p t (x + tb h(t) ) ≤ c 3 t
To justify this, it is enough to check the convolution condition in (C). As before, it suffices to see that for some constant c 6.3. Sharpness of the convolution condition (C). We now compare the convolution condition in (C) for small r with the assumption (P) proposed recently in [21] . In Proposition 3 and Example 5 below we show that (C) always implies the inequality in (P) for the same range of r ∈ (0, r 0 ] and s ≥ 8r 0 , but there are Lévy measures and corresponding functions f satisfying (P), for which (C) fails. Note that the following result does not require the condition (D). Proof. We use the standard covering argument. First we introduce the two types of covers which will be used below. Let and by (27) and monotonicity of Ψ, we finally obtain
n k f (|sx k |) ≤ c 2 f (s)Ψ(1/r).
It remains to estimate I 2 (s). This will be done by using the second cover related to n 1 (d). With this we have
k=1 {y: 4r 0 <|y|<s}∩Γsz k f (s − |y|/2) ν(dy).
Whenever |y| > 4r 0 and y ∈ Γ sz k for some k ∈ {1, ..., n 1 }, we have One more use of (27) and monotonicity of Ψ gives
f (|(s + r 0 )z k |)Ψ(1/r 0 ) ≤ c 3 f (s)Ψ(1/r).
The proof is complete.
We now give some examples for which the opposite implication in Proposition 3 does not hold.
Example 5. Let ν(dy) = g(y)dy be a Lévy measure such that g(y) = g(−y) ≍ |y| −d−α (1 + |y|) d+α−δ e −m|x| β for y ∈ R d \ {0}, where m > 0, β ∈ (0, 1], α ∈ (0, 2), δ ≥ 0 (for simplicity we assume here that b = 0). One can directly check that for this range of parameters the condition (P) is always satisfied for all r > 0 and s > 0 while, as proved in Proposition 2, the condition (C) does not hold when β = 1 and δ ≤ (d + 1)/2. By using [21, Theorems 1-2] (cf. [22, 8] ) we obtain that for all m > 0, β ∈ (0, 1], α ∈ (0, 2) and δ ≥ 0 it holds that
Similarly as in the examples discussed in the previous sebsection, this bound may suggest that the correct decay rate of p t (x) at infinity is again given exactly by g(x). However, our Theorem 3 (Corollary 6) states that when β = 1 and δ ≤ (d + 1)/2 then g(x/4) in the upper bound for large x cannot be replaced by c 3 g(x) for any c 3 > 0. This means that in this case the lower estimate is too weak and the correct two-sided bound for densities p t (x) is of different form! The case β = 1 and δ = (d + 1)/2 determines some kind of 'phase transition' in the dynamics of the convolution semigroups (P t ). This subtle dichotomy phenomena cannot be seen from the previously known results on the asymptotic behaviour of the kernels of jump processes (see e.g. [35, 36, 9, 8, 25, 21, 22] ), but also it cannot be definitively explained at this stage of our study. We close the discussion by recalling that this range of parameters also involves some well know and important classes of tempered Lévy processes such as Lamperti stable ones and others, for which the optimal bounds of densities are still an open problem.
