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ABSTRACT. This paper discusses the gradient estimates for solution of nonlinear 
parabolic equations with m-Laplacian type: 
      ( (|  |
 )  )   ( )   ( )             
where  (  ) is a function like  (  )  | | , function  ( ) is differentiable on   , 
 ( ) is a globally Lipschitz function on R with   ( )   ,   belongs to   ( ) and 
Ω is a bounded domain in      
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1.  Introduction 
We consider a typical strongly nonlinear parabolic equation so-called 
m-Laplacian type. The equation we consider is the following:  
       ( (|  |
 )  )   ( )   ( )                          (1.1)  
with 
  (   )    ( )              (   )                              (1.2) 
where  (  )  is a function like  (  )  | |  and  ( )  is a globally Lipschiz 
function . This is one of the most typical nonlinear parabolic equations, investigated 
quite often from various points of view (Haraux[5], Cholewa and Dlotko [3], Nakao, 
Chen[8], etc).  
When   ( )  | |
   
       Alikakos and Rostamin [1] derived an estimate 
   ( )    for the solutions of equations with Neumann boundary condition, which 
includes a smoothing effect and decay properties. In Nakao, Aris [7] also [1], a strong 
coerciveness condition on     ( (|  | )  ) is used with a mean curvature type 
 (  )  
 
√    
 is excluded.       
Engler, Kawohl and Luckhaus[2] have treated the problem (1)-(2) with 
 ( )   ( )    and derive  estimates for    ( )   , for any      Nakao, 
Ohara [9], derive gradient estimates as well as global existence of (1)-(2) with an 
convection term  ( )       
The main purpose of this paper is to derive the gradient estimate in   ( ) 
spaces of the equations (1)-(2) . For the proof, we use Moser's technique as in 
Nakao[6], Nakao and Chen [9], Nakao and Ohara[11]. Theoritical consideration of the 
following section are mostly based on references [4] and [10]. 
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2.  Preliminaries and results 
The function spaces we use are all standard and the definition of them are 
omitted. But we note that      ,      , denotes  
  norm on  .  
Here, we assume    is   -class and make the following assumptions:  
Assumption A  
 ( ) is differentiable on        ) and satisfies the conditions:  
  | |
   (  )       | |
    (  )   
and  
    ( 
 )   ∫  
  
 
( )   
for     where     and       are some positive constants.   
Assumption B  
 ( ) is a globally Lipschitz function on   with  ( )   .   
Assumption C 
  belongs to   ( )   (Set        ) 
   
 
As a definiton of solution for (1)-(2) we employ definition 
Definition 2.1.  
A measurable function  (   ) on     is called the solution of the problem 
(1.1)-(1.2)      
 ( )      
 (    )   







(   (   ) (   )   (|  |
 )   (   )     (   )   (   ) (   )
  ( ) (   ))       
 
     For the proof the following well-known inequalities play an essential role.  
 
Lemma 2.1. (Gagliardo-Nirenberg) 
Let                 and       (   )   (   ). Then 
for   such that | |       ( ), we have  
       
  (   )     
    | |      
  (   )
 
with   (   )(       ) (        (   )   ), and   is a constant 
independent of       and   if    , and the constant depending on   (  
 ) if    .  
 
Lemma 2.2.  
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Let  ( ) be a nonnegative differentiable function on (   ) satisfying  
   ( )            ( )       ( )       
with                     . Then, we have  
 ( )       (         )         (       )              
Lemma 2.3.  
Let  ( ) be a differentiable function on     ) such that  
  ( )       ( )    ( )        
for some          Then  
 ( )        (   (   )           
  
Lemma 2.4.  
Let  ( ) be a differentiable function on    ) satisfying  
  ( )         ( )               
for some              Then  
                       ( )               
with some     independent of   and       (   )    (   ) (  
 )    
 
Lemma 2.5  
Let      and define    inductively by            with        . 
Further, we set  
      (        
  )( (   )   )   
and  
    (    )  
       
for        , where    . Finally, for given       we define      by  
    (      (    ))  
    
for        . Then, we have  
   
   
   
       
      
   
  
2.1.  Estimates for   ( )    and   ( )     
 We give a priori estimates for the solutions. The solutions are in fact given as 
limits of smooth solutions of appropriate approximate equations and we may assume 
for our argument that the solutions under consideration are sufficiently smooth.  
Proposition 2.1. Let  ( ) be a solution of the problem (1.1)-(1.2). Then we have  




            ( )     (        ) 
                                 (2.2) 
Proof.  The estimate (2.1) can be proved by multiplying the equation (1.1) by  ( ) 







    ∫  
 
(|  | )|  |  ∫  
 
( )    ∫  
 
( )    









       
         (    ( )      ( )   
 )          (2.3) 
Since               (2.3) implies immediately (2.1).  






    ∫  
 
(|  | )        ∫  
 
( )     ∫  
 
( )      
To prove (2.2) we multiply the equation (1.1) by | |          and integrate by 






  ( )   
  (   ) ∫  
 
  | |   |  |   ( )| |  )   ∫  
 
| |      






  ( )   
    (   )(
   
     
)     (| |(   ) (   ) )     
    
                   ( )   
       ( )   
   
                   (2.4) 
We take      and    (   )                
Then, by Gagliardo-Nirenberg inequality,  
        
(   ) (    )        
      (    ) (   )      
(   )   (    ) (   ) 
with  
    (   ) (        
  ) (     (   ))  
Therefore we see from (2.4) that  
   
 
  
  ( )      
 
   
    
           
         
        ( )                 (   ) 
Applying Lemma 2.2  to (2.6) and by induction  we have  
          ( )        
                                    (2.7) 
with  
    (    )      )                    ( 
(   )       
   )      
We easily see that      is bounded and further , by Lemma 2.1,  
    
   




Proposition 2.2.  Let  ( ) be the solution of the problem (1.1)-(1.2), we have  
                ( )     (       )                                 (2.8) 
Proof. We return to the inequality (2.6). Then , applying Lemma 2.3 inductively we 
have  
         ( )       (
    
   
)    (  )(  (    ))       
 
                 (   ) 
where we set            ( )      Applying Lemma 4.3 we can show that      
is bounded, that is  
     (  ( )      )     
Thus, combining this with the estimate (2.2) we obtain  
    
   
  ( )          
  
  (  )      
2.2.  Gradient Estimates in    
Estimate for    ( )       
  
Proposition 2.3.  Let  ( ) be a solution of problem (1.1)-(1.2). Then we have  
           ( )       (        ) 
                       (2.10) 
for a certain    , and  
          ( )       (        )                          (2.11) 
 
Proof.  Multiplying (1.1) by     we see  





 (|  | )    ( )   
  ∫  
 




    
   (  ( )      ( )   )                           (2.12) 
where  
        (|  | )  ∫  
 
∫  
|  | 
 
( )      
Next, multiplying (1.1) by   we have  
  (|  |
 )   ∫  
 
(|  | )|  |     
   ∫  
 
(     ( )   )            (        )           (    ) 
From (2.12) and (2.13) we have  
   ( 
 
  
 ( )    
    ( )   )   (  ( )     ) 
and hence,  
 
  




Combining this with the estimates for   ( )   we obtain (2.10) and (2.11).   
Estimate for    ( )    with       
We continue estimations for the solutions  ( ).  
 
Proposition 2.4.  We have the estimate  
           ( )      (        ) 
                              (2.14)   
with a certain    .  
Proof. Multiplying the equation (1.1) by      |  |              and 
integrating by parts, we have  





     
  ∫  
 
       |  |
             ∫   (       )|  |
       . 
Here, to treat the second term of the left-hand side we further integrate by parts. Then,  
∫  
 
       |  |
          
     ∫  
 
        |  |
         ∫  
  
       |  |
           
    ∫  
 
                      |  |
          




|  |   | (|  | )|    
  ∫  
  
|  |                                                         
        ∫  
 
|  |   (    
               )    
    




  |  |   | (|  | )|     (∑           )
   ∑   (∑       )
                 
   ∫  
  
|  |    
  
  
(   
   
   
)    
        (∫   |  |
   |   |    




|  |      (|  | )|   ) 
     (   )∫  
  
|  |       
where we have used the fact that  ( )  (
  
  
)  (   
   
   
) is the mean curvature on 
  . We see for      ,  
∫  
 
|       ||  |
   |  |    (     
         
   )            (2.15) 










  |  |     
(   )  






|  |       ∫  
  
|  |      (     
         
   )   (2.16) 
By a standard trace theorem and Gagliardo-Nirenberg inequality, the boundary integral 
on the fourth term in (2.16) can be estimated as  
 ∫  
  
|  |        |  |(   )   
    
     |(   )       |








 |  |
   
     
    ∫  
 
|   |                            (2.17) 
To estimate the second term of the right hand side of (2.16) we make the following 
device  
        
           
  (   )     
  (   ) |  |(   )      







 |  |
   
     
            
      
                (2.18) 
where            are chosen in such a way that  




   
 
  





   
 
   
  
(   ) 
  
 (   )   (    )   
If    , we take  
    
  (   )
(       )
    
  (   )
(   )(       )
    
(   )  
(   )(       )
  









 |  |
   
     
   (  ) 
        ( )   
        | 
      
with      .                                                             (2.19) 
Now, by Lemma 2.1, we have  
       
          
    |  |(   )      



















   





   |(   )      
 )                
(   )(   )  
     
     
 Thus we have from (2.19),  
 
  
   ( )   
     
    
       
(   )(     )
     
(   )  
 
 
            ( )   
        | 
                
By Young inequality we get  
 
  
   ( )   
        
    
   (   )(     )      
(   )  
 
                ( )   
      
                          (2.20) 
Applying Lemma 2.2 to (2.20) we obtain  
   ( )     (    ) 
             
8 
 
with a certain    .   
Proposition 2.5.  We have the estimate  
                ( )     (    )                      (2.21) 
 
Proof.  Let    . In this case we use  
       
         
    |  |(   )      
   (   )
 
with a certain   and  instead of (2.18),  
                       





 |  |(   )      
            
   
           (2.22) 
to obtain, instead of (2.19)  









 |  |
   
     
   (  )                    (2.23) 
Applying Lemma 2.2 we have  
                   ( )     (    )           
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