Abstract. We propose a new approach to density forecast optimisation and apply it to Value-at-Risk estimation. All existing density forecasting models try to optimise the distribution of the returns based solely on the predicted density at the observation. In this paper we argue that probabilistic predictions should be optimised on more than just this accuracy score and suggest that the statistical consistency of the probability estimates should also be optimised during training. Statistical consistency refers to the property that if a predicted density function suggests P percent probability of occurrence, the event truly ought to have probability P of occurring. We describe a quality score that can rank probability density forecasts in terms of statistical consistency based on the probability integral transform (Diebold et al., 1998b) . We then describe a framework that can optimise any density forecasting model in terms of any set of objective functions. The framework uses a multi-objective evolutionary algorithm to determine a set of trade-off solutions known as the Pareto front of optimal solutions. Using this framework we develop an algorithm for optimising density forecasting models and implement this algorithm for GARCH (Bollerslev, 1986 ) and GJR models (Glosten et al., 1993) .
Introduction
A density forecast is an estimate of the probability distribution of the possible future values of a numeric variable. Density forecasting is of particular use in finance and has many applications e.g. estimating Value-at-Risk (Manganelli & Engle, 2001) , options pricing (Christoffersen & Jacobs, 2004 ) and high-frequency trading (Diebold et al., 1998a) . Further, the variance or volatility in financial data is characteristically predictive and can be accurately estimated making density forecasting possible and useful. How to produce, use and evaluate this type of forecast has become a substantial subfield of the literature in finance.
Conventional approaches to solving time series prediction problems optimise models based on the sum of squared deviations and predict a single value as a function of given inputs. The model thereby learns the conditional mean of the target given an input vector. When the underlying conditional distributions of the data are homoskedastic and Gaussian this is a suitable approach. However, if these distributions are in fact heteroskedastic, skewed or even multimodal, as is often the case in financial data, the conditional mean does not capture all the influences in the system. Probability density estimators can predict the shape of the conditional probability density functions of a series with non-constant variance and can even approximate arbitrary non-Gaussian conditional densities.
The richer information provided by a density forecasting model over a point prediction creates an issue when evaluating its predictions. Intuitively one would postulate that having a complete probability density function introduces another dimension (other than density at the observation) that must be evaluated. However, the negative log-likelihood (N LL) or negative log predictive density (Good, 1952 ) is the most commonly used loss function in the density forecasting literature and it only considers density at the observation. The N LL is described as follows:
where, p(y t |Ω t ) is the conditional density function of y t given Ω t = y t−1 , y t−2 , ..., y 1 the information set.
The major weakness of this error function is that it evaluates density estimates based solely on the probability density at the observation and does not take the statistical consistency 3 of the forecast into consideration 4 . Statistical consistency refers to the property that if a predicted density function suggests P percent probability of occurrence, the event truly ought to have probability P of occurring.
It stands to reason that density forecasts should be both accurate and statistically consistent. "Accuracy" means the predicted densities produced have a high density (small variance) around the observation and "statistically consistent" means that the model has empirically valid probabilities in the long run e.g. predictions of 75% should be correct 3 4 of the time. The N LL as an error function addresses the first objective, accuracy, however, it neglects assessment of statistical consistency. In most research in this area statistical consistency is 3 Also known as calibration (Gneiting et al., 2003) or empirical validity (SeillierMoiseiwitsch & Dawid, 1993) . To maintain consistency throughout this paper we will use only statistical consistency. 4 A further weakness of N LL is its sensitivity to outliers. This is due to the fact that a change of k in the N LL relates to a change of exp(k) in the observation values. (Weigend & Shi., 2000) suggests using a trimmed mean to get around this issue. This ameliorates the situation but does not solve the problem.
either evaluated ex-post or is ignored completely. The literature suggests few techniques to assess statistical consistency with the Probability Integral Transform (P IT ) (Rosenblatt, 1952) being the only technique used with regularity.
In this study we have reformulated the optimisation of density forecasting models to be a multi-objective search task. We describe a new approach to optimising density forecasting models that uses the P IT and the N LL during training to find a set of Pareto optimal solutions. By taking statistical consistency into consideration during optimisation we aim to produce density forecasting models that perform better out-of-sample.
The paper is laid out as follows. In Section 2 we analyse the density forecasting optimisation problem and introduce a new density forecast quality score.
In Section 3 we outline our framework for optimization of density forecasts and describe in detail a specific implementation of the framework. Section 4 is a case study on the performance of our optimisation technique for a Value-at-Risk estimation problem. We compare the models produced using our search technique against the standard constrained nonlinear optimisation technique. Section 5 concludes the paper.
Density Forecasting: Evaluation and Optimisation
The issues described in Section 1 stem from the fact that the prediction produced by a density forecasting model can rarely be compared to the true generating distribution in real world problems. Instead, only a single instance of the generating distribution, the actual outcome, is available to the forecaster to optimise and evaluate their model. Conventional diagnostics for evaluating point predictions such as the root-mean-squared error fail to assess probabilistic predictions.
Furthermore, the ranking of different density forecasting models is difficult because a ranking depends on the loss function of the user (Diebold et al., 1998b) .
For example, a user's loss function could be non-linear and/or asymmetric. In such cases the mean and variance of the forecast densities are not sufficient to rank predictive models. For example, a user with an asymmetric loss function would be particularly affected by the accuracy of a model's predictions of the skew in the conditional densities. Diebold et al. (1998b) suggests that the problem of ranking density forecasts can be solved by assuming that the correct density is always preferred to an incorrect density forecast. Using the true density as a point of reference it is possible to rank densities relative to the true densities to determine the best models to use. Therefore, in the absence of a well defined loss function, the best model is the one that approximates the true density as well as possible. Diebold et al. (1998b) go on to suggest the probability integral transform (Rosenblatt, 1952) as a suitable means of evaluating density forecasts in this way. The main power of the P IT is its ability to assess the statistical consistency of the forecast densities.
The P IT score is defined as:
For a series of length m the probability of those events occurring in their predicted densities should result in a random sample as would appear using the true generating densities. Diebold et al. (1998b) shows that this random sample will be U (0, 1) and i.i.d. for the true generating density and any correctly specified density forecasting model.
A test for statistical consistency relates directly to a test for whether the z values for predictions follow a uniform distribution. Therefore, a number of possible goodness-of-fit tests can be carried out to determine statistical consistency. Diebold et al. (1998b) argues that using the P IT values in this way is uninformative because "Such tests [...] are not likely to be of much value in practical applications, because they are not constructive; that is, when rejection occurs, the tests generally provide no guidance as to why.". However, if you are only interested in ranking the density forecasting models in terms of their statistical consistency the reason "why" the model is not statistically consistent is not important -this is the case during model optimisation. When the P IT is being used to evaluate a model it makes sense to take a more detailed look at the series of z values. At the evaluation stage it is suggested that visual assessment of the z series is useful. A histogram of the series is generally used because of the ease of verification of the requirement that z is uniform over the unit interval (see Figure 9 for example). Also, assessment of the iid requirement can be achieved through plotting of the autocorrelation in the series.
At this point we should contextualise the problem again by referring back to our initial postulation that density forecasts should be both accurate and statistically consistent. It stands to reason that given two statistically consistent models, any rational user would prefer the system that produces the more specific forecasts. The P IT does not evaluate accuracy, so it must be used in conjunction with a score that can evaluate on this dimension, such as the N LL. Furthermore, a uniform z series is a necessary but not sufficient criterion for determining that the model is reliable (Hamill, 2000) . It is possible that an incorrect density model could have a uniform z series. In this case the accuracy score (N LL)
should highlight the existence of an incorrectly specified model. However, it is important to be aware of this point.
Interpreting PIT Histograms
To further understand the P IT approach to determining statistical consistency this section describes the effect of bias and variance 5 on the PIT histogram. To do this we simplify the problem; all data points in our test series are random PIT histograms where the underlying data distribution is sampled from N (0, 1) and the density models predict a N (µ, σ) distribution, where the µ for each plot is shown at the top of each column of PIT histograms and the σ for each histogram is plotted on the right hand side of each row. Each PIT histogram is determined from a sample of 10,000 points and each bin interval is 10%.
The PIT Objective Function
Assuming the PIT histogram is a satisfactory means of ranking models' statistical consistency, we should try to represent the PIT as an objective function so that we can actively search for models that are statistically consistent. We know from equation (3) The Anderson-Darling is defined as follows,
Where, m, is the number of z values, and the z values are sorted in ascending order.
A 2 is not a strictly proper scoring rule in the sense that you can not assess the statistical consistency of a single prediction -it can only be determined for a set of predictions. However, Anderson and Darling (1954) suggest that this statistic produces assessments of uniformity that are valid for sample sizes larger than 40. Therefore, this quality score should be used when the dataset size is greater than 40. Naturally, larger sample sizes give more accurate scores. If you think of statistical consistency as the correct specification of a probability forecast it is possible to assess the performance of a model on specific quantiles over a large test set by determining the quantile accuracy. Intuitively, over a large set of predictions, the number of target values within the 5th percentile of the predicted densities should be 5%. This value is called the HitRate (Engle & Manganelli, 1999) .
Empirically Testing the Relationship between
Where, q, is the specified percentile, Φ −1 is the inverse cumulative of the predicted density and N is the size of the large set.
We created 100 samples of 6,000 observations using a GARCH(1,1) process with parameters (0.3, 0.05, 0.9). Then we estimated the GARCH parameters us- 
A Framework for Multi-objective Optimisation of Density Forecasting Models
In the preceding sections we introduced the concepts of accuracy and statistical consistency to describe the desirable objectives of a good density forecasting 7 We chose these percentiles to focus on the tails of the distribution because our application, Value-at-Risk, is most interested in this part of the distribution.
model. Implicitly we have outlined a multi-objective optimisation problem with accuracy and statistical consistency as the competing quality criteria. There is an inherent tension between these two objectives, a negative log-likelihood optimisation attempts to find the parameter estimates that give the highest probability of generating a probability density function with maximum density at the observed sample. In contrast, the Anderson-Darling objective attempts to find the parameter estimates that give the highest probability of generating a probability density function with the correct density at the observed sample.
A weighted combination of the two error scores is a possible approach, however, this is far from optimal because choosing a good objective function weighting is not trivial. Das and Dennis (1997) outline the drawbacks of this approach.
Instead, we suggest density forecasting models should be trained using an a posteriori multi-objective search approach (Van Veldhuizen & Lamont, 1998) . A posteriori techniques optimise on all objectives simultaneously finding a Pareto set of candidate solutions. The user then selects the result that best suits their goals from this set.
In this section we outline the principles behind multi-objective optimisation and show how evolutionary algorithms can be used to solve this type of problem.
Finally, we outline a framework for optimisation of density forecasting models on multiple criteria.
Principles of Multi-objective Optimisation
The concept of the Pareto optimum was formulated by Vilfredo Pareto in the 19th century (Pareto, 1896) , and constitutes by itself the origin of research in multi-objective optimization. The set of solutions of a multi-objective optimization problem consists of all decision vectors for which the corresponding objective vectors cannot be improved in any dimension without degradation in another -these vectors are known as Pareto optimal. Mathematically, the concept of Pareto optimality is as follows: Assume, without loss of generality, a minimisation problem and consider two decision vectors a, b ∈ Ω. Then, a is said to dominate b (also written as a ≻ b) iff:
where k is the number of objective functions and f i (x) returns the fitness for decision vector x on the i th objective function. All decision vectors which are not dominated by any other decision vector of a given set are called non-dominated regarding the set. The decision vectors that are non-dominated within the entire search space are denoted as Pareto optimal and constitute the so called Paretooptimal set or Pareto-optimal front (Zitzler & Thiele, 1999) . The goal of multiobjective optimisation is to find a diverse Pareto-optimal set. Figure 3 depicts a sample objective space for a density forecasting model given our formulation of the problem.
Multi-objective Evolutionary Algorithms
Rosenberg ( Fig. 3 . This is a sample representation of a Pareto-optimal front for a multiobjective density forecasting model. Because both our objective functions are negatively oriented the convexity of the Pareto optimal front is in the direction of the origin. Each grey dot represents a density model in the objective function space. Representing the models in this space makes it easy for a user to select the one that best suits their goals. common types are genetic algorithms (GA), evolutionary strategy (ES), and evolutionary programming (Back, 1996) .
A secondary motivation for the use of an EA optimisation technique in this particular research is that the A 2 quality score is non-derivative, thus it could not be optimised using a gradient approach. However, EAs can optimise objective functions that are non-derivative. For further information on the theory of multi-objective evolutionary algorithms (MOEAs) see (Deb, 2001; Coello, 1999; Van Veldhuizen & Lamont, 1998) .
The Framework
Given that we have changed the specifications for the optimisation of density forecasting, a well defined approach to implementing multi-objective optimisation of density forecasting models is needed. Further, it is likely that different objective functions may substitute the N LL and A 2 error functions when user objectives change, therefore the generality of the framework is important. Moreover, it is generalised so that any evolutionary algorithm can be used to optimise these models. In this study, a new method for optimising density mod-els is derived from the general framework introduced above called the Pareto
GARCH.
Pareto GARCH Model There is a large family of GARCH models available to the practitioner for empirical volatility prediction. Here we present the Pareto GARCH model as a new means of optimising these models to obtain statistically consistent volatility predictions. Following the work of Engle (1982) and Bollerslev (1986) , a voluminous econometric literature has developed on volatility estimation and forecasting. Our multi-objective optimisation approach can optimise any GARCH model that can be represented as a set of parameters x = (x 1 , ..., x n ). Our MOEA then minimises the error for the two objective func-
tions. The following two examples show how a GARCH(P,Q) and a GJR(P,Q)
model can be parameterised.
GARCH(P,Q):
This model can be described as follows, (Bollerslev, 1986) ;
The parameters of interest in the equation for the GARCH(P,Q) model above are κ, a constant, the weightings α applied to the P previous forecasts σ 2 t−{1...P } and the β weightings for the last Q periods' squared disturbances ǫ 2 t−{1...P } . This type of model is commonly accompanied by a constant mean model 9 .
This equation contains the final parameter C for our decision vector. The vector representation of a GARCH(P,Q), therefore, takes the form x = (C, κ, α 1 , ..., α P , β 1 , ..., β Q ).
GJR(P,Q):
This model can be described as follows, (Glosten et al., 1993) ;
Where,
This model has one additional parameter, L the leverage term, all other parameters are the same as the GARCH(P,Q) model. The leverage term captures the characteristic asymmetry that is seen in many return series. Again, the model can be accompanied by a constant mean model. Therefore, the vector representation of the GJR(P,Q) model takes the form x = (C, κ, α 1 , ..., α P , β 1 , ..., β Q , L 1 , ..., L Q ).
ARMA(R,M)/GJR(P,Q):
It is possible to apply this framework to much more complex models. For example, in our case study (Section 4) we train an ARMA(R,M)/GJR(P,Q) model using our framework. To do this we simply include the additional R autoregressive coefficients (φ) and M moving-average coefficients (θ) to our parameter vector.
Pareto GARCH Algorithm The EA used for optimising the GARCH models is based on an (1+1)-Evolutionary Strategy (ES) process where a single individual is selected from the archive at each iteration, evolved and inserted in the archive if it is non-dominated. This technique requires each individual in the population to have a mutation strength vector. The mutation strength vector means the ES is capable of learning to adapt to problems where each variable has an unequal contribution to the objective function. This mutation strength vector or strategy vector is combined with the decision variables of the model using a logarithmic update rule.
where, τ ′ ∝ (2n) −1/2 , τ ∝ (2n 1/2 ) −1/2 , n is the length of the decision vector and N (0, 1) is a random number generated from a standard normal distribution 10 .
This is known as a non-isotropic self-adaptive ES (Back, 1996) . The selection method used is the partition quasi-random selection (PQRS) method (Fieldsend et al., 2003) . During training we discard all parameter vectors that violate the constraint set for the specified model 11 .
Algorithm 1.

Inputs:
D, the data to be modeled. T , the maximum number of generations. L, size of the initial random population of solutions. M , the model type.
Outputs:
A non-dominated set of models that are an estimate of the true Pareto front defined by the data generation process.
1. Initialisation: Determine x, a vector representation for the specified model type. Generate a random population of l of these vectors. For each of the x vectors in the population generate a random mutation strength vector, s. Create the empty frontal set F 0 . Evaluate each member of the population on the two criteria to find the initial set of non-dominated 10 We have found that replacing the normally distributed random numbers with random draws from a Cauchy distribution reduces convergence time. 11 In future research we intend to amend this algorithm to include evaluation on a validation set to prevent the models over-fitting. 
Case Study: Statistically Consistent GARCH for VaR Estimation
In this section we analyse the effectiveness of our optimisation technique for GARCH models. The experiments are carried out in the context of a risk management application, specifically estimating Value-at-Risk.
Value-at-Risk
Value at Risk, or VaR, is a commonly used statistic for measuring potential risk of economic losses in financial markets. It is a method of risk assessment using probabilistic measures. See Duffie and Pan (1997), Jorion (2001) for a survey and overview of VaR. VaR is a metric, a way of interpretation, rather than a measure. In essence, it is a measure of expected loss, measured typically in dollar terms, on a given portfolio of assets in a given time frame. The operationalising of this measure requires then an estimate of the likelihood of a given percentage change in the returns on which the loss is to be measured. For example, an α = 5% 1-day VaR of $5 million can tell us that on one out of 20 days, we could expect to realize a loss of at least $5 million. Alternatively, the maximum loss we would reasonably expect from our model on 19 out of 20 days is $5million. In other words, VaR is defined as the maximum loss over a given time horizon at a given confidence level. Mathematically, let P t be the price of a financial asset on day t. A k-period VaR on day t is defined by
Clearly, to evaluate this, we need two elements: an estimate of the distribution of the returns, and from this an estimate of the percentiles of the return. If Qα is the α percentile of the returns, then
A popular parameterisation of the VaR method is the Riskmetrics model (Riskmetrics, 1996) . Other implementations are of course possible: extreme value theories, high frequency realised volatility and conditional moments of GARCH are popular alternatives, as are recent developments in cupola modeling. See (Danielsson & de Vries, 1997) , (Beltratti & Morana, 1999) , (Ho et al., 2000) , (Wong & So, 2003) , (Chen & Fan, 2005) and (Fernandez, 2005) for discussion of these models. In this paper we concentrate on models that are characterized by GARCH family distributions. Giot and Laurent (2004) and Lee and Saltoglu (2001) show that GARCH type models are an adequate estimator of VaR parameters. In our case study we apply our optimisation technique to three different ARCH type models and compare the resulting models performance against a standard 12 ARCH optimisation technique.
Sample Pareto-GARCH Result
The nature of a posteriori optimisation dictates that the search process results in a large set of diverse models that represent the Pareto front of trade off solutions. The decision of which is the best model for the given task is then left to the practitioner. The presumption is that the practitioner has the capacity to discern which model is optimal for their needs. Figure 5 is a sample Pareto front obtained after optimisation on the S&P500 data (see Section 4.4).
Experiments
To implement our methodology on real data, the researcher needs to construct the historical series of portfolio returns and select a density forecasting type.
We took a sample of 5145 daily prices from Datascope for S&P 500, General
Motors and IBM. We computed the daily returns as the difference of the log of We use a GARCH(1,1) model with constant mean for the S&P 500 series, a GJR(1,1) model with constant mean for the GM series, and an ARMA(1,1)/GJR(1,1) model for the IBM series. The motivation for using a GJR model for the two equity series is because the difference in effect of positive and negative innovations to returns on the conditinoal volatility can be captured using this model type. We estimated the 0.1%, 1%, 5% and 10% one day VaR for each experiment. The estimated quantiles relative to the series are plotted in 12 We use the standard constrained nonlinear optimisation implementation for GARCH training. See Mathworks Matlab T M Garch Toolbox for more information. Our results show that our Pareto-GARCH(1,1) model gives comparable results to the standard GARCH(1,1) model, because of the restrictiveness in this model the Pareto-GARCH does not achieve a considerable uplift in performance. However, the GJR(1,1) models trained on the equity data show that the model optimised using our approach have a considerable uplift in performance especially on the out-of-sample data.
To fully appreciate the performance of the Pareto GARCH models, recall that the samples over which the models are estimated include the crash of October 1987 and that the length of the out-of-sample period is 2000 trading days. This is roughly 8 calender years. It is likely that financial institutions will re-estimate their models on a more frequent basis (yearly, monthly, weekly) and that the performance of our model will improve with this procedure.
The issue of model selection is a critical one. Ideally, the best model should be statistically consistent without too much of a degradation in accuracy performance. A model with these features would very likely have a good performance out-of-sample, which is what a practitioner is interested in. In these experiments we chose the model from the Pareto front that was mid way between the two objective extremes.
S&P 500 and GARCH(1,1)
In this experiment we compare a standard GARCH(1,1) model against a Pareto-GARCH(1,1) model. Table 3 Quantiles 0.10% 1.00% 5.00% 10.00%
In Sample GARCH(1,1) 0.60% 1.88% 4.74% 8.39% Pareto-GARCH(1,1) 0.60% 1.88% 4.74% 8.39%
Out of Sample GARCH(1,1) 0.40% 1.50% 5.80% 12.00% Pareto-GARCH(1,1) 0.40% 1.50% 5.80% 11.95% In this experiment we compare a standard GJR(1,1) model against a Pareto-GJR(1,1) model. Table 2 compares the quantile accuracy. Although, the standard GJR(1,1) performs better at some probability values in-sample, out-of-sample the Pareto-GJR(1,1) performs better on all quantiles. Quantiles 0.10% 1.00% 5.00% 10.00% In Sample GJR(1,1) 0.60% 1.84% 5.47% 9.92% Pareto-GJR(1,1) 0.41% 1.37% 4.61% 8.04%
Out of Sample GJR(1,1) 1.20% 2.65% 7.25% 12.8% Pareto-GJR(1,1) 0.85% 1.90% 5.10% 9.70% Quantiles 0.10% 1.00% 5.00% 10.00% In Sample ARMA(1,1)/GJR(1,1) 1.18% 2.80% 6.71% 11.03% Pareto-ARMA(1,1)/GJR(1,1) 0.57% 1.59% 4.20% 7.76%
Out of Sample ARMA(1,1)/GJR(1,1) 1.80% 3.70% 8.60% 13.25% Pareto-ARMA(1,1)/GJR(1,1) 1.00% 2.00% 5.00% 9.55% set. Figure 12 shows the actual predicted quantiles relative to the series on the last 250 days in the out-of-sample data. In summary, the accuracy of Value-at-Risk estimates is of concern to both banks and their regulators. The results outlined in this case study show that more accurate daily VaR estimates can be predicted by taking statistical consistency as well as negative log-likelihood into consideration at the optimisation stage.
Conclusions
In this paper we have argued that predictions that produce a complete probability density function should not only be accurate, they should also be statistically consistent. That is, values that are predicted to have a P % chance of occurring should occur roughly P % of the time. Statistical models such as GARCH or GJR that are trained only to be accurate will not necessarily be very statistically consistent in the tails of the distribution. In fact, the evaluation presented here shows that these models are inclined to be over-confident producing density predictions that are too narrow. This is particularly an issue in applications such as the estimation of VaR where the ability to accurately predict the tails of the distribution is important.
We have introduced a multi-criteria optimisation technique based on evolutionary search that can build GARCH and GJR models that are more statistically consistent than conventional GARCH and GJR models. We have shown in particular that the GJR models have more statistically consistent hit-rates in the tails of the predicted distribution on data describing financial returns.
One way in which this multi-criterial optimisation process might be improved for this VaR task would be to focus on the statistical consistency in the tails of the distribution. The current process optimises on the PIT score which measures statistical consistency across the whole distribution. In future work we will look at modifications to the PIT score that would give more weight to statistical consistency in the tails and less to the centre of the distribution.
