This paper introduces a strategy for training ensemble classifiers by analysing boosting within margin theory. We present a bound on the generalisation error of ensembled classifiers in terms of the 2-norm of the margin slack vector. We develop an effective, adaptive and robust boosting algorithm, DMBoost, by optimising this bound. The soft margin based quadratic loss function is insensitive to points having a large margin. The algorithm improves the generalisation performance of a system by ignoring the examples having small or negative margin.
Introduction
During the last decade, ensemble methods have appeared as a promising new approach for solving classification problems. Boosting is the most popular example of these methods. The underlying aim of boosting is to train a highly accurate classifier. Boosting accomplishes this aim by training a series of classifiers, progressively concentrating on the hard or difficult to classify instances. The final classifier is a sum (weighted or unweighted) of the individual classifiers. Experimental results [6, 13, 5, 15, 9, 1, 20, 19] have demonstrated boosting's ability to generate highly accurate classifiers and its surprising contradiction of Ockham's razor that gives preference to simple hypotheses over complex ones. However, it has also been observed that boosting algorithms, such as AdaBoost, can overfit the data in noisy environments [5, 11] .
The margin is a measure that plays a crucial role in the analysis of boosting. Schapire et al. [17] were the first to analyse the behaviour of boosting as it relates to the margin theory. They demonstrated that boosting tends to increase the margin of examples having small or negative margins. Further attempts were made to study the behaviour of boosting as it relates to margin theory [16, 14, 11] . The aim of boosting algorithms such as AdaBoost is to train a classifier with minimum training error. AdaBoost achieves this aim by minimising the negative exponential of the margin. In other words, AdaBoost tries to train a classifier with low training error by penalising margin errors. Such a classifier has high generalisation in low noise environments, but can fail to perform well in noisy environments.
Support vector machine (SVM) is another state-of-the-art learning method, whose behaviour is well defined from a margin perspective. SVM, as originally proposed, separates the data into two categories with maximum margin exhibiting the hard margin criterion (no margin errors) [3] . In order to overcome the problems incurred by noisy examples in the data, the hard margin criterion was relaxed by allowing margin errors [4] . This approach has been placed on a firm footing in [21] . This paper presents a strategy to enable a boosting system to train an adaptive, robust and effective ensemble classifier. Section 2 analyses the boosting from a margin perspective. In Section 3 we bound the generalisation error of an ensemble classifier in terms of the 2-norm of the slack vector. Section 4 presents the Desired Margin Boost (DMBoost) boosting algorithm that optimises the bound developed in Section 3. Recently it has been established that boosting algorithms perform a gradient descent in the function space [10] . An appropriate choice for the margin based loss function improves the generalisation ability. We introduce a soft margin based quadratic loss function for boosting. DMBoost does not suffer from idiosyncrasies due to examples that are characterised by noise. It can ignore some examples having small or negative margins, focusing on improving the overall generalisation performance of a system.
We applied DMBoost to assign documents to predefined categories. The experimental results validate the premise that the proposed strategy is effective for boosting. DMBoost perform significantly better than AdaBoost for text categorization tasks. To evaluate the performance for general classification problems, we conducted experiments on UCI data sets. The results demonstrated that DMBoost outperforms AdaBoost in general and particularly in noisy environments. Section 5 describes the application of DMBoost.
Notation
Let S be a set of n training instances of the form
Here d i are the instances, which live in the instance space D and c i are the class labels, categories or targets, c i ∈ {−1, +1}. The instances are generated independently and identically from some unknown but fixed probability distribution D. Now we will define the entities "margin" and "margin errors" that are illustrated in Figure 1 . of an example (d, c) is illustrated in Figure 1 (left). The minimum of this quantity over the whole training set is the margin of the training set T ,
If m S (f ) > 0, then f correctly classifies S. Generally the real world data is corrupted with noise. Therefore, in real world classification problems, a classifier should tolerate some margin errors in order to improve generalisation. Here, we give a formal definition for margin slack variables that measure the size of margin errors. c 1 ) , . . . , (d n , c n )} be a set of training instances, where d i ∈ D and c i ∈ C. Let f be a real valued function and γ be the target margin. For each example (d i , c i ), the margin slack variable is as
with respect to f and target margin γ.
Note that the examples (d i , c i ) for which ξ i > 0 have negative or small margins. In other words, ξ i is the quantity by which an example (d i , c i ) fails to meet the target margin γ. The vector ξ(S, f, γ) = {ξ 1 , ξ 2 , . . . , ξ n } is the margin slack vector for the training set S with respect to f and γ.
Analysis of Boosting in Margin Theory
A boosting algorithm such as AdaBoost iteratively calls a base learner to get a base hypothesis. The error of the hypothesis is measured according to a distribution over the training set and a coefficient is assigned to this hypothesis. The algorithm updates the weights of the training instances so that the weights of misclassified instances are increased and the weights of correctly classified instances are decreased. Finally, a weighted ensemble classifier is generated to predict the label of a new instance. AdaBoost is an adaptive boosting algorithm because at each boosting iteration it chooses the coefficient and updates the distribution according to the error of the base hypothesis. The complete algorithm is shown in Figure 2 .
Schapire et al. [17] explored the boosting process from the margin perspective. The success of boosting has contributed to the capability of producing large margin classifiers. At each boosting iteration, AdaBoost concentrates on the instances with small or negative margins and forces the base learner to generate a classifier that increases their margin. At the same time, these classifiers may further increase the margin of correctly classified
Require:
Training Set:
for r = 1 to T do /* Call the base learner with weighting P r either as a weighted sample or by resampling and obtain a base hypothesis */ h r = BL(S, P r ) /* Calculate the error ǫ r of the base hypothesis */ ǫ r = i:hr
/* where Z r is a normalisation factor and is given by */ instances. In other words, the margin of ensemble classifiers continuously increases by combining the base classifier. This large margin phenomenon occurs because the distribution P T (i) is a function of the margin of the most recent classifier.
Z r In other words, AdaBoost attempts to reduce the margin based function given by the negative exponential of the margin in order to minimise the training error. In real world problems, this strategy can fail because the data is corrupted by noise, and AdaBoost's increasing concentration on some instances can make it sensitive to noise. Grove and Schuurmans [11] extended this study by applying a linear programming approach to maximise the minimum margin [11] . The proposed method improved the margin but failed to improve the generalisation performance over AdaBoost. Their results demonstrated that large margin is not a guarantee of good generalisation. Raetsch et al. [16] continued the analysis of boosting from the margin perspective. They proposed a set of regularized versions of AdaBoost. Mason et al [14] presented a general formulation of how alternative loss functions give rise to a general boosting strategy. They demonstrated that direct optimisation of the margin can improve the generalisation ability of an ensemble classifier.
Boosting and Support Vector Machines (SVM): Two Sides of the Same Coin
SVMs perform the categorization task by applying a large margin strategy. It maps the data into a higher dimensional space via a kernel function (that computes the inner product between the images of two data points) and trains a linear classifier in this higher dimensional space. This classifier separates the data into two categories, while not allowing any margin errors (hard margin). Although this classifier is a perfect choice when the level of noise is not very high, it fails to generalise well in noisy environments. SVMs handle the noisy data by relaxing the constraint and allowing margin errors. In other words, some of the data points that can be outliers are allowed to lie on the wrong side of the decision boundary, but they are penalised. The idea has been justified by presenting a bound on generalisation error [21] , an optimisation of such bounds provides efficient algorithms [2] . Boosting algorithms such as AdaBoost demonstrate a behaviour similar to SVM in low noise environments. These two techniques can be viewed as two sides of the same coin. Researchers have mentioned this relationship [17] , and an effort has been made to study the behaviour of boosting with SVMs. In the following sections, we will establish a correspondence between them and place the relationship between the two techniques on a firm foundation. We introduce a loss function for boosting that is slightly different than the hinge loss for SVMs, but based on a similar idea. We present a bound on the generalisation error of an ensemble classifier and propose a new strategy so that boosting can have high accuracy in the presence of the noise in the data. Figure 3 shows hard margin when the data is noise free and when the data contains noise.
2-norm Soft Margin Bound for Boosting
The underlying aim of the bound on generalisation error is to transform the input space to another space where there exists a function that can improve the margin of the examples having a small or negative margin. In other words, in the transformed space, the margin of examples having margin less than the target margin is improved. This aim is achieved by minimising the 2-norm of the slack vector. In other words, we exploit a soft margin based loss function.
First of all, we will give the definitions required for deriving the bound on the generalisation error of a convex combination of classifiers.
Definition 3 Let D be a domain, and S = (d 1 , d 2 , . . . , d n ) be a finite set of inputs and F be a class of real-valued functions on domain D. A γ-cover of F with respect to a sequence of inputs S is a finite set of functions C such that for all f ∈ F, there exits exists g ∈ C, such that
The size of the smallest such cover is denoted by N (F, S, γ). We define The covering numbers of F as the values 
We define the inner product of two functions f, g ∈ L(D), by
This implicitly defines a norm · 2 that is denoted by f 2
The next step involves the construction of product space
Now we define an embedding of D into the product space D × L(D) as follows.
, and 0, otherwise. Once, the space is constructed, we can define an auxiliary function g f (in terms of slack variables) that can improve the margin of the examples. For a function f and target margin γ, the auxiliary function with respect to the training set S is
It is now a simple calculation to check the following two properties of the function (f, g f ) ∈ F × L(X).
1. (f, g f ) has margin γ on the training set τ (S).
Hence, the data can be separated by a margin γ. The generalisation error of f can be measured by applying large margin theorem 1.
Theorem 1 Consider thresholding a real-valued function space F on the domain D. Fix γ ∈ R + and choose G ⊂ F × L(D). For any probability distribution D on D ×{−1, 1}, with probability 1−δ over n random examples S, any hypothesis f ∈ F for which (f, g f ) ∈ G has generalisation error no more than
provided n > 2/ε, and there is no discrete probability on misclassified training points.
In order to obtain the bound on the generalisation error, we will apply these results. Let H be the function class so the learned functions are from F = co(H) = h∈H a h h , where h are the base hypotheses obtained from base learner. The base hypotheses h have range {-1,+1}. The sets G of Theorem 1 will be chosen as follows.
We allow the possibility of a h to be negative for the base hypotheses having error greater than a half. For the function g f the second quantity in the expression relates to the two norm of the slack variables and is given by
In order to maintain a right balance between the two quantities in the above expression a constant C is introduced. We use the notation
For two classes G 1 and G 2 of real valued functions, we denote by
Furthermore by taking the sums of functions from coverings of G 1 and G 2 at scales η and γ − η respectively, we obtain a covering of G 1 + G 2 at scale γ. Let F B be the class
and the class H be defined as
then clearly we have
Hence, we can obtain a bound on the covering numbers for G B as
Since the bound on the covering number of F B + H B can be obtained by bound on the covering numbers of F B and H B , we have
We can therefore bound the covering numbers of F B and H B , which in turn will bound the covering numbers of F B + H B , and hence, we will obtain a bound on the covering numbers of those of G B . The bound can be obtained by applying a theorem due to Zhang [22] .
Theorem 2 For the class F B defined above we have that
where B H (n) is the maximum number of dichotomies that can be realised by H on n points. Furthermore, for the class H B defined above we have that
Hence, ignoring log factors we can optimise the generalisation error by minimising
Taking η = 2γ/3 and using the notations, we obtain 648
Now we will develop a boosting strategy by directly optimising this quantity. In order to minimise the error, the 2-norm of the margin slack vector is minimised. The right balance between the two terms can be maintained by introducing a constant C. 
The DMBoost Algorithm
Extending the recent advances of boosting from a margin perspective, we develop an adaptive boosting algorithm DMBoost (Desired Margin Boosting) by exploiting a soft margin based loss function. This criterion makes a boosting algorithm capable of learning an ensemble classifier that allows margin errors. In this and the next section, we show theoretically and experimentally that the new strategy is effective for text categorization and can substantially improve the accuracy of a system. Hence, we propose a soft margin based quadratic loss function that is given by
where γ is desired (target) margin and f T is an ensembled classifier. The loss for target margin γ is shown in Figure 4 . A quadratic loss function that corresponds to a loss that is insensitive to examples having a margin greater than some specific quantity makes a learning algorithm robust to noise. In other words, it allows some examples to have a margin less than the target margin giving them quadratic loss rather than exponential, while examples having a margin greater than the target margin suffer no loss. Thus this loss function enables DMBoost to learn a weighted combination of T classifiers that does not overfit the data.
DMBoost is an adaptive algorithm. It calculates the coefficient α r according to the progress of the boosting. The target margin and the margin of the training examples are also updated in response of DMBoost's boosting process. In other words, the algorithm adapts to the progress of the learning. At each boosting iteration, DMBoost obtains a hypotheses h r from the base learner BL(h r , P r ), calculates a coefficient α r , and updates the target margin γ to minimise the desired (target) margin together with the two norm of the margin slack vector. In other words it minimises the quantity given by
in two distinct phases. First, it is performing a gradient descent in a function space following the framework established by Mason et al. [14] . We now give an overview of how phase 1 fits into the framework. Since the loss function is
, taking gradient of F with respect to f T yields
Hence, the normalised distribution is given by
Now we calculate the size of step that produces the steepest descent. In other words, at each iteration r, we calculate the coefficient of the base hypothesis. Let f r−1 be the current classifier. Our goal is to update this classifier such that that there is maximum decrease in loss. In other words, we wish to minimise F (α). Hence, we employ the line search along the direction that produces the steepest descent, and it is given by
Section 4.2 calculates the value of α by optimising the above function. In phase 2, γ is adapted to minimise the expression given in the preceding paragraph. Section 4.1 derives the value of γ
Now we present the algorithm DMBoost. We can view the learning process of DMBoost as comprising four stages. These four stages are as follows:
• First stage: Call a base learner and obtain a base hypothesis.
• Second stage: Calculate the coefficient α of the base hypothesis.
• Third stage: Update the target margin γ.
• Fourth stage: Update the distribution.
These four stages are repeated T times and at the end of this process DMBoost trains a classifier that is a weighted combination of T base classifiers. For learning an ensemble classifier, f T , DMBoost requires a training set S of n examples and a base learner BL(h, P ). The base learner, if capable, takes a distribution P and generates the hypothesis h. Initially all the examples of the training set have equal margin. The coefficient of the first base hypothesis is also set to one. Now we will take a closer look at the four stages described above and explain them in detail. The pseudo-code of the algorithm is given in Figure 5 .
In the first stage DMBoost obtains a base hypothesis from a base learner. The base learner generates this hypothesis after processing a training set (weighted or unweighted). Boosting by Reweighting is applied, given that the the base learner is capable of processing a weighted training set. In case the base learner is not capable of processing a weighted training set Boosting by Resampling is applied. In short, a base learner BL(S, P ) generates a hypothesis h h = BL(S, P ).
Once DMBoost has obtained a base hypothesis, it performs the second stage by calculating the coefficient for the base hypothesis. The coefficient is a measure of the importance of the base hypothesis. The algorithm automatically assigns a negative coefficient to the base hypothesis having error greater than a half. Hence, in this stage DMBoost calculates the coefficient α that minimises a function F (α)
Section 4.2 derives the coefficient α (for the algorithm) from the above function. Note that we have set α to one for the first hypothesis.
In the third stage, the target margin γ is updated. It is relative to this margin that the slack variables are calculated. In other words, examples failing to have margin γ are penalised. The target margin is calculated by the expression
Section 4.1 shows how the above expression leads to the algorithm.
Require:
. . , n f 0 = 0 for t = 1 to T do /* Call the base learner with distribution P r either as a distributed sample or by resampling and obtain a base hypothesis */ h r = BL(S, P r ) /* Set coefficient α r for first hypothesis to 1 */ if (r == 1) then α r = 1 else /* Calculate coefficient α r which minimise the function F (α) and is given by*/
/* Update the sum of the classifiers by adding the most recent classifier to it */ f r = f r−1 + α r h r /* Calculate desired (target) margin γ r */
where S r (B) = {i :
, where Z r is normalisation factor and is given by c i ) , the algorithm calculates the amount by which it fails to meet the target margin, and the weight of the example is updated by this amount. All those examples that are on the right side of the decision boundary, having margin greater than the target margin, have zero weight. At each iteration the weights are normalised such that the distribution sums to one.
These four stages are repeated T times. After completion of the boosting process, the boosting algorithm DMBoost generates an ensembled classifier f T . The classifier f T is a linear combination of the base classifiers that are generated by exploiting a strategy that extends the analysis of boosting in margin theory.
Derivation of Margin Parameter
Aim: Calculate the value of the target margin at each boosting iteration r. We minimise the error bound derived in the previous section to calculate the value of target margin γ. In other words
where A r = i |α i |, and
A right balance between the two quantities of the above expression is maintained by the constant C. It is the tradeoff parameter between error and maximising the margin. Optimal C gives the best choice of error/margin tradeoff. Hence, at each iteration, we find the optimal value of target margin γ by minimising the following expression
The first step towards the solution is to simplify the above expression. Hence, we assume B = 
We minimise the above function by considering the intervals of values of B (target margin) for which the same set of summands is nonzero. The border of the intervals will be the point B such that 1 − Bc i f r (d i ) = 0. We now define the set S r (B) such that
First we obtain the values of B, and sort these values to remove all the duplicates to obtain B 1 < B 2 < . . . < B L , see Figure 6 (left). Now the above expression can be written as
We find a unique solution by solving the quadratic optimisation problem inside each interval. Figure 6 depicts (right) an optimal value inside the interval [B j , B j+1 ]. Note that for B ∈ [B j , B j+1 ],S r (B) remains unchanged. We denote this set by S j r . We now take the derivative of the above function with respect to variable B which yields
The solution lies at the value for which the derivative equals zero. That is,
and hence Recall that the optimal value of γ minimises the expression
where A r is the sum of the coefficient of the base hypotheses. Since we set the coefficient of the first base hypothesis to 1, A 1 becomes 1. Note that for simplicity, we are assuming C to be unity. Now assume n = total number of classified examples, nc = number of correctly classified examples, and n − nc = number of misclassified examples.
Solving the obtained expression of B into interval [0, 1], we obtain
Hence we obtain the value of the target margin for the first iteration. In the next section, we will calculate the coefficient of a base hypothesis at iteration r employing a similar analysis to that described in this section.
Derivation of the Coefficient of the Base Hypothesis
Aim: Compute the coefficient α. At each iteration r, a coefficient α r ∈ [−1, 1] that measures the importance of the base hypothesis h r (obtained from base learner BL(h r , P r )) is computed. For the first hypothesis we set the value of coefficient 1 so that
To compute α, we minimise the function F (α) given by
To obtain an optimal solution we employ a similar strategy to that described in the preceding section. We define
Figure 7: Intervals of α (left). An optimal value of α insides an interval (right).
We calculate the critical values of α at which the set S ′ r (α) changes. Once we have obtained these values, we sort and rearrange them. We now have
We evaluate F (α) for each value of the critical α. We now consider each interval in turn and fix S ′ r (α) = S j accordingly. Taking the derivative with respect to α and setting it equal to zero gives us a unique solution
so we have,
Simplifying yields
and the coefficient α is obtained such that
Note that this solution is only valid if it lies in the interval that defined S j . If the solution lies in its interval, it becomes a candidate solution, and we evaluate F at this value. Finally, we choose α from among these solutions and the critical values for which F is minimised. Figure 7 show the process of calculation of α. 
Applications
The proposed strategy can be applied to solve any classification problem.
Here we focus on text categorization and general classification problems.
Soft Text Booster
Text Categorization consists of assigning text documents to pre-defined categories. To accomplish this task, a learning algorithm is provided with a set of n training documents that live in the document space D and belong to k categories. For binary classification there are only two categories, {−1, +1} = {irrelevant, relevant}. The learning algorithm, such as a boosting algorithm generates a categorization function f that is a mapping from document space D to category space C. Function f separates all the relevant documents (that is of the given category) from those that are not relevant. The goal of the learner is to generate a function f which predicts the categories of new documents with a low probability of error.
Base Learner for Soft Text Booster
In this section, we will explain the base learner for text categorization. This base learner was first applied in [19] and [18] for text filtering and multi-class text categorization, respectively. There is a very slight difference between their method and that described below. Words can be viewed as classifiers. For example, the occurrence of the word corn in a document can classify a document relevant to the category "corn". All other documents that do not contain the word corn are classified irrelevant to the category "corn". In other words, a document is classified relevant on the basis of occurrence of a word and non-relevant if that word is not a part of the document. If we are able to find a rule that can combine these simple hypotheses, a classifier can be trained with a high generalisation ability. Fortunately, boosting provides a way to train such a classifier. In other words, a classifier that is a linear combination of the base hypotheses that corresponds to the occurrence of words can categorize documents into predefined categories effectively. Generally in a corpus there are tens of thousands of words. A text-booster forces the base learner to select a word from this huge corpus at each boosting iteration. This word selection process is performed repeatedly. The question is how to select a particular word from such a high dimensional corpus. The following criterion is applied to choose a candidate word. At each iteration, r, for each word
• The corresponding base learner classifies a document as relevant if it contains that word.
• The error of each word w is calculated with respect to the distribution P r . The error is given by
where h w is classifier determined by word w.
• The two words with minimum and maximum error are considered. The negation of the word with maximum error is a candidate since we can also use the negation as a weak learner by taking a negative coefficient α r .
The selected word is the better discriminator of relevance of the two. Finally, all the documents containing the selected word are classified a relevant, and all others are irrelevant. Authors of [19] and [18] used both words and phrases. They defined a phrase as a term comprising an adjacent pair of words. We employed a base learner that generated hypotheses on the occurrence of single words.
Dataset
We evaluated DMBoost by conducting a series of experiments on a set of documents containing stories from the Reuters news agency, namely the Reuters dataset. We used Reuters-21578, the newer version of the corpus, containing 21578 news stories. It was compiled by David Lewis in 1987 and is publicly available at http://www.research.att.com/lewis.
The dataset contains multi-label documents. On the basis of the content of the documents, the corpus is divided into five subsets. Among these five subsets, generally only one subset "TOPICS" is used in experimental studies. To obtain a training set and test set, there exists different splits of the corpus. We used the Modified Apte ("ModeApte") split. The "ModeApte" split comprises 9603 training documents and 3299 test documents. There are 90 categories that contain at least one relevant document both in the training set and test set. 
Experiments
Documents were preprocessed. Only Stop-words and punctuation were removed from the documents. For evaluation we used F1 evaluation measures that is given by, F1 = 2*precision*recall precision+recall , where precision = relevant documents categorized relevant totaldocuments categorized relevant , and recall = relevant documents categorized relevant total relevant documents .
DMBoost requires a set of documents to train a binary text classifier. After learning on the training set, the classifier is tested on new documents (test set). During the boosting process, it adaptively sets the parameters α r and γ r . Figure 8 (left) shows the variations in γ during the boosting process. The curve shows that initially, for a few boosting iterations, γ is updated towards a higher value. After that, there is a sharp decline. The curve illustrates the improving performance of the algorithm. The only free parameters are T and C. The parameter C controls the margin maximisation and error. These parameters can be set by some model selection method. The traditional protocol to set the values for these parameters is the minimisation (maximisation) of some criterion relative to the values of both parameters using a validation set. For DMBoost the optimal values of the free parameters were set on a validation set. We selected a subset of 6723 documents for the training set and 2880 documents for the validation set. A set comprised of a range of values from C was selected. The set is given by C = {0.1, 1.5, 2.5, 4, 8}. DMBoost was run for each value of C in the set C for the top-ten categories. The C and T which give the maximum F1 number on the validation set were chosen. Figure 8 (right) and Table 2 illustrate the behaviour of DMBoost with respect to T and C on the test set for category "acq". For the optimal value of the parameters the value of F1 is maximum. For higher value of C, F1 numbers began to decrease. For the remaining 80 categories, the value of C that performs best for most of the categories among top-ten categories was chosen. This selection can give some advantage to AdaBoost over DMBoost.
AdaBoost runs by taking a set of documents. It calls the base learner (described above) and obtains a set of base hypotheses. These base hypotheses can have error greater than a half. Therefore AdaBoost assigns a negative coefficient to base hypotheses who have error greater than half. In the training phase, AdaBoost learns a classifier that is a linear combination of T classifiers. For the top-ten categories, the value of T was set using the validation set described above. The algorithm was run for 700 iterations and the value of T for which AdaBoost achieves maximum performance on the validation set was selected. Experimental results for both AdaBoost and DMBoost for the validation set (top-ten categories) led us to set the value of T to 100 for the remaining 80 categories. This choice does not seem perfect, but setting the same number for both the algorithms will make the comparison free of bias towards any algorithm. Now we are in a position to train an ensemble classifier using the whole training set (9603 documents) and examine its generalisation ability on a test set (3299 documents). Figure 9 (left) illustrates margin distribution graphs for DMBoost for the Reuters category "interest" after 10, 50, 100, and 200 iterations. It is worth noticing that DMBoost allows documents to have a margin less than the target margin γ. So DMBoost can be considered as extending the results of Grove and Schuurmans [11] . Their proposed method improved the margin over AdaBoost but failed to improve the generalisation performance over AdaBoost. Their results demonstrated that large margin is not the guarantee of the success of a boosting system. Through DMBoost we are providing a technique that can improve a boosting system. Table 3 significantly better than AdaBoost. It is also to be noted that the improvement of DMBoost over AdaBoost is not sensitive to the number of relevant documents in a category. Note that we obtained better performance with AdaBoost as compared to the results reported in [19] . We conclude that the preprocessing stage, a different weak leaner, and a different stopping criterion makes AdaBoost show this improvement in performance. Figure 9 (right) shows the test set performance of DMBoost (in terms of precision, recall and F1) for category "acq". These curves demonstrate how the solution improves with boosting iterations. Figure 10 illustrates the scatter plot for DMBoost and AdaBoost. In Figure 10 (right), the difference in F1 numbers between DMBoost and AdaBoost is plotted against the number of relevant documents in a category. The difference in F1 numbers is illustrated by a point in the plot. The region above the x-axis shows the improvement of DMBoost over AdaBoost, whereas the region below the x-axis tells about the categories for which AdaBoost is performing better than DMBoost. For all the categories where AdaBoost and DMBoost achieve the same performance, the points lie exactly on the x-axis. Figure 10 (left) demonstrates the F1 numbers for AdaBoost and DMBoost. The x-axis represents the F1 numbers for AdaBoost, while the F1 numbers for DMBoost are represented by the y-axis.
Furthermore, we compared the performance of DMBoost with SVMs for the top-ten Reuters categories. For the top-ten categories, we compare the Breakeven numbers for DMBoost with SVM's published results [12, 7] . We refer to the results appearing in [12] as SVM (1), and SVM(2) refers to the results appearing in [7] . The results of this comparison are given in Table 4 . This comparison showed the superior performance of DMBoost over SVM (1) . It performs better than SVM(1) for categories "money-fx", "crude", "trade", "interest", "ship", "wheat", "corn" (and equal performance on "acq"). For some categories, the improvement is substantial. The results of DMBoost are also comparable with SVM(2). Our second set of experiments consists of performing simulations in noisy environments. The aim of these experiments was to analyse the behaviour of boosting when the data is corrupted with noise, therefore we selected two categories but introduced varying levels of label noise in the data. We chose the category "earn" (most frequent) and "corn" (least frequent among the top-ten). Generally, noise is added by adapting the following procedure.
• Select randomly a proportion of documents.
• Change the labels of the selected documents (make the positive documents negative and negative documents positive).
Note that for these experiments we did not optimise the behaviour of DMBoost to find out the optimal values for parameters. We set the value of C that performed best in our first set of experiments. Both AdaBoost and DMBoost were stopped after 100 iterations.
The F1 numbers are given in Table 5 . For the category "earn" the performance of the both algorithms was examined for 5% noise, 10% noise, 15% noise and 20% noise. This table shows that the performance of DMBoost is better in noisy environments. The true potential of the algorithm is illustrated by the F1 numbers for the category "corn".
The class distribution is very skewed for "corn". Therefore we evaluated the efficacy of the algorithms for 1% noise, 2% noise, 3% noise, 4% noise Category DMBoost SVM (1) Table 5 : F1 numbers for Reuters Categories "corn" (a) and "earn" (b) for DMBoost and AdaBoost. F1 numbers illustrate the performance for different level of noises and 5% noise. As can be seen the performance of DMBoost is consistently and substantially better than AdaBoost. It is worth noting, that the improvement is better when the data contains outliers. These results show the robustness of DMBoost. Figure 11 illustrates the behaviour of the two algorithms. The figures show margin distributions for AdaBoost and DMBoost in noisy environments (5% noise is added in category "corn"). The curve for AdaBoost depicts that it is showing its typical behaviour. This Figure illustrates margin distribution for different values of C for DMBoost. The curves depict the expected behaviour of DMBoost. It shows that DMBoost not only improves the margin but also allows the examples to have small or negative margin. The margin maximisation is controlled by the margin/error trade off parameter C. We conclude that a better loss function and unique value of the target margin substantially improves the perfor- mance of a boosting algorithm both in noisy and non-noisy environments. Our experiments showed that the learning time for both the algorithms is comparable.
We conclude by showing that generally DMBoost outperforms AdaBoost irrespective of the noise in data.
Bound in Practice
Our analyses of DMBoost is motivated by the generalisation bound developed in the Section 3. In this section, we address how well the bound performs in practice. We studied the behaviour of the bound with the generalisation performance (F1 numbers) for Reuters categories. Figure 12 illustrates this behaviour for the categories "earn" (top left), "acq" (top right), "wheat" (bottom left) and "corn" (bottom right). These curves show that the bound gives a rough approximation to learning process. It needs further refinements, as it does not capture the minor details, hence it can not be applied for stopping the algorithm. We conclude that noise and some other factors contribute to this phenomenon.
Other Experiments
In order to further study the behaviour of boosting algorithms such as AdaBoost and QP Reg − AdaBoost, [16] we conducted some other experiments. For these experiments, we focused on Reuters top-5 categories and chose a subset of 3000 documents. We selected randomly 2000 documents for training and the classifier (a combination of 100 base classifiers) was evaluated on a test set of 1000 remaining documents. We repeated this process ten times. The results showed no significant improvement of QP Reg − AdaBoost over AdaBoost. The failure of QP Reg − AdaBoost to achieve substantial performance over AdaBoost could be due to base learners that were not obtained adaptively. Optimisation of the 1-norm of the slack vector could be another factor.
Soft Boosted Decision Trees
In this section, we present experiments on domains other than text to evaluate the general applicability of the method. We performed experiments on a couple of datasets from the UCI machine learning repository [8] . These datasets are Ionosphere and Pima-Indians:
• Ionosphere Consists of 351 examples and 34 features.
• Pima-Indians Contains 768 data points and there are 8 feature.
We selected randomly 90% of the data (Ionosphere and Pima-Indians) for the training set. The classifier was tested on the remaining 10% of the data. The results were averaged over 10 splits. Furthermore, we evaluated the performance of the algorithm by introducing label noise.
In order to examine the performance of the algorithm in varying circumstances, we used C4.5 as base learner for this set of experiments, keeping all default settings for the parameters. The trees were simplified by keeping pruning on. We set the value of C = 1.0 to perform the experiments on these data sets. C4.5 can not process a weighted training set, therefore we use Boosting by Resampling. Both algorithms (AdaBoost and DMBoost) Table 6 : Average test set error for Ionosphere and Pima-Indians trained a classifier that was a linear combination of 100 trees. The performance of DMBoost in noisy environments, was investigated by introducing 5% random label noise.
The error of the two algorithms averaged over ten random splits is given in Table 6 . This table shows that the performance of DMBoost is better than AdaBoost, and this phenomenon is more prominent in noisy environments. Note that we did not optimise the performance of DMBoost for different values of C. We believe that optimisation will improve the performance of the algorithm substantially. The experiments on non-text data show that DMBoost generally outperforms AdaBoost. It is worth noting that the algorithm is resistant to noise.
Conclusion
Recent research has shown the importance of the margin for the analysis of Boosting. In this paper, we have shown that viewing Boosting within margin theory opens up the possibility to develop effective and robust techniques. This paper addresses the problem of designing an optimal strategy for training an ensemble of classifiers that is robust to noise. We have introduced the soft margin based quadratic loss function and demonstrated that it is effective to bound the generalisation error of an ensembled classifier in terms of the 2-norm of the slack vector. We presented the boosting algorithm DMBoost and analysed its performance theoretically and experimentally, showing that the algorithm is effective, adaptive, and robust. The algorithm establishes that it is effective in performing gradient descent in the function space. The algorithm does gradient descent optimisation of the 2-norm of the margin slack vector together with the margin that is being adapted. The setting of parameter C via a validation set provides room for future work. We would like to set it automatically.
We applied the proposed technique for text categorization and for general classification problems. These experiments validate the effectiveness of the algorithm for text categorization and its general applicability. DMBoost is statistically significantly better that AdaBoost for Reuters text data set. The simulations in noisy environments show the effectiveness of the proposed algorithm in scenario when the data contaiins outliers. The experiments on UCI data set show that DMBoost performs significantly better that AdaBoost on domains other that text. In summary, the experiments demonstrate that DMBoost generally outperforms AdaBoost both in noisy and non-noisy classification problems.
