A ray-based wave-field description is employed in the interpretation of broadband basin-scale acoustic propagation measurements obtained during the Acoustic Thermometry of Ocean Climate program's 1994 Acoustic Engineering Test. Acoustic observables of interest are wavefront time spread, probability density function ͑PDF͒ of intensity, vertical extension of acoustic energy in the reception finale, and the transition region between temporally resolved and unresolved wavefronts. Ray-based numerical simulation results that include both mesoscale and internal-wave-induced sound-speed perturbations are shown to be consistent with measurements of all the aforementioned observables, even though the underlying ray trajectories are predominantly chaotic, that is, exponentially sensitive to initial and environmental conditions. Much of the analysis exploits results that relate to the subject of ray chaos; these results follow from the Hamiltonian structure of the ray equations. Further, it is shown that the collection of the many eigenrays that form one of the resolved arrivals is nonlocal, both spatially and as a function of launch angle, which places severe restrictions on theories that are based on a perturbation expansion about a background ray.
I. INTRODUCTION
The chaotic dynamics of ray trajectories in ocean acoustics have been explored in a number of recent publications, including two recent reviews. 21, 22 In these publications a variety of theoretical results are presented and illustrated, mostly using idealized models of the ocean sound channel. In contrast, in the present study a ray-based wavefield description is employed, in conjunction with a realistic environmental model, to interpret a set of underwater acoustic measurements. For this purpose we use both oceanographic and acoustic measurements collected during the November 1994 Acoustic Engineering Test ͑the AET experiment͒. In this experiment phase-coded pulse-like signals with 75-Hz center frequency and 37.5-Hz bandwidth were transmitted near the sound-channel axis in the eastern North Pacific Ocean. The resulting acoustic signals were recorded on a moored vertical receiving array at a range of 3252 km. We present evidence that all of the important features of the measured AET wave fields are consistent with a ray-based wave-field description in which ray trajectories are predominantly chaotic.
The AET measurements have previously been analyzed in Refs. 23-25. In the analysis of Worcester et al. 23 it was shown that the early AET arrivals could be temporally resolved, were stable over the duration of the experiment, and could be identified with specific ray paths. These features of the AET observations are consistent with those of other longrange data sets. 26, 27 The AET arrivals in the last 1 to 2 s ͑the arrival finale͒ could not be temporally resolved or identified with specific ray paths, however. Also, significant vertical scattering of acoustic energy was observed in the arrival finale. These features of the AET arrival finale are consistent with measurements and simulations ͑both ray-and parabolicequation-based͒ at 250-Hz and 1000-km range [27] [28] [29] and at 133-Hz and 3700-km range. 30 The analysis of Colosi et al. 24 focused on statistical properties of the early resolved AET arrivals. Measurements of time spread ͑a measure of scattering-induced pulse broad-ening͒, travel time variance ͑a measure of scattering-induced pulse wander͒, and probability density functions ͑PDFs͒ of peak intensity were presented and compared to theoretical predictions based on a path integral formulation as described in Ref. 31 . Travel time variance was well predicted by the theory, but time spreads were two to three orders of magnitude smaller than theoretical predictions, and peak intensity PDFs were close to lognormal, in marked contrast to the predicted exponential PDF. The surprising conclusion of this analysis was that the measured AET pulse statistics suggested propagation in or near the unsaturated regime ͑characterized physically by the absence of micromultipaths and mathematically by use of a perturbation analysis based on the Rytov approximation͒, while the theory predicted propagation in the saturated regime ͑characterized by the presence of a large number of micromultipaths whose phases are ran-dom͒.
In Ref. 25 it was shown that in the finale region of the measured AET wave fields, where no timefronts are resolved, the intensity PDF is close to the fully saturated exponential distribution. This result is not unexpected because the finale region is characterized by strong scattering of both rays 14 and modes. 32 The work reported here seeks to elucidate both the physics underlying the AET measurements, and the causes of the successes and failures of the analyses reported in Refs. 23-25. We show that a ray-based analysis, in which ideas associated with ray chaos play an important role, can account for the stability of the early arrivals, their small time spreads, the associated near-lognormal PDF for intensity peaks, the vertical scattering of acoustic energy in the reception finale, and the near-exponential intensity PDF in the reception finale. Part of the success of this interpretation comes about due to the presence of a mixture of stable and unstable ray trajectories. Also, an explanation is given for differing intensity statistics in the early and late portions of the measured wave fields, and the fairly rapid transition between these regimes.
The remainder of this paper is organized as follows. In the next section we describe the AET environment and the most important features of the measured and simulated wave fields. In the simulated wave fields both measured mesoscale and simulated internal-wave-induced sound-speed perturbations are taken into account. It is shown that even in the absence of internal waves, the late arrivals are not resolved and the associated ray paths are chaotic. In Sec. III we present results that relate to the structure of the early portion of the measured timefront and its stability. The micromultipathing process is discussed, and a quantitative explanation for the remarkably small time spreads of the early ray arrivals is given. Section IV is concerned with intensity statistics. An explanation is given for the cause of the different wavefield intensity statistics in the early and late portions of the arrival pattern. In the final section we summarize and discuss our results. Figure 1 shows a measured AET wave field in the timedepth plane and ray-based simulations of such a wave field with and without internal waves. Figure 2 is a complementary display that shows measured and simulated wave fields after plane-wave beamforming. In this section we describe the most important qualitative features of measured and simulated AET wave fields. We begin by reviewing fundamental ray theoretical results so that our ray simulations can be fully understood. Also, this material provides a foundation for some of the later discussion. We then briefly describe the AET environment and the signal-processing steps that were performed to produce the measured wave field shown in Fig.  1 . As is common practice in ocean acoustics, we treat mesoscale ocean structure ͓whose horizontal length scales are O͑100 km͒ and whose time scales are O͑1 month͔͒ determin- Fig. 1 except that plane-wave beamformed wave fields are shown. The beamformed ray simulations assume a dense receiving array whose upper and lower bounds coincide with the bounds of the AET receiving array. The reference depth was taken to be the depth of the uppermost hydrophone, z 0 ϭϪ0.9 km. The vertical slowness p is defined in the text following Eq. ͑7͒.
II. MEASURED AND SIMULATED WAVE FIELDS
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istically, and internal gravity wave variability ͓whose horizontal length scales are O͑1 km͒ or more and whose time scales are O͑10 min͒ to O͑1 day͔͒ using a statistical description. Our treatment of internal-wave-induced sound-speed perturbations is briefly described. Finally, we return to describing and comparing qualitative features of the measured and simulated wave fields.
A. Theoretical background
Fixed-frequency ͑cw͒ acoustic wave fields u(z,r;) satisfy the Helmholtz equation
where ϭ2 f is the angular frequency of the wave field and c(z,r) is the sound speed. ͑The extension to transient wave fields is straightforward using Fourier synthesis. It is not necessary to consider this complication to present the most important results needed below.͒ We assume propagation in the vertical plane with Cartesian coordinates z, increasing upwards with zϭ0 at the sea surface, and range r. Ray methods ͑see, e.g., Ref. 33 for a thorough discussion in a broader context͒ can be introduced when the wavelength 2c/ of all waves of interest is small compared to the length scales that characterize variations in c. Substituting the geometric ansatz
representing a sum of locally plane waves, into the Helmholtz equation gives, after collecting terms in descending powers of , the eikonal equation
and the transport equation
For notational simplicity, the subscripts on A and T have been dropped in ͑3͒ and ͑4͒. Each term in the sum ͑2͒ represents an ''eigenray'' connecting a source and receiver, as discussed below. More generally, each A j in ͑2͒ can be thought of as the leading term in an asymptotic expansion in powers of Ϫ1 , but the higher-order terms in such an expansion play no role in our analysis. The solution to the eikonal equation ͑3͒ can be reduced to solving a set of ray equations. If a one-way formulation, valid when r increases monotonically following all rays of interest ͑see, e.g., Ref These equations constitute a nonautonomous Hamiltonian system with one degree of freedom; z and p are canonically conjugate position and momentum variables, r is the independent variable, H is the Hamiltonian, L is the Lagrangian, and the travel time T corresponds to the classical action. The system is nonautonomous because H depends explicitly on the independent variable r. Note also that pϵ p z ϭ‫ץ‬T/‫ץ‬z and p r ϭ‫ץ‬T/‫ץ‬rϭϪH are the z and r components, respectively, of the ray slowness vector. The ray angle relative to the horizontal satisfies dz/drϭtan , or, equivalently, cpϭsin . For a point source, rays can be labeled by their initial slowness p 0 . The solution to the ray equations is then z(r;p 0 ), p(r;p 0 ), T(r;p 0 ). The terms in ͑2͒ correspond to eigenrays, which are solutions to the two-point boundary value problem z(r R ;p 0 )ϭz R , where the spatial coordinates of the receiver are (z R ,r R ). The transport equation ͑4͒ can be reduced to a statement of constancy of energy flux in ray tubes. The solution for the jth eigenray can be written
where H, the matrix element q 21 , and the Maslov index are evaluated at the endpoint of the ray, and A 0 is a constant. The stability matrix
quantifies ray spreading ͩ ␦p ␦z ͪϭQͩ ␦p 0 ␦z 0 ͪ.
͑10͒
Elements of this matrix evolve according to
where Q at rϭ0 is the identity matrix, and
At caustics q 21 vanishes and, for waves propagating in two space dimensions, the Maslov index advances by one unit. In ocean environments with realistic range dependence, including the AET environment, ray trajectories are predominantly chaotic. Chaotic rays diverge from neighboring rays at an exponential rate, on average, and are characterized by a positive Lyapunov exponent
͑13͒
Here, D(r) is a measure of the separation between rays at range r; suitable choices for D are any of the four matrix elements of Q or the trace of Q. The chaotic motion of ray trajectories leads to some limitations on predictability. This will be discussed in more detail below. Additional background material relating to this topic can be found in Refs. 21, 22 and references therein.
B. The AET experiment
In the AET experiment a source, suspended at 652 m depth from the floating instrument platform R/P FLIP in deep water west of San Diego, transmitted sequences of a phasecoded signal whose autocorrelation was pulse-like ͑with a pulse width of approximately 27 ms͒. The source center frequency was 75 Hz and the bandwidth was approximately 37.5 Hz. The resulting acoustic signals were recorded east of Hawaii at a range of 3252.38 km on a moored 20-element receiving array between the depths of 900 and 1600 m. After correcting for the motion of the source and receiving array, including removal of associated Doppler shifts, the received acoustic signals were crosscorrelated with a replica of the transmitted signal ͑to achieve the desired pulse compression͒ and complex demodulated. To improve the signal-to-noise ratio, 28 consecutive processed receptions, extending over a total duration of 12.7 min, were coherently added. The duration over which this coherent processing yields improved signal to noise is limited by ocean fluctuations, mostly due to internal waves. The statistics of the acoustic fluctuations were shown in Ref. 25 not to be adversely affected by the 12.7-min coherent integration. Nearly concurrent with the week-long experiment, temperature profiles in the upper 700 m were measured with XBTs every 30 km along the transmission path. An objective mapping technique was applied 23 to these measurements to produce a map of the background sound-speed structure ͑including mesoscale structure͒ along the transmission path. The sampling interval in range of the resulting sound-speed field is 30 km so that no structure with horizontal wavelengths less than 60 km is present in this field. More details on the AET experiment, environment, and processing of the acoustic signals can be found in Ref. 23 .
Internal-wave-induced sound-speed perturbations in our simulations are assumed to satisfy the relationship ␦c ϭ(‫ץ‬c/‫ץ‬z) p , and the statistics of , the internal-waveinduced vertical displacement of a water parcel, are assumed to be described by the empirical Garrett-Munk spectrum ͑see, e.g., Ref. 34͒. The potential sound-speed gradient (‫ץ‬c/‫ץ‬z) p , the buoyancy frequency N, and the sound speed c were estimated directly from hydrographic measurements using a procedure similar to that described in the Appendix of Ref. 30 ; it was found that a good approximation for the AET environment is (‫ץ‬c/‫ץ‬z) p /cϷ(1.25 s 2 /m)N 2 . Individual realizations of the vertical displacement (r,z) were computed using Eq. ͑19͒ of Ref. 35 with the variable x used to denote the range variable, and yϭtϭ0. Physically, this corresponds to a frozen vertical slice of the internal wave field that includes the influence of transversely propagating internal wave modes. A Fourier method was used to numerically generate sound-speed perturbation fields within a 32 768-point, 3276.8-km domain in range-so ⌬xϭ0.1 km and ⌬k x ϭ2/3276.8 km. A hard internal wave horizontal wave number cutoff, ͉k x ͉рk max ϭ2/1 km, was used in all of the simulations shown. ͑Ray calculations were also performed using internal wave fields in which the hard upper bound on k x was replaced by an exponential damping of the large k x energy. The qualitative ray behavior described below did not depend on the manner in which the large k x cutoff was treated.͒ A mode number cutoff of j max ϭ30 was used in all the simulations shown. Contributions from approximately 2 30 (2 15 /5ϫ2 15 /5ϫ30, where the factors of 1/5 are present because the assumed wave number cutoff was one-fifth of the assumed Nyquist wave number͒ internal wave modes were included in our simulated internal-wave-induced soundspeed perturbation fields. A sparse set of measurements of sound-speed variance made near the midpoint of the transmission path during the AET experiment 24 suggests that the internal wave energy strength parameter E was close to half the nominal Garrett-Munk value E GM . More extensive and accurate measurements ͑see Fig. 3͒ made in 1998/1999 at two locations along a path displaced about 800 km to the north of the AET transmission path favor a value of E close to E GM . Ray simulations were performed using both E ϭ0.5 E GM and Eϭ1.0 E GM . All of the simulations shown in this paper use Eϭ0.5 E GM . The difference between these simulations and those performed using Eϭ1.0 E GM ͑not shown͒ will be discussed where appropriate.
C. Simulated wave fields
With the foregoing discussion as background, we are prepared to discuss our ray simulations in the AET environment. These are shown in Figs. 1, 2, 4-11, and 14. The points plotted in Figs. 1, 2, and 4 were computed by integrating the coupled ray equations ͑5͒ and ͑6͒ from the source to the range of the receiving array. Several fixed and variable step-size integration algorithms were tested. In the presence of internal waves, convergence using a fixed-step fourthorder Runge-Kutta integrator required that the step size not exceed approximately 1 meter. All ray-tracing calculations presented in this paper were performed using double- precision arithmetic ͑64-bit floating point wordsize͒. The wave-field intensity is approximately proportional to the density of rays ͑dots͒ that are plotted in Figs. 1 and 2. A somewhat more difficult calculation in which the contributions to the wave field from many rays are coherently added will be discussed below.
In the presence of internal waves, rays with launch angles between approximately Ϯ5°form the diffuse finale region of the arrival pattern arriving after approximately 2196 s. The sound speed at the source was approximately 1.48 km/s, so ͉ 0 ͉р5°corresponds approximately to ͉p 0 ͉ р0.06 s/km. Steeper rays contribute to the earlier, mostly resolved arrivals. It is seen in Fig. 1 that our ray simulation in the presence of internal waves slightly underestimates the vertical spread of the finale region, although an ensemble average over several pulses would be needed to quantify the effect. Our experience 29 suggests that the variability of the spread is of the order of the discrepancy seen in Fig. 1 , and that some details of the internal wave field may be important in controlling this spread. We note also that a slight underestimate in our ray simulation is expected inasmuch as diffractive effects that are not included in this simulation contribute approximately an additional 200-m vertical spread of energy at 75 Hz. ͑This number can be estimated from parabolic equation simulations, examination of lower-order modes, or a local Airy function analysis.͒ With these caveats, the agreement between simulated and measured vertical spreads of energy in the finale region is fairly good. A striking feature of Figs. 1, 2, and 4 is the contrast between the diffuse distribution of steep rays ͑with large p and z excur-sions͒ in (p,z) seen in Fig. 4 when internal waves are present and the tightly clustered distributions of the same rays in the time-depth ͑Fig. 1͒ and time-angle ͑Fig. 2͒ plots.
The cause of the complexity seen in Fig. 4 is ray chaos; 21, 22 most ray trajectories diverge from initially infinitestimally perturbed rays at an exponential rate. A total of 48 000 rays, sampled uniformly in launch angle between Ϯ12°, was traced to produce Figs. 1, 2, and 4 in the presence of internal waves. This fan of rays is far too sparse to resolve what should be an unbroken smooth curve-a Lagrangian manifold-which does not intersect itself in phase space ͑Fig. 4͒. Under chaotic conditions the separation between neighboring rays grows exponentially, on average, in range. The complexity of the Lagrangian manifold grows at the same exponential rate. The Lyapunov exponent is the reciprocal of the e-folding distance ͑see, e.g., Ref. 22͒. Finite range numerical estimates of Lyapunov exponents ͑hereafter referred to as stability exponents͒ are shown as a function of launch angle in Fig. 5 . It is seen that in this environment the flat rays (͉ 0 ͉Շ5°) have stability exponents of approximately 1/͑100 km͒, while the steeper rays (6°Շ͉ 0 ͉Շ11°) have stability exponents of approximately 1/͑300 km͒. It follows, for example, that the complexity of the flat ray portion of the Lagrangian manifold grows approximately like exp(r/100 km).
Not surprisingly, stability exponents show some sensitivity to parameters that describe the internal wave field. Our simulations show that the stability exponents of rays with axial angles of approximately 5°or less approximately double when j max increases from 30 to 100, while steeper rays show very little sensitivity to j max . In contrast, stability exponents of rays with axial angles from approximately 8°to 15°approximately double when k max increases from 2/1000 m to 2/250 m, while the flatter rays show little sensitivity to k max . With these comments in mind, one should not attach too much significance to the details of Fig. 5 . We note, however, that in all of the simulations performed, rays with axial angles of approximately 5°or less had higher stability exponents than rays in the 5°to 10°band.
Note that what appears to be temporally resolved arriv- als in the measured wave field correspond in our simulations to contributions from an exponentially large number of ray paths. ͑Only a small fraction of the total number is included in our simulations, however, because of the relative sparseness of our initial set of rays.͒ The observation that the travel times of chaotic ray paths may cluster and be relatively stable was first made in Ref. 8 . Simmen et al. 14 have previously produced plots similar to our Figs. 1 and 4 for ray motion in a deep ocean model consisting of a background sound-speed structure very similar to ours on which internal-wave-induced sound-speed perturbations were superimposed. Although our results are similar in many respects, it is noteworthy that the right panel of our Fig. 4 shows more chaotic behavior than is present in the corresponding plot in Ref. 14. This difference persists if our 3252.38-km range simulations are replaced by simulations at the same range ͑1000 km͒ that was used in Ref. 14. Our rays, especially the steeper rays, are more chaotic than those in Ref. 14. This difference is likely due to the increased complexity of our internal wave field over that of Simmen et al., 14 who included contributions from ten internal wave modes in their simulated internal wave fields. Figures 6 and 7 show plots of ray depth at the AET range vs launch angle. In Fig. 6 the same rays ͑excluding those with negative launch angles͒ that were used to produce Figs. 1, 2, and 4 are plotted. In Fig. 7 two small angular bands of the upper panel of Fig. 6 are blown up; the ray density is four times greater than that used in Fig. 6 . Figure  6 strongly suggests that, even in the absence of internal waves, the near-axial rays are chaotic. Not surprisingly, in the presence of internal waves, steeper rays are also predominantly chaotic. Note, however, that Figs. 5, 6, and 7 show that the near-axial rays are evidently more chaotic than the steeper rays. An explanation for this behavior that relates to the background sound-speed structures will be given in Sec. IV.
In this subsection we have briefly described and compared the gross features of measured and simulated AET wave fields. Ray trajectories in our simulated wave fields in the presence of internal waves are predominantly chaotic. In spite of this, Figs. 1 and 2 show that many features of our simulated wave fields are stable and in good qualitative agreement with the observations. Simulated and measured spreads of acoustic energy in time, depth, and angle are generally in good agreement, both in the early and late portions of the arrival pattern. We shall not discuss further the spreads of energy in depth and angle, except to note that Figs. 1 and 2 show that these spreads can be accounted for using ray methods in the presence of realistic ͑including internal-waveinduced sound-speed perturbations͒ ocean structure. In the two sections that follow, we shall consider in more detail the time spreads of the early ray arrivals, and intensity statistics in both the early and late portions of the arrival pattern.
III. MICROMULTIPATHS AND TIMEFRONT STABILITY
In this section we consider in some detail eigenrays, timefront stability, and time spreads. We focus our attention on the early branches of the timefront, where measured time spreads were, surprisingly, only approximately 2 ms, in sharp contrast to the theoretical prediction of approximately 1 s. 24 We focus our attention on the early arrival time spreads because measured time-spread estimates are available only for these arrivals. In the first subsection we discuss micromultipaths, and describe the important qualitative features of the micromultipathing process. Also, we explain how the micromultipath travel time spreads of O͑10 ms͒ in our simulations can be reconciled with O͑1 ms͒ measured wave-field time spreads. In the second subsection a quantitative estimate of FIG. 6. Ray depth vs launch angle in the AET environment without ͑upper panel͒ and with ͑lower panel͒ a superimposed internal-wave-induced soundspeed perturbation field. In both panels ⌬ 0 ϭ0.0005°. Fig. 6 showing ray depth vs launch angle in two small angular bands in the AET environment including a superimposed internal-wave-induced sound-speed perturbation field. In both panels ⌬ 0 ϭ0.000 125°.
FIG. 7. Expanded view of the lower panel of
steep ray micromultipath travel time spreads is shown to be consistent with the O͑10-ms͒ spreads seen in our simulations.
A. Micromultipaths and pulse synthesis
It is useful to assign a ray identifier ϮM to each ray. Here, Ϯ is the sign of the launch angle and M is the number of ray turning points ͑where p changes sign͒ following a ray. In Fig. 8 rays with two fixed values of ray identifier ͑ϩ137 and ϩ151͒ are plotted in the time-depth plane. In both cases the points plotted are a subset of those plotted in Fig. 1 . It is seen that the relatively steep ϩ137 rays have a small time spread and form one of the resolved branches of the timefront seen in Fig. 1 ͑similar behavior was noted in Ref. 14͒, while the relatively flat ϩ151 rays have a much larger travel time spread and fall within the diffuse finale region of the arrival pattern seen in Fig. 1 .
Eigenrays at a fixed depth correspond to the intersections of a horizontal line, zϭconstant, with the curve z( 0 ); these intersections are the roots of the equation zϪz( 0 ) ϭ0. Although the discrete samples of z( 0 ) plotted in Figs. 6 and 7 are too sparse to reveal what should be a smooth curve, it is evident that the number of eigenrays at almost all depths is very large; because rays are predominantly chaotic, this number grows exponentially in range. In principle, eigenrays can be found using a combination of interpolation and iteration, starting with a set of discrete samples of z( 0 ). In practice, this procedure reliably finds only those eigenrays in regions where z( 0 ) has relatively little structure. These rays have the highest intensity and are the least chaotic. At most depths there are many eigenrays with each value of the ray identifier ϮM . An incomplete set of eigenrays with identifier ϩ137, found using the procedure just described, is shown in Fig. 9 . We shall refer to a set of eigenrays with the same identifier in the presence of an internal-wave-induced sound-speed perturbation as a set of micromultipaths. ͑This term is widely used but is rarely unambiguously defined.͒ What distinguishes sets of micromultipaths with small M ͑e.g., 137͒, corresponding to relatively steep rays, from those with larger M ͑e.g., 151͒, corresponding to relatively flat rays, in the AET environment is that, except near ray turning depths and accidental crossings, the former are temporally resolved while the latter are not. ͓Note that in order for a set of micromultipaths to be temporally resolved it must have a travel time distribution that is separated from neighboring distributions by (⌬ f ) Ϫ1 or more.͔ An important ͑and surprising͒ feature of sets of micromultipaths is that they are highly nonlocal in the sense that interspersed ͑i.e., having intermediate launch angles͒ among a group of micromultipaths are rays with M values that differ by several units. We shall refer to this behavior, which is illustrated in Fig. 10 , as spectral nonlocality. ͑Here, the term spectral is used in the sense that an integral representation of the wave field over ray-like contributions with variable launch angle is a spectral representation.͒ In view of the observation that, in the presence of internal waves in the AET environment, ray motion is strongly chaotic and the function M ( 0 ) has local oscillations of several units, it is remarkable that the early portion of the timefront ͑see Fig. 1͒ is not destroyed. As ray launch angle 0 is continuously increased, a continuous curve is traced out in (T,z) at the range of the AET receiving array. Surprisingly, for larger launch angles the curve that is traced out in (T,z) very nearly coincides with the timefront that would have been traced out in the absence of internal waves-except that in the presence of internal waves the curve includes numerous cusps at which the direction of motion along the timefront reverses. Spectral nonlocality of micromultipaths is revealed in the (T,z) curve by the many direction reversals and the associated temporary local excursions over several branches The nonlocality of a set of micromultipaths in the range-depth plane, which we shall refer to as spatial nonlocality, is seen in Fig. 9 . Note that there are significant differences in the upper and lower turning depths of the plotted micromultipaths, and that these rays are spread in range by a significant fraction of a ray cycle distance. In simulations using Eϭ1.0 E GM , not shown, the spatial nonlocality, especially in range, of a set of micromultipaths is much stronger than that shown in Fig. 9 .
The result of performing a ray-based synthesis of what appears in the measurements to be an isolated arrival is shown in Fig. 11 . This involves finding a complete set of micromultipaths, including their travel times and Maslov indices, and coherently summing their contributions. Unfortunately, owing to the predominantly chaotic motion of ray trajectories in the AET environment in the presence of inter-nal waves, it is extremely difficult to find a complete set of micromultipaths. Indeed, the constituent ray arrivals used in the Fig. 11 synthesis do not constitute a complete set of micromultipaths. This is less important than might be expected because standard eigenray finding techniques easily locate the strongest micromultipaths; the missing micromultipaths in the Fig. 11 synthesis are highly chaotic rays that have very small amplitudes. An interesting result of this synthesis is that the micromultipath-induced time spread in the synthesized pulse is only about 1 ms, which is in very good agreement with the AET measurements. 24, 25 This approximately 1-ms spread is the difference in the width ͑approximately 25 ms͒ of the transmitted pulse, two cycles of a 75-Hz carrier, and the width of the coherent sum of micromultipath contributions ͑see Fig. 11͒ . Note that the traveltime spread among the micromultipaths found-about 11 ms-is much greater than the resulting spread of the synthesized pulse. The principal cause of this difference in our simulations was that the travel-time spreads of the dominant micromultipaths were much smaller than the total micromultipath travel-time spreads.
The qualitative features of micromultipath travel time, amplitude, and Maslov index distributions shown in Fig. 11 are typical of distributions found at other locations along the early portion of the timefront in our simulations using E ϭ0.5 E GM . Micromultipath travel-time spreads were typically 10 to 15 ms, with only a few of these micromultipaths, whose travel-time spread was typically less than 2 ms, having dominant amplitudes. One surprising aspect of this behavior is the very small travel-time spread of the dominant micromultipaths. We speculate that the explanation for this behavior is that the dominant micromultipaths are frequently organized locally by a simple caustic structure. This would account, in addition, for the observation that the dominant micromultipaths have Maslov indices that differ by no more than one unit.
Simulations ͑not shown͒ using Eϭ1.0 E GM result in synthesized steep ray pulses that are spread in time much more than is shown in Fig. 11 . With the stronger internal wave field, the total micromultipath travel-time spread increases by approximately a factor of 2-to about 25 ms. More importantly, however, the dominant micromultipaths have travel-time spreads comparable to the total micromultipath travel-time spread, leading to synthesized pulses that are spread by 5 to 10 ms, rather than 1 to 2 ms. Thus, measured early arrival time spreads are in better agreement with E ϭ0.5 E GM simulations than with Eϭ1.0 E GM simulations. The question of which value of the internal wave strength E in our simulations gives the best fit to the observations will be revisited in the next section.
An interesting and unexpected feature of our simulations is that the Maslov index was consistently lower than the number of turns M made by the same ray. The distribution of M Ϫ typically had a peak at 3 to 4 units and a width, within which all but a few outliers were contained, of 3 units in the Eϭ0.5 E GM simulations ͑see Fig. 11͒ ; these numbers increased slightly in the Eϭ1.0E GM simulations. The Maslov index was computed by counting zeros of q 21 ͑9͒ following ray paths. The quantity q 21 was computed by solving the coupled ray-variational equations ͑5͒, ͑6͒, ͑7͒, ͑11͒, and ͑12͒. The discrepancy between M and in our simulations is mildly surprising because it is known 36 that in rangeindependent environments these numbers differ by no more than 1 unit.
B. Micromultipath travel time spreads
In the preceding subsection we saw that associated with the chaotic motion of ray trajectories is extensive micromultipathing, and that the micromultipathing process is both spectrally and spatially nonlocal. Surprisingly, on the early branches of the timefront the micromultipathing process causes only very small time spreads and does not lead to a mixing of ray identifiers. The foregoing discussion centering on Fig. 11 described how micromultipath travel-time spreads of 10 to 15 ms can be reconciled with measured wave-field time spreads of 1 to 2 ms. To complete this picture it is necessary to explain why the micromultipath travel-time spreads of the early ͑steep͒ ray arrivals are only 10 to 15 ms. We shall now provide such an explanation.
Computing time spreads is conceptually straightforward using ray methods. In a known environment one finds a large ensemble of rays with the same identifier that solves the same two-point boundary value problem; the spread in travel times over many ensembles of such rays, each ensemble computed using in a different realization of the environment, is the desired quantity. The constraint that all of the computed rays have the same fixed endpoints complicates this calculation. In the following we exploit an approximate form of the eigenray constraint that simplifies the calculation; the approximate form of the eigenray constraint is first-order accurate in a sense to be described below.
Before describing the manner in which the eigenray constraint is imposed, it is useful to describe the physical setting in which the constraint will be applied. Figure 12 shows ͉H͉ vs r following a moderately steep ray ͑axial angle approximately 11°͒ in a canonical environment 37 on which the previously described ͓based on the measured AET N(z) profile͔ internal-wave-induced sound-speed perturbation field was superimposed. It is seen that H(r) consists of a sequence of essentially constant H segments, separated by near-step-like jumps which are caused by the sound-speed perturbation. The near-step-like jumps occur at the ray's upper turning points. A simple model that captures this behavior-the socalled apex approximation 31 -assumes that the transition regions can be approximated as step functions. This is, of course, an idealization as H(r) must be a smooth function for any smooth c(z,r). ͑The validity of the apex approximation is linked to the anisotropy and inhomogeneity of oceanic internal waves; details of the background sound-speed profile are not important. For this reason we have chosen to illustrate this effect using a background canonical profile rather than the AET environment.͒ Figure 13 shows a schematic diagram of two rays. One ray has undergone two internalwave-induced apex scattering events; the other ray is an unscattered ray with the same launch angle as the scattered ray.
Our strategy to build the eigenray constraint into an estimate of travel-time spreads can now be stated. We consider a scattered and an unperturbed ͑that is, in the absence of internal-wave-induced scattering events͒ ray with the same ray identifier; the rays shown schematically in Fig. 13 have identifier ϩ3. In addition to having the same ray identifier, the scattered and unperturbed rays are assumed to start from the same point and end at the same depth, but they will generally end at different ranges. We assume that the scattered ray has travel time T r and is one of many scattered eigenrays with the same ray identifier at range r. We estimate the travel time T(r) of an unperturbed eigenray at range r whose ray identifier is the same as that of the scattered eigenray. It will be shown that ␦T(r)ϭT r ϪT(r) vanishes to firstorder if the apex approximation is exploited. Because the same result applies to all of the scattered eigenrays, it follows that the time spread vanishes to first-order, independent of r, if the apex approximation is exploited. Note that this result is not expected to apply, even approximately, to the late near-axial rays where the apex approximation is known to fail.
The travel time T(r) of the eigenray in the unperturbed ocean can, of course, be computed numerically, but this provides little help in deriving an analytical estimate of ␦T.
Instead, consider a ray in the unperturbed ocean with the same launch angle as one of the scattered eigenrays, as shown in Fig. 13 . In general, the range of this ray at the receiver depth, after making the appropriate number of turns, will be r 0 r. But, T(r) can be estimated from T(r 0 ). This follows from the observation that ray travel time ͑assuming a point source initial condition, for instance͒ is a continuously differentiable function of z and r, with ٌTϭp, where p is the ray slowness vector. Because of this property T(z,r) can be expanded in a Taylor series. If we consider rays with the same ray identifier and fix the final ray depth to coincide with the receiver depth, then
where p r ϭϪH is the r component of the ray slowness vector. ͓More generally, T(z,r) consists of multiple smooth sheets that are joined at cusped ridges; in spite of this complication, the property of continuous differentiability is maintained, even in a highly structured ocean. For our purposes, we need only consider one sheet of this multivalued function. Note also that our application of ͑14͒ in the background ocean makes this expression particularly simple to use.͔ It follows from ͑14͒ that
is, correct to first-order, the travel-time difference at range r between eigenrays with and without internal waves.
To evaluate ␦T(r), we shall assume that the background environment is range independent. Also, consistent with the use of the apex approximation, we may treat the perturbed environment as piecewise range independent. Within each range-independent segment it is advantageous to make use of the where the physical interpretation of H as Ϫp r is maintained. The angle variable can be defined to be zero at the upper turning depth of a ray, and increases by 2 over a ray cycle ͑double loop͒. It follows that the frequency (I) ϭ2/R(I), where R(I) is a ray cycle distance. Integrating the ray equations over a complete ray cycle then gives R(I)ϭ2/(I) and T(I)ϭ2(IϪH (I)/(I)), with I constant following each ray. In the apex approximation I jumps discontinuously at each ray's upper turning depth; for the perturbed ray R(Iϩ⌬I)Ϸ2/(I)Ϫ2⌬IЈ(I)/((I)) 2 and T(Iϩ⌬I)Ϸ 2(IϪH (I)/(I))ϩ2⌬IH (I)Ј(I)/ ((I)) 2 , where Ј(I)ϭd(I)/dI. Note that, like these expressions, Eqs. ͑14͒ and ͑15͒ are first-order accurate in ⌬I.
Consider again Eq. ͑15͒ and Fig. 13 with I equal to I 0 , I 1 , and I 2 in the left, center, and right ray segments, respectively. The left segment gives no contribution to ␦T as the ray has not yet been perturbed. In the center ray segment
͑20͒
These terms are seen to cancel. Note that if additional complete cycle ray segments are added to the center section of the ray, Eqs. ͑19͒ and ͑20͒ are unchanged except that I 1 ϪI 0 ϭ⌬I 1 is replaced by ͚ iϭ1 n ⌬I i ϭI n ϪI 0 ; again, the two terms cancel. In the final ͑incomplete cycle͒ ray segment the difference between the terms T r ϪT(r 0 ) and p r (r 0 )(rϪr 0 ) can be shown to be O((⌬I) 2 ); the terms do not exactly cancel because the values of the perturbed and unperturbed rays are generally not identical at the receiver depth. Thus, to first-order in ⌬I, ␦Tϭ0, independent of range, if the apex approximation is valid. This simple calculation provides an explanation of why, in spite of extensive ray chaos, the time spreads of the early AET ray arrivals are quite small.
Several comments concerning the preceding calculation are noteworthy. First, we note that although it was assumed that the background sound-speed structure is range independent, the preceding argument also holds in the presence of slow background range dependence, i.e., with structure whose horizontal scales are large relative to a typical ray double-loop length. Adiabatic invariance in such environments guarantees that while H is not constant following rays between apex scattering events, I is nearly constant. Second, after n random kicks, I 1 ϪI 0 in ͑19͒ and ͑20͒ is replaced by I n ϪI 0 Ϸͱn(⌬I) rms , and the magnitude of ͑19͒ under AET conditions is O(1 s). This is an example of a travel timespread estimate that fails to enforce the eigenray constraint. This calculation shows that the difference between traveltime estimates that do and do not enforce the eigenray constraint can be quite significant. ͑The constrained estimate is refined below.͒ Third, it should be emphasized that Eqs. ͑19͒ and ͑20͒ apply ͑approximately͒ only to the steep rays because the apex approximation applies only to the steep rays. We have not addressed the time spreads of near-axial rays. Note, however, that Fig. 8 shows that time spreads are larger for flatter rays. Fourth, the above calculation shows that, to lowest order in ⌬I, there is no internal-wave-scatteringinduced travel-time bias if the apex approximation is strictly applied. And fifth, the arguments leading to Eqs. ͑19͒ and ͑20͒ apply whether the scattered rays are chaotic or not.
A relaxed form of the apex approximation in which the action jump transition region has width ⌬ gives a nonzero travel-time-spread estimate. In the transition region, taken for convenience to be 0рр⌬, one may choose a Hamiltonian of the form H ϭH (IϪs), where sϭ⌬I/⌬, and H ϭH (I) elsewhere. It follows that in the transition region I()ϭI 0 ϩs and Iϭconstant elsewhere. A simple generalization of the above calculation then gives for a complete ray cycle
and
It should be emphasized that this expression is first-order accurate in ⌬IϭI 1 ϪI 0 , but that no assumption about the smallness of ⌬ has been made. As noted above, incomplete cycle end segment pieces give O((⌬I) 2 ) corrections to ␦T.
If ⌬ has approximately the same value at each upper turn, then one has, after n upper turns, correct to O(⌬I)
͑24͒
Consistent with the numerical simulations shown in Fig. 12 , ⌬Ϸ0.8 radians and ⌬IϷ4 ms. ͑We, and independently F. Henyey ͓personal communication, 2002͔, have confirmed that these estimates also apply under AET-like conditons.͒
With these numbers and ͱnϭ8, appropriate for AET, ͑24͒
gives a time-spread estimate of approximately 13 ms, in approximate agreement with the numerical simulations shown in Fig. 11 . Note that ͑24͒ does not preclude a travel-time bias. A cautionary remark concerning the use of ͑24͒ is that Virovlyansky 38, 39 has pointed out that, owing to secular growth, the O((⌬I) 2 ) contribution to ␦T may dominate the O(⌬I) contribution at long range. Figure 8 shows that in the AET environment simulated near-axial ray time spreads are greater than simulated steep ray time spreads. We do not fully understand this behavior. A possible explanation for this behavior is that time spreads increase as rays become increasingly flat owing to the breakdown of the apex approximation. But, one would expect that this trend should be offset, in part or whole, by the relative smallness of internal-wave-induced sound-speed perturbations near the sound-channel axis. In addition, we have seen some evidence that an additional factor may be important in the AET environment. Namely, we have observed a positive correlation between travel-time spreads and stability exponents; stability exponents in the AET environment are shown in Fig. 5 . We have chosen not to dwell on flat ray time spreads in this paper because there are no AET measurements of these spreads to which simulations can be compared. It is clear, however, that the issues just raised need to be better understood.
IV. WAVE-FIELD INTENSITY STATISTICS
In this section we consider the statistical distribution of the intensities of both the early and late AET arrivals. Recall that experimentally the early arrival intensities have been shown 24, 25 to approximately fit a lognormal probability density function ͑PDF͒, and the late arrival intensities have been shown 25 to fit an exponential distribution. The late arrival exponential distribution is not surprising as this distribution is characteristic of saturated statistics. The early arrival nearlognormal distribution is surprising, however, inasmuch as theory 31, 24 predicts saturated statistics, i.e., an exponential intensity PDF. It has been argued 40 that the theory can be modified in such a way as to move the early arrival prediction from saturated to unsaturated statistics. The latter regime is characterized by a lognormal intensity PDF. This fix is conceptually problematic inasmuch as, in this theory, the unsaturated regime is characterized by the absence of micromultipaths, which seriously conflicts with the numerical simulations presented in the previous section where the number of micromultipaths is very large. In this section we provide self-consistent explanations for both the late arrival exponential distribution and the early arrival lognormal distribution. The challenge is to reconcile the early arrival near-lognormal intensity PDF with the presence of a large number of micromultipaths. Some of the arguments presented are heuristic, and some build on the results of numerical simulations. A complete theoretical understanding of intensity statistics has proven difficult.
Our approach to describing wave-field intensity statistics builds on the semiclassical construction described by Eq. ͑2͒. At a fixed location it is seen that the wave-field amplitude distribution is determined by the distribution of ray amplitudes and their relative phases. Note that both travel times and Maslov indices influence the phases of ray arrivals. Complexities associated with transient wave fields and caustic corrections will be discussed below.
An important observation is that in the AET environment, including internal-wave-induced sound-speed perturbations, simulated geometric amplitudes of both steep and flat rays approximately fit lognormal PDFs. This is shown in Fig. 14. Previously, it has been shown 20 that ray intensities in a very different chaotic system also fit a lognormal PDF; in that system single-scale isotropic fluctuations are superimposed on a homogeneous background. ͑Note that all powers of a lognormally distributed variable are also lognormally distributed, so ray amplitudes have this property if and only if ray intensities have this property.͒ The apparent generality of the near-lognormal ray intensity PDF suggests that it applies generally to ray systems that are far from integrable; the arguments presented in Ref. 20 suggest that this should be the case.
In the two subsections that follow, the intensity distributions of the early and late AET arrivals, corresponding to steep and flat rays, respectively, will be discussed separately. The phase assumptions made in these subsections limit the anticipated validity of the results presented to ''interior'' portions of the early resolved timefront branches and the finale region, respectively. Thus, accidental crossings of different resolved branches of the timefront are excluded from consideration, as are regions near turning points where adjacent timefront branches merge. Similarly, the narrow transition region separating the early resolved branches of the timefront from the finale region is excluded from consideration. These restrictions are consistent with the manner in which the AET intensity statistics were computed. 24, 25 Also, it should be noted that our implicit assumption that intensity statistics should be independent of position (T,z) in each of these interior regions is consistent with both our simulations and the observations. 24, 25 
A. Early arrivals
We saw in the previous section that the micromultipaths that make up one of the early arrivals have the same ray identifier and have a very small spread in travel time. The dominant micromultipaths were seen ͑see Fig. 11͒ to have a time spread of approximately 1 ms, which is a small fraction of the approximately 13-ms period of the 75-Hz carrier wave. Also, our simulations show that the Maslov indices of the dominant micromultipaths differ by no more than 1 unit. These conditions dictate that interference among the dominant micromultipaths is predominantly constructive. Because travel-time differences are so small, the pulse shape should have negligible influence on the distribution of peak intensities. In a model of the early AET arrivals consisting of a superposition of interfering micromultipaths, the micromultipath properties that play a critical role in controlling peak wave-field intensities are thus: ͑1͒ their amplitudes have a near-lognormal distribution; ͑2͒ the dominant micromultipaths have negligible travel-time differences; and ͑3͒ the dominant micromultipaths have Maslov indices that differ by no more than 1 unit. It should be noted that very different behavior would have been observed if: the source bandwidth were significantly more narrow, as this would have caused micromultipaths with different ray identifiers to interfere with one another; or the source center frequency were significantly higher as phase differences between interfering micromultipaths would then have been significant.
An additional subtlety must be introduced now: the PDF of the intensities of the constituent micromultipaths that make up a single arrival is not identical to the PDF described in Ref. 20 and shown in the upper and middle panels of Fig.  14. The latter PDF describes the distribution of intensities of randomly ͑with uniform probability͒ selected rays leaving the source within some small angular band and whose range is fixed. This PDF is biased in the sense that it overcounts the micromultipaths with large intensities and undercounts those with small intensities. Unbiased micromultipath intensity PDFs can be constructed from the biased PDFs shown. To do so, consider a manifold ͑a smooth curve in phase space corresponding to a fan of initial rays͒ which begins near (z 0 ,p 0 ) and arrives in the neighborhood of (z r ,p r ) at range r. Sampling in fixed steps of the differential ␦p 0 ͑as was done to produce the upper and middle panels of Fig. 14; this is equivalent to uniform random sampling͒ leads to a highly nonuniform density of points on the final manifold, since (z 0 ,p 0 ϩ␦ p 0 ) propagates to (z r ϩq 21 ␦p 0 ,p r ϩq 11 ␦p 0 ). The greater q 21 , the lower the density of points locally at final range. A uniform sampling in final position is achieved instead by considering the initial conditions that would lead to (z r ϩ␦z r ,p r ϩq 11 /q 21 ␦z r ). Its density of points on the initial manifold can be deduced from its initial condition, (z 0 ,p 0 ϩ␦z r /q 21 ). It is necessary to sample q 21 times more densely on the initial manifold in order to achieve uniform sampling in ␦z r at range r. To account for this effect, we need to know the PDF for q 21 with uniform initial sampling. Roughly speaking, the PDF of the absolute values of the individual matrix elements of Q have the same form as for ͉Tr(Q)͉, apart from a shift of the centroid that is lower-order in range than the leading term. From the results of Ref. 20 , the ͑biased in the sense described above͒ probability that q 21 falls in the interval between x and xϩdx is
xу0. ͑25͒
Here, L is the true Lyapunov exponent, and is equal to L plus an additional contribution due to the fluctuations in the values of q 21 over an ensemble of rays. The new ͑unbiased in the sense described above͒ PDF, Ј, for uniform sampling in ␦z r is related to the previous one by
xу0, ͑26͒
where the factor x accounts for the extra counting weight of q 21 , and ͗x͘ just preserves normalization and is calculated using Eq. ͑25͒. This calculation shows that the unbiased micromultipath ray intensity PDF also has a lognormal distribution; the only change relative to the biased PDF is an In all three panels the dashed lines correspond to lognormal distributions whose mean and variance approximately match those of the simulations. increase in the mean from L r to r. Because lognormality is maintained, this correction represents only a trivial change to the problem. Approximate lognormality of the constrained ͑eigenray͒ PDF of ray intensity is shown in the lower panel of Fig. 14. This PDF was constructed using the same eigenrays that were used to produce Figs. 9 and 11 . The corresponding unconstrained ray intensity PDF is shown in the middle panel of Fig. 14. ͑Two constraints-fixed receiver depth and fixed ray identifier-are built into the lower panel PDF. A very similar constrained PDF results if only the receiver depth constraint is applied, provided ray launch angles are limited to the ''steep'' ray band used to construct the middle panel.͒ It should be noted that the constrained ͑eigenray͒ PDF shown in the lower panel of Fig. 14 was constructed from numerically found eigenrays; because weak eigenrays are difficult to find numerically they are undercounted and the PDF is biased. Because this bias is confined to the tail of the distribution corresponding to the very weak eigenrays, whose contribution to the wave field is expected to be small, it is not expected to alter the argument that follows-which assumes only that micromultipath amplitudes are nearlognormally distributed.
We return now to the problem of simulating the early AET arrivals. It is tempting to think that because the constituent micromultipath amplitudes have a near-lognormal distribution, the sum of the micromultipath contributions should also be near-lognormally distributed. Unfortunately, this is generally not the case. Consider, for example, the special case in which phase, including Maslov index, differences are negligible. Then, all micromultipaths interfere constructively and peak wave-field amplitudes can be modeled as the sum of many lognormally distributed variables. Because all moments of the lognormal distribution are finite, the central limit theorem applies. Under these conditions, if sufficiently many contributions are summed, the distribution of the sums-the wave-field amplitudes-would be a Gaussian.
To simulate the statistics of the early AET arrivals ͑recall Fig. 14 and the accompanying discussion͒, we have used several variations of a simple model. An arrival was modeled as a sum of n m interfering micromultipaths whose: ͑1͒ amplitudes are lognormally distributed; and ͑2͒ phases, T i Ϫ i /2 mod 2, have a PDF with a clearly identifiable peak. Micromultipath contributions were coherently added. The peak intensity of the sum-whose travel time is not known a priori-was then recorded. Using an ensemble of 10 4 peak intensities, a peak-intensity PDF was then constructed. Peak-intensity PDFs constructed in this fashion were found to be very close to lognormal; a typical example is shown in Fig. 15 . In this example f ϭ75 Hz, the T i 's were identical, i ͕ j, jϩ1͖ with equal probability ͑note that choice of the integer j is unimportant͒, and n m ϭ5. Other combinations of distributions for T i ͑either a Gaussian or the limiting case of a delta distribution͒, i ͑taken either from ͕ j, jϩ1͖ or ͕ jϪ1,j, jϩ1͖ with equal probability͒, and the parameter n m ͑between 2 and 100͒ were tested. These simulations showed that, provided the phase constraint noted above was satisfied, a near-lognormal peak-intensity PDF resulted.
Two points regarding this simple model are noteworthy. First, this model does not constitute a theory of wave-field peak-intensity statistics, but it does serve to demonstrate that our ray-based simulations of the early AET arrivals are consistent with the measured distribution of peak intensities. Second, simulations ͑not shown͒, performed with E ϭ1.0 E GM yield sets of dominant micromultipaths that violate assumption ͑2͒; phases are uniformly distributed and summing micromultipath contributions yields a distribution of peak intensities that is not close to lognormal. Thus, our simulations suggest that a near-lognormal distribution of early arrival peak intensity requires a relatively weak internal wave field.
A complication not accounted for in the preceding discussion is the presence of caustics. At caustics geometric amplitudes ͑8͒ diverge and diffractive corrections must be applied. At short range ͑on the order of the first focal distance-a few tens of km in deep ocean environments͒ we expect that intensity fluctuations will be dominated by diffractive effects. The entire wave field should be organized by certain high-order caustics which leads to a PDF of wavefield intensity with long tails. [41] [42] [43] In spite of the importance of diffractive effects at short range-and probably also at very long range-we believe that, in the transitional regime described above, intensity fluctuations are not dominated by diffractive effects. This somewhat counterintuitive behavior can be understood by noting that in the vicinity of caustics the importance of diffractive corrections to ͑8͒ decreases as the curvature of the caustic increases. A quantitative measure of caustic curvature is the second derivative of the Lagrangian manifold ͑recall Fig. 4͒ zЉ(p) at a local extremum. ͑Higher-order caustics can be treated using an extension of the same argument.͒ Under chaotic conditions the curvature of caustics increases, on average, with increasing range, as the Lagrangian manifold develops structure on smaller and smaller scales. Thus, the fraction of the total number of multipaths that require caustic corrections decreases, on average, with increasing range. This is true even as the number of caustics grows exponentially, on average, in range. This argument leads to the somewhat paradoxical conclusion that, prior to saturation at least, we expect that the importance of caustic corrections decreases with increasing range.
B. Late arrivals
Recall that in the finale region of the AET wave fields, sets of micromultipaths with different ray identifiers, all corresponding to near-axial rays, are not temporally resolved. At each (T,z) in the finale region the wave field can be modeled as a superposition of micromultipath contributions with random phases. The quadrature components of the wave field at each (T,z) have the form of sums of terms of the form
where i is a random variable uniformly distributed on ͓0,2͒. The distribution of a i is close to lognormal, but a correction must be applied to account for pulse shape, as many of the interfering micromultipaths partially overlap in time. This correction is unimportant inasmuch as the central limit theorem guarantees that, provided the distributions of x i and y i have finite moments, the distributions of sums of x i and y i converge to zero mean Gaussians. Thus, wave-field intensity is expected to have an exponential distribution, consistent with the observations. The comments made earlier about caustics apply here as well.
C. Intensity statistics discussion
The question of what causes the transition from the structured early portion of the AET arrival pattern to the unstructured finale region deserves further discussion. Recall that the early resolved arrivals have small time spreads and peak intensities that are near-lognormally distributed, while the finale region is characterized by unresolved arrivals and near-exponentially distributed intensities. In both regions the time spreads and intensity statistics are consistent with each other inasmuch as in our simulations a near-lognormal intensity distribution is obtained only when there is a preferred phase, while the exponential distribution is generated when phases are random, i.e., when phases are uniformly distributed on ͓0,2͒.
With these comments in mind, it is evident that the most important factor in causing the transition to the finale region is the increase in internal-wave-scattering-induced time spreads as rays become less steep; as time spreads increase, neighboring timefront branches blend together and the phases of interfering micromultipaths get randomized. The trend toward increasing time spreads as rays become less steep is evident in Fig. 8 . The surprising result is that the scattering-induced time spreads of the steep arrivals are so small; we have seen that this can be explained by making use of the apex approximation. As noted at the end of the previous section, we do not fully understand the cause of the trend toward larger time spreads as rays flatten. In the finale region internal-wave-scattering-induced time spreads exceed the time difference between neighboring timefront branches that would have been observed in the absence of internal waves. Figure 1 shows that these time gaps decrease as rays become increasingly flat. Indeed, this figure shows that even in the absence of internal waves there would not have been any resolvable timefront branches in the last half-second or so of the arrival pattern. Some loss of temporal resolution in the measurements is of course due to the finite source bandwidth, but without internal waves ͑or some other type of ocean fluctuations͒ wave-field phases would not be random; instead, a stable interference pattern would be observed.
Finally, we note that an interesting feature of our ray simulations is that the near-axial rays have much higher stability exponents ͓typically about ͑100 km͒ Ϫ1 ͔ than the steeper rays ͓typically about ͑300 km͒ Ϫ1 ͔; see Fig. 5 . Also, note that Figs. 6 and 7 strongly suggest that the near-axial rays in the AET environment are much more chaotic than the steeper rays. The likely cause of the relative lack of stability of the near-axial rays in the AET environment is the background sound-speed structure. This topic is discussed in detail in Ref. 44 . There it is shown that ray stability is largely controlled by a property of the background ͑which is assumed to be range independent͒ sound-speed profile, ␣ ϭ(I/)d/dI; ray instability increases on average with increasing ͉␣͉. Here, I is the ray action variable and 2/(I) is the ray cycle ͑double loop͒ distance; recall Eqs. ͑16͒-͑18͒. The dependence of ␣ on I can be replaced by dependence on axial ray angle ax because, in an environment with a single sound-speed minimum, I is a monotonically increasing function of ax . Plots of ␣ vs ax in five 650-km block rangeaveraged sections of the AET environment are shown in Fig.  16 . ͑The choice of averaging over 650-km blocks in range is, of course, arbitrary. Range averaging should be done locally, however, because the local sound-speed structure may be very different than that which results after averaging over the entire propagation path.͒ The relatively large near-axial ray values of ͉␣͉ seen in this figure are consistent with the strongly chaotic nature of these rays seen in Figs. 5, 6, and 7. Unfortunately, the measured wave-field intensity statistics in the AET finale region are not very sensitive to the near-axial ray intensity PDF; as noted above, the argument leading to the expectation that wave-field intensity in the finale region should have an exponential distribution holds for a very large class of ray intensity distributions. Thus, we are not aware of any way that the AET measurements can be used to test our finding that the near-axial rays have larger stability exponents, on average, than the steeper rays.
In summary, we believe that the observed nearlognormal PDF of wave-field intensity for the early resolved AET arrivals is transitional between fluctuations dominated by caustics at short range and saturation at long range, where phase differences will be larger. Surprisingly, phase differ-ences among the micromultipaths that form the early resolved AET arrivals are very small so that saturation has not been reached. The late-arriving AET energy, on the other hand, is characterized by interfering micromultipaths with random phases, leading to an exponential PDF of wave-field intensity. Here, the underlying near-lognormal PDF of ray intensity is obscured. The arguments that have been presented to explain the intensity fluctuations of both the early and late AET arrivals assume that diffractive effects do not play a dominant role. Although our theoretical understanding of many of the issues raised in this section is clearly incomplete, it is worth emphasizing that our ray-based numerical simulations of intensity statistics, in which ray trajectories are predominantly chaotic, are in good qualitative agreement with the AET measurements. We do not believe that this agreement is accidental.
V. DISCUSSION AND SUMMARY
In this paper we have seen that in the AET environment, including internal-wave-induced sound-speed perturbations, ray trajectories are predominantly chaotic. In spite of extensive ray chaos, many features of ray-based wave-field simulations were shown to be both stable and in good agreement with the AET measurements. Simulated and measured spreads of acoustic energy in time, depth, and angle were shown to be in good agreement. It was shown that associated with the chaotic motion of ray trajectories is extensive micromultipathing, and that the micromultipathing process is highly nonlocal; the many micromultipaths that add at the receiver to produce what appears to be a single arrival may sample the ocean very differently. It was shown, surprisingly, that on the early arrival branches the nonlocal micromultipathing process causes only very small time spreads and does not lead to a mixing of ray identifiers. A quantitative explanation for the cause of the very small time spreads of the early ray arrivals was presented. Partially heuristic explanations for the near-lognormal and exponential distributions of wave-field intensities for the early and late arrivals, respectively, were provided. The fact that one is able to accurately simulate many wave-field features using ray methods under conditions in which ray trajectories are predominantly chaotic may surprise some readers. Chaotic motion is, after all, intimately linked with unpredictability. This apparent paradox is reconciled by noting that while individual chaotic ray trajectories are unpredictable beyond some short predictability horizon, distributions of chaotic ray trajectories may be quite stable and have robust properties. 45 Consider, for example, the motion of a ray whose initial depth z 0 and angle 0 are known in the AET environment, including a known internal-waveinduced sound-speed perturbation. At the range of the AET receiving array the depth z, angle , travel time T, and even the number of turns M made by this ray are likely to be, for all practical purposes, unpredictable. In contrast, at the same range the distribution in (z,,T,M ) of a large ensemble of rays with the same initial depth and whose launch angles lie within a 1°band centered on 0 is very stable in the sense that essentially the same distribution is seen for any large ensemble of randomly chosen ͑with uniform probability͒ rays inside this initial angular band. It is the latter property that allows us to make meaningful predictions using an ensemble of chaotic rays in a particular realization of the internal wave field. In addition, ray distributions with similar statistical properties are observed using different realizations of the internal wave field, suggesting that these statistical properties of rays are robust.
Our exploitation of results that relate to ray dynamics, including ray chaos, leads to a blurring of the distinction that is traditionally made between deterministic and stochastic wave propagation problems. The ray dynamics approach emphasizes the distinction between integrable and nonintegrable ray systems, corresponding to range-independent and range-dependent environments, respectively. In generic range-dependent environments at least some ray trajectories will exhibit chaotic motion. The oceanographic originmesoscale variability, internal waves, or something else-of the range-dependent structure is not critical. An important conceptual insight that can come only from exploitation of results relating to ray chaos is that generically phase space is partitioned into chaotic and nonchaotic regions. This mixture contributes to a combination of limited determinism and constrained stochasticity.
For those who wish to exploit elements of determinism in the propagation physics for the purpose of performing deterministic tomographic inverses, the results that we have presented have important implications. We have seen, for example, that, in spite of extensive ray chaos, many raybased wave-field descriptors are stable and predictable, and should be invertible. A less encouraging but important observation is that although the travel times of the steep early arrivals are stable and can be inverted, the spatial nonlocality of the micromultipaths limits one's ability to invert for range-dependent ocean structure, as was first pointed out in Ref. 8 .
For those who wish to understand and predict wave-field statistics, our results also have important implications. These comments are based on our analysis of the AET measurements, but are expected to apply to a large class of longrange propagation problems. First, we have seen that stable and unstable ray trajectories coexist and that this influences wave-field intensity statistics. Second, we have seen that micromultipathing is extensive and highly nonlocal. The strongly nonlocal nature of the micromultipathing process is significant because: ͑a͒ this process cannot be modeled using a perturbation analysis which assumes the existence of an isolated background ray path; and ͑b͒ the effects of this process will not, in general, be eliminated as a result of local smoothing by finite frequency effects. Third, we have seen that the appearance of stochastic effects is not entirely due to internal waves. We have seen, for example, that, even in the absence of internal waves, near-axial rays in the AET environment are chaotic. Recall that we noted in the Introduction that part of the motivation for the present study was to understand the reasons underlying the finding of Colosi et al. 24 that the theory described in Ref. 31 fails to correctly predict the AET wave-field statistics. This failure is not surprising in view of the observation that this theory is based on assumptions that either explicitly violate, or lead to the violation of, all three of the aforementioned properties of the scattered wave field. Note also in this regard that the combination of extensive micromultipathing, small time spreads, and lognormally distributed intensities that characterizes the early AET arrivals is not consistent with any of the three propagation regimes identified in this theory.
Although we have argued that a ray-based wave-field description which relies heavily on results relating to ray chaos can account for all of the important features of the AET measurements, it should be emphasized that our analysis has some shortcomings. Recall that our simulations using Eϭ0.5 E GM resulted in steep arrival time spreads and peak intensity statistics in good agreement with measurements, but that simulations using Eϭ1.0 E GM did not, although there are indications from direct measurements that E ϭ1.0 E GM is a more appropriate choice. We have not provided a rigorous argument to establish the connection between a near-lognormal ray intensity PDF and a nearlognormal wave-field intensity PDF. Indeed, a complete theory of wave-field statistics which accounts for complexities associated with ray chaos is lacking. This is closely linked to the subject of wave chaos, 22 which is currently not well understood. Also, we have only briefly discussed the spreads of energy in depth and angle, and more work needs to be done on quantifying time spreads.
Finally, we wish to remark that the importance of ray methods is not diminished by recent advances, both theoretical and computational, in the development of full wave models, such as those based on parabolic equations. The latter are indispensable computational tools in many applications. In contrast, the principal virtue of ray methods is that they provide insight into the underlying wave propagation physics that is difficult, if not impossible, to obtain by any other means. The results presented in this paper illustrate this statement.
