Abstract. The numerical analysis of gradient inclusions in a compact subset of 2ˆ2 diagonal matrices is studied. Assuming that the boundary conditions are reached after a finite number of laminations and using piecewise linear finite elements, we give a general error estimate in terms of the number of laminations and the mesh size. This is achieved by reduction results from compact to finite case.
Introduction and main result
We denote by tT h Ă R 2 : h ą 0u a family of regular triangulation and by Ω Ă R 2 a bounded polygonal domain satisfying
where h is the mesh size defined by h :" maxth T : T P τ h u with h T is the diameter of a triangle T P T h . For each h ą 0, we set the finite element space V h 0 :" u P CpΩ; R 2 q : ut T is affine for all T P T h and u " 0 on BΩ (
where BΩ is the boundary of Ω. Let K Ă M 2ˆ2 be a compact set. The error analysis of gradient inclusions consists to provide an optimal estimation in terms of the mesh size h of
with V h 0 Q u Þ Ñ E K h puq :" |tx P Ω : ∇upxq R Ku|, where |¨| denotes the Lebesgue measure on R 2 . We can assume that 0 R K, otherwise take u " 0 then E K h puq " M K h " 0. The construction of such u P V h 0 has to take account of the lack of rank-one compatibility of matrices of K. Two matrices A, B P M 2ˆ2 are said to be rank-one compatible if and only if rkpA´Bq ď 1. This concept is related to the Hadamard lemma (see for instance [Chi00] ) which states roughly that the gradients of a continuous affine function in two contiguous regions Ω 1 and Ω 2 of Ω, i.e. ∇u " A on Ω 1 and ∇u " B on Ω 2 , have to satisfy rkpA´Bq ď 1.
Error analysis in terms of the mesh size h has been accomplished in [Chi99, AHC05] (see also [BP04, Li03] ) for particular situations where K was composed of four elements of diagonal 2ˆ2 matrices non rank-one compatible. In these situations, the boundary data 0 was reached after L laminations with L " 1, 2 in [Chi99] and L " 3, 4 in [AHC05] . This can be formulated by writing 0 P K pLq where L is the level of laminations defined as the integer L " inf i P N : 0 P K piq ( (with the convention inf H "`8), where for each i P N# K p0q " K K piq " λF`p1´λqG : F, G P K pi´1q , λ P r0, 1s, and rkpF´Gq ď 1 ( .
The set K piq is called the i-th lamination convex hull. Our goal is to generalize these particular situations by assuming that L is finite and K is a compact subset of the set of 2ˆ2 diagonal matrices M and there exist C L ą 0 and h L ą 0 such that for every h Ps0, h L r there exists
Although we can find a similar result in [Li03] , their estimate is obtained (in a different framework) with respect to a particular finite element decomposition of Ω, more precisely the triangulation is chosen depending on K. In our work, we obtain estimate of the same order Oph is compact . Assume that 1 ď L ă`8 and 0 P K pLq . Then there exist C L ą 0 and h L ą 0 such that for every h Ps0, h L r we have
Outline of the paper. Section 2 is devoted to some preliminaries concerning geometry of diagonal matrices and approximations lemma. Section 3 is concerned with the proof of Theorem1.1 which is divided in two parts. In the first part, we show how to deal with one and two laminations, this allows us to highlight the role of geometry of rank one compatibility of matrices of K. In the second part, we consider the general case of L laminations whose analysis can be carried out by using reduction results from compact to finite case (see Proposition 4.1 and Proposition 4.2).
Preliminaries
2.1. Rank-one compatibility in M
2ˆ2
d . In the following of the paper, it will be useful to consider the identification
We state some facts about rank-one compatibility. Consider tA, Bu P M 2ˆ2 d satisfying rkpA´Bq ď 1, then A´B " αE l for some α P R and some l P t1, 2u, with
Another formulation is to write A P B`spanpE l q " A`spanpE l q where spanpE l q :" tαE l : α P Ru is the one-dimensional vector space spanned by E l . Thus, if we denote the interval rA, Bs :" tλA`p1´λqB : λ P r0, 1su then rA, Bs Ă A`spanpE l q.
be a compact set. Let l P t1, 2u be such that A`spanpE l q X S " H. Then there exist F, G P A`spanpE l q X S such that A`spanpE l q X S Ă rF, Gs.
(1)
Proof. The line A`spanpE l q is naturally isomorphic to R with the isomorphism η : A`spanpE l q Ñ R is defined by ηpA`xE l q " x with x P R. We have that A`spanpE l q X S is a compact subset of A`spanpE l q. It follows that η pA`spanpE l q X Sq is a compact subset of R, so there are an upper and a lower bounds f, g P η pA`spanpE l q X Sq. Take F :" η´1 pf q and G :" η´1 pgq, then (1) holds.
Remark 2.1. The Lemma 2.1 will be used as follows: if r F , r G P S and satisfy Rkp r
F´r Gq " 1 then we can consider the greatest interval rF, Gs containing r r F , r Gs with tF, Gu Ă S. Indeed, since r F , r G P r F`spanpE l q X S for some l P t1, 2u, we can apply Lemma 2.1 to find F, G P r F`spanpE l qXS such that r F`spanpE l qXS Ă rF, Gs. Thus r r F , r Gs Ă rF, Gs.
2.2.
Observations on the i-th lamination convex hull. The following result is used in Proposition 4.1. The proof follows easily by induction.
Lemma 2.2. For every i P N, the set K piq is compact.
The following lemma shows that the level of lamination L can be as large as we wish (see Fig. 1 ).
Lemma 2.3. For every n P N˚there exists a finite set
Proof. Assume that n " 1. Set K 1 " tW here i P t0, . . . , nu, and a n i , b n i P R. Assume that for n " s with s ě 2, we found K s " tW be defined by
where α i , β i P R with i P t0, 1, 2u. Let v 1 , v 2 P CpQ; Rq be such that
Let δ 1 " b´a and δ 2 " d´c. Set B 1 Q :" tpx 1 , x 2 q P BQ : x 1 " a or x 1 " bu and B 2 Q :" tpx 1 , x 2 q P BQ : x 2 " c or x 2 " du. Let k P N˚. Let τ, σ P R such that τ´σ ą 0, and µ Ps0, 1r, we associate the set
Let e P ta, cu, p P t0, . . . , k´1u, i P t1, 2u, and µ 1 , µ 2 P r0, 1s, we set
The following result is well-known, it allows us first to build Lipschitz functions with prescribed rank-one compatible gradients, and to give the error estimate for the set of "bad gradients". It is used in the proof of Theorem 1.1 for the construction of p u.
Lemma 2.4. Assume that for some λ Ps0, 1r
W " λF`p1´λqG and rkpF´Gq " 1.
Let k P N˚. There exists a Lipschitz function w : Q Ñ R 2 satisfying (i) w " v on BQ and }∇w} 8 ď 2p1`}∇v} 8 q;
(ii) if F´G P spanpE 1 q then
Proof. Let µ Ps0, 1r and let χ µ be the periodic function of period 1 defined on s0, 1r by
Note that we have either α 1´α0 ą 0 or α 2´α0 ą 0 since α 1´α0 " p1´λqpα 1´α2 q and α 2´α0 " λpα 2´α1 q.
(a) If α 1´α0 ą 0, then we define ω 1 : Q Ñ R by
α 1´α2 qχ λˆk δ 1 pt´aq˙`α 2˙d t.
(b) If α 2´α0 ą 0, then we define ω 1 : Q Ñ R by
Letv 1 : Q Ñ R be defined bŷ
It is easy to verify that the function w :" pv 1 , v 2 q satisfies (i) and(ii). Similar constructions lead to (iii).
Remark 2.2. Consider W P K pi´1q for some i P N˚and some compact subset 
We will divide the proof of Theorem 1.1 into two sections. The first section is concerned with the case L " 1, 2 and the second one with L ě 2. Throughout the proof, we denote by C a positive constant which does not depend on the mesh size h ą 0. Let us denote by |BΩ| the length of the boundary of Ω, δ " diampΩq the diameter of Ω and p Ω " Ω X pYtintpT q : T P T h uq for any h ą 0.
3. Proof of Theorem1.1: L P t1, 2u 3.1. One lamination: L " 1.
Geometry. Since 0 P K p1q there exists tW 1 , W 2 u Ă K such that 0 P rW 1 , W 2 s and rkpW 1´W2 q ď 1.
Obviously rkpW 1´W2 q " 1 since L " 1. Let λ Ps0, 1r be such that 0 " λW 1`p 1λ qW 2 . Without loss of generality, we can assume that
with a 1 ą 0 and a 2 " λ λ´1 a 1 . Set Σ " tW 1 , W 2 u Ă K, we have cardpΣq " 2 ď 2 2 and 0 P Σ p1q . Now, the proof consists in the construction of an element p u P V h 0 such that ∇p up¨q P Σ except a small set which will be evaluated in terms of the mesh size h.
Construction. Let α Ps0, 1r and h ą 0 such that
Let v p1q : r0, h α sˆR Ñ R 2 be defined by v p1q pxq :" pv 1 pxq, 0q where
It is clear that ∇v p1q p¨q P Σ " tW 1 , W 2 u in s0, h α rˆR. Since for every x 2 P R we have v p1q p0, x 2 q " v p1q ph α , x 2 q " 0, we extend by periodicity in the direction x 1 with period h α , we obtain a function still denoted v. Consider the restriction w " pv 1 t Ω , 0q. Now, in order to match the boundary conditions we set r wp¨q :" pmin tv 1 t Ω p¨q, distp¨, BΩqu , 0q .
Finally we consider the interpolant u α of r w on T h .
Error estimation. Let us evaluate E
By (3) and (4) we obtain h ď h α and N h ď 2δh´α.
It is sufficient to estimate the measure of the set tx P p Ω : wpxq " u α pxqu. Indeed we have that tx P p Ω : wpxq " u α pxqu Ă tx P p Ω : ∇u α pxq P Σu. We have tx P p Ω : wpxq " u α pxqu Ă V 1 Y V 2 where V 1 and V 2 are given as follows.
(i) V 1 is a neighborhood (in the direction x 2 ) of the lines x 1 " ph α in Ω of width 2h where possibly w " u α , i.e.,
its measure satisfies
2 is the error introduced by the boundary condition whose measure satisfiesˇˇV
2 is the error introduced by the interpolation near BΩ whose measure satisfiesˇˇV 2 2ˇď |BΩ|2h. Therefore |V 2 | ď |BΩ|pλa 1 h α`2 hq.
(7) Collecting (6) and (7), we obtain
Using (5), we find for every α Ps0, 1r
where C " max`|BΩ| maxtsup ξPΣ |ξ|, 2u, 4δ 2˘. Now, it is easy to see that the function α Þ Ñ h α`h1´α is minimum for p α :"
R 2 q ď sup ξPΣ |ξ| and the mesh is regular, we deduce that p u P V h 0,C for some C ą 0 independent of h. The proof is complete for the case L " 1.
3.2. Two laminations: L " 2.
Geometry. In this case 0 P K p2q . There exists t r F 
with a 1 , b 1 ě 0, a 2 , b 2 ď 0, satisfying a 1´a2 ą 0 and b 1´b2 ą 0.
Assume that tG 1 u " tG 3 , G 4 u X rW 3 , W 4 s, and let H 2 P tW 1 , W 2 u whose projection is G 1 . Consider the projection of W 3 and resp. W 4 parallel to spanpE l q on W 1`s panpE 3´l q, which we denote G 1 and resp. G 2 . Then tG 1 , G 2 u X rW 1 , W 2 s contains one element denoted H 1 which corresponds to the projection of
1`L and 0 P Σ p2q . Case 2. Assume that t r F 1 1 , r F 2 1 u X K contains one element only. Let λ Ps0, 1r be such that 0 " λ r F 1 1`p 1´λq r F 2 1 . Without loss of generality, we assume that r F 1 1 " W 1 P K, W 1´r F 2 1 P spanpE 1 q, and
ith a 1 ą 0 and a 2 " λ λ´1 a 1 . Since 0 P K p2q , there exists tW 2 , W 3 u Ă K such that r F 2 1 " µW 2`p 1´µqW 3 for some µ Ps0, 1r, with
Without loss of generality, we assume that b 2´b3 ą 0. We set Σ " tW 1 , W 2 , W 3 u which satisfies cardpΣq ď 2 1`L and 0 P Σ p2q .
Now, we deal with the construction of p u P V h 0 such that ∇p up¨q P Σ except a small set which will be evaluated in terms of the mesh size h.
Construction: Case 1 . Let α Ps0, 1r and h ą 0 such that h ă 1 and h α ď δ.
Roughly, the strategy is to begin by building a function v p1q on the square r0, 2h α s 2 such that ∇v p1q p¨q P K 1 a.e.. Then, since each W 
. We have
x 1
Figure 2. Domain of ∇v p1q .
More precisely we have
Without loss of generality, we assume that K 1 X K " H, if not we modify v p1q when it is necessary.
Let k P N˚. Using Lemma 2.4 we replace v p1q by w
or all l P t1, 2, 3, 4u. Define v p2q : r0, 2h α s 2 Ñ R 2 by v p2q " w l k on Q l with l P t1, 2, 3, 4u. Extend v p2q by periodicity with period 2h α in both directions x 1 , x 2 , we obtain a function still denoted v p2q . Consider w k " pw
In order to match the boundary conditions we set r w k p¨q :"`min w
Finally, consider u α k the interpolant of r w k on T h . Since }∇ r w k } L 8 pΩ;R 2 q ď Cp1s up ξPΣ p2q |ξ|q for some C ą 0 which does not depend on h (but possibly depends on L), and the mesh is regular, we deduce that u 
α s 2 lying in Ω, i.e.,
Now, we have tx P p Ω : ∇u
where V 1 , V 2 and V 3 are given as follows.
(
for some C ą 0. Note that V 1 is the set where possibly ∇u α k p¨q R Σ because of the preservation of continuity of w k and thus of u
2 is the error introduced by the interpolation on lines x i " p2h α or x i " p2h α s i of each squares of type r0, 2h α s 2 where i P t1, 2u, its measure satisfies for some C ą 0ˇV it folllows that for some C ą 0
and V 2 3 :" tx P Ω : distpx, Γ h q ă 2hu with Γ h :" tx P Ω : distpx, BΩq " }w k } L 8 pΩ;R 2 q u and }w k } L 8 pΩ;R 2 q " maxt}w
similarly to the estimation in the case of one lamination we find for some C ą 0
Therefore collecting (11), (12) and (13), we obtain by taking (10) into account
The function x Þ Ñ σpxq :" 1
x`x h 1´α is minimum at x 1 " h´1´α 2 . If x 1 is not an integer then take p k :" P x 1 T`1 , where P¨T denotes the integer part. It is not difficult to see that for some C ą 0
Indeed, we have
ince h ă 1 and α ă 1.
is minimum for p α :"
, which finishes the proof for Case 1.
Remark 3.1. If we choose differents k l (in place of k) on each Q l with l P t1, 2, 3, 4u for the number of "laminations" then the estimate for M K h keeps unchanged. Construction: Case 2 . Let α Ps0, 1r and h ą 0 be such that h ă 1 and h α ď δ.
Let v p1q : r0, h α sˆR Ñ R 2 be defined by v p1q pxq :" pv 1 pxq, 0q, where
It is clear that ∇v p1q pxq P tW 1 , r F 2 1 u a.e. in s0, h α rˆR. Let k P N˚. Consider ϕ k : r0, h α sˆR Ñ R defined by
where L h " tx P r0, h α sˆR : x 1 " λh α and x 1 " h α u. Set v p2q :" pv 1 , v 2 q. We extend it by periodicity in the direction x 1 of period h α , and we obtain a function still denoted v p2q . Then consider the restriction to Ω, i.e., w k :" pw 
(ii) An error is introduced by the interpolation which consists in a neighborhood V 2 ‚ of lines x 1 " ph α or x 1 " pλh α lying in Ω, with p P Z, its measure is bounded by Ch 1´α for some C ą 0; ‚ of lines x 2 " ph α and pp`µqh α lying in Ω, with p P Z, its measure is bounded by Chkh´α " Ckh 1´α for some C ą 0; it follows that for some C ą 0
(iii) Similarly to Case 1, V 3 is a neighborhood of BΩ satisfying for some C ą 0
Collecting the bounds (15), (16) and (17), we deduce for some C ą 0
the end of the proof follows the one of Case 1 .
4.
Proof of Theorem 1.1: L ě 2 4.1. Geometry: reduction from compact to finite case. We start by reduction results from compact to finite case. Roughly, we show that when L is finite then two configurations can occur. The first one is that there are four matrices in K pL´1q which are the vertices of a rectangle whose convex hull contains 0 P M
2ˆ2 d
(see Figure 3. ). The second configuration consists in three matrices which are the vertices of a triangle whose convex envelope contains 0, with one of its vertex belongs to K and placed on one of the axis, and the two others vertices belong to K pL´2q (see Figure 4. ). Indeed, we have one of the two assertions:
Assume that (18) holds. Note that we cannot have tF 
it follows that either there exists i P t1, . . . , L´2u such that F 2 1 P K piq zK pi´1q , which is, on account of (18), the claim pRecq 1 . Or for every i P t1, . . . , L´2u, we have F 2 1 R K piq zK pi´1q , i.e., F 2 1 P K, which is the claim pTriq 1 .
To
The same reasoning applies to F 2 1 , and we obtain tG The following result allows us, starting from an element of K pL´1q , to choose successive decompositions which are in orthogonal directions.
Lemma 4.2. Assume that 3 ď L ă`8. Let i P t1, ..., L´2u and j P t1, ..., 2 i u.
i`1 P spanpE l q. Then we have four possibilities:
(1) there exists
i`2 P spanpE 3´l q and rkpF
(2) there exists
Proof. Let i P t1, ..., L´2u and j P t1, ...,
i`1 u Ă K pL´i´1q and l P t1, 2u such that
We have one of the two possibilities:
(a) for every r P ti`1, . . . , L´1u if
If (a) holds then F 2j i`1 P K and we obtain (4). Otherwise, assume (b) holds. There exists tF
i`2 s and rkpF
i`2 P spanpE 3´l q, and we obtain (2). Similar arguments apply to F 2j´1 i`1 to obtain (3) and (1). The proof is complete.
In the following, we show how to construct p u P V h 0 and give estimate of E Σ h pp uq in the case of the configuration pRecq. The same estimate can be achieved for the case pTriq by taking into account of the differences in the construction of p u P V h 0 as in Case 2 of Subsection 3.2.
4.2. Construction in the case pRecq. We summarize the construction of p u as follows.
(1) Using Theorem 4.1, we start by constructing a function v p1q defined on the square r0, 2h α s 2 with α Ps0, 1r, such that ∇v p1q p¨q P K 1 Ă Σ pL´1q and v p1q " 0 on the boundary of the square. More presicely, let α P p0, 1q and h Ps0, h 1 r with h 1 :" mint1, δ 1 α u. Let v p1q : r0, 2h α s 2 Ñ R 2 be defined by v p1q :" pv 1 , v 2 q where Then it remains L´2 laminations to reach Σ Ă K.
(2) For each W For every i P t3, . . . , L s u and every j P t1, . . . , 2 i u
with λ j i,s P r0, 1s and
..,L Ă N˚with k 1 " 1, be such that k i ą Λk i´1 for all i P t2, . . . , Lu with
Set N 1 :" N˚and for each i P t2, . . . , Lu
The bound Λ allows us to make the successive subdivisions increasingly thin. Using Lemma 4.2 and Lemma 2.4, we construct functions v k2 :" v p2q , v k2,k3 :" v p3q , . . . , v k2,...,kL :" v pLq corresponding to L´2 laminations.
(3) We extend by periodicity of period 2h α the function v k2,...,kL in both directions x 1 , x 2 . In order to match the zero boundary conditions, we set r w k2,...,kL p¨q :"`min v 1 k2,...,kL p¨q, distp¨, BΩq
and finally we define u α k2,...,kL the interpolant of r w k2,...,kL on T h .
4.3.
Error estimation in the case pRecq. Let j P N˚. We denote by
After i´1 successive modifications of the function v p1q , we obtain a function v piq , where i P t2, . . . , Lu. We estimate the set of "bad gradients", i.e., where the function ∇v piq possibly does not belong to K.
Let a cell be such that its length is of order ź
and its width is of order ź
We assume that the pi´1q-th subdivision is made in the direction x 1 . By Lemma 4.2 together with Lemma 2.4, we construct a function v piq and the i-th subdivision is made in the direction x 2 . Thus, the cell is divided in k i strips of width of order ź
Error estimation due to the preservation of continuity. By Lemma 2.4 the estimation is bounded by, for some C ą 0
where N s is the number of these cells in each rectangle Q s which is bounded by
We deduce that for some C ą 0 |tx P Q s : ∇v k2,...,ki pxq R Σu| ď Ch
After extension by periodicity, since the number of square in Ω is bounded by Ch´2 α , we obtain for some C ą 0
Error estimation due to the interpolation. After interpolation, we have a bound due to the interpolation as
where N s is the number of these cells in each rectangle Q s . We deduce that the bound is
We have to take into account of the error due to the interpolation for v p1q , so we set k 0 " k 1 " 1. After extension by periodicity, we obtain a bound
since the number of square is bounded by Ch´2 α .
Error estimation at the boundary BΩ. The bound is (21) and (22), we obtain for some C ą 0
Lemma 4.3. For every i P t1, . . . , L´2u there exists C i ą 0 such that for every pk 2 , . . . , k L´i`1 q P ś L´i`1 j"2 N j , there exists h i ą 0 so that for every h Ps0, h i r there exists p p k L´i`2 , . . . , p k L q P ś L j"L´i`2 N j satisfying 
Without loss of generality we assume that L ě 3. From Lemma 4.3, we deduce that there exists C L´2 ą 0 such that for every pk 2 , k 3 q P N 2ˆN3 there exists h L´2 ą 0 satisfying or all h Ps0, h L´2 r.
The function s0,`8rQ x Þ Ñ σ L´2 pxq :" , we obtain
Finally we can adjust C L in order to have p u P V h 0,CL at the same time. The proof is complete.
Proof of Lemma 4.3. The proof follows by induction. Let i " 1 then (24) corresponds to (23). Take C 1 " C, h 1 defined in Subsection 4.2 (1), and any p k L P N L . Now, fix i P t1, . . . , L´2u and choose the corresponding C i ą 0 such that for every pk 2 , . . . , k L´i`1 q P ś L´i`1 j"2 N j , there exists h i ą 0, so that for every h Ps0, h i r we can find p p k L´i`2 , . . . , p k L q P ś L j"L´i`2 N j satisfying (24). Fix pk 2 , . . . , k L´i q P ś 
