One-dimensional dynamic thermoviscoelastic contact with damage  by Andrews, K.T. et al.
J. Math. Anal. Appl. 272 (2002) 249–275
www.academicpress.com
One-dimensional dynamic thermoviscoelastic
contact with damage
K.T. Andrews,a K.L. Kuttler,b M. Rochdi,c and
M. Shillor a,∗
a Department of Mathematics and Statistics, Oakland University, Rochester, MI 48309, USA
b Department of Mathematics, Brigham Young University, Provo, UT 84602, USA
c IREMIA, Université de La Réunion, Saint-Denis, Ile de La Réunion, France
Received 9 May 2001
Submitted by J. Lavery
Abstract
The problem of thermoviscoelastic dynamic contact between a rod and a rigid obstacle,
when the material damage is taken into account, is modeled and analyzed. The contact is
modeled by the normal compliance condition and the stress-strain constitutive equation
is of Kelvin–Voigt type. The damage, which describes the reduction of the load carrying
capacity of the rod, evolves because of the opening of microcracks as a result of tension or
compression. When the damage reaches a critical value at a point on the rod the material
cannot carry any load and the system breaks down. Mathematically, this is expressed by
the quenching of the solution. The existence of a local weak solution is established using
penalization and a priori estimates.
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1. Introduction
The process of damage evolution as a result of opening and growth of microc-
racks in engineering systems has considerable economic and safety implications.
Many engineering publications deal with various approaches to the modeling and
simulation of such processes. Recently, Frémond and Nedjar [2,3] have developed
new models for damage which derive from the principle of virtual power and
which introduce a new internal variable, the damage function, which describes
the effect on the mechanical properties of the material caused by crack expansion
due to compression or tension. One-dimensional problems based on these models
can be found in [4,5]. In these papers isothermal quasistatic and dynamic prob-
lems for the rod with damage were investigated. The main focus of that work was
to model and analyze the evolution of the damage field under various restrictions
on the speed of evolution or cause of damage considered. In both papers the ex-
istence of local weak solutions was proved. Related multi-dimensional problems
were investigated in [6,15] and the existence of a weak local solution to a problem
of damage evolution in a viscoelastic body can be found in [11].
In this paper we restrict ourselves to the physical setting of a one-dimensional
rod but model and investigate a fully dynamic contact problem which includes
the thermal effects and the contributions of both tension and compression to the
evolution of the damage field. Here the model describes the evolution of the
displacement, temperature and damage of the rod through a coupled system that
consists of the energy–elasticity equations together with a nonlinear parabolic
inclusion for the damage field. The contact between the free end of the rod and a
rigid obstacle is modeled by a general normal compliance condition; the thermal
interaction at that end is modeled by a heat exchange condition where the heat
transfer coefficient is a general function of the gap between the free end and the
obstacle. Conditions of this type for thermoelastic contact problems for beams
and rods without damage can be found in [1,12]. In this paper we prove existence
of a local solution to a weak formulation of the coupled system. In this one-
dimensional setting we expect that only local existence results are possible, since
once the damage field takes on a critical value at any point the rod may be regarded
as broken. This is reflected mathematically in the so-called ‘quenching’ of the
solution, in which the solution vanishes but some of its derivatives blow-up. In [4]
estimates on the time of the existence of solutions were obtained for a simplified
version of the model.
We now describe the remaining sections of this paper. In Section 2 we present
the physical setting and the mathematical model. In Section 3 we reformulate the
mathematical model in terms of a modified stress variable and we state the main
existence result, Theorem 3.1. In Section 4 we introduce a penalized problem,
prove existence for it and derive estimates on its solution. We use these estimates
in Section 5 to prove the main existence theorem.
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Fig. 1. The physical setting.
2. The model
We consider the following physical setting. A thermoviscoelastic rod or slab
is clamped at its left end to a device that may oscillate, while at its right end it
may contact a rigid obstacle. As a result of the evolution of the stresses in the
rod, microscopic cracks in the material of the rod may open and grow resulting
in damage. This leads to the reduction of the load bearing capacity of the rod and
ultimately to its fracture.
Alternatively, we may consider the setting of a vertical column that supports a
load, say an overhead road or a bridge, that may oscillate because of traffic and
such that there may be loss of contact between the column and the load it supports.
Let θ denote the scaled temperature, u the scaled horizontal displacements
and β the damage field. Following Frémond and Nedjar [2,3] we assume that the
effective material elastic modulus is given by Eeff = βEY , where β represents the
damage and EY is the Young modulus of the undamaged material. Thus β = 1
represents the material in its undamaged state. As β evolves, we assume that β
decreases and therefore the effective modulus decreases. When β = 0 at a point
the material cannot support any load there, and the rod breaks. The damage β is
thus restricted to values in the interval 0 β  1 to conform to this interpretation.
Moreover, we assume that damage is an irreversible process and that once a
microcrack opens it may grow, but it will not disappear. Thus we require that
the rate of growth of β be nonpositive, i.e., dβ/dt  0. When the material is
capable of self-mending, this restriction is not needed, and the resulting problem
is mathematically somewhat easier.
In this paper we will assume a thermoviscoelastic constitutive relation of the
form
σ = cβu′x + a2βux − λβθ, (2.1)
where σ is the stress and a2 = EY , c is the coefficient of viscosity and λ is the
coefficient of thermal expansion. All three of these latter quantities are taken to be
positive constants. Here and below, the subscript x represents the spatial partial
derivative and the subscript t or the prime represent the time partial derivative.
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We turn next to describe the damage process, following Frémond and Nedjar
[2,3]. The main assumption in this paper is that there is no self-mending, and once
microcracks open they either grow or remain open, so the damage process is irre-
versible. We assume that both tension and compression contribute to opening and
growth of microcracks in the material, but with different rate constants. The inclu-
sion (2.3) given below describes the evolution of this process. The damage growth
rate due to compressive strain is assumed to be d1(ux)2+ and the one due to tensile
strain is d2(ux)2−. Both terms were derived in [2,3] (see also [4,5]) from the princi-
ple of virtual work, and are related to the energy needed for crack growth. Indeed,
the strain squared is related to the system energy density. Here d1, d2 are rate coef-
ficients and need to be determined experimentally. If we wish to consider the case
when only tension or only compression contribute to damage development, all we
need to do is to set the relevant rate constant to be zero. Another source of damage
is assumed to be the interaction between spatially nearby cracks, which we rep-
resent as the diffusion of β , with experimentally determined diffusion constant k.
Finally, the weakening of the material is represented by the term m(1 − β)/β ,
where m is the so-called displacement factor. This term reflects the fact that when
β approaches zero the material strength decreases dramatically. Indeed, in the
one-dimensional setting once the damage is complete and β reaches the value zero
at one point, the whole system breaks down. This is reflected by the quenching of
the solution; that is, the solution vanishes and some of its derivatives blow-up.
Since we assume that the process is irreversible, we enforce the β ′  0
condition as follows. Let χ
(−∞,0](·) denote the indicator function of the set
(−∞,0], and let ∂χ
(−∞,0](·) denote its subdifferential; i.e.,
χ
(−∞,0](r)=
{
0, r ∈ (−∞,0],
+∞, otherwise,
∂χ
(−∞,0](r)=
{
0, r ∈ (−∞,0),
(0,+∞), r = 0.
We use the term −∂χ
(−∞,0](β
′) in the right-hand side of the evolution equation for
the damage field. When β ′ < 0 the value of the term is zero, but when β ′ = 0 the
value of the term lies in the interval (−∞,0] and it supplies the exact resistance
needed to prevent β from becoming an increasing function. In this manner the
condition β ′  0 is guaranteed.
The equations for {u,β, θ} forming the model for one-dimensional thermovis-
coelastic contact with damage are
ρu′′ − σx = fe, (2.2)
cdβ
′ − kβxx −m
(
1− β
β
)
+ d1
(
(ux)+
)2 + d2((ux)−)2 − q
∈ −∂χ
(−∞,0](β
′), (2.3)
θ ′ − κθxx =−λβu′x. (2.4)
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Equation (2.2) is the usual mechanical equation of a rod, where ρ is the density
and fe is the linear density of external applied forces. Inclusion (2.3) describes the
evolution of the damage field. Here cd , k, m, d1 and d2 are process and material
coefficients, all taken as positive constants, and q represents an external source
of damage and, if negative, a possible threshold for damage evolution. Equation
(2.4) is the heat equation, with a mechanical term as a source on the right-hand
side. Here κ and λ are positive constants.
To complete the model we supply appropriate initial and boundary conditions.
The initial conditions take the form
u(x,0)= u0(x), u′(x,0)= v0(x),
θ(x,0)= θ0(x), β(x,0)= β0(x), (2.5)
where u0, v0, θ0 and β0 are prescribed functions, and 0 < β∗  β0  1.
Remark 1. We note that since 0 < β∗  β0  1 and since the condition β ′  0
is guaranteed by the subdifferential term, the fact that 0 β  1 for some initial
period of time is achieved automatically, without any additional need to enforce
it.
When the material is capable of self-mending, the restriction that β ′  0 is
removed. Consequently, we need to achieve the condition 0  β  1 through
other means. This can be done by replacing the term −∂χ
(−∞,0](β
′) in (2.3) with
the term
−∂χ[0,1](β),
where χ[0,1] is the indicator function of the interval [0,1]. Now, when β = 1,
the subdifferential will generate the proper resistance needed to prevent β from
becoming greater than one. This change turns out to slightly simplify the problem,
and all the results below apply to this self-mending case as well.
At the left end we assume that the rod remains undamaged, insulated and
oscillates with a supporting device whose position is given by φ = φ(t). Thus
u(0, t)= φ(t), β(0, t)= 1, θx(0, t)= 0 for 0 t . (2.6)
At the right end the rod may expand or contract, but the expansion is con-
strained by an obstacle that is situated at x = 1 + g, where g(t) is a time-
dependent gap so we may take into account possible vibrations of the obstacle.
We model the contact of the free end with the obstacle by the ‘normal compliance’
condition (see, e.g., [8] or [10]). This permits the asperities at the end of the bar
to interpenetrate the surface asperities of the obstacle, but such penetration causes
resistance pressure. This condition takes the form
σ(1, t)=−β(1, t)p(u(1, t)− g(t)) for 0 t, (2.7)
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where the function p is prescribed, nonnegative and vanishes for negative values
of the argument. Thus, when u(1, t) < g(t) there is no contact and we have
that p = 0 and the contact pressure σ = 0; while when u(1, t) > g(t) there is
interpenetration, and the contact pressure is negative, as long as the end is not
fully damaged, i.e., β = 0.
When the end is not damaged, the stress caused by the interpenetration of
the asperities and transmitted via the rod asperities is −p. When damage of the
end develops, the asperities are damaged and generate only −βp as stress, for
the same interpenetration. If we assume that the obstacle is deformable but has a
very smooth surface, and the beam’s end is smooth as well, then the condition
σ(1, t) = −p(u(1, t) − g(t)) should replace (2.7), since it seems to be more
reasonable. The results below hold true in this case as well, since it is somewhat
simpler.
Finally, we model the thermal interaction between the free end and the obstacle
by a heat exchange condition. We assume that the temperature of the obstacle
is given by a prescribed function θb and that the heat exchange is proportional
to the temperature drop θ(1, t)− θb between the free end and the obstacle. We
assume that the heat transfer coefficient h depends on the gap between the free end
and the obstacle, thus, h = h(u(1, t)− g(t)). Such dependence was investigated
analytically in [1] and experimentally in [7]. Hence,
−κθx(1, t)= h
(
u(1, t)− g(t))(θ(1, t)− θb(t)) for 0 t . (2.8)
We assume that there is no ‘exchange’ or ‘flux’ of damage between the free end
and the obstacle, thus,
βx(1, t)= 0 for 0 t . (2.9)
Remark 2. When β achieves the value zero at a single point, the one-dimensional
model breaks down, as a result of the singular term m(1 − β)/β in (2.3), and
the solution quenches. In two or three dimensions the situation is much more
complicated, and the vanishing of β at a point, on a line or even is a region
may or may not cause catastrophic breaking of the physical system and may
not quench the mathematical solution in the whole domain. Clearly, such issues
will be fascinating, very important and very hard problems for the analysis of the
multi-dimensional problems.
The main mathematical difficulty in the model lies in dealing with the singular
term involving β in (2.3). We could modify this equation as it stands to eliminate
the singularity, solve the resulting modified system and then attempt to pass to the
limit to obtain a solution to the original unmodified system. However, this proce-
dure would involve taking the limits in the quadratic terms in ux and this, in turn,
requires estimates on higher-order derivatives of u. It turns out that reformulating
the problem in terms of an altered stress, rather than the displacement field, leads
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to easier derivations of those estimates. This reformulation is done in the next
section.
3. The reformulated problem
In this section we reformulate our problem in terms of the altered stress
variable
Z ≡ cu′x + a2ux − λθ (3.1)
rather than the displacement u. It is also convenient to formulate the problem
in terms of the dependent variable η ≡ β − 1 rather than β . Thus we have η ∈
[−1,0] and undamaged material corresponds to η= 0 while completely damaged
material corresponds to η=−1. In terms of these new variables σ = (η+1)Z. In
what follows we also assume ρ = 1 for the sake of simplicity. We begin by noting
that (3.1) is equivalent to
ux(x, t)= e−(a2/c)tu0x(x)+
t∫
0
e−(a2/c)(t−s)
(
Z(x, s)+ λθ(x, s)
c
)
ds
≡H0(Z, θ)(x, t), (3.2)
and integrating this with respect to x yields
u(x, t)= φ(t)+ e−(a2/c)t(u0(x)− u0(0))
+
x∫
0
t∫
0
e−(a2/c)(t−s)
(
Z(y, s)+ λθ(y, s)
c
)
ds dy
≡H2(Z, θ)(x, t). (3.3)
Now differentiating (3.2) with respect to t, we obtain
u′x(x, t)=−
a2
c
e−(a2/c)tu0x(x)+ Z(x, t)+ λθ(x, t)
c
− a
2
c
t∫
0
e−(a2/c)(t−s)
(
Z(x, s)+ λθ(x, s)
c
)
ds
≡H1(Z, θ)(x, t). (3.4)
Next, we formally differentiate (3.1) in time to obtain
Z′ = cu′′x + a2u′x − λθ ′,
and using (2.2), (2.4) and (3.4), we rewrite this evolution equation without u or
any of its derivatives and without any time derivatives on the right-hand side. We
obtain the following equation for the modified stress:
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Z′ = c((1+ η)Z)
xx
+ a2H1(Z, θ)
− λ(κθxx − λ(η+ 1)H1(Z, θ))+ c(fe)x . (3.5)
We consider this integro-differential equation together with the initial condition
Z(x,0)= cv0x(x)+ a2u0x(x)− λθ0(x). (3.6)
We remark that the most interesting issue related to this rewriting in terms of Z
is that of the boundary conditions. First, consider (2.6), the part corresponding to
u at the left endpoint. Formally, using the balance of momentum equation (2.2),
we obtain(
(1+ η)Z)
x
(0, t)= φ′′(t)− fe(0, t). (3.7)
Note that the stable condition on u becomes a variational condition for Z, and
conversely, condition (2.7) which is a variational condition for u becomes a stable
condition for Z. From (2.7) and (3.3), this condition is
Z(1, t)=−p(H2(Z, θ)(1, t)− g(t)). (3.8)
This nonstandard boundary condition forces us to look for the solutions to our
problem in a nonlinear subset of an appropriate Banach space. From the formal
considerations above we may now write our problem as follows:
Find a triple {η, θ,Z} satisfying the equations
cdη
′ − kηxx +
(
mη/(η+ 1))+ d1(H0(Z, θ)+)2
+ d2
(
H0(Z, θ)−
)2 − q ∈−∂χ
(−∞,0](η
′), (3.9)
θ ′ − κθxx =−λ(η+ 1)H1(Z, θ), (3.10)
Z′ = c((1+ η)Z)
xx
+ a2H1(Z, θ)
− λ(κθxx − λ(η+ 1)H1(Z, θ))+ c(fe)x, (3.11)
the boundary conditions(
(1+ η)Z)
x
(0, t)= φ′′(t)− fe(0, t), (3.12)
Z(1, t)=−p(H2(Z, θ)(1, t)− g(t)), (3.13)
−κθx(1, t)= h
(
H2(Z, θ)(1, t)
)(
θ(1, t)− θb(t)
)
, θx(0, t)= 0, (3.14)
ηx(1, t)= 0, η(0, t)= 0, (3.15)
and the initial conditions
Z(0)=Z0 ≡ cv0x + a2u0x − λθ0, (3.16)
θ(0)= θ0, η(0)= η0. (3.17)
Let E ≡ {w ∈H 1(0,1): w(0)= 0} and F ≡H 1(0,1). We will prove the fol-
lowing existence theorem in Section 5.
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Theorem 3.1. Let u0 ∈ H 2(0,1), v0 ∈ H 1(0,1), θ0 ∈ L2(0,1), η0 ∈ E and
additionally let η0(x) ∈ [−1 + ε,0] for all x and some - > 0. Suppose further
that θb ∈ L2(0,1), φ ∈ H 2(0, T ), fe ∈ L2(0, T ;F) and that p, g and h are all
bounded Lipschitz continuous functions. Then there exists a positive constant T ∗
and a weak solution {η, θ,Z} to the system of initial boundary value problems
(3.9)–(3.17) on [0, T ∗] satisfying
Z′ ∈ L2(0, T ∗;F ′), Z ∈ L2(0, T ∗;F), (3.18)
η,η′ ∈L2(0, T ∗;E), (3.19)
and
θ ∈L2(0, T ∗;F), θ ′ ∈L2(0, T ∗;F ′). (3.20)
Note that the assumptions on the data are sufficient to insure that the expression
on the right in (3.6) lies in L2(0,1) and that on the right in (3.7) lies in L2(0, T ).
We will establish Theorem 3.1 by modifying certain terms in the above equations
and then finding a global solution of sufficient regularity to the system in which
the terms have been modified. The regularity will be sufficient to insure that the
solution satisfies the unmodified terms for a positive time T ∗, thus giving a local
solution to the original system.
We now describe the regularization of the above system. Fix r > ‖u0x‖L∞(0,1)
and let Sr be a bounded Lipschitz function which satisfies Sr(t) = t2 whenever
|t|  r . We will replace the quadratic source terms in the equation for damage
with
d1Sr
(
H0(Z, θ)+
)+ d2Sr (H0(Z, θ)−).
Similarly, we will replace the term (1+ η) in the above equations with a function
of η, called dε(η), which has the property that it is Lipschitz continuous, bounded,
and coincides with (1 + η) whenever −1 + (ε/2) < η  0. We also replace the
term (mη/(η+ 1)), with the function qε(η) which is bounded, Lipschitz contin-
uous, and coincides with (mη/η+ 1) on (−1+ ε/2,0]. With these modifications
the system takes the following form:
cη′ − kηxx + qε(η)+ d1Sr
(
H0(Z, θ)+
)
+ d2Sr
(
H0(Z, θ)−
)− q ∈−∂χ(−∞,0](η′), (3.21)
θ ′ − κθxx =−λdε(η)H1(Z, θ), (3.22)
Z′ = c(dε(η)Z)xx + a2H1(Z, θ)
− λ(κθxx − λdε(η)H1(Z, θ))+ c(fe)x, (3.23)(
dε(η)Z
)
x
(0, t)= φ′′(t)− fe(0, t), (3.24)
Z(1, t)=−p(H2(Z, θ)(1, t)− g(t)), (3.25)
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−κθx(1, t)= h
(
H2(Z, θ)(1, t)− g(t)
)(
θ(1, t)− θb(t)
)
,
θx(0, t)= 0, (3.26)
ηx(1, t)= 0, η(0, t)= 0, (3.27)
Z(0)=Z0 ≡ cv0x + a2u0x − λθ0, (3.28)
θ(0)= θ0, η(0)= η0. (3.29)
If we can show that there exists a solution {η, θ,Z} to the system of initial bound-
ary value problems (3.21)–(3.29) satisfying
Z′ ∈ L2(0, T ;F ′), Z ∈L2(0, T ;F), (3.30)
η,η′ ∈ L2(0, T ;E), (3.31)
and
θ ∈ L2(0, T ;F), θ ′ ∈ L2(0, T ;F ′), (3.32)
then it follows from these regularity properties of Z, η and θ and the defini-
tion of H2 and H0 that H0(Z, θ) ∈C(0, T ;C([0,1])) and η ∈C(0, T ;C([0,1])).
Consequently, on a possibly smaller time interval, we obtain existence of a local
solution to the original unmodified equations (3.9)–(3.17). Therefore, we devote
the remainder of this paper to establishing the existence of a global solution to
(3.21)–(3.29).
4. The penalized problem
In this section, we prove existence of a solution to a regularized and penalized
version of (3.21)–(3.29) and derive estimates on its solutions. The penalization
consists of replacing the subgradient term in (3.21), which is a graph, with the
function −(1/α)(η′)+, where α > 0 is fixed. The regularization term is −αη′xx .
Thus, we remove the constraint β ′  0, which mathematically is difficult to deal
with, but we penalize the system for violating it. Indeed, for α > 0 but very small,
if (1/α)(β ′)2+ = O(1), then β ′ =O(
√
α), i.e., small violations of the constraint
cause O(1) restoring forces. We recover the constraint when we pass to the limit
α→ 0.
We adjust the boundary condition for η at the right end (3.27) in an appropriate
manner. We also replace the troublesome boundary condition (3.25) with the
condition Z(1, t) = −ξ(1, t), where ξ is a known function. Thus our penalized
problem is to find {η, θ,Z} satisfying the equations
cη′ + 1
α
(η′)+ − kηxx − αη′xx + qε(η)
+ d1Sr
(
H0(Z, θ)+
)+ d2Sr(H0(Z, θ)−)− q = 0, (4.1)
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θ ′ − κθxx =−λdε(η)H1(Z, θ), (4.2)
Z′ = c(dε(η)Z)xx + a2H1(Z, θ)
− λ(κθxx − λdε(η)H1(Z, θ))+ c(fe)x, (4.3)(
dε(η)Z
)
x
(0, t)= φ′′(t)− fe(0, t), (4.4)
Z(1, t)=−ξ(1, t), (4.5)
−κθx(1, t)= h
(
H2(Z, θ)(1, t)− g(t)
)(
θ(1, t)− θb(t)
)
,
θx(0, t)= 0, (4.6)(
kηx + αη′x
)
(1, t)= 0, η(0, t)= 0, (4.7)
Z(0)=Z0 ≡ cv0x + a2u0x − λθ0, (4.8)
θ(0)= θ0, η(0)= η0. (4.9)
We have the following existence result and estimate for this system. But first a
note concerning notation. Everywhere below we let C denote a generic constant,
the value of which may change from line to line, and C( ) denotes a constant
depending on the quantities listed in the parentheses.
Theorem 4.1. Let ξ be in H 1(0, T ;H 1(0,1)). Under the hypotheses of The-
orem 3.1 and for each α > 0, there exist a weak solution to (4.1)–(4.9) such
that η,η′ ∈ L2(0, T ;E), θ ∈ L2(0, T ;F), θ ′ ∈ L2(0, T ;F ′), Z ∈ L2(0, T ;F)
and Z′ ∈ L2(0, T ;F ′). We also have that Z + ξ ∈ L2(0, T ;V ), where V ≡ {w ∈
H 1(0,1): w(1)= 0}. Any such solution satisfies
∣∣ηx(t)∣∣2H +
t∫
0
|η′|2H ds +
1
α
t∫
0
∣∣(η′)+∣∣2H ds + α
t∫
0
∣∣η′x(s)∣∣2H ds
C(d1, d2, q, Sr , k, c, qε), (4.10)
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds
C
(
1+ ∣∣ξ(t)∣∣2
H
+
t∫
0
∣∣ξ ′(s)∣∣2
H
ds +
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
)
, (4.11)
and
∣∣Z(t)∣∣2
H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds
C
(
1+ ∣∣ξ(t)∣∣2
H
+
t∫
0
∣∣ξ ′(s)∣∣2
H
ds +
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
)
, (4.12)
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where C = C(c,λ, κ, a2/c2, a2, ε, T , θb, dε, |u0x |2H ,Z0, ξ(0), d1, d2, d ′ε, Sr ,φ′′,
fe) is a constant depending only on the quantities listed.
Part of the difficulty in obtaining an existence theorem for the system (4.1)–
(4.9) is that the system involves history-dependent terms, the Hi(Z, θ) terms.
However, there is an abstract theory available which handles these sorts of terms
in a completely routine manner. It is found in [9] and [10]. For the convenience of
the reader we give a short summary of a special case of this theory here.
Let M,N be reflexive Banach spaces such that M ⊆ N , ‖ · ‖M  ‖ · ‖N and
M is dense in N . Consequently, we may write M ⊆N ⊆N ′ ⊆M ′. Suppose that
D ∈L(N,N ′) is a positive, symmetric bounded linear operator, i.e.,
〈Dn,n〉 0, (4.13)
〈Dn1, n2〉 = 〈n1,Dn2〉. (4.14)
Define M = L2(0, T ;M) and then let W = {z ∈ M: (Dw)′ ∈ M′} with norm
given by ‖w‖W = ‖w‖M + ‖(Dz)′‖M′ . Here the differentiation is taken in the
sense of M ′-valued distributions. Note that W is also a reflexive Banach space.
We suppose further that A :M→M′ is an operator which satisfies the following
conditions:
A :M→M′ is bounded, (4.15)
lim inf‖u‖M→∞
2〈Au,u〉 + 〈Du,u〉(T )
‖u‖M =∞ (4.16)
for u ∈W, and [14]
A+K :W→W′ is pseudomonotone. (4.17)
Here we have K :W→W′,
〈Ku,v〉W′,W ≡
T∫
0
〈
(Du)′(t), v(t)
〉
dt + 〈Du,v〉(0),
and it can be proved that for u,v ∈W we have that
t →〈Du,v〉(t)
equals a continuous function a.e. Thus 〈Du, v〉(0) is the value of this continuous
function at t = 0. Then the following existence theorem is found in [10] and [9].
Theorem 4.2. Let A and D be as described above. Then for each w0 ∈ N and
l ∈M′ there exists a w ∈W, satisfying
(Dw)′ +Aw = l inM′,
Dw(0)=Dw0 in N ′.
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To apply this theorem we introduce the spaces
E= L2(0, T ;E), V= L2(0, T ;V ), F= L2(0, T ;F), (4.18)
and let the operators
J :E→ E′, B :F→ F′,
K1 :E×V→V′, K2 :F×V→ F′,
D1,D2,D3 :E× F×V→ F′
be defined by
〈Bθ, ζ 〉 =
T∫
0
1∫
0
θxζx, (4.19)
〈Jψ, ζ 〉 =
T∫
0
1∫
0
(1/α)(ψ)+ζ, (4.20)
〈
K1(η,Y ), ζ
〉=
T∫
0
1∫
0
c
(
d-(η)(Y − ξ)
)
x
ζx, (4.21)
〈
K2(θ,Y ), ζ
〉=
T∫
0
h
(
H2(Y − ξ, θ)− g(t)
)(
θ(1, t)− θb(t)
)
ζ(1, t), (4.22)
〈
D1(η, θ, Y ), ζ
〉=
T∫
0
1∫
0
(
a2 + λ2d-(η)
)
H1(Y − ξ, θ)ζ, (4.23)
〈
D2(η, θ, Y ), ζ
〉= λ
T∫
0
1∫
0
d-(η)H1(Y − ξ, θ)ζ, (4.24)
〈
D3(η, θ, Y ), ζ
〉=
T∫
0
1∫
0
(
q-(η)+ d1
(
Sr
(
H0(Y − ξ, θ)
))
+
+ d2
(
Sr
(
H0(Y − ξ, θ)
))
−
)
ζ. (4.25)
In addition, Φ is given by
〈Φ,ζ 〉 =
T∫
0
(
φ′(t)− fe(0, t)
)
ζ(0, t). (4.26)
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We now let Y = Z + ξ in (4.1)–(4.9) and introduce ψ = η′ as an additional
dependent variable. Using the standard techniques involving integration by parts
we can formulate the problem abstractly as follows: Find {η,ψ, θ,Y } ∈ E× E×
F×V such that(
(R + kB)η)′ − (R+ kB)ψ = 0 in E′, (4.27)
cψ + kBη+ αBψ +D3(η, θ, Y )+ Jψ = q in E′, (4.28)
θ ′ +K2(θ,Y )+ κBθ +D2(η, θ, Y )= 0 in F′, (4.29)
Y ′ +D1(η, θ, Y )+K1(η,Y )+K2(θ,Y )+ λκBθ
=Φ + c(fe)x − ξ in V′, (4.30)
and satisfying the initial conditions
Y (0)=Z0 + ξ(0) ∈ V, η(0)= η0 ∈E,
θ(0)= θ0 ∈ L2(0,1). (4.31)
Here R :E → E′ denotes the Riesz map. We now take M = E × E × F × V ,
N =E ×E ×L2(0,1)× V . Let D :N →N ′ be given by
D


η
ψ
θ
Y

=


(R + kB)η
0
θ
Y

 ,
and let A :M→M′ be given by A=A1 +A2, where
A1


η
ψ
θ
Y

=


−kBψ
cψ + kBη+ αBψ
κBθ
0


and
A2


η
ψ
θ
Y

=


−Rψ
D3(η, θ, Y )+ Jψ
K2(θ,Y )+D2(η, θ, Y )
λκBθ +D1(η, θ, Y )+K1(η,Y )+K2(θ,Y )

 .
Finally, we let
l =


0
q
0
Φ + c(fe)x − ξ

 and z0 =


η0
0
θ0
Y (0)

 .
Using a routine exponential shift argument we can replace A with A added
to a large enough multiple of D, modifying the other operators appropriately,
and verify that the conditions (4.15)–(4.17) hold for this modified problem. In
this process we will use the fact that the terms coming from A1 may be used to
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control those coming from A2. Consequently, we may use Theorem 4.2 to obtain
the existence part of Theorem 4.1.
We turn to establishing the estimates. We begin by multiplying (4.3) by Z
and integrating from 0 to t and from 0 to 1. Using the boundary conditions,
the inequality |a + b|2  |a|2/2 − 2|b|2, and the Cauchy inequality |ab| 
γ |a|2 + |b|2/(4γ ), yields
1
4
∣∣Z(t)∣∣2
H
− ∣∣ξ(t)∣∣2
H
− 1
2
∣∣Z0 + ξ(0)∣∣2H − γ
t∫
0
∣∣ξ ′(s)∣∣2
H
ds
−C(γ, c)
t∫
0
∣∣Z(s)∣∣2
H
ds −C(γ )
t∫
0
∣∣ξ(s)∣∣2
H
ds −C(φ′′, fe, c)
−C
t∫
0
∥∥Z(s)∥∥2
W
ds −C
t∫
0
∥∥ξ(s)∥∥2
W
ds + c ε
2
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds
−C(dε)γ
t∫
0
∣∣Zx∣∣2H ds −C(γ )
t∫
0
∣∣ξx ∣∣2H ds −C(d ′ε)
t∫
0
|ηxZ|H |Zx |H ds
−C(d ′ε)
t∫
0
|ηxZ|H |ξx |H ds
− (a2 + λ2)C(dε)
t∫
0
∣∣H1(Z, θ)∣∣H ∣∣Z(s)∣∣H ds
− (a2 + λ2)C(dε)
t∫
0
∣∣H1(Z, θ)∣∣H ∣∣ξ(s)∣∣H ds
− λκC(γ )
t∫
0
|θx|2H ds − λκC(γ )
t∫
0
∣∣ξx(s)∣∣2 ds − λκγ
t∫
0
∣∣Zx(s)∣∣2H ds
 c
t∫
0
∣∣(fe)x(s)∣∣2H ds. (4.32)
In the above inequality, W is a space such that H 1(0,1) embeds compactly into
W and W embeds continuously into C([0,1]). Now we multiply (4.1) by η′ and
then integrate by parts using the given boundary conditions. This yields
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c
t∫
0
|η′|2H ds +
1
α
t∫
0
∣∣(η′)+∣∣2H ds + 12k
∣∣ηx(t)∣∣2H + α
t∫
0
∣∣η′x(s)∣∣2H ds
−C(qε, γ )−C(d1, d2, q, Sr , γ )− γ
t∫
0
|η′|2H ds  0. (4.33)
Letting γ be small enough, depending on the other constants, we obtain an
estimate of the form
∣∣ηx(t)∣∣2H +
t∫
0
|η′|2H ds +
1
α
t∫
0
∣∣(η′)+∣∣2H ds + α
t∫
0
∣∣η′x(s)∣∣2H ds
 C(d1, d2, q, Sr, k, c, qε). (4.34)
This gives us estimate (4.10). Now we use this in the thirteenth and fourteenth
terms of (4.32) to obtain
C
(
d ′ε
) t∫
0
|ηxZ|H |Zx |H ds
 C
(
d ′ε
) t∫
0
∥∥Z(s)∥∥
W
∣∣ηx(s)∣∣H ∣∣Zx(s)∣∣H ds
 C
(
d1, d2, q, Sr , k, c, qε, d
′
ε
) t∫
0
∥∥Z(s)∥∥
W
∣∣Zx(s)∣∣H ds
 C
(
d1, d2, q, Sr , k, c, qε, d
′
ε, γ
) t∫
0
∥∥Z(s)∥∥2
W
ds + γ
t∫
0
∣∣Zx(s)∣∣2H ds.
From the compactness of the embedding H 1 into W, we can write ‖Z(s)‖W 
δ‖Z(s)‖H 1 +C(δ)|Z(s)|H , where we can choose δ as small as desired. Therefore,
choosing δ small enough, the above inequality implies
C
(
d ′ε
) t∫
0
|ηxZ|H |Zx |H ds
 2γ
t∫
0
∥∥Z(s)∥∥2
H 1 ds +C
(
d1, d2, q, Sr, k, c, qε, d
′
ε, γ
) t∫
0
∣∣Z(s)∣∣2
H
ds.
(4.35)
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Similarly,
C
(
d ′ε
) t∫
0
|ηxZ|H |ξx |H ds
C
(
d1, d2, q, Sr, k, c, qε, d
′
ε
) t∫
0
∥∥Z(s)∥∥
W
∣∣ξx(s)∣∣H ds
C
(
d1, d2, q, Sr, k, c, qε, d
′
ε
)( t∫
0
∥∥Z(s)∥∥2
W
ds +
t∫
0
∣∣ξx(s)∣∣2H ds
)
 γ
t∫
0
∥∥Z(s)∥∥2
H 1 ds +C
(
d1, d2, q, Sr, k, c, qε, d
′
ε, γ
) t∫
0
∣∣Z(s)∣∣2
H
ds
+C(d1, d2, q, Sr, k, c, qε, d ′ε)
t∫
0
∣∣ξx(s)∣∣2H ds. (4.36)
Now we refer to (4.32) and take γ sufficiently small using (4.35) and (4.36). This
yields, after adjusting constants and combining terms, an expression of the form
1
4
∣∣Z(t)∣∣2
H
+ c ε
4
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds

∣∣ξ(t)∣∣2
H
+ 1
2
∣∣Z0 + ξ(0)∣∣2H +C(γ, c)
t∫
0
∥∥Z(s)∥∥2
W
ds
+ γ
t∫
0
∣∣ξ ′(s)∣∣2
H
ds
+C(d1, d2, q, Sr, k, c, qε, d ′ε, γ, κ,λ)
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
+C(φ′′, fe, c)+C
(
d1, d2, q, Sr, k, c, qε, d
′
ε, γ
) t∫
0
∣∣Z(s)∣∣2
H
ds
+ (a2 + λ2)C(dε)
t∫
0
∣∣H1(Z, θ)∣∣H ∣∣Z(s)∣∣H ds
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+ (a2 + λ2)C(dε)
t∫
0
∣∣H1(Z, θ)∣∣H ∣∣ξ(s)∣∣H ds
+ λκC(γ )
t∫
0
|θx |2H ds. (4.37)
In order to proceed with the estimate, we multiply (4.2) by θ and integrate by
parts using the boundary conditions. This yields an expression of the form
1
2
∣∣θ(t)∣∣2
H
− 1
2
|θ0|2H + κ
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds
 C(h, θb, T )+C(κ)
t∫
0
∥∥θ(s)∥∥2
W
ds + λC(dε)
t∫
0
∣∣H1(Z, θ)∣∣H |θ |H ds.
Using the compactness of the embedding of H 1 into W as we did earlier, we can
obtain
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1 ds C(θ0, h, θb, T , κ)+C(κ)
t∫
0
∣∣θ(s)∣∣2
H
ds
+C(λ,dε, κ)
t∫
0
∣∣H1(Z, θ)∣∣H |θ |H ds
and then use Gronwall’s inequality to obtain an expression of the form
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1 ds
 C(θ0, h, θb, T , κ)+C(λ,dε, κ, T )
t∫
0
∣∣H1(Z, θ)∣∣H |θ |H ds. (4.38)
This implies
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1 ds
 C(θ0, h, θb, T , κ)+C(λ,dε, κ, T )
( t∫
0
∣∣H1(Z, θ)∣∣2H ds +
t∫
0
|θ |2H ds
)
,
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and so by Gronwall’s inequality again,
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds
C(θ0, h, θb, T , κ)+C(λ,dε, κ, T )
t∫
0
∣∣H1(Z, θ)∣∣2H ds. (4.39)
Using the definition of H1(Z, θ), which we repeat here for the sake of con-
venience,
−a2
c
e−(a2/c)tu0x + Z(t)+ λθ(t)
c
+
(−a2
c
) t∫
0
e−(a2/c)(t−s)
(
Z(s)+ λθ(s)
c
)
ds ≡H1(Z, θ)(t), (4.40)
it follows that we obtain an inequality of the form
∣∣H1(Z, θ)(t)∣∣2H C
(
c,λ,
a2
c2
, T
)
×
(
|u0x|2H +
∣∣Z(t)∣∣2
H
+
t∫
0
∣∣Z(s)∣∣2
H
ds + ∣∣θ(t)∣∣2
H
+
t∫
0
∣∣θ(s)∣∣2
H
ds
)
which from (4.39) shows
∣∣H1(Z, θ)(t)∣∣2H C
(
c,λ,
a2
c2
, T
)
×
(
|u0x|2H +
∣∣Z(t)∣∣2
H
+
t∫
0
∣∣Z(s)∣∣2
H
ds +C(θ0, h, θb, T , κ)
+C(λ,dε, κ, T )
t∫
0
∣∣H1(Z, θ)∣∣2H ds
)
.
Now using Gronwall’s inequality again and adjusting constants, we obtain an
inequality of the form
∣∣H1(Z, θ)(t)∣∣2H C
(
c,λ,
a2
c2
, T , θb, dε
)
×
(
1+ |u0x|2H +
∣∣Z(t)∣∣2
H
+
t∫
0
∣∣Z(s)∣∣2
H
ds
)
. (4.41)
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With (4.41), (4.39) and (4.34) we can now establish the desired estimate (4.12).
We refer to (4.37) and use (4.41) and the compactness of the embedding of
H 1(0,1) into W (note how the ε/4 was replaced to be ε/8) to obtain
1
4
∣∣Z(t)∣∣2
H
+ c ε
8
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds

∣∣ξ(t)∣∣2
H
+ 1
2
∣∣Z0 + ξ(0)∣∣2H +C
(
c,λ,
a2
c2
, a2, T , θb, dε, |u0x |2H
)
+ γ
t∫
0
∣∣ξ ′(s)∣∣2
H
ds
+C(d1, d2, q, Sr , k, c, qε, d ′ε, γ, κ,λ, a, dε)
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
+C(φ′′, fe, c)
+C
(
d1, d2, q, Sr, k, c, qε, d
′
ε, γ, λ, a
2,
a2
c2
, T , θb, dε
) t∫
0
∣∣Z(s)∣∣2
H
ds
+ λκC(γ )
t∫
0
|θx |2H ds.
By Gronwall’s inequality, we finally obtain, after adjusting constants,
∣∣Z(t)∣∣2
H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds
C
(
c,λ, κ,
a2
c2
, a2, ε, T , θb, dε, |u0x|2H ,Z0, ξ(0), d1, d2, d ′ε, Sr ,φ′′, fe
)
×
(
1+ ∣∣ξ(t)∣∣2
H
+
t∫
0
∣∣ξ ′(s)∣∣2
H
ds +
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds +
t∫
0
|θx |2H ds
)
which by (4.39) implies that the above is
 C
(
c,λ, κ,
a2
c2
, a2, ε, T , θb, dε, |u0x |2H ,Z0, ξ(0), d1, d2, d ′ε, Sr ,φ′′, fe
)
×
(
1+ ∣∣ξ(t)∣∣2
H
+
t∫
0
∣∣ξ ′(s)∣∣2
H
ds +
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
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+C(θ0, h, θb, T , κ)+C(λ,dε, κ, T )
t∫
0
∣∣H1(Z, θ)∣∣2H ds
)
which by (4.41) implies that the above is
C
(
c,λ, κ,
a2
c2
, a2, ε, T , θb, dε, |u0x|2H ,Z0, ξ(0), d1, d2, d ′ε, Sr ,φ′′, fe
)
×
(
1+ ∣∣ξ(t)∣∣2
H
+
t∫
0
∣∣ξ ′(s)∣∣2
H
ds +
t∫
0
∥∥ξ(s)∥∥2
H 1(0,1) ds
+C(θ0, h, θb, T , κ)+C(λ,dε, κ, T )
t∫
0
C
(
c,λ,
a2
c2
, T , θb, dε
)
×
(
1+ |u0x |2H +
∣∣Z(s)∣∣2
H
+
s∫
0
∣∣Z(r)∣∣2
H
dr
)
ds
)
.
Another application of Gronwall’s inequality gives the final estimate (4.12). The
estimate (4.11) follows from (4.12), (4.39) and (4.41). This completes the proof
of Theorem 4.1.
5. The proof of the main theorem
In this section we establish the existence of a weak solution to (3.21)–(3.29)
and so prove Theorem 3.1. In the course of doing so we make use of the following
interesting version of the Arzela–Ascoli theorem (see [16]).
Theorem 5.1. Let W , U and Y be reflexive Banach spaces such that U ⊆W ⊆ Y
such that the first injection map is compact and the second is continuous. Let
SRT =
{
u:
∥∥u(t)∥∥
W
+ ‖u′‖Lq(0,T ;Y ) R, t ∈ [0, T ]
}
,
for q > 1. Then SRT is precompact in C(0, T ;W).
Throughout this section C will denote a generic constant which is independent
of α and h. We begin by showing how to obtain a weak solution to (4.1)–(4.9)
with the simple prescribed boundary condition (4.5) replaced by the original
complicated boundary condition (3.25). Recall
H2(Z, θ)(t)(x)≡ φ(t)+ e−(a2/c)t
(
u0(x)− u0(0)
)
+
x∫
0
t∫
0
e−(a2/c)(t−s)
(
Z(s)+ λθ(s)
c
)
ds dy. (5.1)
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We define the following for small positive h:
H2h(Z, θ)(t)(x)≡


φ(t)+ e−(a2/c)t (u0(x)− u0(0)) if t ∈ [0, h],
φ(t)+ e−(a2/c)t (u0(x)− u0(0))
+ ∫ x0 ∫ t−h0 e−(a2/c)(t−s)(Z(s)+λθ(s)c )ds dy
if t > h.
(5.2)
Then we let
ξh(t)(x)≡ p
(
H2h(Z, θ)(t)(x)
)
. (5.3)
We consider the solution described in Theorem 4.1 in which ξ is replaced by ξh
which was just given. This solution is obtained by solving (4.1)–(4.9) on [0, h]
and then using as new initial data η(h), Z(h) and θ(h) and solving the same
system with the new initial data on [h,2h] with the change in ξh just described.
Continuing in this way we get the existence of a solution to the problem described
in Theorem 4.1 in which ξ is replaced by ξh described above. Then we have the
estimates of Theorem 4.1 with ξh in place of ξ by a repeat of the arguments given
there. Note that ξh(0) given in (5.3) does not depend on h.
Using the assumption that p is bounded and Lipschitz continuous along with
the description of ξh given in (5.3) and (5.2), it is routine but long to verify that
1+ ∣∣ξh(t)∣∣2H +
t∫
0
∣∣ξ ′h(s)∣∣2H ds +
t∫
0
∥∥ξh(s)∥∥2H 1(0,1) ds
 C
(
1+
t∫
0
∣∣Z(s)∣∣2
H
ds +
t∫
0
∣∣θ(s)∣∣2
H
ds
)
, (5.4)
where C is independent of α. Therefore, from (4.12) and Gronwall’s inequality,
∣∣Z(t)∣∣2
H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds  C
(
1+
t∫
0
∣∣θ(s)∣∣2
H
ds
)
, (5.5)
where C is independent of α. From (4.11), Gronwall’s inequality, and (5.4) and
(5.5), we find
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds C
(∣∣Z(t)∣∣2
H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds
)
C
(
1+
t∫
0
∣∣θ(s)∣∣2
H
ds
)
,
and so by Gronwall’s inequality again we have
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∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds  C
which establishes the estimate
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds +
∣∣ηx(t)∣∣2H +
t∫
0
∣∣η′(s)∣∣2
H
ds
+ 1
α
t∫
0
∣∣(η′(s))+∣∣2H ds + α
t∫
0
∣∣η′x(s)∣∣2H ds + ∣∣Z(t)∣∣2H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds  C, (5.6)
where C is a constant which is independent of α. Applying this estimate to the
problems where ξ is replaced by ξh, we see that the corresponding solutions
‖θ ′h‖L2(0,T ;F ′), ‖Z′h‖L2(0,T ;F ′) and ‖η′h‖L2(0,T ;H) are all bounded independent of
α and h. Using the theorem on p. 57 of [13] and Theorem 5.1, we can thus obtain
a subsequence, still denoted by h, such that
θh → θ in L2(0, T ;H), (5.7)
θh ⇀ θ weakly in L2(0, T ;F), (5.8)
Zh → Z in L2(0, T ;H), (5.9)
Zh ⇀Z weakly in L2(0, T ;F), (5.10)
ηh → η in C(0, T ;W), (5.11)
ηh ⇀ η weakly in L2(0, T ;F), (5.12)
η′h ⇀ η′ weakly in L2(0, T ;F), (5.13)
η′h → η′ in L2(0, T ;H). (5.14)
In addition, thanks to the assumption that u0 ∈ H 2(0,1), the mapping t →
H0(Z, θ)(t) is in C(0, T ;H 1(0,1)) and there is a bound on the derivative in
L2(0, T ;H). Therefore, by Theorem 5.1, there exists a further subsequence such
that
H0(Zh, θh)→H0(Z, θ) in C(0, T ;W).
The above limits also imply that
H2h(Zh, θh)→H2(Z, θ), H2(Zh, θh)→H2(Z, θ),
where the convergence is strongly in L2(0, T ;H) and pointwise. Therefore, we
may pass to the limit and obtain (4.1)–(4.9) with condition (4.5) replaced by
(3.25).
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It only remains to let α → 0 in order to recover the problem (3.21)–(3.29).
In order to do this we need higher-order estimates on the solutions ηα to the
penalized damage equation (4.1). Recall
cη′ + 1
α
(η′)+ − kηxx − αη′xx + qε(η)
+ d1Sr
(
H0(Z, θ)+
)+ d2Sr(H0(Z, θ)−)− q = 0, (5.15)
ηx(1, t)= 0, η(0, t)= 0, (5.16)
and the initial condition
η(0)= η0, where η0(x) ∈ [−1+ ε,0]. (5.17)
Now we take the inner product in H of both sides of (5.15) with −η′xx and
integrate from 0 to t . This requires us to consider the term − ∫ t0 ((η′)+, η′xx)H ds.
We consider this term in detail now. Using the boundary conditions,
1∫
0
(η′)+
(−η′xx)dx =
1∫
0
(η′)+xη′x dx  0.
Therefore, the result of doing this integration implies the inequality
c
t∫
0
|ηx |2H ds +
k
2
∣∣ηxx(t)∣∣2H + α
t∫
0
∣∣η′xx∣∣2H ds C,
where C is independent of α but depends on many other quantities, including the
bounds on qε and Sr . Adjusting the constants and using (5.6), we can use this
information to write the following estimate in which C is independent of α:
∣∣θ(t)∣∣2
H
+
t∫
0
∥∥θ(s)∥∥2
H 1(0,1) ds +
t∫
0
∣∣η′(s)∣∣2
H
ds + 1
α
t∫
0
∣∣(η′(s))+∣∣2H ds
+ ∥∥η(t)∥∥2
H 2(0,1) +Cα
t∫
0
‖η′‖2
H 2(0,1) ds +
∣∣Z(t)∣∣2
H
+
t∫
0
∥∥Z(s)∥∥2
H 1(0,1) ds  C. (5.18)
Here {Z,θ, η} are solutions satisfying (4.1)–(4.9) with condition (4.5) replaced by
(3.25). Now we index these functions with α to indicate their dependence on this
parameter. Then this estimate shows that by taking a subsequence, still denoted
by α, we may obtain
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θα → θ in L2(0, T ;H), (5.19)
θα ⇀ θ weakly in L2(0, T ;F), (5.20)
Zα →Z in L2(0, T ;H), (5.21)
Zα ⇀Z weakly in L2(0, T ;F), (5.22)
ηα → η in C(0, T ;W), (5.23)
ηα ⇀ η weakly in L2(0, T ;F), (5.24)
η′α ⇀ η′ weakly in L2(0, T ;F), (5.25)
η′α → η′ in L2(0, T ;H), (5.26)
αη′αxx → 0 in L2(0, T ;H), (5.27)
1
α
(
η′α
)
+⇀ν weakly in L
2(0, T ;H), (5.28)
ηα ⇀ η weak∗ in L∞
(
0, T ;H 2(0,1)). (5.29)
To see that (5.27) holds, we note that if we let H denote L2(0, T ;H), then we
have that (5.18) implies the following inequality:∣∣(αη′αxx, u)∣∣ α∣∣η′αxx∣∣H|u|H √αC|u|H.
Therefore, |αη′αxx |H  C
√
α.
In addition, thanks to the assumption that u0 ∈ H 2(0,1), the mapping t →
H0(Z, θ)(t) is in C(0, T ;H 1(0,1)) and there is a bound on the derivative in
L2(0, T ;H). Therefore, by Theorem 5.1, there exists a further subsequence such
that
H0(Zα, θα)→H0(Z, θ) in C(0, T ;W). (5.30)
The above limits also imply that
H2h(Zα, θα)→H2(Z, θ), H2(Zα, θα)→H2(Z, θ), (5.31)
where the convergence is strongly in L2(0, T ;H) and pointwise. Therefore, as
before, we may successfully pass to the limit in all the nonlinear terms. This leads
to the existence of a solution satisfying (3.22)–(3.29) and
cη′ + ν − kηxx + qε(η)+ d1Sr
(
H0(Z, θ)+
)+ d2Sr(H0(Z, θ)−)
− q = 0. (5.32)
It only remains to show that (3.21) is satisfied, i.e., ν ∈ ∂X(−∞,0](η′).
Toward that end we first note that (5.18) implies (η′)+ = 0 because it yields an
inequality of the form
φ
(
η′α
)≡
T∫
0
∣∣(η′α(s))+∣∣2H ds  Cα
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and φ is convex and lower semicontinuous on L2(0, T ;H). Thus, for a.e. t,
we have η′(t)(x)  0 a.e. x . We show now that if w ∈ L2(0, T ;H) = H and
w(t)(x) 0 a.e. x , for a.e. t, then
(ν,w− η′)H  0
which implies that, for a.e. t, ν(t)(x) ∈ ∂X(−∞,0](η′(t)(x)) a.e. x. To do this
we take the inner product of the α-indexed version of (5.15) with the expression
η′α − η′. This yields
c
(
η′α, η′α − η′
)
H +
(
1
α
(
η′α
)
+, η
′
α − η′
)
H
− k(ηαxx, η′α − η′)H
− (αη′αxx, η′α − η′)H + (qε(ηα)+ d1Sr(H0(Zα, θα)+)
+ d2Sr
(
H0(Zα, θα)−
)− q,η′α − η′)H = 0.
Using (5.27) and the other limits above, we see that
lim sup
α→0
(
1
α
(
η′α
)
+, η
′
α − η′
)
H
 0,
and so
(ν,w− η′)H = lim sup
α→0
(
1
α
(
η′α
)
+,w− η′
)
H
= lim sup
α→0
[(
1
α
(
η′α
)
+, η
′
α − η′
)
H
+
(
1
α
(
η′α
)
+,w− η′α
)
H
]
 lim sup
α→0
(
1
α
(
η′α
)
+,w− η′α
)
H
 lim sup
α→0
(
1
α
(
η′α
)
+,−η′α
)
H
 0.
This proves the existence of a weak solution to (3.21)–(3.29) which, as we
noted earlier, establishes the existence of the local solution described in The-
orem 3.1. ✷
Finally, we remark that it is not reasonable to expect uniqueness in this problem
because of the subgradient term in the damage equation. However, a proof of
uniqueness for a simpler problem without the subgradient term can be found
in [5].
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