Abstract-We propose a dynamic spectrum access scheme where secondary users cooperatively recommend "good" channels to each other and access accordingly. We formulate the problem as an average reward-based Markov decision process. We show the existence of the optimal stationary spectrum access policy and explore its structure properties in two asymptotic cases. Since the action space of the Markov decision process is continuous, it is difficult to find the optimal policy by simply discretizing the action space and use the policy iteration, value iteration, or Q-learning methods. Instead, we propose a new algorithm based on the model reference adaptive search method and prove its convergence to the optimal policy. Numerical results show that the proposed algorithms achieve up to 18 and 100 percent performance improvement than the static channel recommendation scheme in homogeneous and heterogeneous channel environments, respectively, and is more robust to channel dynamics.
INTRODUCTION
C OGNITIVE radio technology enables unlicensed secondary wireless users to opportunistically share the spectrum with licensed primary users and, thus, offers a promising solution to address the spectrum underutilization problem [1] .
Designing an efficient spectrum access mechanism for cognitive radio networks, however, is challenging for several reasons: 1) time variation: Spectrum opportunities available for secondary users are often time varying due to primary users' stochastic activities [1] ; and 2) limited observations: Each secondary user often has a limited view of the spectrum opportunities due to the limited spectrum sensing capability [2] . Several characteristics of the wireless channels, on the other hand, turn out to be useful for designing efficient spectrum access mechanisms: 1) temporal correlations: Spectrum availabilities are correlated in time, and thus, observations in the past can be useful in the near future [3] ; and 2) spatial correlation: Secondary users close to one another may experience similar spectrum availabilities [4] . In this paper, we shall explore the time and space correlations and propose a recommendation-based cooperative spectrum access algorithm, which achieves good communication performances for the secondary users.
Our algorithm design is directly inspired by the recommendation system in the electronic commerce industry. For example, existing owners of various products can provide recommendations (reviews) on Amazon.com, so that other potential customers can pick the products that best suit their needs. Motivated by this, Li [5] proposed a static channel recommendation scheme that encourages secondary users to recommend the channels they have successfully accessed to nearby secondary users. Since each secondary user originally only has a limited view of spectrum availability, such information exchange enables secondary users to take advantages of the correlations in time and space, make more informed decisions, and achieve a high total transmission rate. Similarly, as the Geolocation database approach required by FCC for whitespace spectrum access [6] , we can view the channel recommendation approach as a real-time distributed database generated by the secondary users. This is desirable, for example, when the PU activities change fast (e.g., cellular systems) and a centralized database is difficult to capture the real-time status of all primary users.
The static recommendation scheme in [5] , however, ignores two important characteristics of cognitive radios. The first one is the time variability we mentioned before. The second one is the congestion effect. As depicted in Fig. 1 , too many users accessing the same channel leads to congestion and a reduced rate for everyone.
To address the shortcomings of the static recommendation scheme, in this paper, we propose an adaptive channel recommendation scheme, which adaptively changes the spectrum access probabilities based on users' latest channel recommendations. We formulate and analyze the system as a Markov decision process (MDP) and propose a numerical algorithm that always converges to the optimal spectrum access policy.
The main results and contributions of this paper include
.
MDP formulation:
We formulate and analyze the optimal recommendation-based spectrum access as an average reward MDP.
. Existence and structure of the optimal policy: We show that there always exists a stationary optimal spectrum access policy, which requires only the channel recommendation information of the most recent time slot. We also explicitly characterize the structure of the optimal stationary policy with channel homogeneity in two asymptotic cases (either the number of channels or the number of users goes to infinity). . Novel algorithm for finding the optimal policy: We propose an algorithm based on the recently developed model reference adaptive search (MRAS) method [7] to find the optimal stationary spectrum access policy. The algorithm has a low complexity even when dealing with a continuous action space of the MDP. We also show that it always converges to the optimal stationary policy. We further propose an efficient heuristic scheme for the heterogeneous channel recommendation, which can significantly reduce the computational time while has small performance loss. . Superior performance: We show that the proposed algorithm achieves up to 18 and 100 percent performance improvement than the static channel recommendation scheme in homogeneous and heterogeneous channel environments, respectively, and is also robust to channel dynamics. The rest of the paper is organized as follows: We introduce the system model in Section 2. We then review the static channel recommendation scheme and discuss the motivation for designing an adaptive channel recommendation scheme in Section 3. The MDP formulation and the structure results of the optimal policy are presented in Section 4, followed by the MRAS-based algorithm in Section 5. We then develop a heuristic scheme for heterogenous channel recommendation in Section 6. We illustrate the performance of the algorithms through numerical results in Section 8. We discuss the related work in Section 9 and conclude in Section 10. Due to space limitations, the details for several proofs are provided in a separate supplemental file that can be found on the TMC website and the online technical report [8] .
SYSTEM MODEL
We consider a cognitive radio network with M parallel and stochastically heterogeneous primary channels. N homogeneous secondary users try to access these channels using a slotted transmission structure (see Fig. 2 ). The secondary users can exchange information by broadcasting messages over a common control channel. 1 We assume that the secondary users are located close by; thus, they experience similar spectrum availabilities and can hear one another's broadcasting messages. To protect the primary transmissions, secondary users need to sense the channel states before their data transmission.
The system model is described as follows:
. 
Note that when p m ¼ 0 or q m ¼ 0, the channel state stays unchanged. In the rest of the paper, we will look at the more interesting and challenging cases where 0 < p m 1 and 0 < q m 1. The stationary distribution of the Markov chain is given as Fig. 1 . Illustration of the channel recommendation scheme. User D recommends channel 4 to other users. As a result, both users A and C access the same channel 4 and, thus, lead to congestion and a reduced rate for both users. Fig. 2 . Structure of each spectrum access time slot.
1. Refer to [9] for the details on how to set up and maintain a reliable common control channel in cognitive radio networks. . Heterogeneous channel throughput: When a secondary user transmits successfully on an idle channel m, it achieves a data rate of B m . Different channels can support different data rates. . Channel contention: To resolve the transmission collision when multiple secondary users access the same channel, a backoff mechanism is used (see Fig. 2 for illustration). The contention stage of a time slot is divided into Ã minislots, and each user n executes the following two steps:
-
Count down according to a randomly and uniformly chosen integral backoff time (number of minislots) n between 1 and Ã . -Once the timer expires, monitor the channel and transmit RTS/CTS messages to grab the channel if the channel is clear (i.e., no ongoing transmission). Note that if multiple users choose the same backoff minislot, a collision will occur with RTS/CTS transmissions and no users can grab the channel. Once successfully grabbing the channel, the user starts to transmit its data packet.
Suppose that k m users choose channel m to access. Then, the probability that user n (out of the k m users) successfully grabs the channel m is
For the ease of exposition, we will focus on the asymptotic case where Ã goes to 1. This is a good approximation when the number of minislots Ã for backoff is much larger than the number of users N and collisions rarely occur. It simplifies the analysis as
and thus, the expected throughput of user n is
In Section 7, we also generalize the results to the case that Ã < 1.
INTRODUCTION TO CHANNEL RECOMMENDATION
In this section, we first give a review of the static channel recommendation scheme in [5] and then discuss the motivation for adaptive channel recommendation.
Review of Static Channel Recommendation
The key idea of the static channel recommendation scheme is that secondary users inform each other about the available channels they have just accessed. More specifically, each secondary user executes the following four stages synchronously during each time slot (see Fig. 2 ):
. Choose a channel to sense at the next time slot by putting more weights on the recommended channels according to a static branching probability P rec . Suppose that the user has 0 < R < M different channel recommendations in the buffer, then the probability of accessing a channel m is
; otherwise:
A larger value of P rec means that putting more weight on the recommended channels. When R ¼ 0 (no channel is recommended) or M (all channels are recommended), the random access is used and the probability of selecting channel m is P m ¼ 1 M . To illustrate the channel selection process, let us take the network in Fig. 1 as an example. Suppose that the branching probability P rec ¼ 0:4. Since only R ¼ 1 recommendation is available (i.e., channel 4), the probabilities of choosing the recommended channel 4 and any unrecommended channel are Numerical studies in [5] showed that the static channel recommendation scheme achieves a higher performance over the traditional random channel access scheme without information exchange. However, the fixed value of P rec limits the performance of the static scheme, as explained next.
Motivations for Adaptive Channel Recommendation
The static channel recommendation mechanism is simple to implement due to a fixed value of P rec . However, it may lead to significant congestions when the number of recommended channels is small. In the extreme case when only R ¼ 1 channel is recommended, calculation (6) suggests that every user will access that channel with a probability P rec . When the number of users N is large, the expected number of users accessing this channel NP rec will be high. Thus, heavy congestion happens and each secondary user will get a low expected throughput. A better way is to adaptively change the value of P rec based on the number of recommended channels. This is the key idea of our proposed algorithm. To illustrate the advantage of adaptive algorithms, let us first consider a simple heuristic adaptive algorithm in a homogeneous channel environment, i.e., for each channel m, its data rate B m ¼ B and channel state changing probabilities p m ¼ p; q m ¼ q. In this algorithm, we choose the branching probability such that the expected number of secondary users choosing a single recommended channel is 1. To achieve this, we need to set P rec as in Lemma 1.
Lemma 1.
If we choose the branching probability P rec ¼ R N , then the expected number of secondary users choosing any one of the R recommended channels is 1.
Due to space limitations, we give the detailed proof of Lemma 1 in the separate supplemental file. Without going through detailed analysis, it is straightforward to show the benefit for such adaptive approach through simple numerical examples. Let us consider a network with M ¼ 10 channels and N ¼ 5 secondary users. For each channel m, the initial channel state probability vector is p p m ð0Þ ¼ ð0; 1Þ and the transition matrix is
where is called the dynamic factor. A larger value of implies that the channels are more dynamic over time. We are interested in time average system throughput
where u n ðtÞ is the throughput of user n at time slot t. In the simulation, we set the total number of time slots T ¼ 2;000. We implement the following three channel access schemes:
. Random access scheme: Each secondary user selects a channel randomly. . Static channel recommendation scheme as in [5] with the optimal constant branching probability P rec ¼ 0:7. . Heuristic adaptive channel recommendation scheme with the variable branching probability P rec ¼ R N . Fig. 4 shows that the heuristic adaptive channel recommendation scheme outperforms the static channel recommendation scheme, which in turn outperforms the random access scheme. Moreover, the heuristic adaptive scheme is more robust to the dynamic channel environment, as it decreases slower than the static scheme when increases.
We can imagine that an optimal adaptive scheme (by setting the right P rec ðtÞ over time) can further increase the network performance. However, computing the optimal branching probability in closed form is very difficult. In the rest of the paper, we will focus on characterizing the structures of the optimal spectrum access strategy and designing an efficient algorithm to achieve the optimum.
ADAPTIVE CHANNEL RECOMMENDATION WITH CHANNEL HOMOGENEITY
We first study the optimal channel recommendation in the homogeneous channel environment, i.e., each channel m has the same data rate B m ¼ B and identical channel state changing probabilities p m ¼ p; q m ¼ q. The generalization to the heterogeneous channel setting will be discussed in Section 6. To find the optimal adaptive spectrum access strategy, we formulate the system as an MDP. For the sake of simplicity, we assume that the recommendation buffer size W ¼ 1, i.e., users only consider the recommendations received in the last time slot. Our method also applies to the case when W > 1 by using a high-order MDP formulation, although the analysis is more involved.
MDP Formulation for Adaptive Channel Recommendation
We model the system as a MDP as follows:
. System state: R 2 R ¼ 4 f0; 1; . . . ; minfM; Ngg denotes the number of recommended channels at the end of time slot t. Since all channels are statistically homogenous, there is no need to keep track of the recommended channel IDs. . Action: P rec 2 P ¼ 4 ð0; 1Þ denotes the branching probability of choosing the set of recommended channels. . Transition probability: The probability that action P rec in system state R in time slot t will lead to system state R 0 in the next time slot is P Prec R;R 0 ¼ P rfRðt þ 1Þ ¼ R 0 jRðtÞ ¼ R; P rec ðtÞ ¼ P rec g. We can compute this probability as in (7), with detailed derivations given in the separate supplemental file. . Reward: UðR; P rec Þ is the expected system throughput in next time slot when the action P rec is taken in current system state R, i.e.,
where U R 0 is the system throughput in state R 0 . If R 0 idle channels are utilized by the secondary users in a time slot, then these R 0 channels will be recommended at the end of the time slot. Thus, we have
Recall that B is the data rate that a single user can obtain on an idle channel. . Stationary policy: 2 ¼ 4 P jRj maps from each state R to an action P rec , i.e., ðRÞ is the action P rec taken when the system is in state R. The mapping is stationary and does not depend on time t. Given a stationary policy and the initial state R 0 2 R, we define the network's value function as the time average system throughput, i.e.,
UðRðtÞ; ðRðtÞÞÞ
We want to find an optimal stationary policy Ã that maximizes the value function È ðR 0 Þ for any initial state R 0 , i.e., Ã ¼ arg max È ðR 0 Þ; 8R 0 2 R. Notice that this is a system wide optimization, although the optimal solution can be implemented in a distributed fashion. For example, each user can calculate the optimal spectrum access policy offline and determine the real-time optimal channel access probability P rec locally by observing the number of recommended channels R after entering the network.
Existence of Optimal Stationary Policy
MDP formulation above is an average reward-based MDP. We show in Theorem 1 that an optimal stationary policy that is independent of initial system state always exists in our MDP formulation.
Theorem 1.
There exists an optimal stationary policy for the adaptive channel recommendation MDP.
The proof is given in appendix in the separate supplemental file. Furthermore, the optimal stationary policy Ã is independent of the initial state R 0 due to the irreducibility (also refer to the proof of Theorem 1) of the adaptive channel recommendation MDP, i.e., È Ã ðR 0 Þ ¼ È Ã ; 8R 0 2 R, where È Ã is the maximum time average system throughput. In the rest of the paper, we will just use "optimal policy" to refer "optimal stationary policy that is independent of the initial system state."
Structure of Optimal Stationary Policy
Next, we characterize the structure of the optimal policy without using the closed-form expressions of the policy (which is generally hard to achieve). The key idea is to treat the average reward-based MDPs as the limit of a sequence of discounted reward MDPs with discounted factors going to 1. Under the irreducibility condition, the average rewardbased MDP thus inherits the structure property from the corresponding discounted reward MDP [10] . We can write down the Bellman equations of the discounted version of our MDP problem as
where V t ðRÞ is the discounted maximum expected system throughput starting from time slot t when the system in state R, and 0 < < 1 is the discounted factor. Due to the combinatorial complexity of the transition probability P Prec R;R 0 in (7), it is difficult to obtain the structure results for the general case. We further limit our attention to the following two asymptotic cases.
Case 1: The Number of Channels M Goes to
Infinity while the Number of Users N Stays Finite
In this case, the number of channels is much larger than the number of secondary users, and thus, heavy congestion rarely happens on any channel. Thus, it is safe to emphasizing on accessing the recommended channels. Before proving the main result of Case 1 in Theorem 2, let us first characterize the property of discounted maximum expected system payoff V t ðRÞ. Proposition 1. When M ¼ 1 and N < 1, the value function V t ðRÞ for the discounted adaptive channel recommendation MDP is nondecreasing in R.
The proof is given in the appendix in the separate supplemental file. Based on the monotone property of the value function V t ðRÞ, we prove the following main result (the proof is given in the appendix in the separate supplemental file). Theorem 2. When M ¼ 1 and N < 1, for the adaptive channel recommendation MDP, the optimal stationary policy Ã is monotone, that is, Ã ðRÞ is nondecreasing on R 2 R.
Case 2: The Number of Users N Goes to Infinity while the Number of Channels M Stays Finite
In this case, the number of secondary users is much larger than the number of channels, and thus, congestion becomes a major concern. However, since there are infinitely many secondary users, all the idle channels at each time slot can be utilized as long as users have positive probabilities to access all channels. From the system's point of view, the cognitive radio network operates in the saturation state. Formally, we show the following theorem (the proof is given in the appendix in the separate supplemental file):
When N ¼ 1 and M < 1, for the adaptive channel recommendation MDP, any stationary policy satisfying 0 < ðRÞ < 1; 8R 2 R is optimal.
MRAS FOR OPTIMAL SPECTRUM ACCESS POLICY
Next, we will design an algorithm that can converge to the optimal policy under general system parameters (not limiting to the two asymptotic cases). Since the action space of the adaptive channel recommendation MDP is continuous (i.e., choosing a probability P rec in ð0; 1Þ), the traditional method of discretizing the action space followed by the policy, value iteration, or Q-learning cannot guarantee to converge to the optimal policy. To overcome this difficulty, we propose a new algorithm developed from the MRAS method, which was recently developed in the operations research community [7] . We will show that the proposed algorithm is easy to implement and is provably convergent to the optimal policy.
MRAS Method
We first introduce the basic idea of the MRAS method. Later on, we will show how the method can be used to obtain optimal spectrum access policy for our problem. The MRAS method is a new randomized method for global optimization [7] . The key idea is to randomize the original optimization problem over the feasible region according to a specified probabilistic model. The method then generates candidate solutions and updates the probabilistic model on the basis of elite solutions and a reference model, so that to guide the future search toward better solutions.
Formally, let JðxÞ be the objective function to maximize. The MRAS method is an iterative algorithm, and it includes three phases in each iteration k:
. Random solution generation: Generate a set of random solutions fxg in the feasible set according to a parameterized probabilistic model fðx; v k Þ, which is a probability density function (pdf) with parameter v k . The number of solutions to generate is a fixed system parameter. . Reference distribution construction: Select elite solutions among the randomly generated set, such that the chosen ones satisfy JðxÞ ! . Construct a reference probability distribution as
e JðxÞ I fJðxÞ!g g kÀ1 ðxÞ
where I f$g is an indicator function, which equals 1 if the event $ is true and zero otherwise. Parameter v 0 is the initial parameter for the probabilistic model (used during the first iteration, i.e., k ¼ 1), and g kÀ1 ðxÞ is the reference distribution in the previous iteration (used when k ! 2 
By constructing the reference distribution according to (8) To find a better solution to the optimization problem, it is natural to update the probabilistic model (from which random solutions are generated in the first stage) to as close to the new reference probability as possible, as done in the third stage.
MRAS for Optimal Spectrum Access Policy
In this section, we design an algorithm based on the MRAS method to find the optimal spectrum access policy. Here, we treat the adaptive channel recommendation MDP as a global optimization problem over the policy space. The key challenge is the choice of proper probabilistic model fðÁÞ, which is crucial for the convergence of the MRAS algorithm.
Random Policy Generation
To apply the MRAS method, we first need to set up a random policy generation mechanism. Since the action space of the channel recommendation MDP is continuous, we use the Gaussian distributions. Specifically, we generate sample actions ðRÞ from a Gaussian distribution for each system state R 2 R independently, i.e., ðRÞ $ N ð R ; 2 R Þ. 2 In this case, a candidate policy can be generated from the joint distribution of jRj independent Gaussian distributions, i.e., where ' is the circumference-to-diameter ratio.
System Throughput Evaluation
Given a candidate policy randomly generated based on fð; ; Þ, we need to evaluate the expected system throughput È . From (7), we obtain the transition probabilities P ðRÞ R;R 0 2. Note that the Gaussian distribution has a support over ðÀ1; þ1Þ, which is larger than the feasible region of ðRÞ. This issue will be handled in Section 5.2.2.
for any system state R; R 0 2 R. Since a policy leads to a finitely irreducible Markov chain, we can obtain its stationary distribution. Let us denote the transition matrix of the Markov chain as Q ¼ 4 ½P ðRÞ R;R 0 jRjÂjRj and the stationary distribution as p p ¼ ðP rð0Þ; . . . ; P rðminfM; NgÞÞ. Obviously, the stationary distribution can be obtained by solving the equation p pQ ¼ p p. We then calculate the expected system throughput È by È ¼ P R2R P rðRÞU R . Note that in the discussion above, we assume that 2 implicitly, where is the feasible policy space. Since Gaussian distribution has a support over ðÀ1; þ1Þ, we thus extend the definition of expected system throughput È over ðÀ1; þ1Þ jRj as
& In this case, whenever any generated policy is not feasible, we have È ¼ À1. As a result, such policy will not be selected as an elite sample (discussed next) and will not be used for probability updating. Hence, the search of the MRAS algorithm will not bias toward any unfeasible policy space.
Reference Distribution Construction
To construct the reference distribution, we first need to select the elite policies. Suppose L candidate policies, 1 ; 2 ; . . . ; L , are generated at each iteration. We order them based on an increasing order of the expected system throughputs È , i.e., È 1 È 2 . . . È L , and set the elite threshold as ¼ È dð1ÀÞLe , where 0 < < 1 is the elite ratio. For example, when L ¼ 100 and ¼ 0:4, then ¼ È 60 and the last 40 samples in the sequence will be selected as elite samples. Note that as long as L is sufficiently large, we shall have < 1 and hence only feasible policies are selected. According to (9), we then construct the reference distribution as
Policy Generation Update
For the MRAS algorithm, the critical issue is the updating of random policy generation mechanism fð; ; Þ or solving the problem in (9) . The optimal update rule is described as follows (the proof is given in the appendix of the separate supplemental file):
Theorem 4. The optimal parameter ð ; Þ that minimizes the Kullback-Leibler divergence between the reference distribution g k ðÞ in (12) and the new policy generation mechanism fð; ; Þ is
MARS Algorithm for Optimal Spectrum Access Policy
Based on the MARS algorithm, we generate L candidate polices at each iteration. Then, the updates in (13) and (14) are replaced by the sample average version in (15) and (16) in Algorithm 1, respectively. As a summary, we describe the MARS-based algorithm for finding the optimal spectrum access policy of adaptive channel recommendation MDP in Algorithm 1.
Algorithm 1. MRAS-based Algorithm for Adaptive
Recommendation Based Optimal Spectrum Access. 1: initialize parameters for Gaussian distributions ð 0 ; 0 Þ, the elite ratio , and the stopping criterion . Set initial elite threshold 0 ¼ 0 and iteration index
increase iteration index k by 1.
4:
generate L candidate policies 1 ; . . . ; L from the random policy generation mechanism fð; kÀ1 ; kÀ1 Þ.
5:
select elite policies by setting the elite threshold k ¼ maxfÈ dð1ÀÞLe ; kÀ1 g.
6:
update the random policy generation mechanism by (for any 8R 2 R)
7: until max R2R R;k < .
We then analyze the computational complexity of the MRAS algorithm. For each iteration, the sample generation in Line 4 in Algorithm 1 involves L samples with each generated from jRj Gaussian distributions. This step has the complexity of OðLjRjÞ. The elite sample selection in Line 5 involves the sorting operation, which typically has the complexity of OðL ln LÞ. The update in Line 6 involving the summation operation also has the complexity of OðLjRjÞ. Suppose that it takes Z iterations for the algorithm to converge. Then, the total computational complexity of the MRAS algorithm is OðZLjRj þ ZL ln LÞ.
Convergence of MRAS
In this part, we discuss the convergence property of the MRAS-based optimal spectrum access policy. For ease of exposition, we assume that the adaptive channel recommendation MDP has a unique global optimal policy. Numerical studies in [7] show that the MRAS method also converges for the multiple global optimums case. We shall show that the random policy generation mechanism fð; k ; k Þ will eventually generate the optimal policy.
Theorem 5. For the MRAS algorithm, the limiting point of the policy sequence f k g generated by the sequence of random policy generation mechanism ffð; k ; k Þg converges pointwisely to the optimal spectrum access policy Ã for the adaptive channel recommendation MDP, i.e., 
The proof is given in the separate supplemental file. From Theorem 5, we see that parameter ð R;k ; R;k Þ for updating in (15) and (16) for each system stateR where P m ðRÞ is the probability of selecting channel m.
Similarly, with the homogeneous channel case, we can apply the MRAS method (by replacing system state R and decision variables P rec in Algorithm 1 withR and fP m ðRÞg M m¼1 , respectively) to obtain the optimal solutions with the new formulation. However, the number of decision variables fP m ðRÞg M m¼1 in the heterogeneous channel model equals to M2 M , which causes exponential blow up in the computational complexity (i.e., OðZLM2 M þ ZL ln LÞ with the similar analysis as in Section 5.2.5). We next focus on developing a low complexity efficient heuristic algorithm to solve the MDP.
Recall that in the heuristic algorithm in Lemma 1 for the homogeneous channel recommendation, the weight of selecting each recommended channel is 1 N and total weights of choosing recommended channels are R 1 N . Similarly, we can design a low complexity heuristic algorithm for the heterogeneous channel recommendation. More specifically, we set the weight of selecting channel m as P m 1 (P m 0 , respectively) when the channel is recommended (the channel is not recommended, respectively). Given the system is in stateR, the probability of choosing channel m is proportional to its weight of its state I m , i.e., 2M denote the set of corresponding decision variables. Our objective is to find the optimal that maximizes the time average throughput È. We can again apply the MRAS method to find the optimal solution, which is given in Algorithm 2. The procedures of derivation are very similar with the MRAS method for the homogeneous channel recommendation; we omit the details due to space limit. With the similar analysis as in Section 5.2.5, we see that the heuristic algorithm has the computational complexity of OðZLM þ ZL ln LÞ. increase iteration index k by 1.
4:
generate L candidate policies 1 ; . . . ; L from the random policy generation mechanism fð; ðk À 1Þ; ðk À 1ÞÞ.
5:
select elite policies by setting the elite threshold
update the random policy generation mechanism by (for any I m 2 f0; 1g;
7: until max I m 2f0;1g;m2M m Im ðkÞ < . Note that the optimal policy Ã for the heuristic heterogeneous channel recommendation is also a feasible policy for the heterogeneous channel recommendation MDP. The performance of the optimal policy for the heterogeneous channel recommendation MDP thus dominates the heuristic heterogeneous channel recommendation. However, numerical results show that the heuristic heterogeneous channel recommendation has a small performance loss comparing to the optimal policy while gaining a significant computation complexity reduction.
ADAPTIVE CHANNEL RECOMMENDATION IN GENERAL CHANNEL ENVIRONMENT
For the ease of exposition, we consider the Markovian channel model in the analysis above. Such a channel model can be a good approximation of reality if the primary traffic is highly bursty [11] . We now extend the MRAS-based channel recommendation algorithm to a general channel environment including the non-Markovian setting, where it is difficult to obtain the statistical properties a priori. The key idea is to cast the system throughput optimization problem in the general channel environment as a stochastic optimization problem. LetS ¼ ðS 1 ; . . . ; S M Þ be the states of all channels, which is a random vector generated from a general probability distribution . Then, the stochastic system throughput optimization problem is given as max ES $ ½ÈðSÞ; ð22Þ
where ÈðSÞ denotes the system throughput under the channel statesS, and ES $ ½Á denotes the expected system throughput under the channel state distribution . Recent result in [12] shows that the MRAS algorithm can be used to solve such stochastic optimization problem by drawing a large samples of channel states fSð1Þ; . . . ;SðLÞg from the probability distribution and evaluating the expected performance by the sample average (i.e., ES $ ½ÈðSÞ ¼ 1 L P L l¼1 ÈðSðlÞÞ). When the size of channel-states samples is large enough, the MRAS algorithm can converge to the optimal solution Ã approximately [12] . Based on the idea above, secondary users can first probe the channel environment by sensing and recording the channel states fSðtÞg T t¼1 over a long time period consisting of T time slots. Note that the channel probing can be achieved in a collaborative way that each user selects one channel to sense and shares the sensing results with other users at end of the probe period. Then, each user can apply the MRAS algorithm to compute the near-optimal channel recommendation policy Ã by constituting È as
Note that the optimization problem in (22) can also be generalized to take other dynamic factors into account. For example, let% ¼ ð% 1 ; . . . ; % M Þ denote the loss rates of all the channels, which follow a probability distribution . Then, the stochastic system throughput optimization problem can be written as max ES $ ;%$ ½ÈðS;%Þ; ð23Þ
where ÈðS;%Þ denotes the expected system throughput under the channel statesS and channel loss rates%. We can solve the problem (23) with a similar procedure as described above.
As another example, we can apply the optimization formulation in (22) to address the issue of heterogeneous user capacities. LetãðtÞ ¼ ða 1 ðtÞ; . . . ; a N ðtÞÞ be the channel selections of all users at time slot t, and let B m n denote the mean data rate that user n achieves on channel m. Then, the stochastic system throughput optimization problem in (22) can be written as
UðSðtÞ;ãðtÞÞ
where UðSðtÞ;ãðtÞÞ denotes the system throughput under channel statesS and channel selectionsã, which can be computed as UðSðtÞ;ãðtÞÞ ¼ P N n¼1 S a n ðtÞ ðtÞB anðtÞ n g anðtÞ n ðãðtÞÞ. Here, g a n n ðãÞ denotes the probability that user n successfully grabs the channel a n , which can be derived from the adopted channel contention mechanism. For the random backoff mechanism in this paper, we have
Similarly, by the sample average approach (i.e., drawing L samples of actions over T time slots fãðtÞg T t¼1 from the policy), we can obtain the expected system throughput as
and then apply the MRAS algorithm to find the solution.
SIMULATION RESULTS
In this section, we investigate the proposed adaptive channel recommendation scheme by simulations. The results show that the adaptive channel recommendation scheme not only achieves a higher performance over the static scheme and random access scheme, but also is more robust to the dynamic change of the channel environments.
Simulation Setup
We initialize the parameters of the MRAS algorithm as follows: We set R ¼ 0:5 and R ¼ 0:5 for the Gaussian distribution, which has 68.2 percent support over the feasible region ð0; 1Þ. We found that the performance of the MRAS algorithm is insensitive to the elite ratio when 0:3. We thus choose ¼ 0:1. When using the MRAS-based algorithm, we need to determine how many (feasible) candidate policies to generate in each iteration. Fig. 5 shows the convergence of the MRAS algorithm with 100, 300, and 500 candidate policies per iteration, respectively. We have two observations. First, the number of iterations to achieve convergence reduces as the number of candidate policies increases. Second, the convergence speed is insignificant when the number changes from 300 to 500. We thus choose L ¼ 500 for the experiments in the sequel.
Homogeneous Channel Recommendation
We first consider a cognitive radio network consisting of M ¼ 10 stochastically homogeneous primary channels, and N ¼ 5 secondary users. The data rate of each channel is normalized to be 1 Mbps. To take the impact of primary user's long run behavior into account, we consider the following two types of homogeneous channel environments (i.e., channel state transition matrices): 
where is the dynamic factor. Recall that a larger means that the channels are more dynamic over time. Using (2), we know that channel environments À 1 and À 2 have the stationary channel idle probabilities of 1=6 and 1=2, respectively. In other words, the primary activity level is much higher with the Type 1 channel environment than with the Type 2 channel environment. We implement the adaptive channel recommendation scheme and benchmark it with the static channel recommendation scheme in [5] and the random access scheme. We choose the dynamic factor within a wide range to investigate the robustness of the schemes to the channel dynamics. The results are shown in Figs. 6 and 7. From these figures, we see that the adaptive channel recommendation scheme offers 5-18 percent performance gain over the static scheme. Moreover, the adaptive channel recommendation is much more robust to the dynamic channel environment changing. The reason is that the optimal adaptive policy takes the channel dynamics into account while the static one does not.
Heuristic Heterogenous Channel Recommendation
We now evaluate the proposed heuristic heterogeneous channel recommendation mechanism in Section 6. We implement the heuristic heterogeneous channel recommendation mechanism in heterogenous channel environments. The data rates of M ¼ 10 channels are fB 1 ¼ 0:2; B 2 ¼ 0:6;
Mbps. The stochastic channel state changing environment is given as
Here, subscript denotes channel index, and superscript denote channel type index. We also implement static channel recommendation, the optimal homogeneous channel recommendation (Algorithm 1) and optimal heterogeneous channel recommendation (similar with Algorithm 1 by replacing system state R and decision variables P rec withR and fP m ðRÞg M m¼1 , respectively) as benchmarks. The results are depicted in Fig. 8 . From the figure, we see that the heuristic heterogeneous channel recommendation achieves up to 70 and 100 percent performance improvement over the optimal homogeneous channel recommendation and static channel recommendation, respectively. The performance loss is at most 20 percent comparing with the optimal heterogeneous channel recommendation. Note that the number of decision variables in the optimal heterogeneous channel recommendation is M2 M ¼ 10; 240, while the number of decision variables in the heuristic heterogeneous channel recommendation is only 2M ¼ 20. The convergence of the heuristic heterogeneous channel recommendation hence is much faster than the optimal heterogeneous channel recommendation.
Simulation with Real Channel Data
We now evaluate the adaptive channel recommendation scheme using real channel data. The data we used (from [13] ) are the spectral measurements taken in 850-870 MHz public safety band in Maryland. The measured band is divided into 60 channels, and each channel has a bandwidth of 25 KHz. The measurements were taken over a duration of Comparison of heuristic heterogenous channel recommendation, optimal homogeneous channel recommendation, and optimal homogeneous channel recommendation. activity is determined by the energy detection with a threshold of 10 dB above the noise floor [14] . Fig. 9 visualizes the real trace data. We observe that these channels exhibit a large number of busy/idle cycles (i.e., temporal correlations) and statistically heterogeneous channel availabilities.
We implement the heuristic heterogeneous channel recommendation scheme in a network consisting of six channels from the real data. We set the mean data rates of all channels as fB 1 ¼ 5;
For the channel contention, we set the number of backoff mini-slots Ã ¼ 20. Besides the systemwide throughput, we also consider the average access delay, i.e., the average number of time slots that a secondary user needs to wait until its data packet can successfully go through for transmission without blocking. A data packet can be blocked due to the factors such as the channel availability and channel contentions. As a benchmark, we also implement a belief-based channel access scheme proposed in previous work [15] , [16] as follows:
. Each user n maintains the following two vectors: X X n ¼ ðX . At the end of each time slot, each user n broadcasts the sensing result to other users, and then updates the parameters X X n and Y Y n based on the overall sensing results of all users. The key idea of the belief-based channel access is to select channels based on the belief ! n m generated from the history of users' observations X X n and Y Y n . We implement the adaptive channel recommendation and belief-based channel access schemes with the number of users N ranging from 2 to 8. The results are shown in Figs. 10 and 11 .
Compared with the belief-based channel access scheme, we see that the channel recommendation scheme can achieve up to 30 percent system throughput improvement and reduce up to 15 percent access delay.
Simulation with User Heterogeneity and Partial Recommendation
We then evaluate the adaptive channel recommendation scheme with user heterogeneity. We consider a network consisting of six channels (from the real data) and six users.
To take the user heterogeneity into account, we set the mean data rates that a user n can achieve on the channels as h n B B, where h n is user specific transmission gain and B B ¼ fB
Here, the transmission gain is used to model user specific throughputs due to their heterogeneous channel conditions. In this study, each user's transmission gain h n is randomly assigned from the set f1:0; 1:1; . . . ; 1:5g. To further investigate the impact of recommendation information, we introduce the recommendation sharing graph G ¼ðN ; EÞ. Here, the vertex set N is the same as the secondary user set, and the edge set is defined as E ¼ fði; jÞ : ki; jk ; 8i; j 6 ¼ i 2 N g, where ki; jk is the distance between users i and j, and denotes user's message broadcasting radius. That is, Fig. 9 . Channel activity map from trace data of 850-870 MHz band in Maryland [13] . Fig. 10 . System average throughput of channel recommendation and belief-based channel access (benchmark) schemes with heterogeneous channel date rates. Fig. 11 . Average access delay of channel recommendation and beliefbased channel access (benchmark) schemes with heterogeneous channel date rates.
if there exists an edge between users i and j, then users i and j can receive each other's channel recommendations. We first compute the optimal heuristic channel recommendation policy under the full recommendation information sharing setting, and then implement the channel recommendation scheme on five types of recommendation sharing graphs as in Fig. 12 . Graph ðaÞ is the full recommendation information sharing case, and the degree of recommendation information sharing decreases from Graphs ðaÞ to ðeÞ. The results are shown in Fig. 13 . We see that as the degree of recommendation information sharing decreases, the system performance decreases, with a less than 5 percent performance loss. This is because that the heuristic heterogeneous channel recommendation also assigns proper positive weights fP m 0 g M m¼1 for channel selection decisions to avoid congestions when channels are unrecommended. Another reason can be that the information asymmetry among users (due to incomplete recommendation information) diversifies the spectrum access decisions among the users, which mitigates congestions and compensates the performance somehow. We also observe that the channel recommendation scheme achieves higher performance than the belief-based channel access scheme in all cases.
RELATED WORK
The spectrum sharing by multiple secondary users can be either noncooperative or cooperative [17] . For the noncooperative case, multiple secondary users compete with other for the resource. Huang et al. [18] designed two auction mechanisms to allocate the interference budget among selfish users. Chen and Huang [19] proposed a spatial spectrum access game framework for distributed spectrum sharing mechanism design with spatial reuse. Li and Han [20] applied the graphic game theory to address the spectrum access problem with limited range of mutual interference. Han et al. [21] and Zhao et al. [22] used noregret learning to solve this problem, assuming that the users channel selections are common information. The learning converges to a correlated equilibrium, wherein the common observed history serves as a signal to coordinate all users channel selections. Anandkumar et al. [23] proposed a learning-based approach for competitive spectrum access with incomplete spectrum information.
For the cooperative spectrum access, Zhao et al. [22] proposed a dynamic group formation algorithm to distribute secondary users' transmissions across multiple channels. Shu and Krunz [24] proposed a multilevel spectrum opportunity framework. The above papers assumed that each secondary user knows the entire channel occupancy information. Liu et al. [15] and Lai et al. [16] designed the spectrum access mechanisms based on beliefs, which are generated according to users' channel sensing histories. In this paper, we consider the case where each secondary user only has a limited view of the system and selects channels adaptively based on real-time information by recommendation.
Our algorithm design is partially inspired by the recommendation systems in the electronic commerce industry, where analytical methods such as collaborative filtering [25] and multiarmed bandit process modeling [26] are useful. However, we cannot directly apply the existing methods to analyze cognitive radio networks due to the unique congestion effect here.
CONCLUSION
In this paper, we propose an adaptive channel recommendation scheme for efficient spectrum sharing. We formulate the problem as an average reward-based MDP. We first prove the existence of the optimal stationary spectrum access policy, and then characterize the structure of the optimal policy in two asymptotic cases. Furthermore, we propose a novel MRAS-based algorithm that is provably convergent to the optimal policy. Numerical results show that our proposed algorithm outperforms the static approach in the literature by up to 100 percent in terms of system throughput. Our algorithm is also more robust to the channel dynamics compared to the static counterpart.
In terms of future work, we plan to consider the case where the secondary users are selfish. Design of an incentive-compatible channel recommendation mechanism for that case will be very interesting and challenging. 
