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With the development of miniaturization technology, there is currently an intense
effort in the research community to study the microscopic work, heat and associat-
ed properties because of potential applications in biophysics and micro engineering.
However, the transition of ideas in thermodynamics from macro scale to micro s-
cale is indeed not so straightforward. On one hand, the building-ups of many laws
and theorems in macroscopic thermodynamics are based on the condition of ther-
modynamic limit1, which automatically fails in small systems involving few degrees
of freedom. As a consequence, the implications of those laws and theorems in mi-
croscale thermodynamics should be reexamined carefully. On the other hand, as the
size of working medium shrinks to a nano level, thermal fluctuations and quantum
fluctuations in work, heat, and other quantities can be comparable to their mean
values. Such fluctuations might cause a stability problem when constructing nano
energy devices. For example, in the case of nanoscale heat engines, the cycle-to-cycle
fluctuations in the work output become an unavoidable issue.
In this thesis, we study intriguing behaviors of microscopic work and heat in
systems involving few degrees of freedom. We firstly report that a quantum Carnot
cycle should consist of two isothermal processes and two mechanical adiabatic pro-
cesses if we want to maximize its heat-to-work conversion efficiency. We then find
1The thermodynamic limit of a system in statistical mechanics is the limit for a large number N of
particles (e.g., atoms or molecules) where the volume is taken to grow in proportion with the number
of particles.
x
that the efficiency can be further optimized, and it is generally system specific, low-
er than the Carnot efficiency, and dependent upon the temperatures of both the
cold and hot reservoirs. This is the first design of a quantum Carnot cycle based
on an efficiency consideration. We then move on to the studies of the fluctuations
of microscopic work. We find a principle of minimal work fluctuations related to
the Jarzynski equality. In brief, an adiabatic process without energy level cross-
ings yields the minimal fluctuations in e−βW , given a thermally isolated system
initially prepared at thermal equilibrium. Finally, we investigate an optimal control
approach to suppress work fluctuations and accelerate adiabatic processes. This
optimal control approach can be applied to a wide variety of systems even when we
do not have a full knowledge of the systems.
xi
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1.1 Microscopic Heat Engine
With the development of technology in miniaturization, the studies of energy devices
in nanoscale have attracted great attention in recent years. In theoretical aspects,
it is interesting to ask whether their efficiency, output power, work fluctuations and
other associated performance indices are similar to macroscopic analogues, especially
when the size of working medium shrinks to a quantum level. Of particular interest,
among all the macroscopic heat engines, is the Carnot engine which has the highest
efficiency η = 1 − Tc/Th, where Tc and Th are temperatures of the cold and the hot
reservoirs, respectively1. Such a Carnot efficiency has been realized theoretically in
specific microscopic working substances, e.g., a single particle confined to an infinitely
deep well, a harmonic oscillator, and even small systems with only a few energy levels
[1–10]. These instances indicate that there is no necessary complementarity between
size and efficiency. Apart from this quantum Carnot cycle, other cycles such as Otto
cycle, Brayton cycle and Diesel cycle have been studied in microscopic systems as well,
partially due to the feasibility of extracting non-infinitesimal power [11–15]. In addition,
it seems that microscopic systems provide a clearer link between thermodynamics and
information entropy. Detailed models of Maxwell’s demon and Szilard engine have been
1An ideal refrigeration or heat pump cycle can be obtained by changing the sign of heat flow and work
performed in the same Carnot cycle, with efficiencies ηRc = Tc/(Th − Tc) and ηHPc = Th/(Th − Tc).
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proposed [16–18], as well as heat engines driven by purely quantum information [19].
All these studies should not just inspire applicable quantum heat engine designs but also
lay a solid and fruitful foundation for nanoscale thermodynamics.
Besides theoretical studies, serious efforts have also been made to the experimental
realization of a microscopic heat engine. Remarkably, two successful constructions have
been reported recently. One of them is by a single colloidal particle subject to a time-
dependent optical laser trap [20], and the other consists of a crystalline silicon structure
driven by high d.c. current [21]. Moreover, several possible experimental schemes
to realize nano heat engines were proposed as well [22–24]. For instance, a possible
realization consists of two macroscopically separated quantum-dot conductors coupled
capacitively to the fundamental mode of a microwave cavity [23]. These results pave
the way for the design of practical micromechanical machines in the future.
However, we have to emphasize that the study of quantum Carnot cycle is far from
being complete. One important reason is that most of the studies on quantum Carnot
cycle are based on specific working mediums. Although some of them have reached
the macroscopic Carnot efficiency under appropriate protocols, others may have lower
efficiency than η = 1 − Tc/Th when confronting inevitable irreversibility due to the
finiteness of systems [25–27]. This property is markedly different from the macroscopic
Carnot efficiency, which depends only on the temperature of two heat reservoirs, staying
the same regardless of the working substances [28]. Since the efficiency of Carnot cycle
is closely related to the second law of thermodynamics, it is important to reexamine the
implications of the second law for the efficiency of a general quantum Carnot cycle. That
is, we are concerned with the corresponding Carnot efficiency of a general heat engine
without referring to a specific working substance. This is one of the main subjects of
this thesis.
1.2 Fluctuation Theorems
In a small system with few degrees of freedom, another interesting aspect is that thermal
fluctuations and quantum fluctuations in macroscopic thermodynamic quantities are
2
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comparable to their mean values. Understanding and manipulating these fluctuations
hence become an interesting and important topic. From a practical point of view,
because of such fluctuations, microscale heat engines mentioned above produce not a
deterministic but a probabilistic work output. Therefore, the stability or reliability of
work output is as important as the efficiency and work output power [29, 30]. Indeed,
given two heat engines with the same mean work output per cycle, the one with less
fluctuations and hence more uniform output is more desirable.
Apart from the practical concern of microscale energy devices, the connections be-
tween nonequilibrium statistical fluctuations with equilibrium properties, such as those
established through fluctuation theorems (e.g., Jarzynski equality [31, 32] and crooks
theorem [33]), also provide some fundamental physical insights into nanoscale ther-
modynamics [34]. Jarzynski’s equality, i.e., 〈e−βW 〉 = e−β∆F [31, 32], is a good
example even in non-linear response regimes [35], which reveals connections between
the nonequilibrium work W and the free energy difference ∆F for a system prepared
initially at a canonical distribution with inverse temperature β. Another interesting
point of fluctuation theorems is their strong connections with the second law of ther-
modynamics. One study [36] shows that the probability of microscopic work output
is exponentially suppressed with respect to violation of the second law by use of the
Jarzynski equality. Therefore, we can never observe the violations in macroscopic world.
Besides, another fluctuation relation for microscopic heat engines also yields the in-
equality η = 〈W 〉/〈Qh〉 ≤ 1 − Tc/Th [37]. Therefore, on average, no heat engines
operating between two reservoirs of temperatures Tc and Th can outperform the ideal
Carnot engine.
Jarzynski equality and Crooks theorem were soon extended to the quantum domain
[38–41]. For open systems, given a system that is weakly coupled with the environ-
ment and prepared initially in canonical equilibrium, it has been shown that the work
performed on the system satisfies the same Crooks theorem and the Jarzynski equal-
ity both classically and quantum mechanically [42–44]. Besides the above theoretical
progress in canonical ensemble, Jarzynski equality has been verified in both classical and
3
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quantum domains experimentally [45, 46], and has also been generalized to microcanon-
ical states [47, 48]. To sum up, the study of these microscopic fluctuations is one of the
most active frontiers of physics research today and it will be exciting to see what new
applications and even new physics might arise in the forthcoming years.
However, it is interesting to note that fluctuation theorems only reveal statistical
properties in microscopic work but never tell us the rate of convergence towards the
fluctuation theorems. In the case of Jarzynski’s equality, i.e., 〈e−βW 〉 = e−β∆F , it
can be known that the ensemble average 〈e−βW 〉 will finally converge to the value of
e−β∆F , but it never mentions how fast the convergence is. That is, how many times
are enough to repeat the same work protocol for us to obtain a correct value of ∆F
in exmperiments2. Such convergence often turns out to be poor [50, 51], limiting
the applicability of Jarzynski equality to the measurement of free energy difference in
practice. This understanding further motivates us to ask the following question: Is
there a lower bound of the work fluctuations? And if so, how should we suppress work
fluctuations systematically in a given protocol? This is another main subject of this
thesis.
1.3 Outline of Thesis
Chapter 2 will be a review of relevant background materials used in this thesis. Firstly,
we discuss the driven system under a time dependent Hamiltonian with some system
parameters tuned in time. Following that, we review the mechanic adiabatic theorem
both in classical and quantum domains, giving special attention to the adiabatic condi-
tions and the adiabatic invariants. In Chapter 3, we first review the minus first law of
thermodynamics. We then go through three kinds of definitions of microscopic work.
Specifically, the validity of those definitions will be checked, and the difference between
them will be discussed in both mathematical and physical views. In Chapter 4, we
introduce a work-related principle known as the quantum minimal work principle. We
2Note that same things happen in thermodynamics. For example, the minus first law of thermodyan-
mics (the equilibrium principle) tell us the spontaneous approach to equilibrium from non-equilibrium,
but no indication of the speed of approach to the new equilibrium state is given [49].
4
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then go through the detailed demonstration of this principle and extend this idea to the
classical domain. In Chapter 5, we construct a quantum Carnot cycle that consists of
two quantum adiabatic steps and two isothermal steps. This construction is based on
the minimum work principle studied in Chapter 4. It is then shown, by consideration
of efficiency, the heat-to-work efficiency of such quantum heat engine cycles can be
further optimized via two important conditions regarding the expectation value of some
generalized force operators calculated at equilibrium states. In Chapter 6, we move
on to study the work fluctuations in microscopic driven systems. We first review the
derivation of Jarzynski equality both in classical and quantum domains. Following that,
we then theoretically demonstrate the principle of minimal work fluctuations. That is,
an adiabatic process without energy level crossing yields the minimal fluctuations in
e−βW , given a thermally isolated system initially prepared at thermal equilibrium. In
Chapter 7, we develop a method to design control fields to suppress dissipated work and
work fluctuations based on the well-known optimal control theory. This method can
be applied to a wide variety of systems. The comparison between our method and a
previous method called shortcuts to adiabaitcity also confirms our principle of minimal




Time Dependent Hamiltonian Systems
and Adiabatic Theorem
In this chapter, we review some basics that will be used throughout this thesis. In studies
concerning quantum work and quantum heat engines, one is typically interested in driven
systems with some tunable parameters. For such systems, the Hamiltonian changes with
time, making the adiabatic theorem important to the understanding of such Hamiltonian
systems. We shall begin this chapter by describing some physical notions about tunable
quantum systems. Following this, we briefly review the quantum adiabatic theorem.
We will go through some details of this theorem, and then extend all these concepts
to classical mechanics. These tools will be constantly applied in discussions throughout
this thesis.
2.1 Parameter-tunable Systems and Quantum Adiabatic The-
orem
Let us consider a quantum system with a Hilbert space of dimension N (N can be
infinity). The system is subject to a unitary process described by a Hamiltonian H(λ)
with a time-dependent parameter λ = λ(t)1. For each i = 1, . . . , N , let |ψi(λ)〉 denotes
1Examples include a harmonic oscillator, with λ being the harmonic frequency, as well as a particle
in an infinitely deep square-well potential, where λ can be the width of the potential well.
6
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an instantaneous eigenstate of H(λ), respectively, with instantaneous eigenvalue Ei(λ):
H(λ)|ψi(λ)〉 = Ei(λ)|ψi(λ)〉. (2.1)
Let U(t, 0) denote the unitary time evolution operator associated with the process from
λ = λ0 to λ = λt.
Expanding our time-evolving state |Ψ(t)〉 = U(t, 0) |Ψ(0)〉 using the instantaneous



































In order to re-express 〈ψj(λ)|dψi(λ)dt 〉, we take the time derivative on both sides of





〉 = E˙i|ψi(λ)〉+ Ei|dψi(λ)
dt
〉. (2.7)
2We set ~ = 1 in this thesis for convenience.
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〉 = E˙iδij + Ei〈ψj(λ)|dψi(λ)
dt
〉. (2.8)
if i 6= j then
〈ψj(λ)|dHˆ(λ)
dt
|ψi(λ)〉 = (Ei − Ej)〈ψj(λ)|dψi(λ)
dt
〉. (2.9)






Ei − Ej . (2.10)










Ei − Ej . (2.11)
Here comes the adiabatic approximation: if λ˙ → 0 and Ei − Ej is not so small, then
the integration of the second term on the right hand side Eq. (2.11) with the oscillating
factor ei(θi−θj) is negligible compared to that of the first term without any oscillating




we can easily obtain









is the geometric phase. since 〈ψj(λ)|dψj(λ)dt 〉 is an imaginary number, it implies that
the system starting from the jth initial eigenstate remains in the jth instantaneous
eigenstate, simply picking up a phase factor ei[θj(t)+γj(t)]. We thus reach the conclusion
of adiabatic theorem. In summary, this theorem states that [52]:
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A physical system remains in its instantaneous eigenstate if the tunable parameter
of this system is changing slowly enough and if there is no spectrum degeneracy during
this change.
Adiabatic theorem is an important concept in quantum machanics, and the cor-
responding adiabatic process has been widely applied in quantum technologies such as
frictionless atom cooling [12] and atomic transport [53]. However, because of the prereq-
uisite of a slow change of the system parameters, time needed to realize such processes
can be quite long. The development of new methods to induce adiabatic dynamics has
become one exciting process in quantum control [54]. The emerging topic of shortcuts
to adiabaticity aims at designing nonadiabatic protocols which reproduce the same tar-
get state that would result from strictly adiabatic dynamics [55]. We will return to this
topic in Chapter 7.
2.2 Classical Adiabatic Theorem
For some complex quantum problems, especially in cases with a relatively high tempera-
ture, starting with the classical mechanics might be useful in guiding our understandings
or predictions. We therefore introduce briefly the classical adiabatic theorem as well.
For classical adiabatic theorem, the key factor is a special set of canonical coordi-
nates called action-angle variables (I, θ). Consider, for convenience, a one-dimensional
classical Hamiltonian Hc(p, q, λ), with (p, q) representing phase space coordinates, and
λ being the time-dependent tunable parameter. We let E = Hc(p, q, λ) denote the
system’s energy. The action variable I is then defined by
I ≡ 12pi
∮
p dq = 12pi
∮
p(q, λ,E) dq, (2.15)
where the integration path is along a periodic orbit with a constant E. Eq. (2.15)
implies
E = H˜(I, λ) = H(p, q, λ). (2.16)
9
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That is, our new Hamiltonian under action-angle variables (I, θ) is independent of θ 3.




I is therefore a constant as time evolves.
Now let us gain some hints from the quantum case. Eq. (2.15) reminds us of the
Bohr-Sommerfeld quantization in the old quantum theory, which obeys
∮
H(p,q)=E
pidqi = nih, (2.18)
where ni is the ith quantum number in the old quantum theory. Recalling the property
of aforementioned quantum adiabatic theorem, the quantum number ni is an invariant.
It is thus natural to expect
I˙ ≈ 0 (2.19)
in classical adiabatic processes with λ(t) changing slowly.
We skip the complete derivation, which can be found in Goldstein’s textbook [56].
A more mathematical form of this classical adiabatic theorem is stated as follows:
For a system described by H˜(I, λ), I˙ ≈ 0 if λ˙/λ  ω, where ω is the inherent
frequency of the system. This ω corresponds to the gap between eigenvalues in the
quantum case. In brief, action variable of integrable systems is an adiabatic invariant in
classical systems.
Summarizing this chapter, we have introduced the important adiabatic theorem in
both classical and quantum mechanics. The corresponding adiabatic invariants will be
used extensively in this thesis. Apart from that, because of some historical reasons, an
adiabatic process in thermodynamics has a different meaning: it represents one that
occurs without transfer of heat between a system and its surroundings. However, that
concept is completely different from our mechanical adiabatic process aforementioned
3Note that, for a system with more degrees of freedom, obtaining H˜(I, λ) as a function independent
of θ requires the system to be separable [56].
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in this chapter. More discussions will be given on both of them in the next chapter.
11
Chapter3
The Definitions of Quantum Work and
Heat
Historically, macroscopic thermodynamics arose from the study of two different ways of
transferring energy, i.e., as heat and as work, as well as the relation between those and
the system’s macroscopic variables such volume, temperature and pressure [57]. Thus
it is of great importance to define quantum work and heat to have a whole picture
of quantum thermodynamics. Indeed, in the literature, several kinds of definitions of
quantum work and heat have been proposed to deal with different physical problems,
some of which directly borrowing ideas from macroscopic thermodynamics. We shall
show that many such definitions are not necessarily correct and should be treated with
extreme caution.
In this chapter, we first review the minus first law, maybe the most fundamental
assumption in thermodynamics, which states that the nonequilibrium states will relax
to equilibrium spontaneously. However, as we shall see, this equilibrium principle only
works in macroscopic systems containing a large number of particles. Following that,
we introduce three kinds of definitions of microscopic work, and the validity of them
will be checked carefully. The first definition indicates that only slowly evolving systems
are thermally adiabatic, which is inconsistent with macroscopic cases. The second
definition, though consistent with macroscopic dynamics, cannot reveal any differences
12
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between classical and quantum cases. Only the third definition, based on experimental
two time measurements, has the desired properties. The third definition will serve as
preparation for studies of quantum heat engines and work fluctuations in latter chapters.
3.1 The Minus First Law in Classical Systems
The minus first law of thermodynamics, also called the equilibrium principle, is stated
as follows [49]:
An isolated macroscopic system prepared in an arbitrary initial state within a fixed
volume will spontaneously evolve to a unique state of equilibrium.
Several important points have to be made for this statement.
1. An equilibrium state, by definition, is a stable state unchanging with time. That
is, once the system reaches equilibrium, it will remain in that state thereafter.
Based on this property, a system in equilibrium can be described by some global
variables such as temperature, entropy, etc. [58] so long as the system is spatially
homogeneous1, and all of those macroscopic variables are unchanged unless the
external conditions are changed.
2. The evolution of the system from non-equilibrium to equilibrium is spontaneous.
In other words, this relaxation process is irreversible. This property directly leads
to the conclusion that any reversible process is necessarily a quasistatic one2,
such that the system can always remain in equilibrium. Furthermore, quasistatic
processes become an important condition to construct the ideal heat engine with
maximal efficiency, i.e., the Carnot heat engine3.
3. This equilibrium principle might be misunderstood as the second law. However, we
emphasize that the claims of the second law are often based on the macroscopic
1If the system is subject to some external force fields such as gravity, electricity and magnetism, it is
inhomogeneous.
2In macroscopic thermodynamics, a quasistatic process is a thermodynamic one that evolves slowly
enough for the system to stay in equilibrium [59].
3Indeed, a quasistatic process is just a necessary but not sufficient condition of reversibility. If there is
heat flow or if entropy is created in other ways such as friction, the quasistatic processes are irreversible.
We will come back to this issue when discussing the Carnot cycle.
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variables such as temperature and entropy, thus they are more applicable to the
situations with transitions between two equilibrium systems. For example, Clausius
expressed the second law as:
Heat can never pass from a colder to a warmer system without some other changes,
connected therewith, occurring at the same time [60].
In this statement, temperature is needed to distinguish colder and warmer system-
s. So it is not applicable to non-equilibrium systems whose global temperature
cannot be defined. On the contrary, the minus first law helps establishing con-
nections between non-equilibrium states and equilibrium ones. The name ’Minus
first law’ was given by Harvey R. Brown [49] to enforce that it might be the most
fundamental tenet in thermodynamics.
Let us now return to the preconditions for the minus first law. Quantitatively, when
the number of particles in the system is large, the phase space volume of the region (also
proportional to the number of microstates) associated with the equilibrium macrostate
under certain macro-constraints is much larger than that associated with any other non-
equilibrium macrostates. Moreover, because of the principle of equal a priori probability4,
the probability to find the system at an arbitrary non-equilibrium macrostate is negligible
compared to that of the equilibrium one with vastly larger region of phase space.
3.2 The Equilibrium Principle in Quantum Mechanics
In order to extend this minus first law to quantum regimes, some more caution is needed
[62]:
1. If we consider the equilibrium of a small system S, a bath B is required. In other
words, it is problematic to discuss the equilibration for a closed microscopic system
since its evolution is reversible (both in theory and in practice).
2. Given the total Hamiltonian H = HS +HB +V , where V is the coupling between
4The principle of equal a priori probability means that a closed system with an exact energy and exactly
known composition is equally likely to be found in any microstate consistent with that knowledge [61].
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the system and its environment, equilibration of the system can be guaranteed so
long as no energy levels are strongly degenerate and the initial state is spread over
many different energies. This condition can be understood as a way of excluding
the case of a small system which does not interact with the bath [63].
3. For each i = 1, . . . , N , let |ψi〉 denote the ith eigenstate of HS with eigenvalue
Ei. Then the Gibbs state with inverse temperature β = 1/kBT for the system













where Z is the quantum partition functions.
However, describing the equilibrium system by Gibbs states requires two more
conditions. Firstly, the density of states of the bath should grow faster than expo-
nential with the energy. This condition can be understood as a way of preventing
very special baths such as the Ising Model [64]. Secondly, the interaction term
should be small enough to guarantee weak-coupling. Actually, systems that inter-
act strongly with their baths will relax toward a reduced density operator of the
Gibbs state e−βHTrB(e−βH) (of the system plus the bath) instead of the Gibbs state ρS .
3.3 The First Kind of Definition of QuantumWork and Heat
The first definition has been mentioned and widely used in many pioneering studies
[3, 16, 65], and the general derivation was first given by Quan et al. [4].
Let us continue to consider the same time dependent Hamiltonian H(λ) mentioned
in Sec. 2.1, which can be represented by the instantaneous eigenstates {|ψi(λ)〉} with
instantaneous eigenenergies {Ei(λ)} (The dependence of all these quantities on the
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pij |ψi〉〈ψj |, (3.4)
for a given distribution with density matrix elements pij in the basis |ψi〉〈ψj |. Following
that, the mean energy of this system can be represented as




where pi ≡ pii is the probability in the ith eigenstate |ψi〉.
In order to study the change of the mean energy when tuning λ, we differentiate


















That is, the quantum heat can be defined as the energy change of a system due to
transitions between different energy levels, while the work performed corresponds to the
change in the eigenenergies Ei.
Refs. [4, 5, 66] proposed several arguments and comments on the above quantum
heat definition, and the rest of energy change can be “naturally” attributed to work.
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1. It was first argued that a change in the entropy will indicate a change in the heat
based on the formula
dQ = TdS, (3.9)




pi ln pi, (3.10)
a change in the entropy can be attributed to the changes in the probabilities pi.
The conclusion was that probability changes correspond to heat flows in quantum
systems.
2. Recalling the quantum adiabatic process introduced in Sec. 2.1, the population
distributions remain unchanged (dpi = 0) if a unitary process is executed very
slowly. Combining this property with the definition of quantum heat in Eq. (3.7),
it implies that the heat exchange is zero only if the process is infinitely slow. That
conclusion is inconsistent with our understanding of macroscopic adiabatic ther-
modynamics, where heat exchange can be zero for very fast processes. However,
early studies did not explain this inconsistency, and simply regarded the quantum
adiabatic process as a subset of the macroscopic adiabatic process in thermody-
namics.
3. Furthermore, based on the the current definition, the heat transfer occurs (dQ 6=
0) so long as the Hamiltonian changes fast enough to excite transitions between
different energy levels even for thermally isolated systems. One advocator of this
definition did try to explain this wired phenomenon [66]. It was said that heat can
be generated not only by transferring energy from hot to cold objects but by doing
mechanical work according to everyday experience, with the example being that
compressing and decompressing gas cyclicly can generate heat unless the process
is proceeded very slowly.
However, we claim here that all those arguments borrowing ideas hastily from macro-
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scopic world can be problematic under a rigorous examination. We list our analysis in
the order of above arguments:
1. The first argument made in Ref. [4] is based on an interpretation that works
only in macroscopic equilibrium systems. Certainly, the formula dQ = TdS in-
volving temperature T is completely a language of thermal equilibrium, and S in
the formula is the thermodynamic entropy. In parallel, the other entropy given by
Eq. (3.10) is called Gibbs entropy, belonging to the theory of statistical mechan-
ics5, which has been shown to be equivalent to the thermodynamic one only for
equilibrium states [67]. That is, the pi in Eq. (3.10) can only be the probability
of the microstate i taken from an equilibrium ensemble, so this Gibbs entropy is
only applicable to equilibrium systems as well. Our quantum system, however, is
a microscopic one involving only a few numbers of particles and can be isolated
from the environment. As we mentioned in Sec. 3.1, it is problematic to discuss
the equilibration for such systems. That is, a quantum system of interest is likely
not at equilibrium. Thus, it is even more problematic to define temperature and
other thermodynamic quantities for such quantum systems. This situation then




pi ln pi. (3.11)
Indeed, this Shannon entropy looks like Gibbs entropy except for the Boltzmann
constant kB, but the key point is that this pi can be the probability of the mi-
crostate i taken from nonequilibrium systems. Therefore, this information entropy
can be calculated for systems out of equilibrium. However this is still not enough
because the Shannon entropy does not carry any information on relative phases
between different states. For a quantum system described by the density ma-
trix (3.4), some information could be encoded in the off-diagonal density matrix
5The defining expression for entropy in the theory of statistical mechanics established by Ludwig
Boltzmann and J. Willard Gibbs in the 1870s, is of the form: S = −kB
∑
i
pi ln pi, where pi is the
probability of the microstate i taken from an equilibrium ensemble.
6In fact, the more general form of Shannon entropy is SShannon = −
∑
i
pi logb pi, where common
values of b are 2, Euler’s number e, and 10.
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elements (pij 6= 0 ∃ i 6= j) or the so-termed quantum coherence [11], we thus
should use von Neumann entropy7
Svon = −Tr(ρ ln ρ) (3.12)
instead of Shannon entropy.
Let us now calculate the von Neumann entropy of our system at time t. Given
the initial density matrix ρ0 = ρ(λ0) and unitary operator Ut ≡ U(t, 0), the
time-evolving density matrix ρt can be calculated by
ρt = Utρ0U †t . (3.13)
Combining this ρt with Eq. (3.12), we obtain the von Neumann entropy of ρt
S(t)von = −Tr(ρt ln ρt)
= −Tr[(Utρ0U †t ) ln(Utρ0U †t )]
= −Tr(ρ0 ln ρ0),
(3.14)
where in the last step, we used the property that the trace is invariant under
cyclic permutations. As we can see from Eq. (3.14), the von Neumann entropy
remains unchanged under arbitrary unitary evolutions induced by the Hamiltonian
(no need to be changed slowly). Intuitively, a good example is that an initial pure
state is always pure under the unitary evolution without any information loss.
Even though von Neumann information entropy cannot be connected to heat or
other thermodynamic quantities, it still implies that a system driven by a unitary
operator described by an arbitrary Hamiltonian is reversible.
2. Ref. [4] then tried to explain the inconsistency arising from the definition of quan-
tum heat. However, there seems to be a confusion between the mechanic adia-
7Von Neumann entropy shows that a projective measurement, which eliminates the off-diagnosed
probabilities, can indeed increase the information entropy. It thus implicates that wave-function collapse
is an irreversible process. More details can be found in reference [69].
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baticity and the thermodynamic one. For quantum adiabatic processes we discuss
here, it is indeed about mechanical adiabaticity and the corresponding classical
version has been mentioned in Chapter 2. During such adiabatic processes, for
both classical and quantum cases, the Hamiltonian should be changed very slowly
such that we have an adiabatic invariant, the probability of each state in quantum
system or the action variable in classical case. By contrast, a thermally adiabatic
process just requires no heat or matter transfer between a thermodynamic system
and its surroundings [70]. Such thermal adiabaticity can be described in a system
decoupled from its environments no matter whether the system’s own Hamiltonian
changes slowly or not. In other words, the mechanical adiabaticity requires the
system’s Hamiltonian changes slowly while the thermodynamic adiabatic one does
not. This comparison further helps to see clearly the confusion in Ref. [4] that
quantum adiabatic processes look like a subset of the thermal adiabatic processes.
It also indicates that there should be a better definition of quantum heat such that
we can define a quantum thermal adiabatic process with Hamiltonian changing in
a finite time.
3. Ref. [66] suggested that the source of quantum heat comes from a fast change
of the Hamiltonian, using a macroscopic example about a fast compressing or
decompressing of gas. However, this rough argument does not really stand up
to scrutiny. In a macroscopic frictionless system, the minus first law mentioned
in Sec. 3.1 is the key to generate heat from a fast process. For example, if we
compress a box of ideal gas very fast, we can drive the system out of equilibrium.
Then according to the minus first law, the system will relax back to a new equi-
librium state, and entropy is then generated irreversibly. On the contrary, for a
microscopic system involving only a few numbers of particles, the minus first law
does not work, and all processes under Hamiltonian evolutions are reversible, as
evidenced by calculating the von Neumann entropy8.
8A more rigorous derivation shows that the Newton and the Schrödinger equations in the absence
of the macroscopic magnetic fields and in the inertial frame of reference are reversible, which is called
microscopic reversibility [71]
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In sum, the first definition of quantum heat and work can be sometimes problematic
even though it was proposed quite early on and widely used in many studies [3–5, 13,
16, 65, 66]. Under this definition, the quantum thermal adiabatic process requires an
infinitively long time scale, which is inconsistent with the macroscopic thermodynamic
adiabatic ones. Moreover, the argument that heat can be generated by fast mechanical
work contradicts with the principle of microscopic reversibility in small systems.
3.4 The Second Kind of Definition of Quantum Work and
Heat
The second definition has been mentioned and used early as well [11, 72], but the general
idea is presented only recently [73].
Let us start from the same Eq. (3.5) without expanding the average energy into the
eigenenergies:
〈E〉 = Tr(Hρ). (3.15)
Similarly, we differentiate Eq. (3.15) on both sides, and arrive at
d〈E〉 = Tr(dHρ) + Tr(ρdH). (3.16)
Then the second kind of definition is given by:
dQ2 = Tr(Hdρ), (3.17)
and
dW2 = Tr(ρdH). (3.18)
An important property of this definition is that the heat flow is always zero when the
system evolves under Hamiltonian equation, as demonstrated below. Firstly, we have
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the von Neumann equation [74]
dρ
dt
= −i[H, ρ]. (3.19)
Combining Eq. (3.19) with the second definition of heat (3.17), we have




where in the last step, we again used the property that the trace is invariant under
cyclic permutations. This property helps to construct a quantum thermally adiabatic
process consistent with the macroscopic one. That is, for a microscopic thermally
adiabatic process, there is no heat flow no matter how fast the Hamiltonian changes,
and the total energy change completely comes from the work performed on the system.
Assuming the parameter λ(t) evolves from t = 0 to t = τ with H0 = H[λ(0)] and
Hτ = H[λ(τ)]
〈W2〉 = Tr(Uτρ0U †τHτ )− Tr(ρ0H0),
= 〈Hτ 〉 − 〈H0〉.
(3.21)
It is interesting to see that two kinds of definitions of quantum heat and work starting
from the same Eq. (3.5) tells us completely different physical stories. Let us do some
more calculations to gain a deeper physical understanding about this difference. We
plug the expansion of H in Eq. (3.3) and ρ in Eq. (3.4) into dQ2 in Eq. (3.17), and
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Similarly, we can derive the difference in work:
dW2 = dW1 +
∑
ij
pij(Ei − Ej)〈ψi|dψj〉. (3.23)
As we can see clearly, in the second kind of definition, the energy change due to
the probability transitions between different energy levels during a unitary evolution is
regarded as work as well. This definition is reasonable since the process is reversible.
Another piece of evidence can be obtained from the classical microscopic version. Mi-
croscopic reversibility [71] tells us that the evolution of systems under either the Newton
or the Schrödinger equations are reversible so long as the systems consist of only a few
particles. It is thus worth studying the work and heat in a classical microscopic system.
Consider a classical system with the Hamiltonian Hct (qt, pt) ≡ Hc[qt, pt, λ(t)], where
(qt, pt) represents phase-space coordinates, and λ(t) is a time-dependent parameter
evolving from t = 0 to t = τ , with Hc0 ≡ Hc[p, q, λ(0)] and Hcτ ≡ Hc[p, q, λ(τ)].
Following a similar step in Eq. (3.5), the average energy of a classical system could be
written as
〈Ec〉 = 〈Hc〉 =
∫
Ω
ρ(pt, qt, t)Hct (pt, qt)dptdqt, (3.24)
where the integral is taken over the whole phase space. Again we differentiate Eq. (3.24)
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dρ(pt, qt, t)Hct (pt, qt)dptdqt +
∫
Ω
ρ(pt, qt, t)dHct (pt, qt)dptdqt.
(3.25)








ρ(pt, qt, t)dHct (pt, qt)dptdqt,
(3.26)
the heat dQc2 is indeed zero under Hamilton equation of motion because of the Liouville’s










p˙t = 0 (3.27)
for a Hamiltonian dynamical system. Following dQc2 = 0, the total energy change again
is equal to the work done on the system under Hamiltonian evolution:

















ρ(pτ , qτ , τ)Hcτ (pτ , qτ )dpτdqτ −
∫
Ω
ρ(p0, q0, 0)Hc0(p0, q0)dp0dq0
= 〈Hcτ 〉 − 〈Hc0〉,
(3.28)
All of these are consistent with the case of the second kind of definition of quantum
heat and work.
Let us finish this section by discussing more about the dQ2. Since dQ2 = 0 for
systems under Hamiltonian evolutions, it is then natural to ask the question that when
this heat flow dQ2 could be nonzero and how to describe it mathematically. This
question has been studied in open quantum systems with weak system-bath couplings
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[11]. In such a situation, the evolution of system’s density matrix ρS is expressed as
dρ
dt
= −i[H, ρ] + LD(ρ), (3.29)
where LD is the non-unitary dissipative term responsible for driving the system to thermal
equilibrium, and its specific form depends on the working medium of our system [78, 79].
It follows that the heat transfer is given by
dQopen = Tr[LD(ρ)H], (3.30)
which is nonzero now. In other words, under the second definition, the quantum heat
is nonzero only if we contact the system to a bath.
3.5 The Third Kind of Definition of Quantum Work
It seems that the second definition is already quite nice and it is rather consistent
with macroscopic thermodynamics. However, there are two important messages to be
mentioned again here. Firstly, for a microscopic system with few degrees of freedom,
the microscopic reversibility principle can work both in classical and quantum mechanics
through Newton and Schrödinger equations [71], respectively. Secondly, the definition
of classical work and heat (3.26) in small systems has been mentioned in the last section
as well. Thus, at this moment we only defined the microscopic work and heat either
classical or quantum, but a unique aspect of quantum work has not been revealed yet.
Motivated by this reason, we introduce the third kind of definition of quantum work.
In the third definition, there is also no heat flow for a system evolved by Hamiltonian
evolutions, so the energy change is completely the work performed on the system isolated
from any environment. However, the calculation of this energy change is interpreted
through the method called two-time measurement [38]. Let us consider the same tunable
system mentioned in Sec. 3.3. The Hamiltonian of the system changes from H0 to Hτ
as we tune the parameter λ from λ0 to λτ . For i = 1, . . . , N , let |ψi〉 and |ψ′i〉 denote
25
3.5. The Third Kind of Definition of Quantum Work
the eigenstates of H0 and Hτ , respectively, with eigenvalues Ei and E′i. Let Uτ denote
the unitary time evolution operator associated with the whole process from λ = λ0 to




pij |ψi〉〈ψj |, (3.31)
where pij are the density matrix elements in the representation of |ψi〉〈ψj |.
At the end of the protocol (λ = λτ ), one asks how much work has been done to the
system. This can be answered by considering two energy measurements at t = 0 and
t = τ [38, 80], with the quantum work being the energy eigenvalue difference obtained
from the two energy measurements. Indeed, for an arbitrary function f(E,E′) involving
two energies E and E′ associated with H0 and Hτ , one needs to perform this kind of




pi|aij |2f(Ei, E′j), (3.32)
where
aij = 〈ψ′j |U |ψi〉 (3.33)
is a unitary matrix, and
pii ≡ pi (3.34)






〈ψ′j |Uτ |ψi〉〈ψi|U †τ |ψ′j〉
= 〈ψ′j |UτU †τ |ψ′j〉
= 1.
(3.35)
Similarly, we can show
N∑
j=1
|aij |2 = 1. (3.36)
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Following this definition based on two-time energy measurements (TEM), the aver-
age work done on an isolated system is given by
〈W3〉 = E − E′ =
N∑
i,j=1

























where we have applied the normalization property (3.36) of aij in the last step. Obvious-
ly, the second term in the right hand side of Eq. (3.37), ∑Ni=1 piEi, is just the average
initial energy 〈H0〉 in Eq. (3.21), while the first term ∑Nj=1E′j∑Ni=1 pi|aij |2 is generally
not equal to the average final energy 〈Ht〉 in Eq. (3.21) mentioned in the last section.
Experimentally, if we measure the energy of system at the initial and final time, pi|aij |2
can be interpreted as the probability that one finds the system in the i-th eigenstate of
H0 at λ = λt and then in the j-th eigenstate of Ht at λ = λt. The key point is that
measurements in a quantum system might affect the system itself [81], thus the first
time measurement, which already changes the system, will alter the outcomes of the
second time in our two-time measurement. Mathematically, the W3 can be rewritten in
a similar form as W2 (3.21) by introducing ρ¯0
〈W3〉 = Tr(Uτ ρ¯0U †τHt)− Tr(ρ¯0H0), (3.38)
where ρ¯0 is the density matrix right after the first time energy measurement on ρ0 at





That is, the measurement causes the system to collapse onto an eigenstate of H0, re-
moving all the off-diagonal probabilities in ρ0 [see Eq. (3.31)]. In other words, the second
kind of quantum work (3.21) is equal to the third one based on two-time measurements
only if the initial state is a completely mixed state in terms of energy eigenstates such
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that ρ¯0 = ρ0 [40, 82].
The construction of the classical version of this kind of work can help us reveal
the difference more. Consider the same classical system mentioned in Sec. 3.4. In the
absence of a bath, again the total energy change is contributed by the work done on the
system. The so-called inclusive work of a single trajectory [83] as a function of initial
conditions (q0, p0) is given by
Wτ (q0, p0) = Hct (qτ , pτ )−Hc0(q0, p0), (3.40)
where (qτ , pτ ) ≡ [q(q0, p0, τ), p(q0, p0, τ)] is simply the time-evolving phase-space coor-
dinates starting from (q0, p0). Then the ensemble average 〈W c3 〉 is expressed as





[Hcτ (q, p)−Hc0(q0, p0)]ρ0(q0, p0)δ(q− qτ )δ(p− pτ )dq0dp0dqdp, (3.41)
where ρ0(q0, p0)δ(q− qτ )δ(p−pτ ) is the classical probability of two-time measurements
that one finds the system in (q0, p0) initially and then in (q, p) finally. By definition, we
have
ρ(q, p, τ) =
∫
Ω0
ρ(q0, p0, 0)δ(q − qτ )δ(p− pτ )dq0dp0. (3.42)
However, unlike the quantum case, we can easily show that this work is exactly the
same as the classical version (3.28) of the second definition in the last section, as
stated below:










Hc0(q0, p0)ρ(q0, p0, 0)dq0dp0
∫
Ω




ρ(q, p, τ)Hcτ (q, p)dqdp−
∫
Ω0
Hc0(q0, p0)ρ(q0, p0, 0)dq0dp0
=〈Hcτ 〉 − 〈Hc0〉 = 〈W c2 〉
(3.43)
Let us sum up this chapter by restating three kinds of definitions of microscopic
work aforementioned. Firstly, two concepts of macroscopic thermodynamics need to
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be emphasized. One is that the macroscopic thermally adiabatic processes only require
zero heat flows, which have nothing to do with the speed of changing the parameters
of a Hamiltonian. The other is that a macroscopic reversible process requires infinitely
slow changes in system’s parameters according to the minus first law. We then re-
turn to the definitions of microscopic work. The first definition mentioned in Sec. 3.3
implies that only very slow proceeding processes are thermally adiabatic. Such problem-
atic argument is probably attributed to the confusion between these two concepts of
macroscopic thermodynamics above. In contrast, the proposal of the second definition
seems to treat two concepts separately. It supposes that quantum thermally adiabatic
processes should be subjected to unitary evolutions driven by Hamiltonians. Then for
the concept of quasistatic processes, it should be abandoned in small systems because
of the replacement of the minus first law by the microscopic reversibility. We should
also note that, the second definition of heat does not distinguish the differences between
quantum and classical microscopic systems, and the difference appears only in the third
definition when one considers actual experimental measurements. That is, quantum
measurements will affect the system itself while classical ones do not. This also reminds
us that the dW2 mentioned in the second kind of definition (3.4) does not mean that





After discussing quantum work, let us pay attention to an important principle related.
In the literature, there is a so-called minimal work principle [84–87] that has attracted
considerable attention recently. It states that if a system initially prepared as a thermal
equilibrium subject to a work protocol but isolated from a bath during the time evolution,
a mechanical adiabatic process without energy level crossings yields the minimal average
work 〈W 〉, whereW is the third kind of work defined by two energy measurements at the
beginning and in the end of the process [see Sec. 3.5]. This minimal 〈W 〉 is compared
with any other unitary evolution to realize a work protocol in this thermally isolated
system with the same initial and final Hamiltonians.
In this chapter, we will first review the demonstration of this principle in the quantum
domain. Some intriguing exceptions will then be discussed as well. This demonstration
will then be extended to the classical domain. As we shall see, of particular interest to
studies of nanoscale energy devices, this minimal work principle implies that, in order
to minimize the so-called dissipated work, a thermally isolated step should implement
mechanical adiabatic processes.
4.1 Minimal Work Principle: Quantum Systems
Let us first consider the quantum case mentioned in Sec. 3.5. That is, the Hamiltonian
of the system changes from H0 to Hτ as we tune the parameter λ from λ0 to λτ .
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For i = 1, . . . , N , let |ψi〉 and |ψ′i〉 denote the eigenstates of H0 and Hτ , respectively,
with eigenvalues Ei and E′i. Particularly, the system is initially prepared in thermal
equilibrium, described by Gibss distribution in Eq. (3.1).
We first order the initial eigenenergies as
E1 < E2 < · · · < EN . (4.1)
It follows that the thermal excitation probabilities given by Eq. (3.2) have the following
ordering:
p1 > p2 > · · · > pN . (4.2)
Assuming thatH0 andHτ can be connected by a quantum (mechanic) adiabatic process,
we have that the ordering of E′i (eigenvalues of Hτ ) is the same as Ei, namely,
E′1 < E
′
2 < · · · < E′N , (4.3)
which will be useful below.
We are now ready to prove that a quantum adiabatic process produces a minimized
average work, compared with any other unitary processes driven by a time-dependent
Hamiltonian that starts from H0 and ends at Hτ . To distinguish from work in other
cases, we use W˜ to denote the work in a quantum adiabatic process and use a˜ij to
represent the associated transition probabilities from state Ei to state E′j [see Eq. (3.37)].
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The difference in work between a general unitary process and an adiabatic one is
then given by
〈W 〉 − 〈W˜ 〉 =
N−1∑
j=1












Now note that in a quantum adiabatic process, the state populations do not change,
with
|a˜ik|2 = δik. (4.9)


































= pj(j − j)
= 0.
(4.10)
That is, the function Ξj defined above cannot be negative. Returning to Eq. (4.7), we
finally arrive at
〈W 〉 − 〈W˜ 〉 ≥ 0. (4.11)
Therefore, we reach the conclusion that the average work for a thermally isolated process
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becomes minimal if the process from H0 to Hτ is a quantum adiabatic process. Before
moving on, a few remarks are in order.
First, in the demonstration we did not actually use the specific probabilities of Gibbs
distribution. In particular, we only used inequality (4.2), so the requirement on the
initial state can be loosened, not just Gibbs distribution but any states of which lower
energy eigenstates have larger occupation probabilities.
Second, even though adiabatic processes are routinely executed infinitely slowly, what
we really need throughout the proof is that the ordering of E′i is the same as Ei, in order
to ensure the existence of an adiabatic process to connect H0 to Hτ . If this condition
is not satisfied, then it is unclear which kind of process may realize the minimal average
work. Actually, Ref. [87] has already mentioned that a very slow process not necessarily
yields very small work fluctuations when energy level crossings indeed happen. By itself
this constitutes a fascinating topic for future study.
Third, we have mentioned in Sec. 2.1 that a quantum adiabatic protocol can be
executed rapidly via a control field by taking advantage of shortcuts to adiabaticity
(STA) [29, 88–92]. Consider, for instance, one type of STA, which is also called counter-
adiabatic driving [89, 90] or transitionless quantum driving [91]. There an additional
control Hamiltonian is brought in to drive a system. In this case, the work to the system
is performed by two sources: the original protocol to tune the system from H0 to Hτ ,
as well as the additional control field implementing an accelerated adiabatic process.
Practically, one may wish to set the additional control field to zero at initial and final
times, such that the energy measurements of the total Hamiltonian in the beginning and
at the end can still reflect the inherent energy eigenvalues of the bare system alone. With
that understanding in mind, it is now possible to achieve minimal work by accelerated
adiabatic processes!
4.2 Minimal Work Principle: Classical Systems
The minimal work principle can be extended to the classical domain following the same
route. Though the claim is not new, what we present here is, however, much more
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detailed than in reference [86]. We start from the same classical system mentioned
in Sec. 3.4, under Hamiltonian Hct (qt, pt) ≡ Hc[qt, pt, λ(t)], where (qt, pt) represents
phase-space coordinates, and λ(t) is a time-dependent parameter evolving from t = 0 to
t = τ , with Hc0 ≡ Hc[p, q, λ(0)] and Hcτ ≡ Hc[p, q, λ(τ)]. Moreover, we again require













The expression of classical work is then given by Eq. (3.41).
Next, in order to have a classical adiabatic process connecting Hc0 to Hcτ , we further
require that Hc[qt, pt, λ(t)] can be expressed as Hct (It), where (It, θt) are the action
and angle variables relating to Hc[p, q, λ(t)] [see the Sec. 2.2]. That is, during a work
protocol, the Hamiltonian can always be written as a function of its instantaneous action
variables only. In particular, at t = 0, Hc0 = Hc0(I0); at t = τ , Hcτ = Hcτ (Iτ ), where I0
and Iτ are the action variables initially and finally. Classical adiabatic theorem states that
if the parameter λ(t) is tuned slowly enough as compared with the internal frequency




], then the action variable It remains invariant during the
work protocol. Note that, as we can see throughout the proof, what truly plays an
important role is the invariance of the action variable at the two boundary times and an
extra condition (analogous to the no-level-crossing condition in the quantum case) about
Hc0(I0) and Hcτ (Iτ ). That is, what actually happens between those two boundaries is
not really essential in reaching the lower bound of the work. Note also that we have
assumed that the Hamiltonian of system has only one degree of freedom. Extending
the proof below to high-dimensional classical systems is possible, but the condition for
the principle to be applicable seems demanding in systems with more than one degree
of freedom.
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In terms of the action-angle variables (I, θ), Eq. (3.41) becomes
〈W c〉 =
∫ ∫ ∫ ∫
[Hcτ (I)−Hc0(I0)]ρ0(I0)δ[Iτ (I0, θ0)− I] δ[θτ (I0, θ0)− θ]dI0dθ0dIdθ,
(4.14)
where (Iτ , θτ ) is expressed as a function of the initial conditions (I0, θ0). This explicit








and the normalization in classical domain is given by
∫ ∫
dIdθδ[Iτ (I0, θ0)− I] δ[θτ (I0, θ0)− θ]
=
∫ ∫
dI0dθ0δ[Iτ (I0, θ0)− I] δ[θτ (I0, θ0)− θ]
= 1.
(4.16)
In the demonstration of quantum domain we assumed that the ordering of the final
energy eigenvalues E′i is the same as that of initial energy eigenvalues Ei. This motivates
us to reorder certain integrals in terms of the value of Hc0. In particular, we define a






where I is the integration variable and I(n+ 1)− I(n) = ∆I represents an infinitesimal
interval in the I space, and
Hc0[I(n)] ≤ Hc0[I(n+ 1)], n = 1, 2 · · · . (4.18)
Physically, such a resummation aims to order the variable I based on H0(I), such that
the summation of f [I(n)]∆I over n is executed progressively according to the value of
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namely, the ordering in the summation does not affect the final sum. Because of this
reordering, we also obtained
ρ0[I(n)] ≥ ρ0[I(n+ 1)], n = 1, 2, · · · . (4.20)
which means that the initial thermal excitation probability for I(n) is no less than that
for I(n+ 1) based on the reordering. This fact will be useful for our proof below.
Applying the newly defined integral above, Eq. (4.14) can be rewritten as












dθ δ[Iτ − I]δ[θτ − θ].
(4.21)
In the above equation, both θ0 and θ are integrated from 0 to 2pi. For the reordered
integral over [dI0]Hc0 and [dI]Hc0 , the lower and upper limits are denoted by I
L and IR,
namely, the values of I0 that give rise to the lower and upper limits of Hc0(I0). Either
IL or IR can be ∞. Performing integration by parts, we get from Eq. (4.21)


















Note that this equation is analogous to our quantum result earlier in Eq. (4.5).
Following the same fashion, the average work 〈W˜ 〉 associated with an adiabatic
process can be worked out to be
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where W˜ , I˜τ = I0, and θ˜τ represent the values of work and action-angle variables at
t = τ for an adiabatic process. Needless to say, this result is in parallel with Eq. (4.6)
in the quantum case.
The difference of the average work 〈W 〉 between a general work protocol and an
adiabatic one is then given by
〈W 〉 − 〈W˜ 〉 =
∫ IR
IL











dθ δ(θτ − θ)
∫ I
IL
[dI ′]Hc0 δ(Iτ − I ′)
+
∫
dθ δ(θ˜τ − θ)
∫ I
IL




Eqs. (4.24) and (4.25) are classical analogs of Eqs. (4.7) and (4.8). Since we assumed





cannot be zero during the entire work protocol with 0 ≤ t ≤ τ . As a
consequence, given I(n) = n∆I + IL and Hc0[I(n + 1)] > Hc0[I(n)], we should have
Hcτ [(I(n+ 1)] > Hcτ [(I(n)]. That is, Hc0 and Hcτ share the same ordering of the energy
in terms of the value of the action variable. Assume this is not the case, then we must
have Hct [(I(n+ 1)] = Hct [(I(n)] at a particular time 0 < t < τ , and hence ωt = 0. Due
to this same ordering condition, we conclude that the factor d[Hcτ (I)]Hc0 in Eq. (4.24)
cannot be negative.
The integration in Eq. (4.25) over [dI0]Hc0 can be split into two intervals: from I
L








dθ δ(θ˜τ − θ)−
∫
dθ δ(θτ − θ)
∫ I
IL









dθ δ(θτ − θ)
∫ I
IL
[dI ′]Hc0 δ(Iτ − I ′).
(4.26)
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Furthermore, noticing that (i) the value of the expression inside {·} in Eq. (4.26) is not
negative, (ii) the integrals over the δ functions in the second line of Eq. (4.26) is not








dθ δ(θ˜τ − θ)−
∫
dθ δ(θτ − θ)
∫ I
IL









dθ δ(θτ − θ)
∫ I
IL
















dθ δ(θτ − θ)
∫ I
IL



















I ′) = 1 [see Eq. (4.16)] in reaching the last two equalities. Hence, we have completed
the proof that for a classical adiabatic process with the above-mentioned conditions
(analogous to the same ordering assumption in the quantum case),
〈W˜ 〉 ≥ 〈W 〉, (4.28)
the principle of minimal work in the classical domain.
All the properties mentioned in quantum minimal work principle are applicable to
classical case as well. That is, the initial density ρ0 can be any monotone decreasing
functions of the initial Hamiltonian, and the adiabatic processes require no energy cross-
ings and can be accelerated. Here we want to close this chapter by emphasizing that the
importance of this principle in microscopic systems. Assuming we prepare the system in
equilibrium with a specific Hamiltonian H0, driving it via tuning the Hamiltonian to a
fixed Hτ , and then letting it equilibrate with certain reservoir, we can calculate a specific
value of free energy difference ∆F based on the initial and final equilibrium states. Then
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the minimal work principle implies that it is most efficient to follow the mechanical adi-
abatic processes. In particular, for positive 〈W 〉, minimal work principle indicates that
the work required to increase the same amount of free energy of the system is minimal
via an adiabatic protocol. Meanwhile, for negative 〈W 〉, this principle tells us that the
work extracted from the system by consuming the same amount of free energy can be
maximized by an adiabatic driving, since a minimal negative 〈W 〉 indicates a maximal
|〈W 〉|. In some references [45, 50, 93], so-called dissipated work is defined as 〈W 〉−∆F
to characterize the dissipation in a process. According to the minimal work principle,




A Quantum Analog of the Carnot Cycle
In this chapter, we will construct a quantum Carnot engine step by step. First we briefly
review the macroscopic Carnot engine, consisting of two isothermal and two adiabatic
processes. The conditions to realize this reversible Carnot cycle will be mentioned.
That is, all the four strokes should be quasistatic, and the system should share the
same temperature with the reservoir during the isothermal processes. Following that,
we propose a quantum analog of Carnot cycle in few-particle systems that consists of
two quantum adiabatic steps and two isothermal steps. This proposal is formally based
on our definition of quantum heat and work in the last section and a minimum work
principle. It is then demonstrated, by applying minimal assumptions of work or heat in
nanoscale systems, that the heat-to-work efficiency of such quantum heat engine cycles
can be further optimized via two conditions regarding the expectation values of some
generalized force operators calculated at equilibrium states. In general the optimized
efficiency is working-media specific, lower than the Carnot efficiency, and dependent
upon both temperatures of the cold and hot reservoirs. Simple computational examples
are used to illustrate our theory. The results should be a significant guide towards the
design of favorable working conditions of a realistic quantum heat engine.
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5.1 Carnot Cycle
The Carnot cycle, consisting of two isothermal and two adiabatic processes [94], is
an important concept in thermodynamics. The efficiency of this cycle is given by ηc =
1− TcTh , where Tc and Th describe the temperatures of the cold and the hot heat reservoirs,
respectively. Additionally, this efficiency, the highest among all thermodynamic cycles,
does not depend on the details of the working substance [28]. From a fundamental
point of view, the properties of this cycle are physically equivalent to the second law
of thermodynamics, and remain valid today [94–100]. It states that, the efficiency of
a reversible Carnot cycle depends only on the temperatures of the two heat reservoirs,
and is the same, whatever the working substance. A Carnot engine operated in this
way is the most efficient heat engine using those two temperatures. In other words,
any heat engines found more efficient than the Carnot engine violate the second law
of thermodynamics. Practically, the Carnot cycle provides an upper bound for all the






















Fig. 5.1: A cycle consisting of two isothermal steps and two adiabatic processes. Th and Tc represent
the temperatures of hot and cold reservoirs, and T ′h and T ′c represent the temperatures of system during
the corresponding isothermal processes. For a Carnot cycle, Th = T ′h and Tc = T ′c.
Apart from the requirement of isothermal and adiabatic processes, there are two
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more conditions to have a Carnot heat engine. The first one is that all the four steps,
no matter isothermal or adiabatic, need to be quasistatic. As mentioned in Sec. 3.1,
non-equilibrium states will relax to equilibrium irreversibly due to the minus first law,
so systems need to be evolved slowly enough to stay in equilibrium so as to maintain
the reversibility. Besides, for the isothermal processes in which the system exchanges
energy with the reservoirs by heat, the temperature difference between the system and
reservoirs should be infinitesimal. We illustrate this idea with the P−V curve in Fig. 5.1.
There A→ B represents one of the isothermal processes that the system absorbs heat
Qin from the hot reservoir (Qin > 0 indicates heat flowing from system to hot reservoir
to system), while C → D represents the other one that the system dumps heat Qout
to the cold reservoir (Qout > 0 indicates heat flowing from system to cold reservoir).
The rest D → A and B → C represent two adiabatic processes that heat flows are
zero. Since all processes are quasistatic, the entropy change of a system (dS) is equal
to the heat transfer δQ divided by the temperature T of the system [58]. Then for the





where T ′h is the temperature of the system. Meanwhile, the entropy decrease of the














Because of the second law, Th ≥ T ′h1, the only possibly reversible case happens when
Th = T ′h, and for any other cases that Th > T ′h, ∆StotalA→B is positive, so the process
becomes irreversible. Similar analysis can be done for the process from C to D. The
1Heat can never pass from a colder to a warmer body without some other changes, connected
therewith, occurring at the same time. [60]
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quasistatic requirement guarantees that the system will not produce any entropy by
itself, while the condition of no temperature difference during the isothermal process
helps to conserve the entropy of the universe including the system and reservoirs.
Now let us come back to the efficiency problem. The heat-to-work efficiency of this
cycle can be written as
η = 1− Qout
Qin
= 1− (SC − SD)T
′
c
(SB − SA)T ′h
,
(5.4)
where Qout and Qin are calculated based on aforementioned Eq. (5.1) and argument, and
SA/B/C/D is the entropy of state A/B/C/D. Then we have SA = SD and SB = SC
for adiabatic quasistatic processes, we thus obtain
η = 1− (SB − SD)T
′
c







Again from the second law we have Th ≥ T ′h and Tc ≤ T ′c, so the maximum efficiency
we can obtain is the Carnot efficiency ηc = 1 − TcTh . This derivation partly explains
why Carnot heat engine with maximum efficiency is an alternative representation of the
second law of thermodynamics. We can also conclude that the key aspect of a Carnot
cycle is reversibility of the four steps.
5.2 Efficiency of Quantum Heat Engine Cycles and the Sec-
ond Law
The construction of the quantum analog of a Carnot cycle is not as straightforward as
borrowing ideas from the macroscopic cases. Consider first the two quasistatic isother-
mal steps during which the working medium is in thermal equilibrium with a reservoir.
When the equilibrium and weak coupling conditions as mentioned in Sec. 3.2 are sat-
isfied, the quantum systems can be described by a Gibbs distribution (3.1). Intuitively,
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this means that when the system is contacted with the bath in this way, it can be re-
garded as a part of the overall macroscopic system. There, regardless of its size, the
quantum medium has well-defined thermodynamic properties, and as such, isothermal
steps of the Carnot cycle can be directly carried over to the quantum case. However,
translating the two adiabatic steps of a Carnot cycle into a quantum analog is by no
means obvious. Recalling the definition of quantum work and heat in Sec. 3.4, the
quantum thermally adiabatic processes are those driven by Hamilton unitary evolutions,
but those undetermined processes cannot be further specified based on any hints from
the construction of macroscopic Carnot cycles. For instances, applying the condition of
equilibrium, it is probably that none of the adiabatic processes is satisfied (exceptions to
be elaborated below). Meanwhile, for a requirement of reversibility, all of those unitary
evolutions are reversible according to the principle of microscopic reversibility. As a con-
sequence, we start with general considerations of a quantum heat engine cycle consisting
of two steps of quasistatic isothermal processes and two undetermined processes of a
thermally isolated system.
Physically, we only assume below that the heat exchange is zero if the working
medium is thermally isolated and the work is zero if the system parameters of the
working medium are fixed. This assumption is fully consistent with the understandings
discussed in recent review articles [73, 80] and in Chapter 3.
Fig. 5.2 schematically describes such a cycle. There A→ B and C → D represent
two isothermal processes during which the working substance is always at equilibrium
with a bath, λ is assumed to be the only tunable parameter of the system in a cyclic
operation, 〈E〉 represents the mean energy of the system. B → C ′ and D → A′
represent two thermally isolated and hence unitary processes. The symbols A′ and C ′
indicate that right after the unitary process, the quantum state is in general not in
thermal equilibrium2. States A′ and C ′ will relax to equilibrium states A and C after
being contacted with a reservoir under fixed values of λ.
2Assuming the system starts from an equilibrium state described by the Gibbs distribution ρ0 =
exp(−βH0)/Z0, there is no reason to expect that in general the final state Uρ0U† should be equal to
ρt = exp(−βHt)/Zt [87].
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Fig. 5.2: A quantum heat engine cycle consisting of two isothermal steps and two thermally isolated
and hence unitary steps. A, B, C, and D represent four equilibrium states, C′ and A′ represent two
non-equilibrium states at the end of two unitary steps, approaching, respectively, equilibrium states C
and A after a relaxation step initiated by contacting with the reservoirs. As shown in the main text, for a
quantum analog of the Carnot cycle, the two thermally isolated steps should be two quantum adiabatic
processes.
The system relaxes from the nonequilibrium state C ′ to the equilibrium one C by
exchanging heat with the cold reservoir under a fixed parameter value λ = λC , thus no
work is performed. Hence the total energy change 〈EC′〉−〈EC〉 is just the heat dumped
to the environment (which could be negative). Following this thermal relaxation process,
the system proceeds isothermally from C to D. Therefore, the total heat Qout dumped
to the cold bath (Qout > 0 again indicates heat flowing from system to cold reservoir)
is attributed to two terms, given by
Qout = Tc(SC − SD) + 〈EC′〉 − 〈EC〉, (5.6)
where we denote SC and SD as the thermal entropy of equilibrium states C and D.
Similarly, the total heat absorbed from the hot bath, described by Qin (Qin means heat
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flowing from hot reservoir to system), is written as
Qin = Th(SB − SA) + 〈EA〉 − 〈EA′〉. (5.7)
The efficiency of such a quantum heat engine cycle is hence obtained by Eq. (5.4), i.e.,
ηq = 1− Tc(SC − SD) + 〈EC′〉 − 〈EC〉
Th(SB − SA) + 〈EA〉 − 〈EA′〉 . (5.8)
In order to get more insights about above efficiency ηq, we compare it with the Carnot
efficiency ηc ≡ 1− Tc/Th. We firstly calculate the total entropy change of the universe
for the overall process D → A and B → C, denoted by ∆StotalB→C and ∆StotalD→A. One
readily obtains




∆StotalD→A = (SA − SD)−
1
Th
[〈EA〉 − 〈EA′〉], (5.9)
where the first term on the right hand side is the entropy change of the system, while
the second term is the entropy change of the bath. Since states A, B, C, D are in
equilibrium with the bath, we can apply the second law of thermodynamics that both
∆StotalB→C and ∆StotalD→A are non-negative. Let us now rewrite Eq. (5.8) as
ηq = 1− Tc(SB − SD) + Tc∆S
total
B→C
Th(SB − SD)− Th∆StotalD→A
. (5.10)
Obviously, if ∆StotalD→A and ∆StotalB→C in Eq. (5.8) are zero, ηq would reduce to the Carnot
efficiency ηc exactly. Generally, however, ηq in Eq. (5.10) is always lower than the
Carnot efficiency. In short, for small systems, we can still apply the second law of
thermodynamics to show that the efficiency of a quantum heat engine described above
is in general lower than, and can only reach in exceptional cases, the Carnot efficiency.
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5.3 Construction of a Quantum Carnot Cycle
To build up a quantum Carnot cycle, one must further determine the two unitary pro-
cesses B → C ′ and D → A′. It is suggested to consider quantum mechanical adiabatic
processes for B → C ′ and D → A′ in some references [1, 4, 5, 13]. This proposal,
however, was previously based on the problematic definition of quantum heat and work
mentioned in Sec. 3.3. Here we show that this intuition is still correct and can be
supported by a quantitative, and more fundamental evidence related to heat-to-work
efficiency.
Before proceeding, we emphasize again that the quantum adiabatic porcess, as other
quantum unitary processes, is much different from thermally quasistatic adiabatic process
in a macroscopic Carnot cycle. For example, the former does not lead to equilibrium
states in general while the latter does. As a result, we have to look for other criteria to
make the decision. Since the traditional Carnot cycle has the highest efficiency among
all thermodynamic cycles, it is readily to ask which unitary process can maximize such
heat-to-work efficiency. Consider then the expression of ηq in Eq. (5.8). If we specify
four equilibrium states A, B, C and D as in Fig. 5.2, only 〈EC′〉 and 〈EA′〉 may be
altered by selecting different types of unitary processes B → C ′ and D → A′. It is
then straightforward to see that minimal 〈EC′〉 and 〈EA′〉 will result in maximal ηq.
Furthermore, For thermally isolated processes, there is no heat exchange and as such,
we have
〈EC′〉 = 〈EB〉+ 〈W 〉B→C′ ,
〈EA′〉 = 〈ED〉+ 〈W 〉D→A′ , (5.11)
where 〈W 〉B→C′ and 〈W 〉D→A′ denote the average work associated with B → C ′
and D → A′. Since B and D are both equilibrium states described by respective
Gibbs distributions aforementioned, the average work here could be calculated by using
definitions in either Sec. 3.4 or Sec. 3.5 [34, 73, 80]. Remarkably, the minimal work
principle mentioned in the previous chapter (Chapter 4) [84–87] indeed leads us to a
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definite choice. That is, given an isolated system initially prepared as a Gibbs equilibrium
distribution described in Eq. (3.1) (this specific requirement can be loosened), a quantum
mechanical adiabatic process, if implementable, yields a minimized average work for the
system among all possible thermally isolated processes that evolve fromH(λ0) toH(λτ ).
Now return to Eq. (5.11). If D → A′ and B → C ′ are indeed quantum adiabatic
processes, the final mean energies 〈EC′〉 or 〈EA′〉 are minimal for fixed states B and
D due to the minimal work pinciple. Then for the expression of ηq in Eq. (5.8), mini-
mized 〈EC′〉 and 〈EA′〉 yield the highest possible efficiency ηq. In short, it is from this
efficiency point of view that the quantum analog of Carnot heat engines should consist
of two quantum adiabatic steps in addition to two isothermal steps. To the best of our
knowledge, this is a significant and previously unknown insight3.
5.4 Optimizing efficiency of quantum Carnot cycles
After a construction and justification of quantum Carnot cycles, we next look for specific
design principles to further optimize ηq. Assuming that the Hamiltonian of the working
substance is Hˆ(λ) with energy levels En(λ). Given specific values of λ at B and D,
namely, λB and λD, as well as the temperature Th and Tc of two reservoirs, we study
how to choose λ at states A and C, namely, λA and λC , such that ηq could be optimized.
Interestingly, this optimization issue has been discussed in scale-invariant systems
[26, 101] with a scaling property in the energy levels, i.e.,
[En(λ1)− Em(λ1)] = S(λ1, λ2)[En(λ2)− Em(λ2)], (5.12)
where the scaling factor S(λ1, λ2) is independent of quantum numbers n orm. Examples
of this exceptional case include a particle in an infinitely deep square-well potential [1],
with λ being the width of the potential well, a harmonic oscillator, where λ can be
3The reversibility argument in Ref. [1] to support the use of quantum adiabatic processes is not
sufficient because an arbitrary unitary process in an isolated few-body quantum system can be easily
reversed due to the principle of microscopic reversibility. Similarly, Ref. [16] explained the use of quantum
adiabatic processes by the principle of maximum work (which is also based on the notion of reversibility in
thermodynamics processes), implicitly and again intuitively assuming that quantum adiabatic processes
should replace quasi-static adiabatic steps in thermodynamics without a formal justification.
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the harmonic frequency, or simply a two-level quantum system [16]. Then for the
process from B to C ′, the initial state distribution is given by PB(n) = e−βhEn(λB)/ZB
(throughout Z represents equilibrium partition functions and β represents the inverse
temperature 1/kBT ). Accounting for quantum adiabaticity that conserves populations,
the final populations are still given by PC′(n) = e−βhEn(λB)/ZB upon reaching C ′.
Now because of the scale-invariance in Eq. (5.12), one can always define an effective
temperature Teff to rewrite PC′(n) as
PC′(n) = e−βhEn(λB)/ZB = e−βeffEn(λC)/ZC , (5.13)
where βeff ≡ 1/(kBTeff) = S(λB, λC)βh. In other words, state C ′ is exactly the same
as an equilibrium state with Hamiltonian Hˆ(λC) at temperature Teff. Imagining now we
choose λC to ensure that Teff = Tc, then state C ′ is already in thermal equilibrium with
the cold reservoir at Tc. Therefore, the relaxation process from C ′ to C as shown in
Fig. 5.2 will disappear, resulting in SC = SB, 〈EC〉 = 〈EC′〉, and hence ∆StotalB→C = 0.
Similar analysis can be applied to the adiabatic process D → A′. Namely, by choosing
an appropriate value of λA, we can set ∆StotalD→A = 0. Once those two relaxation
processes are no longer needed, ηq in Eq. (5.8) yields the standard Carnot efficiency.
This conclusion also provides with us a clear perspective to explain why the Carnot
efficiency can be reached in some early studies of quantum heat engines [1, 6].
Now let us return to general cases without the scale-invariance assumption. Moti-
vated by ηq = 1 − QoutQin , we try to optimize ηq by optimizing Qout and Qin. Firstly, for



















= kBβ〈E〉+ kB lnZ,
(5.14)
49
5.4. Optimizing efficiency of quantum Carnot cycles
where kB is the Boltzmann constant. Based on this Eq. (5.14), Qout and Qin in E-
qs. (5.6) and (5.7) can be rewritten as the following:
Qout = 〈EC′〉 − 〈ED〉 − kBTc ln ZD
ZC
,
Qin = 〈EB〉 − 〈EA′〉+ kBTh ln ZB
ZA
. (5.15)
It is interesting to note that, with states B and D fixed, only λC can affect Qout via
〈EC′〉 and ZC , while only λA can affect Qin via 〈EA′〉 and ZA. In other words, in the
optimization of ηq, minimizing Qout and maximizing Qin can be considered separately,
which considerably simplifies our optimization task. Because of that, below we focus on
minimizing Qout and the parallel result concerning Qin directly follows.
According to the quantum adiabaticity that keeps populations unchanged on each






We emphasize again that the level probability 1ZB e
−βhEn(λB) used above is in general
not an equilibrium Gibbs distribution associated with Hˆ(λC). Partially differentiating
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Inspired by the fact that the linear response in energy to a variation in λ corresponding
to a generalized force, we define a generalized force operator Fˆλ ≡ −∂Hˆ(λ)∂λ . Then the
condition in Eq. (5.18) can be recast into the following compact form,
〈FˆλC 〉C = 〈Uˆ †B→CFˆλC UˆB→C〉B, (5.19)
where UˆB→C is the unitary transformation that transforms an arbitrary nth eigenstate of
Hˆ(λB) to the nth eigenstate of Hˆ(λC). That is, the expectation value of a generalized
force operator at λC over equilibrium state C should be identical with that of a mapped
force operator over equilibrium state B. Following the same route, the condition to
obtain maximal Qin is given by
〈FˆλA〉A = 〈Uˆ †D→AFˆλAUˆD→A〉D, (5.20)
where UˆD→A transforms an arbitrary nth eigenstate of Hˆ(λD) to the nth eigenstate of
Hˆ(λA).
A previous interesting study [102] also pointed out that the Carnot efficiency might
not be reached in microscopic systems, but that study proposed an optimal condition of
ηq by simply matching the mean energy between states C ′ and C (A′ and A). Instead,
the conditions proposed here are about a more subtle matching of the mean values of
some generalized force operators. Let us take Eq. (5.18) as the example to gain more
insights about the optimization conditions. For the exceptional case of a scalable system,
e−βhEn(λB)
ZB
− e−βcEn(λC )ZC = 0 can be achieved for an arbitrary n because of the existence
of an effective temperature βeff = βc at C ′ aforementioned. Then Eq. (5.18) can be
easily satisfied without consideration of the details of ∂En(λC)∂λC , which is similar to the
macroscopic Carnot cycle. However, for a general working substance, Eq. (5.18) could






to zero. In that case the efficiency depends on the working medium.
At the end of this chapter, let us discuss the quantum Otto cycle for a compari-
son. Several previous studies have investigated quantum Otto cycles [11, 22, 29, 30]
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Fig. 5.3: A quantum Otto cycle consisting of two thermally isolated steps and two isochoric processes
that are simply relaxation processes with a hot or a cold reservoir. B and D represent two equilibrium
states, B′ and D′ represent two non-equilibrium states at the end of two unitary steps, approaching,
respectively, equilibrium states B and D after a relaxation step initiated by contact with the reservoirs.
Similarly, if we want to maximize the efficiency of this quantum analog of Otto cycle, the two thermally
isolated steps should be two quantum adiabatic processes.
consisting of two thermally isolated steps and two isochoric processes that are relax-
ation processes with a hot or a cold reservoir. Such a cycle is depicted schematically in
Fig. 5.3. According to the assumption that heat exchange is zero if the working medi-
um is thermally isolated and work is zero for relaxation processes with fixed system’s
parameters, the efficiency of this Otto cycle is given by









〈ED′〉 = 〈ED〉+ 〈W 〉D→D′ ,
〈EB′〉 = 〈EB〉+ 〈W 〉B→B′ , (5.22)
52
Chapter 5. A Quantum Analog of the Carnot Cycle
one can justify the use of quantum adiabatic steps to maximize the efficiency of quantum
Otto cycles via the minimum work principle [87]. We next regard such cycles as special
cases of the quantum Carnot cycles aforementioned, by removing the isothermal process
A → B or C → D. That is, by setting λA = λB and λC = λD in Fig. 5.2, we obtain
the quantum Otto cycles. However, since in our strategy of efficiency optimization
given fixed λB and λD, the obtained λA (λC) is general different from λB (λD), we
can deduce that the optimized ηo here is generally lower than the efficiency ηq of the
corresponding quantum Carnot cycle. This fact highlights the importance of quantum
Carnot cycles we have optimized.
Recalling the minimal work principle we discussed in the previous Chapter [See Chap-
ter 4], the two adiabatic steps are not really demanded to be executed slowly, so long as
the final-state populations agree with those given by the quantum adiabatic processes.
Therefore such a quantum Carnot cycle can be implemented within a shorter time scale
by applying shortcuts to adiabaticity [29, 55, 92, 101, 103, 104] or even an optimal
control approach [88], thus boosting the heat engine power.
5.5 Numerical examples
We use a simple model system that is not scale-invariant in λ to illustrate our theory.
The energy eigenstate En is described as the following (all variables are in dimensionless
units):
En(λ) = λn+ αn2 + const. (5.23)
The explicit form of the Hamiltonian is not needed for our purpose here. If α is compara-
ble to λ, then the ratio [En(λ1)− Em(λ1)]/[En(λ2)−Em(λ2)] does depend strongly on
n andm, a clear sign of breaking the scale invariance. Cases of a very large α will reduce
the system to a particle in an infinitely deep square-well potential, while cases of a very
small one would resemble the behavior of a harmonic oscillator at low temperatures. To
ensure quantum adiabaticity, we exclude cases with level crossings, which is achieved by
requiring λ > −α such that En > Em if n > m. Additionally, in order to guarantee
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the cycle to operate as a meaningful heat engine (Qin > Qout > 0 and 〈W 〉 > 0), it
can be easily shown that λA should be the largest and λC the smallest among λA, λB,
λC , and λD. As we can see from Fig. 5.2, from D to A′, the average work performed
to the system is positive, so the average energy 〈E′A〉 is higher than 〈ED〉. Moreover,
since state of D and A′ share the same distribution due to quantum adiabatic processes,
λA should be larger than λD for a larger En [see Eq. (5.23)]. Similarly, we can obtain
λB > λC . Additionally, from A to B, the work extracted from the system is equal to
the free energy decrease for this isothermal process. Thus we have FB −FA < 0. With
the relation 4F = − 1β ln ZAZB , we obtain ZB > ZA. A simple calculation shows that
Z is a monotonously decreasing function of λ for our model, thus λB < λA. Similar
discussions show that λD > λC . In conclusion, λA is the largest among four parameters

















t  B = 8 . 0
Fig. 5.4: Parameter λC dependence of Qout and ∂Qout/∂λC for a heat engine medium with non-scalable
energy levels that are given by Eq. (5.23) with different fixed λB values and α = 0.1. All the plotted
quantities here and in other figures are in scaled and hence dimensionless units. The inverse temperature
of two reservoirs are set to be βh = 0.01 and βc = 0.02. Qout indeed reaches the minimal value as
∂Qout/∂λC = 0.
First, we confirm that minimization of Qout and maximization of Qin indeed happen
precisely at the values of λ satisfying Eqs. (5.19) and (5.20), as shown in Figs. 5.4
and 5.5. Second, we show that the optimized ηq could be markedly higher than that
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Fig. 5.5: Parameter λA dependence of Qin and ∂Qin/∂λA for a heat engine medium with non-scalable
energy levels that are given by Eq. (5.23) with different fixed λD and α = 0.1. The inverse temperature
of two reservoirs are set to be βh = 0.01 and βc = 0.02. Qout indeed reaches the maximal value as
∂Qin/∂λA = 0.








 e / q
Fig. 5.6: The dependence of the ratio (ηe/ηq) on parameter λD for a heat engine medium with non-
scalable energy levels that are given by Eq. (5.23) with different fixed λD and α = 0.1, where ηe is
the efficiency obtained by matching the mean energy between states C′ and C (A′ and A) in Fig. 5.2,
while ηq is the optimized efficiency based on our optimization strategy. The inverse temperature of two
reservoirs are set to be βh = 0.01 and βc = 0.02. Indeed, for small values of λD, ηe is much smaller
than ηq, while the former approaches the latter as λD increases. This is because a larger λD leads
to an even larger λA due to the optimization requirement, both facts pushing the system closer to a
scale-invariant system at fixed temperatures.
55
5.5. Numerical examples
obtained by matching the mean energy between states C ′ and C (A′ and A) as proposed
in reference [102], as shown in Fig. 5.6. Therefore, optimization of ηq as mentioned
above is indeed doable and necessary.
As mentioned in the end of the last section (see Sec. 5.4), the rather specific condi-
tions [see Eqs. (5.19) and (5.20)] of ηq optimization (under fixed λB and λD) indicates
that the maximal efficiency will be highly system specific. To check this, we present
in Fig. 5.7 optimized ηq as a function of λD (λB) with fixed λB (λD), in different
temperatures Tc and Th. We can see from Fig. 5.7(a) that the optimized ηq can be
way below, but nevertheless quickly approaches the Carnot efficiency ηc as λD increas-
es. The reason is that a larger λD leads to an even larger λA due to the optimization
requirement, both of them pushing the system closer to a scale-invariant system under
fixed temperatures. Note also that even though the three ηq curves in Fig. 5.7(a) share
the same ratio Tc/Th, their ηq values are much different. This indicates that the op-
timized ηq is no longer a simple function of Tc/Th, but a function of both Tc and Th.
Figure 5.7(b) shows that our optimized ηq may not always be a monotonous function
of λB with a fixed λD. Interesting effects of Tc and Th under the same Tc/Th are
again observed there. The shown ranges of λB or λD in Fig. 5.7 alter with the chosen
temperatures because we exclude level crossing situations. The sharp change of ηq in
Fig. 5.7(a) [Fig. 5.7(b)] with a decreasing (increasing) λD (λB) under a given λB (λD)
is simply because the optimized cycle is about to cease to operate as a heat engine4
(which requires Qin > Qout > 0 and 〈W 〉 > 0).
In conclusion, we first constructed a rather general quantum cycle based on the
definition of quantum work mentioned in Sec. 3.5. Then by applying the minimal work
principle (see Sec. 4.1), we were able to specify how to construct a quantum analog
of the Carnot cycle. We next showed that the heat-to-work efficiency can be further
optimized if two conditions regarding some generalized force operators evaluated at some
equilibrium states are met. In general the optimized efficiency is system specific and
lower than the Carnot efficiency, and dependent upon both temperatures of the cold
4In certain range of the system’s parameter, this quantum cycle will operate as a refrigerator or even
a heat pump.
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Fig. 5.7: Behavior of heat-to-work efficiency ηq optimized under given λB , λD, Tc and Th, with λA and
λC chosen according to Eq. (5.19) and Eq. (5.20). (a) ηq vs. λD if λB = 6.0 for three sets of Tc and
Th. and (b) ηq vs, λB if λD = 6.0, also for three sets of Tc and Th. In all the shown cases the Carnot
efficiency ηc = 0.5 (top dashed curve). All variables are in dimensionless units. The energy levels of the




Principle of Minimal Fluctuations in
Jarzynski Equality
Understanding and manipulating work fluctuations in microscale and nanoscale systems
are of both fundamental and practical interest. For example, in considering the Jarzynski
equality 〈e−βW 〉 = e−β∆F , a change in the fluctuations of e−βW may impact on how
fast the statistical average of e−βW converges towards the theoretical value e−β∆F ,
where W is the work, β is the inverse temperature, and ∆F is the free energy be-
tween two equilibrium states. In this chapter, we first review the proof of this equality
〈e−βW 〉 = e−β∆F in both classical and quantum domains. Following that, we calculate
the fluctuations in 〈e−βW 〉 and give a detailed proof of the principle of minimal fluctu-
ations in quantum work. That is, if a system initially prepared in thermal equilibrium is
subject to a work protocol but isolated from a bath during the time evolution, then a
quantum adiabatic process without energy level crossings yields the minimal fluctuations
in e−βW , where W is the quantum work defined by two energy measurements in the
beginning and at the end of the process. In the classical domain where the classical
work protocol is realizable by an adiabatic process, the classical adiabatic process also
yields the minimal fluctuations in e−βW .
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6.1 Jarzynski Equality
Let us use exactly the same classical system mentioned in Chapters 3 and 4. That
is, a system with Hct (qt, pt) ≡ Hc[qt, pt, λ(t)] with a time-dependent parameter λ(t)
evolving from t = 0 to t = τ . Based on the definition of work for a single trajectory
[see Eq. (3.40)] and the classical probability of this trajectory given by ρ0(q0, p0)δ(q −














τ (qτ ,pτ )−Hc0(q0,p0)]ρ0(q0, p0)dq0dp0.
(6.1)
Given the initial density ρ0(q0, p0) as the Gibbs distribution [see Eq. (4.12)] with inverse































where from the 2nd to the 3rd line we have used the fact that the Jacobian matrix of
a canonical transformation from (q0, p0) to (qτ , pτ ) is equal to 1. Since F = − 1β lnZ,
where F is the free energy, we finally obtain
〈e−βW 〉 = e−β∆F , (6.3)
where ∆F is the free energy difference between the final and initial equilibrium states1.
This famous equality, first derived by C. Jarzynski [31, 32], is thus termed as Jarzynski
equality. Firstly, this equality provides rigorous relations between nonequilibrium work
and equilibrium properties, free energy. Besides, an important result follows immediately
1The final equilibrium state is a state if the system’s Hamiltonian Hcτ is subject to a reservoir at β


















where P is the cumulative probability and  is an arbitrary positive value with the unit
of energy. As can be seen, the distribution of ρ(W ) in the thermodynamically forbidden
region is exponentially suppressed. That is, we do not have many opportunities to
observe a value of work that is smaller than a few kBT below ∆F even in a microscopic
systems, which is consistent with the second law of thermodynamics in macroscopic
systems [36].
The quantum Jarzynski equality can be obtained using the definition of quantum







With an initial state prepared as a Gibbs distribution [Eq. (3.2)], we arrive at


















where in the 2nd line of Eq. (6.6) we have applied the normalization property [see
Eq. (3.35)].
The Jarzynski equality has been extended to open systems [42], and tested both in
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classical and quantum domains [45, 46]. Besides, many other fluctuation theorems and
variants have been proposed as well [33, 35, 37, 40, 41, 43, 44, 48, 50, 51, 105–109].
All of them together laid a solid and fruitful foundation for nanoscale thermodynamics.
However, it is interesting to note that the existence of such type of fluctuation
theorems does not rule out the possibility to further manipulate the statistical fluctua-
tions. That is, under appropriate conditions, it is still possible to control nonequilibrium
processes and alter the statistical fluctuations in thermodynamic quantities, without vi-
olating any fundamental laws in thermodynamics or modifying the fluctuation theorems
themselves. For example, in the case of Jarzynski equality, i.e., 〈e−βW 〉 = e−β∆F , even
though the mean value of e−βW is determined by β and ∆F , the fluctuations in the work
statistics can still be suppressed by an additional control field [29]. Such suppression in
the work fluctuations may be beneficial in improving the convergence of the statistical
average of e−βW towards the theoretical value e−β∆F . Therefore, it is natural to ask
the following questions: is there a lower bound on the work fluctuations? and if so, how
do we reach the lower bound? These questions will be answered latter in this chapter.
6.2 Principle of Minimal Work Fluctuations: Quantum Sys-
tems
We consider the quantum domain first, and restrict ourselves to work protocols in isolated
systems without a heat bath. That is the same situation under which we derived the
quantum minimal work principle in Sec. 4.1. The energy change of the system in these
processes is equal to the work performed on the system. Of particular importance is that,
given a quantum state initially prepared in thermal equilibrium with inverse temperature
β (the same initial state preparation was assumed in driving the Jarzynski equality in
Sec. 6.1), we shall show that a quantum (mechanical) adiabatic process (See Sec. 2.1)
yields the minimal fluctuations in an exponential form of the quantum work, namely,
e−βW . Through out the demonstration, we assume that the ordering of the energy
levels of the initial and final Hamiltonians are the same. Thus, compared with any other
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unitary evolutions to realize a work protocol in a thermally isolated system, a quantum
(mechanical) adiabatic process, executed slowly or executed fast via a control field,
achieves a lower bound in the fluctuations of e−βW . We term this original finding as the
principle of minimal work fluctuations. This conclusion will be helpful towards a better
understanding of the stability and reliability of the work output in cyclic operations of a
quantum heat engine, such as in Carnot cycles and Otto cycles [1, 5, 22, 110].
Similarly, the system is subject to a unitary process described by a time-dependent
Hamiltonian H(t) starting from t = 0 to t = τ . For i = 1, . . . , N (N is the dimension
of the Hilbert space of this quantum system), let Ei and E′i denote the eigenvalues of
H0 ≡ H(0) and Hτ ≡ H(τ) respectively. We first order the initial eigenenergy values
as
E1 < E2 < · · · < EN . (6.7)
It follows that the thermal excitation probabilities given by Eq. (3.2) have the following
ordering:
p1 > p2 > · · · > pN . (6.8)
Assuming that H0 and Hτ can be connected by a quantum (mechanical) adiabatic
process, the ordering of E′i (eigenvalues of Ht) is the same as Ei, namely,
E′1 < E
′






j , j = 1, 2, · · · , N − 1. (6.10)
which will be useful below.



















According to the Jarzynski equality [see Eq. (6.3)], the second term on the right-hand
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side of Eq. (6.11) is a fixed value for given H0 and Hτ . Therefore, we are left with the
first term only to deal with. Based on the two time energy measurements described by







We are now ready to prove that a quantum adiabatic process produces a minimized
value of Eq. (6.12), compared with any other unitary processes driven by Hamiltonians
from H0 to Hτ . To distinguish from work in other cases, we use W˜ to denote the work
in a quantum adiabatic process and a˜ij to represent the associated transition probability





























































































The difference in variance of e−βW between a general unitary process and an adia-
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batic process is then given by














[|aik|2 − |a˜ik|2]. (6.17)
Now note that in a quantum adiabatic process, the state populations do not change,
with
|a˜ik|2 = δik. (6.18)

















































That is, the function Υj defined above cannot be negative. Returning to Eq. (6.16), we
finally arrive at2











That is, the fluctuations in e−βW , as characterized by the square variance of e−βW , are
minimized if the process from H0 to Hτ is a quantum adiabatic process.
2Actually, we can obtain 〈e−µβW 〉 − 〈e−µβW˜ 〉 ≥ 0 with µ > 1.0 following the same fashion of
demonstration.
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Combined with the minimal work principle mentioned in chapter 4, one can now
claim that given a thermally isolated system prepared initially in equilibrium and later
driven by a Hamiltonian H(t) with fixed H0 at the start and Hτ in the end, then a
quantum adiabatic process, if implementable, not only yields the minimal average work,
but also the minimal fluctuations in e−βW .
The proof of this minimal fluctuation principle is almost the same as that of the
minimal work principle. Hence several aspects mentioned in quantum minimal work
principle are applicable to the minimal fluctuation principle here. That is, we require
the ordering of E′i to be the same as that of Ei to guarantee the existence of an
adiabatic process connecting H0 to Hτ . Additionally, this quantum adiabatic process
can be accelerated by certain control fields. However, throughout this demonstration,
we indeed used the fact that the initial state is prepared in a Gibbs distribution, while
for the proof of minimal work principle, we only require that the initial populations
are monotone decreasing upon the initial eigenenergies. Note that the initial Gibbs
distribution is also a requirement of the Jarzynski equality itself, it is thus meaningless
here to discuss other initial distributions.
Apart from that, a counter-intuitive nature needs to be highlighted in our minimal
work fluctuation principle. Given that a quantum adiabatic process minimizes the mean
work 〈W 〉, it is natural to naively expect a maximal value of e−2β〈W 〉. That value,
however, is completely different from that of 〈e−2βW 〉, which turns out to be minimized
in a quantum adiabatic process, and so is the variance of e−βW .
6.3 Principle of Minimal Work Fluctuations: Classical Sys-
tems
With the same notation used in the proof of classical minimal work principle in Sec. 4.2,
it is easy to demonstrate the principle of minimal work fluctuations in the classical
domain. Firstly, the value of 〈e−2βW 〉 for a general process starting from Hc0 and ending
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We hence find the difference between 〈e−2βW 〉 and 〈e−2βW˜ 〉,
〈e−2βW 〉 − 〈e−2βW˜ 〉 =
∫ IR
IL










dθ δ(θτ − θ)
∫ I
IL
[dI ′]Hc0 δ(Iτ − I ′)
−
∫
dθ δ(θ˜τ − θ)
∫ I
IL




Note that due to the same-ordering condition, d[−e−2βHcτ (I)]Hc0 in Eq. (6.25) cannot be
negative. split the integration over [dI0]Hc0 in Eq. (6.26) into two intervals: from I
L to
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dθ δ(θ˜τ − θ) +
∫
dθ δ(θτ − θ)
∫ I
IL













dθ δ(θτ − θ)
∫ I
IL
[dI ′]Hc0 δ(Iτ − I ′).
(6.27)
Furthermore, noticing that (i) the value of the expression inside {·} in Eq. (6.27) is not
negative, (ii) the integral over δ functions in the second line of Eq. (6.27) is not positive,












dθ δ(θ˜τ − θ) +
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dθ δ(θτ − θ)
∫ I
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dθ δ(θτ − θ)
∫ I
IL




















dθ δ(θτ − θ)
∫ I
IL




















Hence, we have completed the proof that for a classical adiabatic process under the
above-mentioned condition
σ2〈e−βW 〉 ≥ σ2〈e−βW˜ 〉, (6.29)
i.e., the principle of minimal work fluctuations in the classical domain.
In summary, we have proved a general principle regarding the minimal fluctuations of
work for thermally isolated systems initially prepared in a Gibbs state and then subjected
to a work protocol. Of particular interest is that, if the initial and final states can be
connected by a mechanical adiabatic process, the variance of e−βW could reach the
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minimal value, as compared with all other Hamiltonian processes operating between the
same initial and final system Hamiltonians. This is applicable in both quantum and
classical domains. It is now clear that an adiabatic process yields not only the minimal
average work, but also the minimal fluctuations in e−βW . This main result reveals a
somewhat counter-intuitive but fundamental feature of work fluctuations in microscopic
systems. Apart from offering new insights into fluctuations phenomena in small systems,
this principle of minimal work fluctuations will be useful to the design of reliable and
efficient energy devices at nano and micro scales. However, an adiabatic process in the
standard sense is infinitely slow, and as such the power of work output based on adiabatic
processes vanishes. Remarkably, our proof indicates that what is truly essential is the
population distributions of the energy eigenstates at the two boundary times about H0
and Hτ . That is, what actually happens for 0 < t < τ is not really essential in reaching
the minimal values of both work and fluctuations in e−βW . This thus indicates that a
mechanical adiabatic process can be accelerated via a control field without affecting the
fluctuation statistics, by applying STA or the optimal control theory. This is the main
topic to be discussed in the next chapter.
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Suppression of Work Fluctuations by
Optimal Control: an Approach based
on Jarzynski’s Equality
In this chapter, we will discuss several kinds of assisted adiabatic processes. That is,
by adding a control field, a mechanical adiabatic process could be executed rapidly but
reach the same final states as those reached in conventional adiabatic processes. Firstly,
we will briefly review two types of shortcuts to adiabaitcity (STA) [89–91, 111–122].
Both merits and drawbacks of those two will be pointed out, and the applications to
several specific systems will be discussed as well. After that, we introduce our optimal
control theory, and mainly focusing on classical systems. Our classical results should
be applicable to guide possible manipulations of work fluctuations in quantum systems,
especially in cases under relatively high temperatures. In particular, we develop a method
to design control fields to suppress dissipated work and work fluctuations based on the
well-known optimal control theory (OCT) for a single state. The distinguishing traits of
our OCT here lie in two aspects. First, we need to handle a thermal ensemble instead
of a single state, thus our control is ensemble-based. Second, we need to design a
useful control target function in order to reach our goal. As we can see below, our
control target function directly takes advantage of Jarzynski’s equality mentioned in
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Sec. 6.1, and the constructed target function is biased against deviations of individual
values of e−βW from their ensemble average, i.e., e−β∆F . We show that our optimal
control method built in this manner has essentially the same quantitative performance as
that based on STA when applied to previously known simple systems. Additionally, our
method can be applied to a wider variety of systems, including highly nonlinear systems
which cannot be handled by STA. Furthermore, our OCT method can be combined with
a feedback mechanism to realize work-fluctuation suppression in systems with unknown
system parameters. This is carried out by guessing the control target function iteratively
through Jarzynski’s equality again. Finally, we will discuss this optimal control theory in
the quantum domain, and the numerical experiments based on a Landau-Zener model
confirm our minimal fluctuation principle mentioned in Sec. 6.
7.1 Shortcuts to Adiabaticity
The first type of shortcuts to adiabaticity (STA1) is called counterdiabatic driving or
transitionless tracking driving. In this scheme, an additional control Hamiltonian is
introduced to drive a system (within a short time scale), such that the evolution of the
system, either classical or quantum, will still follow at all times the adiabatic evolution
of the original bare system [112].
Let us consider the same case discussed before for considering quantum adiabatic
processes in Sec. 2.1. That is, a single state with HamiltonianH0(λ) tuned by parameter
λ. Combining Eqs. (2.2) and (2.13), the time-dependent adiabatic state of the original





where ci(0) is the initial population of the ith eigenstate, |ψi(λ)〉 is the ith instantaneous
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Directly using the Schrödinger equation, i∂U∂t = HU , Uad is given by




(Ei(t)|ψi(t)〉〈ψi(t)|+ |∂tψi(t)〉〈ψi(t)| − 〈ψi(t)|∂tψi(t)〉|ψi(t)〉〈ψi(t)|).
(7.4)





the rest control Hamiltonian, denoted as HSTA1c (t), is thus written as
HSTA1c (t) = i
∑
i
[|∂tψi(t)〉〈ψi(t)| − 〈ψi(t)|∂tψi(t)〉|ψi(t)〉〈ψi(t)|]. (7.6)
For the classical systems, a similar control Hamiltonian is proposed in reference [101].
It is usually required that HSTA1c (t) = 0 at two boundary times (t = 0 and t = τ) for
experimental considerations. That is, if HSTA1c (t) = 0 for t < 0 and t > τ , it is easy to
prepare the initial state as the eigenstate of original H0(0), and keep the final state as
the eigenstate of the original H0(τ) after finishing the protocol. Moreover, such settings
can help conserve the original properties of the systems at the two boundary times. For
instance, the energy measurements of the total Hamiltonian in the beginning and at the
end can still reflect the inherent energy eigenvalues of the bare system alone based on
this setting. Three examples with explicit forms of control Hamiltonians calculated by
Eq. (7.6) are discussed below.
1. For 1D harmonic oscillator expansions [114, 123] with Hamiltonian
H0 = p2/(2m) +mω2q2/2 (7.7)
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tuned by a time dependent frequency ω(t), the control Hamiltonian for this quan-
tum oscillator is given by
HSTA1c = −(pq + qp)ω˙/(4ω). (7.8)
The analogous Hamiltonian for the classical one is given by
HSTA1c = −pqω˙/(2ω). (7.9)
2. For a displaced harmonic oscillator [53] with Hamiltonian
H0 = p2/(2m) + [q − q0(t)]2mω20/2 (7.10)
tuned by a time dependent q0(t), the control Hamiltonian for both quantum and
classical cases is given by
HSTA1c = pq˙0. (7.11)
3. For a two-level system [91, 113, 124] with Hamiltonian
H0 = Z(t)σz +X0σx, (7.12)
where σz and σx are the Pauli matrices, and Z(t) is time dependent, the control
field achieving STA1 is given by
HSTA1c (t) = (Θ˙0/2)σy, (7.13)
where Θ0 = arccos[Z(t)/R0] and R0 =
√
X20 + Z(t)2.
However, such extra control Hamiltonians in realizing STA1 can be found only for very
simple systems mentioned above. In general, their analytical forms are not available, and
the experimental realization of a control Hamiltonian is problematic due to its complexity
nature.
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The second type of STA (STA2), which can be more feasible in practice, starts from
the unitary transformations that connect different interaction pictures for describing one
physical setting. That is, we can use unitary transformations to transform our systems
to a picture in which the mathematical manipulations can be facilitated more easily, but
actually the same physics is described. However, as proposed in references [55, 124],
the unitary transformations can not just facilitate mathematical manipulations but also
lead to constructions of different physical experiments.
Let us start from the STA1 described by Schrödinger equation
i|∂tΨad(t)〉 = HSTA1(t)|Ψad(t)〉. (7.14)
Then the new dynamics under a unitary transformation U(t) is given by
i|∂tΨ′ad(t)〉 = H ′STA2(t)|Ψ′ad(t)〉, (7.15)
where |Ψ′ad(t)〉 = U †(t)|Ψad(t)〉, and H ′STA2 = U †HSTA1U − iU †U˙ . Therefore, if
U(0) = U(τ) = 1, the final state in two pictures will coincide, i.e., |Ψ′ad(τ)〉 = |Ψad(τ)〉
for a given initial state |Ψ′ad(0)〉 = |Ψad(0)〉. Additionally, if U˙(0) = U˙τ = 0, then we
obtain HSTA1(0) = H ′STA2(0) and HSTA1(τ) = H ′STA2(τ). All the physical setting in
two pictures then reduce to exactly the same one at two boundary times. That is, we
can consider the experiments in arbitrary pictures described by the U above so long as
we only need a final state sharing the same state populations with that following the
conventional adiabatic processes.
Let us now list the unitary transformations with the more feasible total Hamiltonian
for the three examples mentioned in the discussion of STA1 [124]:








, H ′STA2 = p2/(2m) +mω′2q2/2, (7.16)
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2. A displaced harmonic oscillator with a moving center (both quantum and classical),
U = exp(−imq˙0q), H ′STA2 = p2/(2m) + [q − q′0(t)]2mω20/2, (7.18)
where
q′0 = q0 + q¨0/ω20. (7.19)
3. Two-level system,
U = exp(−iφσz/2)− σx, H ′STA2 = (Z0 − φ˙/2)σz + Pσx, (7.20)
where
φ = arctan(Θ˙0/2X0), P = [X20 + (Θ˙0/2)2]1/2. (7.21)
The control Hamiltonian in STA2 is then obtained by subtractingH0 fromH ′STA2. Later
del Campo and Jarzynski extended STA2 to more complicated systems such as many-
body systems [55], but a general discussion by them also indicates that this method can
only be applied to systems with the so-called “scale-invariant driving" [101]. Moreover,
both STA1 and STA2 require the full knowledge of the system Hamiltonian, and this
requirement can present a limitation when we attempt to use STA to suppress work
fluctuations in general situations.
7.2 Theory of Optimal Control of Work Fluctuations: Use
of Jarzynski’s Equality to Construct a Control Target
Function
Let us consider the same time-dependent classical system with HamiltonianH0[p, q, λ(t)]
mentioned in previous chapters (see Sec. 4.2), and the system is initially prepared in
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thermal equilibrium described by a Gibbs distribution [see Eq. (4.12)]. Similar to the
conventional optimal control, an extra control field is applied in order to suppress work
fluctuations in this protocol defined by λ(t). Hence the total Hamiltonian H of the
system becomes
H(p, q, t) = H0[p, q, λ(t)] +Hc[p, q, A(t)], (7.22)
where Hc is the control Hamiltonian and A(t) denotes the time-dependent amplitude
of a control field. The evolution of (p, q) obeys the following Hamilton’s equation of
motion: q˙ = ∂H∂p and p˙ = −∂H∂q .
Next assuming that our OCT minimizes the value of a certain physical quantity at
the end of this protocol, we denote such physical quantity as Q[p(t), q(t), t], and its
value at t = τ is written as Q(pτ , qτ , τ). We also define p0 = p(0) and q0 = q(0) for
convenience. The thermal ensemble average of Q(pτ , qτ , τ) is given by




e−βH0[p0,q0,α(0)]Q(pτ , qτ , τ)dp0dq0, (7.23)
where Ω represents the entire phase space. L1 defined above is called a target function
since it will be a quantity we want to minimize. Additionally, a cost function is typically
needed to reflect a cost-related constraint for a control problem, which is defined by







where κ is a weightage factor that may depend on time. The larger κ is, the more
constraints are imposed on the amplitude of control field due to cost considerations.
The overall target function can then be written as J = L1 + L2. That is, we hope to
minimize J under the general dynamical constraints reflected by Hamilton’s equations
of motion. In order to combine J with such constraints, we introduce two Lagrange
multiplier as functions of (p, q), denoted by α(q, p, t) and l(q, p, t). We then minimize
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Let (δp, δq) denote the variation in (p, q) due to δA(t), an arbitrary variation in A(t).
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J¯ reaches the minimal value when δJ = 0. Since the variation is arbitrary, the coeffi-











+ lτ = 0,
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− l˙(q, p, t) + l(q, p, t) ∂
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l(q, p, t) ∂
2H
∂q∂A




dq0dp0 + κA(t) = 0.
(7.27)
This equation set can be worked out numerically by an iteration procedure [125],
similar to the standard OCT. First, we divide the relations in Eq. (7.27) together with
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Next, in numerical calculations, we can sample the initial thermal state in a sufficiently
large but finite phase space area, by considering Eq. (4.12). For each initial phase space
point (p0, q0) sampled, one can work out its trajectory by integrating Hamilton’s equation
from t = 0 to t = τ , using a time-dependent guessed field A(t). Then the values of
the Lagrange multipliers α(q, p, τ) and l(q, p, τ) at t = τ can be calculated based on
Eq. (7.28). With these boundary values, Eq. (7.29) can be integrated backwards from
t = τ to t = 0. Finally, with [p(t), q(t)], α(q, p, t), and l(q, p, t) all solved numerically,
the time-dependence amplitude A(t) for the next iteration can be updated by Eq. (7.30).
One repeats this iterative procedure until certain convergence criteria are satisfied. In
our numerical calculation in practice, we simply set the starting value of A(t) to be zero.
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Physically, the replacement means that a difference between final and target states is
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calculated after each iteration, and then a modification of the control field is made.
After clarifying the general procedure of OCT, we now return to our main mission,
which is the minimization of the statistical work fluctuations for a work protocol in our
thermal ensemble system. Assuming that we change the Hamiltonian of the system
by tuning the parameter λ(t) from t = 0 to t = τ , and there is no interaction with a
heat bath, the inclusive work is then given by Eq. (3.40). In order to suppress work
fluctuations across the thermal ensemble, one may now choose an appropriate Q in
Eq. (7.46), which is the target function to minimize via OCT. A naive and simple choice
of the target function can be just the variance squared of W , equal to 〈(W − 〈W 〉)2〉.
However, it turns out that the value of 〈W 〉 is unknown in advance since different control
fields can yield different values of 〈W 〉. Thus such an intuitive choice of the control
target function is not applicable here. Instead, we set up another target function based
on Jarzynski’s equality. Note first that
〈e−βW 〉 = e−β∆˜F , (7.33)
where ∆˜F refers to the free energy difference associated with the total Hamiltonian
H = H0 +Hc at t = 0 and t = τ . So long as the initial and final values of Hc are zero
(this is easily realized in the next section) , ∆˜F will be the same as ∆F , the free energy
difference associated with H0[p, q, λ(0)] and H0[p, q, λ(τ)]. In other words, whatever
the to-be-found control field is, the ensemble-averaged value of e−βW is fixed by e−β∆F .
Inspired by that, We then design a control target function as follows:
L1 =
〈(







(e−βW − e−β∆F )2dq0dp0.
(7.34)
The above-defined form of the control target function L1 is intriguing, because to
minimize this function is to directly suppress the derivations of possible individual values
of e−βW from their ensemble-average value e−β∆F predicted by Jarzynski’s equality. In
other words, our OCT framework directly exploits Jarzynski’s equality. It is also expected
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that the found optimal control field can remove those rare trajectories with rare values of
e−βW , and thus accelerate the convergence of our simulation results towards Jarzynski’s
equality.
7.3 Optimal Control of Work Fluctuations in Linear Para-
metric Oscillators
In this section we consider parametric (linear) oscillator systems as a benchmark step.
For such systems, of particular interest is that the explicit form of control Hamiltonian
to realize STA can be calculated easily, for both scenarios of counterdiabatic driving
(STA1) and shortcuts to adiabaticity (STA2) (see Sec. 7.52). We can hence compare
the performances of our optimal control fields with those found in STA1 and STA2.
The Hamiltonian of a parametric oscillator with a time-dependent frequency, all
in dimensionless units, is described by Eq. (7.7). For STA1, the extra control field is
[29, 121]
HSTA1c (t) = −
ω˙
2ω pq. (7.35)












Of particular importance, we choose a frequency protocol [55]
















such that the above two control fields are indeed zero at t = 0 or t = τ . Besides, note
that











so ω˙ is nonnegative during the entire protocol given ωτ > ω0. In our calculations, we
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choose ω0 = 10.0 and ωτ = 10
√






ω˙dt ≥ 0. (7.39)
In other words, along an arbitrary trajectory, the work value is always positive. We
further set τ to be as small as 0.001 (as compared with 1/ω0), such that the process
without any control fields will be highly nonadiabatic.
In order to compare our OCT approach outlined above with STA1 and STA2, we
design two kinds of control fields, i.e., A(t)pq and 12A(t)q2 [with A(t) to be found
numerically], in parallel with the above two control fields HSTA1c (t) and HSTA2c (t) in
realizing STA1 and STA2. The weightage factor κ in Eq. (7.47) is set to be small,
because here we are not much concerned with the cost of the control field. Nevertheless,
the time-dependence of κ can be designed to further tune the dependence of the field
amplitude. Here we propose to use κ(t) = κ˜/sin pitτ , where κ˜ is a small constant. Such
time-dependence of κ makes it diverge at t = 0 and t = τ , and as a consequence the
numerically found A(t) will become zero automatically at these two boundary times due
to the cost function (7.47) in the OCT.
With both the forms of the control field and the weightage factor κ in OCT specified,
numerical iterations based on Eq. (7.27) can then give us explicit solutions of A(t). The
results are shown in Fig. 7.1 for both pq-type and q2-type optimal controls, compared
with the corresponding results to realize STA1 and STA2. Note that in all these cases
the control field amplitudes are zero at two boundary times. Additionally, it can be
seen that A(t) found from our optimal control is different from those in STA1 or STA2,
though the difference for the shown computational example is not yet dramatic.
Then we try to quantitatively characterize the performance of suppression in the
work fluctuations, for our OCT approach along with STA1 and STA2. In practical cal-
culations, we sample initial phase space points (through a standard importance sampling
procedure) randomly according to the initial probability distribution in Eq. (4.12), and
then evolve them under the total Hamiltonian H = H0 + Hc. Individual values of W
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Fig. 7.1: Time dependence of the optimal control field for a parametric linear oscillator whose frequency
time dependence is given in Eq. (7.37), with ω(0) = 10, ω(τ) = 10
√
3, and τ = 0.001. All the plotted
quantities here and in other figures are in scaled and hence dimensionless units. The inverse temperature
is set to be β = 1.0. (a) The control field amplitude A(t) of pq-type optimal control as compared with
that based on fast-forward adiabatic driving (STA1). (b) The control field amplitude A(t) of q2-type
optimal control as compared with that in the shortcuts to adiabaticity (STA2) approach. Note that the
field amplitudes in (b) are much higher than those in (a).
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(e−βWi − 〈e−βW 〉)2 , (7.40)
where the total number of samplings is chosen to be M = 106. The variance in both
e−βW and in W itself under different control schemes are all presented in Table 7.1,
where we want to emphasize a few interesting observations. First, within expected
statistical error due to a finite M , the bare system, STA1, STA2, OCT with pq-type
field, and OCT with q2-type field all yield the same 〈e−βW 〉. Second, even though the
found time-dependence A(t) from OCT is different from STA1 or STA2, the variances
in e−βW and in W obtained from OCT with pq-type field are all the same as those
obtained in STA1 and STA2. In other words, our OCT framework can do an excellent
job in suppressing work fluctuations, to the same degree as STA can reach. This evidence
also confirms our principle of classical minimal fluctuations discussed in Sec. 6.3. That
is, in the parametric oscillator example here, STA has already reached an optimized
suppression of work fluctuations. Third, even the mean work 〈W 〉 from pq-type OCT
agrees with those obtained from STA1 and STA2. Recalling minimal work principle
mentioned in Sec. 4.2, the result indicates that OCT could reach the minimal work limit
as well as the STA. Fourth, the two variances shown in the last row of Table 7.1, which
is for OCT with q2-type control, are however slightly above those in other cases. This
is because for q2-type control, as depicted in Fig. 7.1(b), the required amplitude of the
control field is very high, so even a small weightage factor κ chosen for the cost function
can still cause a slight difference. This is also manifested in 〈W 〉 in the last row of
Table 7.1, which is again relatively higher than those obtained in OCT with pq-type
fields, in STA1, or in STA2.
After benchmarking the performance of our OCT approach, we now shed light on
its flexibility. Indeed, the time dependences of a control field A(t) can be altered by
introducing different time dependence to the weightage factor κ when accounting for
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Table 7.1: The performance of suppressing work fluctuations in the absence or presence of several
different control fields, mainly characterized by the variance in work W and the variance in e−βW , using
106 trajectories. The system is a parametric linear oscillator whose frequency time dependence is given
in Eq. (7.37), with ω(0) = 10, ω(τ) = 10
√
3, and τ = 0.001 (duration of the protocol). The inverse
temperature is set to be β = 1. Note that the obtained values of 〈e−βW 〉 are all around the theoretical
value 1√3 ≈ 0.5774 theoretically obtained from Jarzyski’s equality.
Process 〈e−βW 〉 σ(e−βW ) 〈W 〉 σ(W )
Bare system 0.5773 0.3373 0.9990 1.4120
STA1 0.5775 0.2691 0.7314 0.7312
STA2 0.5775 0.2691 0.7314 0.7312
Optimal control of pq-type 0.5775 0.2691 0.7314 0.7312
Optimal control of of q2-type 0.5775 0.2697 0.7340 0.7398
0 . 0 0 . 5 1 . 0- 5 8 0
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Fig. 7.2: Time dependence of pq-type optimal control field, choosing different weightage function κ(t)
(indicated on the panel) in the cost function defined in Eq. (7.47). The system considered here and
other system parameters are the same as in Fig. 7.1. The three choices of κ(t) lead to three different
control fields, but all of them yield δ(e−βW ) = 0.2691 from 106 trajectories.
the cost of the control field. For example, instead of κ = κ˜/sin pitτ , we can apply
κ(t) = κ1(t) =
κ˜
sin(2pit/τ) ;
κ(t) = κ2(t) =
κ˜
(1− t/τ)t/τ (7.41)
for our pq-type optimal control. The obtained time dependence of A(t) is presented in
Fig. 5.7(b) in comparison with our previous results. Of particular interest, although the
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Fig. 7.3: Time dependence of a pq-type optimal control field, as compared with that in STA1, for a
parametric linear oscillator. All system parameters are the same as in Fig. 7.1(a), except that ω(0) = 100,
ω(τ) = 100
√
3, and τ = 0.01.
time-dependence of the control field varies dramatically with alternations in the cost
function weightage factor κ(t), all the three cases shown in Fig. 7.2 yield the same
variance of e−βW , i.e., σ(e−βW ) = 0.2691. This is a clear demonstration that there are
many possible solutions in suppressing work fluctuations to the minimal value.
So far we have set ωτ = 0.01, which is more or less to simulate an instantaneous
limit for the bare system. That is, the frequency of the parameter oscillator is changed
much rapidly as compared with the system’s own time scale. As shown above, in
such a parameter regime our optimal control can suppress work fluctuations as well
as that achieved in STA. To further check the usefulness of OCT, we now consider a
slower protocol in which ω0 = 100 and τ = 0.01. In this case, the system’s own bare
Hamiltonian will be significant in the time evolution during the protocol. Our optimal
control fields are found to perform also very well in this regime. Namely, σ(e−βW )
without a control field reduces to 0.3212. This is because nonadiabatic effects and
hence work fluctuations are weaker for a slower protocol. Interestingly, with STA1 or
optimal control, we still find σ(e−βW ) = 0.2691. This result is also consistent with
our principle of minimal work fluctuations that adiabatic processes already reach the
84
Chapter 7. Suppression of Work Fluctuations by Optimal Control: an Approach based on Jarzynski’s
Equality
lower bound of the fluctuations in e−βW . One example of A(t) found from our pq-type
optimal control is presented in Fig. 7.3 in comparison with the field produced by STA1.
As seen from Fig. 7.3, for a slow protocol here the required amplitude of control fields
to suppress fluctuations are much weaker than that presented in Fig. 7.1(a).
7.4 Optimal Control of Work Fluctuations in Nonlinear Os-
cillators
We now turn to apply our OCT approach to systems of nonlinear oscillators under
certain protocols. Excluding scale-invariant systems, explicit solutions to realize STA1
and STA2 cannot be found for general nonlinear systems, but our OCT framework is
equally applicable. In particular, let us consider the following system Hamiltonian with













where ω(t) is the time dependent system parameter following the same protocol defined




vanishes at t = 0 just for computational
convenience in the sampling of the initial thermal ensemble state (which is still a Gaus-
sian). Below only pq-type optimal controls are considered1. Besides, we also present the
parallel performance of the previous STA1 field obtained in the absence of the nonlinear
term for the sake of comparison. To stress that the control field required by previous
STA does not give rise to STA here due to the nonlinear term in the Hamiltonian, we
call such a control approximate STA1.
As a tentative computational example, we firstly set β = 0.1 and ε = 1000, ω0 =
10.0, τ = 0.001. Then the fluctuations of e−βW is numerically compute according to
the same Eq. (7.40). For the approximate STA1, we have σ(e−βW ) = 0.2692, while
in our optimal control we obtain σ(e−βW ) = 0.2691. As we can see, these results are
1Note that, as observed earlier, the required field strength for q2-type control is much larger. Addi-
tionally, this field can be calculated by the unitary transformation from pq-type [101].
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Fig. 7.4: Time dependence of a pq-type optimal control field obtained for a parametric nonlinear oscillator
defined in Eq. (7.42), as compared with that of an approximate STA1 field obtained in the absence of
the quartic term in the system Hamiltonian. The difference between the solid and dashed lines indicates
the impact of the nonlinearity.
almost identical with previous cases in the absence of a nonlinear term presented in
Table 7.1. It thus indicates that the nonlinear term does not play an important role.
That is because the system is largely confined to a small neighborhood of the linear
region when the temperature is not high enough. This result is also consistent with a
recent experiment [126], which showed that approximate STA1 can perform well in the
presence of some degrees of nonlinearity. For the same value of β and , we have also
considered a slow protocol with ω0 = 100 and τ = 0.01. Not surprisingly, both optimal
control and approximate STA1 still yield σ(e−βW ) = 0.2691 in this case.
Table 7.2: The performance of work fluctuation suppression in the absence or presence of several
different control fields, mainly characterized by the variance in work W and the variance in e−βW , using
106 trajectories. The system is a parametric nonlinear oscillator defined in Eq. (7.42), and the time
dependence of ω(t) is still given in Eq. (7.37), with ω(0) = 10, ω(τ) = 10
√
3, and τ = 0.001. The
nonlinear parameter  = 1000 and the inverse temperature is set to be β = 0.01 to enhance anharmonic
effects.
Process σ(e−βW ) 〈W 〉 σ(W ) Probability of negative work
Bare system 0.3440 147.66 428.54 227× 10−6
STA1 control 0.2905 101.72 249.57 1002× 10−6
Optimal control of pq-type 0.2701 78.112 102.51 1× 10−6
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Fig. 7.5: Probability density of work distribution, in the absence or presence of different types of control
fields. The results are obtained along with those presented in Table 7.2, with all the system parameters of
a parametric nonlinear oscillator the same as that described in Table 7.2. Note that the optimal control
field has suppressed a long tail of the work distribution and has also almost completely suppressed
negative work values.
To realize more thermal excitations in the nonlinear region, we next consider a case
with a much higher temperature, i.e., β = 0.01 (still with ε = 1000, ω0 = 10.0, and
τ = 0.001). The time-dependence of the found optimal control field is presented in
Fig. 7.4, which is very different from that of approximate STA1 this time. To gain more
physical insights, we also count the number of trajectories which give a negative work
output. As shown previously, for the protocol here the work would always be positive
for system without the nonlinear term. Therefore, the presence of negative work values
in the bare system does indicate the existence of nonlinearity. Detailed computational
results are shown in Table 7.2. As we can see, the performance of optimal control
is much better than that achieved by approximate STA1 this time. Firstly, while the
optimal control field has essentially suppressed almost all negative work values (only
one out of one million), approximate STA1 does increase probabilities of negative work
compared with that achieved in bare system. Actually, it is not surprising that our
optimal control approach can remove negative work values so effectively. That is simply
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because, for cases with a positive ∆F , the value of e−βW with a negative W would
be drastically larger than its “targe” value e−β∆F . It will then be rejected by our
optimization algorithm as extreme or rare values of e−βW . In addition, the variance in
work under the optimal control field is less than one quarter of that for the bare system,
and less than half of that obtained with approximate STA1. The mean work 〈W 〉 under
the optimal control field is also significantly smaller than that in the bare system or in
the STA1 case. As we mentioned in Sec. 4.2, a decrease in 〈W 〉 indicates less dissipated
work, 〈W 〉 − ∆F . The work probability distribution P (W ) is also shown in Fig. 7.5.
There it can be seen that the optimal control field suppresses very large or very small
work values most effectively, in addition to an almost complete removal of negative work
values.
7.5 Optimal Control of Work Fluctuations in Systems with
Unknown Parameters
The flexibility in our optimal control and the feedback strategies in standard OCT
motivate us to ask whether OCT can be applied to suppress work fluctuations in those
systems with unknown system parameters. At the first glance, since with unknown
system parameters in the Hamiltonian, it is impossible to know the evolution of the
system, and impossible to calculate ∆F associated with the target function. Therefore,
our optimal control approach seems not applicable. However, it can be shown in this
section that polishing the control target function on the run is possible, by iteratively
updating the target function through Jarzynski equality itself. This feasibility indicates
the potential application of Jarzynski’s equality itself. That is, by the suppression of
work fluctuations and thus better convergence of Jarzynski equality, we can indeed
experimentally obtain correct value of unknown ∆F from non-equilibrium work values
based on a finite number of trajectories.
Let us first review how the knowledge of the bare system Hamiltonian guides our
OCT framework. The first two relations in Eq. (7.27) require the specific details of
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the initial probability distribution and the target function, namely, the full information
of the Hamiltonian in the beginning and at the end of the protocol. Meanwhile, the
third and fourth relations in Eq. (7.27) which describing continuous time evolutions
require the total Hamiltonian including the control field. However, if the protocol is
executed fast enough, the field amplitude associated with the control Hamiltonian may
be overwhelming to the bare system Hamiltonian, so the latter may not play an important
role there.
To gain some quantitative ideas, let us consider the same anharmonic Hamiltonian in





2(t)q2 + ε0q4 sin(pi tτ ), with ω0 = 10 and τ = 0.001.
For this designed case, the quartic term vanishes at t = 0 and t = τ , ∆F and hence
the associated target function in our OCT are still fully known. Next we set ε0 = 1460,
but in the field building-up and implementation of OCT we do not use that piece of
information. Instead, some wrong values of ε are used when computationally searching
for the OCT field. The truly ε0 = 1460 is used for performance checking only, after
we have got the OCT field and start to calculate the actual work fluctuations with the
control field thus obtained.
As depicted in Fig. 7.6, even though ε used in our optimal control algorithm varies





ranging from 0.269 to 0.273. That is, given a wide range of incorrect
values of ε, the associated optimal control field can still suppress work fluctuations ef-
fectively. Additional numerical investigations of the evolving trajectories further indicate
that the total time duration is too short for H0 to play a role, thus confirming our
qualitative insights above.
This computational example is enlightening, but we still require there that the (bare)
system Hamiltonian is fully known at two boundary times t = 0 and t = τ . Since in such
situations ∆F can be calculated directly from the bare system Hamiltonian, we are still
one step away from predicting unknown ∆F using the work values in a nonequilibrium
protocol. So our final question is the following, if some parameters in the (bare) system
Hamiltonian is even unknown at boundary times to us, how to construct the optimal
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Fig. 7.6: Variance of e−βW obtained from optimal control applied to a parametric nonlinear oscillator
described in Eq. (7.42), as a function of incorrectly preassumed values of the nonlinear parameter ε.
The actual nonlinear parameter ε0 = 1460. ω(t) is still given by Eq. (7.37). Other system parameters
are ω0 = 10, τ = 0.001, and β = 0.01. It is seen that despite wrong values of ε are used in searching
for optimal control fields, the obtained variance of e−βW does not change significantly.
control target function to suppress the work fluctuations, and eventually predict ∆F?
Borrowing the idea from the feedback optimal control theory [127], we propose here
a useful computational feedback procedure as illustrated in Fig. 7.7. It consists of the
following steps:
(i) A certain small number of initial states are first sampled according to system’s
thermal distribution, and then evolved according to a guessed control field.
(ii) Based on the previous step, a rough estimate of 〈e−βW 〉 is obtained to yield
e−β∆F , which is then used to yield/update the control target function.
(iii) To optimize the control field based on Eq. (7.27), one may neglect the effect of
the bare system Hamiltonian or preassume some wrong parameter values because
the evolution is mainly dictated by the control field during a rapid work protocol.
(iv) The control field is then updated by the output from an optimal control algorithm
and then all the previous steps are repeated until some convergence threshold is
satisfied.
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Fig. 7.7: Procedure of executing a feedback loop to construct OCT fields iteratively, in order to apply
OCT to systems with unknown system parameters. The feedback is to refine the control target function
based on Jarzynski’s equality, by using Jarzynski’s equality itself to guess the free energy difference.
Table 7.3: The performance of work fluctuation suppression in the absence or presence of several different
control fields, mainly characterized by the variance in work W and the variance in e−βW , using 106
trajectories. The system is a parametric nonlinear oscillator defined in Eq. (7.43), whose quartic term
does not vanish at the end of the protocol. The coefficient of the quartic term ε = 1460 is never used
when searching for the control field via feedback OCT. The control field is obtained by five iterations
of the feedback loop illustrated in Fig. 7.7. Other system parameters are ω0 = 10, τ = 0.001, and
β = 0.01. ω(t) is given by Eq. (7.37).
Process 〈e−βW 〉 σ(e−βW ) 〈W 〉 σ(W )
bare system 0.3269 0.4031 4453 14288
Feedback OCT (ε = 1000) 0.3272 0.3370 631.0 1787
Feedback OCT (ε = 2000) 0.3273 0.3366 528.4 1409
Feedback OCT (ε = 3000) 0.3273 0.3367 479.7 1220














Note that in this case, the quartic term does not vanish at t = τ , with ε0 = 1460
assumed to be “unknown” when we construct the optimal control field. That is, we
will not use this value to construct our control field. Instead, we use some pre-assumed
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wrong values of  when solving Eq. (7.27). We still set the quartic term to be zero
at t = 0 for the convenience in initial state sampling. In the first iteration of our
numerical experiment, we use a null control field to start with. We update the target
function and the optimal control field based on 20, 000 trajectories only. Remarkably,
the optimal control field can already converge well after only five iterations of the above
four steps. In particular, we compare in Table 7.3 the results from 106 trajectories, in




. In obtaining the numerical results we
have used three different preassumed values of ε (all are much different from the real
value). As seen from the third column of Table 7.3, for all three cases, the fluctuations
in e−βW are effectively well suppressed (as compared with the bare case without a
control field). The ensemble-average 〈e−βW 〉 in all the three cases are also close to the
true theoretical value 0.3272 (obtained by numerically computing the partition function
of H0 with ε0 = 1460). Interestingly, the value of 〈e−βW 〉 for the bare system case
(second column, second row of Table 7.3) is still slightly away from this theoretical
value. This suggests that in the bare system case a high-quality convergence towards
Jarzynski’s equality has not been achieved with 106 trajectories. Thus, the presence of
a control field suppressing work fluctuations is seen to have, albeit slightly, enhanced
the convergence of the simulation towards Jarzynski’s equality. To see this more clearly,
we show in Fig. 7.8 how the numerically obtained average value of e−βW gradually
converges to the theoretical value e−β∆F , as the number of trajectories increases to
106. The horizontal line in Fig. 7.8 represents the true theoretical value. It is seen that
all the three cases of feedback control have converged to the true theoretical value with
about 6× 105 trajectories, but the bare system case still has a non-negligible shift from
the theoretical result.
Returning to Table 7.3, from the last two columns it is also seen that the mean
work 〈W 〉 (hence also the dissipated work) as well as the variance of W is suppressed
by the optimal control field by about one order of magnitude. This significant control
over the work output and its fluctuations is achieved even though part of the system
parameters is unknown to us! Interestingly, this does not mean that the variance of e−βW
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Fig. 7.8: The convergence of 〈e−βW 〉 towards the theoretical value (indicated by the horizontal line)
versus the number of trajectories used in the simulations. The system and all the system parameters
are all specified in Table 7.3. It is seen that the three cases with optimal control fields obtained from
feedback mechanism can yield better results, despite that the actual value of the nonlinear parameter is
not needed in constructing the control fields.
(see the second column of Table 7.3) will also be significantly reduced by the control
field. Qualitatively, note that a higher temperature induces a wider initial probability
distribution and hence larger thermal fluctuations in work values, but on the other
hand, when calculating e−βW the larger work values are still scaled down by the inverse
temperature β. As such, from the explicit computational example here it is learned that
one should not underestimate the implications of a seemingly “smal” suppression in the
variance of e−βW .
7.6 Ensemble-based Quantum Optimal Control Theory
Following a similar fashion, the quantum optimal control theory can be designed to
suppress the quantum work fluctuations. Consider the same time-dependent quantum
system with the Hamiltonian H0[λ(t)] mentioned in previous chapter (see Sec. 3.5), and
the system is initially prepared in thermal equilibrium described by a Gibbs distribution
[see Eq. (3.1)]. Similar to the classical OCT, the quantum OCT we considered in order
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to suppress the fluctuations in e−βW is somewhat different from the traditional case due
to two aspects. First, we need to handle a thermal ensemble instead of a single quantum
state as the initial state. Second, the quantity we need to optimize is based on two-time
energy measurements, which is not an observable. Because of these peculiarities, it is
necessary to outline some details in our OCT calculations.
First, to suppress the fluctuations in e−βW , an additional control field is considered,
with the total Hamiltonian H of the system given by
H(t) = H0(t) +HOCT[A(t)], (7.44)
where HOCT is the control Hamiltonian and A(t) is the time-dependent amplitude of a
control field. The time-evolving state |φi〉 obeys the Schördinger equation:
|φ˙i(t)〉 = −iH|φi(t)〉, (7.45)
where |φi〉 denotes the i-th state in the initial thermal ensemble in the energy basis.
Consider next a certain quantity defined by two-time energy measurements in E-





pi|〈ψ′j |φi(τ)〉|2f(Ei, E′j), (7.46)
where |φi(τ)〉 = U |ψi〉 is the final state evolved from the initial state |ψi〉 (eigenstate
of H0). Similarly, a cost function is also needed to impose a cost-related constraint on







where A(t) is above-mentioned amplitude of the control field and κ is a weightage
factor. The overall target function can then be defined as J = L1 + L2. That is, the
problem is now to minimize J under the general dynamical constraint reflected by the
Schrödinger equation.
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To proceed we introduce K Lagrange multiplier vectors as a function of t, denoted
by {|li(t)〉, i ∈ K}. We then minimize J¯ instead, with






Let |δφi(t)〉 be the variation in |φi(t)〉 due to δA(t), an arbitrary variation in A(t), then






















































|ψ′j〉f(Ei, E′j) + |li(τ)〉 = 0.
(7.50)
The above list of relations can be numerically solved by an iteration procedure [125].
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7.7 Principle of Minimal Work Fluctuations Manifested in
a Landau-Zener Process
In Sec. 7.3, it has already been found that the performance of OCT, as quantified by
the suppression of the variance in e−βW , can at most reach that obtained from classical
STA (within statistical error). That can be a strong evidence for the principle of classical
minimal fluctuations. Here we use the Landau-Zener model [128, 129] to illustrate and
check the principle of minimal work fluctuations in the quantum domain. On the one
hand, we use STA to realize a fast adiabatic passage in this model and then examine
the work fluctuations. On the other hand, we use an optimal control theory (OCT)
[125, 127, 130, 131] to minimize the work fluctuations, with the variance in e−βW to
be minimized. According to our principle of minimal work fluctuations, the results from
our OCT can never beat that from an adiabatic process. This fact will be numerically
checked below. Furthermore, it is curious to see how the results from OCT may approach
that based on STA.
Table 7.4: Performance of work fluctuation suppression in a Landau-Zener process, in the absence or
presence of control fields needed for realizing STA or found from OCT, characterized by the variance
in e−βW , using 106 two-time energy measurement results. The model Hamiltonian is described in
Eq. (7.51), with Z(t) given in Eq. (7.53), Z(0) = 1.0, Z(τ) = 3.0, τ = 0.0001 (duration of the
process), X0 = 2.0, and the inverse temperature β = 0.1. The numerically found transition probabilities
are also presented, where |1〉 and |1′〉 are the ground states of the initial and final Hamiltonians, |2′〉 is
the excited state of the final Hamiltonian, and U denotes time evolution operator. The obtained values
of 〈e−βW 〉 all agree with the theoretical value e−β∆F ≈ 1.040 obtained from the Jarzynski equality.
Process 〈e−βW 〉 σ(e−βW ) |〈1′|U |1〉|2 |〈2′|U |1〉|2
bare system 1.040 0.202 0.9341 0.0659
STA 1.040 0.134 1.000 0
Optimal control 1.040 0.134 1.000 0
The Landau-Zener model Hamiltonian, all in dimensionless units, is assumed to be
H(t) = Z(t)σz +X0σx, (7.51)
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where σz and σx are the Pauli matrices. For a time-dependent Z(t) and a time-
independent X0, the control field achieving STA is given by [91, 92, 113, 124]
HSTA(t) = ~(Θ˙0/2)σy, (7.52)
where θ0 = arccos[Z(t)/R0] and R0 =
√
X20 + Z2(t). As an example, we choose [55]















such that the control field HSTA(t) is zero at t = 0 and t = τ . In our numerical
calculations we choose Z(0) = 1.0 and Z(τ) = 3.0 in dimensionless units. We further
set τ to be as small as 0.0001 [as compared with 1Z(0) ], such that the process will be
highly non-adiabatic were there no control fields.
Parallel to this, the control filed in OCT is assumed to be A(t)σy with A(0) = 0 and
A(τ) = 0. This boundary condition for A(t) can be satisfied by introducing the same
time profile of a cost function as the one mentioned in classical OCT (see Sec. 7.3). It
can be checked that the system here is fully controllable by σy. That is, any unitary
evolution operator can be yielded in a finite time by considering a control field of the
σy type [132].
To quantitatively characterize the performance in suppressing the fluctuations in
e−βW in STA and in OCT, we randomly sample initial energy eigenstates |ψi〉 according
to the initial thermal probability distribution (the first measurement), then evolve them
under the total Hamiltonian H = H0 +HSTA. Next, we again randomly sample energy
eigenstates |ψ′j〉 according to its probability projected on the final state (the second
measurement). Individual values of W are obtained from Wi = E′j − Ei, and the





i=1(e−βWi − 〈e−βW 〉)2,
where the total number of “trajectories” is chosen to be M = 106.
The variances in e−βW obtained in the bare system, under STA and under OCT
are presented in Table 7.4, along with the ensemble-average of e−βW , as well as the
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Fig. 7.9: Time dependence of the amplitude of a numerically found OCT field, as compared with that of
a control field realizing STA in a two-level system Eq. (7.51), with Z(t) given in Eq. (7.53), Z(0) = 1.0,
Z(τ) = 3.0, τ = 0.0001 (duration of the process), X0 = 2.0, and the inverse temperature is set to be
β = 0.1. All the plotted quantities here are scaled and hence in dimensionless units.
transition probabilities between initial and final energy eigenstates. First of all, it is seen
that all the three cases yield exactly the same average of e−βW , consistent with the
Jarzynski equality. Secondly, both processes under STA and OCT have suppressed the
variance of e−βW . But remarkably, the performance of OCT in suppressing the variance
of e−βW does not beat that of STA (producing the same variance here), thus confirming
our expectation that an adiabatic process yields the lower bound on fluctuations in
e−βW . An investigation of the transition probabilities also offers more insights. One
observes that the transition probabilities obtained under OCT is actually the same as
that obtained under STA. That is, an OCT field aiming at minimizing work fluctuations
and successfully reaching the lower bound of work fluctuations (as characterized by the
variance of e−βW ) tends to conserve the respective populations on each instantaneous
state. This confirms our theory from another angle.
Lastly, in Fig. 7.9 we compared the time dependence of the control field numerically
found in OCT with that of the STA control field. It is seen that A(t) found in OCT
is not the same as in the case of STA. The peak field amplitude in the OCT case is
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smaller. This difference clearly indicates that there are different solutions when it comes
to minimize the work fluctuations. In our proof above, the crucial requirement to reach
the lower bound of work fluctuations is aij = δij , i.e., populations on states E′i stay
the same as the populations on states Ei: what happens during the process does not
matter. An adiabatic process, which keeps the populations unchanged throughout the
process, then offers a lower bound on work fluctuations. However, in other processes
with nonadiabatic transitions during the time evolution but still the same final-state
populations as in an adiabatic process, the lower bound of work fluctuations can still be
reached.
7.8 Concluding Remarks
In this chapter we have proposed an optimal control approach aiming at the suppression
of work fluctuations associated with a protocol applied to a thermal ensemble. Our
approach is original in the sense that we directly exploits Jarzynski’s equality in defining
our control target function. Indeed, the control target function is constructed to bias
against the deviation of individual values of e−βW from their ensemble average 〈e−βW 〉 =
e−β∆F , where ∆F is the free energy difference. This approach is shown to be very
effective. In the case of a parametric oscillator, the performance of our optimal control
approach is simply as good as previous methods based on STA. More importantly, our
optimal control approach can equally be applied to rather arbitrary nonlinear systems.
We also note that a recent study [133] considered a somewhat related optimal control
approach for nonlinear systems, but assuming weak anharmonic potential to validate a
perturbative treatment. Our approach can however be applied to systems with strong
nonlinear effects, as we have shown through nonlinear oscillator systems with a large
quartic term. One might also think that since ∆F is needed in the construction of a
target function, we may have to know the full information of the system Hamiltonian.
Through simple numerical experiments, we showed that this intuition is not true, because
a feedback mechanism can help us to refine the control target function on the fly. As
such, we claim that the suppression of work fluctuations via a control field is possible
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even when we do not have a full knowledge of the system. Finally, we extend our
OCT algorithm to the quantum domain as well, and apply it to the simple Landau-
Zener model. Note that the performance of OCT, as characterized by suppressing
the variance in e−βW , can never beat the bound achieved by STA both in classical
and quantum domains. This set of evidence confirms our principle of minimal work
fluctuations presented in Chapter 6.
So far we have assumed sufficiently rapid work protocols during which system-bath
interactions are neglected. In the future it is necessary to extend our approach here to
open systems. In that direction we note an early study considering classical overdamped





We now summarize what has been presented in this thesis. We began in Chapter 2
by introducing the adiabatic theorem. We then reviewed in Chapter 3 the minus first
law. We also discussed three kinds of definitions of microscopic work. By a careful
examination, we reached the conclusion that only the definition based on two-time
experimental measurements was the most reasonable. In Chapter 4, we reviewed the
minimal work principle.
We then constructed in Chapter 5 a quantum Carnot cycle step by step. Actual-
ly, such construction was not unique by only applying the correct definition of work
mentioned in Chapter 3. However, by applying minimal work principle additionally, we
clarified that such a quantum Carnot cycle should consist of two quantum adiabatic
steps and two isothermal steps from efficiency considerations. Next, we showed that
the heat-to-work efficiency can be further optimized if two conditions regarding some
generalized force operators evaluated at some equilibrium states are met. A fascinating
result was thus reached directly that the efficiency of such a quantum Carnot cycle
was dependent on the working medium, and both temperatures of the cold and hot
reservoirs.
In Chapter 6, we moved on to the study of microscopic work fluctuations. After a
101
8.2. Outlook
rather detailed review of the Jarzynski equality in both classical and quantum domains,
we demonstrated the principle of minimal work fluctuations. That is, if a system ini-
tially prepared at thermal equilibrium is subject to a work protocol but isolated from a
bath during the time evolution, then an adiabatic process (both classical and quantum)
without energy level crossings yields the minimal fluctuations in e−βW . In Chapter 7, we
first reviewed the shortcuts to adiabaticity (STA), a method that can be used to obtain
the same final states as that achieved by conventional adiabatic processes in a finite
time duration. This approach can be used to suppress the dissipated work and work
fluctuations due to the principle of minimal work and minimal fluctuations. However,
we pointed out that this method can only handle simple scaling invariant systems such
as two-level systems, harmonic oscillators, or other special systems. We then proposed
an optimal control approach to suppress the work fluctuations associated with a pro-
tocol applied to a thermal ensemble. Importantly, our optimal control approach can
be applied equally to a wide variety of systems, including highly nonlinear cases which
cannot be handled by the STA. Moreover, by applying our OCT, the suppression of work
fluctuations via a control field is possible even when we do not have full knowledge of
the system.
8.2 Outlook
We conclude that, given a thermally isolated system initially prepared at a Gibbs state
and subject to a work protocol, an adiabatic process yields not only the minimal average
work, but also the minimal fluctuations in e−βW . However, such a conclusion, obtained
from minimal work and minimal fluctuation principles, requires no energy level crossings
during the protocol. In particular, if the energy level crossing indeed occurs, a fast
process might lead to a small dissipated work compared to that achieved by an adiabatic
one [87]. This exception implies the possibility of constructing a super heat engine with
both high efficiency and high power without any driving fields.
Secondly, even though plenty of models have been proposed to simulate the mi-
croscale or nanoscale heat engines, it is still difficult to extract the work from such
102
Chapter 8. Conclusion and Outlook
systems and use it for actual work output, such as lifting a weight. For example, in
the case of harmonic oscillator, the work performed by tuning the frequency is quite
different from the mechanic work done in macroscopic heat engines, thus difficult to be
exploited. Reference [135] provides an interesting solution, but the construction of a
complete cycle is still missing.
Thirdly, we have proposed an optimal control approach to suppress the work fluctua-
tions for classical systems. However, the extension of this approach to quantum domain
is not so successful except for the two-level system. This is because OCT requires con-
trollable quantum systems, i.e., any unitary evolution operator can be produced in a
finite time by applying admissible time-dependent controls. Such a condition is strong.
For example, the ground state of a harmonic oscillator can never be driven to the first
excited state by applying a q2-type control filed due to the parity conservation. A pos-
sible solution to this problem is that we can firstly calculate a classical control field by
classical OCT, and then quantize it to get approximate control fields for the quantum
system.
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