The applicability of physical optics in the millimetre and subm-millimetre spectral region. Part I: The ray tracing with diffraction on facets method', Journal of Quantitative Spectroscopy and Radiative Transfer, Vol. 190 March 2017, pp. 13-25 functions. This finding is owing to the scattering solutions being dominated by the processes of diffraction and reflection, both being well described by RTDF. The impact of centimetre-sized complex ice crystals on interpreting cirrus polarisation measurements at sub-millimetre frequencies is discussed.
Introduction
The application of sub-millimetre radiometry to the study of the microphysics of ice clouds has been an active area of research since about the latter part of the 1990s. For example, studies by [1] [2] [3] [4] have shown that the sub-millimetre part of the spectrum is very sensitive to the column integrated ice water content (IWC), the ice water path (IWP) and to the size distribution function of ice particles (PSD). This is because atmospheric ice at sub-millimetre frequencies is weakly absorbing, relative to scattering, and so the upwelling radiance emitted from below the ice cloud (i.e., from the surface, the gaseous atmosphere, the water and the mixed phase cloud below the cirrus) is largely scattered rather than absorbed. This means that the scattered radiance received by a radiometer above the ice cloud will be depressed relative to the clear sky radiance (owing to the radiance being scattered out of the line of sight of the instrument as a result of multiple scattering and internal cloud scattering).
However, as frequency increases, so does the water vapour continuum [5] . This increase in the water vapour continuum will depend on the location and/or time of the year and may ultimately limit the sensitivity of the sub-millimetre region to particular properties of the ice cloud microphysics. This is because the brightness temperature depressions caused by an increase in atmospheric water vapour loading may also be large and compete with the brightness temperature depressions caused by the ice cloud in certain situations, such as semi-transparent cirrus occurring lower in the atmosphere. However, to account for this water vapour loading effect on brightness temperature depressions, it is usual to retrieve the water vapour loading from the microwave region, but this too requires an accurate understanding of the water vapour continuum, not only throughout the microwave region, but also throughout the sub-millimetre region. Unfortunately, the current understanding of the water vapour continuum in both the microwave and sub-millimetre regions is poor [6] , as brightness temperature differences between water vapour continuum models can be as large as 5 K across the microwave and sub-millimetre spectrum [7] .
As previously discussed, atmospheric ice at sub-millimetre frequencies is weakly absorbing, and therefore the observed brightness temperature depressions are weakly dependent on the temperature of the atmosphere but are instead more directly related to the IWP [1] . This direct dependence of brightness temperature depression on ice cloud microphysics is a distinct advantage of the submillimetre region over the infrared and microwave regions of the spectrum. As the IWP is not directly related to the measured radiance in those two spectral regions, the interpretation of the measurement strongly depends on prior assumptions about the size, orientation, shape and mass of the ice crystals. In the case of the infrared region, the measurement is also dependent upon the temperature of the atmosphere, and in the case of radar reflectivity, its interpretation depends on assumptions about the mass and size of ice crystals. In the latter case, both the mass and size of ice crystals can be simply related to radar reflectivity through the Rayleigh-Gans approximation [8] [9] [10] .
However, measurements from across the spectrum should be seen as complimentary. For instance, the solar and infrared region will be sensitive to IWP values down to just about 0.5 and up to about 1000 g m -2 [11] . Radar reflectivity will be sensitive to the middle and upper range of solar and infrared IWP sensitivity, but it will also significantly exceed the upper range in solar and infrared sensitivity by a number of factors. The sub-millimetre region will be sensitive to a continuum of IWP between the radar reflectivity, and solar and infrared sensitivities. Thus, the sub-millimetre region can act as an important constraint on retrievals of ice cloud properties using radar, solar and infrared radiometric measurements. This is why sub-millimetre instrumentation is required on board aircraft, such as the International Sub-millimetre Airborne Radiometer (ISMAR) [12, 13] , and in space to measure the total amount of ice mass contained in the Earth's atmosphere.
Ultimately, such measurements will help constrain both climate and numerical weather prediction (NWP) models in their prediction of ice mass and characteristic size of the PSD through their assumed ice microphysics properties.
Of course, the interpretation of microwave and sub-millimetre brightness temperature depressions will still depend on assumptions about the PSD, ice crystal shape, mass and orientation of the hydrometeors, all of which are currently subject to a considerable degree of uncertainty, see for instance, the following review articles by [14] , [15] , and references contained therein. The main difficulty in interpreting millimetre and sub-millimetre radiometry is relating the measured brightness temperature depression to an assumed crystal geometry that is consistent with observed mass-and density-size relationships. This further requires representative PSDs that are valid in the mid-latitudes and tropics. In the microwave region, various microphysics assumptions can lead to very large differences in the simulated cirrus brightness temperatures. For instance, in Ref. [16] it is shown that at frequencies centred on 183 GHz, and by assuming a number of PSD parameterizations and density __ size relationships, these various assumptions can lead to simulated upwelling brightness temperature differences at top-of-the-atmosphere (TOA) greater than 12 K and 30 K, respectively. Moreover, more recent work by Ref. [17] has shown that different PSDs assumptions to represent the centre microphysics of Hurricane Irene, can also lead to brightness temperature differences between model and observations on the order of about 50 and 70 K at about 183 GHz at TOA. In the sub-millimetre region, Ref. [18] shows that on assuming realistic microphysical variability to generate a variety of cloud states constrained by radar measures of IWC, simulated brightness temperature differences of about 40 and 70 K between about 334 and 874 GHz, respectively, can be realised between the differing cloud states. This range in brightness temperature difference in the sub-millimetre region, between the cloud states, also demonstrates the sensitivity of this spectral region to ice microphysics, such as PSDs, ice crystal shape, and density.
To facilitate the simulation of cirrus brightness temperatures at millimetre and sub-millimetre frequencies, there are now a couple of publicly available single-scattering databases of ice crystals.
See for instance, the databases developed by Refs. [19] and [20] . These databases are based on the discrete dipole approximation (DDA), which was developed by Ref. [21] , to calculate the singlescattering properties of their assumed ice crystal models. The application of the DDA method at the time limited either the range in frequency or the maximum dimension of ice crystals that could be considered in the construction of each of the databases. In the case of Ref. [19] , the frequency does not exceed 340 GHz, and in the case of Ref. [20] , the maximum dimension of ice crystals does not exceed 2 mm. Aircraft-based cirrus and ice cloud field campaign in-situ measurements have shown that the maximum dimensions of ice crystals can be significantly greater than 2 mm, indeed ice crystal aggregates can grow to maximum dimensions of several centimetres, see for instance Refs.
[ [22] [23] [24] . However, the databases described above do consider a variety of ice crystal shapes, such as solid and hollow hexagonal ice columns, three-dimensional bullet-rosettes, sector snowflake models and hexagonal ice aggregates, among others. Moreover, Ref. [19] Recently, Ref. [25] has demonstrated that absorption by atmospheric ice at sub-millimetre frequencies has a strong dependence on temperature. A further source of uncertainty in the calculation of the single-scattering properties of atmospheric ice is their assumed dielectric properties in the microwave and sub-millimetre regions. For instance, Ref. [26] notes differences in the absorption properties of ice crystals having the same mass of ice between Refs. [19] and [20] , which was found to be due to different complex refractive indices being used to construct the two single-scattering databases. Moreover, Ref. [26] recommends the complex refractive indices of atmospheric ice compiled by Ref. [27] to calculate the single-scattering properties of ice crystals at millimetre and sub-millimetre frequencies.
A more recent single-scattering database of atmospheric ice has been made available by [28] . In that paper, sixteen ice crystal models are considered, ranging from single solid and hollow hexagonal ice columns, solid hexagonal plates, solid and hollow bullet-rosettes, hexagonal ice aggregates consisting of column and plate aggregations, among other ice crystal models. The maximum dimensions of each of the ice crystal models range between 2 and 10000 m, in 24 bins, where the latter sizes are more resolved. The assumed microphysical properties of the ice crystal models that comprise the database are described in Ref. [29] . The single-scattering properties of the various randomly oriented ice crystal models have been calculated at four temperatures, ranging between -113 and -3 o C, and between the frequencies of 1 and 874 GHz, assuming the complex refractive indices for ice compiled by Ref. [30] . The single-scattering calculations are based on the invariant imbedding T-matrix method of Ref. [31] , at most size parameters in the database. At a few of the larger size parameters, the improved geometric optics method of Ref. [32] is applied at the higher frequencies in the database. At these particular size parameters, the so-called "edge effects" are applied to the efficiency factors and to the single-scattering albedo to account for the above-edge and grazing incidence of rays, occurring either above the particle or at its edge, respectively [29, 33, and 34] . These effects must be parameterized into the physical optics method as it does not ordinarily take account of them. To date, this database is the most complete and state-of-the-art, as far as the application of electromagnetic methods is concerned applied to the problem of ice crystal scattering at sub-millimetre frequencies, and so it should find wide application in the interpretation of millimetre and sub-millimetre observations. However, the previously described databases either suffer from limitations in terms of the frequency of coverage [19] or the maximum dimensions of ice crystals that can be solved for in a timely fashion [20] , both references [19] and [20] use the DDA method. Moreover, all databases that are largely based on electromagnetic methods will suffer from the ease of re-computing the ice crystal single-scattering properties in the light of new observations of ice crystal aggregates or compilations of more accurately determined ice crystal refractive indices. To overcome these limitations, the applicability of physical optics in the millimetre and sub-millimetre spectral region is explored in this paper. In principle, if physical optics can be applied in these spectral regions, and down to low enough size parameters, then this would ease the burden of re-computing the optical properties of updated ice crystal models in the light of state-of-the-art observations of ice microphysics or new ice refractive indices that might become available at some point in the future.
In this paper, two physical optics methods are applied. These are: (i) the Monte-Carlo ray tracing method developed by Ref. [35] , which includes external diffraction only through the assumption of
Fraunhofer diffraction applied at the cross-section of the particle shape, and (ii) the Ray Tracing with Diffraction on Facets (RTDF) method developed by Ref. [36] , which incorporates both diffraction at the projected cross-section and diffraction at each of the facets into the ray-tracing paths, and thus, this latter physical optics method is expected to be an improvement over (i). The two physical optics methods are used to compute the scalar optical properties (i.e., the extinction cross-section, Cext, the single scattering albedo, 0, and the asymmetry parameter, g) and phase
functions. These optical properties are only considered in this paper as they are important for intensity-alone calculations, and the scalar optical properties are applied in very fast radiative transfer models used in numerical weather prediction models to simulate brightness temperature measurements in the microwave [16] .
The paper is split into the following sections. Firstly, in Section 2, a brief description of the ISMAR instrument is given, which includes the frequencies considered in this paper. In Section 3, the applicability of the physical optics methods at a number of millimetre (i.e., mm-wave) and submillimetre (i.e., sub-mm-wave) frequencies is considered for the cases of randomly oriented hexagonal ice columns and hexagonal ice aggregates. In Section 4, the errors introduced by the RTDF method in computing the upwelling brightness temperatures at a sub-mm-wave frequency are considered. Section 5 discusses implications for ISMAR polarisation observations, under the assumption of randomly oriented ice crystals. Finally, conclusions and discussion are presented in Section 6.
The ISMAR instrument
The ISMAR instrument is more fully described by [12, 13] , but a brief description is given here.
The main objective of ISMAR is to characterise ice clouds in terms of ice crystal size and IWP. The ISMAR instrument is an airborne multi-frequency sub-millimetre radiometer, which should pave the way towards a space-based instrument so that the main objective can be realised globally The location of the ISMAR channels, their extent, whether they are polarised, and the atmospheric feature present in each of the channels. The features at each of the channel locations are expressed in terms of whether they are "windows" to emphasise that they can only be considered as partial windows.
As noted previously in the introduction, the water vapour continuum increases with frequency in the sub-millimetre region of the electromagnetic spectrum [5] . Therefore, the "window" channels listed in Table 1 can only be considered to be partial, relative to the H2O and O2 absorption lines.
Since water vapour increases with decreasing altitude, the lower atmosphere is effectively opaque at the ISMAR frequencies so surface contributions can be largely ignored [37] . Table 1 demonstrates that ISMAR has a range of frequencies that should prove useful in determining the properties of an ice cloud, if the cloud is located in the upper troposphere.
Here, we concentrate on the ISMAR frequencies located at 243, 325, 448, 664 and 874 GHz. These channel locations are chosen to contrast the differing absorption properties of atmospheric ice at those frequencies. The channel located at 874 GHz will be installed on the instrument and will be deployed on the Facility for Airborne Atmospheric Measurements (FAAM) BAe 146 G-LUXE aircraft during the summer of 2017. In the next section, with the brightness temperature uncertainties discussed in Section 1 borne in mind, we consider whether the application of the RTDF method is a valid approximation to apply to the microwave and sub-millimetre regions of the spectrum.
The applicability of physical optics at mm-wave and sub-mm-wave frequencies
In this section, the applicability of the RTDF and the Monte-Carlo ray tracing methods at mm-wave and sub-mm-wave frequencies are tested by comparing their predicted scalar optical properties and phase functions against the T-matrix method of [38] , and to the results from the database compiled by [28] . Here, we assume randomly oriented hexagonal ice columns and hexagonal ice aggregates.
The hexagonal ice columns are assumed to be randomly oriented and have an aspect ratio, AR, (i.e., the ratio of column length-to-diameter) of AR=1. The randomly oriented hexagonal ice aggregates developed by Ref. [29, 39] are composed of eight monomer hexagonal elements with varying aspect ratios and are arbitrarily attached. The overall aspect ratio of the hexagonal ice aggregate does not vary as a function of its maximum dimension, Dm, and so the effective density of this model (about 125 kg m -3 ) remains constant as a function of Dm. The effective density is here taken to be the ratio of the volume of the non-spherical particle to the volume of the sphere of the same Dm, multiplied by the solid density of ice, assumed to be 920 kg m -3 . The hexagonal ice aggregate is chosen as the main source of comparison as this type of complex particle is more likely to be sampled by mm-wave and sub-mm-wave instruments as aggregates can grow to cm-sized particles [22] [23] [24] . The complex refractive indices of ice used in the comparisons have been taken from Ref.
[30] at the cirrus forming temperature of 230 K (i.e., -44 o C). At the frequencies considered in this paper, the relative differences of the real refractive indices of ice between [27] and [30] are generally much less than ±0.5%, whilst the relative difference in the imaginary indices between the two compilations is at most about -10% at 874 GHz. However, at the lower frequencies of between 243 and 448 GHz, the relative differences in the imaginary indices are significantly less than 1%, and at 664 GHz the relative difference is -5%. Given the range of uncertainty in the brightness temperatures, given changing cirrus microphysics assumptions, and variability described in Section 1, these differences are not considered significant for the purposes of the various comparisons presented in this paper.
The relative differences found for the scalar optical properties are plotted as functions of the size parameter, where the size parameter, X, is defined as Dm/, where  is the incident wavelength.
The Dm value found for each of the hexagonal ice columns of AR=1 is the length of the diagonal between the two basal faces of the hexagonal ice column (i.e., Dm= (D 2 +L 2 )), and the Dm value found for each of the hexagonal ice aggregates has been previously defined in [20] . The relative percent differences, (), obtained between the T-matrix and the database of [28] , and the two physical optics methods are defined as:
Where in Eq. (1) true is taken to be the T-matrix or the database scalar optical property or phase function solutions and the approx are the same solutions using the two methods of physical optics.
In the sub-section below the results of comparisons between the two physical optics methods and the T-matrix method are presented for the hexagonal ice column.
The hexagonal ice column
Firstly, comparisons are presented between the two physical optics methods and T-matrix at the frequency of 243 GHz, as this is the lowest frequency and so will have the lowest range in size parameter space that can be used to test the two approximations. The results of the comparisons for all three of the scalar optical properties are presented in Fig. 1a-1c . In Fig. 1(a) , results found for the Cext coefficient are plotted as log10(Cext), as this allows differences between solutions found using the T-matrix and physical optics methods to be more discernible. The results of the comparisons shown in Fig. 1a-1c demonstrate that the RTDF method is generally applicable to the calculation of Cext and 0 down to X ~ 18, and the prediction of g by RTDF is slightly overpredicted at X~18. The () error values at X~18 for Cext, 0 and g are about 4, < 1, and -8%, respectively. On the other hand, the errors in RTDF at 874 GHz at X~18, found for the same properties, are about 4, -5, and -5%, respectively, as listed in Table 3 , where the absolute values are listed in Table 2 . The errors in RTDF at the other frequencies are similar to the errors presented here but are not shown for reasons of brevity. The relative percent errors in RTDF are generally less than about 10% at X~18 for all the scalar optical properties considered. Given the uncertainty in the microphysics discussed in Section 1, and the uncertainty in determining, using in-situ measurements, the first order radiative transfer term Cext is of order ±50% [40] , errors of less than 10% are acceptable for the application of physical optics to calculate the scalar optical properties at values of X ≥ 18, at least for the hexagonal ice column.
For intensity-only calculations (i.e., the P11 element of the scattering phase matrix is considered alone in radiative transfer calculations), the accuracy of RTDF and Monte-Carlo ray tracing in calculating the P11 element at X = 18 needs also to be considered. The results of these comparisons are shown in Fig. 2a-2b . From Fig. 2a-2b it can be seen that the ray tracing method over-predicts the appearance of the halo at scattering angles > 62°. This is not surprising, as ray tracing is known to over-predict halo phenomena, see for instance Ref. [36] . Moreover, at the scattering angle of 180 o , the ray tracing 14 result completely over-predicts the backscattering peak by nearly one order of magnitude. However, RTDF compares very well against the T-matrix method because of the diffraction of rays entering and leaving the crystal. Note that at 180 o , the solution of P11 found using the RTDF method is nearly co-incident with the T-matrix result. Diffraction on facets clearly smoothes the halo to very small P11 values, which can be seen at the scattering angle of about 70°. The values and relative percent errors found for the scalar optical properties at the frequencies shown in Fig. 2a-2b are listed in Tables 2 and 3 , respectively. The results shown in Table 3 shows that at X ~ 18, the relative percent error found for the physical optics method in calculating g is at most about -10% using the ray tracing method at the least absorbing frequency of 243 GHz, which reduces to about -8% when applying the RTDF method. At the more absorbing frequency of 874 GHz, the relative percent error in g is found to be at most about -8% using the ray tracing method, which reduces to about -5% when using RTDF. These relative percent error differences found for g using the two physical optics methods reflect the variations found in each of the phase functions shown in Fig. 2a-2b . This variation in the phase functions using the two physical optics methods is reflected in their solutions found for g shown in Table 2 , where the g parameter calculated using the ray tracing method is seen to be over-predicted relative to the T-matrix and RTDF solutions. However, the solutions found for 0, using the two physical optics methods, are shown to be very similar to each other, as can be seen in Table 2 , and are both within about 5% of the T-matrix result at 874 GHz, but () for both methods is well within 1% at 243 GHz. Table 2 : The solutions found for the extinction coefficient, C, in units of m 2 , the single-scattering albedo, 0, and the asymmetry parameter, g, using the T-matrix method (tm), the RTDF method (rtdf), and the Monte-Carlo ray tracing method (rt) at the frequencies () of 243 and 874 GHz at X=18. Table 3 : The same definitions as in Table 2 except for the relative percent errors, , found in the solutions for the scalar optical properties using RTDF and the Monte-Carlo ray tracing methods at X=18.
From the results presented in Fig. 2a-2b , it can be concluded that the RTDF method can be applied at the ISMAR frequencies generally down to X ~ 18 to calculate the scalar optical properties and the P11 element of the scattering phase matrix, at least for the hexagonal ice column. The physical reason for this accuracy in the RTDF method is owing to the real refractive index of atmospheric ice being around 1.78 at the frequencies shown in the figure. At this refractive index value, the forward transmission as well as external reflection of the incident ray, both undergoing diffraction at the current facet, become the leading terms in the scattering solutions, and these processes are sufficiently well described by the RTDF method, as shown by the two previous figures. In the next sub-section, the applicability of RTDF in calculating the scalar optical properties and phase functions of hexagonal ice aggregates at mm-wave and sub-mm-wave frequencies is explored to ascertain the generality of the result presented in this sub-section.
The hexagonal ice aggregate
In this sub-section, results found for () is considered at all the ISMAR frequencies shown in Table 1 , and the RTDF method is compared directly against the database results compiled by Ref.
[28] using the hexagonal ice aggregate model. Here, the Monte-Carlo ray tracing method is not used owing to the errors previously found in its predicted phase functions shown in Fig. 2a-2b .
Firstly, relative errors found for the scalar optical properties plotted as a function of X are presented in Fig. 3a-3c . In the previous sub-section, the size parameter at X~18 was shown to be the size parameter at which errors in RTDF were generally within 10% of the T-matrix solutions. On examination of Fig. 3a-3c at X~18, it can be seen that in Fig. 3a , the error in the RTDF solution found for Cext is at a minimum for all the five frequencies shown, and the error has a value of less than 10%. However, this error increases to a little over 10% at X~30, owing to the well-known interference pattern in Cext, thereafter; the error consistently decreases with increasing size parameter, as the extinction cross-section tends to the geometric optics result of twice the projected area of the particle [33] .
Interestingly, the results found for 0, presented in Fig. 3b show that the relative percent errors increase with frequency, that is, as absorption increases with frequency, and that at X~18 the largest error in RTDF at 874 GHz is found to be about -4%. The figure also shows that the error at 874
GHz increases to a maximum value of about -5% at a size parameter just greater than about 20.
Furthermore, at the lowest frequency of 243 GHz, the error is less than -1% at X~18, whilst at the highest frequency of 664 GHz that will be on board the ICI instrument, the error in RTDF is about -2% at X~18. Moreover, at X~20, the error in RTDF does increase to a maximum value at all the frequencies shown, but this error is no greater than about -5%. The results found for the RTDF errors in calculating g are shown in Fig. 3c , and these errors are more significant at X~20 than found for the two other scalar optical properties, being greater than -10% at around that size parameter, where the largest errors in RTDF now appear at the least absorbing frequency of 243
GHz. This is presumably due to the stronger interference effects occurring in g, which will be most pronounced at the least absorbing frequency, and these interference effects will be more damped as ice absorption increases with frequency. Interestingly, at X>40, the errors found for g tend abruptly to near zero values, this is probably the size parameters at which the database switches from the invariant imbedded T-matrix and IGOM methods mentioned in Section 1.
The results shown in Fig. 3a-3b found for the hexagonal ice aggregate are not too different from those found for the hexagonal ice column at size parameter values of about 18. The errors in RTDF found for the asymmetry parameter, are however, more significant at X~18 than previously found.
The reason for the discrepancies is not only due to interference effects as already mentioned but could also be due to the calculation of the phase functions using the RTDF method. The results of comparing the phase functions at the frequencies of 243 and 874 GHz are shown in Fig. 4a-4b , respectively. The figure shows that the RTDF method follows the general shape of the hexagonal ice aggregate phase function at X~18 rather well at both frequencies at such a low size parameter.
However, diffraction at the facets seems to be slightly under-estimated: The back-scattering peak is too sharp and the halo peak is still visible. The same trend occurs for the stronger forward scattering which results in slightly too low side-scattering. As a consequence, the asymmetry parameter is too low. Table 1 is shown in the top-right corner in each of the figures.
Nonetheless, without the inclusion of diffraction on facets into the physical optics method, then the over-prediction of the halo would become most apparent as in Fig. 2a-2b , and the exact backscatter result would have been more significantly over-predicted if it were not for the smoothing introduced by the inclusion of internal diffraction. Thus, the inclusion of diffraction on facets is critical in the applicability of the physical optics approximation in the mm-wave and sub-mm-wave spectral regions at low size parameters, irrespective of ice particle shape. Fig. 4 : The predicted phase functions of the hexagonal ice aggregate at X~18 plotted against the scattering angle at the frequencies of (a) 243 GHz and (b) 874 GHz. The true phase functions are from the database [28] , which at X~18, applies the invariant imbedding T-matrix method (red line). The RTDF method is shown as the green line. The key is shown in the top-right corner.
A further interesting feature to note in Fig. 4a-4b is that the electromagnetic result is smoother than the single hexagonal ice column result shown in Fig. 2a-2b . This is probably because the interference effects that occur for the single hexagonal ice column have been smoothed out by the collection of monomer hexagonal ice columns that make up the hexagonal ice aggregate.
Conversely, the diffraction intensities on the RTDF calculated phase function have also been smoothed relative to the phase function shown in Fig. 2a-2b for the same reasons. That is, the ice aggregate results in probably an overall averaged result, and this is why the phase functions using both methods appear smoother than their single hexagonal ice column counterparts.
In this sub-section, the RTDF calculated scalar optical properties and phase functions have been compared to the same results from the database at single size parameters. However, in reality, cirrus and ice cloud are composed of a spectrum of ice crystal size characterised by the PSD. In the next sub-section, the accuracy of the RTDF method in calculating the bulk scalar optical properties and bulk phase functions is assessed.
The effect of PSDs on the accuracy of the RTDF method
In this sub-section, the averaging effects of the PSD on the scalar optical properties and phase functions are explored in relation to the accuracy of the RTDF method at mm-wave and sub-mmwave frequencies assuming the hexagonal ice aggregate model of Ref. [28] . Here, this is examined using the lowest and highest frequencies given in Table 1 , that is 243 and 874 GHz, as this represents the extremes of the frequency range given in that table. The PSDs applied here to the ice optical properties are initially based on a PSD provided by Ref. [41] . The original PSD is artificially changed in number concentration to give a range in characteristic ice particle size, which in this paper is given as the mean mass-weighted size of the PSD. Owing to the mass contained in the PSD being primarily determined by the mass of ice being proportional to the maximum dimension raised to the power of two. The mean mass-weighted size, Dmmw, is defined as: PSDs but are used to give a range in size parameter space as mentioned above. However, some of the PSDs do possess a large ice aggregation mode at Dm values greater than about 1000 m which is observed in real cirrus and iced cloud; see for instance Ref. [44] .
Note also the range in Dm shown in Fig. 5 is between 2 and 10000 m, this exactly matches the maximum dimensions contained in the database of [28] . Furthermore, the smallest value of Dmmw is associated with the largest concentration of ice crystals at Dm values less than about 100 m. Whilst the largest value of Dmmw is associated with the PSD having the largest ice aggregation mode at about 3000 m. This behaviour in Dmmw does mimic reality, as the PSDs containing the greatest amount of ice mass will be associated with greater values of mean mass-weighted dimension, and vice versa. These 13 PSDs are applied to calculate the orientation-averaged bulk scalar optical properties. That is, the orientation-averaged bulk extinction and scattering coefficients, <ext> and <sca>, respectively, the single-scattering albedo, <0>, the asymmetry parameter, <g>, and the phase function, <P11> using the following set of equations:
where in Eq. (3), the terms Dmin, Dmax and f( Dm) have been previously defined, the term <Cext> is the orientation-averaged extinction cross-section, and <Cext> is of course itself a function of Dm but this dependency has been dropped here and throughout for reasons of clarity. 
Given <ext> and <sca>, <0> is defined as follows: 
Hereinafter, the <> symbols are dropped from the following discussion for reasons of clarity.
As shown previously in sub-section 3.2, the RTDF model replicated the hexagonal ice aggregate database of scalar optical properties at X values around 18 to within generally ±10%. Here, the database of scalar optical properties and phase functions at X~18, and greater, are interchanged with the corresponding RTDF solutions at those values of X at the frequencies of 243 and 874 GHz and these are then integrated over the 13 PSDs, and compared to the "truth". The truth in this case represents the original database of hexagonal ice aggregate optical properties without interchanging the properties at the two frequencies. The purpose of this procedure is to ascertain the lowest X value at which the ice optical properties can be calculated using RTDF to within an acceptable error, given all the other potential errors discussed in Section 1.
Firstly, the relative percent errors in RTDF for the three scalar bulk optical properties following the above procedure are shown in Fig. 6a-6c at the two frequencies. As expected, the results show that when replacing the database results at X~18, and greater, with RTDF and averaging these over the 13 PSDs, the relative percent errors are significantly reduced at the two frequencies relative to the results shown in Fig. 3a-3c , this being especially true for g. In that particular case, the relative errors are generally within ±2% for most of the Dmmw values shown, which from an application point of view is far more acceptable than previously found for g. Moreover, the errors in the RTDF calculated solutions found for 0 are also generally within a few percent and the corresponding errors in ext are generally well within 10%.
Given that measurement uncertainties in ext are on the order of ±50% [40] , the errors in this parameter shown in Fig. 6a are well within the current experimental uncertainties. The results presented in Fig. 6a-6c show that the errors in RTDF are greater at 874 GHz than at 243 GHz. This result is to be expected, since the interchange of solutions at X~18 is at Dm values of 7000 and 2000 m at 243 and 874 GHz, respectively. Given that the extent of the PSDs in Dm does not exceed 10000 m, then it is not very surprising to find that the lower frequency will be least in error when calculating the optical properties using RTDF. Therefore, the RTDF error results shown at 874 GHz presented in Fig. 6a-6c represent the largest possible errors if the more exact results are replaced by RTDF at X~18, and greater. Of course, the errors in RTDF found here will decrease if the exact results are replaced at size parameters greater than about 18. However, it is re-iterated here that the purpose of this sub-section is to find the lowest value of X that is acceptable for practical applications. Since the error in RTDF is greatest at 874 GHz, the comparison of bulk phase functions at 874 GHz is presented in Fig. 7 , at the largest Dmmw value which gave the greatest relative error found for g shown in Fig. 6c . . This sub-section has shown that on replacing more exact solutions with RTDF solutions at X18, the bulk scalar optical properties and phase functions can be calculated to within an acceptable range of error that should be of practical value in simulating from above the cloud ISMAR and ICI radiances. That is, given the uncertainties in radiances discussed in Section 1, and in this sub-section, concerning the measurement uncertainties in determining the bulk extinction coefficient. The meaning of this 'acceptable range of error' is more quantitatively discussed in the next section in terms of the radiative transfer through model cirrus and ice cloud.
The brightness temperature errors in applying RTDF at X18 in the PSD
In this section, the bulk scalar optical properties derived in Section 3.3 are applied to a radiative transfer model to simulate the ISMAR brightness temperatures at the frequency of 874 GHz. This frequency is selected as the approximation applied in calculating the bulk scalar optical properties introduced in Sub-section 3.3 was in greatest error at that frequency. As a consequence of this, it is necessary to translate the relative errors previously found in the bulk scalar optical properties into errors in brightness temperature space, to ascertain as to whether the errors found in the approximation are of any practical consequences for its application to the interpretation of ISMAR or ICI observations, given the uncertainties in brightness temperatures discussed in Section 1.
The radiative transfer model used here is the delta-Eddington two-stream plane-parallel approximation, and this radiative transfer model has already been described in Refs. [45] [46] [47] so a description will not be repeated here. This two-stream approximation is applied as it is the same method used in numerical weather prediction models to simulate brightness temperature measurements in the microwave, see for instance Ref. [16] . The brightness temperatures are found from the simulated radiances using the two-stream approximation by inverting them using the Planck function at the frequency of 874 GHz. In the calculations that follow, the cirrus is assumed to be a single layer and homogeneous, and owing to the anisotropic scattering properties of atmospheric ice (i.e., atmospheric ice has highly peaked phase functions) at the ISMAR frequency, the bulk-averaged scalar optical properties previously described have been truncated using the method of Ref. [48] . This truncation is necessary owing to the strong asymmetric properties of the ice crystal phase function, it is truncated to allow computationally efficient solutions of the radiative transfer equation to be found and to conserve energy, this approximation necessitates re-scaling the scalar optical properties of the ice crystal. This truncation method in the microwave and sub-millimetre region was previously found to be sufficiently accurate for the purposes of this paper by Ref. [45] . Indeed, Ref. [45] found that in the infrared and sub-millimetre region of the spectrum, the delta-Eddington approximation rarely exceeded root mean square brightness temperature errors of more than a few K assuming nadir viewing geometries. Given the range in uncertainties previously discussed in terms of brightness temperatures, this level of accuracy is considered adequate for the purposes of this paper. In the radiative transfer calculations that follow, the cirrus is assumed to be at an altitude of about 10 km, and above the sea, with no cloud between the sea and the cirrus. The surface and cloud temperatures in all simulations are set to values of 274 and 225 K, respectively. The atmospheric profile assumed in the radiative transfer is the standard midlatitude winter profile with atmospheric gaseous transmission calculated at the selected ISMAR frequency through the atmospheric layers using MonoRTM (Monochromatic Radiative Transfer Model). The MonoRTM is described in Ref. [49] . The simulations presented here assume a nadir geometry (i.e., directly above the cloud) to minimise the errors in the radiative transfer calculations as previously found by Ref. [45] . Because nadir-only results are shown, linear polarisation at this measurement geometry is identically equal to zero and so in this paper polarised radiative transfer is not currently considered, but will be in later papers.
As previously stated, the bulk scalar optical properties derived in Sub-section 3.3 are applied to the radiative transfer model to simulate the brightness temperatures of model cirrus at 874 GHz. This is achieved by using the bulk-averaged quantities found by using the truth (i.e., the database comprising of the invariant imbedded T-matrix and IGOM solutions), and the method of RTDF being applied at X18 in each of the 13 PSDs, which here is the approximation. The brightness temperature differences are found by subtracting the true from the approximate brightness temperatures, Tb. To derive the brightness temperatures using the two methods, the model cirrus is assumed to have vertical geometrical thicknesses of 1, 3 and 6 km. The results of these simulations are presented in Fig. 8 at each of the 13 values of Dmmw.
The figure shows that at Dmmw values less than about 100 m the Tb values are around zero K, irrespective of cloud depth. This is not too surprising, as at such small Dmmw values, the volume extinction coefficient will be very small at 874 GHz and so there will be little attenuation of the upwelling radiation. Therefore, sensitivity will be expected to increase at Dmmw values greater than 100 m, which indeed it does according to the figure. At the smallest cloud depth of 1 km, the Tb values are at their maximum when Dmmw=3324 m, which is about -6 K. However, at such a low cloud depth, as far as the sub-millimetre is concerned, it is unlikely to find such large values of Dmmw; the values are more likely to be less than this and so errors of -6 K in the approximation are unlikely to be realised in reality. However, at the larger cloud depths of between 3 and 6 km, at Dmmw values greater than about 400 m, the Tbs are generally within about ±4 K. At these cloud depths, the attenuation of upwelling radiance is greater due to the increased opacity of the cloud and so the Tbs will be expected to be smaller than at the cloud depth of 1 km. At the off-nadir viewing geometries out to 55 o , which ISMAR is capable of observing, the errors in the approximation found here would also be expected to decrease due to the greater slant path introduced by increasing the sampling angle. Furthermore, at the frequency of 664 GHz, which is the highest frequency on board the ICI instrument, the errors will be expected to be reduced further as shown in Sub-section 3.3, owing to as the frequency decreases, the approximation reduces in relative error. However, a caveat is provided here in that this does depend on the extent of the PSD,
as Dm values of ice crystals can exceed values of 1 cm as noted in Section 1.Putting the errors in the Tb values found here into context in regard to the uncertainties in brightness temperatures noted in Section 1, which in the mm-wave spectral regions were on the order of tens of K, the approximation introduced in this paper appears to be of practical value and should prove useful to apply to the interpretation of ISMAR and ICI observation in the sub-mm-wave spectral region. It can be concluded that the RTDF method can be applied at the ISMAR frequencies generally down to X ~ 18 to calculate the scalar optical properties and the P11 element of the scattering phase matrix.
However, the method is applicable at about this size parameter value owing to the inclusion of diffraction on facets. This approximation should provide a means to compute the intensities scattered by complex ice crystals, down to such small size parameters without the need for far more onerous electromagnetic calculations. The importance of ice crystal complexity, rather than shape alone, at the ISMAR frequencies is discussed in the next section.
The importance of ice crystal complexity at ISMAR frequencies
In this section, the potential impact of ice crystal complexity on the ISMAR polarisation measurements is studied through the degree of linear polarisation (DLP), which is defined as P12/P11. This particular polarisation property is chosen as P21=P12 under the assumptions of incident unpolarised light and random orientation, and so P12 is related to the Stokes second element Q in polarised radiative transfer studies, and Q is related to the difference between the vertical and horizontal components of polarised intensities that ISMAR will measure at certain frequencies listed in Table 1 . The dependence of the DLP on particle size and complexity is studied, in the first instance, at the frequency of 245 GHz. A frequency at which both ISMAR and ICI will measure both components of polarised intensities, as this frequency is listed in Table 1 as a "window"
channel. Figure 9a and 9b shows the dependence of the DLP on particle size and on ice crystal complexity at the frequency of 245 GHz, respectively, assuming the randomly oriented sixbranched bullet rosette, which is discussed and defined in Refs. [35, 50] , where the phase matrix elements have been calculated using the method of RTDF, assuming a temperature of -30 °C. This temperature is chosen since the size of particles considered is on the order of cm-sized and these will appear at warmer temperatures in the cloud. The results presented in the figure show that the measurement of polarisation has a strong dependence on ice crystal size and on ice crystal complexity. Here the term complexity is used to mean ice crystals that may be made up of many ice crystal monomers of varying shapes and AR values, which form very complex ice aggregates, and which might also contain dislocations on their surfaces. This form of complexity is usually referred to as large-scale complexity; see for instance Ref. [51] . The term "small-scale complexity" is usually referred to distortions arising from surface roughened ice crystals [51] , the scale of which was recently estimated by Ref. [52] to be on the order of ½ to about one micron, with the height of roughness having a standard deviation of about 0.1 m. This estimate of scale roughness was achieved by using surface roughened sand grains as a proxy for surface roughened ice crystals, as the former posses light scattering patterns similar to the latter [53] . In this paper, we consider mm-wave and sub-mm-wave scattering, the wavelengths of which are by far much greater than the small-scale complexity that occurs on atmospheric ice. Here, we consider large-scale complexity only. This complexity is represented in the physical optics calculations by re-orienting the surface normal of the facets at each reflection and refraction event, and the degree of complexity is determined by the distortion value, which is defined by Ref. [35] . Distortion values of zero mean "smooth surfaced" particles, and so the scattering phase matrix elements of these particles will retain optical features such as halos and backscattering peaks and troughs. However, distortion values greater than zero will reduce these peaks and halos and, usually, distortion values of 0.4 or greater will completely remove them, see for instance Refs. [14, 15] . Here, and in the calculations that follow, we assume distortion values of 0.6 to represent very complex particles that ISMAR and ICI might sample. Note that in Fig. 9a , the minimum in the DLP does depend on size.
At least for the case of very complex ice crystals, which are the more likely to be sampled.
Moreover, Fig. 9b shows that the sign of the DLP depends on ice crystal complexity and that for smooth surfaced ice crystals (i.e., distortion value = 0) the sign of DLP can vary between positive and negative. However, the DLP quickly becomes negative as ice crystal complexity is introduced through higher distortion values, until finally, at the largest value of distortion assumed here a single unique minimum in the DLP is observed. Given these findings, it might be possible using ISMAR-measured polarised brightness temperatures to estimate both the size and complexity of ice crystals in the form of distortion values. The magnitude of these observed dependencies will depend on the measurement geometry of the instrument with respect to the cloud, that is, whether or not the measurements are obtained at angles away from near-forward and near-backscattering as well as on the PSD and optical depth of the cloud.
In the final part of this section, we consider particle complexity in the form of hexagonal ice aggregates and explore how potentially important this form of ice crystal complexity is to the measured ISMAR intensities at the frequency of 880 GHz. Again as shown in Table 1 at this frequency both the vertical and horizontal components of polarised intensities are measured. To explore this aspect of ice crystal complexity, we assume randomly oriented hexagonal ice aggregates in three-dimensional space, which comprise of two-, four-and six-branches. Here, all aggregates have equal projected areas and have an equal area sphere diameter of 1 cm, and a distortion value of 0.6 is once again assumed. The dependence of the P11 element and the DLP on ice crystal aggregation at 880 GHz is shown in Fig. 10a and 10b , respectively. The results presented in Fig. 10a show that as the number of monomers increase from two to six the change in P11, at such an assumed distortion value, is most noticeable at backscattering angles between about 100° and 180°, and at forward scattering angles less than about 50°. The increase in the P11 element values, as a result of an additional increase in monomers, subsequently lowers the corresponding asymmetry parameter values and increases the single-scattering albedo. This observed decrease and increase in g and 0, respectively, is owing to the multiple reflections becoming more important between the individual monomers as the number of monomers is increased. The percentage change in single-scattering albedo and g, in going from the two-to the six-branched hexagonal ice aggregate, is about 4% and 2%, respectively. However, we observe a significant change in the calculated DLP values in going from the two-to the six-branched hexagonal ice aggregate at 880
GHz, and this behaviour is shown in Fig. 10b . From the figure, it is interesting to note that the minimum DLP value is close to that obtained for the very complex six-branched bullet rosette shown in Fig. 9b . 
Conclusions and discussion
For the first time, this paper has demonstrated that the RTDF method is applicable to the mm-wave and sub-mm-wave frequencies. It has been shown that at selected ISMAR frequencies, between 243 and 874 GHz, the RTDF method successfully replicated T-matrix solutions found for the scalar optical properties, and the scattering phase function, assuming the randomly oriented hexagonal ice column of aspect ratio unity, down to X ~ 18. However, the conventional ray tracing method could not replicate the scattering phase function at the same value of X, owing to the appearance of the halo feature not present in the T-matrix or RTDF solutions obtained for the P11 element.
Furthermore, at frequencies between 243 and 874 GHz, the RTDF method was also applied to calculate the scalar optical properties and phase functions of the randomly oriented hexagonal ice aggregate, which were compared with the solutions obtained using the invariant imbedding Tmatrix and IGOM methods. The RTDF method replicated the more rigorous scalar optical property and phase function solutions at size parameters of about 18, similarly found for the randomly hexagonal ice column, to generally within about 10% for all properties considered at that value of X. The hexagonal ice aggregate was chosen as this model of ice is the more likely type of ice crystal to be sampled by millimetre and sub-millimetre instruments. The physical reason as to why the physical optics methods can be applied at such low values of X at sub-millimetre frequencies is owing to the real refractive index of atmospheric ice at those frequencies being sufficiently large (i.e., ~ 1.78). At such large values of real refractive index, the processes of forward transmission, diffraction and reflection dominate the ray tracing solutions, and these physical processes are well described by the physical optics method.
The RTDF method was also applied to compute the bulk scalar and bulk phase function properties of the hexagonal ice aggregate, and the solutions found were compared to the bulk solutions found from the other two methods mentioned above. Here, at size parameters around 18 and greater, the invariant imbedded T-matrix and IGOM scalar optical property and phase function solutions, called the rigorous method, were replaced with the corresponding RTDF solutions, called the approximate method. Again, and in general it was found that between Dmmw values of about 50 and 3324 m, the RTDF method replicated the more rigorous solutions to well within 10% for all optical properties considered. Given this finding, the physical optics method can be combined with electromagnetic solutions at X~18 and greater, to compute the bulk scalar optical properties and bulk phase functions of atmospheric ice. This means that publicly available methods such as DDA and Tmatrix need only be applied at up to size parameters of around 18 in the mm-wave and sub-mmwave regions; thereafter, it is important to apply physical optics methods that incorporate internal diffraction, if considering regular smooth surfaced complex particles.
The relative bulk errors found in the RTDF method were also translated into errors found in brightness temperature space at the highest frequency of 874 GHz. At cirrus model depths of 3 and 6 km, the upwelling brightness temperatures, assuming a nadir-pointing geometry, predicted by the approximate method were compared to the brightness temperatures predicted by the rigorous method. The brightness temperature differences found between the two methods were between ± 4 K, at the two assumed geometric depths. Moreover, the larger errors of 4 and -4 K occurred for Dmmw > 1000 m. Greater brightness temperature errors in the approximation could be found of up to about -6 K, but these occurred at the cloud geometric depth of 1 km and at the largest Dmmw value of 3324 m. Such large values of Dmmw within such geometrically thin clouds are unlikely to occur in reality. However, the range of uncertainty that currently exists in brightness temperatures in the mm-wave and sub-mm-wave parts of the spectrum are on the order of tens of K. These brightness temperature uncertainties arise from uncertainties in PSD, mass-and density-size relationships, the scattering properties of various ice crystal shapes, especially in the sub-millimetre spectral region, and ice crystal orientation. Given the previous uncertainties in brightness temperature and in the cirrus microphysics, the errors found in the approximate method presented in this paper are considered acceptable for practical application to the interpretation of intensity-alone observations obtained using the ISMAR and/or ICI instruments.
The sensitivity to ice crystal complexity and size, (here centimetre-sized particles were considered which precludes the application of most available electromagnetic methods to this problem), was studied at the frequency of 245 GHz assuming the randomly oriented six-branched bullet rosette. At that frequency, there was a clear dependence of DLP on both size and ice crystal complexity;
whereas with the phase function studies, ice crystal complexity was found to minimise differences between the phase functions as complexity increased. Consider here that these polarisation dependencies will also depend on the instrument measurement geometry. Essentially, the further away the measurement is from the forward and the backscattering angles, the dependence of DLP on ice crystal size and complexity increased, because the minimum in DLP often occurred around the scattering angle of about 90°. Further numerical experiments were performed using the hexagonal ice aggregate for understanding the impact of this ice crystal geometry on the DLP at 880
GHz. This was achieved by considering two-, four-and six-branched hexagonal ice aggregates, and as found for the six-branched bullet-rosette, the absolute value in DLP was found to increase as the ice aggregate became more aggregated, and this minimum in DLP was also found to be around the scattering angle of about 90°. For the case of increasingly aggregated and randomised particles, the DLP behaviour was found to be very similar to the randomised six-branch bullet rosette at the same frequency. Therefore, the polarised sub-millimetre region has the potential to be used for the retrieval of ice particle complexity of centimetre-sized objects.
This paper is the first in a series of three. The second paper will consider the application of electromagnetic and physical optics methods to an ensemble model of cirrus particles developed by
Ref. [50] , which will be used to assess the impact of an ensemble of ice crystals on microwave and sub-millimetre brightness temperature simulations of cirrus. The third paper will be about the application of the developed models to mm-wave and sub-mm-wave observations obtained from a number of cirrus cases.
