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Akar laten merupakan metode yang digunakan untuk mengatasi masalah multikolinearitas pada data. 
Penelitian ini bertujuan untuk mengatasi masalah multikolinearitas menggunakan akar laten. Data yang 
digunakan pada penelitian ini merupakan data sekunder yang diambil dari Badan Pusat Statistik (BPS) 
pada tahun 2014 dengan variabel dependen yaitu, data tingkat pengangguran terbuka )(Y dan tiga 
variabel independen yaitu jumlah penduduk miskin (X1), jumlah penduduk Indonesia (X2) dan jumlah 
partisipasi angkatan kerja (X3). Nilai Variance Inflation Factor (VIF) diawal diperoleh sebesar 
12,949(X1), 12,949(X2), 1,113(X3), hal ini menunjukkan terjadinya multikolinearitas pada data  (X1) 
dan 
(X2). Setelah dilakukan uji menggunakan akar laten nilai Variance Inflation Factor (VIF) dari ketiga 
variabel untuk masing-masing variabel yaitu sebesar 1,231629(X1), 1,172524(X2), 1,220886 (X3). Hal ini 
menunjukkan bahwa
 
jumlah penduduk miskin, jumlah penduduk Indonesia dan jumlah partisipasi 
angkatan kerja berpengaruh secara signifikan terhadap tingkat pengangguran terbuka dengan 2R  
sebesar 91% dan tidak terjadi masalah multikolinearitas pada model. Dari hasil penelitian menunjukkan 
bahwa masalah multikolinearitas pada data dapat teratasi dengan menggunakan akar laten. 
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PENDAHULUAN 
Analisis regresi merupakan analisis statistika yang mempelajari bagaimana menentukan model 
statistika atau hubungan antara satu atau lebih variabel independen dengan satu atau lebih variabel 
dependen [1]. Analisis regresi terbagi menjadi dua macam yaitu, analisis regresi linear sederhana dan 
analisis regresi berganda. Analisis regresi linear berganda adalah analisis yang mempunyai lebih dari 
satu variabel independen sehingga terdapat kemungkinan terjadinya hubungan yang kuat antara dua 
variabel independen. Salah satu asumsi yang harus dipenuhi dalam model regresi linear berganda 
adalah tidak adanya multikolinearitas di antara variabel dependen yang masuk kedalam model. 
Multikolinearitas ditandai dengan adanya korelasi di antara peubah-peubah bebas. Adanya 
multikolinearitas pada variabel independen mengakibatkan model regresi yang diperoleh jauh dari 
akurat, diantaranya pengujian hipotesis parameter berdasarkan metode kuadrat terkecil (ordinary least 
square) yang memberikan hasil yang tidak valid karena variabel independen yang seharusnya 
berpengaruh signifikan terhadap variabel dependen dinyatakan sebaliknya secara statistik.  
Multikolinieritas dapat dideteksi dengan cara melihat nilai VIF > 10. VIF (Variance Inflation Factor). 
Akar laten merupakan metode yang mampu mengatasi multikolinieritas pada data. Metode akar 
laten merupakan perluasan dari regresi komponen utama. Perbedaan kedua metode ini terletak pada 
nilai akar laten yang dihasilkan dari matriks korelasi yang dihasilkan. Pada akar laten matriks korelasi 
dihasilkan dari penggabungan variabel dependen yang telah dibakukan dan variabel independen yang 
telah dibakukan. Data yang digunakan dalam penelitian ini merupakan data sekunder yang di ambil 
dari Badan Pusat Statistik (BPS) Republik Indonesia pada tahun 2014. Variabel dependen yang 
digunakan yaitu data tingkat pengangguran terbuka dan beberapa faktor yang mempengaruhinya. 




Multikolinearitas adalah suatu kondisi dimana terjadi ketika model regresi yang digunakan 
terdapat suatu variabel independen yang berkorelasi sangat tinggi dengan variabel independen lainnya. 
Variabel-variabel independen yang saling berkorelasi tidak memberikan tambahan informasi terhadap 
pendugaan bagi variabel dependen. Ada beberapa cara untuk mendeteksi multikolinieritas, yaitu 
dengan melihat nilai variance inflation factor (VIF) pada model regresi dan membandingkan nilai 
koefisien determinasi individual )( 2r  dengan nilai determinasi secara serentak )( 2R . Jika nilai VIF  
lebih besar dari 10 maka variabel tersebut mempunyai persoalan multikolinieritas dengan variabel 
bebas lainnya. Selanjutnya untuk mendeteksi adanya multikolinieritas dengan membandingkan nilai 
koefisien determinasi individual )( 2r  adalah dengan cara meregresikan setiap variabel bebas dengan 
variabel bebas lainnya, dengan tujuan untuk mengetahui nilai koefisien 2r untuk setiap variabel yang 
di regresikan [3]. 
 
ANALISIS KOMPONEN UTAMA BERDASARKAN MATRIKS 𝒁∗ 
 Langkah berikutnya adalah melakukan analisis komponen utama berdasarkan matriks *Z . Seperti 
halnya dalam analisis komponen utama, akar laten dan vektor latennya kemudian dihitung dari matriks 
korelasi gandengan 𝒁∗𝑻𝒁∗ 
Misalkan  rjjjojTj  ,...,,, 21  merupakan vektor yang terbentuk dari elemen yang sama 
dengan 
T
j  kecuali elemen pertama yang telah dibuang, maka komponen utama dari 𝒁
∗adalah: 
𝐶𝑗 = 𝒁
∗  𝑗                                (1) 
yang dapat dituliskan sebagai berikut: 
𝐶𝑗 = oj 𝒁𝒚 + 𝒁 𝑗
0
 (2) 
Pada regresi akar laten, unsur pertama koefisien )( ojY  setiap vektor laten digunkan untuk 
meramalkan peubah responnya oleh vektor laten tersebut. Untuk menentukan komponen utama yang 
digunakan, yaitu dengan membuang komponen utama yang bersesuaian dengan dengan nilai akar 
laten j 0,05 atau elemen pertama vektor laten oj 0,10. Adanya akar laten yang kecil 
menandakan adanya kemungkinan ketergantunan atau ketidak bebasan linear diantara variabel 
independen pada data. Semakin kecil akar laten, semakin kuat ke tidak beba linearan tersebut. Akar 
laten yang bernilai 0 menandakan adanya singularitas, dan nilai 0 pada elemen pertama dari suatu 
vektor laten menunjukan bahwa vektor laten tersebut tidak memiliki kontribusi variansi dalam Y . 
Oleh karena Itu, Webster Menyarankan akar laten j  0,05 atau unsur pertama vektor laten yang 
seimbang oj  0,10 disarankan untuk dibuang. 
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dengan : 
j  = akar laten ke- j dari matriks ZZ
T*
 
j  = elemen vektor laten ke-j 
j0 = 
elemen pertama dari vektor laten ke j  
pj ,...,2,1,0  
 
Selanjutnya, pendugaan koefisien regresi pada peubah awal diperoleh dengan membagi penduga 
koefisien regresi pada peubah yang telah dibakukan dengan 






  dengan 2)( jjj xxS   
1,...,2,1  pj  
 
Sedangkan, perhitungan koefisien regresi 
0 [4] diperoleh berdasarkan rumus: 
443322110 xxxxy    (3) 
Setelah persamaan kuadrat terkecil diperoleh, selanjutnya melakukan eliminasi langkah mundur untuk 
melakukan eliminasi langkah mundur untuk mengeluarkan peubah peramal dari persamaan itu. 
 
AKAR LATEN 
Akar laten merupakan perluasan dari analisis regresi komponen utama. Pada akar laten matriks 
korelasi diperoleh dari penggabungan variabel dependen yang telah dibakukan dan variabel 
independen yang telah dibakukan [3]: 
𝒁∗ = [𝒁𝒚𝒁]               (4) 
Dengan 𝒁𝒚 dan 𝒁 merupakan matriks 𝒀 dan 𝑿 yang telah dipusatkan dan diskalakan (dibakukan). 
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dengan: 
𝑍∗ = Penggabungan matriks Y dan X 
TAHAP PENGERJAAN AKAR LATEN 
Berikut adalah langkah-langkah dalam pengerjaan akar laten: 
1) Pengimputan data dan melakukan uji asumsi klasik pada data untuk melihat apakah data 
tersebut normal dan untuk melihat apakah terjadi masalah multikolinearitas pada data. 
2) Melakukan standarisasi pada data untuk mengecek korelasinya. 
3) Menghitung akar laten dan vektor laten dari matriks korelasi dengan bantuan program R. 
4) Memilih komponen utama yang digunakan dengan membuang komponen utama yang 
mempunyai nilai akar laten 𝜆𝑗 ≤ 0,05 dan elemen pertama pada vektor laten yaitu j0 < 0,10 
lalu langkah selanjutnya yaitu komponen utama yang telah di tentukan di regresikan dengan 
variabel dependen nya. 
5) Menghitung nilai VIF dan nilai korelasi antar peubah untuk mendekteksi apakah masalah 
multikolonieritas sudah teratasi. 
 
HASIL DAN PEMBAHASAN 
Jenis data yang digunakan dalam penelitian ini merupakan data sekunder yang diambil dari Badan 
Pusat Statistik (BPS) pada tahun 2014. Variabel dependen yang digunakan yaitu data tingkat 
pengangguran terbuka  Y , sedangkan variabel independen yang digunakan dalam penelitian ini ada 
tiga yaitu jumlah penduduk miskin  1X , jumlah penduduk Indonesia  2X  dan tingkat partisipasi 
angkatan kerja (X3) pada 33 provinsi di Indonesia. Software yang digunakan dalam penelitian ini yaitu 
Microsoft Excel dan R. 
1. Hasil Deskriptif Statistik 
Tabel 1  Statistik Deskriptif 
Kode Variabel Minimum Maksimum Mean Standar Deviasi 
Y TPT 1,9 10,5 5,4 2,10 
1X  JPM 67,2 4748,4 809,9 1234,09 
2X  JPI 849,8 46029,6 7622,6 10783,55 
3X  TPAK 60,0 78,7 66,8 3,87 
 
Berdasarkan Tabel 1 menunjukkan bahwa nilai minimum dan nilai maksimum dari masing-masing 
variabel. Dikarenakan nilai rata-rata (mean) pada data JPM dan JPI lebih kecil dari nilai standar 
deviasi maka penyebaran nilainya tidak merata. 
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2. Model Regrsi Linear Berganda 
Tabel 2 Model Regresi Linear Berganda 
Variabel Estimate Std. Error t-value Pr (>| t |) 
Konstanta Intercept  29,40 4,8880 6,015 0,00000153 
JPM -0,0004843l  0,0007777 -0,623 0,538 
JPI 0,00008863 0,00008903 0,996 0,328 
TPAK -0,3633 0,07273 -4,995 0,00002570 
 
Berdasarkan Tabel 2 didapatlah model regresi linear terbaik yaitu: 
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 + 𝜀 
𝑌 = 2,940 − 0,0004843𝑋1 + 0,00008863𝑋2 − 0,3633𝑋3 
 
Berdasarkan model yang didapat, bahwa nilai konstanta sebesar 29,40, artinya jika tingkat 
pengangguran terbuka sebesar 0 maka tingkat penggangguran akan sebesar 29,40. Jika nilai variabel 
bebas lainnya 0, maka tingkat penggangguran akan berkurang 0,0004843 untuk setiap kenaikan 
sebesar 1 persen jumlah penduduk miskin maka tingkat pengangguran terbuka akan bertambah 
0,00008863 untuk setiap kenaikan sebesar 1 persen dari jumlah penduduk di Indonesia. Jika tingkat 
partisipasi angkatan kerja mengalami kenaikan sebesar 1 persen maka tingkat pengangguran akan 
berkurang sebanyak 0,3633. Berdasarkan nilai R-squared 0,534 artinya penelitian ini hanya mampu 
menjelaskan 53% dari keragaman Y  oleh banyaknya 
321 ,, XXX  sedangkan 46,6% sisanya 
dipengaruhi oleh keragaman diluar model. 
3. Uji Multikolinearitas 
Tabel 3  Uji Multikolinearitas 
Variabel JPM JPI TPAK 
VIF 12,949122 12,956396 1,113234 
 
Berdasarkan Tabel 3 hanya variabel TPAK yang tidak terdapat multikolinieritas dikarenakan nilai 
VIF<10 yaitu 1,113234. Sedangkan dua variabel lainnya yaitu JPM dan JPI masing-masing 
mempunyai nilai VIF yaitu 12,949122 dan 12,956396 yang menunjukkan terjadinya gejala 
multikolinieritas dikarenakan nilai VIF>10. 
4. Uji Korelasi 
t
starZ  dan VIF 
Tabel 4 Korelasi 
t
starZ  dan VIF  
 Zy JPM JPI TPAK VIF 
Zy 1,0000000 -0,5668353 0,3919295 -0,8914801  
JPM -0,5668353 1,0000000 0,2870489 0,1981401 12,949 
JPI 0,3919295 0,2870489 1,0000000 -0,4044989 12,956 
TPAK -0,8914801 0,1981404 -0,4044989 1,0000000 1,113 
Berdasarkan Tabel 4 dapat dilihat bahwa nilai VIF untuk jumlah penduduk miskin yaitu sebesar 
12,949 > 10 dan untuk jumlah penduduk Indonesia yaitu 12,956 > 10 maka terdeteksi adanya 
multikolinearitas pada kedua vraibel tersebut. 
5. Akar Laten 
Langkah pertama dalam regresi akar laten adalah membakukan data dengan cara di pusatkan dan 
diskalakan. Hal ini dilakukan untuk memudahkan perhitungan dan meminimumkan kesalahan
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pembukatan dalam perhitungan. Pada penelitian ini pembakuan data dilakukan pada variabel dependen 
dan variabel independen. Data yang telah dibakukan merupakan data pada elemen-elemen matriks *Z . 
Akar j  dan vektor laten j dengan 1,...,1  pj  yang bersesuaian dengan j  yang dibentuk dari 






















































































Dalam penelitian ini, kriteria pemilihan yang disarankan oleh Webster 
a. Nilai  Eigen 05,0)283,2(0   dan 00 0,657 > 0,10 Oleh karena itu, Vektor yang 
bersesuaian dipertahankan. 
b. Nilai  Eigen 05,0)1318,0(1   dan 01 0,1035 > 0,10 Maka, Vektor yang bersesuaian 
dipertahankan. 
c. Nilai Eigen 05,0)3985,0(2   dan 02 0,0047 < 0,10 tetap dipertahankan walau nilai 
02 .< 0,10 
d. Nilai Eigen 05,0)1704,0(3   dan 03 0,746 > 0,10 adanya tidak kebebasan tetapi tetap 
dipertahankan. 
Selanjutnya, dilakukan pembentukan komponen utama berdasarkan koefisien matriks (vektor laten). 
Berikut merupakan proses pembentukan dari empat komponen yang digunakan.
 KU 1 )( OC = 321 606,0321,0311,0657,0 ZZZZ y   
KU 2 )( 1C 0,103 321 122,0676,0718,0 ZZZZ y   
KU 3 
3212 595,0633,0493,0004,0)( ZZZZC y   
KU 4 
3213 512,0193,0377,0746,0)( ZZZZC y   
Komponen utama yang terbentuk merupakan kombinasi linear dari peubah asal yang saling tegak 
lurus dan tidak berkorelasi. Sehingga didapat model regresi untuk penduga koefisien pada data awal 
adalah sebagai berikut: 
321 9879,075700,103749,0000005365,0
ˆ XXXY   
Model tersebut menginterpretasikan jika pada semua variabel independen (𝑌) diasumsikan konstan, 
maka variabel dependen akan bernilai -0,000005365. Variabel dependen akan berkurang sebesar 
0,03749 disetiap kenaikan (𝑋1) sebesar 1% selama (𝑋2) dan tingkat partisipasi angkatan kerja (𝑋3)
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konstan. Variabel (𝑌) akan berkurang sebesar 1,75700 setiap kenaikan jumlah penduduk Indonesia 
sebesar 1% selama jumlah penduduk miskin dan tingkat partisispasi angkatan kerja kosntan. Variabel 
dependen akan meningkat sebesar 0,9879 setiap tingkat partisipasi angkatan kerja meningkat 1% 
selama jumlah penduduk miskin dan jumlah penduduk Indonesia konstan. 
Selanjutnya melihat nilai 
2
adjR  untuk melihat seberapa akurat model regresi yang telah didapat yaitu 
sebesar 91,2%. Maka didapatlah hasil VIF seperti yang terlihat pada tabel berikut: 
 
Tabel 5 (Variance Inflation Factor)VIF  





Data dapat dikatakan terindikasi adanya multikolinearitas jika 10VIF . Berdasarkan tabel diatas 
dapat dilihat bahwa masalah multikolinearitas pada data jumlah penduduk miskin ( )1X , jumlah 
penduduk Indonesia ( )2X , dan tingkat partisispasi angkatan kerja ( )3X telah teratasi dengan 
menggunakan regresi akar laten. 
 
KESIMPULAN 
Hasil penelitian ini menunjukkan bahwa masalah multikolinearitas pada data dapat teratasi 
dengan menggunakan akar laten. Seperti yang terlihat bahwa nilai Variance Inflation Factor  VIF
diawal yaitu sebesar 12,949 )( 1X , 12,949 )( 2X , 1,113 )( 3X untuk masing-masing data, hal ini 
menunjukkan terjadinya multikolinearitas pada data )( 1X  
dan )( 2X . Setelah dilakukan uji 
menggunakan akar laten nilai Variance Inflation Factor )(VIF dari ketiga variabel untuk masing-
masing variabel yaitu sebesar 1,231629 )( 1X , 1,172524 )( 2X , 1,220886 )( 3X . Hal ini 
menunjukkan bahwa
 
jumlah penduduk miskin )( 1X , jumlah penduduk Indonesia )( 2X , dan tingkat 
partisipasi angkatan kerja )( 3X berpengaruh secara signifikan terhadap tingkat pengangguran terbuka 
dengan 2R  sebesar 91,2%. Model regresi akar laten yang diperoleh untuk data tingkat pengangguran 
terbuka adalah: 
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